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Introduction
Origine du proble`me
Avec l’essor du marche´ des te´le´communications, l’inte´reˆt porte´ a` l’e´tude des ondes
e´lectromagne´tiques est de plus en plus vif. Les technologies ayant conside´rablement
progresse´, les proble`mes sont toujours plus complexes et, la` ou` une approche empirique
semblait suffire il y a quelques anne´es, une e´tude mathe´matique approfondie devient
ne´cessaire a` l’heure actuelle. En outre, la simulation nume´rique s’est largement de´veloppe´e
pour comple´ter l’expe´rience, et parfois meˆme la remplacer.
De nombreux proble`mes mettent en jeu des mate´riaux pre´sentant des couches minces.
C’est le cas des chambres ane´cho¨ıdes : il s’agit de pie`ces dont les murs, sols et plafonds sont
recouverts d’un mate´riau absorbant (voir figure 1). Elles sont utilise´es pour analyser les
ondes e´mises par un dispositif (par exemple un te´le´phone portable) sans que les re´flexions
sur les parois ne geˆnent l’expe´rience. L’e´paisseur de la zone absorbante est faible devant
les dimensions caracte´ristiques de la pie`ce et peut donc eˆtre mode´lise´e par une couche
mince. Citons aussi le domaine de la furtivite´ radar : la peinture qui recouvre l’avion
absorbe les ondes e´mises par un radar et lui permet de demeurer invisible. Le rapport
entre l’e´paisseur de la couche de peinture et les dimensions caracte´ristiques de l’appareil
est, ici, encore plus faible.
La re´solution nume´rique d’un proble`me pose´ dans un domaine avec couche mince est
difficile car elle ne´cessite une discre´tisation a` l’e´chelle de l’e´paisseur de la couche. Le
maillage comporte alors un tre`s grand nombre d’e´le´ments, ce qui rend les calculs longs et
parfois peu pre´cis. Pour cette raison, on cherche a` remplacer le proble`me initial par un
autre proble`me, dont la solution est proche de celle qu’on recherche, et qui ne fait plus
intervenir de couche mince.
L’objet de cette the`se est l’analyse asymptotique du proble`me avec couche mince, quand
l’e´paisseur ε de la couche tend vers 0. La construction d’un de´veloppement asymptotique
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multi-e´chelle de la solution permet d’identifier des proble`mes avec conditions aux limites
approche´es, et de les analyser avec pre´cision.
Fig. 1 – Une chambre ane´cho¨ıde.
Conditions aux limites approche´es pour le Laplacien
On s’inte´resse au proble`me de transmission
suivant, pose´ dans le domaine de la figure 2
ci-contre.
(1)

α∆uεint = fint dans Ωint,
∆uεext = fext dans Ω
ε
ext,
α∂nu
ε
int = ∂nu
ε
ext + g sur Γ,
uεint = u
ε
ext sur Γ,
uεext = 0 sur Γ
ε
ext.
Le coefficient α est un nombre re´el stricte-
ment positif (α 6= 1).
Ωint
Ωεext
Γεext
Γ
ε≪ 1
Fig. 2 – Le domaine re´gulier Ωε.
Il constitue un mode`le simple bidimensionnel pour les applications cite´es plus haut.
On souhaite trouver un proble`me proche de (1) dans lequel la couche mince n’apparaˆıt
plus. Pre´cise´ment, on recherche une condition aux limites CLε(v, ∂nv) telle que la solution
vε de {
α∆vε = fint dans Ωint,
CLε(v
ε, ∂nv
ε) = 0 sur Γ,
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soit “proche” de uεint quand ε est voisin de 0.
Dans le cas d’un domaine re´gulier (Γ est une courbe lisse), des re´sultats sont connus
depuis plus d’une dizaine d’anne´es. Il est montre´ dans [16] que les choix suivants pour
CLε (appele´es conditions aux limites approche´es ou conditions d’impe´dance) :
(i) vε[0] = 0,
(ii) vε[1] + εα∂nv
ε
[1] = εg,
(iii)
(
1 + ε c(x)
2
)
vε[2] + εα∂nv
ε
[2] = εg,
conduisaient a` des proble`mes bien pose´s, avec les estimations d’erreur
(i)
∥∥∥uεint − vε[0]∥∥∥
1,Ωint
≤ ε,
(ii)
∥∥∥uεint − vε[1]∥∥∥
1,Ωint
≤ ε 32 ,
(iii)
∥∥∥uεint − vε[2]∥∥∥
1,Ωint
≤ ε 52 .
L’e´tude est mene´e pour l’e´quation de Helmholtz dans [16] et [7] et de nombreux auteurs
se sont penche´s sur d’autres proble`mes, en particulier le syste`me de Maxwell (voir [16],
[6], [5], [18], etc.).
Utilisation de l’analyse asymptotique double-e´chelle
Le premier chapitre de ce travail est consacre´ a` l’investigation de conditions aux limites
approche´es pour le proble`me (1), dans le cas d’un domaine re´gulier, a` l’aide d’une
technique de de´veloppement asymptotique double-e´chelle. Le principe consiste a` effectuer
une dilatation de rapport ε−1 de la couche mince dans la direction normale. On transforme
ainsi le domaine Ωε en un domaine fixe et le petit parame`tre ε n’apparaˆıt plus dans la
ge´ome´trie, mais dans les e´quations. On peut alors, a` l’aide d’un proce´de´ de re´solution
alternatif exte´rieur-inte´rieur, de´terminer un de´veloppement asymptotique de la solution
uε du proble`me de transmission (1) qui a la forme
(2) uε =
N∑
n=0
εnun + rNε ou` u
n|Ωint = unint et un|Ωεext(t, s) = Unext(t, ε−1s),
les fonctions unint et U
n
ext ne de´pendent pas de ε et (t, s) est un syste`me de coor-
donne´es tangentielle-normale au bord Γ. Le terme “double-e´chelle” rend compte de
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l’utilisation de coordonne´es semi-dilate´es dans le domaine exte´rieur. L’un des avantages
des de´veloppements asymptotiques est de fournir une estimation optimale du reste :∥∥rNε,int∥∥1,Ωint +√ε ∥∥rNε,ext∥∥1,Ωεext ≤ CN εN+1.
L’analyse des proble`mes ve´rifie´s par les (unint) permet d’identifier les conditions aux
limites approche´es cite´es plus haut. L’inte´reˆt principal de l’utilisation d’un de´veloppement
asymptotique dans les proble`mes de couche mince est l’obtention d’estimations optimales.
On prouve ici les estimations suivantes :
(i)
∥∥∥uεint − vε[0]∥∥∥
1,Ωint
≤ ε,
(ii)
∥∥∥uεint − vε[1]∥∥∥
1,Ωint
≤ ε2,
(iii)
∥∥∥uεint − vε[2]∥∥∥
1,Ωint
≤ ε3,
qui sont plus fines que celles donne´es dans [16].
Cas d’un domaine a` coin
Les applications en vue ne peuvent pas rentrer dans le cadre de´crit pre´ce´demment car
les ge´ome´tries conside´re´es ne sont pas re´gulie`res : elles comportent de nombreux coins et
areˆtes. Il n’existe, a` notre connaissance, aucun re´sultat dans ce cadre.
L’objet principal de la the`se est l’analyse
asymptotique du proble`me (1) dans le cas
ou` le domaine Ωint est re´gulier sauf en un
point Oint, au voisinage duquel il co¨ıncide
avec un secteur angulaire plan d’ouverture
ω (voir figure 3.1).
On exclut les cas des fissures (ω = 0, 2π) qui
requie`rent un mode`le ge´ome´trique de couche
mince diffe´rent. Leur e´tude est ne´anmoins
similaire a` celle pre´sente´e ici.
ε
ω
Γ
Γεext
Oint
Ωint
Ωεext
O
Fig. 3 – Le domaine Ωε.
La technique employe´e dans le cas ou` Γ est re´gulie`re ne peut pas eˆtre utilise´e directement
dans cette nouvelle situation. En effet, la pre´sence d’un coin dans le domaine fait
apparaˆıtre des singularite´s qui compromettent la construction des termes unint et U
n
ext ;
elles sont de la forme
s
qπ
ω =
{
r
qπ
ω cos qπω θ si q est impair,
r
qπ
ω sin qπ
ω
θ si q est pair,
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ou` (r, θ) sont les coordonne´es polaires centre´es en Oint (−ω2 ≤ θ ≤ ω2 ).
Le de´faut de re´gularite´ des fonctions s
qπ
ω (en particulier dans le cas ou` ω > π) ne permet
pas d’employer le proce´de´ de re´solution exte´rieur-inte´rieur car il “consomme” des de´rive´es.
Pre´cise´ment, si le second membre fint est suffisamment re´gulier et plat au voisinage du
coin, le terme u0int admet la de´composition suivante :
u0int = u
0
plat,int + χc
0
1 s
π
ω + χc02 s
2π
ω + · · · ,
ou` χ est une fonction de troncature localise´e au coin et c0q sont des coefficients re´els,
appele´s coefficients de singularite´s.
La partie re´gulie`re u0plat,int est plate au voisinage du coin Oint (i.e. s’annule en ce point
ainsi que toutes ses de´rive´es jusqu’a` un certain ordre), elle rele`ve de l’e´tude faite dans le
cas re´gulier. Notre technique consiste a` utiliser le proce´de´ de re´solution exte´rieur-inte´rieur
pour les termes plats et a` prendre en compte les singularite´s directement.
Pour cela, on effectue une homothe´tie de cen-
tre Oint et de rapport ε
−1, qui a pour effet de
transformer le domaine Ω en un secteur plan
infini avec couche mince d’e´paisseur 1, quand
le parame`tre ε tend vers 0 (voir figure 4 ci-
contre).
Soit Λ un exposant du type πω ,
2π
ω , etc. La
fonction singulie`re sΛ re´sout le proble`me de
Dirichlet homoge`ne dans le domaine inte´rieur
Qint. Le proble`me qui nous inte´resse ici est
le proble`me de transmission lui-meˆme, on
conside`re donc la fonction KΛ, solution du
OintO
Gext
G
Qint
Qext
ω
~n
~n
1
Fig. 4 – Le secteur infini Q.
proble`me de transmission homoge`ne dans le domaine Q = Qint ∪ G ∪ Qext. De manie`re
naturelle, on impose une condition a` l’infini qui correspond au comportement de la
singularite´ sΛ :
(3)

∆KΛext = 0 dans Qext,
α∆KΛint = 0 dans Qint,
KΛext = 0 sur Gext,
KΛint = K
Λ
ext sur G,
α∂nK
Λ
int = ∂nK
Λ
ext sur G,
KΛint ∼ sΛ quand r → +∞.
12 Introduction
Le chapitre 2 est consacre´ a` la construction d’une solution au proble`me pre´ce´dent dans le
domaine infini Q et a` son e´tude asymptotique quand r → +∞.
Pre´cise´ment, on montre qu’il existe KΛ, solution de (3), qui admet le de´veloppement
suivant a` l’infini,
KΛ = KΛ,Λ + KΛ,Λ−1 + KΛ,Λ−2 + · · ·
+ KΛ,−
π
ω + KΛ,−
π
ω
−1 + KΛ,−
π
ω
−2 + · · ·
+ KΛ,−
2π
ω + KΛ,−
2π
ω
−1 + KΛ,−
2π
ω
−2 + · · ·
+ · · ·
ou` KΛ,µ a un comportement en rµ en l’infini.
Dans le chapitre 3, on construit un de´veloppement asymptotique de la solution uε du
proble`me de transmission (1) ; il est de la forme
(4)
uε = u0plat + εu
1
plat + εu
2
plat + · · ·
+ ε
2π
ω u
2π
ω
plat + ε
3π
ω u
3π
ω
plat + ε
1+ 2π
ω u
1+ 2π
ω
plat + · · ·
+ χc01ε
π
ωK
π
ω + χc11ε
1+ π
ωK1+
π
ω + · · ·
+ χc02ε
2π
ω K
2π
ω + · · ·
avec
uµplat|Ωint = uµplat,int et uµplat|Ωεext(t, s) = Uµplat,ext(t, ε−1s).
Dans le cas ou` πω est rationnel, des puissances de log ε peuvent apparaˆıtre dans le
de´veloppement asymptotique.
Les termes uµplat ont la meˆme structure que dans le de´veloppement (2) ; les profils
K
qπ
ω rendent compte du comportement singulier de uε au coin. De plus, la pre´sence
d’un coin dans le domaine donne naissance a` des puissances non-entie`res de ε dans
le de´veloppement. Remarquons enfin que le de´veloppement obtenu est triple-e´chelle :
les coordonne´es carte´siennes initiales (pour uµplat,int), les variables semi-dilate´es (pour
uµplat,ext), et
r
ε (pour les profils).
L’objet du chapitre 4 de la the`se est l’e´tude de la performance de la condition d’impe´dance
d’ordre 2 (correspondant a` vε[2]) dans le cas d’un domaine a` coin. On construit un
de´veloppement asymptotique pour vε[2], qui a la meˆme structure que le de´veloppement (4).
Par diffe´rence, on obtient les estimations d’erreur optimales suivantes :
(5) ‖uεint − vε‖0,Ωint ≤ C[log ε] εmin(
2π
ω
,1+ π
ω
,3),
(6) ‖uεint − vε‖1,Ωint ≤ C[log ε] εmin(
π
ω
,3).
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Il apparaˆıt que la performance se de´grade fortement quand l’angle ω se rapproche de 2π,
alors qu’elle est la meˆme que dans le cas re´gulier pour des ouvertures infe´rieures a` π
3
.
Les estimations (5) et (6) constituent un re´sultat nouveau, qui quantifie des phe´nome`nes
observe´s nume´riquement.
Simulations nume´riques
A` la fin des chapitres 1 et 4 sont pre´sente´s des re´sultats de calculs nume´riques effectue´s
a` l’aide de la bibliothe`que e´le´ments finis Me´lina, voir [23]. Ils ont e´te´ mene´s sur le
calculateur de l’antenne de Bretagne de l’ENS Cachan (IBM-Risc6000/AIX).
On montre qu’une approximation de tre`s grande pre´cision est requise pour mettre en
e´vidence la convergence de la quantite´ uεint − vε[k] quand ε tend vers 0. Une interpolation
de degre´ e´leve´ (aussi bien des fonctions que de la ge´ome´trie, dans le cas d’une frontie`re
courbe), combine´e a` un raffinement au voisinage du coin, permettent d’obtenir une
approximation suffisante.
Une partie du travail de the`se a consiste´ a` enrichir le codeMe´lina d’e´le´ments finis nodaux
quadrangulaires de haut degre´ (Qp pour p ≤ 10) et a` lui adjoindre des modules de cre´ation
et visualisation de maillages courbes de haut degre´. On pre´sente en annexe le travail
effectue´ dans ce cadre.
Enfin, tous les dessins de ce document ont e´te´ effectue´s a` l’aide de fig4tex, voir [21].
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Chapitre 1
Conditions d’impe´dance pour un
domaine re´gulier
1.1 Introduction
On conside`re un domaine borne´ simplement connexe de R2, note´ Ωint, de bord Γ de classe
C
∞ ; pour x ∈ Γ, on note ~n(x) la normale exte´rieure a` Ωint au point x ∈ Γ. Pour ε < ε0,
assez petit, Ωεext de´signe la couche mince autour de Ωint d’e´paisseur uniforme ε , destine´e
a` tendre vers 0 :
Ωεext = {x+ s~n(x) |x ∈ Γ et 0 < s < ε}.
On appelle Ωε = Ωint ∪ Γ ∪ Ωεext le domaine complet et Γεext son bord (voir figure ci-
dessous).
Ωint
Ωεext
Γεext
Γ
ε≪ 1
On s’inte´resse au proble`me de transmission
suivant, pose´ dans le domaine re´gulier Ωε :
(1.1)

α∆uεint = fint dans Ωint,
∆uεext = fext dans Ω
ε
ext,
α∂nu
ε
int = ∂nu
ε
ext + g sur Γ,
uεint = u
ε
ext sur Γ,
uεext = 0 sur Γ
ε
ext,
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ou` ∂n de´signe la de´rive´e normale selon ~n (exte´rieure a` Ωint, inte´rieure a` Ω
ε
ext) et α est
un re´el strictement positif. Les donne´es ve´rifient fint ∈ L2(Ωint), g ∈ L2(Γ) et fext est la
restriction a` Ωεext d’une fonction de L
2(Ωε0ext).
On souhaite remplacer l’effet de la couche mince par une condition aux limites, dite
condition aux limites ge´ne´ralise´e ou condition d’impe´dance. Plus pre´cise´ment, on cherche
une condition aux limites CLε(v, ∂nv) telle que le proble`me{
∆vε = fint dans Ωint,
CLε(v
ε, ∂nv
ε) = 0 sur Γ,
soit bien pose´ et que sa solution vε soit “proche” (quand ε est voisin de 0) de uεint,
restriction inte´rieure de celle du proble`me (1.1). On va montrer qu’il est possible de trouver
des conditions aux limites qui satisfont a` cette exigence, la plus simple d’entre elles e´tant
la condition de Dirichlet (tout se passe alors comme s’il n’y avait pas de couche mince).
Des conditions de type Robin fournissent une meilleure approximation, comme le montre
le tableau ci-dessous (c(x) de´signe la courbure au point x de Γ).
Condition CLε v
ε
[0] = 0 v
ε
[1] + εα∂nv
ε
[1] = εg
(
1 + ε c(x)2
)
vε[2] + εα∂nv
ε
[2] = εg∥∥∥uεint − vε[k]∥∥∥
1,Ωint
O(ε) O(ε2) O(ε3)
La technique employe´e dans [16] pour obtenir ces conditions est une me´thode de Galerkin
utilisant dans la couche mince des polynoˆmes de degre´ 0, 1, 2 en la variable normale. On
trouve dans [6] une e´bauche de de´veloppement asymptotique dans le cas de proble`mes
pe´riodiques, mais le de´veloppement n’est pas poursuivi ni valide´. On pre´sente ici une
me´thode plus syste´matique utilisant le formalisme des de´veloppements asymptotiques,
qui offre en outre l’avantage de conduire a` des estimations optimales.
1.2 E´tude du proble`me de transmission
1.2.1 Existence et unicite´
Le proble`me (1.1) s’e´crit sous forme variationnelle :
(1.2) ∀w ∈ H10(Ωε), a(uε, w) = 〈F,w〉,
avec
a(u,w) = α
∫
Ωint
∇u∇w dx+
∫
Ωεext
∇u∇w dx
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et
〈F,w〉 = −
∫
Ωint
fintw dx−
∫
Ωεext
fext w dx+
∫
Γ
g w dσ.
The´ore`me 1.1 Si fint ∈ L2(Ωint), fext ∈ L2(Ωεext) et g ∈ L2(Γ), alors le proble`me
variationnel (1.2) admet une unique solution uε ∈ H10(Ωε). De plus il existe une constante
C, inde´pendante de ε ≤ ε0, telle que
‖uε‖1,Ωε ≤ C
(
‖fint‖0,Ωint + ‖fext‖0,Ωεext + ‖g‖0,Γ
)
.
De´monstration. On note V = H10(Ω
ε) ; la forme biline´aire a est clairement continue
sur V × V . De plus, on peut e´crire une ine´galite´ de Poincare´ uniforme en ε dans V (car
la mesure de Ωε est majore´e inde´pendamment de ε ≤ ε0) : il existe une constante κ,
inde´pendante de ε telle que
∀w ∈ V, ‖w‖21,Ωε ≤ κ
∫
Ωε
|∇w|2 dx.
On en de´duit imme´diatement la coercivite´ uniforme de a :
(1.3) ∀w ∈ V, a(w,w) ≥ 1
κ
min(1, α) ‖w‖21,Ωε .
D’autre part,
∀w ∈ V, ∣∣〈F,w〉∣∣ ≤ ‖fint‖0,Ωint ‖w‖0,Ωint + ‖fext‖0,Ωεext ‖w‖0,Ωεext + ‖g‖0,Γ ‖w‖0,Γ ,
donc la forme line´aire F est continue sur V (il suffit d’utiliser l’ine´galite´ de trace
‖w‖0,Γ ≤ c ‖w‖1,Ωint) : il existe une constante k telle que
(1.4) ∀w ∈ V, ∣∣〈F,w〉∣∣ ≤ k (‖fint‖0,Ωint + ‖fext‖0,Ωεext + ‖g‖0,Γ) ‖w‖1,Ωε .
Par utilisation du the´ore`me de Lax-Milgram, on assure l’existence et l’unicite´ d’une
solution au proble`me (1.2) ; l’estimation a priori annonce´e de´coule imme´diatement des
ine´galite´s (1.3) et (1.4).
L’estimation obtenue est assez grossie`re quant a` la de´pendance en ε, mais elle nous suffira
pour e´tablir la convergence du de´veloppement asymptotique au paragraphe 1.3.
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1.2.2 Re´gularite´ elliptique au voisinage du bord
Dans les e´quations (1.1), on sera amene´ a` conside´rer des seconds membres plus re´guliers
que dans le the´ore`me 1.1. On peut alors pre´ciser la re´gularite´ de la solution uε. Le
but de ce paragraphe est d’obtenir des estimations au voisinage du bord. On pourra
consulter [2] pour le traitement du proble`me de Dirichlet pour le Laplacien sans condition
de transmission ni couche mince. On pourra utilement se reporter a` [1], [10], [14], [15]
et [22] pour tous les re´sultats concernant les espaces de Sobolev.
On se placera dans tout le paragraphe dans le cas d’un bord droit, le cas ge´ne´ral s’en
de´duisant par cartes locales.
Notations
On note Rint = (−1, 1) × (−1, 1) le carre´ unite´, Rεext le
rectangle mince (−1, 1)× (1, 1+ ε), γ le segment (−1, 1)×
{1} et γεext = (−1, 1)× {1 + ε} (voir figure ci-contre).
Le domaine complet est note´ Rε :
Rε = Rint ∪Rεext ;
il constitue un mode`le local de Ωε au voisinage du bord.
Rint
Rεext γεext
γ
ε
Afin d’e´liminer les conditions aux limites sur ∂Rε\γεext, on aura besoin des domaines R˜ε
et R̂ε de´finis de la meˆme fac¸on que Rε :
R˜ε = (−2, 2)× (−2, 1 + ε), γ˜ = (−2, 2)× {1} et γ˜εext = (−2, 2)× {1 + ε},
R̂ε = (−3, 3)× (−3, 1 + ε), γ̂ = (−3, 3)× {1} et γ̂εext = (−3, 3)× {1 + ε},
ainsi que de la fonction de troncature χ de´finie par
χ(x) = χ1(x1)χ2(x2),
ou` χ1 ∈ C∞([−2, 2]) et χ2 ∈ C∞([−2, 1 + ε]) sont telles que
χ1(x1) = 1 si |x1| ≤ 1 et χ1(x1) = 0 si |x1| ≥ 3
2
χ2(x2) = 1 si x2 ≥ −1 et χ2(x2) = 0 si x2 ≤ −3
2
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En particulier χ|Rε = 1 et χ|R̂ε\R˜ε = 0.
χ = 1
χ = 0
Rε
R˜ε
x1
x2
R̂ε
Si Sε est un sous-domaine de R̂ε, on note γSε = ∂S ∩ γ̂ et γεSε,ext = ∂Sε ∩ γ̂εext. Enfin on
introduit une relation d’ordre entre deux sous-domaines Sε et T ε de R̂ε :
Sε ⊑ T ε ssi
(
Sε ⊆ T ε et ∂T ε ∩ Sε = γεSε,ext
)
.
Cette de´finition signifie que T ε “de´borde” de Sε sauf le long du bord supe´rieur γ̂εext. Les
ensembles introduits pre´ce´demment sont ordonne´s comme suit :
Rε ⊑ R˜ε ⊑ R̂ε.
Estimation H−1 → H10
Dans les deux propositions qui suivent, le domaine Sε ve´rifie Rε ⊑ Sε ⊑ R̂ε.
Proposition 1.2 Si F ∈ H−1(Sε), alors le proble`me
∀w ∈ H10(Sε), a(u,w) = 〈F,w〉
admet une unique solution u ∈ H10(Sε) et il existe une constante C, inde´pendante de ε,
telle que
‖u‖1,Sε ≤ C ‖F‖−1,Sε .
De´monstration. Il s’agit d’une application du the´ore`me de Lax-Milgram, la forme a
e´tant continue et coercive sur H10(Sε) (voir la de´monstration du the´ore`me 1.1).
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Si u est une fonction de´finie sur Sε, on de´finit la distribution Fu par
∀ϕ ∈ D (Sε), 〈Fu, ϕ〉 = −
∫
Sint
∆uint ϕ dx−
∫
Sεext
∆uext ϕ dx+
∫
γSε
(α∂nuint − ∂nuext)ϕ dσ.
Proposition 1.3 Si u ve´rifie les hypothe`ses ∆uint ∈ L2(Sint), ∆uext ∈ L2(Sεext) et
α∂nuint−∂nuext ∈ L2(γSε), alors Fu ∈ H−1(Sε) et il existe une constante C, inde´pendante
de ε telle que
‖Fu‖−1,Sε ≤ C
[
‖∆uint‖0,Sint + ‖∆uext‖0,Sεext + ‖α∂nuint − ∂nuext‖0,γSε
]
.
De´monstration. Soit ϕ ∈ D (Sε), alors par une majoration imme´diate
∣∣〈Fu, ϕ〉∣∣ ≤ ‖∆uint‖0,Sint ‖ϕ‖0,Sint + ‖∆uext‖0,Sεext ‖ϕ‖0,Sext
+ ‖α∂nuint − ∂nuext‖0,γSε ‖ϕ‖0,γSε .
Les normes L2 de ϕ sur les domaines Sint et Sεext se majorent par la norme H1 sur le
domaine entier Sε. En utilisant l’ine´galite´ de trace ‖v‖0,γSε ≤ C ‖v‖1,Sint , on en de´duit :∣∣〈Fu, ϕ〉∣∣ ≤ C [‖∆uint‖0,Sint + ‖∆uext‖0,Sεext + ‖α∂nuint − ∂nuext‖0,γSε ] ‖ϕ‖1,Sε ,
estimation qui se prolonge pour ϕ ∈ H10(Sε), d’ou` le re´sultat.
Estimation H−1 → H1 avec condition de Dirichlet sur le bord supe´rieur
Soient Sε et T ε deux sous-domaines ve´rifiant Rε ⊆ Sε ⊑ T ε et R˜ε ⊆ T ε ⊑ R̂ε.
Proposition 1.4 Soit u ∈ H1(T ε) tel que u = 0 sur γεT ε,ext, ∆uint ∈ L2(Tint),
∆uext ∈ L2(T εext) et α∂nuint − ∂nuext ∈ L2(γT ε), alors il existe une constante C,
inde´pendante de ε, telle que
(1.5) ‖u‖1,Sε ≤ C
[
‖Fu‖−1,T ε + ‖u‖0,T ε
]
.
De´monstration. On tronque la fonction u a` l’aide de χ : χu ∈ H10(T ε) ve´rifie les
hypothe`ses de la proposition 1.2 dans le domaine T ε. Il reste a` estimer Fχu : soit
ϕ ∈ D (T ε), un calcul simple montre que
〈Fχu, ϕ〉 = 〈Fu, χϕ〉 − 〈G0(χ, u), ϕ〉 − 〈G1(χ, u), ϕ〉,
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ou` G0(χ, u) et G1(χ, u) sont de´finies par
〈G0(χ, u), ϕ〉 =
∫
Tint
∆χuint ϕ dx+
∫
T εext
∆χuext ϕ dx,
〈G1(χ, u), ϕ〉 = 2
∫
Tint
∇χ · ∇uint ϕ dx+ 2
∫
T εext
∇χ · ∇uext ϕ dx.
La partie G0 se majore imme´diatement :∣∣〈G0(χ, u), ϕ〉∣∣ ≤ C ‖u‖0,T ε ‖ϕ‖0,T ε .
Quant a` G1 qui contient des gradients, il faut l’inte´grer par parties. On de´taille le cas
inte´rieur (le cas exte´rieur se traite de la meˆme manie`re) :∫
Tint
∂1χ∂1uint ϕ =
∫ 1
−3
χ2
∫ 3
−3
χ′1 ∂1uint ϕ dx1 dx2
=
∫ 1
−3
χ2
([
χ′1 uint ϕ
]3
−3
−
∫ 3
−3
uint ∂1(ϕχ
′
1) dx1
)
dx2.
Le terme entre crochets est nul donc on obtient la majoration∣∣∣∣∫Tint∂1χ∂1uint ϕ
∣∣∣∣ ≤ C ‖uint‖0,Tint ‖ϕ‖1,Tint .
De la meˆme fac¸on, on e´crit∫
Tint
∂2χ∂2uint ϕ =
∫ 3
−3
χ1
∫ 1
−3
χ′2 ∂2uint ϕ dx2 dx1
=
∫ 3
−3
χ1
([
χ′2 uint ϕ
]1
−3
−
∫ 1
−3
uint ∂2(ϕχ
′
2) dx2
)
dx1.
Le crochet s’annule ici encore, donc on a aussi∣∣∣∣∫Tint∂2χ∂2uint ϕ
∣∣∣∣ ≤ C ‖uint‖0,Tint ‖ϕ‖1,Tint .
On obtient ainsi une estimation pour G1 :∣∣〈G1(χ, u), ϕ〉∣∣ ≤ C ‖u‖0,T ε ‖ϕ‖1,T ε .
On peut alors conclure :∣∣〈Fχu, ϕ〉∣∣ ≤ C [‖Fu‖−1,T ε + ‖u‖0,T ε] ‖ϕ‖1,T ε .
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Le re´sultat s’en de´duit par application de la proposition 1.2 sur T ε.
Estimation Hs → Hs+2
On a obtenu une estimation de type H−1 → H1. La me´thode des translations permet d’en
de´duire une estimation Hs → Hs+2.
Pour une fonction ϕ de´finie sur T ε et h ∈ R, on note Dhϕ le quotient diffe´rentiel dans la
direction tangentielle :
∀x ∈ Sε, Dhϕ(x) = ϕ(x+ h~e1)− ϕ(x)
h
.
Lemme 1.5 Soit m ∈ N. Pour h assez petit, on a les re´sultats suivants.
• Il existe une constante C telle que
∀ϕ ∈ Hm+1(T ε), ‖Dhϕ‖m,Sε ≤ C ‖ϕ‖m+1,T ε .
• Il existe une constante C telle que pour toute fonction ϕ a` support compact dans γ
Sε
ve´rifiant Dhϕ ∈ D (γSε) on ait
‖Dhϕ‖m− 12 ,γSε ≤ C ‖ϕ‖m+ 12 ,γSε .
De´monstration.
• Par densite´, il suffit de montrer le re´sultat pour ϕ ∈ D (R̂ε). Pour tout multi-indice β,
∂βDhϕ(x) = Dh∂
βϕ(x1, x2) =
1
h
∫ x1+h
x1
∂1∂
βϕ(ζ, x2) dζ.
On calcule ensuite la norme L2 de ∂βDhϕ : pour h assez petit,
∫ 3
−3
∣∣∂βDhϕ(x)∣∣2 dx1 ≤ C
h
∫ 3
−3
∫ x1+h
x1
∣∣∂1∂βϕ(ζ, x2)∣∣2 dζ dx1
=
C
h
∫ 3+h
−3
∣∣∂1∂βϕ(ζ, x2)∣∣2 ∫ min(2,ζ)
max(−2,ζ−h)
dx1 dζ
≤ C
∫ 2+h
−2
∣∣∂1∂βϕ(ζ, x2)∣∣2 dζ.
Il suffit ensuite d’inte´grer par rapport a` la variable verticale, pour obtenir∥∥∂βDhϕ∥∥0,Sε ≤ C ∥∥∂βϕ∥∥1,T ε ,
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d’ou` le re´sultat.
• On peut prolonger ϕ en une fonction, encore note´e ϕ, de´finie sur R, a` support compact.
On utilise alors la transformation de Fourier : pour s ∈ R,
‖ϕ‖s,γSε = ‖ϕ‖s,R =
∥∥∥(1 + |ξ|2) s2 ϕˆ∥∥∥
L2(R)
.
Ainsi, puisque Dhϕ est aussi a` support compact dans γSε ,
‖Dhϕ‖m− 12 ,γSε =
∥∥∥(1 + |ξ|2)m2 − 14 D̂hϕ∥∥∥
L2(R)
.
Or D̂hϕ(ξ) =
eihξ−1
h ϕˆ(ξ) et il existe une constante C, inde´pendante de h telle que∣∣∣∣eihξ − 1h
∣∣∣∣ ≤ C (1 + |ξ|2) 12 ,
d’ou`
‖Dhϕ‖m− 12 ,γSε ≤ C
∥∥∥∥(1 + |ξ|2)m+12 − 14 ϕ̂∥∥∥∥
L2(R)
= C ‖ϕ‖m+ 12 ,γSε ,
ce qui est bien le re´sultat annonce´.
La proposition qui suit constitue le re´sultat central de ce paragraphe, on pourra trouver
dans [3] et [4] des re´sultats similaires.
Proposition 1.6 Si u ∈ H1(R̂ε) est tel que u|γ̂εext = 0 et, pour s ∈ N, ∆uint ∈ H
s(R̂int),
∆uext ∈ Hs(R̂εext) et α∂nuint − ∂nuext ∈ Hs+
1
2 (γ̂), alors
uint ∈ Hs+2(Rint) et uext ∈ Hs+2(Rεext),
avec l’estimation uniforme en ε
(1.6)
‖uint‖s+2,Rint + ‖uext‖s+2,Rεext ≤ C
[
‖∆uint‖s,R̂int + ‖∆uext‖s,R̂εext
+ ‖α∂nuint − ∂nuext‖s+ 12 ,̂γ + ‖u‖0,R̂ε
]
.
De´monstration. Effectuons une de´monstration par re´currence sur s ∈ N :
• Pour s = 0, on applique la proposition 1.4 a` uh = χ1Dh(χ1u) pour les domaines
Sε = Rε et T = R˜ε (on rappelle que χ1 est une fonction de troncature dans la direction
x1 telle que χ1|Rint = 1) ; notons que pour |h| <
1
2 , uh est a` support dans R˜ε.
(1.7) ‖uh‖1,Rε ≤ C
[
‖Fuh‖−1,R˜ε + ‖uh‖0,R˜ε
]
.
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On doit alors estimer Fuh dans la norme H
−1(R˜ε) : soit ϕ ∈ D (R˜ε), on notera encore ϕ
son prolongement par 0 a` R̂ε.
〈Fuh , ϕ〉 = 〈FDh(χ1u), χ1ϕ〉+ 〈G,ϕ〉,
la distribution G provient de la de´rivation de la fonction de troncature :
〈G,ϕ〉 = −
∫
R˜int
∆χ1Dh(χ1uint)ϕ dx−
∫
R˜εext
∆χ1Dh(χ1uext)ϕ dx
−2
∫
R˜int
∇χ1 · ∇Dh(χ1uint)ϕ dx− 2
∫
R˜εext
∇χ1 · ∇Dh(χ1uext)ϕ dx.
Or la translation commute avec le Laplacien (c’est un ope´rateur a` coefficients constants)
et avec la de´rivation normale (la translation est tangentielle). De plus si Dhf et D−hg sont
a` support dans R˜ε, on a la formule d’inte´gration par parties discre`te :∫
R˜ε
(Dhf)g dx = −
∫
R˜ε
f(D−hg) dx.
Ainsi
〈G,ϕ〉 =
∫
R˜int
(χ1uint)D−h(∆χ1ϕ) dx+
∫
R˜εext
(χ1uext)D−h(∆χ1ϕ) dx
+2
∫
R˜int
∇(χ1uint) ·D−h(∇χ1ϕ) dx+ 2
∫
R˜εext
∇(χ1uext) ·D−h(∇χ1ϕ) dx.
On peut donc majorer la norme H−1 de la distribution G :
(1.8) ‖G‖−1,R˜ε ≤ C ‖u‖1,R˜ε .
La meˆme technique peut eˆtre applique´e au terme 〈FDh(χ1u), χ1ϕ〉 :
〈FDh(χ1u), χ1ϕ〉 = −
∫
R˜int
∆(Dh(χ1uint)) χ1ϕ dx−
∫
R˜εext
∆(Dh(χ1uext)) χ1ϕ dx
+
∫
γ˜
(α∂nDh(χ1uint)− ∂nDh(χ1uext)) χ1ϕ dσ,
qui devient
〈FDh(χ1u), χ1ϕ〉 =
∫
R˜int
∆(χ1uint)D−h(χ1ϕ) dx+
∫
R˜εext
∆(χ1uext)D−h(χ1ϕ) dx
−
∫
γ˜
χ1 (α∂nuint − ∂nuext) D−h(χ1ϕ) dσ.
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De plus, χ1 (α∂nuint − ∂nuext) s’annule aux extre´mite´s de γ˜ donc∣∣∣∣∫
γ˜
χ1 (α∂nuint − ∂nuext) D−h(χ1ϕ) dx
∣∣∣∣ ≤ ‖χ1 (α∂nuint − ∂nuext)‖ 1
2 ,˜γ
‖D−h(χ1ϕ)‖− 12 ,˜γ .
Ainsi,∣∣∣〈FDh(χ1u), χ1ϕ〉∣∣∣ ≤ C[ ‖∆(χ1uint)‖0,R˜int ‖D−h(χ1ϕ)‖0,R˜int
+ ‖∆(χ1uext)‖0,R˜εext ‖D−h(χ1ϕ)‖0,R˜εext + ‖α∂nuint − ∂nuext‖ 12 ,˜γ ‖D−h(χ1ϕ)‖− 12 ,˜γ
]
.
D’apre`s le lemme 1.5, on peut majorer ‖D−h(χ1ϕ)‖0,R˜ε par ‖ϕ‖1,R˜ε et ‖D−h(χ1ϕ)‖− 12 ,˜γ
par ‖ϕ‖ 1
2 ,˜γ
. En utilisant l’ine´galite´ de trace
‖ϕ‖ 1
2 ,˜γ
≤ C ‖ϕ‖
1,R˜int ,
et en tenant compte de (1.8), on obtient
‖Fuh‖−1,R˜ε ≤ C
[
‖∆(uint)‖0,R˜int + ‖∆(uext)‖0,R˜εext + ‖α∂nuint − ∂nuext‖ 12 ,˜γ + ‖u‖1,R˜ε
]
.
Soit ω un ouvert tel que R˜ε ⊑ ω ⊑ R̂ε. La majoration ‖uh‖0,R˜ε ≤ ‖u‖1,ω (voir lemme 1.5)
permet de de´duire de (1.7)
‖Dhu‖1,Rε ≤ C
[
‖∆uint‖0,R˜int + ‖∆uext‖0,R˜εext + ‖α∂nuint − ∂nuext‖ 12 ,˜γ + ‖u‖1,ω
]
.
En passant a` la limite h→ 0, on obtient une estimation pour toutes les de´rive´es d’ordre
infe´rieur ou e´gal a` 2 de u sauf ∂22u, de´rive´e deux fois selon la direction verticale (car la
translation est tangentielle). Cette dernie`re s’e´value en utilisant l’ope´rateur :
∂22uint = ∆uint − ∂21uint et ∂22uext = ∆uext − ∂21uext
d’ou` l’estimation en norme H2 sur les deux sous-domaines Rint et Rεext :
‖uint‖2,Rint + ‖uext‖2,Rεext ≤ C
[
‖∆uint‖0,R˜int + ‖∆uext‖0,R˜εext
+ ‖α∂nuint − ∂nuext‖ 1
2 ,˜γ
+ ‖u‖1,ω
]
.
On utilise ensuite l’estimation H−1 → H1 (1.5) (pour Sε = ω et T ε = R̂ε) qui permet
d’obtenir
‖u‖1,ω ≤ C
[
‖Fu‖−1,R̂ε + ‖u‖0,R̂ε
]
≤ C
[
‖∆uint‖0,R̂int + ‖∆uext‖0,R̂εext + ‖α∂nuint − ∂nuext‖ 12 ,̂γ + ‖u‖0,R̂ε
]
,
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d’ou` l’estimation annonce´e pour s = 0.
• Supposons connue une estimation Hs−1 → Hs+1 suivante : pour tous sous-domaines
Sε,T ε tels que Rε ⊑ Sε ⊑ T ε ⊑ R˜ε et toute fonction v suffisamment re´gulie`re,
‖vint‖s+1,Sint + ‖vext‖s+1,Sεext ≤ C
[
‖∆vint‖s−1,Tint + ‖∆vext‖s−1,T εext
+ ‖α∂nvint − ∂nvext‖s− 12 ,γT ε + ‖v‖0,T
]
.
Soit alors ω ve´rifiant Rε ⊑ ω ⊑ R˜ε. On applique l’estimation ci-dessus pour Sε = Rε et
T ε = ω a` v = uh = χ1Dh(χ1u) :
‖uh,int‖s+1,Rint + ‖uh,ext‖s+1,Rεext ≤ C
[
‖∆uh,int‖s−1,ωint + ‖∆uh,ext‖s−1,ωext
+ ‖α∂nuh,int − ∂nuh,ext‖s− 12 ,γω + ‖uh‖0,ω
]
.
A` l’aide des techniques utilise´es dans le cas s = 0, on montre les estimations suivantes :
• ‖∆uh,int‖s−1,ωint ≤ C
[
‖∆uint‖s,R˜int + ‖u‖s+1,R˜int
]
;
• ‖∆uh,ext‖s−1,ωext ≤ C
[
‖∆uext‖s,R˜εext + ‖u‖s+1,Rεext
]
;
• ‖α∂nuh,int − ∂nuh,ext‖s− 12 ,γω ≤ C
[
‖α∂nuint − ∂nuext‖s+ 12 ,˜γ
]
.
D’ou`
‖uint‖s+2,Rint + ‖uext‖s+2,Rεext ≤ C
[
‖∆uint‖s,R˜int + ‖∆uext‖s,R˜εext
+ ‖α∂nuint − ∂nuext‖s+ 12 ,˜γ + ‖uint‖s+1,R˜ε
]
.
On utilise alors a` nouveau l’estimation Hs−1 → Hs+1, applique´e a` v = u pour Sε = R˜ε et
T ε = R̂ε :
‖uint‖s+1,R˜int + ‖uext‖s+1,R˜εext ≤ C
[
‖∆uint‖s−1,R̂int + ‖∆uext‖s−1,R̂εext
+ ‖α∂nuint − ∂nuext‖s+ 12 ,̂γ + ‖u‖0,R̂ε
]
≤ C
[
‖∆uint‖s,R̂int + ‖∆uext‖s,R̂εext
+ ‖α∂nuint − ∂nuext‖s+ 12 ,̂γ + ‖u‖0,R̂ε
]
,
ce qui ache`ve la preuve.
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1.3 Construction du de´veloppement asymptotique
1.3.1 Pre´liminaires
Le repe`re de Fre´net
Pour construire le de´veloppement asymptotique de uε en le petit parame`tre ε, on
va d’abord transformer le domaine Ωε en un domaine fixe. Pour cela, on utilise une
parame´trisation de Γ en coordonne´es locales (t, s) dans le repe`re de Fre´net (voir [8]).
On parame`tre Γ par γ(t), ou` t est l’abscisse curviligne. On note ~τ et ~n les vecteurs
unitaires respectivement tangent et normal (exte´rieur a` Ωint) sur Γ ; ils sont directement
orthogonaux :
~τ
(
n2
−n1
)
et ~n
(
n1
n2
)
.
On rappelle les formules de Fre´net qui de´finissent la courbure c(t) au point d’abscisse
curviligne t (si Ωint est convexe, la courbure est positive) :
(1.9)
d~τ
dt
= −c(t)~n et d~n
dt
= c(t)~τ.
Expression du Laplacien en coordonne´es locales
Les formules de Fre´net (1.9) permettent d’exprimer les de´rive´es selon t, s en fonction des
de´rive´es carte´siennes :(
∂t
∂s
)
=
((
1 + sc(t)
)
n2 −
(
1 + sc(t)
)
n1
n1 n2
)(
∂1
∂2
)
.
Par inversion de ce syste`me, on obtient(
∂1
∂2
)
=
 n21+sc(t) n1−n1
1+sc(t) n2
(∂t
∂s
)
,
d’ou` l’expression du Laplacien dans les variables (t, s) :
(1.10) ∆ =
1
1 + sc(t)
∂t
(
1
1 + sc(t)
∂t
)
+
c(t)
1 + sc(t)
∂s + ∂
2
s .
Remarque. L’expression 1
1+sc(t)
∂t
(
1
1+sc(t)
∂t
)
n’est autre que ∆Γs , le Laplacien sur la
courbe de niveau Γs = {x+ s~n(x) |x ∈ Γ}.
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1.3.2 Transformation en domaine fixe
A` l’aide d’une dilatation dans la couche mince, on peut transformer le domaine Ωε en un
domaine fixe, le petit parame`tre ε apparaissant alors dans les e´quations, ce qui est plus
simple a` traiter.
On introduit la variable dilate´e S = sε , si bien que (t, S) parcourt le domaine (0, ℓΓ)×(0, 1)
(ℓΓ est la longueur de la courbe Γ).
Lemme 1.7 Dans les coordonne´es (t, S = s
ε
), le Laplacien prend la forme
(1.11) ∆ =
1
ε2
(
∂2S −
N∑
ℓ=1
εℓAℓ + ε
N+1 TNε
)
,
les ope´rateurs (Aℓ) comportent au plus une de´rive´e selon S (en particulier A1 = −c(t)∂S)
et TNε est un ope´rateur uniforme´ment borne´ en ε.
De´monstration. La ve´rification est imme´diate a` l’aide de la formule (1.10).
Il est possible de donner un proce´de´ re´current de construction des ope´rateurs Aℓ mais on
utilisera seulement la forme explicite de A1.
On note Uεext la fonction de´finie sur Ωext par u
ε
ext(t, s) = U
ε
ext(t, S). Dans les nouvelles
coordonne´es (semi-dilate´es), le proble`me de transmission (1.1) devient :
(1.12)

α∆uεint = fint dans Ωint,
1
ε2
(
∂2S −
N∑
ℓ=1
εℓAℓ + ε
N+1TNε
)
Uεext = Fext dans (0, ℓΓ)× (0, 1),
α∂nu
ε
int(γ(t)) =
1
ε
∂SU
ε
ext(t, 0) + g(γ(t)) pour t ∈ (0, ℓΓ),
uεint(γ(t)) = U
ε
ext(t, 0) pour t ∈ (0, ℓΓ),
Uεext(t, 1) = 0 pour t ∈ (0, ℓΓ),
proble`me pose´ dans un domaine fixe. Il reste a` pre´ciser la de´pendance de Fext en ε : si
fext est suffisamment re´gulie`re, on peut e´crire son de´veloppement de Taylor au voisinage
de Γ : on obtient alors l’expression suivante pour Fext.
Fext(t, S) =
N∑
ℓ=0
εℓF ℓext(t)S
ℓ +O(εN+1), pour tout N ∈ N.
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1.3.3 Les proble`mes e´le´mentaires
La structure des e´quations (1.12) laisse apparaˆıtre des puissances entie`res de ε, ce qui
conduit naturellement a` effectuer l’ansatz suivant :
uεint =
∑
n≥0
εnunint et U
ε
ext =
∑
n≥0
εnUnext,
ou` les fonctions unint et U
n
ext ne de´pendent pas de ε.
Cette e´criture est purement formelle, on ne cherche pas ici a` donner un sens a` la
convergence e´ventuelle des se´ries. En inse´rant ces expressions dans le proble`me (1.12),
et en identifiant les termes de meˆme puissance de ε, on obtient deux suites de proble`mes
de´couple´s :
(1.13)

∂2SU
n
ext = F
n−2
ext (t)S
n−2 +
∑
ℓ+p=n
ℓ,p≥1
AℓU
p
ext dans Ωext,
∂SU
n
ext = α∂nu
n−1
int − gδn1 sur Γ,
Unext = 0 sur Γext,
(1.14)
{
α∆unint = fintδ
n
0 dans Ωint,
unint = U
n
ext sur Γ.
(δ de´signe le symbole de Kronecker et on pose par convention F−1ext = F
−2
ext = u
−1
int = 0).
Remarque. Afin d’alle´ger les notations, on a commis l’abus de notation qui consiste
a` confondre un point x de la courbe Γ avec son abscisse curviligne. C’est pourquoi Γ
apparaˆıt dans les e´quations pre´ce´dentes au lieu de l’intervalle (0, ℓΓ).
Si on suppose connus (ukint) et (U
k
ext) pour k < n, alors les seconds membres des deux
proble`mes pre´ce´dents sont bien de´finis. Le proble`me (1.13) est unidimensionnel et admet
une solution unique. Quant a` (1.14), c’est un proble`me de Dirichlet pour l’ope´rateur
de Laplace dans Ωint pour lequel on a aussi existence et unicite´ (pour des donne´es
suffisamment re´gulie`res).
1.3.4 Calcul des premiers termes
Dans ce paragraphe, on calcule explicitement les 3 premiers termes du de´veloppement
asymptotique pour pre´senter le proce´de´ algorithmique de construction.
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Termes de rang 0
En vertu des e´quations (1.13) et (1.14), on a
∂2SU
0
ext = 0 pour 0 < S < 1,
∂SU
0
ext = 0 pour S = 0,
U0ext = 0 pour S = 1,
{
α∆u0int = fint dans Ωint,
u0int = U
0
ext sur Γ,
si bien que U0ext = 0 et u
0
int est solution du proble`me de Dirichlet homoge`ne dans Ωint
avec fint comme terme source.
Termes de rang 1
Pour n = 1, les proble`mes s’e´crivent
∂2SU
1
ext = A1U
0
ext = 0 pour 0 < S < 1,
∂SU
1
ext = α∂nu
0
int − g pour S = 0,
U1ext = 0 pour S = 1,
{
α∆u1int = 0 dans Ωint,
u1int = U
1
ext sur Γ.
On a donc U1ext = (S − 1)
[
α∂nu
0
int|Γ − g
]
et u1int re´sout une e´quation de Laplace avec la
donne´e de Dirichlet U1ext.
Termes de rang 2
a` l’ordre 2, on a
∂2SU
2
ext = A2U
0
ext +A1U
1
ext + F
0
ext pour 0 < S < 1,
∂SU
2
ext = α∂nu
1
int pour S = 0,
U2ext = 0 pour S = 1,
{
α∆u2int = 0 dans Ωint,
u2int = U
2
ext sur Γ.
En utilisant la forme explicite de U1ext et la de´finition A1 = −c(t)∂S, on obtient
A2U
0
ext + A1U
1
ext + F
0
ext = −c(t)
[
α∂nu
0
int|Γ − g
]
+ F 0ext,
d’ou` l’expression suivante pour U2ext :
(1.15) U2ext = −c(t)
[
α∂nu
0
int|Γ − g
]S2 − 1
2
+
∫ S
1
∫ σ
0
F 0ext(t, u) du dσ + α(S − 1)∂nu1int|Γ
Remarque. Les calculs pre´ce´dents sont possibles si les donne´es sont suffisamment
re´gulie`res. En effet la donne´e de Dirichlet dans le proble`me qui de´finit u1int est U
1
ext|Γ,
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c’est-a`-dire g− α∂nu0int|Γ. Elle doit appartenir a` l’espace H
1
2 (Γ) pour qu’on puisse de´finir
correctement u1int, ce qui requiert les conditions
u0int ∈ H2(Ωint) et g ∈ H
1
2 (Γ).
Puisqu’on a suppose´ le bord Γ re´gulier, la re´gularite´ de fint permet d’assurer celle de
u0int. Ici la condition fint ∈ L2(Ωint) suffit, mais si on veut poursuivre la construction du
de´veloppement asymptotique, on a besoin d’une plus grande re´gularite´ sur les donne´es.
On a coutume de dire que, dans ce cas, le de´veloppement asymptotique “consomme” des
de´rive´es.
1.3.5 Le de´veloppement complet
Le proce´de´ de´crit dans le paragraphe pre´ce´dent peut eˆtre poursuivi a` tout ordre, pourvu
que les donne´es soient suffisamment re´gulie`res. On peut aussi estimer l’erreur commise en
tronquant la se´rie a` un nombre fini de termes.
The´ore`me 1.8 Si fint ∈ C∞(Ωint), fext est la restriction a` Ωεext d’une fonction de
C
∞(Ωε0ext), g ∈ C∞(Γ) et Γ est une courbe de classe C∞, on peut construire la suite
(unint, U
n
ext) – inde´pendante de ε – de´finie par les e´quations (1.13) et (1.14). La solution
uε du proble`me (1.1) admet alors le de´veloppement asymptotique suivant
uε =
∑
n≥0
εnun ou` un|Ωint = unint et un|Ωεext(t, s) = Unext(t, ε−1s).
En de´finissant le reste d’ordre N comme la diffe´rence entre la solution exacte et la se´rie
tronque´e :
rNε = u
ε −
N∑
n=0
εnun,
on a l’estimation suivante, ou` CN ne de´pend pas de ε ≤ ε0,∥∥rNε,int∥∥1,Ωint +√ε ∥∥rNε,ext∥∥1,Ωεext ≤ CN εN+1.
Remarque. Ce re´sultat ne donne aucune information sur la convergence de la se´rie
∑
un.
On s’inte´resse ici a` la convergence de rNε quand ε tend vers 0 et pas quand N tend vers
l’infini (c’est ce que l’on nomme convergence au sens des de´veloppements asymptotiques).
De´monstration. Les hypothe`ses de re´gularite´ permettent d’assurer que les pro-
ble`mes (1.13) et (1.14) sont bien pose´s dans H1. Examinons maintenant le reste rNε :
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par construction, les premiers termes de son Laplacien a` l’exte´rieur s’annulent :
∆rNε,ext = ∆u
ε
ext −
1
ε2
N∑
n=0
εn
[
∂2SU
n
ext −
N∑
ℓ=1
εℓAℓ U
n
ext +O(εN+1)
]
= fext −
N∑
n=0
εn−2Fn−2ext (t)S
n−2 − 1
ε2
N∑
ℓ=1
[
N∑
n=ℓ
εnAℓ U
n−ℓ
ext −
N+ℓ∑
n=ℓ
εnAℓ U
n−ℓ
ext
]
+O(εN−1)
=
1
ε2
N∑
ℓ=1
[
N+ℓ∑
n=N+1
εnAℓ U
n−ℓ
ext
]
+O(εN−1)
= O(εN−1).
De meˆme pour les de´rive´es normales :
α∂nr
N
ε,int − ∂nrNε,ext = g −
N∑
n=0
εn
[
α∂nu
n
int −
1
ε
∂SU
n
ext
]
= α εN∂nu
N
int.
Ainsi rNε ve´rifie le proble`me suivant
α∆rNε,int = 0 dans Ωint,
∆rNε,ext = O(εN−1) dans Ωεext,
α∂nr
N
ε,int = ∂nr
N
ε,ext +O(εN) sur Γ,
rNε,int = r
N
ε,ext sur Γ,
rNε,ext = 0 sur Γ
ε
ext.
L’estimation a priori du the´ore`me 1.1 permet de de´duire que
∥∥rNε ∥∥1,Ωεext = O(εN−1). Afin
d’obtenir la majoration annonce´e, il suffit d’e´crire :
rNε = r
N+2
ε + ε
N+1uN+1 + εN+2uN+2.
L’estimation a` l’inte´rieur s’en de´duit directement :∥∥rNε,int∥∥1,Ωint ≤ CN εN+1.
Pour la partie exte´rieure, il faut utiliser les variables semi-dilate´es : par analogie avec Uεext,
on note RNε,ext le reste d’ordre N dans les variables (t, S). En utilisant le fait que U
N
ext ne
de´pend pas de ε, on obtient
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Remarque. On peut pre´ciser la structure des termes du de´veloppement asymptotique :
dans la partie exte´rieure, Unext a une structure tensorielle en les variables (t, S) :
Unext(t, S) =
∑
ℓ≤n
φnℓ (t)S
ℓ,
et donc
unext(t, s) =
∑
ℓ≤n
ε−ℓφnℓ (t)s
ℓ,
cela se ve´rifie simplement par re´currence sur les e´quations (1.13). En outre, dans
l’expression de ∂2SU
n
ext, la contribution de plus haut degre´ en S provient du terme
A1U
n−1
ext = −c(t)∂SUn−1ext . Cela prouve que le terme φnn est ge´ne´riquement non nul.
Cette remarque permet d’en de´duire que ∂β(εnunext) est borne´ inde´pendamment de ε, pour
tout β ∈ N2. En effet, si β = (βt, βs),
∂β(εnunext) =
n∑
ℓ=βs
ℓ!
(ℓ− βs)!ε
n−ℓ [∂βtφnℓ (t)] sℓ−βs .
Il en est donc de meˆme du de´veloppement asymptotique a` tout ordre :
∑
εnunext est borne´
inde´pendamment de ε, ainsi que toutes ses de´rive´es. En outre il n’est pas possible d’obtenir
mieux, car ∂β(εnunext) est un O(1) pour βs = n.
La solution du proble`me de transmission uεext posse`de aussi cette proprie´te´, c’est une
conse´quence imme´diate de l’estimation (1.6). Le fait que le de´veloppement asymptotique
re´alise cette estimation montre son optimalite´.
1.4 Conditions aux limites approche´es
Dans ce paragraphe, on retrouve les conditions aux limites ge´ne´ralise´es donne´es dans [16]
pour l’ope´rateur de Laplace, la me´thode utilise´e diffe`re car elle utilise la construction du
de´veloppement asymptotique. En outre les estimations du the´ore`me 1.8 permettent de
prouver des estimations optimales, plus pre´cises que celles montre´es dans [16].
1.4.1 Condition d’ordre 0
Si on tronque la se´rie de´finissant le de´veloppement asymptotique en ne conservant qu’un
seul terme, on obtient l’approximation
uεint ≃ u[0] := u0int,
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qui re´sout le proble`me {
α∆u[0] = fint dans Ωint,
u[0] = 0 sur Γ.
Cela revient a` enlever la couche mince et a` imposer la condition de Dirichlet u = 0 sur Γ
(c’est le proble`me limite, correspondant au cas ε = 0). Le the´ore`me 1.8 permet d’estimer
l’erreur commise.
Proposition 1.9 On note vε[0] la solution du proble`me
(1.16)
 α∆v
ε
[0] = fint dans Ωint,
vε[0] = 0 sur Γ.
Alors on a l’estimation suivante entre la partie inte´rieure uεint de la solution du proble`me
de transmission (1.1) et vε[0] : il existe C, inde´pendante de ε, telle que∥∥∥uεint − vε[0]∥∥∥
1,Ωint
≤ C ε.
Remarque. Le proble`me (1.16) ne de´pend pas de ε ; on a cependant conserve´ ε dans la
notation vε[0] par cohe´rence avec la suite.
1.4.2 Condition d’ordre 1
Conservons maintenant deux termes dans le de´veloppement :
uεint ≃ u[1] := u0int + εu1int.
Alors u[1] ve´rifie {
α∆u[1] = fint dans Ωint,
u[1] = −εα∂nu[0] + εg sur Γ.
La condition sur Γ implique u[1]+αε∂nu
[1]−εg = αε2∂nu1int. Il s’agit d’une condition aux
limites mixte de type Robin, qui nous conduit a` conside´rer le proble`me
(1.17)
 α∆v
ε
[1] = fint dans Ωint,
vε[1] + αε∂nv
ε
[1] = εg sur Γ.
a` la diffe´rence du paragraphe pre´ce´dent, on n’a pas ici u[1] = vε[1]. En effet, les solutions
u[1] et vε[1] re´solvent un meˆme proble`me avec des seconds membres qui diffe`rent d’une
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quantite´ O(ε2). Une estimation a priori sur ce proble`me nous permet d’estimer l’erreur
commise :
Lemme 1.10 Soit h ∈ L2(Γ), alors le proble`me α∆v = 0 dans Ωint,v + αε∂nv = h sur Γ,
posse`de une unique solution qui ve´rifie l’estimation a priori suivante
‖v‖1,Ωint ≤
C√
ε
‖h‖0,Γ .
De´monstration. La formulation variationnelle du proble`me s’e´crit
∀w ∈ H1(Ωint), a(v,w) = l(w),
avec
a(v,w) = α
∫
Ωint
∇v∇w dx+ 1
ε
∫
Γ
vw dσ et l(w) =
1
ε
∫
Γ
hw dσ .
La proposition est une application du the´ore`me de Lax-Milgram, la constante de coercivite´
e´tant d’ordre 1.
Proposition 1.11 On a l’estimation suivante entre la partie inte´rieure de la solution
du proble`me de transmission (1.1) et la solution de (1.17) :∥∥∥uεint − vε[1]∥∥∥
1,Ωint
≤ C ε 32 .
De´monstration. Par de´finition, φ = u[1] − vε[1] re´sout le proble`me{
α∆φ = 0 dans Ωint,
φ+ αε∂nφ = O(ε2) sur Γ.
L’estimation a priori donne´e dans le lemme 1.10 permet d’en de´duire :
‖φ‖1,Ωint ≤ Cε
3
2 .
Comme, d’autre part, on a la majoration du reste du de´veloppement asymptotique (voir
the´ore`me 1.8) ∥∥∥uεint − u[1]∥∥∥
1,Ωint
= O(ε2),
36 1.4 Conditions aux limites approche´es
on en de´duit le re´sultat.
Remarque. La me´thode utilise´e pour obtenir l’estimation de la proposition pre´ce´dente est
classique en analyse asymptotique. Elle ne conduit cependant pas a` un re´sultat optimal,
comme le montre le the´ore`me qui suit.
The´ore`me 1.12 On a l’estimation suivante entre la partie inte´rieure de la solution du
proble`me de transmission (1.1) et la solution de (1.17) :∥∥∥uεint − vε[1]∥∥∥
1,Ωint
≤ C ε2.
De´monstration. On peut effectuer un de´veloppement asymptotique pour le proble`me
avec condition d’impe´dance d’ordre 1 (1.17) : l’ansatz vε[1] =
∑
εnvn fournit la relation de
re´currence : {
α∆vn = fintδ
n
0 dans Ωint,
vn = −α∂nvn−1 + gδn1 sur Γ.
Un simple calcul montre que les premiers termes v0 et v1 co¨ıncident avec u0int et u
1
int,
premiers termes de la partie inte´rieure du de´veloppement asymptotique de uε. Il est facile
de montrer l’estimation du reste d’ordre 1 pour le de´veloppement de vε[1] et donc∥∥∥vε[1] − v0 − εv1∥∥∥
1,Ωint
=
∥∥∥vε[1] − u[1]∥∥∥
1,Ωint
≤ C ε2,
d’ou` le re´sultat.
Remarque. L’estimation donne´e dans le the´ore`me pre´ce´dent est optimale, car les termes
u2 et u2int ne co¨ıncident pas ge´ne´riquement. L’obtention de majorations optimales est un
des points forts de l’utilisation des de´veloppements asymptotiques.
1.4.3 Condition d’ordre 2
On effectue la meˆme e´tude que pre´ce´demment, en conservant les trois premiers termes du
de´veloppement asymptotique. On suppose ici que fext = g = 0. On ve´rifie aise´ment, a`
l’aide de la formule (1.15), que u[2] = u0int + εu
1
int + ε
2u2int est solution de α∆u[2] = fint dans Ωint,(1 + ε2c(x))u[2] + αε∂nu[2] = O(ε3) sur Γ,
ou` c(x) de´signe la courbure de Γ au point x ∈ Γ. Le proble`me avec condition d’impe´dance
d’ordre 2 s’e´crit alors α∆v
ε
[2] = fint dans Ωint,(
1 + ε
2
c(x)
)
vε[2] + αε∂nv
ε
[2] = 0 sur Γ.
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The´ore`me 1.13 On a l’estimation suivante entre la partie inte´rieure de la solution du
proble`me de transmission (1.1) et la solution de (1.17) :∥∥∥uεint − vε[2]∥∥∥
1,Ωint
≤ C ε3.
De´monstration. La preuve est la meˆme que pour le the´ore`me 1.12 : on effectue le
de´veloppement asymptotique de vε[2], dont les trois premiers termes co¨ıncident avec celui
de uεint. Les estimations des restes permettent de conclure.
Remarque. Dans [16] les estimations suivantes sont prouve´es :
∥∥∥uεint − vε[k]∥∥∥
1,Ωint
≤

ε si k = 0,
ε
3
2 si k = 1,
ε
5
2 si k = 2.
Celles prouve´es dans ce paragraphe sont plus fines ; les techniques de de´veloppement
asymptotique ont permis de montrer leur optimalite´.
1.5 Re´sultats nume´riques
Les calculs pre´sente´s dans ce paragraphe ont e´te´ effectue´s a` l’aide de la bibliothe`que
e´le´ments finis Me´lina(voir [23] et annexe).
Le but des calculs effectue´s est d’illustrer les re´sultats du paragraphe pre´ce´dent.
Pre´cise´ment, on de´sire mettre en e´vidence la vitesse de convergence de la solution vε[k]
du proble`me avec condition d’impe´dance d’ordre k vers la partie inte´rieure uεint de celle
du proble`me de transmission en fonction de k = 0, 1, 2.
1.5.1 Les proble`mes continus
On cherche a` approcher, pour diffe´rentes valeurs de ε, la solution uε du proble`me de
transmission (1.1). On a pris comme donne´es g = 0, fext = 0 et fint = −x21 (des tests
ont e´te´ effectue´s avec d’autres types de donne´es, conduisant a` des re´sultats comparables
a` ceux pre´sente´s ici). On conside`re le proble`me (1.1), qu’on rappelle ici.
(1.18)

α∆uεint = fint dans Ωint,
∆uεext = 0 dans Ω
ε
ext,
α∂nu
ε
int = ∂nu
ε
ext sur Γ,
uεint = u
ε
ext sur Γ,
uεext = 0 sur Γ
ε
ext,
38 1.5 Re´sultats nume´riques
pose´ dans la couronne Ωε :
Ωε =
{
x = (x1, x2) ∈ R2
∣∣∣ 1 < x21 + x22 < (2 + ε)2 et x1, x2 > 0} ,
le domaine inte´rieur e´tant de´fini par
Ωint =
{
x = (x1, x2) ∈ R2
∣∣∣ 1 < x21 + x22 < 4 et x1, x2 > 0} .
De meˆme, on de´sire obtenir une approximation (pour les meˆmes valeurs de ε) des trois
proble`mes suivants :
(1.19)
 α∆v
ε
[0] = fint dans Ωint,
vε[0] = 0 sur Γ.
(1.20)
 α∆v
ε
[1] = fint dans Ωint,
vε[1] + αε∂nv
ε
[1] = 0 sur Γ.
(1.21)
 α∆v
ε
[2] = fint dans Ωint,(
1 + ε
2
c(x)
)
vε[2] − αε∂nvε[2] = 0 sur Γ.
Pre´cise´ment on calcule, pour ε = 2−j (j = 1, . . . , 10) :
• l’approximation par e´le´ments finis de la solution uε du proble`me de transmission (1.18) ;
• l’approximation par e´le´ments finis des solutions vε[k] (k = 0, 1, 2) de chacun des
proble`mes d’impe´dance (1.19), (1.20) et (1.21) ;
• des estimations des normes L2 et H1 de la diffe´rence uε − vε[k] pour k = 0, 1, 2.
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1.5.2 Approximation a` l’aide d’e´le´ments droits de type Q1
L’ide´e la plus simple consiste a` mailler
le domaine Ωε en quadrilate`res, comme
le montre la figure 1.1 ci-contre.
Chaque e´le´ment K du domaine de cal-
cul Ωεh (qui diffe`re de Ω
ε a` cause de la
courbure) est l’image du carre´ unite´ K̂
par une application affine FK .
L’espace d’approximation est alors de´fini
par{
v ∈ C 0(Ωεh)
∣∣∣∀K, v ◦ FK ∈ Qp(K̂)} ,
p est appele´ degre´ d’interpolation fonc-
tionnelle.
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Fig. 1.1 – Maillage Q1 ( 299 nœuds).
La me´thode la plus simple consiste a` choisir p = 1 : l’interpolation est isoparame´trique
de degre´ 1. La figure 1.2 repre´sente la norme de la diffe´rence uε − vε[k] en fonction de ε en
coordonne´es logarithmiques. Au vu des re´sultats the´oriques, on s’attend a` obtenir trois
droites de pentes respectives 1, 2 et 3. Or les droites de la figure 1.2 semblent toutes trois
avoir des pentes voisines de 1.
La courbe correspondant a` k = 1 (repe´re´e avec le symbole ♥) posse`de une pente plus
importante pour les valeurs faibles de ε, mais celle-ci se rapproche de 1 quand ε diminue.
Cette remarque conduit a` mettre en doute l’approximation utilise´e : il semble que l’erreur
de la me´thode nume´rique soit plus importante que la quantite´ qui nous inte´resse.
Pour reme´dier a` ce proble`me, on a effectue´ les calculs sur le meˆme maillage droit
que pre´ce´demment, mais en utilisant un degre´ d’approximation fonctionnelle e´gal a` 6.
L’interpolation n’est plus isoparame´trique. Les re´sultats sont consigne´s sur le graphe de
la figure 1.3.
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♦♦♦♦♦♦♦♦♦♦
♥
♥
♥♥♥♥♥♥♥♥
♠♠♠♠♠♠♠♠♠♠
10−4 10−3 10−2 10−1 100 101
10−12
10−10
10−8
10−6
10−4
10−2
100
ε
‖uεint − vε[k]‖L2(Ωint)
♦ Ordre k = 0
♥ Ordre k = 1
♠ Ordre k = 2
Fig. 1.2 – Re´sultats avec un maillage droit et une interpolation Q1.
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10−4 10−3 10−2 10−1 100 101
10−12
10−10
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ε
‖uεint − vε[k]‖L2(Ωint)
♦ Ordre k = 0
♥ Ordre k = 1
♠ Ordre k = 2
Fig. 1.3 – Re´sultats avec un maillage droit et une interpolation Q6.
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On observe que les re´sultats sont quasi-identiques a` ceux obtenus avec une interpolation
de degre´ 1, ce qui montre que l’interpolation fonctionnelle n’est pas la cause de l’erreur.
En effet, le domaine de calcul Ωεh approche relativement mal le domaine re´el Ω
ε, si bien que
l’erreur due a` cette approximation est trop importante et ne permet donc pas de mettre
en e´vidence le phe´nome`ne qui nous inte´resse, qui ne´cessite une pre´cision bien supe´rieure,
comme on va le voir plus bas.
Il s’agit ici d’un proble`me de non-consistance ge´ome´trique : meˆme si on calculait la solution
exacte du proble`me continu pose´ sur Ωεh, les re´sultats ne seraient pas plus satisfaisants.
On est donc amene´ a` remettre en cause le maillage du domaine : dans le paragraphe qui
suit, on utilise un degre´ d’interpolation ge´ome´trique plus important qui permet, avec un
plus petit nombre d’e´le´ments, d’approcher de manie`re beaucoup plus pre´cise le bord du
domaine.
1.5.3 Approximation a` l’aide d’e´le´ments courbes de degre´ 6
Le paragraphe pre´ce´dent nous a permis
de voir que l’approximation ge´ome´trique
est cruciale. On choisit donc d’utiliser
une approximation plus pre´cise du do-
maine Ωε a` l’aide de quadrangles courbes
de degre´ 6 (i.e. FK ∈ Q6).
La figure 1.4 ci-contre montre le maillage
en 8 e´le´ments qu’on a utilise´.
L’interpolation est isoparame´trique : le
nombre de degre´s de liberte´ co¨ıncide
avec le nombre de nœuds du maillage :
299. La matrice a` inverser est donc beau-
coup plus petite que dans le paragraphe
pre´ce´dent, le couˆt de calcul est donc bien
moindre.
1 ε
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦◦
◦◦
◦◦
◦◦
◦◦◦
◦◦◦◦
◦
◦
◦
◦
◦
◦
◦
◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦◦◦
◦◦◦
◦
◦
◦
◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦◦
◦◦◦◦◦◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦◦
◦◦◦◦◦◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦◦
◦◦◦◦
◦◦◦◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦◦
◦◦◦
◦◦◦◦◦◦◦
◦◦
◦◦
◦◦
◦◦
◦◦
◦◦◦
◦◦◦
◦◦◦◦◦
◦◦◦◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦◦
◦◦
◦◦
◦◦◦
◦◦◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦◦
◦◦
◦◦
◦◦◦
◦◦◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦◦
◦◦
◦◦
◦◦◦
◦◦◦◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦◦
◦◦
◦◦
◦◦◦
◦◦◦◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦◦
◦◦
◦◦
◦◦
◦◦◦◦
◦◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦◦
◦◦
◦◦
◦◦
◦◦◦
◦◦◦◦
Fig. 1.4 – Maillage Q6 ( 299 nœuds).
Le fait que les matrices soient plus pleines quand on utilise des e´le´ments Q6 que dans le cas
isoparame´trique Q1 pourrait laisser penser qu’un grand nombre d’e´le´ments Q1 conduirait
a` une bonne approximation. En fait il n’en est rien car l’approximation ge´ome´trique est
bien meilleure avec quelques e´le´ments de haut degre´ qu’avec beaucoup d’e´le´ments droits.
Le graphe de la figure 1.5 repre´sente la norme L2 de uεint − vε[k] en fonction de ε en
coordonne´es logarithmiques. La norme de la diffe´rence uεint − vε[k], qui e´tait limite´e aux
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environs de 10−5 sur les figures 1.2 et 1.3, est maintenant de l’ordre de 10−10 pour les
valeurs les plus faibles de ε.
L’erreur d’approximation provenait donc bien de la diffe´rence entre le domaine Ωε et le
domaine de calcul.
♦♦♦♦♦♦♦♦♦♦
♥
♥
♥
♥
♥
♥
♥
♥
♥
♥
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
10−4 10−3 10−2 10−1 100 101
10−12
10−10
10−8
10−6
10−4
10−2
100
ε
‖uεint − vε[k]‖L2(Ωint)
♦ Ordre k = 0
♥ Ordre k = 1
♠ Ordre k = 2
Fig. 1.5 – Comparaison des proble`mes d’impe´dance avec le proble`me initial.
Les pentes entre deux points successifs de chaque courbe sont reporte´es dans le tableau
ci-dessous : (pour ε croissant)
♦ 0.996 0.993 0.988 0.980 0.970 0.960 0.945 0.915 0.859
♥ 1.994 1.989 1.981 1.972 1.965 1.957 1.939 1.894 1.815
♠ 2.951 2.905 2.820 2.676 2.472 2.292 2.359 2.577 2.536
On retrouve donc bien les ordres de convergence 1, 2, 3 prouve´s the´oriquement. Notons
que, pour les petites valeurs de ε, l’erreur ‖uε − vε[2]‖ est d’ordre 10−10, ce qui montre
qu’une grande pre´cision est requise dans les calculs (ceux-ci doivent eˆtre effectue´s en
double pre´cision).
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♦ Ordre k = 0
♥ Ordre k = 1
♠ Ordre k = 2
Fig. 1.6 – Comparaison des proble`mes d’impe´dance avec le proble`me initial.
Ici encore, on a calcule´ les pentes successives :
♦ 0.985 0.972 0.948 0.912 0.870 0.843 0.849 0.860 0.835
♥ 1.973 1.950 1.912 1.864 1.833 1.853 1.891 1.881 1.813
♠ 2.950 2.902 2.813 2.658 2.419 2.111 1.855 1.962 2.307
Les re´sultats sont similaires en norme H1 : on obtient encore les pentes 1, 2, 3, ce qui
illustre nume´riquement leur optimalite´.
1.6 Conclusion
Dans ce chapitre on a construit un de´veloppement asymptotique de la solution du
proble`me de transmission (1.1), en utilisant une dilatation de la couche mince. On a montre´
comment la connaissance de ce de´veloppement permettait l’obtention des conditions
d’impe´dance pour le proble`me de transmission avec couche mince (1.1).
En outre cette me´thode permet de be´ne´ficier du formalisme des de´veloppements asymp-
totiques, en particulier des estimations du reste. On a ainsi pu obtenir des estimations
plus pre´cises pour les proble`mes avec impe´dance, que celles obtenues ante´rieurement, et
de montrer leur optimalite´.
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Enfin les tests nume´riques re´alise´s illustrent l’optimalite´ des re´sultats the´oriques ; on
retrouve en effet les pentes pre´vues par la the´orie dans les re´sultats des calculs. Les
phe´nome`nes qu’on de´sire mettre en e´vidence sont de nature asymptotique : il s’agit de
comparer les vitesses de convergence vers 0 des quantite´s ‖uεint − vε[k]‖ quand ε tend vers
0. Cela ne´cessite une grande pre´cision de calcul car certaines de ces normes sont de l’ordre
de 10−10. Une grande pre´cision est donc requise dans les calculs, qui doivent eˆtre effectue´s
en double pre´cision. De plus la condition d’impe´dance d’ordre 2 n’ayant de raison d’eˆtre
que dans le cas d’une frontie`re courbe, il est crucial d’utiliser une approximation de la
ge´ome´trie par des e´le´ments courbes d’ordre e´leve´. L’utilisation d’une approximation de
type Q6-isoparame´trique est donc judicieuse.
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Chapitre 2
Construction des profils dans un
domaine sectoriel infini
Le chapitre pre´ce´dent e´tait consacre´ a` l’e´tude d’un proble`me de transmission avec couche
mince dans le cas d’une ge´ome´trie re´gulie`re. On de´sire s’inte´resser maintenant au cas ou`
le domaine pre´sente un coin. On verra au chapitre 3 que les techniques utilise´es jusqu’a`
pre´sent ne permettent pas de construire le de´veloppement asymptotique de la solution
dans cette situation.
Une e´tude pre´cise au voisinage du coin est requise. Pre´cise´ment, on effectue une homothe´tie
de rapport ε−1, qui a pour effet de transformer le domaine Ω en un secteur plan infini
quand le parame`tre ε tend vers 0. Il s’agit donc d’e´tudier un proble`me de transmission
dans ce domaine mode`le, qui ne de´pend plus de ε.
L’objet du chapitre 2 est la construction de solutions a` ce proble`me mode`le, qu’on
nommera profils. Si K est un tel profil, c’est plus particulie`rement son comportement
en l’infini qui nous inte´resse car il interviendra dans le de´veloppement asymptotique (voir
chapitre 3) sous la forme
K
(x
ε
)
.
La de´marche qui suit est inspire´e de [11], [9] et [24].
2.1 Introduction
Soit le secteur angulaire Q centre´ a` l’origine, d’ouverture ω (ω 6= 0, π), repre´sente´ sur la
figure suivante.
Q = Qint ∪G ∪Qext.
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OintO
Gext
G
Qint
Qext
ω
~n
~n
1
ω OintO
Gext
G
QintQext
~n
~n
1
Cas convexe (ω < π) Cas concave (ω > π)
On se propose d’e´tudier le proble`me de transmission suivant : trouver u = (uint, uext), ou`
uint est de´fini dans Qint et uext dans Qext, ve´rifiant :
(2.1)

∆uext = fext dans Qext,
α∆uint = fint dans Qint,
uext = 0 sur Gext,
uint = uext sur G,
α∂nuint = ∂nuext + g sur G,
ou` fint, fext et g sont des fonctions donne´es et α est un re´el strictement positif ; ∂n de´signe
la de´rive´e normale selon ~n (normale exte´rieure a` Qint, inte´rieure a` Qext).
Le but du chapitre est de construire une solution au proble`me (2.1) dont le comportement
a` l’infini est impose´ et d’en obtenir un de´veloppement asymptotique a` l’infini.
La technique employe´e s’appuie sur l’existence d’un espace variationnel dans lequel le
proble`me (2.1) est bien pose´ pour des donne´es convenables (voir §2.2). Elle consiste a`
construire les premiers termes d’un de´veloppement asymptotique, via une technique clas-
sique de re´solution exte´rieure-inte´rieure, dans le but de se ramener au cas variationnel
(§2.5). On obtient ainsi une solution au proble`me (2.1) dont le de´veloppement asympto-
tique a` l’infini sera pre´cise´ a` l’aide de la transformation de Mellin (cf. §2.7).
2.2 Solution variationnelle
De manie`re standard, on associe a` (2.1) la formulation variationnelle suivante :
a(u, v) = 〈F, v〉,
la forme biline´aire a est de´finie par
a(u, v) = α
∫
Qint
∇u · ∇v dx+
∫
Qext
∇u · ∇v dx,
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et la forme line´aire F par
〈F, v〉 = −
∫
Q
f v dx+
∫
G
g vdσ.
On lui associe l’espace variationnel V (voir [25], par exemple) :
V =
{
v
/
∇v ∈ L2(Q), v
1 + r¯
∈ L2(Q) et v|Gext = 0
}
,
muni de la norme naturelle
‖v‖2V = ‖∇v‖20,Q +
∥∥∥∥ v1 + r¯
∥∥∥∥2
0,Q
,
ou` r¯ de´signe la distance au coin O. Le the´ore`me suivant e´tablit un re´sultat d’existence et
d’unicite´ dans l’espace variationnel V.
The´ore`me 2.1 Si F ∈ V′, il existe une unique solution u ∈ V au proble`me
∀v ∈ V, a(u, v) = 〈F, v〉.
De´monstration. Le re´sultat est une conse´quence du the´ore`me de Lax-Milgram, seule la
coercivite´ de a n’est pas e´vidente. Soient (r¯, θ¯) les coordonne´es polaires centre´es en O ; on
note encore v la fonction dans les variables polaires. Soit v ∈ V,
a(v, v) ≥ min(1, α)
∫
Q
|∇v|2 dx
≥ min(1, α)
2
(∫
Q
|∇v|2 dx+
∫
Q
1
r¯2
|∂θ¯v|2 dx
)
.
Si on note Θ = (−ω
2
, ω
2
), on peut e´crire
∫
Q
1
r¯2
|∂θ¯v|2 dx =
∫ +∞
0
∫
Θ
1
r¯2
|∂θ¯v|2r¯ dθ¯ dr¯.
D’autre part, comme v(r¯,−ω2 ) = v(r¯, ω2 ) = 0, on peut e´crire une ine´galite´ de Poincare´
dans Θ, avec une constante C inde´pendante de r¯ :∫
Θ
|∂θ¯v|2 dθ¯ ≥ C
∫
Θ
|v|2 dθ¯.
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En multipliant cette dernie`re ine´galite´ par 1r¯ et en inte´grant par rapport a` r¯ , on obtient∫
Q
1
r¯2
|∂θ¯v|2 dx ≥ C
∫ +∞
0
1
r¯
∫
Θ
|v|2 dθ¯ dr¯ ≥ C
∫
Q
∣∣∣v
r¯
∣∣∣2 dx ≥ C ∫
Q
∣∣∣∣ v1 + r¯
∣∣∣∣2 dx,
d’ou` finalement
a(v, v) ≥ C ′. ‖v‖2V ,
avec C ′ = 1
2
min(1, α)min(1, C).
Le lemme suivant fournit une condition suffisante pour que F ∈ V′.
Lemme 2.2 Si (1 + r¯)f ∈ L2(Q) et (1 + r¯) 12 g ∈ L2(G), alors F ∈ V′. De plus il existe
une constante C telle que
‖F‖V′ ≤ C
[
‖(1 + r¯)f‖0,Q +
∥∥∥(1 + r¯) 12 g∥∥∥
1
2 ,G
]
.
De´monstration. Il est imme´diat que v 7→ ∫
Q
fv est un e´le´ment de V′.
D’autre part,
(2.2)
∫
G
gv ≤
[∫
G
[
(1 + r¯)
1
2 g
]2
dσ
] 1
2
[∫
G
[
(1 + r¯)−
1
2 v
]2
dσ
] 1
2
.
Soit r la distance au coin Oint. Par ine´galite´ de trace dans le domaine borne´ Qint∩ [r < 1],
on obtient pour h ∈ H1(Qint),
(2.3)
∫
G∩[r<1]
h2 dσ ≤ C
(∫
Qint∩[r<1]
h2 dx+
∫
Qint∩[r<1]
|∇h|2 dx
)
.
Par ailleurs, si on utilise une ine´galite´ de trace dans la demi-bande Θ× (1,+∞), on peut
e´crire :
(2.4)
∫
G∩[r<1]
h2 dσ ≤ C
(∫
Qint∩[r<1]
h2
r
dx+
∫
Qint∩[r<1]
|∇h|2
r
dx
)
.
En utilisant (2.3) pour r < 1 et (2.4) pour r > 1, on trouve (car r ∼ 1 + r¯ en l’infini)
(2.5)
∫
G
h2 dσ ≤ C
(∫
Qint
h2
1 + r¯
dx+
∫
Qint
|∇h|2
1 + r¯
dx
)
.
Pour h = (1 + r¯)−
1
2 v, l’ine´galite´ (2.5) fournit∫
G
∣∣∣∣ v(1 + r¯) 12
∣∣∣∣2 dσ ≤ C
(∫
Qint
∣∣∣∣ v1 + r¯
∣∣∣∣2 dx+ ∫
Qint
1
1 + r¯
∣∣∣∣∇( v(1 + r¯) 12
)∣∣∣∣2 dx
)
.
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Or, par de´veloppement de l’ope´rateur ∇,
∣∣∣∣∇( v(1 + r¯) 12
)∣∣∣∣ ≤ C ( 1(1 + r¯) 12 |∇v|+ 1(1 + r¯) 32 |v|
)
,
d’ou`
1
1 + r¯
∣∣∣∣∇( v(1 + r¯) 12
)∣∣∣∣2 ≤ C ( 1(1 + r¯)2 |v|2 + |∇v|2
)
.
Finalement, on de´duit de (2.2)
∣∣∣∣∫
G
gv
∣∣∣∣ ≤ C ∥∥∥(1 + r¯) 12 g∥∥∥
0,G
‖v‖V ,
ce qui montre que v 7→ ∫
G
gv appartient a` V′. L’estimation e´nonce´e en de´coule directe-
ment.
Le the´ore`me 2.1 montre que le proble`me (2.1) est bien pose´ dans l’espace V. On a pre´cise´,
a` l’aide du lemme 2.2, la condition F ∈ V′.
Les seconds membres (f, g) du proble`me (2.1) qu’on sera amene´ a` conside´rer ne ve´rifient
pas ne´cessairement la condition d’appartenance a`V′. Pour se ramener a` un second membre
“variationnel”, on retranche a` u une fonction qui re´sout la partie “non-variationnelle” du
second membre initial.
Cette fonction est construite a` l’aide d’une re´solution alternativement dans Qext et Qint,
me´thode classique en analyse asymptotique. On sera donc ramene´ a` conside´rer deux
proble`mes : l’un pose´ dans le domaine inte´rieur, l’autre dans le domaine exte´rieur.
2.3 Transformation en domaine homoge`ne
Afin de simplifier l’e´tude, nous allons tout d’abord transformer le domaine Q en un
domaine homoge`ne (on en verra plus loin la signification pre´cise).
Dans Qext, on note ~T
− et ~T+ les vecteurs unitaires des deux demi-droites G− et G+ issues
de Oint. Soient ~N
− et ~N+ les normales exte´rieures a` Qint le long de ces demi-droites.
On note R± les repe`res (Oint, ~T±, ~N±) et on de´finit l’ouvert
Q±ext = {x ∈ Qext / les coordonne´es de x dans R± sont strictement positives}.
Les coordonne´es de x dansR± de´finissent un nouveau syste`me de coordonne´es, note´ (r, s).
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O
Gext
G+
Qint
~N−
~N+
G−
~T−
~T+
Q+ext
Q−ext
rs
r
s
Oint x1
x2
O
Gext
G+
Qint
~N−
~N+
G−
~T−
~T+
Q+ext
Q−ext
r
s
r
s
Oint
x1
x2
Cas convexe (ω < π) Cas concave (ω > π)
La partie grise´e correspond, dans le cas convexe, aux points de Qext pour lesquels les
coordonne´es (r, s) ne sont pas de´finies. Dans le cas concave, il s’agit d’une zone ou` (r, s)
peut eˆtre de´fini de deux manie`res diffe´rentes. Comme on s’inte´resse au comportement a`
l’infini, on verra qu’on peut s’affranchir de cette difficulte´.
Dans Qint, on effectue un passage en coordonne´es polaires centre´es en Oint, note´es (r, θ),
et on de´finit une nouvelle variable θ dans Qext par
θ = ±ω
2
± s dans Q±ext.
Les figures suivantes fournissent une repre´sentation des domaines obtenus.
θ = ω2 + 1
θ = ω2
θ = −ω
2
θ = −ω
2
− 1
r
θ
r
θ
r
θ
r = 0
r = 0
r = 0
Q+ext
Q˘int
Q−ext
θ = ω2 + 1
θ = ω2
θ = −ω
2
θ = −ω
2
− 1
r
θ
r
θ
r
θ
r = 0
r = 0
r = 0
Q+ext
Q˘int
Q−ext
Cas convexe (ω < π) Cas concave (ω > π)
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On a note´ Q˘int = (0,+∞)× (−ω2 , ω2 ). Une diffe´rence apparaˆıt entre les situations convexe
et concave, due aux parties grise´es. Cependant elle est localise´e au voisinage de la pointe
du domaine Q. Afin d’unifier les deux cas, on introduit une fonction de troncature qui
gommera ce qui se passe au coin.
Soit ζ une fonction C∞ valant 0 au voisinage de la pointe du domaine Q :
ζ(x) = 0 si r < r0,
ζ(x) = 1 si r > r1.
De plus, on choisit
1
sin ω2
≤ r0 < r1, de sorte que ζ = 0 dans la partie grise´e.
O
ζ=0
ζ = 1
Oint
O
ζ = 0
ζ = 1
Oint
Cas convexe (ω < π) Cas concave (ω > π)
Plutoˆt que Q±ext, on pre´fe´rera travailler dans
Q˘±ext = (0,+∞)×±(ω2 , ω2 + 1) si bien que le
domaine complet qui nous inte´resse est Q˘ tel
que
Q˘ = Q˘int ∪ Q˘ext.
La figure ci-contre repre´sente le domaine Q˘
ainsi que les valeurs r0 et r1 qui de´finissent
la fonction de troncature ζ. La partie r > r0
correspond a` ce qu’on avait obtenu apre`s
changement de coordonne´es, aussi bien dans
le cas convexe que dans le cas concave.
0 r1r0
Q˘−ext
Q˘+ext
Q˘int
Pour x dans Q, tel que r > r0, on notera x˘ = F (x) son image dans le domaine Q˘ ; la
fonction F est bijective de Q ∩ [r > r0] dans Q˘ ∩ [r > r0].
De´finition 2.3 Si v˘ de´signe une fonction de´finie sur Q˘, alors F ∗v˘ est la fonction
de´finie sur Q par
F
∗v˘(x) =
{
0 si r ≤ r0,
ζ (v˘ [F (x)]) sinon.
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Cette de´finition nous permettra de passer aise´ment de Q˘, dans lequel on va travailler pour
plus de commodite´, au domaine Q, dans lequel le proble`me (2.1) est pose´.
Le proble`me (2.1) correspond au proble`me suivant dans Q˘ :
(2.6)

∆u˘ext = f˘ext dans Q˘ext,
α∆˘u˘int = f˘int dans Q˘int,
u˘ext = 0 pour θ = ±ω2 ± 1,
u˘int = u˘ext pour θ = ±ω2 ,
α∂nu˘int = ∂nu˘ext + g˘ pour θ = ±ω2 ,
ou` ∆˘ = ∂2r +
1
r
∂r +
1
r2
∂2θ .
θ = ω
2
+ 1
θ = ω
2
θ = −ω
2
θ = −ω2 − 1
r
θ
r
θ
r
θ
r = 0
r = 0
Q˘+ext
Q˘int
Q˘−ext
Attention, cela ne signifie pas qu’il y a e´quivalence entre les proble`mes (2.1) et (2.6) ;
on va seulement utiliser les e´quations (2.6) pour construire une solution au proble`me
initial (2.1). En outre dans le cas concave, la donne´e de la fonction fext ne permet pas
toujours de de´finir f˘ext de manie`re imme´diate : on choisit alors de prolonger par 0 dans la
partie grise´e.
2.4 Les proble`mes e´le´mentaires
Le domaine Q˘ est homoge`ne dans le sens ou` il est invariant par dilatation de la variable r.
En effet si, pour ρ > 0 et x˘ = (r, θ) ∈ Q˘, on note ρ[x˘] = (ρr, θ), alors ρ[Q˘] = Q˘.
Pour ρ > 0, on de´finit la fonction u˘ρ sur Q˘ par
∀x˘ ∈ Q˘, u˘ρ(x˘) = u˘(ρ[x˘]).
Alors u˘ρ ve´rifie
(2.7)

∂2θ u˘ρ,ext +
1
ρ2 ∂
2
r u˘ρ,ext = 0 dans Q˘ext,
1
ρ2α∆˘u˘ρ,int = 0 dans Q˘int,
u˘ρ,ext = 0 pour θ = ±ω2 ± 1,
u˘ρ,int = u˘ρ,ext pour θ = ±ω2 ,
α
rρ
∂θu˘ρ,int = ∂θ u˘ρ,ext pour θ = ±ω2 .
On suppose que u˘ est solution du proble`me (2.6) avec second membre nul et ve´rifie
u˘int(x˘) ∼ rλ quand r → +∞.
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Afin d’obtenir un de´veloppement asymptotique de u˘ρ quand ρ→ +∞, on inse`re dans les
e´quations (2.7) l’ansatz se´rie entie`re :
u˘ρ =
∑
k≥0
ρλ−k u˘k.
On obtient alors un proble`me exte´rieur dans lequel r joue le roˆle de parame`tre :
(2.8)

∂2θ u˘
k
ext = −∂2r u˘k−2ext θ ∈ ±(ω2 , ω2 + 1),
∂θ u˘
k
ext =
α
r ∂θu˘
k−1
int θ = ±ω2 ,
u˘
k
ext = 0 θ = ±ω2 ± 1,
et un proble`me de Laplace dans Q˘int :
(2.9)
 ∆˘u˘
k
int = 0 dans Q˘int,
u˘
k
int = u˘
k
ext pour θ = ±ω2 .
On est donc amene´ a` re´soudre successivement un proble`me exte´rieur et un proble`me
inte´rieur afin de construire le de´veloppement asymptotique.
Les deux paragraphes qui suivent traitent individuellement de chacun de ces deux
proble`mes.
2.4.1 Le proble`me inte´rieur : singularite´s
Le proble`me inte´rieur s’e´crit
(2.10)
 ∆˘K˘ = f˘ dans Q˘int,K˘ = g˘ sur G.
Son e´tude rele`ve de la the´orie ge´ne´rale des proble`mes elliptiques pour les domaines a` coins,
voir par exemple [12],[20], [26] et [13]. Les solutions de (2.10) font intervenir les espaces
Sλ(Q˘int) et S
λ(G) de´finis ci-dessous (λ ∈ R)
Sλ(Q˘int) =
{
rλ
N∑
ℓ=0
logℓr vℓ(θ)
/
vℓ ∈ C∞(Θint),N ∈ N
}
,
(r, θ) sont les coordonne´es polaires centre´es en Oint et Θint = (−ω2 , ω2 ).
Sλ(G) =
{
v˘|G / v˘ ∈ Sλ(Q˘int)
}
=
{
rλ
N∑
ℓ=0
c±ℓ log
ℓr sur G± / c+ℓ , c
−
ℓ ∈ R
}
.
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Le proble`me (2.10) ope`re naturellement entre les espaces Sλ. Pre´cise´ment, on a le re´sultat
suivant.
The´ore`me 2.4 Soit λ ∈ R. Si f˘ ∈ Sλ−2(Q˘int) et g˘ ∈ Sλ(G), alors il existe K˘ ∈ Sλ(Q˘int)
solution de (2.10).
Il y a unicite´ si λ /∈ π
ω
Z∗. Sinon, λ s’e´crit kπ
ω
et le noyau de l’ope´rateur associe´ est
engendre´ par la fonction sλ de´finie par
sλ(r, θ) =
r
kπ
ω cos
(
kπ
ω θ
)
, si k est impair,
r
kπ
ω sin
(
kπ
ω
θ
)
, si k est pair.
θ ∈ (−ω2 , ω2 ).
Enfin, si πω /∈ Q, alors la solution K˘ ne comporte pas de terme logarithmique (N = 0).
Remarque. La fonction sλ ∈ Sλ(Q˘int) est appele´e singularite´ du proble`me (2.10) et le
nombre λ = kπω exposant de singularite´.
2.4.2 Le proble`me exte´rieur
Le proble`me qui nous inte´resse s’e´crit :
(2.11)

∂2θ K˘(r, θ) = f˘(r, θ) pour θ ∈ Θ−ext ∪Θ+ext,
∂θK˘(r,±ω2 ) = h˘
±
(r),
K˘(r,±ω2 ± 1) = 0,
ou` on a pose´ Θ±ext = ±(ω2 , ω2 + 1) ; r joue le roˆle de parame`tre. La donne´e de Neumann
h˘
±
qu’on va utiliser appartient naturellement a` l’espace Sλ(G) (voir §2.5 ci-dessous). On
introduit donc l’espace
Sλ(Q˘ext) =
{
u˘ =
N∑
ℓ=0
θℓψ±ℓ (r) dans Q˘ext / ψ
±
ℓ ∈ Sλ(G±)
}
.
L’espace Sλ(Q˘ext) est l’espace naturel des solutions de (2.11) :
The´ore`me 2.5 Si f˘ ∈ Sλ(Q˘ext) et h˘
± ∈ Sλ(G), alors il existe une unique solution dans
Sλ(Q˘ext) au proble`me (2.11). Elle est donne´e par la formule :
(2.12) K˘(r, θ) =
∫ σ(ω2 +1)
θ
(
−h˘σ(r) +
∫ y
σ ω2
f˘(r, z) dz
)
dy et σ = signe (θ).
De´monstration. La ve´rification est imme´diate.
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2.5 De´veloppement asymptotique “sur-variationnel”
2.5.1 L’espace des fonctions singulie`res en l’infini
On introduit l’espace suivant :
Sλ(Q˘) =
{
u˘ / u˘int ∈ Sλ(Q˘int), u˘ext ∈ Sλ(Q˘ext) et u˘int = u˘ext sur G
}
.
Le lemme suivant compare ces espaces avec l’espace variationnel V introduit au para-
graphe 2.2.
Lemme 2.6 F ∗
(
Sλ(Q˘)
)
⊂ V ssi λ < 0.
De´monstration. Soit v ∈ F ∗
(
Sλ(Q˘)
)
. Le comportement de v en +∞ est re´gi par rλ.
Par conse´quent
vint
r
∈ L2(Qint) ⇐⇒ λ < 0,
∇vint ∈ L2(Qint) ⇐⇒ λ < 0,
vext
r
∈ L2(Qext) ⇐⇒ λ < 12 ,
∇vext ∈ L2(Qext) ⇐⇒ λ < 12 ,
d’ou` le re´sultat (le comportement au voisinage de coin n’intervient pas car la fonction F ∗
a un effet de troncature).
2.5.2 Solution au proble`me avec comportement a` l’infini
L’objet de ce paragraphe est de construire un e´le´ment du noyau de l’ope´rateur associe´
a` (2.1). Plus pre´cise´ment, on recherche les solutions du proble`me homoge`ne qui ont le
meˆme comportement a` l’infini que la fonction singulie`re sΛ du proble`me inte´rieur, ou`
Λ = kπ
ω
.
On conside`re donc le proble`me de transmission homoge`ne avec condition a` l’infini :
(2.13)

∆u = 0 dans Qint ∪Qext,
uext = 0 sur Gext,
uint = uext sur G,
α∂nuint = ∂nuext sur G,
uint ∼ sΛ quand r → +∞.
Le the´ore`me suivant montre qu’on peut construire une solution au proble`me (2.13) :
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The´ore`me 2.7 Soit k ∈ N, on pose Λ = kπω . Soit p un entier tel que p+1 ≥ Λ. Il existe
uΛ,p ∈ V et K˘Λ,Λ, . . . , K˘Λ,Λ−p respectivement e´le´ments des espaces SΛ(Q˘), · · · ,SΛ−p(Q˘)
tels que
(2.14) KΛ := F ∗
(
K˘Λ,Λ
)
+ · · · +F ∗(K˘Λ,Λ−p)+ uΛ,p
soit solution de (2.13).
Les fonctions KΛ et KΛ,Λ−q (q ∈ N) peuvent eˆtre choisies inde´pendamment de p, ce qu’on
suppose pour la suite. Enfin, les termes K˘Λ,Λ−q sont construits par re´currence a` l’aide des
e´quations suivantes :
∂2θ K˘
Λ,Λ−q
ext = −∂2r K˘Λ,Λ−q+2ext θ ∈ ±(ω2 , ω2 + 1),
∂θK˘
Λ,Λ−q
ext =
α
r
∂θK˘
Λ,Λ−q+1
int θ = ±ω2 ,
K˘
Λ,Λ−q
ext = 0 θ = ±ω2 ± 1, ∆˘K˘
Λ,Λ−q
int = 0 dans Q˘int,
K˘
Λ,Λ−q
int = K˘
Λ,Λ−q
ext pour θ = ±ω2 .
De´monstration. On travaille dans la demi-bande infinie Q˘ en re´solvant alternativement
les proble`mes exte´rieur et inte´rieur.
E´tape 0 – On re´sout d’abord le proble`me exte´rieur (2.11) avec second membre nul si
bien que la solution est
K˘
Λ,Λ
ext = 0.
On remplace ensuite g˘ par K˘Λ,Λext |G dans (2.10) pour aboutir a`
∆˘K˘Λ,Λint = 0 dans Q˘int,
K˘
Λ,Λ
int = 0 sur G,
K˘
Λ,Λ
int ∼ sΛ quand r → +∞,
dont sΛ est une solution. On prendra donc comme premier terme du de´veloppement
K˘Λ,Λ = sΛ0 ∈ SΛ(Q˘),
la fonction sΛ0 est le prolongement de s
Λ a` Q tel que sΛ0 |Qext = 0.
E´tape 1 – Soit K˘Λ,Λ−1ext la solution de (2.11) avec f˘ = 0 et h˘
±
= αr ∂θK˘
Λ,Λ
int |G± ∈ SΛ−1(G).
D’apre`s le the´ore`me 2.5,
K˘
Λ,Λ−1
ext ∈ SΛ−1(Q˘ext).
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On de´finit alors K˘Λ,Λint comme une solution dans S
Λ−1(Q˘int) du proble`me (2.10) avec f˘ = 0
et g˘ = K˘Λ,Λ−1ext |G ∈ SΛ−1(G) (cf. the´ore`me 2.4). Ainsi on a construit
K˘Λ,Λ−1 ∈ SΛ−1(Q˘).
E´tape i (i ≥ 2) – On suppose (K˘Λ,Λ−j)j<i construits tels que
K˘Λ,Λ−j ∈ SΛ−j(Q˘).
Soit alors K˘Λ,Λ−iext la solution de (2.11) avec f˘ = −∂2r K˘Λ,Λ−i+2ext et h˘
±
= α
r
∂θK˘
Λ,Λ−i+1
int |G± .
Puisqu’on a f˘ ∈ SΛ−i(Q˘ext) et h˘± ∈ SΛ−i(G), le the´ore`me 2.5 assure que
K˘
Λ,Λ−i
ext ∈ SΛ−i(Q˘ext).
Maintenant que K˘Λ,Λ−iext est connu, on est en mesure de construire K˘
Λ,Λ−i
int solution du
proble`me inte´rieur (2.10) avec f˘ = 0 et g˘ = K˘Λ,Λ−iext |G ∈ SΛ−i(G). D’apre`s le the´ore`me 2.4,
on peut choisir K˘Λ,Λ−iint dans S
Λ−i(Q˘int).
Ainsi, a` partir de la donne´e de K˘Λ,Λ−j pour j < i, on a construit K˘Λ,Λ−i ∈ SΛ−i(Q˘). Par
re´currence, la suite (K˘Λ,Λ−i)i∈N est bien de´finie dans SΛ−i(Q˘).
Conclusion. Pour p ∈ N, on note
u˜Λ,p = −
p∑
i=0
F
∗
(
K˘Λ,Λ−i
)
.
Par construction, u˜Λ,p ve´rifie le proble`me suivant
(2.15)

α∆u˜Λ,pint = αϕp dans Qint,
∆u˜Λ,pext = −φp + ϕp dans Qext,
u˜Λ,p = 0 sur Gext,
u˜
Λ,p
int = u˜
Λ,p
ext sur G,
α∂nu˜
Λ,p
int = ∂nu˜
Λ,p
ext − ψp sur G,
les seconds membres φp et ψp sont dus aux de´calages d’indices :
φp = F
∗
(
∂2r
(
K˘
Λ,Λ−p
ext + K˘
Λ,Λ−p+1
ext
))
∈ F ∗
(
SΛ−p−2(Q˘ext)⊕SΛ−p−1(Q˘ext)
)
,
ψp = F
∗
(α
r
∂θK˘
Λ,Λ−p
int
)
∈ F ∗
(
SΛ−p−1(G)
)
;
le terme ϕp provient de la troncature, il est a` support dans la “couronne” de´finie par
r0 < r < r1.
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Si p est choisi suffisamment grand le second membre de (2.15) appartient a` V′. En effet,
d’apre`s le lemme 2.2, il suffit d’avoir
r¯(−φp + ϕp) ∈ L2(Qext),
r¯(ϕp) ∈ L2(Qint),
r¯
1
2 (ψp) ∈ L2(G).
Cela est assure´ par la condition p > Λ + 12 .
En conse´quence du the´ore`me 2.1, il existe un unique e´le´ment uΛ,p ∈ V, solution de(2.15).
Ainsi
uΛ,p +
p∑
i=0
F
∗
(
K˘Λ,Λ−i
)
re´sout (2.13).
En vertu du lemme 2.6, les termes F ∗
(
K˘Λ,Λ−i
)
pour Λ− i < 0 appartiennent a` l’espace
variationnel V si bien que le re´sultat est valable pour p+ 1 ≥ Λ.
La construction des termes KΛ,Λ−q expose´e dans la de´monstration est inde´pendante de
l’entier p ≥ Λ. Par ailleurs, les termes uΛ,p+1 et uΛ,p +F ∗(K˘Λ,Λ−p−1) ve´rifient le meˆme
proble`me dans l’espace variationnel V. L’unicite´ dans le the´ore`me 2.1 permet de conclure
qu’ils sont e´gaux, ce qui prouve que la solution KΛ construite dans la de´monstration ne
de´pend pas de l’entier p ≥ Λ.
Remarque. Si on pousse le de´veloppement (2.14) pour p grand, on n’obtient aucune infor-
mation supple´mentaire concernant le comportement en +∞, les seuls termes significatifs
dans (2.14) sont ceux qui se situent “au-dessus” de l’espace variationnel V.
D’autre part, la connaissance du noyau du proble`me inte´rieur (2.10) permet de comprendre
que la solution construite est unique modulo les singularite´s du proble`me inte´rieur qui
peuvent apparaˆıtre a` chaque e´tape.
2.6 Re´gularite´ variationnelle dans les espaces a` poids
On s’inte´resse ici a` la re´gularite´ de la solution uΛ,p, qui apparaˆıt sous la forme d’un reste
dans l’e´nonce´ du the´ore`me 2.7. La technique consiste a` utiliser des estimations elliptiques
locales et a` les transporter a` l’infini ; des normes a` poids apparaissent naturellement,
de´finissant les espaces naturels pour caracte´riser la re´gularite´ de uΛ,p.
Comme on ne s’inte´resse qu’au comportement en l’infini, il suffit de conside´rer u0 = ζuΛ,p.
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2.6.1 Estimation elliptique locale
E´criture du proble`me dans la bande
On transforme le domaine Q˘ via le changement de variable
t = log r.
Quand (r, θ) parcourt Q˘, (t, θ) appartient a` la bande infinie Q˜ = R× (−ω2 − 1, ω2 + 1).
Il n’y a pas de correspondance bijective entre Q et Q˜ au voisinage du coin (i.e. t→ −∞).
Comme on s’inte´resse au comportement en l’infini (t → +∞), on pourra ne´anmoins
raisonner dans Q˜. Cela pre´sente l’avantage de retrouver l’ope´rateur de Laplace, plus simple
a` manipuler que l’ope´rateur polaire ∆˘.
La figure qui suit repre´sente le domaine Q˜ avec le syste`me de coordonne´es qu’on va utiliser
par la suite.
θ = ω2 + 1
θ = ω2
θ = −ω
2
θ = −ω2 − 1
G˜ext
G˜
G˜
G˜ext
t
θ
t
θ
t
θ
Q˜+ext
Q˜−ext
Q˜int
Si v˘ est une fonction de´finie sur Q˘, on notera v˜ la fonction donne´e sur Q˜ par
v˜(t, θ) = v˘(r, θ).
Le proble`me (2.6) devient apre`s changement de variable
(2.16)

αe−2t(∂2t + ∂
2
θ )u˜int = f˜int dans Q˜int,[
∂2θ + e
−2t(∂2t − ∂t)
]
u˜ext = f˜ext dans Q˜ext,
αe−t∂θ u˜int = ∂θ u˜ext + g˜ pour θ = ±ω2 ,
u˜int = u˜ext pour θ = ±ω2 ,
u˜ext = 0 pour θ = ±ω2 ± 1.
60 2.6 Re´gularite´ variationnelle dans les espaces a` poids
Il s’e´crit a(u, v) = l(v) sous forme variationnelle, avec
a(u, v) = α
∫
Q˜int
∇u˜int∇v˜int dx+
∫
Q˜ext
[
et∂θ u˜ext∂θ v˜ext + e
−t∂tu˜ext∂tv˜ext
]
dx,
l(v) = −
∫
Q˜int
e2tf˜intv˜int dx−
∫
Q˜ext
etf˜extv˜ext dx+
∫
G˜
etg˜v˜ dσ.
On note Tint, Text et Ttr les ope´rateurs diffe´rentiels intervenant dans le proble`me (2.16) :
Tint = αe
−2t(∂2t + ∂
2
θ ), Text =
[
∂2θ + e
−2t(∂2t − ∂t)
]
et Ttr = αe
−t∂θ,int − ∂θ,ext.
On utilisera aussi les ope´rateurs a` coefficients constants de´finis a` partir des ope´rateurs
pre´ce´dents pour t = t0 :
T 0int = α(∂
2
t + ∂
2
θ ), T
0
ext =
[
e2t0∂2θ + ∂
2
t − ∂t
]
et T 0tr = α∂θ,int − et0∂θ,ext.
Dans un premier temps, on va e´tudier les ope´rateurs T 0int, T
0
ext, T
0
tr en utilisant les re´sultats
du premier chapitre. On reviendra ensuite au proble`me initial qui concerne les ope´rateurs
a` coefficients variables Tint, Text et Ttr.
Posons ε = e−t0 et effectuons une contraction dans la couche exte´rieure de rapport ε : on
pose, dans Q˜ext,
s = ±ω
2
+ ε
(
θ ∓ ω
2
)
.
On note u˜ε la fonction transforme´e de u˜. Les ope´rateurs a` coefficients constants deviennent
T 0,εint = T
0
int = α∆, T
0,ε
ext = ∆− ∂t et T 0,εtr = α∂θ − ∂s,
si bien que le nouveau proble`me, pose´ dans Q˜ε, domaine transforme´ de Q˜, est tout
simplement le proble`me de transmission e´tudie´ dans le chapitre 1 (avec un terme −∂tuεext
en plus, qui ne change rien aux re´sultats obtenus car ne modifie pas la partie principale
de l’ope´rateur). On peut alors utiliser les estimations du paragraphe 1.2 : soient Rε et R̂ε
les rectangles
Rε = {x ∈ Q˜ε | t0 − η < t < t0 + η} et R̂ε = {x ∈ Q˜ε | t0 − 2η < t < t0 + 2η},
alors, d’apre`s la proposition 1.6, pour tout entier m,
‖u˜εint‖m+2,Rint + ‖u˜
ε
ext‖m+2,Rεext ≤ C
[ ∥∥∥T 0,εint u˜εint∥∥∥
m,R̂int
+
∥∥∥T 0,εext u˜εext∥∥∥
m,R̂εext
+
∥∥∥T 0,εtr u˜ε∥∥∥
m+ 12 ,̂γ
+ ‖u˜ε‖
0,R̂ε
]
,
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ou` γ̂ = G ∩ R̂ε. Il suffit ensuite de repasser des variables (t, s) aux variables (t, θ) – on
note R et R̂ les rectangles
R = {x ∈ Q˜ | t0 − η < t < t0 + η} et R̂ = {x ∈ Q˜ | t0 − 2η < t < t0 + 2η},
alors
(2.17)
‖u˜int‖m+2,Rint +
( ∑
|β|≤m+2
ε1−2βθ
∥∥∂β u˜ext∥∥20,Rext
) 1
2
≤ C
[∥∥T 0intu˜int∥∥m,R̂int+
( ∑
|β|≤m
ε1−2βθ
∥∥∂βT 0extu˜ext∥∥20,R̂ext
) 1
2
+
∥∥T 0tru˜∥∥m+ 12 ,̂γ + ‖u˜int‖0,R̂int + ε 12 ‖u˜ext‖0,R̂ext
]
,
(dans les sommes, le bi-indice β s’e´crit (βt, βθ), si bien que les puissances ne´gatives de ε
sont lie´es aux de´rive´es selon θ seulement). Il reste enfin a` de´duire une ine´galite´ similaire
pour l’ope´rateur a` coefficients variables qui nous inte´resse, sous une condition sur la largeur
des rectangles R et R̂.
Proposition 2.8 Il existe η0 ∈ (0, 1) tel que si η < η0, alors on a l’estimation pour tout
m ≥ 0,
‖u˜int‖m+2,Rint +
( ∑
|β|≤m+2
e2βθt0−t0
∥∥∂β u˜ext∥∥20,Rext
) 1
2
≤ C
[
e2t0 ‖Tintu˜int‖m,R̂int + e
2t0
( ∑
|β|≤m
e2βθt0−t0
∥∥∂βTextu˜ext∥∥20,R̂ext
) 1
2
+et0 ‖Ttru˜‖m+ 12 ,̂γ + ‖u˜int‖0,R̂int + e
− t02 ‖u˜ext‖0,R̂ext
]
ou` C de´pend de η0 et de m, mais pas de t0.
De´monstration. Il s’agit, ici, de comparer les ope´rateurs Tint, Text, Ttr d’une part, et
T 0int, T
0
ext, T
0
tr d’autre part. Notons tout d’abord qu’il suffit de montrer l’estimation e´nonce´e
avec des normes Hm+1 au lieu des normes L2 de u˜int et u˜ext.
Soit R˜ un domaine tel que R ⊂ R˜ ⊂ R̂ et ℘ ∈ D (R˜) une fonction de troncature re´gulie`re
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telle que ℘|R = 1. L’estimation (2.17) permet d’e´crire
‖℘u˜int‖m+2,R˜int +
( ∑
|β|≤m+2
ε1−2βθ
∥∥∂β(℘u˜ext)∥∥20,R˜ext
) 1
2
≤ C
[∥∥T 0int(℘u˜int)∥∥m,R̂int+
( ∑
|β|≤m
ε1−2βθ
∥∥∂βT 0ext(℘u˜ext)∥∥20,R̂ext
) 1
2
+
∥∥T 0tr(℘u˜)∥∥m+ 12 ,̂γ + ‖℘u˜int‖0,R̂int + ε 12 ‖℘u˜ext‖0,R̂ext
]
.
On a clairement∥∥T 0int(℘u˜int)∥∥m,R̂int ≤ ∥∥℘T 0intu˜int∥∥m,R̂int + C ‖u˜int‖m+1,R̂int
≤ C
(
e2t0 ‖Tintu˜int‖m,R̂int + ‖u˜int‖m+1,R̂int
)
.
D’autre part,∥∥℘T 0extu˜ext∥∥m,R̂ext ≤ C e2t0( ‖℘Textu˜ext‖m,R̂ext + ∥∥℘(e−2t0 − e−2t)(∂2t − ∂t)u˜ext∥∥m,R̂ext ).
Comme |t− t0| ≤ 2η, on peut e´crire :∥∥℘T 0extu˜ext∥∥m,R̂ext ≤ C (e2t0 ‖Textu˜ext‖m,R̂ext + (e4η − 1) ‖℘u˜ext‖m+2,R̂ext) .
Donc ∥∥T 0ext(℘u˜ext)∥∥m,R̂ext ≤ C(e2t0 ‖Textu˜ext‖m,R̂ext + (e4η − 1) ‖℘u˜ext‖m+2,R̂ext
+ ‖℘u˜ext‖m+1,R̂ext
)
.
Enfin, ∥∥T 0tr(℘u˜)∥∥m+ 12 ,̂γ ≤ C (et0 ‖℘Ttru˜‖m+ 12 ,̂γ + (e2η − 1) ‖℘∂θ u˜int‖m+ 12 ,̂γ)
≤ C
(
et0 ‖Ttru˜‖m+ 12 ,̂γ + (e
2η − 1) ‖℘u˜int‖m+2,R̂int
)
.
Pour η assez petit, les termes contenant des normes d’ordre m + 2 au second membre
peuvent eˆtre de´place´s dans le membre de gauche. Utilisant le fait que ℘ = 0 sur R̂\R˜, on
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obtient
‖℘u˜int‖m+2,R˜int +
( ∑
|β|≤m+2
e2βθt0−t0
∥∥∂β(℘u˜ext)∥∥20,R˜ext
) 1
2
≤ 2C
[
e2t0 ‖Tintu˜int‖m,R̂int + e
2t0
( ∑
|β|≤m
e2βθt0−t0
∥∥∂βTextu˜ext∥∥20,R̂ext
) 1
2
+et0 ‖Ttru˜‖m+ 12 ,̂γ + ‖u˜int‖m+1,R̂int + e
− t02 ‖u˜ext‖m+1,R̂ext
]
.
Comme ℘ = 1 dans R, on obtient bien le re´sultat.
On aura besoin plus loin du re´sultat suivant, qui est plus grossier que celui contenu dans
la proposition 2.8 mais qui s’ave´rera commode.
Corollaire 2.9 Il existe η0 ∈ (0, 1) tel que si η < η0, alors on a l’estimation pour tout
m ≥ 0
‖u˜int‖m+2,Rint +e−
t0
2 ‖u˜ext‖m+2,Rext ≤ C
[
e2t0 ‖Tintu˜int‖m,R̂int+e
( 32+m)t0 ‖Textu˜ext‖m,R̂ext
+et0 ‖Ttru‖m+ 12 ,̂γ + ‖u˜int‖0,R̂int + e
− t02 ‖u˜ext‖0,R̂ext
]
ou` C de´pend de η0 et de m, mais pas de t0.
De´monstration. C’est une conse´quence imme´diate de la proposition 2.8.
2.6.2 Espaces a` poids et re´gularite´ du terme variationnel
Utilisation des estimations locales
A` partir des estimations locales donne´es par le corollaire 2.9, on peut de´duire une
estimation globale pour toute fonction u˜ de´finie sur Q˜.
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Proposition 2.10 Sous les hypothe`ses du corollaire 2.9, on a pour tout δ ∈ R et m ∈ N,
∥∥eδtu˜int∥∥m+2,Q˜int∩[t>0] + ∥∥∥e(δ− 12 )tu˜ext∥∥∥m+2,Q˜ext∩[t>0] ≤ C
[∥∥∥e(δ+2)tTintu˜int∥∥∥
m,Q˜int∩[t>−η0]
+
∥∥∥e( 32+δ+m)tTextu˜ext∥∥∥
m,Q˜ext∩[t>−η0]
+
∥∥∥e(δ+1)tTtru˜∥∥∥
m+ 12 ,G˜∩[t>−η0]
+
∥∥eδtu˜int∥∥0,Q˜int∩[t>−η0] + ∥∥∥e(δ− 12 )tu˜ext∥∥∥0,Q˜ext∩[t>−η0]
]
,
De´monstration. Il suffit de multiplier les ine´galite´s locales par eδt0 et de les sommer
(pour t0 ∈ ηN∗), en remarquant que, dans les rectangles R et R̂, t est de l’ordre de t0 :
les normes ‖etq‖m et et0 ‖q‖m sont e´quivalentes.
Espaces a` poids
L’ine´galite´ de la proposition 2.10 sugge`re l’introduction d’espaces a` poids.
De´finition 2.11 Soient m ∈ N et γ ∈ R ; l’espace Kmγ (Q˜int) est de´fini par
Kmγ (Q˜int) =
{
v˜ ∈ L2loc(Q˜int)
/
∀|β| ≤ m, e(γ−m)t∂β v˜ ∈ L2(Q˜int)
}
,
avec la norme naturelle
‖v˜‖2
Kmγ (Q˜int)
=
∑
|β|≤m
∥∥∥e(γ−m)t∂β v˜∥∥∥2
0,Q˜int
≃
∥∥∥e(γ−m)tv˜∥∥∥2
m,Q˜int
.
De meˆme on de´finit l’espace Kmγ (Q˜ext) par
Kmγ (Q˜ext) =
{
v˜ ∈ L2loc(Q˜ext)
/
∀|β| ≤ m, e(γ−m)t∂β v˜ ∈ L2(Q˜ext)
}
,
avec la norme naturelle
‖v˜‖2
Kmγ (Q˜ext)
=
∑
|β|≤m
∥∥∥e(γ−m)t∂β v˜∥∥∥2
0,Q˜ext
≃
∥∥∥e(γ−m)tv˜∥∥∥2
m,Q˜ext
.
Enfin, on note K
m− 12
γ− 12
(G˜) l’espace des traces de Kmγ (Q˜int) sur G˜ :
K
m− 12
γ− 12
(G˜) =
{
g˜ ∈ L2loc(G˜)
/
∃q˜ ∈ Kmγ (Q˜int), q˜|G˜ = g˜
}
,
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muni de la norme
‖g˜‖2
K
m− 1
2
γ− 1
2
(G˜)
= inf
{
‖q˜‖
Kmγ (Q˜int)
/
q˜ ∈ Kmγ (Q˜int) et q˜|G˜ = g˜
}
.
De manie`re naturelle, on note Kmγ (Q˜) l’ensemble des fonctions v˜ telles que v˜int ∈ Kmγ (Q˜int),
v˜ext ∈ Kmγ− 12 (Q˜ext) et v˜int = v˜ext sur G˜. Le lemme suivant pre´cise quelques-unes des
proprie´te´s des espaces Kmγ (Q˜), qui vont nous eˆtre utiles.
Lemme 2.12 Soit m ∈ N et γ, γ′, λ ∈ R.
• Kmγ (Q˜) ⊂ K0γ−m(Q˜).
• γ > γ′ =⇒ Kmγ (Q˜) ⊂ Kmγ′(Q˜).
• Soit v˘ ∈ Sλ(Q˘) non nul, on de´finit la fonction v˜ par v˜(t, θ) = v˘(r, θ), alors
ζv˜ ∈ K0γ(Q˜)⇐⇒ λ < −γ ;
dans ce cas, ζv˜ ∈ Kmγ+m(Q˜).
• Si v appartient a` l’espace variationnel V, soit ζ v˜ telle que ζ v˜(t, θ) = ζv(x1, x2) alors ζv˜
appartient a` K00(Q˜).
De´monstration. Seul les deux derniers points ne sont pas e´vidents.
• Soit v˘ ∈ Sλ(Q˘), alors le comportement de v˜ en l’infini est re´gi par eλt, d’ou` la condition
λ < −γ. D’autre part, la structure des fonctions de Sλ(Q˘) permet de montrer que ∂β v˜
a un comportement en l’infini du type e(λ−|β|)t, ce qui prouve que v˜ ∈ Kmγ+m(Q˜) pour
tout entier m.
• Soit v ∈ V. Par de´finition de l’espace V,
v
1 + r¯
∈ L2(Q).
Si on transporte cette condition dans les coordonne´es (t, θ), on obtient
ζv˜int ∈ L2(Q˜int) et e− t2 ζv˜ext ∈ L2(Q˜ext),
ce qui montre bien que v˜ ∈ K00(Q˜).
En termes d’espaces a` poids, la proposition 2.10 se traduit de la fac¸on suivante.
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The´ore`me 2.13 Soit u˜ solution du proble`me (2.16). Si les donne´es ve´rifient, pour m ≥ 2
et γ ∈ R,
f˜int ∈ Km−2γ (Q˜∩ [t > −1]), f˜ext ∈ Km−2γ+m−2(Q˜∩ [t > −1]) et g˜ ∈ Km−
3
2
γ− 12
(G˜∩ [t > −1]),
et si, de plus,
u˜ ∈ K0γ−m(Q˜ ∩ [t > −1]),
Alors
u˜ ∈ Kmγ (Q˜ ∩ [t > 0]).
Re´gularite´ du terme variationnel
On note u˜0 la fonction ζu˜Λ,p, partie tronque´e au coin de la solution variationnelle du
paragraphe 2.5. En appliquant convenablement le the´ore`me 2.13, on peut en de´duire la
re´gularite´ de u˜0 dans l’e´chelle des espaces a` poids.
The´ore`me 2.14 Pour tout m ≥ 0, u˜0 ∈ Kmm(Q˜).
De´monstration. On va appliquer le the´ore`me 2.13 pour la valeur γ = m du poids. La
condition concernant u˜0 est re´alise´e : u˜0 ∈ K00(Q˜), d’apre`s le lemme 2.12. Il reste a` ve´rifier
l’hypothe`se sur le second membre.
Par construction (voir proble`me (2.15)), ce second membre est de la forme :
f˜int = αϕ˜int,
f˜ext = ζφ˜+ ϕ˜ext,
g˜ = ζψ˜,
avec ϕ˜ a` support dans la couronne [log r0 < t < log r1] et, si on a pose´ φ˘(r, θ) = φ˜(t, θ) et
ψ˘(r, θ) = ψ˜(t, θ),
φ˘ ∈ Sλ−1(Q˘ext)⊕Sλ(Q˘ext)
ψ˘ ∈ Sλ(G)
avec λ = Λ− p− 1 < −1.
De manie`re imme´diate, ϕ˜ ∈ Km−2m (Q˜). D’autre part,
• Si p > Λ− 1 +m, alors λ < −m et le lemme 2.12 assure que φ˜ ∈ Km−2m+m−2(Q˜ext).
De plus, par de´finition de Sλ(G), il existe Ψ˜ ∈ Sλ(Q˘int) tel que Ψ˜|G = ψ˜.
Toujours d’apre`s le lemme 2.12, Ψ˜ ∈ Km−2m (Q˜int). Il s’ensuit que ζψ˜ ∈ Km−
3
2
m+ 12
(G˜).
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Le the´ore`me 2.13 permet de conclure que u˜0 ∈ Kmm(Q˜ ∩ t > 0]).
• Si Λ− 1 ≤ p ≤ Λ− 1 +m, alors on e´crit
uΛ,p = uΛ,p+1+m −
m∑
ℓ=0
KΛ,Λ−p−ℓ−1.
Comme p+ 1 +m > Λ− 1 +m, uΛ,p+3+m est redevable du premier point :
ζ˜u
Λ,p+1+m ∈ Kmm(Q˜ ∩ [t > 0]).
Par ailleurs, KΛ,Λ−p−1−ℓ est une fonction de V, telle que K˘Λ,Λ−p−1−ℓ ∈ SΛ−p−1−ℓ ; le
lemme 2.12 assure donc que K˜
Λ,Λ−p−1−ℓ ∈ Kmm(Q˜ ∩ [t > 0]).
Remarque. On a obtenu un re´sultat de re´gularite´ de la solution variationnelle en termes
d’espaces a` poids ; notons cependant que l’information ne concerne que la zone t > 0 : on
ne connaˆıt rien au voisinage du coin.
2.7 De´veloppement “sous-variationnel”
Dans le paragraphe 2.5, on a construit une solution au proble`me (2.13). La solution ap-
paraˆıt comme la somme d’un terme variationnel et d’un de´veloppement “sur-variationnel”.
Ce dernier est constitue´ de termes provenant de la re´solution des proble`mes inte´rieur et
exte´rieur (2.10) et (2.11).
Afin de comple´ter ce de´veloppement, on va maintenant pre´ciser le comportement asymp-
totique (pour t grand) du terme variationnel u˜0.
2.7.1 La transformation de Mellin
L’objet de ce paragraphe est l’introduction de la transformation de Mellin : il s’agit d’une
transformation de Fourier-Laplace dans la direction radiale. Elle va nous servir d’outil de
base pour obtenir le de´veloppement asymptotique a` l’infini de u˜0.
Pour une fonction u˜int de´finie sur Q˜int, on de´finit la transforme´e de Mellin de u˜int par la
formule suivante, quand elle a un sens :
(2.18) uˆint(λ, θ) =
∫ +∞
−∞
e−λtu˜int(t, θ) dt, θ ∈ Θint = (−ω2 , ω2 ).
L’argument λ est complexe ; si on note λ = ξ+iη, alors uˆint apparaˆıt comme la transforme´e
de Fourier (en t) de la fonction t 7→ e−ξtu˜int, e´value´e en η (ξ est ici un parame`tre).
De la meˆme fac¸on, on de´finit la transforme´e de Mellin de u˜ext par
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(2.19) uˆ±ext(λ, θ) =
∫ +∞
−∞
e−λtu˜ext(t, θ) dt, θ ∈ Θ±ext = ±(ω2 , ω2 + 1).
Le lemme suivant, qui de´coule du the´ore`me de Plancherel, montre que la transformation
de Mellin caracte´rise les espaces a` poids. On note uˆ la fonction donne´e par uˆint dans Θint
et par uˆ±ext dans Θext ; on note Θ = Θint ∪Θ±ext.
Lemme 2.15 Soit γ ∈ R et m ∈ N. On pose ξ = m− γ + 1
2
.
(i) Si u ∈ Kmγ (Q˜), alors la transforme´e de Mellin uˆ de u˜ est bien de´finie pour Reλ = ξ
comme fonction de L2 de R a` valeurs dans Hm(Θ) :
η 7→ uˆ(ξ + iη, ·) est dans L2(R,Hm(Θ)).
Plus pre´cise´ment, on a l’e´quivalence
‖u˜‖
Kmγ (Q˜)
≃
(∫
R
‖uˆ(ξ + iη)‖2Hm(Θ,|η|) dη
)1/2
,
ou` pour ρ > 0, la norme ‖v‖Hm(Θ,ρ) est la norme sur Hm(Θ) de´finie par
‖v‖2Hm(Θ,ρ) =
∑
|β|≤m
∥∥∥ρβ1∂β′v∥∥∥2
L2(Θ)
, β = (β1, β
′).
(ii) Re´ciproquement, si U(λ) est de´finie pour Reλ = ξ de fac¸on que l’application
(η, θ) 7→ U(ξ + iη, θ) soit dans L2(R,Hm(Θ)) avec la condition∫
R
‖U(ξ + iη)‖2Hm(Θ,|η|) dη <∞,
alors pour tout λ, Reλ = ξ, U(λ) est la transformation de Mellin uˆ(λ) d’une fonction u˜int
de Kmγ (Q˜) ; u˜ est reconstruit a` partir de U par la formule
u˜(t, θ) =
1
2π
∫
R
e(ξ+iη)tU(ξ + iη, θ) dη.
On verra dans le paragraphe suivant que la transformation de Mellin est un outil puissant
pour re´soudre le proble`me (2.10) pose´ dans Q˜int.
2.7.2 Prolongement me´romorphe du terme variationnel
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On rappelle qu’on a note´ u˜0 = ζu˜Λ,p ou` uΛ,p est le terme variationnel du the´ore`me 2.7,
associe´ aux donne´es fint, fext, g. Le lemme 2.17 ci-dessous pre´cise les proprie´te´s de la
transforme´e de Mellin de ce second membre.
De´finition 2.16 Pour i ∈ N, on pose λi = Λ−p−i, ou` Λ = kπω est de´fini au the´ore`me 2.7.
Lemme 2.17 Les transforme´es de Mellin de f˜int, f˜ext et g˜ admettent un prolongement
me´romorphe sur C, holomorphe dans C\ {λ1, λ2} ( fˆint se prolonge meˆme de fac¸on
holomorphe sur C).
De´monstration. D’apre`s le proble`me (2.15), le second membre ve´rifie
f˜ = I[t>r1](˜f
−1 + f˜−2) + f˜c et g˜ = I[t>r1]g˜
−1 + g˜c,
avec f˘−i ∈
(
Sλi(Q˘ext)
)
, g˘−1 ∈ Sλ1(G) et f˜c et g˜c sont a` support compact.
D’autre part, on peut obtenir une formule explicite pour les transforme´es de Mellin des
fonctions de I[r>r1]S
µ. En effet, soit ϕ un e´le´ment de cet ensemble. Alors on peut e´crire
ϕ sous la forme
ϕ(r, θ) = I[r>r1]r
µ
N∑
ℓ=0
ψℓ(s) log
ℓ r
r1
.
On note ϕ˜ la fonction en les variables t, θ. Pour Reµ < Reλ, sa transforme´e de Mellin est
donne´e par la formule
ϕˆ(λ) =
N∑
ℓ=0
ψℓ(s)
∫ +∞
log r1
et(λ−µ) (t− log r1)ℓ dt.
Par re´currence, on montre que, pour Reµ < Reλ,∫ +∞
log r1
e−t(λ−µ) (t− log r1)ℓ dt = ℓ!
(λ− µ)ℓ+1 r
µ−λ
1 .
On en de´duit que pour Reµ > Reλ,
ϕˆ(λ) =
N∑
ℓ=0
ψℓ(s)
(−1)ℓ+1ℓ!
(λ− µ)ℓ+1 r
λ−µ
1 ,
ce qui fournit un prolongement me´romorphe de ϕˆ sur C, holomorphe dans C\{µ}.
Par ailleurs, les transforme´es de Mellin de f˜c et g˜c sont holomorphes sur C, ce qui ache`ve
la preuve du lemme.
Dans toute la suite, on notera Πa = {λ/Reλ > a}.
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Lemme 2.18 La transforme´e de Mellin κ = uˆ0 du terme variationnel u˜0 est holomorphe
dans Π 1
2
.
De´monstration. D’apre`s le lemme 2.12, u˜0 ∈ K00(Q˜). Le lemme 2.15 assure donc que
sa transforme´e de Mellin est de´finie pour Reλ = 1
2
. Comme la fonction u˜0 est nulle au
voisinage de t = −∞, alors κ = uˆp0 est de´finie pour Reλ ≥ 12 . La caracte`re holomorphe se
de´duit imme´diatement de la formule qui de´finit la transforme´e de Mellin.
Apre`s transformation de Mellin – a` la fois dans Q˜int et Q˜ext – le proble`me ve´rifie´ par u˜
0
devient (voir (2.16)).
(2.20)

(λ2 + ∂2θ )κint(λ) = fˆint(λ− 2) θ ∈ (−ω2 , ω2 ),
κint(λ) = κ
±
ext(λ) θ = ±ω2 ,
∂2θκ
−
ext(λ) = fˆ
−
ext(λ)− λ(λ− 1)κ−ext(λ+ 2) θ ∈ (−ω2 − 1,−ω2 ),
∂θκ
−
ext(λ) = α∂θκint(λ+ 1)− gˆ−(λ) θ = −ω2 ,
κ−ext(λ) = 0 θ = −ω2 − 1,
∂2θκ
+
ext(λ) = fˆ
+
ext(λ)− λ(λ− 1)κ+ext(λ+ 2) θ ∈ (ω2 , ω2 + 1),
∂θκ
+
ext(λ) = α∂θκint(λ+ 1)− gˆ+(λ) θ = ω2 ,
κ+ext(λ) = 0 θ =
ω
2
+ 1.
Remarque. Comme dans la construction du de´veloppement sur-variationnel, un de´calage
se produit dans la condition de transmission des de´rive´es normales. Ici, il porte sur λ, qui
est la variable duale de t. Encore une fois ce de´calage constitue l’argument-cle´ par la suite.
On va maintenant de´terminer une extension me´romorphe de κ sur C. On pourra ensuite,
par transformation de Mellin inverse, obtenir le de´veloppement asymptotique de u˜0 quand
t→ +∞.
Comme au paragraphe 2.5, on travaillera successivement dans Q˜int et Q˜ext. Les proble`mes
qui vont nous inte´resser seront donc de la forme
(2.21)

(λ2 + ∂2θ )W (λ) = ϕ(λ) θ ∈ Θint,
W (λ) = σ−(λ) θ = −ω
2
,
W (λ) = σ+(λ) θ = ω2 ,
et
(2.22)

∂2θW (λ) = φ(λ) θ ∈ Θext,
∂θW (λ) = υ(λ) θ = ±ω2 ,
W (λ) = 0 θ = ±ω2 ± 1,
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(λ est un parame`tre). Le lemme qui suit pre´cise les espaces dans lesquels ces proble`mes
sont bien pose´s.
Lemme 2.19
(i) Si ϕ(λ) ∈ L2(Θint) et λ /∈ πωZ∗ (i.e. λ n’est pas un exposant singulier du proble`me
de Dirichlet dans Qint), alors il existe une unique solution W (λ) ∈ H2(Θint) au
proble`me (2.21).
On de´finit l’ope´rateur
Rint(λ) :
L2(Θint)× R2 −→ H2(Θint)
(ϕ, σ−, σ+) 7−→ Wint.
Si λ 7→ (ϕ(λ), σ−(λ), σ+(λ)) est me´romorphe dans Π ⊂ C, alors λ 7→ Wint(λ) est
me´romorphe dans Π, les poˆles e´tant ceux du second membre et π
ω
Z∗.
(ii) Si φ±(λ) ∈ L2(Θ±ext), alors il existe une unique solution W (λ) ∈ H2(Θ±ext) au
proble`me (2.22). On note Rext l’ope´rateur (φ, θ) 7→W :
Rext(φ, υ)(θ) = −
∫ σ(ω2+1)
θ
(
υ +
∫ u
σ ω2
φ(y) dy
)
du avec σ = signe (θ) ;
Si λ 7→ (φ(λ), υ(λ)) sont me´romorphes dans Π, il en est de meˆme de W (λ), les poˆles
restant les meˆmes.
De´monstration. Pour la partie (i), on utilise la me´thode de variations des constantes,
La partie (ii) se traite explicitement.
On peut maintenant e´noncer le re´sultat central du paragraphe :
The´ore`me 2.20 On se place dans le cadre de´veloppe´ pre´ce´demment : κ de´signe la
transforme´e de Mellin du terme variationnel u˜0 = ζu˜Λ,p. La fonction κ se prolonge a` C
de fac¸on me´romorphe ; l’ensemble des poˆles est contenu dans QΛp ∪Q− ou`
QΛp =
{
Λ− q | q ∈ N, q > p} et Q− = {− hπ
ω
− q | h, q ∈ N avec h > 0}.
De´monstration.
E´tape 1. On de´finit Wext(λ) par
W±ext(λ) = Rext
[ˆ
f
±
ext(λ)− λ(λ− 1)κ±ext(λ+ 2) , α∂θκint(λ+ 1)|θ=±ω2 − gˆ
±(λ)
]
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Le second membre de cette e´galite´ est me´romorphe dans Π− 12 d’apre`s les lemmes 2.17
et 2.18. D’apre`s le lemme 2.19, Wext est aussi me´romorphe dans Π− 12 .
On conside`re alors Wint :
Wint(λ) = Rint(λ)
[
fˆint(λ− 2),W−ext(λ),W+ext(λ)
]
Ici encore, le second membre est me´romorphe dans Π− 12 , donc Wint est me´romorphe dans
Π 1
2
(les poˆles kπ
ω
proviennent de Rint). AinsiW de´fini parWint dans Θint et parWext dans
Θext est me´romorphe dans l’ensemble Π− 12 .
En vertu des e´quations (2.20) κ ve´rifie, dans Π 1
2
, les meˆmes e´galite´s que W . D’apre`s
l’unicite´ dans le lemme 2.19, W et κ co¨ıncident dans Π 1
2
\ πωZ∗. On en de´duit que les poˆles
kπ
ω qui sont apparus dans Π− 12 sont artificiels (puisqu’ils n’existaient pas pour κ). En
revanche les poˆles de π
ω
Z∗ ∩ (− 1
2
, 1
2
) doivent eˆtre pris en compte.
Il s’ensuit queW est le prolongement me´romorphe de κ a` Π− 12 (les poˆles sont les e´le´ments
de (QΛp ∪Q−) situe´s dans l’intervalle (− 12 , 12 )). On notera encore κ cette extension.
E´tape j. L’algorithme se poursuit par re´currence, le second membre e´tant de´fini a` chaque
e´tape dans un domaine plus grand qu’a` l’e´tape pre´ce´dente ; les formules sont les meˆmes.
Remarquons que les poˆles apparaissent de deux fac¸ons diffe´rentes : d’une part par
translation d’une et deux unite´s des poˆles existant a` l’e´tape pre´ce´dente (cela est duˆ aux
de´calages dans les seconds membres) et d’autre part a` cause de l’ope´rateur Rint (ce dernier
introduit les poˆles πωZ
∗).
A` chaque e´tape intervient un de´calage de deux unite´s des poˆles existant a` l’e´tape
pre´ce´dente et de nouveaux poˆles apparaissent :
π
ω
Z∗ ∩ (−j + 1
2
,−j + 3
2
]
si bien que le prolongement me´romorphe dans C posse`de comme poˆles les e´le´ments de
(QΛp ∪Q−) ∩ (−∞, 0).
Par de´finition, la fonction κ est la transforme´e de Mellin de la fonction u˜0 pour Reλ > 0,
qui est re´gulie`re : u˜0 ∈ Kmm(Q˜) pour tout m d’apre`s le the´ore`me 2.14. Le lemme qui suit
montre que ce re´sultat persiste pour tout λ ∈ C, ce qui constitue l’e´le´ment essentiel des
estimations du paragraphe suivant.
Lemme 2.21 Soit a ∈ R+. Il existe une fonction u˜a telle que
– u˜a ∈ Kmm+a(Q˜) pour tout entier m ;
– κ est la transforme´e de Mellin de u˜a pour tout λ tel que Reλ > a.
De´monstration. On proce`de par re´currence descendante sur ⌊a⌋, partie entie`re de a.
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• Si ⌊a⌋ = 0, alors κ est la transforme´e de Mellin du terme variationnel u˜0 dont on a
montre´ au the´ore`me 2.14 qu’il appartenait a` l’espace a` poids Kmm(Q˜) pour tout entier m.
• Supposons le re´sultat acquis pour ⌊a⌋ > −q (q ∈ N). Soit alors a ∈ [−q−1,−q). D’apre`s
le lemme 2.15, il s’agit de ve´rifier, pour ξ > a, la condition
Im(ξ) :=
∫
R
‖κ(ξ + iη)‖2Hm(Θ,|η| dη <∞.
Or la construction de la fonction κ montre que (voir la de´monstration du the´ore`me 2.20)
‖κext(λ)‖Hm(Θext,|η|) ≤ C
[ ∥∥∥ˆfext(λ)∥∥∥
Hm(Θext,|η|)
+ |η|m|gˆ(λ)|+ ‖κint(λ+ 1)‖Hm+2(Θint,|η|)
+ ‖λ(λ− 1)κext(λ+ 2)‖Hm+2(Θext,|η|)
]
.
On peut majorer le terme ‖λ(λ− 1)κext(λ+ 2)‖Hm+2(Θext,|η|) par
‖κext(λ+ 2)‖Hm+4(Θext,|η|) .
Ainsi, en inte´grant par rapport a` η ∈ R, on obtient
Im(ξ) ≤ C
[∫
R
(∥∥∥ˆfext(λ)∥∥∥2
Hm(Θext,|η|)
+ |η|2m|gˆ(λ)|2
)
dη + Im+2(ξ + 1) + Im+4(ξ + 2)
]
≤ C
[∥∥∥˜fext∥∥∥2
Km
m+a
(Q˜ext)
+ ‖g˜‖2Km
m+a
(G) + Im+2(ξ + 1) + Im+4(ξ + 2)
]
.
L’hypothe`se de re´currence permet d’affirmer que les quantite´s Im+2(ξ+1) et Im+4(ξ+2)
sont finies. D’autre part, d’apre`s le the´ore`me 2.14, u˜0 appartient a` l’espace a` poids
Km+2m+2(Q˜) donc
f˜ext ∈ Kmm+2(Q˜ext) ⊂ Kmm+a(Q˜ext).
Le raisonnement est similaire pour la partie concernant g. On en de´duit que Im(ξ) est
finie, ce qui ache`ve la preuve par re´currence.
2.7.3 De´veloppement asymptotique du terme variationnel
Partant de l’e´tude de la transforme´e de Mellin κ du terme variationnel u˜0, e´tablie au
paragraphe pre´ce´dent, on va maintenant, graˆce a` la transformation de Mellin inverse,
obtenir des renseignements sur u˜0 lui-meˆme, ou de manie`re e´quivalente sur u0 = ζuΛ,p.
The´ore`me 2.22
74 2.7 De´veloppement “sous-variationnel”
(i) Soit j ∈ N. Il existe des fonctions K˘Λ,µ ∈ Sµ(Q˘) telles que
ζuΛ,p =
∑
µ∈QΛp∪Q
−
−j≤µ
F
∗(K˘Λ,µ)+ qj ,
avec qj ∈ Kmm+j+δ(Q), pour un δ > 0 et tout entier m.
(ii) Les termes KΛ,µ pour µ ∈ QΛp peuvent eˆtre choisis inde´pendamment de l’entier p,
ce qu’on suppose pour la suite ; ils sont construits par re´currence a` l’aide des e´quations
suivantes :
∂2θ K˘
Λ,µ
ext = −∂2r K˘Λ,µ+2ext θ ∈ ±(ω2 , ω2 + 1),
∂θK˘
Λ,µ
ext =
α
r
∂θK˘
Λ,µ+1
int θ = ±ω2 ,
K˘
Λ,µ
ext = 0 θ = ±ω2 ± 1,
 ∆˘K˘
Λ,µ
int = 0 dans Q˘int,
K˘
Λ,µ
int = K˘
Λ,µ
ext pour θ = ±ω2 .
De´monstration. On utilise ici une technique de calcul de re´sidus, me´thode classique
dans la the´orie des proble`mes elliptiques en domaines non re´guliers.
Soient a, b /∈ QΛp ∪Q−, a < b et η > 0. On note Gη le contour du rectangle
a < Reλ < b et |Imλ| < η.
La formule des re´sidus donne∫
Gη
etλκ(λ) dλ = 2iπ
∑
µ∈QΛp∪Q
−
a<µ<b
Res
λ=µ
etλκ(λ).
Lorsque η tend vers l’infini, des transforme´es
de Mellin inverses apparaissent.
• •
µ
• • •a b
η
−η
Gη
Pour les coˆte´s verticaux, on a :∫ η
−η
e(γ+iη)tκ(γ + iη) idη −→ 2iπM−1γ [κ(λ)], γ = a, b ,
ou`M−1γ (ϕ) de´signe la transforme´e de Mellin inverse de la fonction ϕ le long de la droite
Reλ = γ. En effet, d’apre`s le lemme 2.21, κ est la transforme´e de Mellin d’une fonction
le long de toute droite verticale.
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D’autre part, les coˆte´s horizontaux ne comptent pas : il existe une suite ηk → +∞ telle
que
I(ηk) =
∫ b
a
et(ξ±iηk)κ(ξ ± iηk) dξ −→ 0.
En effet, ∫
R
|I(η)|2 dη ≤ C
∫ b
a
∫
R
|κ(ξ + iη)|2 dη < +∞,
d’apre`s le lemme 2.21.
On obtient ainsi la formule
M
−1
b [κ(λ)]−M−1a [κ(λ)] =
∑
a<µ∈QΛp∪Q
−
<b
Res
λ=µ
etλκ(λ).
Il suffit ensuite de remarquer que, si on note K˜
Λ,µ
= Resλ=µ e
tλκ(λ), alors
K˘Λ,µ ∈ Sµ(Q˘).
En effet, le de´veloppement de κ en se´rie de Laurent s’e´crit
κ(λ) = F (λ) +
P∑
p=1
Ap
(λ− µ)p , F holomorphe en µ.
De plus
rλ = rµ
∑
ℓ≥0
logℓ r
ℓ!
(λ− µ)ℓ.
Le re´sidu de etλκ(λ) en λ = µ est le terme d’ordre −1 dans son de´veloppement de Laurent,
donc e´gal a`
rµ
∑
ℓ−p=−1
logℓr
ℓ!
Ap ∈ Sµ(Q˘).
La premie`re partie du the´ore`me s’en de´duit par application du lemme 2.21 pour b = 0 et
a = −j − δ tel que −j − δ /∈ QΛp ∪Q−.
Inte´ressons-nous maintenant a` (ii). Fixons p = ⌊Λ⌋, partie entie`re de Λ et notons
a± = Λ − p − 1 ± δ. Si δ est choisi assez petit, alors Λ − p − 1 est le seul poˆle dans
l’intervalle (a−, a+). On en de´duit que, avec les notations du lemme 2.21,
u˜a
+ − u˜a− = K˜Λ,Λ−p−1.
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Par transformation de Mellin inverse dans le proble`me (2.20) le long des droites Reλ = a±
et par diffe´rence, on obtient dans les variables (r, θ), apre`s avoir note´ f˘a
±
et g˘a
±
les
transforme´e de Mellin inverses respectives de fˆ et gˆ le long des droites Reλ = a±.
∂2θ K˘
Λ,Λ−p−1
ext = (˘f
a+
ext − f˘a
−
ext)− ∂2r (u˘a
++2
ext − u˘a
−+2
ext ) θ ∈ ±(ω2 , ω2 + 1),
∂θK˘
Λ,Λ−p−1
ext =
α
r
∂θ(u˘
a++1
int − u˘a
−+1
int )− (g˘a
+ − g˘a−) θ = ±ω
2
,
K˘
Λ,Λ−p−1
ext = 0 θ = ±ω2 ± 1, ∆˘K˘Λ,Λ−p−1int = f˘a
+
int − f˘a
−
int dans Q˘int,
K˘
Λ,Λ−p−1
int = K˘
Λ,Λ−p−1
ext pour θ = ±ω2 .
D’apre`s le lemme 2.18, κ ne comporte pas de poˆle dans les intervalles (a− + 1, a+ + 1) et
(a− + 2, a+ + 2), qui sont inclus dans R+ car Λ− p ≥ 0. Ainsi, on a les e´galite´s suivantes
u˘
a++2
ext = u˘
a−+2
ext et u˘
a++1
int = u˘
a−+1
int .
De la meˆme fac¸on, puisque fˆint est holomorphe dans C, on a aussi f˘
a+
int = f˘
a−
int . En revanche,
fˆext comporte un poˆle en Λ−p−1 (cf. lemme 2.17), provenant de la fonction−∂2rKΛ,Λ−p+1,
voir proble`me (2.15) :
f˘a
+
ext − f˘a
−
ext = −∂2r K˘Λ,Λ−p+1.
De fac¸on similaire,
g˘a
+ − g˘a− = α
r
∂θK˘
Λ,Λ−p.
On en de´duit les proble`mes suivants, pour µ = Λ− p− 1 :
∂2θ K˘
Λ,µ
ext = −∂2r K˘Λ,µ+2ext θ ∈ ±(ω2 , ω2 + 1),
∂θK˘
Λ,µ
ext =
α
r
∂θK˘
Λ,µ+1
int θ = ±ω2 ,
K˘
Λ,µ
ext = 0 θ = ±ω2 ± 1,
 ∆˘K˘
Λ,µ
int = 0 dans Q˘int,
K˘
Λ,µ
int = K˘
Λ,µ
ext pour θ = ±ω2 .
On proce`de ensuite par re´currence sur p pour obtenir le re´sultat pour tout µ.
Remarque. Le de´veloppement sous-variationnel obtenu dans le the´ore`me 2.22 comporte
deux types de poˆles. Ceux qui correspondent a` l’ensemble QΛp sont de´termine´es a` l’aide
du meˆme proce´de´ constructif que le de´veloppement sur-variationnel. En revanche, les
poˆles qui apparaissent a` cause du noyau du symbole Mellin inte´rieur ne sont pas
de´finis de manie`re algorithmique : ils contiennent l’information globale de la re´solution
variationnelle. Notons enfin que les deux familles de poˆles ne sont pas disjointes si π
ω
est
rationnel.
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2.8 Conclusion
2.8.1 Proble`me homoge`ne
En combinant les the´ore`mes 2.7 et 2.22, on obtient un de´veloppement complet pour une
solution au proble`me (2.1), qu’on rappelle ici :
∆uext = 0 dans Qext,
α∆uint = 0 dans Qint,
uext = 0 sur Gext,
uint = uext sur G,
α∂nuint = ∂nuext sur G,
uint ∼ sΛ quand r → +∞.
L’ensemble des poˆles QΛ0 ∪Q− est donne´ par
QΛ0 =
{
Λ− q | q ∈ N∗} et Q− = {− hπω − q | h, q ∈ N avec h > 0}.
On rappelle aussi la de´finition de l’espace Sµ(Q˘) :
v˘ ∈ Sµ(Q˘) ssi v˘int = rµ
N∑
ℓ=0
logℓr vℓ(θ) et v˘ext =
J∑
j=0
θjψ±j (r),
avec u˘int|G = u˘ext|G. Les fonctions vℓ sont re´gulie`res et ψ±j sont de la forme
ψ±j = r
µ
N∑
ℓ=1
c±j log
ℓr (c+j , c
−
j ∈ R).
Enfin, l’ope´rateur F ∗ transporte les fonctions de´finies sur la demi-bande “polaire”
Q˘ = (0,+∞) × (−ω
2
− 1, ω
2
+ 1) – dans lequel les variables sont (r, θ) – sur le domaine
carte´sien Q d’origine (voir de´finition 2.3).
The´ore`me 2.23 Soit k ∈ N, on pose Λ = kπω . Il existe KΛ solution du proble`me (2.1)
ci-dessus et des fonctions KΛ,µ ∈ F ∗
(
Sµ(Q˘)
)
telles que
KΛ = sΛ0 +
∑
µ∈QΛ0 ∪Q
−
−P≤µ<Λ
KΛ,µ + O
(
1
rP
)
(∀P ∈ N).
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En outre, pour µ ∈ QΛ0 les termes KΛ,µ = F ∗(K˘Λ,µ) sont construits comme suit :
(2.23)

∂2θ K˘
Λ,µ
ext = −∂2r K˘Λ,µ+2ext θ ∈ ±(ω2 , ω2 + 1),
∂θK˘
Λ,µ
ext =
α
r
∂θK˘
Λ,µ+1
int θ = ±ω2 ,
K˘
Λ,µ
ext = 0 θ = ±ω2 ± 1,
et
(2.24)
 ∆˘K˘
Λ,µ
int = 0 dans Q˘int,
K˘
Λ,µ
int = K˘
Λ,µ
ext pour θ = ±ω2 .
2.8.2 Proble`me avec second membre
Les techniques utilise´es dans ce chapitre permettent d’obtenir un re´sultat similaire dans
le cas d’un proble`me avec second membre structure´ : soit le proble`me
(2.25)

∆uext = fext dans Qext,
α∆uint = fint dans Qint,
uext = 0 sur Gext,
uint = uext sur G,
α∂nuint = ∂nuext + g sur G,
The´ore`me 2.24 Si les termes fint, fext et g ve´rifient
fint ∈ F ∗
(
SΛ−2(Q˘int)
)
, fext ∈ F ∗
(
SΛ−2(Q˘ext)
)
et g ∈ F ∗
(
SΛ−1(G)
)
,
alors il existe une solution W au proble`me (2.25) et des fonctions Wµ ∈ F ∗
(
Sµ(Q˘)
)
telles que
W =
∑
µ∈QΛ0 ∪Q
−
−P≤µ≤Λ
Wµ + O
(
1
rP
)
(∀P ∈ N).
Dans le chapitre suivant, on utilisera un cas particulier du re´sultat pre´ce´dent, ou` les
seconds membres proviennent d’un de´veloppement de Taylor au coin.
Corollaire 2.25 Soit Λ ∈ N et β = (β1, β2) ∈ N2 un bi-indice tel que
|β| = β1 + β2 = Λ− 2.
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Il existe une fonction Wβ solution du proble`me suivant
(2.26)

∆Wβext = 0 dans Qext,
α∆Wβint = r
Λ−2 cosβ1 θ sinβ2 θ dans Qint,
W
β
ext = 0 sur Gext,
W
β
int = W
β
ext sur G,
α∂nW
β
int = ∂nW
β
ext sur G.
De plus, il existe des fonctions Wβ,µ ∈ F ∗
(
Sµ(Q˘)
)
telles que
Wβ =
∑
µ∈QΛ0 ∪Q
−
−P≤µ≤Λ
Wβ,µ + O
(
1
rP
)
(∀P ∈ N).
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Chapitre 3
De´veloppement asymptotique
dans un domaine a` coin
3.1 Le proble`me
On conside`re un domaine borne´ et simplement connexe de R2, note´ Ωint dont le bord Γ
est suppose´ C∞ sauf en un point Oint. Au voisinage de ce point, Ωint co¨ıncide avec un
secteur angulaire d’ouverture ω. On exclut le cas des fissures (ω 6= 0, 2π) et l’absence de
coin dans le domaine (ω 6= π).
ε
ωΓ
Γεext Oint
Ωint
Ωεext
O
ε
ω
Γ
Γεext
Oint
Ωint
Ωεext
O
Fig. 3.1 – Le domaine Ωε (cas convexe et concave).
Pour 0 < ε < ε0, assez petit, le domaine Ω
ε
ext est une couche mince uniforme autour de
Ωint. A` proximite´ du coin, le bord Γ
ε
ext de Ω
ε
ext est compose´ de deux demi-droites ; dans
la partie re´gulie`re, Ωεext provient d’une dilatation uniforme dans la direction normale :
{x+ s~n(x) |x ∈ Γ et 0 < s < ε} . Le parame`tre ε est destine´ a` tendre vers 0.
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On s’inte´resse au proble`me de transmission (1.1), pose´ dans Ωε = Ωint ∪Γ∪Ωεext, que l’on
rappelle ici :
(3.1)

α∆uεint = fint dans Ωint,
∆uεext = fext dans Ω
ε
ext,
uεint = u
ε
ext sur Γ,
α∂nu
ε
int = ∂nu
ε
ext + g sur Γ,
uεext = 0 sur Γ
ε
ext.
Par la suite on adoptera la notation : pour une fonction v de´finie dans Ωε, vint et vext
de´signeront les restrictions de v a` Ωint et Ω
ε
ext, respectivement. On suppose que α est un
re´el strictement positif si bien que (3.1) est un proble`me elliptique bien pose´. En outre on
peut obtenir une estimation a priori inde´pendante de ε :
Proposition 3.1 Si f ∈ L2(Ωε) et g ∈ L2(Γ), le proble`me (3.1) admet une unique
solution uε ∈ H10(Ωε). De plus, il existe une constante C inde´pendante de ε < ε0 telle que
(3.2) ‖uε‖1,Ωε ≤ C
(
‖f‖0,Ωε + ‖g‖0,Γ
)
.
De´monstration. La preuve a de´ja` e´te´ faite au chapitre 1 (voir proposition 1.1).
Le but de ce chapitre est d’obtenir un de´veloppement asymptotique de la solution uε du
proble`me (3.1) quand le parame`tre ε tend vers 0. Pour cela, on va essayer d’employer la
technique du chapitre 1, utilise´e dans le cas ou` la ge´ome´trie est re´gulie`re ; la me´thode e´tait
base´e sur un changement d’e´chelle dans la couche mince.
La de´marche qui suit est inspire´e de [6], [16] et [11].
3.2 E´criture du proble`me sur un domaine fixe
3.2.1 Repre´sentation tensorielle de la couche mince
Dans le cas ou` Γ est re´gulier, on peut repre´senter la couche mince Ωεext sous la forme
Γ× (0, ε) via l’utilisation des coordonne´es locales dans le repe`re de Fre´net. Cette me´thode
ne s’applique pas telle quelle dans notre situation a` cause de la pre´sence d’un coin dans
le domaine.
On note (r, θ) les coordonne´es polaires centre´es en Oint (−ω2 < θ < ω2 ) et on suppose que
Ωint co¨ıncide avec un secteur angulaire pour r < r1. Pour x ∈ Γ, on note ~t(x) la tangente
unitaire a` Γ en x et ~n(x) la normale unitaire exte´rieure a` Γ.
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Soit r0 < r1, On de´finit alors le champ de vecteurs non unitaire ~ν(x) par
~ν(x) =

~u si r < r0,
~n(x) si r > r1,
(1− γr)~n(x) + γr~u si r0 < r < r1,
ou`
~u =
−−−−→
OintO
ε
et γr =
r − r0
r1 − r0 .
Les figures 3.2 et 3.3 illustrent l’e´volution de la direction du vecteur ~ν(x) quand x de´crit
la courbe Γ. Tout point xext de Ω
ε
ext admet une repre´sentation unique
xext = x+ s~ν avec x ∈ Γ et s ∈ (0, ε).
Si on note t l’abscisse curviligne sur Γ en x, on peut de´finir un syste`me de coordonne´es
locales dans Ωεext :
Ωεext =
{
(t, s)
∣∣∣ 0 ≤ t < ℓΓ et 0 < s < ε},
ou` ℓΓ est la longueur de la courbe Γ. Les bords Γ et Γ
ε
ext ve´rifient alors
Γ =
{
(t, s) | s = 0} et Γεext = {(t, s) | s = ε},
ce qui explique le choix de ne pas avoir normalise´ ~ν(x).
r0
r1
Parame´trisation
tangentielle – normale
Parame´trisation
tangentielle et selon ~u
Parame´trisation
interme´diaire
Oint
O
Ωint
Γ
ε~u
~t
~n •
•
•
Fig. 3.2 – Changement de coordonne´es : le cas convexe (ω < π).
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r1
r0
Parame´trisation
tangentielle – normale
Parame´trisation
tangentielle et selon ~u
Parame´trisation
interme´diaire
Oint
O
Ωint
Γ
ε~u
~t
~n
•
•
•
Fig. 3.3 – Changement de coordonne´es : le cas concave (ω > π).
3.2.2 Expression du Laplacien dans les nouvelles coordonne´es
Dans le chapitre 1, on a eu besoin de l’expression du Laplacien dans un syste`me
de coordonne´es tangentielles-normales. Il nous faut ici faire le meˆme travail dans les
coordonne´es de´finies au paragraphe pre´ce´dent.
A` proximite´ du coin
Le choix de l’origine et de l’orientation des axes
pour les coordonne´es carte´siennes (x1, x2) im-
porte peu car le Laplacien est invariant par iso-
me´trie.
L’angle φ est donne´ par
φ =
{
ω
2 dans le cas convexe,
π − ω2 dans le cas concave.
Dans la partie x1 > 0, le changement de variables
s’e´crit :
x1
x2
Oint
φ
ω
t =
x1
sinφ
et s = x1 cosφ+ x2 sinφ ;
si x1 < 0, alors t = ℓΓ +
x1
sinφ
et s = −x1 cosφ+ x2 sinφ.
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Dans chacun de ces sous-domaines, on peut obtenir une expression du Laplacien :
(3.3) ∆ = ∂2s ± 2
cosφ
sinφ
∂2t,s +
1
sin2 φ
∂2t .
Le signe dans la de´rive´e croise´e change selon qu’on est dans la partie x1 > 0 ou x1 < 0.
Remarque. Comme les segments {(t, s) | t = 0} et {(t, s) | t = ℓΓ} co¨ıncident dans le
domaine d’origine Ωεext, il faudra veiller au raccord quand on obtiendra des solutions
exte´rieures de´finies inde´pendamment sur chaque sous-domaine.
Dans les domaines interme´diaires
On conside`re le trape`ze de la figure ci-contre : il
correspond a` celui mate´rialise´ sur la figure 3.3. Les
autres cas se traitent de la meˆme manie`re.
Les parame`tres valent x1
x2
π − φ
t = r1 − x(r1 − r0)
r1 − r0 + x1 cosφ et s = x2,
si bien que le Laplacien a une expression de la forme
∆ = ∂2s +
1
(r1 − r0 + s cosφ)2
[
P1(t)∂
2
t + P2(t)∂t + P3(s, t)∂
2
t,s
]
,
ou` P1, P2, P3 sont des polynoˆmes dont les coefficients de´pendent de r0, r1, cosφ.
Dans la partie re´gulie`re
L’expression suivante a e´te´ montre´e dans le chapitre 1 :
∆ = ∂2s +
c(t)
1 + sc(t)
∂s +∆Γs avec ∆Γs =
1
1 + sc(t)
∂t
(
1
1 + sc(t)
∂t
)
,
ou` c(t) de´signe la courbure au point de Γ d’abscisse curviligne t.
3.2.3 Expression de la de´rive´e normale dans les nouvelles coor-
donne´es
La normale conside´re´e est la normale exte´rieure a` Ωint.
A` proximite´ du coin
Pour x1 > 0, la de´rive´e normale est donne´e par
∂n = cosφ∂x1 + sinφ∂x2 = ∂s +
cosφ
sinφ
∂t.
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Pour x1 < 0, on a l’expression
(3.4) ∂n = − cosφ∂x1 + sinφ∂x2 = ∂s −
cosφ
sinφ
∂t.
Dans les domaines interme´diaires
Avec les notations vues plus haut, ∂n = ∂x2 . Donc
∂n = ∂s +
r1 − t
r1 − r0 cosφ∂t.
Dans la partie re´gulie`re
Ici, la situation est simple : ∂n = ∂s.
3.2.4 Dilatation dans la direction ~ν
Dans le but de faire apparaˆıtre le petit parame`tre ε dans les e´quations et non plus dans
la ge´ome´trie (on souhaite travailler dans un domaine fixe), on effectue une dilatation de
la couche mince Ωεext dans la direction ~ν de sorte que l’e´paisseur devienne e´gale a` 1 (voir
Figure 3). Le changement de variable effectue´ est le suivant :
S =
s
ε
,
si bien que (t, S) de´crit [0, ℓΓ]× (0, 1). On note Ω = Ω1 le domaine obtenu.
1
ωΓ
Γext Oint
Ωint
Ωext
1
ω
Γ
Γext
Oint
Ωint
Ωext
Fig. 3 - Les domaines dilate´s.
Remarque. Comme on n’a pas suppose´ que le domaine Ωint e´tait convexe, il est possible
que Ωext ne soit plus une couche mince uniforme autour de Ωint (comme le laisserait
croire la figure 3). Ne´anmoins, il existe ε0 > 0 tel que Ω
ε0
ext soit tubulaire. Il suffit alors de
conside´rer Ωext = Ω
ε0
ext qui est encore un domaine fixe par rapport a` ε.
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Apre`s le changement de variable s 7→ S = sε , l’expression du Laplacien devient formelle-
ment :
(3.5) ∆ =
1
ε2
(
∂2
∂S2
−
+∞∑
ℓ=1
εℓAℓ
)
.
En effet il suffit de de´velopper en puissances de ε les expressions donnant le Laplacien dans
les diffe´rentes parties du domaine exte´rieur (voir §3.2.2). Les ope´rateurs Aℓ contiennent
des de´rive´es selon la variable tangentielle t, mais au plus une de´rive´e par rapport a` S.
De la meˆme fac¸on, en s’appuyant sur les expressions de la de´rive´e normale (voir §3.2.3),
on prouve qu’il existe une fonction a(t), de classe C∞ telle que dans les variables (t, S),
la de´rive´e normale s’e´crive
(3.6) ∂n =
1
ε
(
∂
∂S
− εa(t) ∂
∂t
)
.
Pour une fonction vext de´finie dans Ω
ε
ext, on notera Vext la fonction telle que
vext(x) = Vext(t, S).
Ainsi Vext est de´finie sur (0, ℓΓ)× (0, 1).
On peut maintenant re´e´crire les e´quations (3.1) dans les coordonne´es (t, S) :
(3.7)

1
ε2
(
∂2SU
ε
ext −
+∞∑
ℓ=1
εℓAℓU
ε
ext
)
= 0 dans (0, ℓΓ)× (0, 1),
1
ε [∂SU
ε
ext − a(t)∂tUεext] = α∂nuεint sur (0, ℓΓ)× {0},
Uεext = 0 sur (0, ℓΓ)× {1},
α∆uεint = fint dans Ωint,
uεint = U
ε
ext sur Γ,
on a suppose´ que fext = 0 et g = 0, mais l’e´tude qui suit s’applique dans un cadre plus
ge´ne´ral (la de´pendance de fext(t, ε
−1s) en ε doit alors eˆtre pre´cise´e, comme au chapitre 1).
3.3 Premier ansatz
Comme dans le cas re´gulier, on fait un ansatz se´rie entie`re pour le proble`me (3.1) :
uεint =
+∞∑
n=0
εnunint et U
ε
ext =
+∞∑
n=0
εnUnext.
En inse´rant ces expressions dans les e´quations (3.7), on obtient deux proble`mes de´couple´s :
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(3.8)

∂2SU
n
ext =
∑
ℓ+p=n
ℓ,p≥1
AℓU
p
ext dans (0, ℓΓ)× (0, 1),
∂SU
n
ext = α∂nu
n−1
int + a(t)∂tU
n−1
ext sur (0, ℓΓ)× {0},
Unext = 0 sur (0, ℓΓ)× {1},
avec la convention u−1 = U−1 = 0.
(3.9)
 α∆u
n
int = fintδ
n
0 dans Ωint,
unint = U
n
ext|Γ sur Γ,
δ de´signe le symbole de Kronecker. La re´solution paraˆıt alors habituelle : on re´sout d’abord
le proble`me exte´rieur (3.8) qui de´termine Unext a` partir de la donne´e de (u
p
int, U
p
ext) pour
p < n. Ensuite, la connaissance de Unext|Γ nous permet de de´finir unint comme solution
de (3.9).
Cependant la construction d’un tel de´veloppement consomme de la re´gularite´ que la
pre´sence d’un coin ne nous permet pas d’espe´rer ici. Examinons les premiers termes pour
nous en convaincre.
Termes de rang 0
La fonction U0ext re´sout le proble`me exte´rieur avec un second membre nul, si bien qu’il est
nul dans (0, ℓΓ)× (0, 1). Le retour aux coordonne´es carte´siennes ne pose aucun proble`me :
u0ext = 0 dans Ω
ε
ext. On est alors en mesure de de´finir u
0
int comme solution de{
α∆u0int = fint dans Ωint,
u0int = 0 sur Γ.
Termes de rang 1
U1ext est solution de
∂2SU
1
ext = A
1U0ext = 0 dans (0, ℓΓ)× (0, 1),
∂SU
1
ext = α∂nu
0
int + a(t)∂tU
0
ext︸ ︷︷ ︸
=0
sur (0, ℓΓ)× {0},
U1ext = 0 sur (0, ℓΓ)× {1}.
La re´solution est explicite :
U1ext = α∂nu
0
int|Γ(S − 1).
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a` cause du manque de re´gularite´ de Γ, le terme u0int peut contenir des singularite´s ; la
premie`re est de la forme
s
π
ω (r, θ) = r
π
ω cos πω θ,
ou` (r, θ) sont les coordonne´es polaires centre´es en Oint, θ ∈ (−ω2 , ω2 ). Le terme qui limite
la re´gularite´ de U1ext est donc
∂ns
π
ω |
Γ
(S − 1) = − πω (S − 1)r
π
ω
−1 sin πω θ,
qui est dans H1(Ωext) si et seulement si ω <
2π
3 ! Dans le cas contraire, on ne peut pas
poursuivre la construction du de´veloppement.
Prise en compte des singularite´s
Comme on l’a vu, il n’est pas possible de traiter la partie singulie`re via le me´canisme de
re´solution exte´rieure-inte´rieure ; on utilisera donc les meˆmes variables dans Ωint et Ω
ε
ext.
Pour pre´senter la fac¸on de traiter les singularite´s, on conside`re le cas simple ou` il n’y a
qu’une fonction singulie`re et ou` u0int admet la de´composition suivante :
u0int = u
0
plat,int + cχs
π
ω .
Le terme u0plat,int est plat au voisinage de Oint,
le coefficient c est un nombre re´el et χ est
une fonction de troncature valant 0 loin du
coin Oint et 1 dans la pointe du domaine (la
singularite´ est localise´e autour du coin).
On suppose que χ est radiale afin de commuter
avec la de´rivation normale. Enfin, le support de
∇χ est contenu dans la couronne [τ0 < r < τ1].
ε
ωΓ
Γεext Oint
Ωint
Ωεext
τ1
τ0
Notons u0plat la fonction de´finie par u
0
plat,int dans Ωint et par 0 dans Ω
ε
ext ; elle ve´rifie le
proble`me suivant :
α∆u0plat,int = fint − α∆(cχs
π
ω ) dans Ωint,
∆u0plat,ext = 0 dans Ω
ε
ext,
u0plat,int = u
0
plat,ext sur Γ,
α∂nu
0
plat,int = ∂nu
0
plat,ext + α∂nu
0
plat,int sur Γ,
u0plat,int = 0 sur Γ
ε
ext.
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Puisque u0plat,int est plat au voisinage de Oint, la donne´e de Neumann α∂nu
0
plat,int|Γ est
une fonction re´gulie`re et peut dont eˆtre traite´e au rang 1 par le proce´de´ de re´solution
exte´rieure-inte´rieure classique.
En revanche −α∆(cχs πω ) est un terme d’ordre 0 dont il faut s’occuper de`s a` pre´sent. Le
de´faut de re´gularite´ de s
π
ω nous impose de surmonter cette difficulte´ globalement, sans
de´coupler les proble`mes inte´rieur et exte´rieur.
Pre´cise´ment, on recherche une fonction bε ve´rifiant :
(3.10)

α∆bεint = α∆(s
π
ω ) dans Ωint,
∆bεext = 0 dans Ω
ε
ext,
bεint = b
ε
ext sur Γ,
α∂nb
ε
int = ∂nb
ε
ext sur Γ,
bεext = 0 sur Γ
ε
ext.
Alors u˜0 = u0plat + cχb
ε satisfera le proble`me (3.1) a` l’ordre 0 et constituera de fait
un bon de´but de de´veloppement asymptotique. Par conse´quent, nous sommes ramene´s
a` la recherche du premier terme du de´veloppement asymptotique de la solution du
proble`me (3.10) :
• Pour r > τ0, bε = s πω convient : meˆme s’il ne ve´rifie pas la condition de transmission des
de´rive´es normales, le terme re´siduel pourra eˆtre pris en compte au rang 1 par la re´solution
exte´rieure-inte´rieure.
• Pour r < τ0, s πω ne convient plus, il faut faire une e´tude comple´mentaire.
Dans ce but on effectue une homothe´tie de centre Oint et de rapport
1
ε ; on note Q
ε
int,
Qεext, G
ε et Gεext les domaines images de Ωint, Ω
ε
ext, Γ et Γ
ε
ext, respectivement. Soit B
ε la
transforme´e de bε :
bε(r, θ) = ε
π
ωBε
(
r
ε , θ
)
.
Profitant de l’homoge´ne´ite´ de l’ope´rateur, on re´e´crit les e´quations (3.10) :
(3.11)

α∆Bεint = ϕ
ε dans Qεint,
∆Bεext = 0 dans Q
ε
ext,
Bεint = B
ε
ext sur G
ε,
α∂nB
ε
int = ∂nB
ε
ext sur G
ε,
Bεext = 0 sur G
ε
ext,
ou` ϕε est a` support dans la couronne
[
τ0
ε < r <
τ1
ε
]
(en effet le terme ∆(χs
π
ω ) est nul en
dehors de l’ensemble [τ0 < r < τ1] car ∆s
π
ω = 0).
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Il s’agit de de´terminer B0, premier terme du de´veloppement asymptotique de Bε. Quand
ε → 0, la partie du domaine Ωε situe´e a` une distance d’ordre ε0 est envoye´e a` l’infini
par l’homothe´tie ; seule compte la pointe du domaine, situe´e proche du coin. Ainsi Qε
devient un secteur plan Q infini avec une couche mince d’e´paisseur 1. Le support du
second membre ϕε est expe´die´ a` l’infini si bien que le proble`me (3.11) s’e´crit au rang 0 :
α∆B0int = 0 dans Qint,
∆B0ext = 0 dans Qext,
B0int = B
0
ext sur G,
α∂nB
0
int = ∂nB
0
ext sur G,
B0ext = 0 sur Gext,
le domaine Q est repre´sente´ sur la figure ci-
contre dans le cas convexe (ω < π).
Gext
G
Qint
Qextω
1
Cependant on a perdu toute l’information contenue dans le second membre ϕε, qui a
e´te´ envoye´e a` l’infini. Puisque s
π
ω convient comme solution en dehors du voisinage du
coin pour premier terme du de´veloppement asymptotique, on impose que B0 ait le meˆme
comportement a` l’infini que s
π
ω . Pre´cise´ment, le proble`me que doit ve´rifier B0 est le
suivant :
(3.12)

α∆B0int = 0 dans Qint,
∆B0ext = 0 dans Qext,
B0int = B
0
ext sur G,
α∂nB
0
int = ∂nB
0
ext sur G,
B0ext = 0 sur Gext,
B0int ∼ s
π
ω quand r → +∞.
L’e´tude de (3.12) a fait l’objet du chapitre pre´ce´dent ou` on en a construit une solution
note´e K
π
ω (voir the´ore`me 2.23).
Un bon candidat pour de´buter le de´veloppement asymptotique du proble`me (3.1) est
donc :
u˜0 = u0plat + cχb
ε =

u0plat,int + cχε
π
ωK
π
ω
(
r
ε , θ
)
dans Ωint,
cχε
π
ωK
π
ω
(
r
ε
, θ
)
dans Ωεext.
Si on compare cette expression avec celle de u0, on s’aperc¸oit qu’on a remplace´ la
singularite´ du proble`me inte´rieur s
π
ω par une autre fonction singulie`re, mais cette dernie`re
correspond au proble`me de transmission lui-meˆme.
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On a donc trouve´ un moyen de traiter la singularite´ s
π
ω . Or les singularite´s dues a`
l’ope´rateur inte´rieur sont du meˆme type que s
π
ω , on pourra donc les traiter de la meˆme
manie`re. En revanche si le second membre fint n’a pas un de´veloppement de Taylor nul
au voisinage du coin, des singularite´s contenant des logarithmes de r peuvent apparaˆıtre.
Afin d’e´viter dans un premier temps cette difficulte´, on suppose que fint est une fonction
plate au voisinage du coin Oint. On verra plus loin comment traiter le cas d’une fonction
f plus ge´ne´rale.
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On suppose que fint est suppose´e de classe C
∞ et plate au voisinage du coin (c’est-a`-dire
qu’elle s’annule en Oint, ainsi que toutes ses de´rive´es, jusqu’a` un certain ordre).
Termes de rang 0
Soit u0ext = 0 et u
0
int la solution du proble`me inte´rieur :{
α∆u0int = fint dans Ωint,
u0int = 0 sur Γ.
Comme fint est plate en Oint, uint admet la de´composition suivante (voir [12]) :
u0int = u
0
plat,int + χ
∑
qπ
ω
<K
q≥1
c0q s
qπ
ω (r, θ) avec u0plat,int = O(r
K) quand r → 0.
Le choix de l’entier K de´pend du degre´ jusqu’ou` l’on pousse le de´veloppement asympto-
tique et sera pre´cise´ par la suite. Les fonctions singulie`res s
qπ
ω sont de´finies par
s
qπ
ω (r, θ) =
{
r
qπ
ω cos qπω θ si q est impair,
r
qπ
ω sin qπ
ω
θ si q est pair,
θ ∈ (−ω2 , ω2 ).
Pour chaque q, on note alors K
qπ
ω la solution construite au chapitre pre´ce´dent (cf.
the´ore`me 2.23) pour le proble`me
(3.13)

α∆K
qπ
ω
int = 0 dans Qint,
∆K
qπ
ω
ext = 0 dans Qext,
K
qπ
ω
int = K
qπ
ω
ext sur G,
α∂nK
qπ
ω
int = ∂nK
qπ
ω
ext sur G,
K
qπ
ω
ext = 0 sur Gext,
K
qπ
ω
int ∼ s
qπ
ω quand r → +∞.
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On pose alors
u˜0int = u
0
plat,int + χ
∑
qπ
ω
<K
q≥1
c0qε
qπ
ω K
qπ
ω
(
r
ε
, θ
)
,
= u0int + k
0
ε ,
avec
(3.14) k0ε = χ
∑
qπ
ω
<K
q≥1
c0qε
qπ
ω
[
K
qπ
ω
(
r
ε
, θ
)− s qπω0 ( rε , θ) ],
ou` s
qπ
ω
0 est le prolongement par continuite´ de s
qπ
ω a` Ωεext (s
qπ
ω
0 = 0 dans Ω
ε
ext).
Dans la partie exte´rieure, on de´finit de meˆme (noter que u0ext = 0)
u˜0ext = χ
∑
qπ
ω
<K
c0qε
qπ
ω K
qπ
ω
(
r
ε , θ
)
,
= k0ε .
Ainsi u˜0 re´sout le proble`me :
α∆u˜0int = fint + α∆k
0
ε dans Ωint
∆u˜0ext = ∆k
0
ε dans Ω
ε
ext
u˜0int = u˜
0
ext sur Γ
α∂nu˜
0
int = ∂nu˜
0
ext + α∂nu
0
plat,int sur Γ
u˜0ext = 0 sur Γ
ε
ext
Afin de poursuivre notre e´tude, il nous faut pre´ciser le terme ∆k0ε :
Lemme 3.2 Soit k0ε de´finie par (3.14). Le support de ∆k
0
ε est contenu dans la couronne
[τ0 < r < τ1] et pour tout P ∈ N, on a
(3.15) ∆k0ε =
∑
µ∈U
0<µ≤P
εµf0,µ[log ε] + f0(P )(ε) avec f0(P )(ε) = O(εP ),
ou`
U = {µ = p ∈ N} ∪ {µ = hπω + p |h, p ∈ N, h ≥ 2 } .
La notation [log ε] de´signe un polynoˆme en log ε a` coefficients dans les fonctions de classe
C
∞, plates en Oint.
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De plus, le terme f0,p, pour p entier, ne de´pend que des termes K
qπ
ω
, qπ
ω
−ℓ, pour 0 ≤ ℓ ≤ p
– termes du de´veloppement a` l’infini des profils (K
qπ
ω )q, qui apparaissent dans (3.14).
De´monstration. On a, par de´finition de k0ε ,
(3.16) ∆k0ε =
∑
qπ
ω
≤K
q≥1
c0qε
qπ
ω
[
2∇χ(r) · ∇
(
K
qπ
ω − s
qπ
ω
0
) (
r
ε
, θ
)
+∆χ(r)
(
K
qπ
ω − s
qπ
ω
0
) (
r
ε
, θ
)]
.
Le the´ore`me 2.23 fournit le de´veloppement asymptotique en +∞ de K qπω :
K
qπ
ω = s
qπ
ω
0 +
∑
µ∈Q
qπ
ω
0 ∪Q
−
−P≤µ< qπ
ω
K
qπ
ω
,µ + O(r
qπ
ω
−P ) quand r → +∞ avec K qπω ,µ ∈ F ∗
(
Sµ(Q˘)
)
.
Rappelons la de´finition de l’ensemble des poˆles :
Q
qπ
ω
0 =
{
qπ
ω − p | p ∈ N∗
}
et Q− =
{− ℓπω − p | ℓ, p ∈ N avec ℓ > 0} .
D’autre part la condition K
qπ
ω
,µ ∈ F ∗
(
Sµ(Q˘)
)
permet de pre´ciser la structure de chacun
des termes de la somme pre´ce´dente :
K
qπ
ω
,µ
(
r
ε , θ
)
= ε−µf (µ)[log ε](r, θ) et ∇
(
K
qπ
ω
,µ
(
r
ε , θ
))
= ε−µ ~f (µ)[log ε](r, θ),
ou` f (µ)(r, θ)[log ε] et ~f (µ)(r, θ)[log ε] sont polynomiales en log ε.
De plus, le support de ∇χ et ∆χ est inclus dans la couronne [τ0 < r < τ1]. Donc (3.16)
devient
∆k0ε =
∑
qπ
ω
≤K
ε
qπ
ω
∑
µ∈Q
qπ
ω
0 ∪Q
−
qπ
ω
−P≤µ< qπ
ω
c0q
[
2∇χ(r) · ∇K qπω ,µ +∆χ(r)K qπω ,µ
] (
r
ε , θ
)
+ f0(P )(ε)
=
∑
qπ
ω
≤K
∑
µ
ε
qπ
ω
−µ c0q
[
2∇χ(r) · ~f (µ)(r, θ)[log ε] + ∆χ(r)f (µ)(r, θ)[log ε]
]
︸ ︷︷ ︸
g0,q,µ[log ε]
+f0(P )(ε).
En explicitant la de´finition de Q
qπ
ω
0 et Q
−, on obtient
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∑
qπ
ω
≤K
∑
µ∈Q
qπ
ω
0 ∪Q
−
qπ
ω
−P≤µ< qπ
ω
ε
qπ
ω
−µg0,q,µ[log ε]
=
∑
qπ
ω
≤K
 P∑
p=1
ε
qπ
ω
−( qπ
ω
−p)g0,q,
qπ
ω
−p[log ε] +
−1∑
ℓ=q−Pω
π
P− π
ω
(q−ℓ)∑
p=0
ε
qπ
ω
−( ℓπ
ω
−p)g0,q,
ℓπ
ω
−p[log ε]

=
∑
qπ
ω
≤K
 P∑
p=1
εpg0,q,
qπ
ω
−p[log ε] +
Pω
π∑
h=q+1
P−hπ
ω∑
p=0
ε
hπ
ω
+pg0,q,
(q−h)π
ω
−p[log ε]

=
P∑
p=1
εp
∑
qπ
ω
≤K
g0,q,
qπ
ω
−p[log ε]
︸ ︷︷ ︸
f0,p[log ε]
+
Pω
π∑
h=2
P− hπ
ω∑
p=0
ε
hπ
ω
+p
h−1∑
q=1
g0,q,
(q−h)π
ω
−p[log ε]︸ ︷︷ ︸
f0,
hπ
ω
+p[log ε]
.
Le reste f0(P )(ε) est de´fini par
f0(P )(ε) =
∑
qπ
ω
≤K
ε
qπ
ω c0q
[
2ε−1∇χ(r) · ~F ( rε , θ)+∆χ(r)F ( rε , θi)] ,
ou`
F (r, θ) = O(r
qπ
ω
−P ) et ~F (r, θ) = O(r
qπ
ω
−P−1) quand r → +∞,
si bien que
f0(P )(ε) = O(εP ) quand ε→ 0
Remarque. Le degre´ des fonctions f0,µ[log ε] augmente au plus d’une unite´ quand p ou h
augmente de 1. D’autre part si πω n’est pas rationnel, il n’y a pas de termes logarithmiques
(le degre´ du polynoˆme est nul).
Dans le de´veloppement (3.15), le terme de plus petite puissance en ε est εf0,1[log ε]. Le
suivant est 
ε
2π
ω f0,
2π
ω [log ε] si πω < 1,
ε2f0,2[log ε] sinon.
De ce fait, u˜0 constitue le de´but du de´veloppement asymptotique de uε car ∆k0ε est un
terme d’ordre 1.
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Termes de rang 1 ≤ µ < 2
On peut maintenant poursuivre notre de´veloppement asymptotique : il nous faut rattraper
les termes en εµ pour 1 ≤ µ < 2 : Uµplat,ext re´sout
∂2SU
µ
plat,ext[log ε] = 0 dans (0, ℓΓ)× (0, 1),
∂SU
µ
plat,ext[log ε] = α∂nu
µ−1
plat,int + a(t)∂tU
µ−1
plat,ext︸ ︷︷ ︸
=0
sur (0, ℓΓ)× {0},
Uµplat,ext[log ε] = 0 sur (0, ℓΓ)× {1}.
Notons que la donne´e de Neumann α∂nu
µ−1
plat,int|Γ est non nulle seulement pour µ = 1. De
plus, la donne´e pour la de´rive´e ∂2S est nulle car l’effet du terme ∆k
0
ε,ext est d’ordre 2.
D’autre part, comme le second membre est plat en t = 0 et t = ℓΓ, il en est de meˆme
pour Uµplat,ext[log ε]. On peut donc assurer le raccord au voisinage du coin et revenir aux
coordonne´es carte´siennes : uµplat,ext[log ε] ∈ H1(Ωεext).
Les termes inte´rieurs sont de´finis par α∆u
µ
int[log ε] = f
0,µ[log ε] dans Ωint,
uµint[log ε] = U
µ
plat,ext[log ε] sur Γ.
Afin de pouvoir continuer la construction du de´veloppement, on scinde uµint en partie plate
et singularite´s :
uµint = u
µ
plat,int + χ
∑
qπ
ω
<K
cµq s
qπ
ω (r, θ).
Comme on l’a de´ja` fait au rang 0, on remplace les singularite´s s
qπ
ω du proble`me inte´rieur
par les singularite´s du proble`me de transmission qui leur correspondent : le de´but du
de´veloppement asymptotique est donc
uε ≈ u0plat + χ
∑
qπ
ω
<K
c0qε
qπ
ω K
qπ
ω
(
r
ε
, θ
)
+
∑
1≤µ<2
εµ
[
uµplat[log ε] + χ
∑
qπ
ω
<K
cµq ε
qπ
ω K
qπ
ω
(
r
ε
, θ
) ]
=
∑
0≤µ<2
εµuµplat[log ε] + χ
∑
qπ
ω
<K
∑
0≤µ<2
cµq ε
µ+ qπ
ω K
qπ
ω
(
r
ε
, θ
)
.
On peut pre´ciser les indices qui interviennent dans la somme sur µ : les premiers sont
µ = 0, µ = 1, puis suivent – s’ils sont entre 1 et 2 – les indices 2π
ω
et 3π
ω
.
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La proposition suivante pre´cise la forme explicite des restrictions a` Γ des premiers termes
exte´rieurs, qui nous sera utile dans le chapitre 4.
Proposition 3.3 Les termes Uµplat,ext|Γ correspondant a` µ < 3 sont donne´s par
• U0plat,ext|Γ = 0 ;
• U1plat,ext|Γ = −α∂nu0plat,int|Γ ;
• U 2πωplat,ext|Γ = 0 ;
• U 3πωplat,ext|Γ = 0 ;
• U2plat,ext|Γ =
c(x)
2 ∂nu
0
plat,int|Γ − α∂nu1plat,int|Γ ;
• U1+ 2πωplat,ext|Γ = −α∂nu
2π
ω
plat,int|Γ ;
• U1+ 3πωplat,ext|Γ = −α∂nu
3π
ω
plat,int|Γ .
(on rappelle que c(x) de´signe la courbure au point x de Γ).
De´monstration. Ces re´sultats ont de´ja` e´te´ prouve´s pour µ = 0, 1, 2π
ω
, 3π
ω
. Examinons en
de´tail le cas µ = 2 : par de´finition, U2plat,ext re´sout le proble`me suivant.
(3.17)

∂2SU
2
plat,ext[log ε] = A1U
1
plat,ext dans (0, ℓΓ)× (0, 1),
∂SU
2
plat,ext[log ε] = α∂nu
1
plat,int|Γ + a(t)∂tU1plat,ext sur (0, ℓΓ)× {0},
U2plat,ext[log ε] = 0 sur (0, ℓΓ)× {1},
avec U1plat,ext = α(S − 1)∂nu0plat,int|Γ.
Il nous faut distinguer trois cas, car l’ope´rateur A1 et la fonction a(t) sont de´finis
diffe´remment dans les trois parties du domaine exte´rieur. On reprend ici les notations
des paragraphes 3.2.2 et 3.2.3.
• A` proximite´ du coin, A1 et a(t) sont donne´s par
A1 = ∓2 cotφ∂2t,S et a(t) = ∓ cotφ ,
si bien que la re´solution du proble`me (3.17) fournit
U2plat,ext = ∓α cotφS(S − 1)∂t∂nu0plat,int|Γ + α(S − 1)∂nu
1
plat,int|Γ.
98 3.5 La construction comple`te
• Dans la partie interme´diaire, A1 et a(t) sont donne´s par
A1 = 2 cosφ
r1 − t
r1 − r0 et a(t) = cotφ
r1 − t
r1 − r0 ,
d’ou`
U2plat,ext = cosφ
r1 − t
r1 − r0S(S − 1)∂t∂nu
0
plat,int|Γ + α(S − 1)∂nu
1
plat,int|Γ.
• Dans la partie re´gulie`re, A1 et a(t) sont donne´s par
A1 = −c(x)∂s et a(t) = 0 ;
on retrouve ici les re´sultats du chapitre 1 :
U2plat,ext = −
c(x)
2
(S2 − 1)∂nu0plat,int|Γ + α(S − 1)∂nu
1
plat,int|Γ.
Il suffit, pour conclure, d’e´valuer les expressions ci-dessus en S = 0 et de remarquer que
c(x) = 0 dans les deux premiers cas.
Les valeurs µ = 2πω et µ =
3π
ω se traitent imme´diatement, comme le cas µ = 1.
3.5 La construction comple`te
Le proce´de´ de´crit dans le paragraphe pre´ce´dent se ge´ne´ralise a` tout ordre. Les termes du
de´veloppement asymptotique sont de deux sortes :
• les termes de re´solution exte´rieure-inte´rieure, qui ne rendent pas compte du comporte-
ment singulier de uε au coin (termes “plats” uµplat) ;
• les termes de correction au coin qui ont une structure polaire au coin (les profils
K
qπ
ω ( r
ε
, θ)).
The´ore`me 3.4 Soit N ≥ 1 et K > N . On suppose que le second membre fint est de
classe C∞ et plat au voisinage du coin Oint, jusqu’a` la de´rive´e d’ordre K. Alors on peut
construire les suites (uµplat,int) et (U
µ
plat,ext) a` l’aide des proble`mes (3.20) et (3.21) plus
bas. La solution uε du proble`me (3.1) admet le de´veloppement suivant
(3.18) uε =
∑
0≤µ<N
εµuµplat[log ε] + χ
∑
qπ
ω
<K
∑
0≤µ<N
cµq [log ε]ε
µ+ qπ
ω K
qπ
ω ( r
ε
, θ) + rNε ,
avec
uµplat|Ωint = uµplat,int et uµplat|Ωεext(t, s) = Uµext(t, ε−1s).
Chap. 3 De´veloppement asymptotique dans un domaine a` coin 99
La notation [log ε] de´signe une de´pendance polynomiale en log ε ; l’ensemble des indices µ
conside´re´s est le suivant :
U = {µ = p ∈ N} ∪ {µ = hπω + p |h, p ∈ N, h ≥ 2 } .
Le terme uµplat est plat jusqu’a` la de´rive´e d’ordre K − ⌊µ⌋ au coin Oint. Enfin, on a
l’estimation suivante pour le reste
(3.19)
∥∥rNε ∥∥H1(Ωint) +√ε ∥∥rNε ∥∥H1(Ωεext) ≤ c εN | log ε|N−1 ‖fint‖HN (Ωint) .
De´monstration. On proce`de par re´currence sur N : supposons le de´veloppement
asymptotique obtenu jusqu’au rang N − 1.
Pour N − 1 ≤ µ < N , on peut de´finir Uµplat,ext comme solution du proble`me
(3.20)

∂2SU
µ
plat,ext[log ε] =
∑
ℓ+ν=µ
AℓU
ν
plat,ext[log ε] + TF
N,µ[log ε] dans Γ× (0, 1),
∂SU
µ
plat,ext[log ε] = α∂nu
µ−1
plat,int[log ε]|Γ + a(t)∂SU
µ−1
plat,ext[log ε]|Γ sur Γ× {0},
Uµplat,ext[log ε] = 0 sur Γ× {1}.
Les donne´es du second membre sont de´termine´es aux e´tapes pre´ce´dentes. Le terme TFN,µ
est la contribution des de´veloppements de Taylor en S = 0 des fonctions fk,µ pour
k < N − 1. Toutes ces donne´es sont plates au voisinage du coin jusqu’a` l’ordre K − ⌊µ⌋.
En effet la de´rivation normale du terme inte´rieur fait perdre un cran dans l’annulation des
de´rive´es a` chaque e´tape. On en de´duit que Uµplat,ext est lui aussi plat en t = 0 et t = ℓΓ,
jusqu’a` la de´rive´e d’ordre K − ⌊µ⌋. On peut donc assurer le raccord pour revenir aux
coordonne´es carte´siennes initiales et de´finir uµplat,ext sur la couche mince Γ
ε
ext.
La re´solution inte´rieure, quant a` elle, s’e´crit
(3.21)

α∆uµint[log ε] = α
∑
k<N−1
fk,µ[log ε] dans Ωint,
uµint[log ε] = U
µ
plat,ext[log ε] sur Γ.
Or les fonctions fk,µ[log ε] sont plates au coin car leur support est inclus dans la couronne
[τ0 < r < τ1]. En outre U
µ
plat,ext[log ε] est plat jusqu’a` l’ordre K − ⌊µ⌋, donc le terme
inte´rieur se scinde en partie plate et singularite´s :
(3.22)
uµint[log ε] = u
µ
plat,int[log ε] + χ
∑
qπ
ω
≤K
cµq [log ε] s
qπ
ω (r, θ),
avec uµplat,int[log ε] = O(r
K−µ) quand r → 0.
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On remplace alors les singularite´s s
qπ
ω du proble`me inte´rieur par celles qui correspon-
dent pour le proble`me de transmission. Cela revient a` ajouter le terme suivant au
de´veloppement asymptotique :
(3.23) εµkµε = χε
µ
∑
qπ
ω
≤K
cµq [log ε]ε
qπ
ω
[
K
qπ
ω
(
r
ε
, θ
)− s qπω0 ( rε , θ) ],
(K
qπ
ω est de´fini par le the´ore`me 2.23). De la meˆme fac¸on que dans le lemme 3.2, on peut
de´velopper en puissances de ε le Laplacien du terme de correction coin : pour tout P ∈ N,
(3.24)
∑
N−1≤µ<N
εµ∆kµε =
∑
µ∈U
N≤µ≤P
εµfN,µ[log ε] + fN(P )(ε) avec fN(P )(ε) = O(εP ),
on rappelle que U = {µ = p ∈ N} ∪ {µ = hπω + p |h, p ∈ N, h ≥ 2}.
Ainsi le reste rNε ve´rifie les e´quations suivantes, pour P > N :
(3.25)

α∆rNε,int = α
∑
N≤µ≤P
εµ
∑
n≤N
fn,µ[log ε] + O(εP ) dans Ωint,
rNε,int = r
N
ε,ext sur Γ,
∆rNε,ext = O(ε
N)
+
∑
N≤µ≤P
εµ−2
∑
ℓ+ν=µ
εβℓAℓu
µ
plat,ext[log ε] dans Ω
ε
ext,
∂nr
N
ε,ext = α∂nr
N
ε,int + α
∑
N−1≤µ<N
εµ−1∂nu
µ
plat,int[log ε]
−a(t)
∑
N−1≤µ<N
εµ−1∂tu
µ
plat,ext[log ε] sur Γ,
rNε,ext = 0 sur Γext,
(βℓ vaut 1 si Aℓ contient une de´rivation selon S, 0 sinon).
L’estimation (3.19) se de´duit de l’estimation a priori obtenue dans la proposition 3.1. En
effet le second membre du proble`me ve´rifie´ par rNε est d’ordre ε
N−2. Donc l’estimation a
priori (3.2) fournit :
‖rNε ‖H1(Ωε) ≤ C [log ε] εN−2.
On peut ame´liorer ce re´sultat en e´crivant que
(3.26) rNε = r
N+2
ε +
∑
N≤µ<N+2
εµuµplat[log ε] + χ
∑
N≤µ<N+2
∑
qπ
ω
≤K
cµq ε
µ+ qπ
ω K
qπ
ω
(
r
ε
, θ
)
.
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Les termes uµplat,int et U
µ
plat,ext ont une de´pendance polynomiale en log ε. Le retour aux
coordonne´es initiales dans Ωεext fournit :
‖uµint‖H1(Ωint) ∼ [log ε] et ‖uµext‖H1(Ωεext) ∼
1√
ε
[log ε].
D’autre part, le comportement en l’infini des profils k
qπ
ω permet d’e´crire :
‖ε qπω K qπω ( ·ε)‖H1(Ωint) ∼ [log ε] et ‖ε
qπ
ω K
qπ
ω ( ·ε)‖H1(Ωext) ∼ [log ε].
De cette manie`re la relation (3.26) permet de de´duire l’estimation (3.19) ; la de´pendance
par rapport a` fint se prouve par re´currence.
Remarque. Le de´veloppement obtenu est multi-e´chelle :
• dans les termes provenant de la re´solution du proble`me de Dirichlet inte´rieur, seules les
variables initiales x1, x2 apparaissent,
• les termes exte´rieurs font intervenir les variables semi-dilate´es (t, S),
• enfin les termes-coins utilisent les variables dilate´es dans les deux directions x1ε et x2ε .
3.6 Cas d’un second membre non plat
Le de´veloppement asymptotique (3.18) est valable pour un second membre fint plat au
coin Oint ; l’objet de ce paragraphe est d’e´tudier le cas ge´ne´ral. La fonction fint e´tant
suppose´e de classe C∞, on peut e´crire en coordonne´es polaires (r, θ) au voisinage de Oint :
fint =
L∑
ℓ=0
∑
|β|=ℓ
aβ r
ℓ cosβ1 θ sinβ2 θ + O(rL) (aβ ∈ R).
Il suffit alors de re´soudre une partie de ce de´veloppement a` l’aide de profils construits sur
le domaine infini Q pour se ramener au cas d’un second membre plat (au moins jusqu’a`
un certain ordre arbitraire).
Proposition 3.5 On note Wβ les profils construits au corollaire 2.25. Alors la fonction
u˜ε = uε − χ
L∑
ℓ=0
∑
|β|=ℓ
aβ ε
ℓ+2Wβ( rε , θ)
est solution du proble`me suivant :
α∆u˜εint = f˜int + αϕ
ε
int dans Ωint,
∆u˜εext = ϕ
ε
ext dans Ω
ε
ext,
u˜εint = u˜
ε
ext sur Γ,
α∂nu˜
ε
int = ∂nu˜
ε
ext sur Γ,
u˜εext = 0 sur Γ
ε
ext,
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ou` ϕε est a` support compact dans la couronne τ0 < r < τ1. la fonction f˜int est plate
jusqu’a` l’ordre L au coin Oint, i.e.
f˜int = O(rL) quand r → 0.
De plus, la fonction ϕ admet le de´veloppement suivant pour tout entier P :
ϕε =
∑
µ∈U
0<µ≤P
εµf−1,µ[log ε] + f−1(P )(ε) avec f−1(P )(ε) = O(εP ).
De´monstration. Rappelons le proble`me ve´rifie´ par le profil Wβ dans le domaine infini
Q (le nombre Λ du corollaire 2.25 vaut ici ℓ+ 2) :
∆Wβext = 0 dans Qext,
α∆Wβint = r
ℓ cosβ1 θ sinβ2 θ dans Qint,
W
β
ext = 0 sur Gext,
Wβint = W
β
ext sur G,
α∂nW
β
int = ∂nW
β
ext sur G.
E´valuons ∆u˜int :
∆u˜int = ∆uint − χ
L∑
ℓ=0
∑
|β|=ℓ
aβ ε
ℓ+2ε−2∆Wβint(
r
ε
, θ) + αϕεint,
ou` le terme ϕεint provient des de´rive´es de la fonction de troncature χ et est donc a` support
compact dans la couronne τ0 < r < τ1. Ainsi
∆u˜int = fint − χ
L∑
ℓ=0
∑
|β|=ℓ
aβ r
ℓ cosβ1 θ sinβ2 θ + αϕεint = O(r
L) quand r → 0.
De la meˆme fac¸on, on montre que ∆u˜ext est a` support compact dans la couronne
τ0 < r < τ1.
Le de´veloppement en puissance de ε de la fonction ϕε provient de l’e´tude du comportement
a` l’infini des termes Wβ donne´ au corollaire 2.25 ; la de´monstration est identique a` celle
du lemme 3.2.
On peut donc e´noncer un re´sultat similaire au the´ore`me 3.4, les fonctions f−1,µ e´tant
traite´es de la meˆme fac¸on que les fk,µ provenant des profils homoge`nes K
qπ
ω .
Chap. 3 De´veloppement asymptotique dans un domaine a` coin 103
The´ore`me 3.6 Soit N ≥ 1 et L > N . La solution uε du proble`me (3.1) admet le
de´veloppement suivant
(3.27)
uε =
∑
0≤µ<N
εµuµplat[log ε] + χ
∑
qπ
ω
<K
∑
0<µ<N
cµq ε
µ+ qπ
ω K
qπ
ω ( rε , θ)
+χ
L∑
ℓ=0
∑
|β|=ℓ
aβ ε
ℓ+2Wβ( r
ε
, θ) + rNε .
La notation [log ε] de´signe une de´pendance polynomiale en log ε ; l’ensemble des indices µ
conside´re´s est le suivant :
U = {µ = p ∈ N} ∪ {µ = hπ
ω
+ p |h, p ∈ N, h ≥ 2 } .
Le terme uµplat est plat jusqu’a` la de´rive´e d’ordre L − ⌊µ⌋ au coin Oint. Enfin, on a
l’estimation suivante pour le reste∥∥rNε ∥∥H1(Ωint) +√ε∥∥rNε ∥∥H1(Ωεext) ≤ c εN | log ε|N−1 ‖fint‖HN (Ωint) .
3.7 Conclusion
On a construit un de´veloppement asymptotique pour la solution du proble`me de transmis-
sion dans un domaine pre´sentant un coin d’ouverture quelconque. Les techniques utilise´es
au chapitre 1 dans le cas re´gulier nous ont guide´ ; les profils construits au chapitre 2
permettent de corriger le de´veloppement asymptotique au voisinage du coin, faisant ainsi
apparaˆıtre des puissances non-entie`res de ε.
Commentons la structure du de´veloppement (3.27) : les termes uµplat sont les termes
classiques de re´solution exte´rieure-inte´rieure similaires a` ceux obtenus dans le cas d’une
ge´ome´trie re´gulie`re. La pre´sence du coin dans le domaine introduit les profils : K
qπ
ω prend
en compte les singularite´s de l’ope´rateur et Wβ le de´veloppement de Taylor au coin du
second membre initial fint. La fonction de troncature peut faire apparaˆıtre des logarithmes
dans les termes uµplat ; notons que ces log ε sont absents au rang 0.
Trois e´chelles coexistent dans ce de´veloppement : les coordonne´es x1, x2 pour les termes
unplat,int, les variables semi-dilate´es (t,
s
ε ) pour la partie exte´rieure u
n
plat,ext, et enfin les
variables dilate´es dans les deux directions dans les profils, qui ne de´couplent pas l’inte´rieur
de l’exte´rieur.
Le chapitre qui suit exploite les re´sultats du the´ore`me 3.6 pour obtenir des estima-
tions d’erreur dans les proble`mes avec conditions d’impe´dance. On e´tudie en particulier
l’influence de l’ouverture ω sur l’ordre des conditions d’impe´dance habituelles.
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Chapitre 4
Performance de la condition
d’impe´dance pour un domaine
a` coin
4.1 Introduction
On a vu dans le chapitre 1 comment on pouvait de´duire les conditions d’impe´dance a`
partir du de´veloppement asymptotique de la solution du proble`me de transmission dans
le cas d’un domaine re´gulier. La structure du de´veloppement obtenu dans le chapitre 3 est
plus complexe ; c’est pourquoi la de´marche suivie au chapitre 1 ne peut pas eˆtre applique´e
d’une manie`re directe.
L’objet de ce chapitre n’est pas de trouver de nouvelles conditions d’impe´dance tenant
compte des singularite´s dues au coin dans le domaine. Il s’agit de reprendre la condition
d’ordre 2 obtenue au chapitre 1 et d’en e´tudier la performance dans le cas ou` le domaine
n’est plus re´gulier (condition de type Robin : (1 + ε c(x)2 )v
ε + αε∂nv
ε = 0). L’utilisation
des re´sultats du chapitre pre´ce´dent permet de pre´ciser l’erreur commise en remplac¸ant le
proble`me de transmission par le proble`me avec condition d’impe´dance.
Il ne s’agit pas seulement d’un proble`me acade´mique car cette condition d’impe´dance
est utilise´e en pre´sence de coins par les inge´nieurs, sans qu’on en connaisse la pre´cision
re´elle. Ne´anmoins, il a e´te´ remarque´ qu’en pre´sence de coins rentrants dans le domaine, la
me´thode n’est pas satisfaisante. C’est pre´cise´ment ce point que l’on va illustrer et pre´ciser
dans ce chapitre.
On se place dans le cadre du chapitre pre´ce´dent : Ωint pre´sente un seul coin (en dehors
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duquel le bord Γ de Ωint est une courbe re´gulie`re), le domaine Ω
ε
ext de´signe une couche
mince uniforme autour de Ωint. On rappelle que Ωint co¨ıncide avec un secteur plan
d’ouverture ω au voisinage de Oint.
On s’inte´resse au proble`me de transmission (3.1) que l’on rappelle ci-dessous. On suppose
que le second membre fext et la donne´e g sont nuls et que le second membre fint est plat
au voisinage du coin Oint (i.e. fint est nulle en Oint, ainsi que toutes ses de´rive´es jusqu’a`
un certain ordre). Le proble`me est de la forme
(4.1)

α∆uεint = fint dans Ωint,
∆uεext = 0 dans Ω
ε
ext,
uεint = u
ε
ext sur Γ,
α∂nu
ε
int = ∂nu
ε
ext sur Γ,
uεext = 0 sur Γ
ε
ext.
Pre´cise´ment, on souhaite comparer la solution uεint du proble`me (4.1) avec v
ε qui re´sout
le proble`me d’impe´dance :
(4.2)
{
α∆vε = fint dans Ωint,
(1 + ε c(x)
2
)vε + αε∂nv
ε = 0 sur Γ.
La technique qu’on va employer consiste a` construire un de´veloppement asymptotique
de vε, en utilisant les outils de´veloppe´s dans le chapitre 3. On compare ensuite ce
de´veloppement avec celui de uεint pour de´duire des estimations optimales pour la quantite´
uεint − vε.
Des simulations nume´riques ont e´te´ entreprises : on a calcule´ des approximations des
solutions des proble`mes (4.1) et (4.2) pour diffe´rentes valeurs de l’angle ω et de l’e´paisseur
ε. Les re´sultats des calculs sont pre´sente´s en fin de chapitre (voir §4.4).
4.2 De´veloppement asymptotique pour le proble`me
avec impe´dance
Dans cette partie, on e´nonce des re´sultats pour le proble`me avec impe´dance, similaires a`
ceux du chapitre 2 ; on ne donnera donc aucune de´monstration ici.
4.2.1 Re´solution dans le domaine mode`le
Comme dans le chapitre 2, on introduit un domaine infini et un proble`me adimensionne´
qui mode´lisent le comportement au coin :
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(4.3)
{
α∆v = fint dans Qint,
v+ α∂nv = g sur G,
ou` Qint est le secteur angulaire d’ouverture ω et G son
bord (voir figure ci-contre).
Le terme de courbure n’apparaˆıt pas car Γ est suppose´
droit au voisinage de Oint.
Oint
G
Qintω
L’espace variationnel associe´ au proble`me (4.3) est
V =
{
v
/
∇v ∈ L2(Qint) et v ∈ L2(G)
}
,
muni de sa norme naturelle
‖v‖2V = ‖∇v‖20,Qint + ‖v‖
2
0,G .
A` l’aide du the´ore`me de Lax-Milgram, on obtient imme´diatement un re´sultat d’existence.
Lemme 4.1 Si (1 + r)fint ∈ L2(Qint) et g ∈ L2(G), alors le proble`me (4.3) admet une
solution variationnelle v ∈ V unique ve´rifiant pour tout q ∈ V,
α
∫
Qint
∇v∇q dx+
∫
G
vq dσ = −
∫
Qint
fintq dx+
∫
G
gq dσ.
( r est la distance au coin Oint).
On utilise la technique de´veloppe´e dans le chapitre 2 : de´veloppement sur-variationnel,
re´gularite´ variationnelle dans les espaces a` poids, de´veloppement sous-variationnel via la
transformation de Mellin. Le re´sultat obtenu est de meˆme nature. Soit le proble`me
(4.4)

α∆v = 0 dans Qint,
v+ α∂nv = 0 sur G,
v ∼ s kπω quand r → +∞ ;
s
kπ
ω de´signe la singularite´ du proble`me de Dirichlet inte´rieur, de´finie en coordonne´es
polaires au coin
s
kπ
ω (r, θ) =
{
r
qπ
ω cos qπ
ω
θ si q est impair,
r
qπ
ω sin qπω θ si q est pair,
θ ∈ (−ω2 , ω2 ).
Rappelons quelques de´finitions : l’espace homoge`ne Sµ(Q˘) est donne´ par
v˘ ∈ Sµ(Q˘int) ssi v˘ = rµ
N∑
ℓ=0
logℓr vℓ(θ),
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les fonctions vℓ sont re´gulie`res. Quant a` l’ensemble des poˆles Q
Λ
0 ∪Q−, il est de´fini par
QΛ0 =
{
Λ− q | q ∈ N∗} et Q− = {− hπω − q | h, q ∈ N avec h > 0}.
The´ore`me 4.2 Soit k ∈ N, on pose Λ = kπ
ω
. Il existe ZΛ solution du proble`me (4.4)
ci-dessus et des fonctions ZΛ,µ ∈ F ∗
(
Sµ(Q˘int)
)
telles que
ZΛ = sΛ +
∑
µ∈QΛ0 ∪Q
−
−P≤µ<Λ
ZΛ,µ + O
(
1
rP
)
(∀P ∈ N).
En outre, pour µ > 0 les termes ZΛ,µ = F ∗(Z˘Λ,µ) sont construits par re´currence comme
suit :  ∆˘Z˘
Λ,µ = 0 dans Q˘int,
Z˘Λ,µ = −α∂nZ˘Λ,µ+1 pour θ = ±ω2 .
Remarque. Il n’est pas besoin, pour de´finir les profils ZΛ,µ, d’introduire la fonction F ∗
car le domaine ne comporte pas de couche. Cependant on a conserve´ F ∗ pour pouvoir
comparer par la suite les profils ZΛ et KΛint.
4.2.2 Le de´veloppement asymptotique
En utilisant la me´thode expose´e dans le chapitre 3, on peut construire un de´veloppement
asymptotique pour la solution de (4.2), dont la structure est similaire a` celui de (4.1). Pour
simplifier les e´nonce´s, on se place dans le cas ou` la fonction fint est plate au voisinage du
coin.
The´ore`me 4.3 Soit N ≥ 1 et K > N . La solution vε du proble`me (4.2), pour un second
membre fint plat, admet le de´veloppement suivant
(4.5) vε =
∑
0≤µ<N
εµvµplat[log ε] + χ
∑
qπ
ω
<K
∑
0≤µ<N
dµq [log ε]ε
µ+ qπ
ω Z
qπ
ω ( r
ε
, θ) + qNε .
La notation [log ε] de´signe une de´pendance polynomiale en log ε ; l’ensemble des indices µ
conside´re´s est le suivant
U = {µ = p ∈ N} ∪ {µ = hπ
ω
+ p |h, p ∈ N, h ≥ 2 } .
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Le terme vµplat est plat jusqu’a` la de´rive´e d’ordre K − ⌊µ⌋ au coin Oint. Enfin, on a
l’estimation suivante pour le reste
(4.6)
∥∥qNε ∥∥H1(Ωint) ≤ c εN | log ε|N−1 ‖fint‖HN (Ωint) .
On peut pre´ciser la construction des termes vµplat[log ε] : ils consistent en la partie plate
de vµ, de´fini par
(4.7)

α∆vµ[log ε] = α
∑
k<N−1
gk,µ[log ε] dans Ωint,
vµ[log ε] = −α∂nvµ−1plat [log ε]− c(x)2 vµ−1plat [log ε] sur Γ,
ou` les termes gk,µ sont de´finis par la relation (4.9) plus bas.
vµint[log ε] = v
µ
plat[log ε] + χ
∑
qπ
ω
≤K
dµq [log ε] s
qπ
ω (r, θ) avec vµplat[log ε] = O(r
K−µ).
On remplace alors les singularite´s s
qπ
ω du proble`me de Laplace inte´rieur par celles qui
correspondent pour le proble`me d’impe´dance. Cela revient a` ajouter le terme suivant au
de´veloppement asymptotique :
(4.8) εµzµε = χε
µ
∑
qπ
ω
≤K
dµq [log ε]ε
qπ
ω
[
Z
qπ
ω
(
r
ε
, θ
)− s qπω0 ( rε , θ) ],
(Z
qπ
ω est de´fini par le the´ore`me 4.2). On peut de´velopper en puissances de ε le Laplacien
du terme de correction au coin : pour tout P ∈ N,
(4.9)
∑
N−1≤µ<N
εµ∆zµε =
∑
µ∈U,µ≥N
εµgN,µ[log ε] + gN(P )(ε) avec gN(P )(ε) = O(εP ).
4.3 Estimations optimales
On souhaite estimer la diffe´rence uεint − vε. Rappelons ici les deux de´veloppements
asymptotiques obtenus respectivement dans les the´ore`mes 3.4 et 4.3.
uεint=
∑
0≤µ<N
εµuµplat,int[log ε]+ χ
∑
qπ
ω
<K
∑
0≤µ<N
cµq [log ε]ε
µ+ qπ
ω K
qπ
ω ( r
ε
, θ) +rNε ,
vε =
∑
0≤µ<N
εµvµplat[log ε] + χ
∑
qπ
ω
<K
∑
0≤µ<N
dµq [log ε]ε
µ+ qπ
ω Z
qπ
ω ( r
ε
, θ)+ qNε .
Nous allons e´tudier successivement les diffe´rences des profils (K
qπ
ω − Z qπω ) et des parties
plates (uµplat,int − vµplat), en analysant pre´cise´ment les proble`mes qui les de´finissent. On
pourra ensuite facilement en de´duire une estimation globale de uεint − vε dans les normes
L2(Ωint) et H
1(Ωint).
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4.3.1 E´tude des profils
Il s’agit ici d’e´tudier la diffe´rence K
qπ
ω − Z qπω . Comme ces profils interviennent dans la
variable rapide rε , c’est leur comportement en l’infini qui importe.
Proposition 4.4 Pour tout q ∈ N, on a l’estimation asymptotique suivante
K
qπ
ω
int − Z
qπ
ω = O
(
rmax(
qπ
ω
−3,− π
ω
)
)
quand r → +∞.
De´monstration. Il nous faut regarder de pre`s les de´veloppements en l’infini des profils
KΛ et ZΛ (obtenus dans les the´ore`mes 2.23 et 4.2) : on pose Λ = qπ
ω
:
KΛint= s
Λ+ KΛ,Λ−1int + K
Λ,Λ−2
int + · · · + KΛ,−
π
ω+ · · ·
ZΛ = sΛ+ ZΛ,Λ−1+ ZΛ,Λ−2+ · · · + ZΛ,− πω + · · ·︸ ︷︷ ︸
algorithmique
︸ ︷︷ ︸
non-algorithmique
Nous devons alors distinguer deux cas, selon que les termes de ces de´veloppements
proviennent des poˆles translate´s de Λ, i.e. dans l’ensemble QΛ0 , ou qu’ils soient issus du
noyau du symbole Mellin inte´rieur, c’est-a`-dire dans Q−. Les premiers sont construits a`
l’aide d’un proce´de´ algorithmique, ce qui nous permettra de les comparer. En revanche,
la de´finition de KΛ,µint , pour µ ∈ Q−, n’utilise pas de de´couplage exte´rieur-inte´rieur, ce qui
oˆte tout espoir de faire un lien avec ZΛ,µ.
• Cas µ ∈ QΛ0 .
E´crivons les proble`mes qui de´finissent KΛ,µ :
(4.10)

∂2θ K˘
Λ,µ
ext = −∂2r K˘Λ,µ+2ext θ ∈ ±(ω2 , ω2 + 1),
∂θK˘
Λ,µ
ext =
α
r
∂θK˘
Λ,µ+1
int θ = ±ω2 ,
K˘
Λ,µ
ext = 0 θ = ±ω2 ± 1,
(avec les conventions K˘Λ,Λ+1ext = K˘
Λ,Λ+2
ext = K˘
Λ,Λ+1
int = 0) et
(4.11)
 ∆˘K˘
Λ,µ
int = 0 dans Q˘int,
K˘
Λ,µ
int = K˘
Λ,µ
ext pour θ = ±ω2 .
De la meˆme fac¸on, les profils ZΛ,µ sont de´finis par
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(4.12)
 ∆˘Z˘
Λ,µ
int = 0 dans Q˘int,
Z˘
Λ,µ
int = −α∂nZ˘Λ,µ+1ext pour θ = ±ω2 .
Il est facile de voir, a` partir des proble`mes (4.10) et (4.11), que
K˘
Λ,Λ−1
ext = 0 et K˘
Λ,Λ−2
ext = ±α∂nK˘Λ,Λ−1int (θ ∓ ω2 ∓ 1),
si bien que les proble`mes (4.11) et (4.12) sont identiques pour µ = Λ − 1 et µ = Λ − 2.
En revanche, une diffe´rence apparaˆıt pour µ = Λ − 3 a` cause du terme −∂2r K˘Λ,µ+2ext dans
le proble`me (4.10). Cette e´tude fournit le terme limitant rΛ−3.
• Cas µ ∈ Q−. Tous les termes de ce type font partie du reste. Le premier terme limitant
a un comportement en l’infini re´gi par r−
π
ω , si bien que cette puissance limite le reste.
On obtient ainsi le re´sultat annonce´.
4.3.2 E´tude des termes plats
Proposition 4.5 Pour 0 ≤ µ < min(3, 2π
ω
), les termes uµplat,int[log ε] et v
µ
plat[log ε]
co¨ıncident.
De´monstration. Il suffit d’e´crire les proble`mes ve´rifie´s par les termes plats.
• Pour µ = 0, u0plat,int est la partie re´gulie`re de la solution du proble`me de Laplace dans
Ωint avec conditions de Dirichlet homoge`nes :{
α∆u0int = fint dans Ωint,
u0int = 0 sur Γ,
u0int = u
0
plat,int + χ
∑
qπ
ω
<K
c0qs
qπ
ω (r, θ).
Le terme v0 re´sout exactement le meˆme proble`me, si bien que les parties plates u0plat,int
et v0plat sont les meˆmes.
• Pour µ = 1, on a vu au chapitre 3 que u1int[log ε] e´tait de´fini par
(4.13)

α∆u1int[log ε] = f
0,1
int [log ε] dans Ωint,
u1int[log ε] = U
1
plat,ext
= −α∂nu0plat,int|Γ sur Γ,
la donne´e f0,1int est due au de´veloppement du terme ∆k
0
ε,int qui provient de l’introduction
des profils K
qπ
ω :
k0ε,int = χ
∑
qπ
ω
<K
c0qε
qπ
ω
[
K
qπ
ω
int
(
r
ε
, θ
)− s qπω ( r
ε
, θ
) ]
,
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∆k0ε = εf
0,1 + ε
2π
ω f0,
2π
ω + ε2f0,2 + · · ·
Quant au terme v1[log ε], il est solution du proble`me – voir (4.7)
(4.14)

α∆v1[log ε] = g0,1[log ε] dans Ωint,
v1[log ε] = −α ∂nv0plat|Γ︸ ︷︷ ︸
= ∂nu
0
plat,int|Γ
− c(x)2 v0plat|Γ︸ ︷︷ ︸
= 0
sur Γ,
le second membre g0,1 est le de´but du de´veloppement de ∆z0ε , z
0
ε e´tant de´fini par
z0ε = χ
∑
qπ
ω
<K
c0qε
qπ
ω
[
Z
qπ
ω
(
r
ε , θ
)− s qπω ( rε , θ) ],
∆z0ε = εg
0,1 + ε
2π
ω g0,
2π
ω + ε2g0,2 + · · ·
De manie`re analogue au lemme 3.2, les termes g0,1 et g0,2 ne de´pendent que de Z˘
qπ
ω
, qπ
ω
−1
et Z˘
qπ
ω
, qπ
ω
−2. On a vu plus haut que ces derniers co¨ıncidaient avec K˘
qπ
ω
, qπ
ω
−1
int et K˘
qπ
ω
, qπ
ω
−2
int .
On en de´duit que
f0,1 = g0,1 et f0,2 = g0,2.
Les proble`mes (4.13) et (4.14) sont donc identiques ; ainsi u1plat,int[log ε] = v
1
plat[log ε].
• Pour µ = 2π
ω
, les termes uµint[log ε] et v
µ[log ε] sont ge´ne´riquement diffe´rents, car les
seconds membres f
0, 2π
ω
int et g
0, 2π
ω sont a priori distincts.
• Pour µ = 2, les termes u2int et v2 sont e´gaux. En effet il suffit d’e´crire les proble`mes qui
les de´finissent.
(4.15)
 α∆u2int[log ε] = f
1,1
int [log ε] + f
0,2
int [log ε] dans Ωint,
u2int[log ε] = U
2
plat,ext sur Γ,
ou` le terme exte´rieur est donne´ par (voir proposition 3.3) :
U2plat,ext|Γ = −α∂nu
1
plat,int|Γ +
c(x)
2
∂nu
0
plat,int|Γ.
Quant a` v2, il est solution de – voir (4.7)
(4.16)
 α∆v
2[log ε] = g1,1int [log ε] + g
0,2
int [log ε] dans Ωint,
v2[log ε] = −α∂nv1plat[log ε]− c(x)2 v1plat[log ε] sur Γ,
avec
v1plat[log ε]|Γ = −α∂nv
0
plat|Γ.
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On a vu plus haut que f0,2 = g0,2 et on peut montrer de meˆme que f1,1 = g1,1. En outre
u0plat,int = v
0
plat et u
1
plat,int[log ε] = v
1
plat[log ε], ce qui prouve que les proble`mes (4.15)
et (4.16) sont identiques. Les termes u2int[log ε] et v
2[log ε] co¨ıncident, leurs parties plates
sont donc elles aussi e´gales.
• Enfin u3int 6= v3 (ge´ne´riquement) car apparaˆıt une contribution a priori non nulle de la
partie non principale du Laplacien dans la partie exte´rieure de u3, qui n’a pas d’e´quivalent
pour le proble`me avec impe´dance.
On obtient bien ainsi le re´sultat annonce´.
Remarque. Si 2πω ≥ 3, l’e´nonce´ de la proposition 4.5 rejoint les re´sultats du chapitre 1,
ou` la ge´ome´trie est re´gulie`re.
4.3.3 Estimations d’erreur
The´ore`me 4.6 On a les estimations suivantes entre la solution inte´rieure uεint du
proble`me de transmission (4.1) et la solution vε du proble`me avec condition d’impe´-
dance (4.2) :
(4.17) ‖uεint − vε‖0,Ωint ≤ C[log ε] εmin(
2π
ω
,1+ π
ω
,3),
(4.18) ‖uεint − vε‖1,Ωint ≤ C[log ε] εmin(
π
ω
,3).
La notation [log ε] de´signe une de´pendance polynomiale en log ε.
De´monstration. Les de´veloppements asymptotiques de uεint et v
ε s’e´crivent
uεint=
∑
0≤µ<3
εµuµplat,int[log ε] + χ
∑
qπ
ω
<K
∑
0≤µ<3
cµq [log ε]ε
µ+ qπ
ω K
qπ
ω ( rε , θ) + O(ε3[log ε]),
vε =
∑
0≤µ<3
εµvµplat[log ε] + χ
∑
qπ
ω
<K
∑
0≤µ<3
dµq [log ε]ε
µ+ qπ
ω Z
qπ
ω ( rε , θ) + O(ε3[log ε]).
En vertu de la proposition 4.5, uµint = v
µ pour µ < min( 2π
ω
, 3). On peut donc affirmer que,
pour s = 0, 1,
(4.19)
∥∥∥∥∥∥
∑
0≤µ<3
εµuµplat,int[log ε]−
∑
0≤µ<3
εµvµplat[log ε]
∥∥∥∥∥∥
s,Ωint
≤ C[log ε] εmin( 2πω ,3).
Il reste a` e´tudier la partie des profils pour laquelle deux cas doivent eˆtre distingue´s.
• Si µ < min( 2πω , 3), alors les coefficients de singularite´ cµq [log ε] et dµq [log ε] co¨ıncident
(car uµint = v
µ). On conside`re donc la diffe´rence
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(4.20) Ξ(ε) = χ
∑
qπ
ω
<K
∑
0≤µ<3
εµ+
qπ
ω
[
cµq [log ε]K
qπ
ω
int − dµq [log ε]Z
qπ
ω
]
︸ ︷︷ ︸
= cµq [log ε](K
qπ
ω
int − Z
qπ
ω )
( r
ε
, θ).
Il s’agit alors d’estimer K
qπ
ω
int − Z
qπ
ω : la proposition 4.4 permet d’e´crire
K
qπ
ω
int − Z
qπ
ω = O
(
rmax(
qπ
ω
−3,− π
ω
)
)
,
donc ∥∥∥χ [K qπωint − Z qπω ] ( ·ε , θ)∥∥∥2
0,Ωint
≈
∫ ω
2
−ω2
∫ τ1
0
([
K
qπ
ω
int − Z
qπ
ω
]
( rε , θ)
)2
r dr dθ
= ε2
∫ ω
2
−ω2
∫ τ1
ε
0
([
K
qπ
ω
int − Z
qπ
ω
]
(R, θ)
)2
R dR dθ.
Or
([
K
qπ
ω
int − Z
qπ
ω
]
(R, θ)
)2
R ∼ Rβ, avec β = 2max( qπω − 3,− πω ) + 1.
− Si β < −1, c’est-a`-dire si q = 1 et π2 < ω < π, alors l’inte´grale
∫ +∞
0
Rβ dR converge,
donc ∥∥∥χ [K qπωint − Z qπω ] ( ·ε , θ)∥∥∥2
0,Ωint
≈ ε2.
− Sinon l’inte´grale diverge et∥∥∥χ [K qπωint − Z qπω ] ( ·ε , θ)∥∥∥2
0,Ωint
≈ ε1−β = ε2min(3− qπω , πω ).
On peut donc conclure quant a` l’ordre de grandeur de la somme Ξ(ε) (en norme L2) : les
termes du type β < −1 sont en
O (ε1+ πω+µ) ;
ceux qui correspondent a` β ≥ −1 sont d’ordre
O
(
εmin(3+µ,
(q+1)π
ω
+µ)
)
.
Le premier terme limitant correspond a` q = 1 et µ = 0 d’ou` l’estimation en norme L2 :
‖Ξ(ε)‖0,Ωint = O
(
εmin(3,
2π
ω
,1+ π
ω
)
)
.
Pour obtenir le re´sultat en norme H1, on doit estimer la norme∥∥∥χ∇(K qπωint − Z qπω )( ·ε , θ)∥∥∥2
0,Ωint
≈
∫ ω
2
−ω2
∫ τ0
ε
0
∣∣[∇K qπωint −∇Z qπω ](R, θ)∣∣2R dR dθ.
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La technique est la meˆme que pour les normes L2 :∣∣∣[∇K qπωint −∇Z qπω ] (R, θ)∣∣∣2R ∼ Rβ−2,
On distingue encore deux cas, selon que l’inte´grale
∫ +∞
0
Rβ−2 dR converge ou non. On
obtient
‖∇Ξ(ε)‖0,Ωint = O
(
εmin(3,
π
ω
)
)
.
• Si µ ≥ min( 2π
ω
, 3), il s’agit ici d’estimer inde´pendamment les profils K
qπ
ω
int(
·
ε
) et Z
qπ
ω ( ·
ε
)
pour r < τ1 (car on a tronque´ a` l’aide de χ ).∥∥∥χK qπωint( ·ε )∥∥∥2
0,Ωint
≈
∫ ω
2
−ω2
∫ τ1
0
‖K
qπ
ω
int(
r
ε
, θ)‖2r dr dθ =
∫ ω
2
−ω2
∫ τ1
ε
0
‖K
qπ
ω
int(R, θ)‖2ε2R dR dθ,
Comme
K
qπ
ω
int(R, θ) ∼ Z
qπ
ω (R, θ) ∼ s qπω (R, θ) = R qπω sin( qπ
ω
, θ) quand R→ +∞,
et comme l’inte´grale
∫ +∞
0
R2
qπ
ω R dR diverge,
∥∥∥χK qπωint( ·ε)∥∥∥2
0,Ωint
≈ ε2
∫ τ1
ε
0
R2
qπ
ω R dR ≈ ε−2 qπω .
Ainsi les termes qui apparaissent dans la somme (4.20) et qui correspondent a` des
coefficients de singularite´ diffe´rents (i.e. µ ≥ min( 2π
ω
, 3)) sont de l’ordre, en norme L2 :
εmin(
2π
ω
,3)+ qπ
ω
− qπ
ω = εmin(
2π
ω
,3).
Les meˆmes calculs peuvent eˆtre poursuivis pour la norme H1 :∥∥∥χ∇ [K qπωint( ·ε)]∥∥∥2
0,Ωint
≈
∫ ω
2
−ω2
∫ τ1
0
∣∣∣ε−1 [∇K qπωint] ( rε , θ)∣∣∣2 r dr dθ
=
∫ ω
2
−ω2
∫ τ1
ε
0
|∇K
qπ
ω
int(R, θ)|2R dR dθ,
Or ∇K
qπ
ω
int ≈ R
qπ
ω
−1, donc
∥∥∥χ∇K qπωint( ·ε )∥∥∥2
0,Ωint
≈
∫ τ1
ε
0
R2
qπ
ω
−2R dR ≈ ε−2 qπω .
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On a donc la meˆme estimation qu’en norme L2.
En conclusion, on a les estimations suivantes pour la partie des profils :
‖Ξ(ε)‖0,Ωint ≤ C[log ε] εmin(
2π
ω
,1+ π
ω
,3) ;
‖Ξ(ε)‖1,Ωint ≤ C[log ε] εmin(
π
ω
,3).
Combine´es a` l’estimation des parties plates (4.19), elles fournissent le re´sultat annonce´.
Remarque. Les estimations obtenues dans le the´ore`me 4.6 co¨ıncident avec celles du
chapitre 1 quand ω < π
3
. Cela signifie que pour des angles petits, la condition d’impe´dance
est aussi performante que dans le cas d’une ge´ome´trie re´gulie`re. A` l’inverse, son efficacite´
se de´grade se´rieusement pour des angles rentrants. En effet, quand ω est proche de 2π,
les estimations deviennent
‖uεint − vε‖0,Ωint ≤ C[log ε] ε
2π
ω ≈ ε et ‖uεint − vε‖1,Ωint ≤ C[log ε] ε
π
ω ≈ √ε.
On peut pre´ciser les termes qui produisent ces erreurs. Un examen attentif des de´mon-
strations des paragraphes pre´ce´dents montre que les termes limitants sont dus a` la
diffe´rence de KΛ,−
π
ω et ZΛ,−
π
ω . Il s’agit des premiers termes de´finis de manie`re non-
algorithmique dans le de´veloppement des profils ; ils contiennent une information in-
trinse`que a` chaque proble`me.
4.4 Re´sultats nume´riques
Le but de cette partie est de mettre en e´vidence nume´riquement les re´sultats du paragraphe
pre´ce´dent : on souhaite comparer la solution du proble`me de transmission avec celle du
proble`me avec condition d’impe´dance pour illustrer les estimations du the´ore`me 4.6.
4.4.1 Le proble`me
On s’inte´resse aux e´quations suivantes :
α∆uεint = fint dans Ωint,
∆uεext = 0 dans Ω
ε
ext,
uεint = u
ε
ext sur Γ,
α∂nu
ε
int = ∂nu
ε
ext sur Γ,
uεext = 0 sur Γ
ε
ext,
∂nu
ε
ext = 0 sur ΓN ,
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pose´es dans le domaine Ωε, repre´sente´ sur la figure 4.1. Les donne´es g et fext sont nulles
et on suppose fint plate au voisinage du coin Oint. Pre´cise´ment, on a pris, pour les calculs,
une fonction fint a` support compact dans Ωint :
fint(x, y) =
{
1 si x ≤ 12 ,
0 sinon.
Notons que le domaine conside´re´ ne rentre pas stricto sensu dans la cate´gorie conside´re´e
jusqu’ici. En effet plusieurs coins sont pre´sents dans Ωε et la couche mince ne recouvre
qu’une partie du bord de Ωint. Cependant comme les angles entre les demi-droites
de´finissant Γ et ΓN sont droits et la condition impose´e est de type Neumann, le principe
de re´flexion permet donc d’affirmer qu’aucune singularite´ ne sera excite´e dans ces coins.
L’e´tude qui pre´ce`de s’applique donc car la seule singularite´ au voisinage de la couche
mince se situe au coin inte´rieur (la singularite´ due au coin (0, 0) n’interfe`re pas avec la
couche mince).
C’est dans un but de simplicite´ qu’on a utilise´ un domaine polygonal pour les simulations
nume´riques, facilitant ainsi sensiblement l’ope´ration de maillage (l’influence d’une cour-
bure non nulle a e´te´ illustre´e au chapitre 1). La condition d’impe´dance d’ordre 2 co¨ıncide
donc, dans ce cas, avec la condition d’ordre 1.
ω
0
ΩεextΩint
ΓN
ΓN
Γ
Γ
Γεext
Γεext
ε
1
Fig. 4.1 – Le domaine Ωε utilise´ pour les calculs.
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4.4.2 La me´thode nume´rique
Afin de mettre en e´vidence les estimations du the´ore`me 4.6, il nous faut calculer d’une
part la solution du proble`me de transmission et, d’autre part, la solution du proble`me
avec condition d’impe´dance. Soient donc uε et vε les solutions des proble`mes variationnels
suivants
α
∫
Ωint
∇uεint∇ϕint dx+
∫
Ωεext
∇uεext∇ϕext dx = −
∫
Ωint
fint∇ϕint dx,
α
∫
Ωint
∇vε∇ϕ dx+ 1
ε
∫
Γ
vεϕ dσ = −
∫
Ωint
fint∇ϕ dx.
Pour construire une approximation de uε, on doit discre´tiser le domaine Ωε tout entier,
couche mince comprise. L’e´paisseur ε pouvant prendre des valeurs tre`s petites, c’est un
proble`me couˆteux : c’est justement pour cela qu’on essaie de trouver des conditions
d’impe´dance qui remplacent l’effet de la couche mince. On a choisi d’utiliser des e´le´ments
finis anisotropes dans la couche afin d’en limiter le nombre, et une interpolation de degre´
e´leve´ (Q6 en l’occurrence). On avait de´ja` rencontre´ cette difficulte´ dans le chapitre 1 pour
une ge´ome´trie re´gulie`re.
La pre´sence du coin d’ouverture ω dans le domaine Ωint donne naissance a` des singularite´s
dans la solution, et ce de´faut de re´gularite´ a aussi des conse´quences du point de vue
nume´rique (l’approximation de la solution est alors moins bonne). La combinaison d’un
raffinement de maillage ge´ome´trique (la taille des e´le´ments successifs est divise´e par 2
quand on se rapproche du coin) et d’une interpolation d’ordre e´leve´ permet ne´anmoins
d’approcher tre`s pre´cise´ment la partie singulie`re de la solution.
Les figures 4.2-4.5 qui suivent repre´sentent quelques-uns des maillages utilise´s dans les
calculs, pour diffe´rentes valeurs de l’angle ω. On a choisi une valeur de ε assez e´leve´e afin
que la couche mince apparaisse clairement sur les dessins.
Ajoutons que tous les calculs (aussi bien la de´finition du maillage que les calculs e´le´ments
finis) doivent eˆtre effectue´s en double pre´cision car la diffe´rence uεint − vε, qui est l’objet
de notre e´tude, devient tre`s petite quand ε est faible.
Le nombre de degre´s de liberte´ (taille du syste`me line´aire a` re´soudre) est de 2011 pour
les angles convexes (maillages en 53 e´le´ments) et de 4177 pour les maillages concaves
(comprenant 112 e´le´ments).
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Neumann
Neumann
Dirichlet
Dirichlet
Fig. 4.2 – Maillage pour ω = π
2
.
Neumann
Neumann
Dirichlet
Dirichlet
Fig. 4.3 – Maillage pour ω = π
3
.
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Neumann
Neumann
Neumann
Neumann
Dirichlet
Dirichlet
Fig. 4.4 – Maillage pour ω = 3π
2
.
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Neumann
Neumann
Neumann
Neumann
Dirichlet
Dirichlet
Fig. 4.5 – Maillage pour ω = 5π
4
.
4.4.3 Re´sultats des calculs
La mise en œuvre des me´thodes nume´riques a e´te´ faite a` l’aide de la bibliothe`que
d’e´le´ments finis Me´lina (voir [23]). Ce travail a ne´cessite´ le de´veloppement d’outils
incorpore´s actuellement au code ; des de´tails sont donne´s en annexe.
Re´sultats pour ω = π
2
On utilise une famille de maillages du type de celui de la figure 4.2, en faisant varier
l’e´paisseur ε de la couche mince. Pre´cise´ment,
ε = 2−j , j = 1, . . . , 15.
La figure 4.6 repre´sente, en coordonne´es logarithmiques, la norme L2 de la diffe´rence
uεint − vε en fonction de ε. L’estimation (4.17) s’e´crit, dans le cas ω = π2 :
‖uεint − vε‖0,Ωint ≤ C[log ε] ε3.
La droite obtenue sur le graphe 4.6 est de pente voisine de 3, ce qui est en accord avec
l’estimation pre´ce´dente.
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◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
◦
10−5 10−4 10−3 10−2 10−1 100
10−16
10−14
10−12
10−10
10−8
10−6
10−4
10−2
100
ε
‖uεint − vε‖L2(Ωint)
Fig. 4.6 – Re´sultats en norme L2 pour ω = π
2
.
Ces re´sultats justifient l’utilisation d’une me´thode pre´cise d’approximation, puisque les
erreurs sont voisines de 10−16 pour les plus petites valeurs de ε.
La figure 4.7 re´sume les re´sultats en norme H1 : la pente de la droite obtenue est voisine
de 2 et l’estimation (4.18) fournit
‖uεint − vε‖1,Ωint ≤ C[log ε] ε2.
L’e´ventuelle pre´sence de termes en log ε ne peut pas eˆtre mise en e´vidence par le calcul,
car leur effet est ne´gligeable devant toute puissance de ε.
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◦
◦
◦
10−5 10−4 10−3 10−2 10−1 100
10−16
10−14
10−12
10−10
10−8
10−6
10−4
10−2
100
ε
‖uεint − vε‖H1(Ωint)
Fig. 4.7 – Re´sultats en norme H1 pour ω = π2 .
Calculs pour diffe´rentes valeurs de ω
Afin d’e´tudier la de´pendance de la diffe´rence uεint−vε en fonction de l’angle ω, on a effectue´
les meˆmes calculs que pour ω = π2 ; la figure 4.8 repre´sente, en coordonne´es logarithmiques
les re´sultats obtenus pour les valeurs suivantes de ω (tant convexes que concaves) :
ω =
7π
4
,
5π
3
,
3π
2
,
4π
3
,
5π
4
,
8π
7
,
4π
5
,
3π
4
,
2π
3
,
π
2
,
π
3
,
π
4
.
Les tableaux 4.9 et 4.10 donnent les pentes calcule´es a` partir des courbes 4.8 ; on a e´crit
en caracte`res penche´s la ligne qui est retenue comme valeur de la pente moyenne. En
effet, les valeurs les plus de ε correspondent a` un comportement pre´-asymptotique et la
valeur n’a pas de rapport avec la pente the´orique issue du the´ore`me 4.6. D’autre part, les
valeurs trop petites de ε conduisent a` des erreurs uεint−vε tellement faibles que l’erreur de
discre´tisation peut interfe´rer. C’est aussi la raison pour laquelle on a pre´fe´re´ faire figurer
les pentes successives plutoˆt qu’une pente moyenne. On retiendra la valeur des pentes au
voisinage de ε = 5.10−3 pour estimer les ordres de convergence.
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π
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5
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4
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ω = 7π
4
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3
, 3π
2
, 4π
3
, 5π
4
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7
Fig. 4.8 – Re´sultats en norme L2 pour diffe´rentes valeurs de ω.
Chaque courbe correspond a` une valeur de ω.
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ε
7π
4
5π
3
3π
2
4π
3
5π
4
8π
7
0.707E + 00 1.562 1.801 2.076 2.203 2.245 2.300
0.354E + 00 1.245 1.425 1.741 1.945 2.013 2.077
0.177E + 00 1.155 1.266 1.541 1.785 1.883 1.982
0.884E − 01 1.135 1.209 1.423 1.664 1.780 1.914
0.442E − 01 1.133 1.194 1.365 1.582 1.700 1.855
0.221E − 01 1.135 1.192 1.342 1.536 1.648 1.808
0.110E − 01 1.138 1.194 1.334 1.513 1.620 1.776
0.552E − 02 1.141 1.197 1.332 1.503 1.606 1.759
0.276E − 02 1.185 1.223 1.339 1.500 1.600 1.750
0.138E − 02 1.229 1.257 1.352 1.503 1.599 1.746
0.691E − 03 1.300 1.328 1.402 1.521 1.606 1.746
0.345E − 03 1.376 1.394 1.464 1.565 1.632 1.751
0.173E − 03 1.455 1.434 1.478 1.587 1.659 1.766
0.863E − 04 1.574 1.514 1.491 1.569 1.645 1.771
Fig. 4.9 – Pentes calcule´es sur le graphe 4.8 (angles concaves).
Remarques.
• La valeur de ε de la premie`re colonne correspond a` la moyenne ge´ome´trique des valeurs
utilise´es pour calculer la pente.
• La ligne en caracte`res penche´s est conserve´e comme estimation de la pente moyenne.
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ε
4π
5
3π
4
2π
3
π
2
π
3
π
4
0.707E + 00 1.909 1.947 2.024 2.260 2.606 2.489
0.354E + 00 2.016 2.067 2.173 2.484 2.728 2.361
0.177E + 00 2.104 2.173 2.312 2.688 2.651 2.435
0.884E − 01 2.183 2.268 2.429 2.841 2.638 2.603
0.442E − 01 2.245 2.335 2.501 2.929 2.746 2.751
0.221E − 01 2.281 2.368 2.529 2.969 2.851 2.855
0.110E − 01 2.294 2.376 2.531 2.985 2.919 2.921
0.552E − 02 2.293 2.371 2.523 2.992 2.958 2.959
0.276E − 02 2.287 2.362 2.515 2.995 2.979 2.979
0.138E − 02 2.280 2.353 2.508 2.993 2.989 2.989
0.691E − 03 2.271 2.343 2.496 2.980 2.994 2.995
0.345E − 03 2.258 2.327 2.477 2.950 2.995 2.990
0.173E − 03 2.240 2.309 2.457 2.906 3.035 2.978
0.863E − 04 2.233 2.304 2.441 2.899 3.028 2.956
Fig. 4.10 – Pentes calcule´es sur le graphe 4.8 (angles convexes).
Remarques.
• La valeur de ε de la premie`re colonne correspond a` la moyenne ge´ome´trique des valeurs
utilise´es pour calculer la pente.
• La ligne en caracte`res penche´s est conserve´e comme estimation de la pente moyenne.
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Le graphe 4.11 repre´sente les re´sultats obtenus en norme H1, et les tableaux 4.12 et 4.13
pre´sentent les pentes successives calcule´es a` partir des courbes 4.11.
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5
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3
Fig. 4.11 – Re´sultats en norme H1 pour diffe´rentes valeurs de ω.
Chaque courbe correspond a` une valeur de ω.
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ε
7π
4
5π
3
3π
2
4π
3
5π
4
8π
7
0.707E + 00 0.502 0.532 0.515 0.334 0.186 0.013
0.354E + 00 0.526 0.558 0.637 0.632 0.552 0.284
0.177E + 00 0.537 0.565 0.658 0.733 0.730 0.612
0.884E − 01 0.546 0.573 0.661 0.763 0.796 0.777
0.442E − 01 0.554 0.581 0.661 0.767 0.816 0.851
0.221E − 01 0.561 0.588 0.662 0.762 0.816 0.878
0.110E − 01 0.565 0.593 0.664 0.757 0.811 0.883
0.552E − 02 0.569 0.597 0.665 0.754 0.807 0.882
0.276E − 02 0.605 0.619 0.673 0.753 0.804 0.880
0.138E − 02 0.683 0.674 0.695 0.763 0.810 0.884
0.691E − 03 0.768 0.768 0.769 0.801 0.835 0.900
0.345E − 03 0.856 0.834 0.830 0.858 0.885 0.939
0.173E − 03 1.079 0.995 0.920 0.916 0.935 0.986
0.863E − 04 1.341 1.223 1.070 0.999 0.997 1.028
Fig. 4.12 – Pentes calcule´es sur le graphe 4.11 (angles concaves).
Remarques.
• La valeur de ε de la premie`re colonne correspond a` la moyenne ge´ome´trique des valeurs
utilise´es pour calculer la pente.
• La ligne en caracte`res penche´s est conserve´e comme estimation de la pente moyenne.
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ε
4π
5
3π
4
2π
3
π
2
π
3
π
4
0.707E + 00 0.236 0.348 0.525 0.864 1.310 1.513
0.354E + 00 0.549 0.668 0.838 1.204 1.752 1.912
0.177E + 00 0.818 0.919 1.081 1.485 2.155 2.202
0.884E − 01 1.002 1.095 1.257 1.695 2.477 2.427
0.442E − 01 1.121 1.208 1.370 1.833 2.694 2.625
0.221E − 01 1.187 1.271 1.433 1.911 2.826 2.777
0.110E − 01 1.220 1.302 1.465 1.952 2.904 2.876
0.552E − 02 1.236 1.318 1.482 1.974 2.947 2.934
0.276E − 02 1.244 1.327 1.491 1.982 2.965 2.966
0.138E − 02 1.249 1.330 1.490 1.969 2.975 2.983
0.691E − 03 1.249 1.323 1.473 1.969 3.018 2.991
0.345E − 03 1.236 1.308 1.478 2.060 3.101 2.992
0.173E − 03 1.250 1.356 1.578 2.235 3.159 2.985
0.863E − 04 1.357 1.489 1.736 2.431 3.184 2.957
Fig. 4.13 – Pentes calcule´es sur le graphe 4.11 (angles convexes).
Remarques.
• La valeur de ε de la premie`re colonne correspond a` la moyenne ge´ome´trique des valeurs
utilise´es pour calculer la pente.
• La ligne en caracte`res penche´s est conserve´e comme estimation de la pente moyenne.
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Afin de comparer les pentes estime´es au moyen des figures 4.8 et 4.11 avec les pentes
the´oriques issues du the´ore`me 4.6, on a trace´ sur les figures 4.14 et 4.15 les valeurs
obtenues nume´riquement (cf. lignes en caracte`res penche´s dans les tableaux pre´ce´dents)
avec les pentes the´oriques suivantes, voir estimations (4.17) et (4.18) :
en norme L2,

2π
ω
si π
ω
< 1,
π
ω + 1 si 1 ≤ πω < 2,
3 si πω > 2.
en norme H1,

π
ω
si π
ω
< 3,
3 si π
ω
> 3.
Dans les graphe 4.14 et 4.15, les lignes en traits pleins correspondent aux pentes the´oriques
ci-dessus et les points (•) aux pentes obtenues nume´riquement. Les points repe´re´s par le
symbole (◦) correspondent a` la valeur de la pente en l’absence de coin dans le domaine ;
cette situation rele`ve du chapitre 1.
◦
••
•
••
•
• •
•
• • •
0.
0.5
1.
1.5
2.
2.5
3.
3.5
0. 0.5 1. 1.5 2. 2.5 3. 3.5 4.
π
ω
pente
︸ ︷︷ ︸︸ ︷︷ ︸︸ ︷︷ ︸
2π
ω
1 +
π
ω
3
Fig. 4.14 – Pentes the´oriques et estime´es (norme L2).
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Fig. 4.15 – Pentes the´oriques et estime´es (norme H1).
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4.5 Conclusion
La construction de de´veloppements asymptotiques multi-e´chelle a permis d’obtenir des
estimations d’erreur optimales entre la solution du proble`me de transmission et celle du
proble`me avec condition d’impe´dance d’ordre 2. L’ouverture ω de l’angle du coin joue un
roˆle de´terminant.
– Pour les angles infe´rieurs a` π3 , la performance est la meˆme que dans le cas d’un do-
maine re´gulier, e´tudie´ au chapitre 1. Notons que dans cette situation, les singularite´s
du proble`me inte´rieur sont relativement re´gulie`res. Le de´but du de´veloppement asymp-
totique peut donc eˆtre construit comme au chapitre 1, si bien qu’il n’est pas ne´cessaire
de recourir a` l’utilisation de profils pour obtenir l’estimation d’erreur en ε3.
– Pour les angles proches de 2π, l’approximation de la couche mince par la condition
d’impe´dance est tre`s fortement de´grade´e : en norme H1, on a seulement une convergence
en
√
ε, ce qui est tre`s lent. Ce phe´nome`ne a e´te´ observe´ par les inge´nieurs, sans jusqu’ici
pouvoir eˆtre quantifie´.
– Pour les angles interme´diaires, la condition d’impe´dance est moins performante qu’en
l’absence de coin. Meˆme pour les angles entre π
2
et π, pourtant convexes, la de´gradation
est sensible, puisque la convergence se situe entre ε et ε2 au lieu de ε3.
Les re´sultats nume´riques pre´sente´s au paragraphe pre´ce´dent confortent en tout point
l’e´tude the´orique faite dans ce chapitre.
On souhaiterait remplacer la condition d’impe´dance par une autre condition dans le cas
ou` sa performance est de´grade´e par la pre´sence d’un coin. L’e´tude qui pre´ce`de montre que
l’erreur est produite par la diffe´rence
KΛ,−
π
ω − ZΛ,− πω ,
premiers termes “non-algorithmiques” dans le de´veloppement des profils relatifs a` chaque
proble`me. Une analyse comple´mentaire est ne´cessaire afin de savoir si la condition
d’impe´dance peut-eˆtre modifie´e de manie`re a` compenser cette quantite´.
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Annexe
Approximation de degre´ e´leve´
avec Me´lina
Tous les tests nume´riques pre´sente´s dans ce document ont e´te´ re´alise´s a` l’aide du code
Me´lina (voir [23]). Ce code est installe´ et utilise´ dans plusieurs laboratoires, en particulier
a` l’IRMAR et a` l’ENSTA (Paris).
La bibliothe`que d’e´le´ments finis Me´lina consiste en un ensemble de routines (en For-
tran 77 pour l’instant, une version C++ est en cours de re´alisation) qui permettent a`
l’utilisateur de de´finir et re´soudre des proble`mes aux limites elliptiques. Bien queMe´lina
ait e´te´ a` l’origine conc¸u pour traiter des proble`mes en domaine non borne´, il est aujourd’hui
largement utilise´ dans la re´solution de proble`mes en domaine borne´, comme c’est le cas
ici.
Pour re´soudre un proble`me aux limites avec Me´lina, deux e´le´ments sont ne´cessaires :
– un maillage qui de´finit la ge´ome´trie du (ou des) domaine(s) ;
– la formulation variationnelle du proble`me.
Il suffit alors d’e´crire au format approprie´ la formulation variationnelle (conditions
aux limites comprises) et de pre´ciser le type d’e´le´ment fini a` utiliser (Lagrange P1,
par exemple). La mise au point d’un programme pour re´soudre un proble`me ne´cessite
l’e´criture de trois fichiers (d’une trentaine de lignes chacun pour l’application qui nous a
inte´resse´ ici) : le premier de´finit la formulation variationnelle, le deuxie`me les fonctions
annexes utilise´es et le troisie`me commande les actions d’assemblage, de re´solution et de
renseignement des fichiers re´sultats.
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Maillage
degre´ d’interpolation ge´ome´trique
Fonctions-tests
degre´ d’interpolation fonctionnel
Formulation variationnelle
∀v ∈ V, a(u, v) = l(v)
Re´solution du syste`me line´aire
Construction du maillage
momemodulef
Post-traitement
grame matlab
Construction de maillages
parame´triques de haut
degre´.
mailme
Visualisation de maillages
de haut degre´.
mevisu
•
Introduction d’e´le´ments finis
nodaux quadrangulaires de haut
degre´ (Qp pour p ≤ 10)
Fig. A – Organisation du code Me´lina et des modules pe´riphe´riques.
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Des utilitaires sont disponibles pour la traduction de maillages construits a` l’aide du
logiciel Modulef (voir [19]) et la visualisation des re´sultats : il s’agit du traducteur mome
et de l’interface graphique grame.
L’organigramme de la figure A re´sume les fonctionnalite´s du code. Une partie du travail
de the`se a consiste´ en l’apport de nouvelles fonctionnalite´s ; ces dernie`res correspondent
aux cases grise´es. Il s’agit essentiellement de l’introduction d’e´le´ments finis de haut degre´
quadrangulaires, tant ge´ome´triques que fonctionnels. Sont de´sormais disponibles dans
Me´lina (pour une documentation pre´cise, voir [23]) :
– un module matlab (mailme) de maillage de domaines simples (polygones, couronnes)
a` l’aide d’e´le´ments finis nodaux quadrangulaires d’ordre p ≤ 10. Ce module a permis
de construire les maillages utilise´s dans les calculs pre´sente´s au chapitre 1, en faisant
varier l’e´paisseur ε de la couche mince ;
– un programme de visualisation (mevisu) de maillages au format Me´lina (avec lequel
les dessins de maillage du chapitre 4 ont e´te´ obtenus) ;
– les e´le´ments finis nodaux Qp (p ≤ 10) aux points e´quidistants et aux abscisses de
Gauss-Lobatto.
Fig. B – Screenshot du mailleur mailme.
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Fig. C – Screenshot du visualiseur de maillage mevisu.
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Index des notations
Chapitre 1
ε E´paisseur de la couche mince, destine´e a` tendre vers 0. (p. 15)
Ωint Domaine inte´rieur dont le bord est re´gulier. (p. 15)
Γ Bord du domaine inte´rieur Ωint. (p. 15)
Ωεext Couche mince uniforme autour du domaine inte´rieur d’e´paisseur ε. (p. 15)
Ωε Domaine avec couche mince. (p. 15)
Γεext Bord du domaine Ω
ε. (p. 15)
uε Solution du proble`me de transmission dans Ωε. (p. 16)
Rε Carre´ (−1, 1)× (−1, 1 + ε). (p. 18)
R˜ε Carre´ (−2, 2)× (−2, 1 + ε). (p. 18)
R̂ε Carre´ (−3, 3)× (−3, 1 + ε). (p. 18)
χ Fonction de troncature valant 1 dans Rε et 0 dans R̂ε\R˜ε. (p. 18)
⊑ Relation d’ordre sur les ensembles mode`les au voisinage du bord. (p. 19)
(t, s) Coordonne´es locales dans Ωεext, t est l’abscisse curviligne et s la variable
normale (0 ≤ s ≤ ε). (p. 27)
(t, S) Coordonne´es semi-dilate´es dans Ωεext : S = ε
−1s. (p. 28)
Aℓ Ope´rateurs intervenant dans le de´veloppement en puissances de ε du
Laplacien dans le domaine exte´rieur. (p. 28)
F ℓext Fonction intervenant dans le de´veloppement de Taylor de fext dans la
variable dilate´e S. (p. 28)
rNε Reste d’ordre N dans le de´veloppement asymptotique de u
ε. (p. 31)
142 Index des notations
vε[0] Solution du proble`me avec condition d’impe´dance d’ordre 0. (p. 34)
vε[1] Solution du proble`me avec condition d’impe´dance d’ordre 1. (p. 34)
vε[2] Solution du proble`me avec condition d’impe´dance d’ordre 2. (p. 36)
Qp Espace vectoriel des polynoˆmes de deux variables, de degre´ au plus p par
rapport a` chacune d’entre elles. (p. 38)
FK Fonction faisant correspondre l’e´le´ment courantK a` l’e´le´ment de re´fe´rence
K̂ = [0, 1]× [0, 1]. (p. 38)
Chapitre 2
Q Domaine angulaire infini avec couche d’e´paisseur 1. (p. 46)
G Bord inte´rieur du domaine Q. (p. 46)
V Espace variationnel associe´ au proble`me de transmission dans le domaine
mode`le. (p. 47)
(r, θ) Coordonne´es polaires dans le domaine inte´rieur, tangentielle-normale dans
la partie exte´rieure. (p. 50)
ζ Fonction de troncature valant 0 au voisinage du coin. (p. 51)
Q˘ Domaine “polaire” correspondant au domaine carte´sien Q. (p. 51)
F ∗ Ope´rateur permettant de de´finir une fonction sur Q a` partir d’une fonction
de Q˘. (p. 51)
∆˘ Laplacien en coordonne´es polaires. (p. 52)
Θint Intervalle (−ω2 , ω2 ). (p. 53)
sλ Fonction singulie`re en rλ. (p. 54)
Θ±ext Intervalle ±(ω2 , ω2 + 1). (p. 54)
Sλ(Q˘) Espace des fonctions singulie`res. (p. 55)
KΛ Solution au proble`me de transmission dans Q, dont le comportement a`
l’infini est donne´ par sΛ. (p. 56)
KΛ,µ E´le´ment du de´veloppement de KΛ : Λ rappelle son origine et µ est
l’exposant tel que KΛ,µ ∈ F ∗(Sµ(Q˘)). (p. 56)
uΛ,p Solution variationnelle du proble`me de transmission : Λ rappelle l’origine
du proble`me et p le degre´ jusqu’ou` on a pousse´ le de´veloppement sur-
variationnel. (p. 56)
Q˜ Bande infinie R× (−ω2 − 1, ω2 + 1). (p. 59)
(t, θ) Coordonne´es dans la bande Q˘ : t = log r. (p. 59)
Tint Ope´rateur sur Q˘int correspondant au laplacien dans Qint. (p. 60)
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Text Ope´rateur sur Q˘ext correspondant au laplacien dans Q
ε
ext. (p. 60)
Ttr Ope´rateur sur G˜ correspondant a` la condition de transmission sur G.
(p. 60)
Kmγ (Q˜) Espace a` poids : m est l’ordre de de´rivation, γ de´finit le poids. (p. 64)
u˜0 Partie tronque´e au coin de la solution variationnelle : u˜0 = ζu˜Λ,p. (p. 66)
uˆ Transforme´e de Mellin de u˜. (p. 67)
‖·‖Hm(Θ,ρ) Norme a` poids sur Hm(Θ). (p. 68)
κ Transforme´e de Mellin de u˜0. (p. 69)
Rint Ope´rateur de re´solution inte´rieure en la variable angulaire. (p. 71)
Rext Ope´rateur de re´solution exte´rieure en la variable normale. (p. 71)
QΛ Ensemble des poˆles. (p. 71)
Wβ Solution du proble`me de transmission dans Q avec un second second
membre inte´rieur donne´ par rΛ−2 cosβ1 θ sinβ2 θ (β = (β1, β2) et |β| =
Λ− 2). (p. 79)
Wβ,µ E´le´ment du de´veloppement de Wβ ; β rappelle son origine et µ est
l’exposant tel que Wβ,µ ∈ F ∗(Sµ(Q˘)). (p. 79)
Chapitre 3
Ωint Domaine inte´rieur dont le bord comporte un coin. (p. 81)
Γ Bord du domaine inte´rieur Ωint. (p. 81)
Oint Point de Γ ou` Ωint pre´sente un coin. (p. 81)
ω Ouverture du secteur angulaire au coin, ω ∈ (0, 2π). (p. 81)
Ωεext Couche mince uniforme autour du domaine inte´rieur d’e´paisseur ε. (p. 81)
Ωε Domaine avec couche mince. (p. 81)
Γεext Bord du domaine Ω
ε. (p. 81)
uε Solution du proble`me de transmission dans Ωε. (p. 82)
(r, θ) Coordonne´es polaires centre´es au coin Oint, avec −ω2 < θ < ω2 . (p. 82)
~n(x) Normale unitaire exte´rieure a` Ωint au point x ∈ Γ. (p. 82)
~τ(x) Tangente unitaire a` Γ au point x ∈ Γ. (p. 82)
~ν(x) Champ de vecteurs non-unitaires permettant de repre´senter la couche
mince sous forme tensorielle. (p. 83)
ℓΓ Longueur de la courbe Γ. (p. 83)
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(t, s) Coordonne´es locales dans la couche mince : t est tangentielle, s est selon
la direction ~ν. (p. 83)
(t, S) Coordonne´es semi-dilate´es dans la couche mince : S = ε−1s. (p. 86)
Aℓ Ope´rateurs intervenant dans le de´veloppement du Laplacien dans les
coordonne´es (t, S). (p. 87)
a(t) Fonction intervenant dans le de´veloppement de la de´rive´e normale dans
les coordonne´es (t, S). (p. 87)
s
π
ω Premie`re fonction singulie`re, voir chapitre 2. (p. 88)
χ Fonction de troncature radiale valant 1 pour r < τ0 et 0 pour r > τ1.
(p. 89)
c0q Coefficient de singularite´ de rang q pour u
0
int. (p. 92)
u0plat,int Partie plate de u
0
int. (p. 92)
s
qπ
ω Fonction singulie`re, voir chapitre 2. (p. 92)
K
qπ
ω Profil correspondant a` s
qπ
ω , voir chapitre 2. (p. 92)
k0ε Terme correctif relatif a` u
0. (p. 93)
s
qπ
ω
0 Prolongement par 0 a` l’exte´rieur de s
qπ
ω . (p. 93)
U Ensemble des exposants µ. (p. 93)
f0,µ Fonctions intervenant dans le de´veloppement de ∆k0ε . (p. 93)
[log ε] De´signe une de´pendance polynomiale en log ε. (p. 93)
uµplat Terme plat de rang µ dans le de´veloppement de u
ε. (p. 99)
rNε Reste d’ordre N dans le de´veloppement de u
ε. (p. 99)
cµq Coefficient de singularite´ de rang q correspondant a` u
µ
int. (p. 99)
Wβ Profil correspondant au proble`me non-homoge`ne, voir chapitre 2. (p. 102)
Chapitre 4
Ωint Domaine inte´rieur dont le bord comporte un coin. (p. 105)
Γ Bord du domaine inte´rieur Ωint. (p. 105)
Oint Point de Γ ou` Ωint pre´sente un coin. (p. 105)
ω Ouverture du secteur angulaire au coin, ω ∈ (0, 2π). (p. 105)
Ωεext Couche mince uniforme autour du domaine inte´rieur d’e´paisseur ε. (p. 105)
Ωε Domaine avec couche mince. (p. 105)
Γεext Bord du domaine Ω
ε. (p. 105)
uε Solution du proble`me de transmission dans Ωε. (p. 106)
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vε Solution du proble`me avec condition d’impe´dance d’ordre 2. (p. 106)
s
kπ
ω Fonction singulie`re, voir chapitre 2. (p. 107)
Sµ(Q˘int) Espace des fonctions singulie`res, voir chapitre 2. (p. 107)
QΛ0 ∪Q− Ensemble des poˆles, voir chapitre 2. (p. 107)
ZΛ Solution au proble`me d’impe´dance dans Qint, dont le comportement a`
l’infini est donne´ par sΛ. (p. 108)
ZΛ,µ E´le´ment du de´veloppement de ZΛ : Λ rappelle son origine et µ est
l’exposant tel que ZΛ,µ ∈ F ∗(Sµ(Q˘)). (p. 108)
F ∗ Ope´rateur permettant de de´finir une fonction sur Q a` partir d’une fonction
de Q˘, voir chapitre 2. (p. 108)
vµplat Termes plats dans le de´veloppement asymptotique de v
ε. (p. 108)
dµq Coefficient de singularite´ de rang q correspondant a` v
µ
int. (p. 108)
U Ensemble des exposants µ, voir chapitre 3. (p. 108)
Analyse multi-e´chelle et conditions aux limites approche´es
pour un proble`me avec couche mince dans un domaine a` coin.
Re´sume´
Ce travail porte sur l’analyse asymptotique d’un proble`me de transmission avec
couche mince dans un domaine bidimensionnel a` coin. Pre´cise´ment, on construit un
de´veloppement asymptotique de la solution en fonction de l’e´paisseur de la couche.
La pre´sence d’un coin engendre des singularite´s qui compromettent la construction
habituelle du de´veloppement, par re´solution alternative entre le domaine inte´rieur
et la couche. Celles-ci sont traite´es par l’introduction de profils construits dans un
domaine infini avec couche d’e´paisseur 1 a` l’aide de la transformation de Mellin.
On s’inte´resse ensuite a` la performance de la condition aux limites approche´e, dont
on sait qu’elle remplace l’effet de la couche mince jusqu’a` l’ordre 3 dans le cas d’un
domaine re´gulier. On montre que la pre´sence d’un coin de´te´riore son efficacite´, ce
d’autant plus que l’angle d’ouverture est grand. Des calculs nume´riques ont e´te´
effectue´s, qui confirment les re´sultats the´oriques obtenus.
Multiscale analysis and approximate boundary conditions
for a problem with thin layer in a corner domain.
Abstract
This work consists in the asymptotic analysis of a transmission problem with
thin layer in a two-dimensional corner domain. An asymptotic expansion of the
solution with respect to the thickness of the layer is constructed. Due to the corner,
singularities appear which prevent from constructing the expansion through an
alternative resolution between the interior domain and the layer. The singularities
are handled with the help of profiles constructed in an infinite domain with layer of
thickness 1 via the Mellin transform.
Next, the efficiency of the approximate boundary condition (obtained for smooth
domains) is studied. We show that the performance deteriorates for corner domains,
especially when the opening of the corner is large. Numerical tests are given, which
confirm the theoretical results.
