It is well known that proportional output feedback control can stabilize any relative-degree one, minimum-phase system if the sign of the feedback is correct and the proportional gain is high enough. Moreover, there exist simple adaptation laws for tuning the proportional gain (so-called high-gain adaptive controllers) which do not need to know the system and do not attempt to identify system parameters.
By Gronwall's inequality, we have jx1(t) 0 1(t)j 2 R e Ct t 0 jx2(s) 0 2(s)j 2
R ds
Const. sup t jx 2 (t) 0 2 (t)j 2 R : (32) It is easy to show that x 2 (t) 0 2 (t) satisfies d(x2(t) 0 2(t)) = 0 d 2 (t) dt dt + f2(x1(t); x2(t)) dt + dw2(t): 
By using the Ito lemma and (7), we obtain for some k 2 
From the recent results given by Shepp and Zeitouni [5] , we have
2 ) dw2(t)j sup t jw2(t)jR g ! 1; 9c > 0 and Efexpfc T 0 k 3 (s; ) dw 2 (t)j sup t jw 2 (t)j R g ! 1; 9c > 0 ! 0 for any k 2 L 2 (0; T ; R p ). Hence we can derive the desired results.
I. INTRODUCTION
In this paper, we will show that the ideas and techniques of highgain adaptive output feedback stabilization carry over when the output of the system is not available continuously but is only available at sampled instants of time. This situation arises naturally when digital computations of control inputs are used.
It is well known (see, [13] ) that u(t) = 0k(t)y(t); _ k(t) = y 2 (t)
is a continuous-time, high-gain adaptive stabilizer for the class of minimum-phase systems with positive high-frequency gain. This controller arose from the work of [6] and has been developed by [5] , [4] , [2] , [11] , [3] , [1] , and [12] , to name but a few. While not all of these papers deal with adaptive control of minimum-phase systems, they are all similar in spirit in the sense that the adaptation of the controller gain is not based on any attempt to identify the parameters of the system. We continue in this spirit but focus on developing a mechanism to deal with the restriction that the output is only available at sampled time instants. The main novelty, which distinguishes this problem from either continuous or discrete-time adaptive control, is the need to develop suitable mechanisms for adjusting a variable sampling rate. Reference [9] is the only paper we are aware of which deals with this issue. We focus on adaptive stabilization of minimum-phase multiinput/multi-output systems with the spectrum of the high-frequency gain unmixed. These systems are high-gain stabilizable. While this might be considered a restriction, it is precisely in this high-gain case that the conflict between gain adaptation and sampling is most apparent. Variable sampling could of course be considered in many other situations in adaptive control.
More precisely, we consider systems to be stabilized to be of the form _ x(t) = Ax(t) + Bu(t); y(t) = Cx(t);
where A 2 IR n2n ; B; C T 2 IR n2m ; x 0 2 IR n and n are all unknown. The assumption that (1) is minimum phase means that det sI n 0 A B C 0 6 = 0; for all s 2 C + :
The assumption that the high-frequency gain CB is unmixed means that (sCB) C + for some unknown s 2 f01; 1g: (3)
The sign of the high-frequency gain is called positive if and only if (CB) C+:
The control objectives are described as follows. Design a simple scalar adaptation law k j+1 = f (k j ; y j ); t j+1 = g(t j ; k j ) (5) so that the proportional sampled-data output feedback u(t) = 0kjyj; t2 [tj ; tj+1) (6) which uses only sampled output information yj := y(tj); when applied to a system (1) satisfying (2) and either (3) or (4), yields a closed-loop system (1), (5), (6) with convergent gain adaptation, positive sampling interval length, and stabilized sampled output, i.e., The paper is organized as follows. Section II is devoted to sampleddata adaptive stabilization of multivariable systems satisfying (2) and either (3) or (4), while in Section III we study the intersampling behavior and prove that under additional mild assumptions we can guarantee that the continuous-time state x(t) tends to zero.
II. SAMPLING STABILIZATION OF MULTIVARIABLE SYSTEMS
The following theorem is the main result of this section. An adaptive gain and sampling time mechanism is presented which stabilizes the output at the sampling instants and guarantees convergent gain and sampling period adaptation.
Theorem 2.1: Suppose the system (1) satisfies (2) and (4), i.e., (1) is minimum phase with positive high-frequency gain. Define the adaptive-sampling output feedback law by u(t) = 0kiyi; t2 [ti; ti+1) (7) where yi := y(ti); and fkjg j2IN and ftjg j2IN are generated by the gain and sampling-time adaptation mechanism
with t 0 = 0 and k 0 > 1: Then the closed-loop system (1), (7) , and (8) admits a unique solution x(1) defined on the whole half-axis [0; 1): Furthermore:
1) lim i!1 k i = k 1 2 IR;
2) limi!1 hi = h1 > 0;
3) fy i g i2IN 2 l 2 :
Before proving this result we discuss the underlying adaptation, especially the adaptation of the sampling rate.
Remark 2.2-1): The basic ideas underlying Theorem 2.1 can be motivated by considering the simplest situation of scalar systems _ x(t) = ax(t) + bu(t); y(t) = cx(t);
x(0) = x 0 (9) where a; b; c; x 0 2 IR all unknown. It is well known (see, e.g., [13] ) that the continuous-time adaptive control law u(t) = 0k(t)y(t); _ k(t) = y 2 (t) (10) will stabilize any system given by (9) with cb > 0: The reason, loosely speaking, is that in the resulting closed-loop system _ x(t) = [a 0 k(t)cb]x(t) (11) k(t) must increase until a0k(t)cb is negative, after which x(t) tends to zero exponentially and k(t) converges to a finite limit.
A Euler discretization of the k dynamics in (10), with a step length j ; is given by
On the other hand, sampling (11) on a sampling interval of length hj gives x(tj) determined approximately by a Euler discretization of (11) with step length h j : Since the "stiffness" of (11) increases affinely with k(t); one would to need to sample (11) at a rate faster than 1=k(t): It is also natural to sample the x-dynamics (which are responding to changes in k) more rapidly than the numerical integration of the k-dynamics. With these observations in mind we choose j = 1 log k j (13) and h j = t j+1 0 t j = [k j log k j ] 01 = o( j ):
(14)
Note that (12) and (13) coincide with (8), k j is monotonically increasing and hj given by (14) is monotonically decreasing. If k is large enough, so that a 0 kcb is negative and the continuous-time system (2.5) is stable, and the sampling period h j is small enough, then exponential decay of x(t) can be expected.
2): The idea of using a variable sampling rate has been considered by [9] . Our approach differs from this work in two crucial aspects. In Owens the functional dependence between h and k (k = k(h)) is such that
whereas in our approach lim h!0 hk(h) = lim k!1 (1=k log k)k = 0: More significantly, in the context of adaptive control without identification, we require neither the extra assumptions (15) nor that 0 < Nk1CB < 2 holds for N = +1 or 01; imposed in [9] .
3): We stress that, in general, we cannot expect x(t) ! 0 as t ! 1: However, in the case n = 1; boundedness and monotonicity of kj and hj gives jx(t)j [e jajh + cb e jajh k1h0]jxj j; for t 2 [tj ; tj+1):
Since fyjg j2IN 2 l 2 and c 6 = 0 it follows that xj tends to zero, so that lim t!1 x(t) = 0:
The crucial step in proving Theorem 2.1 is the investigation of fixed (nonadaptive) high-gain feedback control. Indeed, if a feedback of the form u(t) = 0ky i ; t2 [hi;h(i + 1)) with fixed gain k and sampling length h = (k log k) 01 ; is applied to (1), with sufficiently high gain k; then every solution of the closedloop system tends to zero exponentially. The following lemma, which is of interest in its own right, clarifies this "high-gain" idea. Lemma 2.3: Consider a system (1) satisfying (2) and (4), and let h = (k log k) 01 : Then there exists k > 1 sufficiently large such that for all k k; the feedback
applied to (1) yields an exponentially stable closed-loop system
Here xi = x(ti): Moreover, the associated discrete-time system 
Hence
for all i i0: Therefore V (x i+1 ) (1 0 h(4kRk) 01 ) i+10i V (x i ): Then (19) follows, with h := 1 0 h(4kRk) 01 ; by using the standard inequalities min (R)kxk 2 x T Rx kRk kxk 2 :
It remains to prove exponential stability of (17). Again by variation-of-constants applied to (17) for t 2 h[i; (i + 1)) we have, for some suitable M 4 
If fkig i2IN diverges to infinity, then the Algorithm 2.4 ensures that i 2 (01;1) for all i i 0 (for i 0 sufficiently large) and i has the two accumulation points +1 and 01. Thus Si will stay at +1, respectively 01, for longer and longer intervals and it is then natural to choose the feedback
This switching procedure is similar to the one used in [9] . However, our implementation is direct and does not use a "switching activation sequence." Theorem 2.5: Suppose the system (1) satisfies (2) The main difference is in proving convergence of fk i g i2IN ; and the remainder is straightforward and is omitted. Now it is easy to show, by construction of the switching sequence, that the right-hand side above tends to 01; whilst the left-hand side is bounded. Hence we have a contradiction and therefore fkig i2IN is bounded. This completes the proof.
III. STABILIZATION OF THE STATE BY SAMPLING OUTPUT FEEDBACK
In Remark 2.2-3), we indicated that we would not expect the adaptive controller in Section II to stabilize the whole state, not even the state at sampling instants. In fact, while the sequence y(t i ) converges to zero, the following example (see [9] for the details) shows that the continuous-time output y(t) need not converge to zero. Consider the minimum phase system _x(t) =Ax(t) + Bu(t) y(t) =Cx(t) with A = 0 1 04 2 0 ; B= 1 1 ; C= (1;0) (28) for which the high-frequency gain CB = 1: It is easy to see that with initial data x(0) = (02) T ; t0 = 0; and k0 > 1 such that h 0 = (k 0 log k 0 ) 01 = 1; the adaptive feedback law (7), (8) applied to (28) yields y j = 0;h j = 1;k j = k 0 for all j 2 IN 0 and u(1) 0; but x(t) = (sin2t; 2 cos 2t):
Note that this example is pathological since the sampling times occur exactly where the continuous-time output vanishes. Since the continuous-time system (1) is detectable (this is a consequence of the minimum phase assumption; see, [1] ), we could overcome this problem by choosing the sampling periods in such a way that sampling preserves detectability. Now it is well known that the We shall modify the adaptive sampling time algorithm (8) under the additional assumption that (29) holds for some known h: This detectability of the sampled system at some known sampling time h is used in [8] in constructing sampled-data identification-based adaptive controllers. The main benefit of the extra assumption is that (29) then holds for a sampling period h=q; for any q 2 IN: We exploit this in the following result.
Theorem 3.1: Suppose the system (1) satisfies (2) and (4). Let h be such that (29) holds. Then the adaptive sampling output feedback law (7) where y i := y(t i ); and fk i g i2IN and ft i g i2IN are generated by the gain and sampling-time adaptation mechanism hi = 1 j h where j is such that hi = 1 k i log k i 2 1 j + 1 ; 1 j ti+1 =ti +ĥi and ki+1 = ki + kiĥikyik 2 (30) with t 0 = 0; k 0 > 1; applied to (1) yields a closed-loop system which admits a unique solution x(1) defined on the whole axis [0; 1): Moreover: 1) lim i!1 k i = k 1 2 I R; 2) there exists some i 0 ; j 1 2 IN such thatĥ i = (1=j 1 )h for all i i0;
3) fy i g i2IN 2 l 2 ; 4) lim t!1 x(t) = 0: 2): If A is rational, then (29) holds for any h 2 : To see this, note that since det(I n 0 A) is a polynomial with rational coefficients, the real and imaginary parts of the eigenvalues of A are algebraic numbers. And since the difference of any two algebraic numbers is algebraic (see, e.g., [10] ), we have for any h 2 that h( 0 ) = 2 2i and therefore the claim follows.
Proof of Theorem 3.1:
This proof is similar to the proof of Theorem 2.1 but with h i replaced byĥ i : Existence and uniqueness of the solution is again straightforward.
Step 1: We will prove boundedness of fk i g i2IN : Suppose to the contrary that lim i!1 k i = 1: Analogously to (24) we can find i0 2 IN such that for all i i0 1Vi 0ĥ i 2 kikyik 2 = 0 1 2 (ki+1 0 ki) and 1) follows as in part 1) of the proof of Theorem 3.2.
Step 2: Since k i converges to k 1 ; there exists some j 1 2 IN and i0 2 IN such that h i = 1 ki log ki 2 1 j1 + 1 ; 1 j1 ;
for all i i 0 : By the minimum phase assumption (A; C) is detectable. Using (29) it follows that (e Aĥ ; C) is detectable. Since by 3) we have lim i!1 y i = 0; it follows that lim i!1 x i = 0: Now for all t 2 [ti; ti+1) we have kx(t)k = e A(t0t ) x i 0 k i t t e A(t0s) BC x i ds e kAkĥ + k 1 e kAkĥ 0 1 kAk kBCk kx i k:
This shows limt!1 x(t) = 0 and completes the proof.
IV. CONCLUSIONS
In this paper we have considered the problem of how to adapt a variable sampling rate in the high-gain adaptive stabilization of minimum phase, relative degree one systems. The adaptive sampling rate is used to counter the increasing stiffness of the closed-loop system caused by an increased gain which is needed to exploit the stability of the zero dynamics. The ideas explored in this paper are prototypical of many problems in adaptive sampled-data control where the possible conflict between variable stiffness, caused by adaptive gains, and adaptive sampling rates has to be resolved.
I. INTRODUCTION
In this paper, we consider a (discrete-time) Markov control process with Borel state and action spaces and unbounded one-step costs. The standard average-cost criterion is the expected long-run average cost and for various results concerning in particular the existence of stationary policies, the interested reader is referred to [9] and the references therein. A stronger (but less studied) average cost criterion is the sample-path long-run average cost, i.e., a policy that is samplepath average cost optimal is not only optimal in expectation, but also optimal almost surely, a highly desirable property.
Recent results have covered the case where the state space is countably infinite (see, e.g., Araposthatis et al. [1] , Cavazos-Cadena and Fernandez-Gaucherand [5] , Borkar [3] , [4] ). For instance, in [5] , the action space is assumed to be compact and a Lyapunov function condition (LFC) ensures that the average cost optimality equation (ACOE) holds. In particular, every stationary policy has a unique invariant probability distribution and a finite expected average cost. Similarly, in [1] , [3] , and [4] , all the stationary policies also induce a unichain Markov chain and a near-monotone condition on the onestep cost holds. The countable semi-Markov case is treated in [2] along the same lines.
However, a weaker notion of sample-path average optimality may be satisfactory and we will show that existence of a sample-path average optimal stationary policy can be achieved under very weak assumptions. Indeed, in many cases, it may be enough to require that a policy be sample-path average optimal only for a subset of initial states (with, of course, every other policy being worse for every initial state). For instance, this is quite satisfactory in R n , when the complement of the subset has null-Lebesgue measure (which is true for some additive-noise systems) or when one is free to choose the initial state from which to operate the system. The purpose of this paper is to investigate the sample-path average optimality criterion and extend previous results that hold in the countable case to the case where the state and action spaces are locally compact separable metric spaces and the one-step cost is unbounded and with no other assumption on the transition law than the usual weak continuity. Most practical applications fall into this framework. The one-step cost function is assumed to be a moment, which is 
