Let {X n ; n ≥ 1} be a sequence of independent random variables on a probability space (Ω, F , P) and S n = n k=1 X k . It is well-known that the almost sure convergence, the convergence in probability and the convergence in distribution of S n are equivalent.
Introduction and main results
The convergence of the sums of independent random variables are well-studied. For example, it is well-known that, if {X n ; n ≥ 1} is a sequence of independent random variables on a probability space (Ω, F, P), then that the infinite series ∞ n=1 X n is convergent almost surely, that it is convergent in probability and that it is convergent in distribution are equivalent. In this paper, we consider this elementary equivalence under the sub-linear expectations. The general framework of the sub-linear expectation is introduced by Peng [7, 8, 11] in a general function space by relaxing the linear property of the classical linear expectation to the sub-additivity and positive homogeneity (cf. Definition 1.1 below). The sub-linear expectation does not depend on the probability measure, provides a very flexible framework to model distribution uncertainty problems and produces many interesting properties different from those of the linear expectations. Under Peng's framework, many limit theorems have been being gradually established recently, including the central limit theorem and weak law of large numbers (cf. Peng [8, 9] ), the small derivation and Chung's law of the iterated logarithm (cf. Zhang [13] ), the strong law of large numbers (cf. Chen [1] , Chen et al [3] , Hu [6] , Zhang [15] , Zhang and Lin [17] ), and the law of the iterated logarithm (cf. Chen [2] , Zhang [14] ). For the convergence of the infinite series ∞ n=1 X n , Xu and Zhang [12] gave sufficient conditions of the almost sure convergence for independent random variables under the sub-linear expectation via a three-series theorem, recently. In this paper, we will consider the necessity of these conditions and the equivalence of the almost sure convergence, the convergence in capacity and the convergence in distribution.
In the classical probability space, the Levy maximal inequalities are basic to the study of the almost sure behavior of sums of independent random variables and a key to show that the convergence in probability of ∞ n=1 X n implies its almost sure convergence. We will establish Levy type inequalities under the sub-linear expectation. For showing that the convergence in distribution of ∞ n=1 X n implies its convergence in probability, the characteristic function is a basic tool. But, under the sub-linear expectation, there is no such tools. We will find a new way to show a similar implication under the sub-linear expectations basing on a Komlogorov type maximal inequality.
As for the central limit theorem, it is well-known that the finite variances and mean zeros are sufficient and necessary for n k=1 X k √ n to converge in distribution to a normal random variable if {X n ; n ≥ 1} is a sequence of independent and identically distributed random variables on a classical probability space (Ω, F, P). Under the sub-linear expectation, Peng [8, 9] proved the cental limit theorem under the finite (2+α)-th moment. By applying a moment inequality and the truncation method, Zhang [14] and Lin and Zhang [5] showed that the moment condition can be weakened to the finite second moment. A nature question is whether the finite second moment is necessary. In this paper, by applying the maximal inequalities, we will obtain the sufficient and necessary conditions for the central limit theorem.
In the remainder of the section, we state some natation. In the next section, we will establish the maximal inequalities for random variables under the sub-linear expectation.
The results on the convergence of the infinite series of random variables will given in Section 3. The sufficient and necessary conditions for the central limit theorem are given in Section 4.
We use the framework and notations of Peng [8] . Let (Ω, F) be a given measurable space and let H be a linear space of real functions defined on (Ω, F) such that if X 1 , . . . , X n ∈ H then ϕ(X 1 , . . . , X n ) ∈ H for each ϕ ∈ C l,Lip (R n ), where C l,Lip (R n ) denotes the linear space of local Lipschitz functions ϕ satisfying
H is considered as a space of "random variables". In this case we denote X ∈ H . In the paper, we also denote C b,Lip (R n ) the space of bounded Lipschitz functions, C b (R n ) the space of bounded continuous functions, and C 1 b (R n ) the space of bounded continuous functions with bounded continuous derivations on R n . Definition 1.1 A sub-linear expectation E on H is a function E : H → R satisfying the following properties: for all X, Y ∈ H , we have
Here R = [−∞, ∞]. The triple (Ω, H , E) is called a sub-linear expectation space. Give a sub-linear expectation E, let us denote the conjugate expectation Eof E by
From the definition, it is easily shown that
and E[X] are both finite. Definition 1.2 (i) (Identical distribution) Let X 1 and X 2 be two n-dimensional random vectors defined respectively in sub-linear expectation spaces (Ω 1 , H 1 , E 1 ) and (Ω 2 , H 2 , E 2 ).
They are called identically distributed, denoted by
where C b,Lip (R n ) is the space of bounded Lipschitz functions.
(ii) (Independence) In a sub-linear expectation space (Ω,
Random variables {X n ; n ≥ 1} are said to be independent, if X i+1 is independent to (X 1 , . . . , X i ) for each i ≥ 1.
In Peng [8, 9, 10] , the space of the test function ϕ is C l,Lip (R n ). Here, the test function ϕ in the definition is limit in the space of bounded Lipschitz functions. When the considered random variables have finite moments of each order, i.e., E[|X| p ] < ∞ for each p > 0, then the space of test functions C b,Lip (R n ) can be equivalently extended to C l,Lip (R n ).
of capacities by
where A c is the complement set of A. Then
It is obvious that V is sub-additive, i.e., V(A B) ≤ V(A) + V(B). But V and E are not.
However, we have
(II) A function V : F → [0, 1] is called to be continuous if it satisfies:
(ii) Continuity from above:
It is easily seen that a continuous capacity is countably sub-additive.
Maximal inequalities
In this section, we establish several inequalities on the maximal sums. The first one is the Levy maximal inequality.
Lemma 2.1 Let X 1 , · · · , X n be independent random variables in a sub-linear expectation
X i , and 0 < α < 1 be a real number. If there exist real constants
If there exist real constants β n,k such that
Proof. We only give the proof of (2.1) since the proof of (2.2) is similar. Let g ǫ (x) be a function with
where 0 < ǫ < 1/2, C 1 b (R) is the space of bounded continuous function having bounded
Then S n − S m is independent to (Z 1 , . . . , Z m ), and
where the second inequality above is due to the fact that on the event {Z m = 0} and
By the independence,
By the sub-additivity of E, it follows that
The proof is completed.
The second lemma is on the Kolmogorov type inequality.
Lemma 2.2 Let X 1 , · · · , X n be independent random variables in a sub-linear expectation
4)
for all x > 0.
Taking the summation over k yields
It follows that
By letting ǫ → 0, we obtain (2.4). The proof of (i) is completed.
(ii) Redefine Z k and η k by
.
similar to (2.6). It follows that
By letting ǫ → 0, we obtain (2.4). The proof is completed.
The following lemma on the bounds of the capacities via moments will be used in the paper.
for all ∀x > 0.
The convergence of infinite series
Our results on the convergence of the series ∞ n=1 are stated as three theorems. The first one
gives the equivalency between the almost sure convergence and the convergence in capacity.
Theorem 3.1 Let {X n ; n ≥ 1} be a sequence of independent random variables in a sublinear expectation space (Ω, H , E), S n = n k=1 X k , and S be a random variable in the measurable space (Ω, F).
(i) If V is countably sub-additive, and
When (3.2) holds, we call that ∞ n=1 X n is almost surely convergent in capacity, and when (3.1) holds, we call that ∞ n=1 X n is convergent in capacity.
(ii) If V is continuous, then (3.2) implies (3.1).
The second theorem gives the equivalency between the convergence in capacity and the convergence in distribution.
Theorem 3.2 Let {X n ; n ≥ 1} be a sequence of independent random variables in a sub-
If there is a random variable S in the measurable space (Ω, F) such that
and S is tight under E, i.e.,
where C b (R) is the space of bounded continuous functions on R. When (3.4) holds, we call that
(ii) Suppose that there is a sub-linear space ( Ω, H , E) and a random variable S on it such that S is tight under E, i.e., V(| S| > x) → 0 as x → ∞, and
then S n is a Cauchy sequence in capacity V, namely
Furthermore, if V is countably sub-additive, then on the measurable space (Ω, F) there is a random variable S which is tight under E, such that (3.1) and (3.2) hold.
Recently, Xu and Zhang [12] gave sufficient conditions for ∞ n=1 X n to be convergent almost surely in capacity via three series theorem. The third theorem of us gives the sufficient and necessary conditions for S n to be a Cauchy sequence in capacity. For any random variable X and constant c, we denote X c = (−c) ∨ (X ∧ c).
Theorem 3.3 Let {X n ; n ≥ 1} be a sequence of independent random variables in (Ω, H , E),
Then S n will be a Cauchy sequence in capacity V if the following three conditions hold for some c > 0.
Conversely, if S n is a Cauchy sequence in capacity V, then (S1),(S2) and (S3) will hold for all c > 0.
From Theorem 3.3, we have the following three series theorem on the sufficient and necessary conditions for the almost sure convergence of
Corollary 3.1 Let {X n ; n ≥ 1} be a sequence of independent random variables in (Ω, H , E).
Suppose that V is countably sub-additive. Then ∞ n=1 X n will converge almost surely in capacity if the three conditions (S1),(S2) and (S3) in Theorem 3.3 hold for some c > 0.
Conversely, if V is continuous and ∞ n=1 X n is convergent almost surely in capacity, then (i),(ii) and (iii) will hold for all c > 0.
The sufficiency of (S1), (S2) and (S3) is proved by Xu and Zhang [12] , and also follows from The prove Theorems 3.1 and 3.2. We need some more lemmas. The first lemma is a version of Theorem 9 of Peng [10] .
Lemma 3.1 Let {Y n ; n ≥ 1} be a sequence of d-dimensional random variables in a sublinear expectation space (Ω, H , E). Suppose that Y n is asymptotically tight, i.e.,
Then for any subsequence {Y n k } of {Y n }, there exist further a subsequence {Y n k ′ } of {Y n k } and a sub-linear expectation space (Ω, H , E) with a d-dimensional random variable Y on it
such that
and Y is tight under E.
Proof. Let
Then E is a sub-linear expectation on the function space C b (R d ) and is tight in sense that for any ǫ > 0, there is a compact set K = {x : x ≤ M } for which E [I K c ] < ǫ. With the same argument as in the proof of Theorem 9 of Peng [10] , there is a countable subset {ϕ j } of C b (R d ) such that for each φ ∈ C b (R d ) and any ǫ > 0 one can find a ϕ j satisfying
On the other hand, for each ϕ j , the sequence E [ϕ j (Y n )] is bounded and so there is a Cauchy subsequence. Note that the set {ϕ j } is countable. By the diagonal choice method, one can
is a Cauchy sequence for each ϕ j . Now,
Taking the limits yields lim sup
Hence E [φ(Y n k )] is a Cauchy sequence for any φ ∈ C b (R d ), and then
Then (Ω, H , E) is a sub-linear expectation space. Define the random variable Y by Y (x) =
x, x ∈ Ω. From (3.8) it follows that
The proof is completed. Suppose that Y and X are independent (Y is independent to X, or X is independent to Y ), and X is tight, i.e.
Proof. Without loss of generality, we assume that Y is independent to X. We can find a sub-linear expectation space (Ω ′ , H ′ , E ′ ) on which there are independent random variables
Without loss of generality,
for x 0 large enough, where g ǫ is defined as in (2.3). By Lemma 2.1,
It follows that for any ǫ > 0,
Then Z 1 , Z 2 · · · , Z n are independent and identically distributed with
The above inequality holds for all n, which is impossible unless q = 0. So we conclude that
identically distributed bounded random variables,
which contradicts to (3.10) when n > 12x
, which contradicts to (3.10) when n > 96x
Finally, for any ǫ > 0 (ǫ < 5x 0 ),
Proof of Theorem 3.1. (i) Let ǫ k = 1/2 k , δ k = 1/4 k . By (3.1), there exits a sequence
By the countably sub-additivity of V, we have
By (3.12), max n≥n k V |S n − S n k+1 | ≥ 2ǫ k < 2δ k < 1/2. Apply the Levy inequality (2.2)
By the countably sub-additivity of V again,
(ii) From (3.2) and the continuity of V, it follows that for any ǫ > 0, 
By letting n → ∞ and the arbitrariness of ǫ > 0, we obtain (3.4). Now, suppose that φ is a bounded continuous function. Then for any N > 1, φ((−N ) ∨ x ∧ N ) is a bounded uniformly continuous function. Hence
On the other hand,
where g ǫ is defined as in (2.3). Hence, (3.4) holds for a bounded continuous function φ.
(ii) Note
It follows that lim sup
Write Y n,m = (S n , S m − S n ), then the sequence {Y n,m ; m ≥ n} is asymptotically tight, i.e.,
By Lemma 3.1, for any subsequence (n k , m k ) of (n, m), there is further a subsequence (n k ′ , m k ′ ) of (n k , m k ) and a sub-linear expectation space (Ω, H , E) with a random vector
Note that S m k ′ −S n k ′ is independent to S n k ′ . By Lemma 4.4 of Zhang [13] , Y 2 is independent to Y 1 under E. Let φ ∈ C b,Lip (R). By (3.14),
and
On the other hand, by (3.5),
Combing (3.15) and (3.17) yields
Hence, by Lemma 3.2, we obtain V(|Y 2 | ≥ ǫ) = 0 for all ǫ > 0. By choosing φ ∈ C b,Lip (R) such that I |x|≥ǫ ≤ φ(x) ≤ I |x|≥ǫ/2 in (3.16), we have lim sup
So, we conclude that for any subsequence (n k , m k ) of (n, m), there is a further a subsequence
Hence (3.6) is proved.
Next, suppose that V is countably sub-additive.
there is a sequence n 1 < n 2 < · · · < n k < · · · such that
Define S = lim k→∞ S n k on A, and S = 0 on A c . Then
On the other hand, by (3.6),
So, S is tight. Finally, (3.2) follows from Theorem 3.1.
For showing Theorem 3.3, we need a more lemma.
Lemma 3.3 Let {X n ; n ≥ 1} be a sequence of independent random variables in a sub-linear
Proof. By (3.18), there exist 0 < β < 1, x 0 > 0 and n 0 , such that
Proof of Theorem 3.3. (i) By Lemma 2.3 and the condition (S3),
The convergence of
On the other hand, note
Hence, by the condition (S3) and the fact
By considering −X n instead of X n , we have
It follows that (3.6) holds, i.e., S n is a Cauchy sequence in capacity V.
(ii) Suppose that S n is a Cauchy sequence in capacity V. Similar to (3.13), by applying the Levy inequality (2.2) we have
). Similar to (3.11), we have for m 0 large enough and all n ≥ m ≥ m 0 ,
The condition (S1) is satisfied for all c > 0.
Next, we consider (S3). Write X c n = (−c) ∨ X n ∧ c and S c n = n k=1 X c k . Note on the 
Central limit theorem
In this section, we consider the sufficient and necessary conditions for the central limit theorem. We first recall the definition of G-normal random variables which is introduced by Peng [8, 9] .
is the unique viscosity solution of the following heat equation:
where
That ξ is a normal distributed random variable is equivalent to that, if ξ ′ is an independent copy of ξ (i.e., ξ ′ is independent to ξ and ξ Let {X n ; n ≥ 1} be a sequence of independent and identically distributed random variables in a sub-linear expectation space (Ω, H , E), S n = n k=1 X k . Peng [8, 9] proved that,
Zhang [14] showed that E[ Theorem 4.1 Let {X n ; n ≥ 1} be a sequence of independent and identically distributed random variables in a sub-linear expectation space (Ω, H , E), S n = n k=1 X k . Suppose that
Conversely, if (4.4) holds for any ϕ ∈ C 1 b (R) and a random variable ξ with x 2 V (|ξ| ≥ x) → 0 as x → ∞, then (i),(ii) and (iii) hold and ξ
Before prove the theorem, we give some remarks on the conditions. Note that E[X 2 1 ∧ c]
and E[X 2 1 ∧ c] are non-decreasing in c. So, σ 2 and σ 2 are well-defined and nonnegative, and are finite if the condition (i) is satisfied. It is easily seen that, for c 1 > c 2 > 0, If E is a continuous sub-linear expectation, i.e., E[X n ] ր E[X] whenever 0 ≤ X n ր X, To prove Theorem 4.1, we need a more lemma.
Lemma 4.1 Let X n1 , · · · X nn be independent random variables in a sub-linear expectation
This lemma can be proved by refining the arguments of Li and Shi [4] and can also follow from the Lindeberg central limit theorem [16] . We omit the proof here.
Proof of Theorem 4.1. We first prove the sufficient part, i.e., (i),(ii) and (iii) =⇒
as n → ∞ and then ǫ → 0, by the condition (ii). Also,
by (i). Note by (ii) and (i),
and similarly,
The conditions in Lemma 4.1 are satisfied. We obtain
It is obvious that . An equivalent conjecture is that, C2 if ξ and ξ ′ are independent and identically distributed tight random variables, and E ϕ(αξ + βξ ′ ) = E ϕ α 2 + β 2 ξ , ∀ϕ ∈ C b (R) and ∀α, β ≥ 0, 
