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Der globale Klimawandel ist seit etlichen Jahren 
ein bevorzugtes Thema in Wissenschaft, Gesell-
schaft und Politik. Die seit etwa einem Jahrhundert 
und vor allem in den letzten Jahrzehnten zu ver-
zeichnende zunehmende Erderwärmung ist unter 
Experten weitgehend unbestritten. Als Ursachen 
gelten überwiegend anthropogene, also durch den 
Menschen herbeigeführte Umweltbelastungen, 
wie insbesondere die Emission von Kohlendioxid 
und anderen Treibhausgasen. Der Anteil, den die 
anthropogenen Faktoren im Vergleich zu natürli-
chen Einflussfaktoren am gegenwärtigen Klima-
wandel haben, kann selbstverständlich nur auf 
der Grundlage des derzeitigen wissenschaftlichen 
Kenntnisstandes mit einiger Unsicherheit quantifi-
ziert werden. Dies gilt erst recht für sogenannte Kli-
maprojektionen, das heißt für die modellgestütz-
ten Simulationen der zukünftigen Entwicklung 
des globalen und (nord-/süd-) hemisphärischen 
Klimas wie auch von regionalen Klimaentwick-
lungen. Geht man nun noch einen Schritt weiter 
und versucht, die Auswirkungen des beobachteten 
oder gar die Folgen des zukünftigen (erwarteten) 
Klimawandels abzuschätzen, dann ergeben sich 
zusätzliche methodische Probleme, sodass die 
Unsicherheit der wissenschaftlichen Aussagen im 
Bereich der »Klimafolgen-Forschung« eher noch 
zunehmen dürfte. Dies gilt nicht zuletzt für die Ein-
schätzung der gesundheitlichen Auswirkungen des 
Klimawandels. Die hierzu publizierten Risikobe-
trachtungen variieren in ihrer Qualität und  sind 
nach Auffassung der Autoren des hier vorgelegten 
Sachstandsberichtes zum Teil wissenschaftlich nur 
sehr bedingt belastbar. Gleichwohl ist eine einiger-
maßen verlässliche Beurteilung des Sachstandes 
auf dem Gebiet »Klimawandel und Gesundheit«, 
wozu auch die Benennung von Erkenntnislücken 
und -unsicherheiten und auch von Forschungsbe-
darf gehört, für die langfristige Planung von Maß-
nahmen zur Mitigation gesundheitsgefährdender 
Klimaänderungen sowie von kurz- und mittel-
fristig greifenden Maßnahmen zur Bewältigung 
der adversen gesundheitlichen Auswirkungen 
des Klimawandels für den Public-Health-Sektor 
unerlässlich. Mit dem vorliegenden Bericht wird 
der Versuch unternommen, die Bewertung der 
gesundheitlichen Auswirkungen des Klimawan-
dels und die Diskussion um geeignete Abhilfe- und 
Anpassungsstrategien auf eine sachliche Grund-
lage zu stellen.  
Der Aufbau des Sachstandsberichts folgt gewis-
sermaßen der betrachteten Wirkkette. In einem 
einführenden, ersten Kapitel werden, nach einem 
kurzen Auftakt zu Hintergrund und Zielen des 
Sachstandsberichts, die für das spätere Verständnis 
unabdingbaren klimatologischen Grundkenntnisse 
vermittelt, ergänzt durch knappe Informationen 
zur Klimageschichte. Daran anschließend werden 
im zweiten Kapitel die gegenwärtigen und künftig 
zu erwartenden Klimaveränderungen unter einer 
sowohl globalen wie auch mitteleuropäischen Per-
spektive beschrieben. Nur so lässt sich der gegen-
wärtige Klimawandel historisch einordnen und 
die »Expositionsseite« im umweltmedizinischen 
Kontext angemessen beurteilen. Wer bereits über 
klimatologische Grundkenntnisse verfügt und mit 
den wesentlichen Grundtatsachen des gegenwär-
tigen Klimawandels vertraut ist, kann die ersten 
beiden Kapitel überschlagen und die Lektüre mit 
dem dritten Kapitel beginnen. Dies bringt einen 
orientierenden Überblick zu den gesundheitlichen 
Auswirkungen des Klimawandels. Im vierten und 
fünften Kapiteln werden die Auswirkungen des Kli-
mawandels auf nicht-übertragbare Krankheiten und 
Gesundheitsbeeinträchtigungen näher erörtert. Das 
sechste Kapitel widmet sich der Thematik aus infek-
tiologischer Perspektive. Kapitel sieben enthält die 
Zusammenfassung und die Schlussfolgerungen. Es 
folgen Verzeichnisse zu Abkürzungen, Abbildungen 
(mit Bildnachweisen) und Tabellen. Darüber hinaus 
sind über das Internet (neben dem Sachstandsbe-
richt: www.rki.de/klimabericht) weitere Materialien 
in Gestalt eines Anhangs zum Sachstandsbericht 
verfügbar (www.rki.de/klimabericht-anhang). 
Alles in Allem haben wir versucht, zwischen einer 
wissenschaftlichen Darstellung auf der einen Seite 
und einer auch für Nicht-Fachwissenschaftler nach-
vollziehbaren Darstellung bzw. einer hinreichen-
den Allgemeinverständlichkeit auf der anderen 
Seite einen angemessenen Mittelweg zu wählen. 
Als Bearbeiter der einzelnen Kapitel und Unter-
kapitel zeichnen die folgenden Hauptautoren 
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5.2.5), D. Laußmann (Kap. 4), K. Stark (Kap. 6). Die 
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von allen Autoren erarbeitet. Darüber hinaus haben 
uns etliche Kolleginnen und Kollegen im RKI 
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Dr. Mirko Faber, Dr. Wiebke Hellenbrand und Dr. 
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1 . .Einleitung
1 1 . .Allgemeines
Klimaveränderungen von zum Teil beträchtlichem 
Ausmaß hat es im Verlauf der Erd- und Mensch-
heitsgeschichte immer wieder gegeben. Relativ 
kalte Phasen, bis hin zu den Eiszeiten, sind im 
Wechsel mit klimatisch milderen Perioden oder 
Warmzeiten aufgetreten. Während diese früheren 
globalen Klimaänderungen natürlichen Ursprungs 
waren, werden für die sich derzeit abzeichnende 
zunehmende Erderwärmung hauptsächlich anth-
ropogene Einflüsse verantwortlich gemacht (s. 
Kap. 1.3 und 2.1.4). So ist nach vorherrschender 
Auffassung, wie sie etwa im vierten Sachstands-
berichts des Intergovernmental Panel on Climate 
Change (IPCC)1 zum Ausdruck kommt, davon 
auszugehen, dass der rezente globale Klimawan-
del zum überwiegenden Teil durch anthropogene 
Umweltveränderungen, insbesondere durch die 
Verbrennung fossiler Energieträger (Emission 
von Treibhausgasen), Landnutzungsänderungen, 
landwirtschaftliche Einflüsse und die Produktion 
tierischer Nahrungsmittel bedingt ist. Diese Posi-
tion wird gegenwärtig von den meisten Experten, 
Fachgesellschaften, -organisationen und -gremien 
geteilt; entsprechende Literaturangaben finden sich 
an gegebener Stelle in diesem Bericht. Daneben 
gibt es aber auch einige Klimatologen und etliche 
Nicht-Klimatologen, die abweichende Positionen 
vertreten, bis hin zu den entschiedenen »Klima-
kritikern« oder »Klimaskeptikern« (Näheres dazu 
im Internet-Anhang zu diesem Sachstandsbericht 
unter www.rki.de/klimabericht-anhang). 
In dem hier vorliegenden Sachstandsbericht zu 
»Klimawandel und Gesundheit« werden wir uns 
im Wesentlichen auf den anhand von Messreihen 
in den letzten Jahrzehnten zu beobachteten Kli-
mawandel beziehen sowie hinsichtlich zukünfti-
ger Entwicklungen auf die Projektionen des IPCC 
(2007) und auf die Ergebnisse neuerer globaler wie 
auch regionaler Klimaprojektionen zurückgreifen. 
Um die mit den bereits erfolgten und 
den zukünftig erwarteten Klimaänderungen 
verbundenen gesundheitlichen Auswirkungen 
einigermaßen verlässlich abschätzen zu können, 
wird – wie auch sonst in der Umweltmedizin – eine 
möglichst gute Beschreibung der Expositionsver-
hältnisse, hier also der zurückliegenden und der in 
den nächsten Jahrzehnte zu erwartenden Klimaän-
derungen benötigt. Wer sich über gesundheitliche 
Belange im Zusammenhang mit dem Klimawan-
del informieren möchte, der muss zunächst ein-
mal eine hinreichende Kenntnis vom Klimawan-
del selbst besitzen. Da derlei Kenntnisse bisher 
auf dem Gebiet »Environmental Public Health« 
noch nicht zum Allgemeingut gehören, werden im 
Kapitel 1 des Sachstandsberichtes einige unabding-
bar benötigte klimatologische Grundbegriffe kurz 
erläutert und im Kapitel 2 die wesentlichen Aspekte 
des rezenten Klimawandels in der erforderlichen 
Ausführlichkeit dargestellt. Leserinnen und Leser, 
die sich bereits eingehender mit dem Klimawandel 
als solchem beschäftigt haben, sodass sie über die 
nötigen Grundkenntnisse hinsichtlich der »Expo-
sitionsseite« verfügen, können die beiden ersten 
Kapitel des Sachstandsberichtes überschlagen oder 
sich mit den betreffenden Teilen der Kurzfassung 
begnügen. Leserinnen und Leser, die an weiterfüh-
renden (über Kap. 1 und 2 hinausgehenden) Infor-
mationen zu vergangenen, gegenwärtigen und 
zukünftigen Klimaänderungen interessiert sind, 
werden auf die reichhaltige Fachliteratur verwie-
sen, so zum Beispiel auf die folgenden auch für 
Nicht-Klimatologen geeigneten Lehrbücher [29, 42, 
43, 66, 80] sowie auf einschlägige Werke aus dem 
englischsprachigen Bereich [1, 28, 59] und nicht 
zuletzt auf den vierten Sachstandsbericht des IPCC, 
vornehmlich den Report der Working Group I [32] 
sowie auf die für ein breiteres Publikum geeigneten 
Veröffentlichungen, z. B. [14, 21, 51, 53, 54, 62, 72]. 
Daneben enthält der über die Internetseite des RKI 
verfügbare Anhang zum Sachstandsbericht (www.
rki.de/klimabericht-anhang) ergänzende Angaben 
zu klimatologischen Sachverhalten. 
Bezüglich der gesundheitlichen Folgenabschät-
zung erscheint es zunächst einmal sekundär, ob 
die klimatischen Veränderungen durch natürliche 
Faktoren oder durch menschliche Einwirkungen 
1 Die offizielle deutsche Bezeichnung lautet »Zwischenstaatlicher Ausschuss für Klimaänderung«, inoffiziell auch als 
»Weltklimarat« oder als »UN-Klimarat« bezeichnet. Anstelle der etwas unglücklichen offiziellen Übersetzung findet man 
inzwischen auch »Zwischenstaatlicher Ausschuss Globale Klimaänderungen« (BMU-Umwelt 4/2009, S. 278).
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bedingt sind, denn die gesundheitlichen Risiken 
von Klimaänderungen bestehen unabhängig von 
den Ursachen dieser Klimaänderungen (eine natür-
liche Klimaänderung von bestimmtem Ausmaß 
hätte die gleichen gesundheitlichen Auswirkungen 
wie eine gleichermaßen ausgeprägte anthropogene 
Klimaänderung).2 Dennoch spielt die Frage nach 
den Ursachen des Klimawandels unter umwelt-
medizinischen Aspekten aus zweierlei Gründen 
eine ganz erhebliche Rolle: Zum einen ist festzu-
halten, dass es den rezenten Klimawandel – nach 
derzeitiger Kenntnis – nur deshalb gibt, weil die 
Menschheit seit geraumer Zeit in einem bis dahin 
ungekannten Ausmaß das Klimasystem der Erde 
durch Treibhausgasemissionen und andere Ein-
flussnahmen über Gebühr belastet. Ohne diese 
nachteiligen Einflüsse wären wir zurzeit und wohl 
auch in der näheren Zukunft (im 21. Jahrhundert) 
wohl kaum mit dem Problem eines Klimawandels 
und seiner gesundheitlichen Auswirkungen kon-
frontiert. Diese Aussage gilt freilich »nur« für den 
jetzigen Klimawandel und sofern sich die Hinweise 
auf seinen überwiegend anthropogenen Ursprung 
weiter bestätigen lassen; sie gilt nicht für frühere 
natürlich bedingte Klimaänderungen und selbst-
redend auch nicht für die in fernerer Zukunft 
erwartbaren natürlichen Klimaänderungen, bis hin 
zu einer irgendwann wieder bevorstehenden Eis-
zeit. Man denkt dabei allerdings in Jahrtausenden, 
während der rezente Klimawandel die jetzt und 
in näherer Zukunft lebenden Menschen betrifft. 
Zum anderen sind die Ursachen des Klimawandels 
selbstverständlich auch unter dem Gesichtspunkt 
des Umwelt- und Klimaschutzes bzw. des daran 
anknüpfenden Gesundheitsschutzes und mithin 
für die präventive Umweltmedizin von entschei-
dender Bedeutung. Aus den genannten Gründen 
werden wir in diesem Sachstandsbericht der Frage 
nach den anthropogenen Anteilen des rezenten 
Klimawandels den ihr gebührenden Stellenwert 
einräumen. 
1 2 . Klimatologische .und .meteoro- .
 . logische .Grundbegriffe .
Unter zeitlichen Aspekten ist zwischen 
Wetter (kurzfristig), Witterung (mittelfristig) 
und Klima (längerfristig, normativ 30 Jahre) 
zu unterscheiden. Angaben zum Klima und 
seinen Veränderungen sind statistischer Art 
(Mittelwerte, Streuung, Häufigkeit von Hitze-
wellen etc.) und sie betreffen bestimmte Kli-
maelemente (Sonnenscheindauer, Lufttempe-
ratur, Luftfeuchte, Niederschlag etc.). Unter 
räumlichen Gesichtspunkten wird zwischen 
Mikro-, Meso-, Makroklima (bis hin zum »glo-
balen Klima«) unterschieden. 
Gebietsbezogene Klimaparameter, wie etwa 
die globale Jahresdurchschnittstemperatur, 
werden oft nicht direkt, sondern als Abwei-
chungen vom vieljährigen Mittelwert (z. B. 
dem Referenzwert der Klimanormalperiode 
1961  –  1990, der für die globale Mitteltempe-
ratur 14,0 °C beträgt) angegeben und oft als 
»Temperaturanomalien« bezeichnet. 
Das energetisch von der Sonnenstrahlung 
unterhaltene Klimasystem der Erde besteht 
aus der Erdatmosphäre und anderen klima-
relevanten Komponenten des Erdsystems, 
besonders der Hydrosphäre (Ozeane etc.), 
der Kryoshäre (Eis, Schnee), der Litho- und 
Pedosphäre (Gesteine, Boden) sowie der 
Biosphäre. 
Der natürliche Treibhauseffekt wird durch 
die natürlicherweise in der Atmosphäre vor-
kommenden Treibhausgase (THG) ermögli-
cht, vor allem durch Wasserdampf (H2O) und 
Kohlendioxid (CO2). Ohne den natürlichen 
Treibhauseffekt würde auf der Erdoberfläche 
eine Temperatur von durchschnittlich minus 
18 °C herrschen, statt der tatsächlichen plus 14 
bis 15 °C. Durch menschliche Aktivitäten (Ver-
brennung fossiler Energieträger etc.) haben 
die Emission von Treibhausgasen und damit 
ihre Konzentration in der Atmosphäre deut-
lich zugenommen. Der damit verbundene 
anthropogene (zusätzliche) Treibhauseffekt wird 
als wesentliche Ursache des rezenten Klima-
wandels angesehen. 
 
2 Falls anthropogene klimabeeinflussende Faktoren, wie 
zum Beispiel eine Treibhausgasemission, noch über 
nicht klimavermittelte gesundheitliche Effekte verfügen, 
so müssen diese allerdings bei der Risikoanalyse ebenfalls 
berücksichtigt werden. 
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Im vorliegenden Unterkapitel geben wir einen kur-
zen Abriss zu den für das Verständnis der späteren 
Abschnitte des Sachstandsberichts unverzichtbaren 
klimatologischen Grundlagen. Ergänzende Aus-
führungen enthält der Anhang im Internet (www.
rki.de/klimabericht-anhang). Außerdem sei noch-
mals auf die bereits unter Abschnitt 1.1 erwähnte 
Literatur verwiesen.
 
1 2 1 . .Wetter, .Witterung, .Klima
Mit dem Begriff Wetter werden Zustände und 
Zustandsänderungen in der Erdatmosphäre in 
einem eng umgrenzten Zeitraum (wenige Stunden 
bis Tage) an einem bestimmten Ort bezeichnet. Typi-
sche Wetterlagen an einem Ort zu einer bestimm-
ten Jahreszeit und einem Bezugszeitraum der sich 
auf Tage bis Wochen/Monate erstreckt, werden im 
deutschen Sprachraum als Witterung bezeichnet. 
Im Englischen gibt es dafür keine Entsprechung. 
Unter Klima versteht man die Gesamtheit der atmo-
sphärischen Zustände und Prozesse in ihrer räumli-
chen und zeitlich-längerfristigen Verteilung, wobei 
neben den »mittleren Zuständen« der Atmosphäre 
auch das Zeitverhalten und die Variabilität der 
betreffenden Zustands- und Prozessgrößen sowie 
das Auftreten von Extremereignissen eine bedeu-
tende Rolle spielen. Angaben zum Klima sind sta-
tistischer Art und sie beziehen sich auf längere Zeit-
räume, üblicherweise mehrere Jahre bis Jahrzehnte, 
sowie auf bestimmte Orte, Regionen oder Räume, 
angefangen vom lokalen Klima (Mikroklima), über 
das regionale Klima (Mesoklima) und die großräu-
migeren klimatischen Verhältnisse (Makroklima), 
bis hin zum »globalen Klima«.3 Entgegen mancher 
Definitionen ist hervorzuheben, dass Klima mehr 
ist als nur ein statistisches Konstrukt; ein solches 
Konstrukt könnte nicht das Wetter und nicht die 
Gesundheit des Menschen beeinflussen, das reale 
Klima kann dies sehr wohl. 
Der gewählte Bezugszeitraum muss lange 
genug sein, um die Klimaeigenschaften resp. 
um relevante Klimaelemente, wie zum Beispiel 
Temperatur und Niederschlag, mittels statistischer 
Kenngrößen (Mittelwerte, Varianz, Häufigkeit 
extremer Ereignisse) beschreiben zu können. Als 
Bezugszeitraum dient in der Regel eine Zeitspanne 
von 30 Jahren. Die World Meteorological Organi-
zation (WMO) legt entsprechende Standard- oder 
Normalperioden fest, zuletzt den Zeitraum von 
1961 – 1990. Die dafür ermittelten klimatologischen 
Normalwerte (»climatological normals«, CLINO) 
dienen als Vergleichsgrundlage. Der zugehörige 
30-jährige Referenzzeitraum wird als CLINO-Peri-
ode bezeichnet. 
Globale Klimaänderungen korrelieren unter 
Umständen nicht oder nicht besonders eng mit 
regionalen und lokalen Klimaänderungen, sodass 
sich ein globaler Klimawandel in bestimmten 
Regionen gar nicht, in anderen Regionen ähnlich 
stark (z. B. mit ähnlicher Temperaturerhöhung) 
und in wieder anderen Regionen sogar stärker 
als im globalen Maßstab auswirken kann. Diese 
räumliche Diversität der klimatischen Verhältnisse 
muss stets beachtet werden, auch und gerade bei 
der Verwendung von Gebietsmittelwerten oder 
»globalen Mittelwerten«, die unter dem Gesichts-
punkt des globalen Klimawandels zur komprimier-
ten Beschreibung der klimatischen Verhältnisse 
ebenso unverzichtbar sind, wie mittel- und klein-
räumigere Betrachtungsweisen. 
Klimaänderungen gehen im Allgemeinen mit 
statistisch beschreibbaren Veränderungen der 
Witterung und des Wetters einher. Darüber hinaus 
können Klimaänderungen u. a. zu Veränderungen 
der Flora und Fauna beziehungsweise zu Verän-
derungen der so genannten Ökozonen der Erde 
führen [67]. Die Einteilung in Klimazonen richtet 
sich üblicherweise nach dem Jahresgang der Tem-
peratur und der Niederschläge; zuweilen werden 
noch weitere Merkmale hinzugezogen. Derartige 
Klimaklassifikationen dienen der geographischen 
Darstellung der aktuellen klimatischen Verhält-
nisse auf der Erde. Weite Verbreitung hat die Köp-
pen-Geiger-Klassifikation gefunden, die in meh-
reren aktualisierten Fassungen existiert (z. B. [40, 
60]). In Abbildung 1.1 ist die Klimaklassifikation 
3 Daneben existieren zahlreiche weitere aber sinngemäß ähnliche Klimadefinitionen. Die wohl kürzeste Definition von 
»climate« lautet: »The average weather in a particular region« [28]. Bezüglich der terminologischen Einzelheiten sei auf 
die eingangs erwähnte meteorologisch-klimatologische Literatur und auf einschlägige lexikalische Werke verwiesen, z. B. 
auf BROCKHAUS »Wetter und Klima« [8], das Wetterlexikon des DWD (www.dwd.de), das »Glossary of Meteorology« 
der American Meteorological Society (http://amsglossary.allenpress.com/glossary) oder auch auf Wikipedia (Stichwort 
»Klima«).
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nach Köppen/Geiger in der Version von Kottek et 
al. aus dem Jahre 2006 dargestellt [40]. Sie gibt 
einen Eindruck von der klimatischen Vielfalt der 
Erde. Näheres zu Klimaklassifikationen in [42, 66, 
67]. 
1 2 2 . Klimaelemente, .Klimaparameter .und . .
 . Klimafaktoren .
Klimaelemente sind zunächst einmal meteorologi-
sche Beobachtungs- bzw. Messgrößen (Sonnen-
scheindauer, Lufttemperatur, Luftfeuchtigkeit, 
Bewölkung, Niederschlag, Luftdruck, Windge-
schwindigkeit etc.), die allerdings über einen hin-
reichend langen Zeitraum ermittelt und unter 
Bezug auf diesen Zeitraum statistisch aufbereitet 
werden, sodass sie das Klima in einer bestimm-
ten Region kennzeichnen. Sie können aber auch 
für lange zurückliegende Zeiträume mithilfe 
indirekter Verfahren rekonstruiert werden (vgl. 
ältere Klimageschichte, Klimazeugen und Paläo-
klimatologie). Die zu einzelnen Klimaelementen 
ermittelten statistischen Kenngrößen werden auch 
als Klimaparameter bezeichnet, wie zum Beispiel 
die globale Jahresmitteltemperatur im Bereich der 
unteren Luftschicht und der Wasseroberfläche. 
Diese »Global Surface Temperature«, die meist als 
Temperaturabweichung oder – anomalie ausge-
drückt wird, ist im Übrigen ein pragmatisch-sta-
tistisches Konstrukt und keine reale physikalische 
bzw. thermodynamische Größe. 4
Klimafaktoren sind geographisch spezifizierbare 
Merkmale, die das Klima und somit die Klimaele-
mente in raumtypischer Weise mitbestimmen. 
Zu diesen klimamodifizierenden Faktoren gehö-
ren zum Beispiel die geographische Breite, die 
topographische Lage, die Bodenbedeckung und 
Bebauung, die Entfernung zum Meer (maritimes 
vs. kontinentales Klima). 
Abbildung .1 1





Klimakarte .der .Erde .nach .Köppen-Geiger-Klassifikation
in einer Version vom April 2006 mit CRU TS 2.1-Temperaturdaten und VASClimO v1.1-Niederschlagsdaten von 1951 bis 2000
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Anmerkungen zur physikalischen Größe 
»Temperatur«:
a) Für die physikalische Größe Temperatur (ther-
modynamische Temperatur, Formelzeichen: T) 
wird die SI-Einheit Kelvin (Einheitenzeichen: K, 
früher °K) verwendet. Im klimatologischen und 
umweltmedizinischen Schrifttum wird darüber 
hinaus oft die Celsius-Temperatur mit der Ein-
heit Grad Celsius (°C) verwendet. Die Umrech-
nung von der Kelvin- in die Celsiusskala geschieht 
wie folgt: Temperatur in °C = Zahlenwert der 
Kelvintemperatur minus 273,15. Gelegentlich ist 
auch, zumal im angelsächsischen Sprachraum, 
die Einheit Grad Fahrenheit (°F) in Gebrauch. 
Dabei gilt die folgende Umrechnung: Temperatur 
in °C = (Zahlenwert der Fahrenheittemperatur 
minus 32) multipliziert mit dem Faktor 0,556. 
b) Temperaturdifferenzen werden in Kelvin (K) 
angegeben. Für Differenzen von Celsius-Tempera-
turen ist aber auch die Angabe in Grad Celsius 
(°C) zulässig, während die ehemals bevorzugte 
Angabe in Grad (grd) nicht mehr empfohlen wird 
[15, 41]. Bis 1967 konnte Grad (grd) als Einheit 
der Temperaturdifferenz verwendet werden (inter-
national degré oder degree, Kurzzeichen deg).
1 2 3 .Klimasystem, .Treibhauseffekt .und . .
 . globale .Energiebilanz
1 2 3 1 . .Das .Klimasystem .der .Erde
Das Klima der Erde ist Ausdruck eines vielfälti-
gen dynamischen Geschehens, an dem neben 
der Sonne und der Erdatmosphäre noch weitere 
Komponenten oder Subsysteme beteiligt sind, die 
zusammen mit der Atmosphäre das Klimasystem 
der Erde bilden (Abbildung 1.2).5 Zu nennen sind 
hierbei die 
 Hydrosphäre (Ozeane/Meere, kontinentale 
Was servorkommen und Wasserkreisläufe zwi-
schen »Erde« und Atmosphäre), 
 Kryosphäre (Eis und Schnee), 
 Pedosphäre und Lithosphäre (Boden und Ge-
steine), 
 Biosphäre (Mikroorganismen, Pflanzen, Tiere, 
Menschen/Anthroposphäre). 
Die Atmosphäre stellt also kein abgeschlossenes 
System dar, sondern sie steht mit den genannten 
Subsystemen in vielfältiger Wechselwirkung, wobei 
das gesamte Klimasystem in entscheidender Weise 
von der Sonne unterhalten (angetrieben) wird. 
Außerdem spielen sog. Treibhausgase (s. 1.2.3.2), 
wie etwa Wasserdampf, Kohlendioxid (CO2) und 
Methan (CH4), eine bedeutende Rolle. 
Im Jahresgang wie auch im Jahresmittel unter-
scheidet sich die Sonneneinstrahlung zwischen 
Äquator und Pol, sodass die Erdoberfläche in Äqua-
tornähe wärmer, in Polnähe kälter ist, wodurch sich 
horizontale Temperaturunterschiede in der unteren 
Atmosphäre ergeben und infolgedessen Luftdruck-
unterschiede entstehen die zu Luftströmungen 
führen. Hinzu kommt, dass Eis- und Schneeflä-
chen die Sonnenstrahlen gut reflektieren und eine 
geringe Wärmeleitfähigkeit besitzen. Die Ozeane 
liefern aufgrund ihrer Zirkulation, der hohen Wär-
mekapazität des Wassers und ihrer Funktion als 
CO2-Senken einen ganz wesentlichen Beitrag zum 
Wärmehaushalt der Erde. Schließlich spielt die 
Biosphäre eine entscheidende Rolle für den Koh-
lenstoffkreislauf und den CO2-Haushalt aber auch 
für die Methanbildung. Bei der Erforschung des 
Erd- und Klimasystems müssen demnach, neben 
den physikalisch-klimatologischen Aspekten, auch 
biogeochemische und bioökologische Prozesse 
berücksichtigt werden (vgl. z. B. [32, 39, 44, 49, 70, 
75]). 
4 Die globale Gebietsmittelung von lokalen Temperaturabweichungen ist ein durchaus artifizielles, aber unter bestimmten 
methodischen Voraussetzungen (vgl. z. B. [33] dennoch statistisch legitimes Verfahren. Die von einzelnen Wissenschaft-
lern geäußerte Kritik [19] an dieser Form der Temperaturmittelung ist zwar vom thermodynmamisch-physikalischen 
Standpunkt aus berechtigt, geht aber dennoch an der Sache vorbei, da sie den formalen und pragmatischen Charakter des 
Konstrukts »global mean surface temperature« vollkommen ignoriert. Im Übrigen gibt es zahlreiche Indikatoren, die eine 
zunehmende globale Erwärmung bestätigen (man denke beispielsweise an die Regression der Kryoshäre); dies spricht für 
die externe Validität des Maßes »globale Temperatur«. 
5 Genau genommen handelt es sich dabei um Subsysteme des »Erdsystems«, deren klimarelevanten Strukturen und Wech-
selwirkungen das Klimasystem ausmachen.
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Die erwähnten Subsysteme und ihre Kompo-
nenten weisen sehr unterschiedliche Prozesszei-
ten auf und sie verfügen über sehr verschiedene 
thermodynamische Eigenschaften (z. B. Wärme-
leitfähigkeiten und -kapazitäten). So wirken sich 
beispielsweise die thermischen Gegebenheiten 
der Erdoberfläche binnen Stunden auf die untere 
Atmosphäre aus, während die Tiefenzirkulation der 
Ozeane erst im Laufe von Jahrhunderten und die 
antarktischen Inlandeismassen erst in noch länge-
ren Zeiträumen mit der Atmosphäre interagieren. 
Die geophysikalischen Rahmenbedingungen und 
das unterschiedliche Zeitverhalten der Systemkom-
ponenten prägen die Dynamik des Klimasystems 
und sie beeinflussen die klimatologisch-statisti-
schen Kenngrößen. Neben den unterschiedlichen 
Zeitskalen spielen vielfältige Wechselwirkungs- 
und Rückkopplungsprozesse eine erhebliche, 
bisher nur teilweise verstandene Rolle. Dies gilt 
sowohl für die natürlichen Abläufe als auch für die 
durch menschliche Aktivitäten induzierten Ver-
änderungen. Weitergehende Ausführungen zum 
Klimasystem der Erde findet man in den eingangs 
erwähnten klimatologischen Standardwerken 






Darüber hinaus informieren beispielsweise die 
Internetseiten des DWD, der geowissenschaftlich 
orientierten Max Planck Institute und Helmholtz-
Zentren wie auch des Umweltbundesamtes über 
den Themenkomplex »Klima und Klimawandel«. 
1 2 3 2 . .Der .natürliche .Treibhauseffekt .
Die Erdoberfläche wird bekanntermaßen durch 
die Sonne erwärmt. Dabei spielt der natürliche 
Treibhauseffekt (natural greenhouse effect) eine 
entscheidende Rolle, denn ohne diesen Effekt wäre 
es auf der Erde im Mittel rund 32 °C kälter, sodass 
die bodennahe Lufttemperatur durchschnittlich 
nur etwa −18 °C statt der üblichen +14 bis +15 °C 
betragen würde, womit das Leben in seiner uns 
Abbildung .1 2
Das .Klimasystem .mit .seinen .Kompartimenten, .Komponenten .und .Prozessen .in .stark .vereinfachter .schematischer . .
Darstellung .(in .Anlehnung .an .IPCC .2007 .[32]) Klimasystem
Interplanetarer Raum
Solare Einstrahlung
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bekannten Form nicht zu vereinbaren wäre. Der 
natürliche Treibhauseffekt wird hauptsächlich 
durch den atmosphärischen Wasserdampf (H2O) 
sowie durch klimawirksame Spurengase (Koh-
lendioxid CO2, Methan CH4, Distickstoffmonoxid 
N2O, bodennahes Ozon O3) hervorgerufen, die 
natürlicherweise in der Atmosphäre vorkommen 
und als Treibhausgase (THG, engl. greenhouse 
gases, GHG) bezeichnet werden. Wasserdampf lie-
fert mit ca. 60 – 66 % den größten Beitrag, gefolgt 
von CO2 mit 20 – 30 %, während die übrigen THG 
(CH4, N2O, troposphärisches O3) mit jeweils 
2 – 7 % zum natürlichen Treibhauseffekt beitragen 
(s. Tabelle 2.3 im Abschnitt 2.1.4). Die gasförmi-
gen Hauptbestandteile der Atmosphäre, nämlich 
Stickstoff (N2) und Sauerstoff (O2) haben für den 
Treibhauseffekt keine Bedeutung. Die traditionelle 
Bezeichnung »Treibhauseffekt« ist selbstverständ-
lich nicht wörtlich zu nehmen. Mit diesem Begriff 
ist in physikalischer Hinsicht keinesfalls eine 
schlichte Gleichsetzung des Treibhausmodells mit 
dem Klimasystem intendiert.6 
Der natürliche Treibhauseffekt wird nachste-
hend in stark vereinfachter Form beschrieben (s. 
auch Abbildung 1.3 und die bereits erwähnten kli-
matologischen Standardwerke sowie [2, 64]): 
Die Sonnenstrahlung ist relativ kurzwellig, mit einem 
Wellenlängenbereich von ungefähr 100 nm bis 3 500 nm. 
Mithin umfasst die solare Zustrahlung am oberen Rand 
der Atmosphäre das sichtbare Licht (Wellenlängen von 
ca. 400-800 nm) und die benachbarten Spektralbereiche, 
also die im Vergleich zum sichtbaren Licht kurzwelligere 
Ultraviolette (UV-) Strahlung und die vergleichsweise 
langwelligere Infrarotstrahlung. Die Atmosphäre ist in 
erster Linie für das von der Sonne kommende sichtbare 
Licht und die unmittelbar angrenzenden UV-Anteile (UV-
A, UV-B, nicht jedoch für das sehr kurzwellige UV-C) 
durchlässig. Auch die Infrarotanteile des Sonnenlichts 
werden in der Lufthülle (vom atmosphärischen Wasser-
dampf) absorbiert und gelangen daher praktisch nicht an 
die Erdoberfläche.
Im Durchschnitt wird etwa ein Drittel der die Erde 
erreichenden Sonnenstrahlung reflektiert und in den 
Weltraum zurückgestrahlt. Die verbleibenden zwei Drit-
tel werden zum geringeren Teil durch die Atmosphäre 
und zum größeren Teil durch die Erdoberfläche (Land 
und Ozeane) absorbiert. Dabei erwärmt sich die Erd-
oberfläche, wobei langwellige Infrarotstrahlung emittiert 
wird. Die Wellenlängen dieser Wärmestrahlung liegen 
im Bereich von 3 – 100 μm. Wäre das Geschehen damit 
beendet, dann läge die mittlere globale Lufttemperatur 
in Bodennähe bei den bereits erwähnten −18 °C. Da die 
Infrarotstrahlung aber zum Teil von den Treibhausgasen 
abgefangen und zu einem erheblichen Teil in Richtung 
Erdoberfläche reemittiert wird (»atmosphärische Gegen-
strahlung«), erwärmt sich die Erdoberfläche und in der 
Folge auch die untere Atmosphäre, sodass sich in Boden-
nähe eine mittlere globale Lufttemperatur von ca. +14 °C 
(bis +15 °C) ergibt.7 
Die soeben in stark vereinfachter Weise geschilder-
ten Vorgänge korrespondieren langfristig gesehen mit 
bestimmten Strahlungsleistungen, angegeben in Watt/
Quadratmeter (W/m2). Unter Berücksichtigung der Teil-
vorgänge kann für das globale Gesamtsystem eine Strah-
lungs- und Energiebilanz aufgestellt werden, auf die im 
weiter unten stehenden Abschnitt zur »Energiebilanz der 
Erde« kurz eingegangen wird. 
1 2 3 3 . .Der .anthropogene .Treibhauseffekt
Die durch menschliche Aktivitäten bedingte Zu -
nahme der Konzentration atmosphärischer Treib-
hausgase führt, dem derzeitigen wissenschaftlichen 
6 Fensterglas oder das Glas eines Treibhauses ist für elektromagnetische Strahlung je nach deren Wellenlänge unterschied-
lich gut durchlässig. Während das vergleichsweise kurzwellige, sichtbare Sonnenlicht die Glasscheiben leicht passiert 
(daher ist Glas durchsichtig), ist die Durchlässigkeit für die im Vergleich dazu langwellige Infrarotstrahlung minimal. 
Sonnenlicht gelangt somit ungehindert in das Treibhaus; es wird u. a. an der Bodenoberfläche zum Teil in Wärme umge-
wandelt, sodass sich das Treibhausinnere erwärmt. Für die entstehende Wärme-/Infrarotstrahlung sind die Glasscheiben 
nahezu undurchlässig: die Wärme verbleibt im Treibhaus. Zwischen der einfallenden Strahlung und der Wärmestrahlung 
im Innern stellt sich ein energetisches Strahlungsgleichgewicht ein (zum Glashauseffekt vgl. beispielsweise www.weltder-
physik.de). Da atmosphärische Treibhausgase sichtbares Licht ebenfalls leichter passieren lassen als Infrarotstrahlung, ist 
insoweit eine gewisse Analogie zum herkömmlichen Glas- oder Treibhauseffekt gegeben, wenngleich die tatsächlichen 
Verhältnisse im System Atmosphäre/Erdoberfläche (oder gar im gesamten Klimasystem) sehr viel komplexer sind. 
7 Im maritimen Bereich stützt man sich nicht auf Lufttemperaturmessungen, sondern weicht aus methodischen Gründen 
auf die Messung der Meeresoberflächentemperatur (Sea Surface Temperature, SST) aus. Näheres dazu im Anhang zum 
Sachstandsbericht (www.rki.de/klimabericht-anhang). 
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Kenntnisstand zufolge, zu einem anthropogenen 
(zusätzlichen) Treibhauseffekt, der die Klima-
wirksamkeit des natürlichen Treibhauseffektes 
verstärkt und damit eine (zusätzliche) globale 
Erwärmung hervorruft. Neben der Konzentration 
der einzelnen Treibhausgase und weiterer ther-
modynamischer Einflussgrößen (Umgebungs-
temperatur etc.), spielt das von der Wellenlänge 
der Strahlung abhängige Absorptionsvermögen 
der jeweiligen Treibhausgase eine entscheidende 
Rolle. Weitere Informationen zur anthropogenen 
Beeinflussung des Klimas enthalten die Kapitel 1.3, 
2.1.4 und 2.2.4.
1 2 3 4 . Die .Energiebilanz .der .Erde . .
 . (Strahlungs- .und .Wärmebilanz)
Das Klimasystem der Erde und dessen langfristige 
Energiebilanz werden vorrangig durch die einfal-
lende solare Strahlung und die in den Weltraum 
abgegebene (überwiegend thermische) Strahlung 
bestimmt. Im langfristigen Mittel ergeben sich für 
den Energie- bzw. Strahlungshaushalt des Systems 
die in Abbildung 1.4 skizzierten Verhältnisse. Die 
numerischen Angaben basieren auf Daten unter-
schiedlicher Herkunft (u. a. Satellitendaten) und 
auf diversen Modellrechnungen und Reanalysen 
[76]. Die als Jahresmittel berechneten globalen 
Durchschnittswerte sind selbstverständlich mit 
einer mehr oder minder großen Unsicherheit 
behaftet und daher trotz der detaillierten numeri-
schen Angaben nur als Schätzungen aufzufassen.8
 
Abbildung .1 3
Der .natürliche .Treibhauseffekt .in .stark .vereinfachter .schematischer .Darstellung .(in .Anlehnung .an .IPCC .2007 .[32] .und . .
Raschke .u  .Titz .2008 .[64]  .
8 Die physikalische Größe Energie mit der Einheit Ws wird hier auf 1 Jahr = 31 536 ∙ 106 s bezogen, sodass sich die Zeiteinheit 
herauskürzt und eigentlich eine Leistungsangabe Watt resultiert. In der Optik und Strahlungsphysik wird diese aufge-
nommene oder abgestrahlte Leistung als Strahlungsfluss bezeichnet. Durch den Flächenbezug kommt die Einheit W/m2 
zustande.
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Die durch Sonnenstrahlung am »Oberrand« der Atmo-
sphäre eingespeiste Energie entspricht im Jahresdurch-
schnitt einem Strahlungsfluss von 341 Wm−2. Dem steht 
bei ausgeglichener Energiebilanz eine gleich große 
Energieabgabe Richtung Weltraum gegenüber (abge-
strahlte Leistung 102 Wm−2 + 239 Wm−2). Davon werden 
über zwei Drittel als Wärmestrahlung abgegeben. Von 
dem die Erde an ihrer oberen atmosphärischen Grenze 
erreichenden solaren Strahlungsfluss werden ca. 30 % 
in den Weltraum reflektiert, etwa 20 % werden von der 
Atmosphäre absorbiert (wodurch diese sich erwärmt) 
und rund 50 % werden von der Erdoberfläche absorbiert, 
sodass sich diese ebenfalls erwärmt. Hinzu kommt die 
aufgrund des Treibhauseffektes erzeugte Rückstrahlung, 
sodass an der Erdoberfläche insgesamt ein Strahlungs-
fluss von 494 Wm−2 (bzw. 161 Wm−2 + 333 Wm−2) für die 
Erwärmung der oberflächlichen Strukturen sorgt. Dem 
steht die Abgabe von 493 Wm−2 (17 Wm−2 durch Konvek-
tion plus 80 Wm−2 durch Verdunstung plus 396 Wm−2 
durch Wärmestrahlung) gegenüber; es verbleibt eine Net-
toabsorption von ca. 1 Wm−2. 
Außer den erwähnten klimawirksamen Gasen (ein-
schließlich Wasserdampf) beeinflussen Aerosole 
und Wolken die globale Strahlungsbilanz. Dabei 
scheinen Wolken an der Erdoberfläche einen eher 
kühlenden Effekt zu haben [63]. 
Veränderungen der Sonneneinstrahlung, der 
Zusammensetzung und Konzentration von Treib-
hausgasen, der Konzentration atmosphärischer 
Aerosole, der Beschaffenheit der Landoberfläche 
sowie der Ausdehnung der Schnee- und Eisflächen 
beeinflussen die Strahlungs- bzw. Energiebilanz 
des Erdsystems. Eine nicht ausgeglichene Ener-
giebilanz führt – bei hinreichendem Ausmaß – zu 
einer globalen Klimaänderung, d. h. zu einer Erwär-
mung (Abkühlung) des Systems Erdoberfläche/
Atmosphäre, bis ein neuer Gleichgewichtszustand 
erreicht bzw. die Energiebilanz wieder ausgegli-
chen ist.
Abbildung .1 4
Die .globale .jährliche .Energiebilanz .für .den .Zeitraum .von .März .2000 .bis .Mai .2004  .Die .auf .ein .Jahr .bezogenen .Energieflüsse .
sind .in .Watt .pro .Quadratmeter .(Wm−2) .angegeben .und .zusätzlich .durch .die .Breite .der .Pfeile .




Energiebilanz .der .Erde .(Wm .– .2)
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1 3 . Potentielle .Ursachen .von . .
 . Klimaänderungen .
Klimaschwankungen und weitergehende 
trend artige Veränderungen können einerseits 
durch externe Antriebsfaktoren ausgelöst/
unterhalten werden, wobei natürliche Ein-
flüsse (z. B. Variationen der Sonnenaktivität 
und große Vulkanausbrüche) und in neuerer 
Zeit auch anthropogene Einflüsse (z. B. Treib-
hausgasemissionen) zu beachten sind. Ande-
rerseits verfügt das Klimasystem selbst über 
eine interne Variabilität, die auf vielfältigen 
Wechselwirkungen zwischen den Subsyste-
men beruht. 
1 3 1 . .Vorbemerkungen
Veränderungen der Energiebilanz und die damit 
verbundenen Klimaänderungen können sowohl 
auf natürlichen als auch auf anthropogenen Ein-
flüssen beruhen (Abbildung 1.5). 
Der Einfluss, den ein einzelner Faktor auf das 
Gleichgewicht zwischen der vom System aufge-
nommenen und der vom System abgegebenen 
(Strahlungs-)Energie ausübt, kann mit einer Index-
größe beschrieben werden, die als Strahlungsan-
trieb bezeichnet und in Watt pro Quadratmeter 
(Wm−2) angegeben wird. Der Strahlungsantrieb 
(engl. radiative forcing) ist ein Maß für die Bedeu-
tung, die dem betreffenden Einflussfaktor bezüg-
lich einer Klimaänderung zukommt. Ein positiver 
Strahlungsantrieb (etwa durch Vermehrung eines 
Treibhausgases) führt tendenziell zu einer Erwär-
mung der bodennahen Luftschicht, ein negati-
ver Strahlungsantrieb (etwa durch Zunahme von 
staubförmigen Luftverunreinigungen) führt der 
Tendenz nach zu einer Abkühlung. Mittels der 
Strahlenantriebe lassen sich die relativen Anteile 
der natürlichen und der anthropogenen Einflüsse 
angeben. Näheres dazu im Abschnitt 2.1.4.1 (s. dort 
auch die Abbildung 2.9). 
1 3 2 . .Natürliche .Einflussfaktoren
Natürliche Klimaschwankungen werden u. a. auf 
die folgenden Einflussfaktoren zurückgeführt (vgl. 
die klimatologischen Standardwerke und die unten 
angegebene ergänzende Literatur):
 Veränderungen der Sonnenaktivität 
 Veränderungen von Parametern der Erdum-
laufbahn (Orbitalparameter)
 Plattentektonische Verschiebungen der Land-
massen 
 Vulkanausbrüche
















ne ○  Treibhausgas-
Emissionen
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* nur in geologischen Zeiträumen
Abbildung .1 5 .
Mögliche .Ursachen .klimatischer .Veränderungen .(in .Anlehnung .an .D  .Kasang, . .
http://www hamburger-bildungsserver de/klima/klimawandel/ursachen/allgemein html)
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Veränderungen der Sonnenaktivität [13, 37, 45]. 
Solare Aktivitätsschwankungen, wie sie u. a. in den 
Sonnenfleckenzyklen zum Ausdruck kommen, 
gehen mit Schwankungen der solaren Strahlungs-
leistung einher. Derartige Schwankungen treten 
etwa alle 11 – 12 (8 – 15), 70 – 90 und 180 – 200 Jahre 
auf.9 Neuere Befunde sprechen für einen Zusam-
menhang zwischen der Sonneneinstrahlung (ins-
besondere der energiereichen UV-Strahlung) und 
der oberen Atmosphäre bzw. den dort auftreten-
den Starkwindströmen (»jet streams«). Bei einer 
verminderten solaren Strahlungsleistung (extrem 
wenige/keine Sonnenflecken) kommt es in der 
Stratosphäre zu einer Abkühlung und damit zu 
einer Abschwächung oder gar zum Sistieren der 
Starkwinde, wodurch das Wettergeschen in der 
unteren Atmosphäre beeinflusst werden kann 
(»blockierende Wetterlagen«). Zudem existieren 
(bisher allerdings nicht bestätigte) Hypothesen, 
wonach Schwankungen der Sonnenaktivität mög-
licherweise über die Beeinflussung des Erdmag-
netfeldes und der kosmischen Strahlung zu klima-
tischen Veränderungen beitragen können. 
Veränderungen von Parametern der Erdum-
laufbahn [12, 27]. Variationen in der räumlichen 
Beziehung zwischen Sonne und Erde führen zu 
Änderungen der Sonneneinstrahlung und beein-
flussen somit den Strahlungshaushalt und das 
Klima der Erde. Von Bedeutung sind dabei lang-
fristige Schwankungen der Präzession der Rotati-
onsachse, der Neigung der Erdachse (Schiefe der 
Ekliptik) und der Exzentrizität bzw. Elliptizität der 
Umlaufbahn. Diese zyklischen Veränderungen 
in der Erde-Sonne-Konstellation vollziehen sich 
in Zeiträumen von 20 000 bis 100 000 Jahren 
(»Milanković-Zyklen«)10. Sie werden heutzutage 
als einer unter mehreren natürlichen Faktoren für 
Klimaänderungen, speziell auch für den Wechsel 
von Kalt- und Warmzeiten bzw. von Eis- und Zwi-
scheneiszeiten, mitverantwortlich gemacht. 
Vulkanausbrüche [25]. Vor allem die sehr gro-
ßen Vulkaneruptionen, durch die vorübergehend 
gewaltige Gas- und Aschemengen emittiert wer-
den, können zu einer kurzzeitigen (einige Monate 
bis wenige Jahre anhaltenden) Abkühlung in der 
unteren Atmosphäre (Troposphäre) führen. Vul-
kanausbrüche im Bereich der Tropen sind beson-
ders klimawirksam. 
Plattentektonische Verschiebungen der Land-
massen haben in geologischen Zeiträumen zu 
beträchtlichen Klimaveränderungen geführt. Im 
Laufe des Erdmittelalters (ca. 250 – 65 Mio. Jahre vor 
unserer Zeit) zerbrach der zuvor gebildete Super-
kontinent und im Zuge der Kontinentaldrift bildete 
sich allmählich während der letzten 200 – 50 Mio. 
Jahre die uns vertraute geographische Gestalt des 
Planeten [56, 65]. Auch die anschließend auf Zeit-
skalen von Millionen Jahren zu verzeichnenden 
Klimaänderungen sind in erster Linie als Folge 
plattentektonischer Verschiebungen aufzufassen 
[10]. Klimahistorische Vergleiche, die vom langfris-
tigen Einfluss der Plattentektonik unabhängig sein 
sollen, müssen daher auf kürzere Zeitabschnitte 
begrenzt werden, zum Beispiel auf die letzten drei 
Millionen Jahre.
Natürliche interne Klimavariabilität [26, 30, 72, 
74, 82]. Variationen innerhalb der Klimasystem-
kompartimente mit ihrem je verschiedenen Zeit-
verhalten und die Wechselwirkungen zwischen den 
Subsystemen führen zu einer beachtlichen Varia-
bilität des Klimasystems. Stellvertretend erwähnt 
seien die zyklischen Veränderungen der Ozeanströ-
mungen und ihre Wechselwirkungen mit der Atmo-
sphäre.11 Aufgrund dieser internen Variabilität und 
der durch externe Faktoren zusätzlichen Variabilität 
weisen die Klimaelemente ausgeprägte Tagesgänge, 
9 Möglicherweise ist die als »Kleine Eiszeit« bezeichnete globale Temperaturabsenkung im Zeitraum von ca. 1350 – 1860 
nicht zuletzt durch eine Abnahme der solaren Strahlungsaktivität bedingt gewesen, wie dem Spörer-Minimum (1460 – 1550) 
und dem Maunder-Minimum (1645 – 1715); hinzu kam ein starker Vulkanismus. 
10 Nach dem Ingenieur, Mathematiker, Astro- und Geophysiker Milutin Milanković (1879 – 1958), der bereits in den 1920er 
und 1930er Jahren entsprechende Zusammenhänge zwischen periodischen Schwankungen der Erdbewegung (und damit 
der Erdbestrahlung) und Klimaschwankungen, besonders den Eiszeiten und Zwischeneiszeiten, postuliert und zu einer 
mathematischen Theorie ausgearbeitet hat (http://de.Wikipedia.org).
11 Bei der Südlichen Oszillation (SO) handelt es sich um großräumige periodische Luftdruckschwankungen über dem tropi-
schen Pazifik, die u. a. mit dem El-Niño-Phänomen in Verbindung stehen. [3, 35, 43] Die Nordatlantik-Oszillation (NAO) ist 
mit Luftdruckunterschieden über dem Nordatlantik in nord-südlicher Richtung (zwischen Island und den Azoren) verbun-
den; eine ausgeprägte NAO geht in Europa mit milder und niederschlagsreicher Witterung einher, während bei geringer 
NAO kältere Winter vorherrschen. [16] Die langzeitige Schwankung der thermo-halinen Zirkulation des Weltozeans wird 
u. a. mit einer drastischen Abkühlung in Europa vor ca. 12 000 Jahren in Zusammenhang gebracht.
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Jahresgänge und längerfristige Zyklen oder sonstige 
Fluktuationen auf. Dabei handelt es sich teilweise 
um unregelmäßige (stochastische) Änderungen, 
teils aber auch um relativ regelhaft (periodisch) 
erscheinende Schwankungen. Die kurzfristige 
Variabilität des Systems, etwa die von Jahr zu Jahr 
auftretenden beträchtlichen räumlich-zeitlichen 
»Klima«-Schwankungen, können selbstverständ-
lich je für sich genommen nicht durch langfristige 
Einwirkungen, wie den kontinuierlichen Anstieg 
der CO2-Konzentration, erklärt werden. Gleichwohl 
sind Veränderungen hinsichtlich der Auftretens-
wahrscheinlichkeit von extremen Wetterereignissen 
zu erwarten (s. Kap. 2.2 und 4.1).
Die internen Fluktuationen des Klimasystems sind 
auf Zeitskalen unterhalb von etwa 1 000 Jahren 
meist ausgeprägter als die durch externe natürli-
che Einflüsse bewirkten Variationen des »Global-
klimas«, vom Tages- und Jahresgang einmal abge-
sehen [26]. Der seit Jahrzehnten zu beobachtende 
und möglicherweise in den kommenden Jahrzehn-
ten fortschreitende, vermutlich extern-anthropogen 
(durch Treibhausgasemissionen) bedingte Klima-
wandel überprägt die internen Klimavariationen. 
Umgekehrt gilt, dass die anthropogenen Klimaän-
derungen durch interne Klimavariationen überla-
gert sind. Inwieweit es sich dabei um rein additive 
Transpositionen oder um tatsächliche Wechselwir-
kungsprozesse mit synergistischem Potential han-
delt, ist eine wichtige aber bisher nur in Ansätzen 
zu beantwortende Frage. 
Welche Bedeutung die vorgenannten natürli-
chen Einflussfaktoren für den gegenwärtigen Kli-
mawandel haben, wird im Abschnitt 2.1.4.3 näher 
erläutert.
 
1 3 3 . .Anthropogene .Einflussfaktoren
In den Jahrtausenden, in denen die Erde nur von 
vergleichsweise wenigen Menschen bewohnt war, 
hat eine nachhaltige Beeinflussung des Klimasys-
tems durch menschliche Aktivitäten zumindest im 
globalen Maßstab nicht stattgefunden. Erst ab dem 
17. Jahrhundert besiedelten mehr als 500 Millionen 
Menschen den Planeten (s. Abbildung 2.8). Die 
Zahl ist inzwischen auf 6,8 Milliarden angewach-
sen. In Verbindung mit einer auf Konsum- und 
Mobilitätssteigerung angelegten Wirtschafts- und 
Lebensweise ergibt sich ein enormer Ressourcen- 
und Energiebedarf. Die Folgen für die natürliche 
Umwelt des Menschen sind beträchtlich. Dies gilt 
offenbar auch für die Balance des globalen Strah-
len-, Energie- und Wärmehaushaltes. So liegen 
nach Einschätzung des IPCC die hauptsächlichen 
Ursachen der in jüngerer Zeit zu beobachtenden 
globalen Erwärmung sehr wahrscheinlich in der 
Verstärkung des natürlichen Treibhauseffektes 
durch die anthropogene Freisetzung von Treib-
hausgasen begründet. 
In der »Zusammenfassung für politische Ent-
scheidungsträger« des Teilberichtes der Arbeits-
gruppe I heißt es, hier in deutscher Übersetzung 
([31] S. 10): 
»Der größte Teil des beobachteten Anstiegs der mittle-
ren globalen Temperatur seit Mitte des 20. Jahrhunderts 
ist sehr wahrscheinlich durch den beobachteten Anstieg 
der anthropogenen Treibhausgaskonzentrationen verur-
sacht. ... Es ist wahrscheinlich, dass der Anstieg der Treib-
hausgaskonzentrationen allein eine stärkere Erwärmung 
hervorgerufen hätte als die beobachtete, da vulkanische 
und anthropogene Aerosole einen Teil der Erwärmung, 
die sonst stattgefunden hätte, aufgehoben haben.«
Im Kapitel 2.1.4 werden wir auf die Ursachen des 
aktuellen Klimawandels zurückkommen und dabei 
sowohl den anthropogenen Einflussfaktoren (s. 
2.1.4.2) als auch den natürlichen Einflussfaktoren 
(s. 2.1.4.3) einen gesonderten Abschnitt widmen.
 
1 4 . .Klimageschichte
Die instrumentelle Periode der Klimageschich-
te beginnt – im Hinblick auf die systematischen 
Lufttemperaturmessungen – etwa um das Jahr 
1850. Die Klimaentwicklung in vorangegan-
genen Zeiträumen kann nur indirekt über Kli-
maindikatoren beziehungsweise Proxydaten 
erschlossen werden (Klimarekonstruktion). 
Im Laufe der Erdgeschichte kam es auf-
grund natürlicher Einflüsse (Kontinentalver-
schiebung, Änderungen der Erdachsennei-
gung und Erdbahngeometrie, Schwankungen 
der Sonnenaktivität, verstärkter/vermin-
derter Vulkanismus etc.) und durch diverse 
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Rückkopplungsprozesse zu erheblichen kli-
matischen Veränderungen. Im Verlauf des bis 
heute anhaltenden quartären Eiszeitalters tra-
ten lang anhaltende Kalt-/Eiszeiten im Wechsel 
mit vergleichsweise kürzeren Warmzeiten auf. 
Die jüngste Eiszeit ist vor rund 15 000 Jahren 
ausgeklungen und in die seit etwa 11 000 Jahren 
anhaltende Warmphase, das Holozän, über-
gegangen. Innerhalb dieser Warmzeit (»Zwi-
scheneiszeit«) gab es Zeitabschnitte in denen 
sich Jahre mit eher überdurchschnittlicher 
Mitteltemperatur häuften (z. B. das römische 
und das hochmittelalterliche Klimaoptimum) 
und solche in denen unterdurchschnittliche 
Temperaturen vorherrschten (z. B. die »Kleine 
Eiszeit« vom 14. bis 19. Jh.). Mit der nächsten 
»richtigen« Eiszeit ist frühestens in einigen 
tausend Jahren zu rechnen. 
Je nachdem wie Klimadaten gewonnen werden 
(rekonstruiert, gemessen oder extrapoliert) unter-
scheidet man in zeitlicher Perspektive die folgen-
den Klimaabschnitte:
 
 rekonstruierte Klimageschichte (weiter zurück-
liegende Vergangenheit, vor Beginn systemati-
scher Messungen), 
 beobachtetes Klima (kontinuierliche Messun-
gen in der jüngeren Vergangenheit und Gegen-
wart), 
 zukünftiges Klima (Klima-Projektionen). 
Die Rekonstruktion der älteren Klimageschichte 
(Paläoklimatologie) stützt sich auf sog. Klimaar-
chive. Dazu zählen u. a. Eisbohrkerne, See- und 
Meeressedimente, Gebirgsgletscher, Korallen, Sta-
lagmiten und Baumwachstumsringe wie auch die 
in Fossilien überlieferte Pflanzen- und Tierwelt. 
Deren Untersuchung auf klimasensitive Indikato-
ren liefert sogenannte Proxydaten (Stellvertreterda-
ten) anhand derer die zeitliche Klimaentwicklung 
abgeleitet werden kann. Darüber hinaus können 
aus späteren Zeiträumen auch historische Auf-
zeichnungen über Wetter und Witterung, über 
Pflanzen- und Tierwelt, Ernteerträge und derglei-
chen mehr zu Rate gezogen werden (historische 
Neoklimatologie; im Unterschied zur modernen 
Neoklimatologie, die sich auf Messungen stützt). 
Proxydaten sind mit mehr oder minder großen 
Unsicherheiten behaftet, die zum Teil die zeitliche 
Datierung, zum Teil die Temperaturbestimmungen 
betreffen. Manche Indikatoren, wie etwa die Breite 
der Jahresringe von Baumquerschnitten, werden 
nicht nur durch die mittleren Temperaturverhält-
nisse sondern auch durch jahreszeitliche Besonder-
heiten, das Niederschlagsaufkommen und andere 
Faktoren beeinflusst. Die Verfügbarkeit geeigneter 
Proben (räumliche Abdeckung) ist teilweise unzu-
reichend. Im Allgemeinen wächst die Unsicherheit 
je weiter man in der Zeit zurückgeht [6, 24]. Dies 
gilt insbesondere auch für die Datierung und die 
zeitliche Auflösung des Temperaturverlaufs. »Es ist 
so etwas wie ein Grundgesetz der Klimarekonst-
ruktion, daß die zeitliche Auflösung der rekonstru-
ierten Reihen mit zunehmendem Alter absinkt.« 
(Böhm 2008 [5] S. 19).12 
1 4 1 . .Das .Klima .in .der .Erdneuzeit .
1 4 1 1 . .Überblick
In den Jahrmillionen der erdgeschichtlichen Ent-
wicklung ist es schon aufgrund der massiven Kon-
tinentalverschiebungen zu beträchtlichen Verände-
rungen der klimatischen Verhältnisse gekommen. 
Da die Erde erst während der geologischen Neuzeit 
(Känozoikum) die uns heute vertraute Gestalt mit 
den dadurch gegebenen klimatischen Rahmenbe-
dingungen angenommen hat, interessieren vor-
nehmlich die klimatischen Veränderungen in der 
späten Erdneuzeit, hier vor allem in den letzten 
3 Millionen Jahre. 
Exkurs in die Paläoklimatologie [10, 20, 24, 38, 77]
In der rund viereinhalb Milliarden Jahre wäh-
renden Erdgeschichte war es meistenteils (95 % 
des bisherigen Erdalters) wärmer als heute, sodass 
keine permanenten Eisbedeckungen vorhanden 
12 Mit neuen isotopenanalytischen Verfahren gelingt jedoch in Eisbohrkern-Proben eine zeitlich hochauflösende Messung 
von Temperaturindikatoren, wie dies beispielsweise anhand eines 15 000 Jahre alten Grönländischen Eisbohrkerns gezeigt 
werden konnte [71].
Einleitung . . . . .Kapitel .1 21
waren. Ein »Eiszeitalter« ist ein durch mehrma-
lige Abfolge von Kalt- (Eis-) und Warmzeiten 
charakterisierter Zeitabschnitt der Erdgeschich-
te, wobei mehr oder minder ausgeprägte Eisbe-
deckungen an den Polen und teils auch in den 
Hochgebirgen bestehen, deren Ausdehnung und 
Mächtigkeit jedoch während der eigentlichen 
Eiszeiten beträchtlich zunimmt. Nach heutiger 
Kenntnis hat es in der Erdgeschichte fünf Eiszeit-
alter gegeben, von denen das jüngste, quartäres 
Eiszeitalter genannt, in die Erdneuzeit fällt. 
Die Erdneuzeit (Känozoikum) reicht von heu-
te aus gesehen 65,5 Millionen Jahre zurück. Die 
späten Epochen des Känozoikums heißen Pliozän 
(5,33 – 2,59 Ma), Pleistozän (2,59 – 0,01 Ma) und 
Holozän (11 700 Jahre vor AD 2000) [56]. 
Während der Erdneuzeit war es auf der Erde 
zunächst über viele Jahrmillionen hinweg wär-
mer als heute. Insgesamt sank die mittlere Tem-
peratur im Verlauf der Erdneuzeit um 5 – 10 °C. 
Im frühen und mittleren Pliozän vor mehr als 
3 Mio. Jahren lagen die globale Mitteltemperatur 
immer noch um 2 – 3 °C und der Meeresspiegel um 
15 – 25 m höher als in der heutigen Zeit [32]. Erst 
seit etwa 3 Mio. Jahren, im späten Pliozän, ist die 
mittlere bodennahe Lufttemperatur allmählich 
unter das heute übliche Niveau abgesunken. Mit 
einiger Verzögerung bildeten sich am Übergang 
zum Quartär vor etwa 2,6 Mio. Jahren Eiskappen 
an den Polregionen. Seither besteht das quartäre 
Eiszeitalter. 
Im Pleistozän (2,6 Ma bis 0,01 Ma vor heute) 
sank die mittlere Temperatur weiter ab bis schließ-
lich seit ca. 1,5...1 Mio. Jahren ausgeprägte eis-
zeitliche Verhältnisse herrschten, die aber immer 
wieder von wärmeren Phasen (Interglazialen) 
unterbrochen worden waren. Das Pleistozän ist 
somit durch den zyklischen Wechsel von Kalt- und 
Warmphasen mit entsprechend starken Tempera-
turschwankungen bzw. durch das Kommen und 
Gehen der Eisschilde und Gletscher bestimmt. Die 
Wechsel von Eis- und Zwischeneiszeiten traten 
zunächst in kürzeren Abständen von ca. 40 000 
Jahren, später in längeren Abständen von ca. 
100 000 Jahren auf. 
In Abbildung 1.6 sind die Temperaturänderun-
gen für die letzten 425 000 Jahre dargestellt. Man 
erkennt den charakteristischen Wechsel von Kalt- 
und Warmzeiten. Während die Abkühlungsperio-
den etliche zehntausend Jahre (oft ca. 80 000 Jahre) 
andauerten, entwickelten sich innerhalb von nur 
wenigen tausend (ca. 4 000) Jahren wieder warm-
zeitliche Verhältnisse, die dann nur durchschnitt-
lich 10 000 Jahre anhielten. Die vorerst letzte Eis-
zeit innerhalb des quartären Eiszeitalters begann 
sich vor rund 100 000 Jahren zu entwickeln, wobei 
die Vergletscherung vor 20 000 – 25 000 Jahren 
ihre maximale Ausdehnung erreichte und mehrere 
tausend Jahre persistierte.13 Das nördliche Mitteleu-
ropa, der Alpenraum sowie große Teile Nordame-
rikas waren in jener Zeit von dicken Eisschichten 
bedeckt. Die Durchschnittstemperatur lag in den 
betroffenen Gebieten etwa 6 – 10 °C niedriger als 
heute, der Meeresspiegel befand sich etwa 100 m 
(90...130 m) unter dem heutigen Niveau. Auf der 
nördlichen Hemisphäre setzte die Rückbildung 
der Eismassen vor etwa 20 000...18 000 Jahren ein 
(südliche Hemisphäre ab ca. 15 000 Jahren). Wäh-
rend an der Auslösung der letzten Eiszeit anschei-
nend mehrere Faktoren beteiligt waren, wurde 
das Ende der letzten Eiszeit wahrscheinlich durch 
eine Zunahme der nordhemishärischen Sonnen-
einstrahlung infolge einer günstigen Sonne-Erde-
Konstellation eingeleitet [11]. Daneben scheint die 
zunehmende Instabilität der übergroßen Gletscher 
eine bedeutende Rolle gespielt zu haben [20]. Mit 
dem Übergang von einer Eiszeit in eine Warm-
zeit und dem Rückzug der Gletscher, war stets ein 
deutlicher Anstieg der CO2-Konzentration in der 
Atmosphäre verbunden, der Übergang von einer 
Warm- in eine Kaltzeit hatte einen CO2-Abfall zur 
Folge [48]. Ähnlich verhielt es sich mit Methan [47]. 
Während jedoch seinerzeit ausschließlich natürli-
che Vorgänge den Wechsel der Kalt- und Warmzei-
ten sowie die daran gekoppelten Variationen der 
atmosphärischen Treibhausgaskonzentrationen 
verursacht haben, sind die natürlichen Prozesse 
in der Gegenwart von erheblichen anthropogenen 
Einwirkungen überlagert, wozu in erster Linie die 
durch menschliche Aktivitäten bedingte Emission 
von Treibhausgasen gehört, die in den letzten 
13 Die Angaben orientieren sich überwiegend an Clark et al. [11], sind aber großzügig »gerundet« (30 000 statt 33 000, 25 000 
statt 26 500 Jahre usw.).
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Jahrzehnten den wesentlichen Beitrag zur Erhö-
hung der THG-Konzentrationen in der Atmosphäre 
geliefert hat (s. Kap. 2). 
1 4 1 2 . Das .Klima .in .den .letzten .11 000 .Jahren .
 . (Holozän, .Neo-Warmzeit) .
Die seit zehn- bis zwölftausend Jahren anhal-
tende zwischeneiszeitliche Warmphase wird als 
Holozän bezeichnet. Für diesen Zeitabschnitt 
liegen Temperaturrekonstruktionen vor, die auf 
unterschiedlichen Klimazeugen (Eisbohrkerne, 
Meeressedimentproben, Pollenanalysen etc.) beru-
hen und aus unterschiedlichen geographischen 
Arealen stammen (z. B. Europa, Nordatlantik, tropi-
scher Westpazifik, Grönland, Kilimanjaro, Antark-
tis).14 Die einzelnen Temperaturzeitreihen weichen 
allerdings mitunter beträchtlich voneinander ab. 
Insgesamt lässt sich folgern, dass es in den letzten 
10 000 Jahren durchaus Phasen gab, in denen es 
ähnlich warm war wie in der Gegenwart, nämlich 
vor ca. 7 000 bis 6 000 Jahren (»Atlantikum«), 
vor rund 4 000 bis 3 000 Jahren sowie während 
des römischen und des mittelalterlichen Klimaop-
timums [4, 9, 22, 24, 36, 66, 69, 79].15 Der seit 
Abbildung .1 6
Temperaturveränderungen .im .Bereich .der .Antarktis .in .den .letzten .rund .425 .000 .Jahren, .rekonstruiert .auf .der .Basis .von .
 .Messungen .am .Eisbohrkern .»EPICA .Dome .C«; .dargestellt .sind .Temperaturabweichungen .vom .Durchschnitt .der .letzten .
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14 Dazu nähere Informationen in [24, 66] sowie im Internet  [23, 55]. 
15 Die Zeitangaben sind aber keineswegs einheitlich; so findet man zum Beispiel für das »Atlantikum« auch Angaben wie 
8 000 bis 6 000 Jahre oder 8 000 bis 5 000 Jahre vor heute. Nach Broecker hat es im Holozän alle 1 000 – 2 000 Jahre eine 
besonders warme Periode gegeben, während dazwischen kältere Phasen vorherrschten [9]. 
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etwa 30 – 40 Jahren anhaltende Trend der globa-
len Erwärmung und der auch weiterhin bis Ende 
des Jahrhunderts zu erwartende Aufwärtstrend (s. 
Kap. 2) könnte nach Art und Ausmaß allerdings 
beispiellos sein für das Holozän. 
1 4 1 3 . .Das .Klima .in .den .letzten .2 000 .Jahren
In Abbildung 1.7 sind die Klimavariationen für die 
nördliche Hemisphäre und den Zeitraum von 200 
bis 2000 n. Chr., also für nahezu die letzten zwei 
Jahrtausende, unter Rückgriff auf verschiedene 
Datengrundlagen dargestellt. Die Autoren dieser 
Abbildung (Mann et al. 2008 [50]) haben aus Proxy-
daten die mittlere nordhemisphärische Oberflä-
chentemperatur mit Hilfe statistischer Verfahren 
in Form geglätteter Zeitreihen rekonstruiert und ab 
1850 durch Zeitreihen die auf Messungen beruhen 
ergänzt (zu dem jüngeren Zeitabschnitt ab 1850 
s. Kap. 1.4.3). Die in der Abbildung dargestellten 
Zeitreihen, wie auch andere rekonstruktive Daten-
analysen bestätigen die mittelalterliche Warmzeit 
(engl. Mediveal Warm Period, MWP) um das Jahr 
Abbildung .1 7
Mittlere .Oberflächentemperatur .der .nördlichen .Hemisphäre .während .nahezu .der .letzten .beiden .Jahrtausende .(200 .– .2000 .
n  .Chr ), .aus .unterschiedlichen .Datenquellen .abgeleitet, .geglättet .mittels .»40-year .low-pass .filter«; .dargestellt .sind .die .Mit-
telwerte .(Linien) .mit .den .Bandbreiten .der .Schätzungen  .
Quelle:	Mann	ME,	Zhang	Z,	Hughes	MK,	Bradley	RS,	Miller	SK,	Rutherford	S,	Ni	F	(2008),	Proc	Natl	Acad	Sci	USA	
(PNAS),	105(36),	13252-13257	[50].	Original	durch	Übersetzung	ins	Deutsche	modifiziert.	
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1000 sowie eine kühlere Zeitspanne vom 14. bis 
19. Jahrhundert, die üblicherweise als »Kleine Eis-
zeit« bezeichnet wird (s. unten). 
Nach Meinung von Mann et al. [50] zeigt die 
vorgelegte Datenanalyse, dass es in den letzten 
1 300 – 1 700 Jahren keine dem derzeitigen Tempe-
raturanstieg vergleichbare Entwicklung gegeben 
habe. Da jedoch nach wie vor beträchtliche metho-
dische Probleme hinsichtlich der Kalibrierung, 
der räumlichen Abdeckung und teilweise auch der 
zeitlichen Einordnung (Datierung) der Proxydaten 
bestehen [7, 18, 46, 61], ist es nicht verwunderlich, 
dass sich von Studie zu Studie mitunter recht 
unterschiedliche Zeitreihen ergeben und dies zu 
anhaltenden Meinungsverschiedenheiten Anlass 
gibt. Zwar lassen sich die Hauptphasen der Tem-
peraturentwicklung für die letzten ein- bis zwei-
tausend Jahre in den meisten Studien bestätigen, 
mit dem »Mittelalterlichen Optimum« (in Europa 
etwa 900 – 1200) und der anschließenden »Klei-
nen Eiszeit« (ca. 1350 – 1860), die mittlerweile in 
die rezente Erwärmung übergegangen ist. Strittig 
ist die tatsächliche Ausprägung der seinerzeitigen 
Klimaschwankungen (ihre Amplitudengröße, ihr 
zeitlicher Verlauf und ihre regionale Verteilung) 
und damit schlussendlich auch die Antwort auf die 
Frage, ob die derzeitige Erderwärmung tatsächlich 
in den letzten 1300 – 1700 Jahren [50] oder den letz-
ten 2 000 Jahren oder gar seit etwa 120 000 Jahren 
(wie im IPCC-Bericht ausgeführt [32]) ihresglei-
chen sucht? 
1 4 1 4 . Anmerkung .zu .den .Ursachen .der . .
 . historischen .Klimaschwankungen
Wir können davon ausgehen, dass es sich bis in die 
frühe Neuzeit16 beziehungsweise vor Beginn der 
industriegesellschaftlichen Transformationspro-
zesse ganz überwiegend um »natürliche Klimavari-
ationen« gehandelt hat, da die Erde bis dahin noch 
vergleichsweise dünn besiedelt war und die tech-
nischen Möglichkeiten der Menschheit ebenfalls 
sehr begrenzt waren [17, 57, 58, 68, 73]. Dabei soll 
keineswegs außer Acht bleiben, dass der Mensch 
auch schon im Altertum, im Mittelalter und in der 
frühen Neuzeit mitunter erhebliche (und zumin-
dest im regionalen Maßstab auch klimarelevante) 
Umwelteingriffe vorgenommen hat, man denke 
etwa an die ausgiebigen Waldrodungen im Mittel-
meerraum und in Nordamerika.17 
Die längerfristigen Klimaänderungen, wie sie im 
späteren Quartär etwa alle 100 000 Jahre in Form 
von Eis- und Zwischeneiszeiten aufgetreten sind 
und weiterhin auftreten werden, sind hauptsäch-
lich angeregt durch die wechselnde Orientierung 
der Erde zur Sonne.18 Nach diversen Berechnungen 
wäre infolge der astronomischen Gegebenheiten 
(und der zunächst noch ansteigenden Treibhaus-
gasemissionen) mit der nächsten Eiszeit wohl erst 
in rund 5 000 bis 50 000 Jahren zu rechnen. Die 
Angaben schwanken, weil die astronomischen 
Antriebsfaktoren lediglich als Schrittmacher des 
Eiszeit-Interglazial-Zyklus gelten und im Verein 
mit bisher nur teilweise bekannten Cofaktoren 
wirksam sind, wobei auch die anthropogenen 
Treibhausgase in Rechnung gestellt werden müs-
sen [77]. Für kurzfristigere Klimaveränderungen 
im Maßstab von Jahrhunderten, Jahrzehnten oder 
mehreren Jahren werden überwiegend Schwan-
kungen der Sonnenaktivität, interne Klimavaria-
bilitäten, große Vulkanausbrüche sowie die damit 
und mit weiteren Einflüssen verbundenen Rück-
kopplungsprozesse verantwortlich gemacht (vgl. 
z. B. [66, 69]). 
1 4 2 . Die .jüngere .Klimageschichte .– .auf .der . .
 . Basis .direkter .Messungen
Der Wandel von der vorindustriellen zur indus-
triellen Produktionsweise geschah annähernd 
in der gleichen Zeit wie der Übergang von der 
16 Die (historische) Neuzeit beginnt mit dem Jahr 1500 [78].
17 Die weiträumigen Verkarstungen im Mittelmeerraum sind – entgegen landläufiger Auffassungen – erst in nachantiker 
Zeit zustande gekommen [73]. Global gesehen ist die Entwaldungen vor allem auch im 19. und  20. Jahrhundert vorange-
schritten ([58] S. 543ff, dort auch weitere Literaturhinweise).
18 Der 100 000-Jahre-Rhythmus ist von einer ca. 400 000-jährigen Periodizität überlagert, durch die anscheinend besonders 
lang anhaltende Warmphasen, so auch das Holozän, bedingt sind [77].  
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rekonstruierten zur beobachteten Klimage-
schichte. Der damit verbundene Methodenwechsel 
erschwert den Vergleich zwischen älterer und jün-
gerer Klimaentwicklung, d. h. zwischen vorindus-
trieller Zeit und Industriezeitalter. Deshalb ist bei 
Zeitreihen, denen zunächst Daten von Klimazeu-
gen (aus Klimaarchiven) und ab einem bestimm-
ten Zeitpunkt gemessene Werte zugrunde liegen 
Vorsicht geboten. 
Mehr oder minder kontinuierliche Messungen 
der Lufttemperatur wurden bereits im 18. Jahrhun-
dert und vereinzelt auch schon im 17. Jahrhundert 
durchgeführt [4, 52]. Bisher konnte nur ein Teil der 
historischen Datenbestände digitalisiert und damit 
einer weiterführenden Auswertung zugänglich 
gemacht werden ([81], Seite 12f).19 
Oft wird der Eindruck erweckt, dass seit der 
Industrialisierung eine zunehmende globale 
Erwärmung stattfinde. Dies gilt jedoch »nur« für 
den zunehmenden Einfluss anthropogener Fakto-
ren und nicht für den mit zeitlicher Latenz auftre-
tenden Klimawandel selbst, denn das Klimasystem 
ist träge und reagiert erst mit einer gewissen Verzö-
gerung auf äußere Einflüsse. Ein (ungleichmäßig 
verlaufender) Anstieg der globalen Jahresmittel-
temperatur lässt sich mit hinreichender Evidenz 
erst für die letzten 100 Jahre belegen. Weitere 
Informationen zur jüngsten Klimageschichte und 
dem gegenwärtig beobachteten Klimawandel, wie 
auch zu dessen vermuteten Ursachen enthält das 
folgende Kapitel. 
19 Im maritimen Bereich verwendet man aus methodischen 
Gründen statt der Lufttemperaturen die Wasseroberflä-
chentemperaturen (Sea Surface Temperatures, SST). Nä-
heres dazu im Anhang zum Sachstandsbericht (www.rki.
de/klimabericht-anhang).
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Die Ursachen des rezenten Klimawandels 
werden ganz überwiegend in anthropogenen 
Einflüssen gesehen, wobei der Emission von 
Treibhausgasen, insbesondere von Kohlendi­
oxid (CO2), der größte Einfluss beigemessen 
wird. 
2.1.1  Vorbemerkungen
Der Zustand und die Veränderungen des Klimas 
werden üblicherweise anhand der mittleren Aus­
prägung von Klimaelementen (z. B. Temperatur, 
Niederschläge, Feuchtigkeit) und der Wahrschein­
lichkeit von Extremwetterereignissen beschrieben. 
Im Hinblick auf den sich abzeichnenden Klima­
wandel nimmt das globale Temperaturfeld, hier 
vor allem die bodennahen Lufttemperaturen und 
die Meeresoberflächentemperaturen, eine zentrale 
Stellung ein. Hinzu kommt, dass Temperaturmess­
daten nicht nur in sehr viel größerer Zahl, sondern 
gemeinhin auch in höherer Datenqualität vorliegen 
als dies für die meisten anderen Klimaelemente 
der Fall ist. 
Die Darstellung regionaler, großräumiger oder 
gar globaler Temperaturverläufe stützt sich auf 
Daten, die mit mehr oder minder weitmaschi­
gen Messnetzen gewonnen worden sind, wobei 
die Einzelmesswerte in geeigneter Weise räum­
lich und zeitlich zusammengefasst bzw. gemittelt 
werden müssen. Angaben zur mittleren globalen 
Oberflächentemperatur, auch als »globale Erd­
oberflächentemperatur« oder »global (mean) sur­
face temperature« bezeichnet, sind zwangsläufig 
mit Unsicherheiten behaftet. Diese ergeben sich 
vor allem aus Messnetzlücken, d. h. Lücken in 
der räumlichen und zeitlichen Datenabdeckung, 
und aufgrund anderer messtechnischer Arte­
fakte.1 So ist beispielsweise die dichter besiedelte 
2.1 Der gegenwärtige Klimawandel  
 und seine Ursachen 
In den letzten hundert Jahren ist die erd­
oberflächennahe Lufttemperatur im globa­
len Mittel um 0,7 – 0,8 °C angestiegen. Die 
letzten drei Jahrzehnte waren die wärmsten 
Jahrzehnte seit Beginn systematischer Mes­
sungen (d. h. seit 1850). Die »globale Jahres­
mitteltemperatur« liegt bei 14 – 15 °C (14 °C gel­
ten als Referenzwert der Klimanormalperiode 
1961 – 1990). 
Die zunehmende Erwärmung betrifft die 
Nordhemisphäre etwas stärker als die Süd­
hemisphäre. Darüber hinaus bestehen aus­
geprägte regionale Unterschiede und beacht­
liche Schwankungen von Jahr zu Jahr. Manche 
Regionen sind vom Klimawandel stärker oder 
in anderer Weise betroffen als andere Regi­
onen. Teils herrschen Hitze und Trockenheit/
Dürre vor, teils treten vermehrte Niederschlä­
ge/Überschwemmungen auf. 
In Deutschland haben die Jahresmittel­
werte der bodennahen Lufttemperatur für 
das Gesamtgebiet von 1901 – 2009 bei grober 
linearer Approximation um 1 Grad zugenom­
men. Die Jahresdurchschnittstemperatur liegt 
hierzulande mittlerweile bei Werten um 9,5 °C 
(8,2 °C gelten als Referenzwert der Klimanor­
malperiode 1961 – 1990). In den Sommermo­
naten sind vermehrt Hitzetage/­episoden zu 
verzeichnen und die Winter sind milder ge­
worden. Die Temperaturentwicklung verläuft 
regional recht unterschiedlich. 
In Deutschland haben insgesamt betrach­
tet auch die Jahresniederschläge in den letzten 
hundert Jahren zugenommen. Der Zuwachs 
war im Westen und Norden des Landes stärker 
ausgeprägt als in anderen Landesteilen (im Os­
ten/Sachsen teilweise auch Niederschlagsab­
nahme). Die Niederschlagszunahme betraf vor­
zugsweise die Winterhalbjahre (oft als Regen). 
2  Der gegenwärtige und zukünftige Klimawandel
1 Die Unsicherheit der Angaben zur mittleren globalen Temperaturabweichung wird mit ± 0,05 °C bis ± 0,10 °C (zwei Stan­
dardabweichungen) angegeben, vgl. [72]. 
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einzelnen Jahren gelegentlich auch etwas größere 
Unterschiede auftreten können. Im Jahr 2009 
betrug die globale Oberflächentemperaturanomalie 
je nach Datensatz + 0,44 °C (HadCRUT3), + 0,46 °C 
(NCDC) oder + 0,50 °C (GISS)[159]. Ausführlichere 
methodische Erläuterungen zu den globalen Tem­
peraturanomalien enthält der Anhang zum Sach­
standsbericht (www.rki.de/klimabericht­anhang); 
diese methodischen Zusatzinformationen wurden 
mit Unterstützung des Deutschen Wetterdienstes 
(DWD) erarbeitet. 
Die Bezeichnung »aktueller/derzeitiger/gegen­
wärtiger/rezenter« Klimawandel wird hier relativ 
weit gefasst, nämlich in Bezug auf den Zeitraum 
von etwa 1850 bis heute; sie betrifft also das sog. 
Neoklima. Ein besonderes Augenmerk ist aller­
dings auf die letzten 100 Jahre und mehr noch auf 
die letzten 30 – 40 Jahre gerichtet, zumal sich die 
globale Erwärmung seit den 1970er Jahren offenbar 
beschleunigt hat. 
Im vorliegenden Kapitel schreitet die Erörterung 
von den globalen und nordhemisphärischen Gege­
benheiten (2.1.2) zu den regionalen mitteleuropäi­
schen Verhältnissen (2.1.3) fort. In einem weiteren 
Unterkapitel (2.1.4) wird kurz auf die nach derzei­
tigem Kenntnisstand vermuteten Ursachen des 
aktuellen Klimawandels eingegangen. 
2.1.2 Der gegenwärtige Klimawandel in  
 globaler Perspektive
2.1.2.1 Lufttemperatur und Meeresober- 
 flächentemperatur
Die in Abbildung 2.1 dargestellten Temperaturab­
weichungen (»Temperaturanomalien«) beruhen 
auf dem Datensatz HadCRUT3, der vom Had­
ley Centre des UK Met Office und der Climatic 
Research Unit (CRU) der University of East Anglia, 
Norwich (UK), fortlaufend aktualisiert und verfüg­
bar gemacht wird. Es handelt sich um a) global, 
b) nordhemisphärisch und c) südhemisphärisch 
gemittelte Jahresdurchschnittstemperaturen, 
Nordhemisphäre mit einem engmaschigeren Mess­
netz ausgestattet als die stärker ozeanisch geprägte 
Südhemisphäre. Man unterscheidet separate Land­ 
und Ozean­Datensätze sowie kombinierte Land­
Ozean­Datensätze.2 Globale Temperatur­Zeitreihen 
können daher einer nichtklimatisch bedingten 
Inhomogenität unterliegen (zum »Inhomogeni­
tätsproblem« vgl. [106, 124, 139]). Statt der eigent­
lichen Mitteltemperatur wird bei großflächigen 
Zusammenfassungen meist die Temperaturabwei­
chung (»Temperaturanomalie«) angegeben. Dies 
hat methodische Gründe, auf die hier nicht näher 
eingegangen werden kann (s. dazu www.rki.de/
klimabericht­anhang).  
Die Jahresberichte der WMO zum Status des 
globalen Klimas berücksichtigen mittlerweile, was 
die Temperaturanalysen anbelangt, drei verschie­
dene Datensätze [159], nämlich
 
 den HadCRU­Datensatz des Hadley Centre 
(ein Institut des britischen Wetterdienstes, UK 
Met Office) und der Climatic Research Unit 
(CRU) der University of East Anglia, Norwich, 
UK (aktuelle Datensatzversion: HadCRUT3), 
 den NCDC­Datensatz des National Climate 
Data Center (NCDC) der National Oceanic 
and Atmospheric Administration (NOAA) der 
USA, 
 den GISS­Datensatz des Goddard Institute for 
Space Studies (GISS) der NASA, USA. 
Die drei Datensätze basieren ganz überwiegend 
auf den gleichen Eingangsdaten. Sie unterschei­
den sich aber hinsichtlich der zugrunde gelegten 
Bezugsperiode: 1961 – 1990 beim HadCRUT3, 
1901–2000 beim NCDC und 1951 – 1980 beim GISS 
[73]. Außerdem verwenden die drei Arbeitsgruppen 
verschiedene Datenaufbereitungsprozeduren, wie 
insbesondere verschiedene Interpolationsverfah­
ren, sodass der jeweils resultierende Gitternetz­
Datensatz auf je eigene Weise erzeugt worden ist. 
Die drei genannten Datenreihen liefern indes­
sen hinsichtlich der zeitlichen Temperaturent­
wicklung sehr ähnliche Ergebnisse, obwohl in 
2 Im Bereich der Ozeane wird auf Messwerte der Wasseroberflächentemperatur (»sea surface temperature«, SST)  und nicht 
auf Lufttemperatur­Messwerte zurückgegriffen, da die SST­Werte homogener verteilt sind. Näheres dazu im Anhang unter 
www.rki.de/klimabericht­anhang.  
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sondern einen durchaus unentschiedenen Verlauf 
in der zweiten Hälfte des 19. Jahrhunderts. Erst 
nach 1910 kommt es zu einem deutlichen, drei 
Jahrzehnte anhaltenden Anstieg der globalen Mit­
teltemperatur, der sich allerdings ab 1945 zunächst 
nicht fortsetzt und erst nach 1975 in einen erneuten 
Temperaturanstieg übergeht. Somit lässt sich erst 
nach 1910 von einer (zweiphasigen) Temperaturent­
wicklung zu höheren Mittelwerten hin sprechen. 
Man erkennt ein Temperaturminimum um das 
Jahr 1910 und ein Maximum im Jahr 1998 sowie 
anhaltend hohe Temperaturen in den darauffol­
genden Jahren. Das Jahrzehnt 2000 bis 2009 war 
global betrachtet die wärmste Dekade seit Beginn 
systematischer Messungen, das vorangegangene 
Jahrzehnt 1990 – 1999 die zweitwärmste Dekade. 
Insgesamt ist im globalen Rahmen – bei grober 
linearer Anpassung – eine Temperaturerhöhung 
um 0,7 – 0,8 °C zu verzeichnen. Die beiden unteren 
Abschnitte der Abbildung 2.1 zeigen, dass in den 
letzten Jahrzehnten der Temperaturanstieg auf der 
Nordhemisphäre deutlicher ausgeprägt war als auf 
der ozeanisch dominierten Südhemisphäre oder als 
im globalen Mittel insgesamt. 
Die vieljährige globale Mitteltemperatur für die 
Referenzperiode 1961 – 1990 beträgt 14 °C [159]. 
In den letzten Jahren hat die Temperatur im glo-
balen Mittel schätzungsweise Werte um 14,5 °C 
bzw. zwischen 14 °C und 15 °C erreicht [68, 124]. 
Dem IPCC zufolge ist die Zunahme der globalen 
Mitteltemperatur keineswegs – wie von Kritikern 
gelegentlich unterstellt – durch methodische 
Artefakte bedingt. So spielt zum Beispiel die Aus­
dehnung von Ballungszentren und die damit ver­
bundene Beeinflussung einzelner Messstationen 
infolge des städtischen Wärmeinseleffektes keine 
maßgebliche Rolle ([68] S. 243ff). Dieser Sachver­
halt wurde durch neuere Studien bestätigt, vgl.
[106]. Im Übrigen hat sich ein analoger Tempera­
turanstieg nicht nur über der festen Erde sondern 
auch im Bereich der Ozeane ergeben [68]. 
Aus Abbildung 2.1 geht klar hervor, dass sich die globale 
Erwärmung während der letzten Jahrzehnte beschleunigt 
hat. Eine einfache Quantifizierung dieser Entwicklung 
wobei die terrestrischen und ozeanischen Mes­
sungen (bzw. die daraus für ein 5° x 5°­Gitternetz 
berechneten Werte) berücksichtigt und in Form 
der »combined land and marine temperatur ano­
malies« dargestellt wurden [72]. Die Datenhalter 
schätzen die Fehlermarge auf +/− 0,05 °C (zwei 
Standardabweichungen) für den Zeitabschnitt von 
1951 – 2009, während die älteren Daten mit größe­
ren Unsicherheiten behaftet sind (geringere Mess­
netzdichte, kriegsbedingte Ausfälle). 
Wir betrachten zunächst die globale Temperatur­
entwicklung anhand des oberen Teils der Abbil­
dung 2.1. Daraus geht hervor, dass die mittleren glo­
balen Temperaturabweichungen von Jahr zu Jahr 
beträchtlich variieren. Außerdem zeigt die geglät­
tete Kurve keine durchgängig stetige Entwicklung, 
Abbildung 2.1
Abweichungen der globalen Jahresmitteltemperaturen 
(»Temperaturanomalien«)  für die Jahre 1850 – 2009  
bezogen auf die Referenzperiode 1961 – 1990 auf der Basis 
von kombinierten Land-Ozean-Gitterpunktdatensätzen 
(flächengewichtete Mittelwerte). Außerdem sind geglättete 
Kurven (10-jährig tiefpassgefiltert) dargestellt.  
Datenquelle: HadCRUT3-Datensatz, UK Met Office Hadley 
Centre and Climate Research Unit, University of East Ang-
lia, UK (http://www.cru.uea.ac.uk/cru/data/temperature/). 
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die Häufigkeit und das Ausmaß von Extremereig­
nissen haben wird, ist Gegenstand des Abschnitts 
2.2, während die gesundheitlichen Auswirkungen 
von Hitzewellen und anderen Extremereignissen 
ausführlich im Kapitel 4 des Sachstandsberichtes 
behandelt werden. 
Temperaturextreme
Phasen hoher Außentemperaturen wie auch regel­
rechte Hitzewellen sind an sich keine neuen Phä­
nomene [7, 47]. Die monatlichen, jahreszeitlichen 
und jährlichen (Mittel­) Temperaturen weisen im 
Allgemeinen eine Normalverteilung auf, die sich, 
wie in Abbildung 2.2 dargestellt, bei voranschrei­
tender Erderwärmung nach rechts verschiebt [61, 
65].3 Demnach werden kalte Extrema weniger häu­
fig/wahrscheinlich und warme Extrema häufiger/
wahrscheinlicher. Global betrachtet haben in den 
letzten Jahrzehnten anscheinend bereits derartige 
Verschiebungen stattgefunden [68]. Nach Anga­
ben des IPCC haben im Zeitraum von 1951 – 2003 
über den Landflächen der Erde die kalten Nächte 
in ihrer Häufigkeit pro Jahr deutlich abgenommen, 
während die Häufigkeit der warmen Nächte sowie 
die Zahl und Ausprägung von Hitzewellen zuge­
nommen haben. Zu den verschiedenen Schwellen­
werten von Kälte­ und Hitzeereignissen bzw. den 
diversen Definitionen und Operationalisierungen 
von Kälte­ und Hitzewellen s. Kap. 4. 
Die Erhöhung der mittleren Temperatur eines 
Gebietes und die damit verbundene Rechtsver­
schiebung der bereits erwähnten Häufigkeitsver­
teilung kann ohne bedeutende Varianzänderungen 
vonstatten gehen wie dies zum Beispiel bei monat­
lichen, jahreszeitlichen und jährlichen Daten der 
Lufttemperatur unter den bisherigen Bedingungen 
in Europa und Deutschland der Fall war [11, 55, 126, 
127, 146] und auch in Abbildung 2.2 schematisch 
dargestellt ist. Eine Zunahme der Streuung oder 
weitergehende Änderungen der Verteilungsform 
sind jedoch bei weiter zunehmender Erderwär­
mung nicht ausgeschlossen. Eine Zunahme 
der Varianz bedeutet, dass neben gehäuften 
hat das IPCC in seinem vierten Bericht mittels linearer 
Trendberechnungen geliefert. Danach ergibt sich für die 
150 Jahren von 1856 – 2005 ein Temperaturzunahme von 
0,045 °C pro Dekade, für die 100 Jahre von 1906 – 2005 
ein Anstieg um 0,074 °C pro Dekade, für die 50 Jahre 
von 1956 – 2005 ein Anstieg um 0,128 °C pro Dekade und 
für die 25 Jahre von 1981 – 2005 ein Anstieg von 0,177 °C 
pro Dekade [68]. In grober Näherung ist also von einem 
beschleunigten Temperaturanstieg in dem genannten 
Zeitraum auszugehen. Die WMO hebt hervor, dass der 
linear approximierte Erwärmungstrend in den letzten 
50 Jahren mit ca. 0,13 °C pro Dekade fast doppelt so hoch 
gewesen ist wie in den letzten 100 Jahren [158]. Dabei 
sollte allerdings nicht übersehen werden, dass ein ähnli­
cher Erwärmungstrend von ca. 0,15 °C pro Dekade bereits 
zwischen 1910 und 1940 zu verzeichnen war, wenngleich 
auf insgesamt niedrigerem Niveau. 
2.1.2.2 Andere Klimaelemente und Extrem- 
 ereignisse
Unter Extremereignissen werden im gegebenen Kon­
text seltene Wetter­, Witterungs­ oder Naturereig­
nisse von besonderer Ausprägung verstanden. Sie 
können beispielsweise durch das 2 %­Perzentil und 
das 98 %­Perzentil einer vieljährigen »Klimavertei­
lung«, d. h. der statistischen Häufigkeitsverteilung 
eines interessierenden Klimaparameters, charakte­
risiert werden. Extremereignisse können aber nicht 
nur in ihrer Häufigkeit sondern auch in ihrem 
Charakter verändert sein, etwa in ihrer Intensität 
(Amplitude), ihrer Anstiegsgeschwindigkeit oder 
ihrer Dauer, um nur einige Merkmale zu nennen. 
Zunächst erhebt sich die Frage, ob der rezente 
Klimawandel bereits Auswirkungen auf die Häu­
figkeit und den Charakter von Extremwetterereig­
nissen gezeitigt hat? Diese Frage ist hier mit Blick 
auf die globalen Verhältnisse gestellt, während im 
nachfolgenden Abschnitt 2.1.3 die regionalen Ver­
hältnisse am Beispiel Deutschlands und teilweise 
auch Europas betrachtet werden. Welche Auswir­
kungen der erwartete Klimawandel in Zukunft auf 
3 Eine derartige statistische Häufigkeitsverteilung bzw. Wahrscheinlichkeitsdichtefunktion kann beispielsweise für die 
über viele Jahre ermittelten Monatstemperaturen, saisonalen Temperaturen, (beispielsweise Sommertemperaturen), 
Jahresmitteltemperaturen oder Jahresanomalien eines Gebietes oder Ortes dargestellt werden. Ähnliches gilt für andere 
Klimagrößen, etwa die Sommer­ oder die Winter­Niederschlagssummen. Die Streubreite der Verteilung, die zum Beispiel 
durch die Varianz oder die Standardabweichung beschieben werden kann, ist Ausdruck der interannuellen (Jahr­zu­Jahr) 
Variabilität der betreffenden Klimagröße.  
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weiter zunehmender Erderwärmung gehäuft auf­
treten und sich auf zuvor noch nicht oder weni­
ger betroffene Regionen ausdehnen werden (s. 
Abschnitt 2.2.2). 
Luftfeuchte
Die im globalen Gebietsmittel seit einigen Jahr­
zehnten fortschreitende Erwärmung der unteren 
Atmosphäre geht seit den 1970er Jahren mit einer 
Erhöhung des troposhärischen Wasserdampfge­
haltes (bei kaum veränderter relativer Feuchte) um 
ungefähr 4 % einher [68]. Dies könnte längerfris­
tige Auswirkungen auf die Niederschlagsverteilung 
haben [142]. Überdies ist Wasserdampf ein poten­
tes Treibhausgas. Hinsichtlich geophysikalischer 
Details s. [123, 135]. 
Niederschlag
Die Erfassung der Niederschläge ist im Vergleich 
zu Temperaturmessungen mit einer größeren 
Fehlerbreite und einer geringeren räumlichen 
Abdeckung (Repräsentanz) behaftet. Globale Nie­
derschlagsdaten existieren seit 1901 vorzugsweise 
für die Landgebiete. Einigermaßen verlässliche 
globale und regionalisierte Berechnungen der zeit­
lichen Trendentwicklung lassen sich aber erst für 
Hitzeperioden auch mit stenger Kälte gerechnet 
werden müsste (s. unten). 
Im zurückliegenden Jahr 2009 waren extreme Hitze­
wellen in Italien (Juli) mit Temperaturen bis zu 45 °C, in 
Indien (Mai), China (Juni), Südost­Australien (Jan./Feb. 
und Nov.) mit bis zu 48,8 °C und über 170 Toten sowie 
in Argentinien (Okt/Nov) mit bis zu 47 °C zu verzeich­
nen [102, 159]. Derart hohe Temperaturen (»Tempera­
turrekorde«) sind in den letzten Jahren offenbar gehäuft 
aufgetreten. Dies lässt sich auch für Mitteleuropa zeigen 
(s. 2.1.3). Überdies wurden im Juli/August 2010 selbst in 
Russland Tageshöchsttemperaturen um 40 °C gemessen 
und damit die höchsten Temperaturen seit Beginn der 
Messungen registriert, verbunden mit ausgedehnten 
Wald­ und Torfbränden, die nach offiziellen Angaben 
über 50 Brandtodesopfer gefordert haben; hinzu kom­
men die nicht näher bezifferten hitzebedingten Todes­
fälle, ganz abgesehen von den gesundheitlichen Schäden 
durch Brandrauch­Exposition und Unfälle/Verletzungen 
(MunichRe, Pressemitteilung vom 05.08.2010; Wiki­
pedia > Wald­ und Torfbrände in Russland 2010, Stand: 
04.09.2010). 
Auf der Grundlage von Klimaprojektionen kann 
gefolgert werden, dass Temperaturextreme bei 
Abbildung 2.2
Schematische Darstellung des Zusammenhangs zwischen Klimaänderungen (Vergangenheit – Gegenwart – Zukunft) und  
der Häufigkeitsverteilung der Klimagröße »Temperatur« bzw. der Wahrscheinlichkeit von Temperaturextremen. Linke  
gestrichelte Kurve: »früheres Klima« (z. B. 1901 – 1980); mittlere Kurve: »gegenwärtiges Klima« (z. B. 1981 – 2010); rechte 
gestrichelte Kurve: »zukünftiges Klima« (z. B. 2071 – 2100). In Anlehnung an [61, 65, 68, 122]. 
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Niederschläge. Der »nasseste November« seit Beginn der 
Aufzeichnungen vor etwa 100 Jahren mit heftigen Regen­
fällen und schweren Überflutungen wurde in Großbritan­
nien registriert. In den USA verzeichnete man 2009 den 
»nassesten Oktober« seit über hundert Jahren. Im Nord­
osten des Landes trat im Dezember ein schwerer Schnee­
sturm auf. Heftige Niederschläge und Überflutungen 
ereigneten sich auch in Südamerika sowie in Afrika und 
Australien. Global betrachtet war das Jahr 2009 bezüglich 
des Niederschlagaufkommens aber unauffällig [159]! 
Wind und Stürme
Systematische Untersuchungen zur langzeitlichen 
und räumlichen Entwicklung von Winden bzw. 
Windgeschwindigkeiten sind aus vielerlei Gründen 
recht schwierig, sodass im globalen Rahmen kaum 
eindeutige Aussagen über langzeitliche Trends vor­
liegen [54, 114, 128]. Daher ist man bemüht, wenigs­
tens Angaben zur Häufigkeit, Intensität und Trend­
entwicklung von Extremereignissen bzw. schweren 
Stürmen zu gewinnen [128]. 
Exkurs zu Stürmen [5]
Drei Sturmtypen werden unterschieden: 
(1) Tropische Wirbelstürme. Sie werden je nach 
Entstehungsgebiet als Hurrikan (Atlantik, 
Nordostpazifik), als Taifun (Nordwestpazi-
fik) oder als Zyklon (indischer Ozean und um 
Australien) bezeichnet. Sie treten überwie-
gend im Sommer und Herbst der jeweiligen 
Hemisphäre auf. 
(2) Außertropische Stürme. Sie entstehen in 
den mittleren Breiten aufgrund starker Tem-
peraturgradienten, überwiegend im Winter 
(»Winterstürme«). 
(3) Stürme im Rahmen von lokalen Unwet­
tern. Dazu gehören Tornados und Fallböen. 
Sie treten ganzjährig, jedoch überwiegend im 
Sommer auf. 
Hinsichtlich der tropischen Wirbelstürme mehren 
sich inzwischen die Hinweise auf eine Häufigkeits­
zunahme und eine Verschiebung zu Sturmkatego­
rien mit hoher Intensität [128], S. 323f). Bei weiter 
ansteigenden Meeresoberflächentemperaturen 
werden die Voraussetzungen für die Entstehung 
tropischer Wirbelstürme mehr und mehr erfüllt 
den Zeitraum ab 1951 durchführen [116, 128]). Für 
den Zeitraum von 1951 – 2000 ist eine signifikante 
Niederschlagszunahme über den globalen Land­
flächen – wie man sie im Zuge des Klimawandels 
infolge des intensivierten Wasserkreislaufs erwar­
ten könnte – noch nicht nachweisbar [4]. Stattdes­
sen zeigt sich ein buntes geographisches Muster 
mit Niederschlagszunahmen u. a. in West­ und 
Nordeuropa, in Teilen Nord­ und Südamerikas, in 
Teilen Asiens und in Westaustralien. In Südeuropa, 
im nahezu gesamten Afrika, in Mittelamerika, gro­
ßen Teilen Asiens und in Ostaustralien überwiegen 
die (teils drastischen) Niederschlagsabnahmen. 
Die erwähnte Studie wurde unter Beteiligung des Welt­
zentrum für Niederschlagsklimatologie (WZN, Global 
Precipitation Climatology Centre, GPCC) durchgeführt. 
Das Zentrum wurde 1988 als deutscher Beitrag zum 
Weltklimaforschungsprogramm und im Auftrag der 
WMO beim Deutschen Wetterdienst in Offenbach am 
Main eingerichtet (http://gpcc.dwd.de). Es erstellt auf der 
Grundlage von umfangreichen Rasterdatensätzen regel­
mäßige zeitnahe Analysen zur globalen Verteilung der 
monatlichen Gebietsniederschläge. Außerdem werden 
die zeitlich konsistenteren Datenreihen verwendet, um 
die lanzeitliche Niederschlagsvariabilität und Trendent­
wicklungen darzustellen [3, 116]. Eine neue Auswertung 
der globalen langzeitlich konsistenten Datenreihen wird 
im Herbst 2010 für den Zeitraum von 1951 – 2005 veröf­
fentlicht werden [116].
Wie es scheint, haben Starkniederschläge einerseits 
und extreme Trockenperioden andererseits global 
betrachtet im Verlauf des Klimawandels tenden­
ziell zugenommen [68]. Aus zahlreichen regio­
nalen Studien (Australien, China, Europa, USA) 
geht hervor, dass der rezente Klimawandel beim 
Niederschlag zu einer Erhöhung der Variabilität 
bzw. einer Verbreiterung der Verteilungsfunktion 
geführt hat, eine Entwicklung, die sich vermutlich 
in Zukunft fortsetzen wird und im Einklang mit 
physikalischen Überlegungen steht. Damit dürfte 
zugleich die Dürregefahr auf der einen und die 
Hochwasser­ bzw. Überschwemmungsgefahr auf 
der anderen Seite zunehmen (s. 2.2). 
Ein Blick auf das Jahr 2009 mag die regionalen Unter­
schiede illustrieren: Der September 2009 brachte Teilen 
der Mittelmeerregion (z. B. Südost­Spanien) extreme 
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wie die Orkane Kyrill (Januar 2007, 49 Tote in Europa) 
und Lothar (Dezember 1999, 130 Tote in Europa) wie auch 
an die Orkanserie Darian/Vivian/Wiebke, die im Januar, 
Februar und März 1990 in Europa 230 Tote forderte (s. 
www.dwd.de). Insgesamt ist aber für Mittel­ und Westeu­
ropa noch keine signifikante Zunahme der Sturmaktivität 
nachweisbar (s. 2.1.3.3). 
Exkurs zur Erfassung von Naturkatastrophen5 
Extreme Wetterereignisse und andere Naturkata-
strophen werden weltweit von verschiedenen In-
stitutionen registriert, wobei unterschiedliche Da-
tenbanken verwendet werden, z. B. die Emergency 
Events Database EM-DAT des WHO Collabo-
rating Centre for Research on the Epidemiology 
of Disasters (CRED) oder die NatCatSERVICE-
Datenbank der Münchener Rück/Munich Re [9]. 
Erfasst werden hauptsächlich oder ausschließlich 
die großen Katastrophen (»mass disasters«). Auf 
die Problematik der Definition solcher Ereignisse 
kann an dieser Stelle nicht näher eingegangen 
werden. Die im Verlauf des 20. Jahrhunderts zu 
verzeichnende Zunahme der registrierten Natur-
katastrophen bedeutet nicht zwangsläufig, dass 
die Ereignisse selbst in ihrer Häufigkeit oder In-
tensität zugenommen hätten. Entscheidend sind 
vielmehr die im Laufe der Jahrzehnte deutlich 
verbesserte Erfassung der Ereignisse sowie das 
angestiegene Schadensausmaß, das vornehmlich 
auf dem Bevölkerungswachstum, der Besiedlung 
und industriellen Nutzung gefährdeter Regionen, 
wie auch dem Anstieg der Versicherungsdichte 
bzw. der versicherten Schäden beruht  [107, 157]. 
Wirtz schlussfolgert: »Die Zunahme von Anzahl 
und Schäden beruht größtenteils auf sozioökono-
mischen Veränderungen.« [157] 
Aus Analysen der Rückversicherungswirt-
schaft geht hervor, dass global betrachtet fünf von 
sechs »Naturkatastrophen« im Zeitraum von 
sein [5, 145]. Einstweilen erscheint die Indizienlage 
bei Hurrikanen, Taifunen und Zyklonen aber »nach 
wie vor widersprüchlich« (Berz 2008 [12]). 
Ein Blick auf das Jahr 2009 gibt eine gewisse Vorstel­
lung von den diesbezüglichen globalen Ereignissen eines 
Jahres [102, 159]: In den meisten Wirbelsturmregionen 
wurden unterdurchschnittlich bis durchschnittlich viele 
Wirbelstürme registriert, mit Ausnahme der Ostpazifik­
region, in der relativ viele Wirbelstürme auftraten. Das 
Mitte 2009 einsetzende El­Niño­Regime dämpfte die 
Hurrikansaison. Die westpazifischen Taifune Ketsana 
und Parma gingen mit besonders heftigen Regenfällen 
in Südostasien einher (Überschwemmungen auf den 
Philippinen mit mehr als 900 Todesopfern). In Taiwan 
verursachte der Taifun Marakot mehr als 400 Todesfälle. 
Aus früheren Jahren sind sehr viel schadensreichere Wir­
belstürme bekannt. Hier ein paar Beispiele: Ein tropischer 
Zyklon und die damit verbundenen Überschwemmungen 
forderten 1970 in Bangladesch etwa 300 000 Todesopfer; 
eine ähnliche Katastrophe wiederholte sich 1991 ebenfalls 
in Bangladesch, wobei 139 000 Todesopfer zu beklagen 
waren [102]. Der Hurrikan Katrina (USA, 2005) mit 1 322 
Toten, gilt als teuerste Naturkatastrophe der Versiche­
rungsgeschichte (vgl. [102], S. 36).4
Für die außertropischen Stürme und speziell für 
die Stürme der mittleren Breiten gibt es – trotz 
[einer angeblichen] Zunahme der mittleren Wind­
geschwindigkeit – keine gesicherten Aussagen über 
langfristige, trendartige Zunahmen der Häufigkeit 
oder Intensität [68].
Ein Blick auf das Jahr 2009 gibt wiederum eine gewisse 
Vorstellung von den diesbezüglichen globalen Ereignis­
sen eines Jahres (nach [35, 102, 159]): Der Wintersturm 
Klaus führte im Januar 2009 zu schweren Schäden in 
Spanien und Frankreich mit 26 Todesfällen. In Ontario 
(Kanada) traten ungewöhnlich viele Tornados auf. In Aus­
tralien kam es 2009 zu heftigen Staubstürmen. Erinnert 
sei außerdem an Extremereignisse aus früheren Jahren, 
4 Andere Hurrikane forderten indes mehr Todesopfer, so der »Große Hurrikan« von 1780 mit ungefähr 22 000 Toten und der 
Hurrikan Mitch, der 1998 in Honduras und Nicaragua 11 000 Todefälle verursachte (Wiki­Bildungsserver > Klimawandel 
> Hurrikane; Zugriff: 05.03.2010). 
5 Der Begriff »Naturkatastrophe« ist fragwürdig geworden, da derartige Katastrophen hinsichtlich ihres Schadensausmaßes 
und teilweise sogar im Hinblick auf ihre Verursachung durch menschliche Aktivitäten beeinflusst sind. Man denke zum 
Beispiel an die Begradigung und Verbauung von Flussläufen, an großflächige Waldrodungen und Bodenerosionen oder an 
die mit dem Klimawandel verbundene Zunahme von Wetterextremen (tropische Wirbelstürme, Dürreperioden, Starknie­
derschläge) und – in weiterer Zukunft – den Anstieg des Meeresspiegels und die damit verbundenen Überflutungen. 
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Folgen für die betroffenen Menschen, wie 
beispielsweise dem Mangel an Wasser und 
Nahrungsmitteln [66, 91],
e) materielle Schäden/Verluste, die durch die mit 
dem Klimawandel assoziierten Wetterextreme 
(extreme Hitze, Niederschläge, Stürme) resp. 
deren unmittelbare Folgen (Dürre, Waldbrän­
de, Überschwemmungen) bedingt sind und 
besonders die Land­, Forst­ und Energiewirt­
schaft sowie den Verkehrs­ und Bausektor be­
treffen [66, 100], 
f) Erhöhung der Konfliktpotentiale (»Klima­ und 
Umweltkonflikte«), Förderung gewaltsamer 
Auseinandersetzungen, soziale Katastrophen, 
Flüchtlingsströme, wachsender Migrations­
druck in potentiellen Zielländern [155], 
g) gesundheitliche Auswirkungen aufgrund von 
Hitzebelastungen, Stürmen und Überflutun­
gen, Veränderungen der allergenen Belastung, 
des Aufkommens von Krankheitserregern und 
gesundheitliche/sozialmedizinische Folgen 
von Migrationsprozessen. 
Weitere Ausführungen zu den unter Punkt a – f 
genannten Begleiterscheinungen des Klimawan­
dels enthält der Anhang zu diesem Sachstandsbe­
richt (www.rki.de/klimawandel­anhang). Zu den 
gesundheitlichen Auswirkungen (Punkt g), die im 
Übrigen mit den zuvor genannten Folgeerschei­
nungen in enger Beziehung stehen, sei auf die 
Kapitel 3 – 7 des Sachstandsberichtes verwiesen. 
2.1.3 Der gegenwärtige Klimawandel in regionaler  
 Perspektive – mit dem Fokus auf Deutschland 
In Europa hat sich der rezente Klimawandel regi­
onal sehr verschieden bemerkbar gemacht. Aus 
Platzgründen müssen wir uns hier auf die mittel­
europäischen, speziell die deutschen Verhältnisse 
beschränken – von gelegentlichen Hinweisen auf 
andere europäische Regionen einmal abgesehen. In 
Deutschland besteht überwiegend ein warm­gemä­
ßigtes Regenklima, wie es für die mittleren Brei­
ten unter der gegebenen Ozean­Land­Verteilung 
»typisch« ist. Im Westen und Norden herrscht der 
maritime Einfluss vor; in Richtung Osten/Südosten 
wächst der Einfluss des kontinentalen Klimas. Mit 
den vorwiegend westlichen Winden werden nahezu 
1980 – 2007 auf extreme Wetterereignisse zurück-
geführt werden können und über die Hälfte der To-
desfälle, 80 % der volkswirtschaftlichen Schäden 
und 90 % der versicherten Schäden durch Wet-
terkatastrophen bedingt waren [12]. Immer mehr 
Indizien scheinen darauf hinzuweisen, »dass die 
globalen Umweltveränderungen, allen voran die 
Klimaänderung, zunehmend die Häufigkeit und 
Intensität von Wetterkatastrophen beeinflussen« 
([12], S. 5). Weiteres dazu in Münchener Rück 
2004 [100] sowie in dem Promet-Themenheft 
»Meteorologie und Versicherungswirtschaft« des 
DWD [32]. 
Fazit: Ein einzelnes extremes Wetter­ oder Witte­
rungsereignis ist zwar kein Beleg für den Klima­
wandel, doch muss die Häufung von Hitzerekorden 
in den letzten Jahren in Anbetracht der zugleich 
geringen Sonnenaktivität als Indiz für den rezenten 
Klimawandel gewertet werden. 
2.1.2.3 Weitere Begleiterscheinungen und Folgen 
 des globalen Klimawandels
Neben den bereits beschriebenen atmosphärischen 
Korrelaten des Klimawandels (Anstieg der mittle­
ren globalen Lufttemperatur, Niederschlagsände­
rungen, Zunahme extremer Wetterereignisse) sind 
auch die außer­atmosphärischen Begleiterschei­
nungen und Folgen des Klimawandels zu beach­
ten, wie etwa 
a) die Erwärmung und zunehmende Versaue­
rung der Ozeane [13, 29, 66, 68, 149, 154], 
b) das weitere Abschmelzen der Landeismassen 
mit einem Anstieg des Meeresspiegels und ei­
ner entsprechenden Gefährdung küstennaher 
Gebiete [8, 20, 22, 66, 68, 103, 113],
c) die Bildung oder Vergrößerung von Gletscher­
seen, Bodeninstabilitäten und die Gefahr von 
Bergstürzen, Erdrutschen oder Murengängen 
[133], 
d) eine Verschiebung der Klima­ und Ökozonen 
im globalen Maßstab [115, 132] mit einschnei­
denden Folgen für Wasserhaushalt, Bodenbe­
schaffenheit, Vegetation, Tierwelt und Land­
wirtschaft und den daraus resultierenden 
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Die Jahresdurchschnittstemperatur stieg in 
Deutschland nach Angaben des DWD von 1881 
bis 2009 um 1,1 °C (von 1901 bis 2009 um 1,0 °C), 
gegenüber weltweit 0,7 bis 0,8 °C, jeweils berech­
net als linearer Trend [37]. In den letzten Jahren 
lagen die Jahresmitteltemperaturen in Deutschland 
um 9,5 °C. 
Außerdem sind für das geographische Gesamtgebiet des 
heutigen Deutschland im Zeitraum von 1891 bis 2009 die 
folgenden Besonderheiten zu verzeichnen:8
 Die wärmste Dekade: Die Jahre 2000 bis 2009 wa­
ren mit durchschnittlich 9,4 °C das wärmste Jahr­
zehnt seit mindestens 120 Jahren. Die mittlere Jah­
resdurchschnittstemperatur des Jahrzehnts lag um 
1,2 Grad über dem vieljährigen Mittel von 8,2 °C des 
Referenzzeitraums von 1961 – 1990. 
 Die wärmsten Jahre: Die Jahre 2000 und 2007 er­
wiesen sich mit jeweils 9,9 °C als die wärmsten Jah­
re seit Beginn der »flächendeckenden« Messungen; 
gefolgt von den Jahren 1994 (9,7 °C), 1934 (9,6 °C) 
und 2002 (9,6 °C). 
 Die wärmsten Jahreszeiten: 
  Frühling: 2007 (10,6 °C), 2000 (10,0 °C), 1920
 und 1948 (jeweils 9,8 °C); 
  Sommer: 2003 (19,7 °C), 1947 (18,5 °C), 1994 
 (18,4 °C), 1992 (18,3 °C); 
  Herbst: 2006 (12,0 °C); 1982 (10,4 °C); 1949, 1961,
 2000 (jeweils 10,2 °C);
  Winter: 2006/07 (4,4 °C), 1989/90 und 1974/75 
 (jeweils 3,6 °C). 
 Die wärmsten Monate: Juli 2006 (22,0 °C), Juli 1994 
(21,3 °C), August 2003 (20,6 °C), Juli 1983 (20,4 °C). 
 Die heißesten Tage gab es im August 2003 in Frei­
burg und Karlsruhe (jeweils 40,2 °C). 
 Demgegenüber war 1940 (6,6 °C) das kälteste Jahr 
seit Beginn der »flächendeckenden« Messungen, 
gefolgt von den Jahren 1956 (6,8 °C), 1963 (7,1 °C), 
sowie 1962 und 1996 (jeweils 7,2 °C). 
ganzjährig feuchte Luftmassen vom Atlantik heran­
geführt. Durch den ozeanischen Einfluss ergeben 
sich in der Regel relativ milde Winter und insge­
samt nicht zu heiße Sommer [37]. 
2.1.3.1  Lufttemperatur
Temperaturverlauf. In Deutschland stehen, nach 
Angaben des Deutschen Wetterdienstes, für den 
Zeitraum der letzten 120 – 130 Jahre Temperatur­
Messdaten von hinreichend vielen Messstellen zur 
Verfügung, um statistisch belastbare Angaben zur 
zeitlichen Entwicklung der Jahresmittelwerte für 
das Gebietsmittel zu erhalten, wie dies in Abbil­
dung 2.3 dargestellt ist.6
Genauer besehen handelt es sich dabei um die 
Zeitreihe der jahresweise gemittelten Tagesmittel­
temperaturen für das Gebietsmittel von Deutsch­
land für die Jahre 1891 bis 2009. Die Mitteltempe­
ratur für Deutschland wird berechnet aus einem 
interpolierten 1­km­Raster (Quelle: Deutscher Wet­
terdienst; siehe [33 – 38], alle Materialien im Inter­
net unter www.dwd.de). In die Graphik eingezeich­
net sind außerdem der lineare Trend (gestrichelte 
grüne Linie) und ein polynomisch approximierter 
Trend (durchgezogene grüne Linie), ferner das 
mehrjährige Referenzmittel der CLINO­Periode 
1961 – 1990, das für Deutschland 8,2 °C beträgt.7  
Häufig werden bei derartigen Gebietsmittelun­
gen nicht die Jahresmittelwerte sondern die auf den 
Referenzzeitraum 1961 – 1990 bezogenen Tempe­
raturabweichungen angegeben (zu diesen sog. 
Temperaturanomalien vgl. 2.1.1). Die Verwendung 
von solchen Temperaturdifferenzen erleichtert den 
Vergleich von Station zu Station und den Vergleich 
zwischen den heutigen mit den früheren klimati­
schen Gegebenheiten [126]. 
6 Bis vor wenigen Jahren hatte der Berichtszeitraum mit dem Jahr 1901 begonnen. Durch die Digitalisierung älterer, hand­
geschriebener Messreihen ist es gelungen, die Rückschau bis zum Jahr 1891 und schließlich bis 1881 zu verlängern, sodass 
der Berichtszeitraum nunmehr 120 oder 130 Jahre umfassen kann. Die Angaben gelten hier für Deutschland in seinen 
heutigen Grenzen.  
7 Global gesehen beträgt das vieljährige Mittel bzw. die mittlere Jahrestemperatur des Referenzzeitraums 1961 – 1990 nach 
Angabe der WMO 14 °C [159]  bzw. aus rechnerischen Gründen 14,0 °C [158]. 
8 Deutscher Wetterdienst (DWD), Abt. Klimaüberwachung, Offenbach am Main, pers. Mittl. vom 10.03.2010; DWD­Presse­
mitteilungen vom 27.04.2010 und 21.12.2009 sowie [35, 37, 38]. 
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hat, kann sagen, wie viele Höhenmeter der Zug 
überwunden hat und noch zurücklegen wird. Ein 
einzelner Fahrtabschnitt hilft da nicht weiter.« [81]. 
Exkurs zum regionalen und lokalen Klima
Das Klima einer Region wird u. a. durch die geo-
graphische Lage (Maritimität – Kontinentalität) 
und durch die geomorphologischen bzw. orogra-
phischen Bedingungen bestimmt [156]. Während 
bei der Betrachtung größerer Regionen, wie etwa 
dem Vergleich der Jahresmitteltemperaturen der 
einzelnen Bundesländern, über vielfältige meso-
skalare Temperaturverteilungen hinweggemittelt 
wird, kommen bei Betrachtung der kleinräu-
migen oder lokalen klimatischen Verhältnisse die 
jeweiligen Rahmenbedingungen, wie die Topo-
graphie des Geländes, die Siedlungsform, die Art 
der Landnutzung und vieles mehr in den Blick 
(Stadt- und Geländeklima) [82, 156]. 
Insgesamt ergibt sich also ein deutliches Auf und 
Ab des Temperaturverlaufes mit ausgeprägten sai­
sonalen Schwankungen über die Jahre. Trotz dieser 
Variabilität ist zumindest in den letzten dreißig Jah­
ren ein ansteigender Trend bei den Jahresdurch­
schnittstemperaturen für das Gebiet von Deutsch­
land unverkennbar (Abbildung 2.3). Die künftigen 
Jahre werden zeigen, ob sich dieser Trend nach 
2009 weiter fortsetzen wird oder ob die Jahre 
2008 und 2009 dereinst als Beginn einer Plateau­
phase (»Stagnation auf hohem Niveau«) oder gar 
als Trendwende gelten können. Letzteres erscheint 
jedoch in Anbetracht der vorliegenden »Progno­
sen« äußerst unwahrscheinlich (s. Kap. 2.2). Nach 
W. Kusch, dem ehemaligen Präsidenten des DWD, 
muss die Geschichte des Klimawandels angesichts 
der letzten nicht mehr ganz so warmen Jahre nicht 
neu geschrieben werden: »Der Klimazug hat trotz 
seiner abwechslungsreichen Reise bedauerlicher­
weise nach wie vor ein klares Fahrtziel. Er fährt 
bergauf. ... Nur wer die gesamte Reise im Blick 
Abbildung 2.3
Jahresmittelwerte der Lufttemperatur für Deutschland, 1891 – 2009.   
Quelle: Deutscher Wetterdienst, www.dwd.de > Klimawandel > Downloads > Bilder > Klimamonitoring  
(Erscheinungsdatum: 01.03.2010).  
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Deutschland entlang der Rheinschiene von Basel 
(CH) bis Bingen und von Koblenz bis zum Nieder­
rhein, im Neckarraum und Rhein­Main­Gebiet, im 
Gebiet zwischen Rhein und Ems, in Teilen von Nie­
dersachsen und im Berliner Stadtgebiet deutlich 
höher liegen als im Bereich der Mittelgebirge oder 
gar der Alpen. 
Abbildung 2.5 gibt einen Eindruck von den regi­
onalen Unterschieden der längerfristigen Tempe­
raturentwicklung in Deutschland. Die Darstellung 
lässt erkennen, dass die Jahresdurchschnittstem­
peratur zwischen 1881 und 2009 vor allem in den 
westlichen Landesteilen (besonders im Saarland, in 
Nordrhein­Westfalen, Rheinland­Pfalz sowie in den 
Regionale Temperaturunterschiede in Deutsch-
land. Der Deutsche Wetterdienst bietet vielfältige 
Kartendarstellungen zur räumlichen Verteilung der 
Lufttemperatur (nach Jahr, Jahreszeit und Kalen­
dermonat) via Internet und in diversen Publikati­
onen. Besonders hingewiesen sei auf den online 
verfügbaren Klimaatlas Deutschland (http://www.
dwd.de/ > Klimaatlas Deutschland).9 In Abbildung 
2.4 ist für Deutschland die regionale Verteilung der 
mittleren Lufttemperatur wie auch der Temperatur­
abweichungen am Beispiel des Jahres 2009 darge­
stellt und durch die Temperaturverteilung des Refe­
renzzeitraums 1961 – 1990 ergänzt. Daraus und aus 
ähnlichen Verteilungen früherer Jahre ergibt sich, 
dass die Jahresmitteltemperaturen im westlichen 
Lufttemperatur
Abbildung 2.4
Die Lufttemperatur in Deutschland in ihrer regionalen Verteilung. Links: Vieljähriges Mittels der Lufttemperatur  
(Normal- bzw. Referenzwerte für den Zeitraum 1961 – 1990). Mitte:  Mittlere Lufttemperatur im Jahr 2009.  
Rechts: Temperaturabweichungen 2009.   
Quelle: Deutscher Wetterdienst, http://www.dwd.de/ > Klimaatlas Deutschland (Zugriff: 27.07.2010).  
Anordnung der Einzelabbildungen aus Platzgründen modifiziert.
9 Informationen zum Klimaatlas Deutschland des DWD sowie zum Regionalen Klimaatlas Deutschland der Helmholtz­
Gemeinschaft enthält der Anhang zum vorliegenden Sachstandsbericht (www.rki.de/klimabericht­anhang). 
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Angaben zur mittleren Temperatur der gesamten 
Dekade und Angaben zu den Trends der regiona­
len Temperaturentwicklung für den Zeitraum von 
1901 – 2009. 
2.1.3.2  Weitere Klimaelemente 
Sonnenscheindauer und Globalstrahlung. In 
Deutschland wird die Sonnenscheindauer von rund 
200 DWD­Stationen registriert. Das bundesweite 
Gebietsmittel der jährlichen Sonnenscheindauer 
beträgt im mehrjährigen Mittel 1 528 h/a, wobei 
allerdings Schwankungen zwischen etwa 1 400 und 
1 700 Stunden von Jahr zu Jahr durchaus üblich 
sind [37]. Im Zeitraum von 1951 bis 2009 sind keine 
signifikanten trendartigen Veränderungen erkenn­
bar. Bei Betrachtung mehrjähriger Zeiträume zeigt 
sich, dass Mecklenburg­Vorpommern die meisten 
und Nordrhein­Westfalen die wenigsten Sonnen­
stunden pro Jahr aufweist. 
Erfasst wird darüber hinaus die sog. Globalstrah­
lung [31]: Die extraterrestrische Sonnenstrahlung 
wird beim Durchtritt durch die Erdatmosphäre 
abgeschwächt. Diese Extinktion erfolgt durch a) 
Streuung an Luftmolekülen, b) Streuung, Absorp­
tion und Reflexion an Wolken­ und Aerosolparti­
keln, c) Absorption an Wasserdampf, Kohlendioxid, 
Ozon und anderen atmosphärischen Spurengasen. 
Die Extinktion ist abhängig vom Sonnenstand, der 
atmosphärischen Dichte und Trübung, der Höhe 
über dem Meeresspiegel. Unter »Globalstrahlung« 
versteht man die am Boden von einer horizontalen 
Ebene empfangene Sonnenstrahlung. Sie setzt sich 
aus der direkten (schattenwerfenden) Strahlung 
und der indirekten (gestreuten bzw. diffusen) Son­
nenstrahlung zusammen. Der über Deutschland 
gebietsgemittelte Jahresdurchschnittswert beträgt 
rund 1 000 kWh/m2 [35]. 
Niederschlag.10 Das Gebietsmittel der jähr­
lichen Niederschlagsmenge beträgt für die 
Niederungen von Baden­Württemberg und Hes­
sen), aber auch in Teilen Niedersachsens, Bayerns 
und Thüringens zugenommen hat, während in 
den nord­östlicheren Landesteilen nur ein geringer 
Zuwachs (< 1 °C) zu verzeichnen ist [37]. 
In der folgenden Tabelle sind die Jahresdurch­
schnittstemperaturen der Jahre 2000, 2001, …, 
2009 für die einzelnen Bundesländer und für 
Deutschland insgesamt angegeben, ergänzt durch 
Abbildung 2.5
Anstieg der Jahresdurchschnittstemperatur in Deutschland 
von 1881 – 2009, nach Regionen (den heutigen Bundeslän-
dern) gegliedert, Angabe des linearen Trends. 
Quelle: Deutscher Wetterdienst (DWD), Zahlen und Fakten 
zur DWD-Pressekonferenz am 27. April 2010 in Berlin.
Trend Jahresmitteltemperatur
1881–2009
10 Unter »Niederschlag« versteht man in Meteorologie und Klimatologie dasjenige Wasser, das aufgrund der Schwerkraft 
aus Wolken in flüssiger oder fester Form zur Erde fällt (Regen, Schnee, Graupel, Hagel) oder sich dort via Kondensation 
oder Resublimation an Gegenständen absetzt (Tau, Reif); man kann zwischen fallenden Niederschlägen (z. B. Regen, 
Schneefall), aufgewirbelten Niederschlägen (z. B. Schneetreiben), abgelagerten Niederschlägen (z. B. Schneedecke) und 
abgesetzten Niederschlägen (z. B. Reif) unterscheiden (s. Wetterlexikon des DWD und Wikipedia, jeweils unter dem 
Stichwort »Niederschlag«). Eine Niederschlagsmenge von 1 Liter pro Quadratmeter entspricht einer Niederschlagshöhe 
von 1 mm pro Quadratmeter. 
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2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2000 – 2009 1901 – 2009
Deutschland 9,9 9,0 9,6 9,4 9,0 9,0 9,5 9,9 9,5 9,2 9,4 + 1,00
Baden-Württemberg 9,7 9,0 9,5 9,5 8,8 8,6 9,2 9,5 9,1 9,0 9,2 + 1,00
Bayern 9,1 8,3 9,0 8,8 8,2 8,0 8,5 9,1 8,7 8,5 8,6 + 0,97
Berlin 10,8 9,6 10,2 10,0 9,8 9,8 10,5 10,8 10,6 10,0 10,2 + 1,07
Brandenburg 10,4 9,2 9,8 9,5 9,3 9,3 10,0 10,3 10,1 9,5 9,7 + 0,87
Bremen 10,4 9,5 10,1 9,7 9,8 9,8 10,4 10,6 10,2 10,0 10,0 + 0,83
Hamburg 10,3 9,3 10,0 9,7 9,6 9,7 10,4 10,4 10,1 9,7 9,9 + 1,24
Hessen 9,8 9,1 9,6 9,5 8,9 9,1 9,5 9,8 9,3 9,1 9,4 + 1,05
Mecklenburg-Vorp. 9,7 8,8 9,4 9,1 9,0 9,1 9,7 10,0 9,7 9,1 9,3 + 0,60
Niedersachsen 10,3 9,4 9,9 9,7 9,5 9,6 10,2 10,4 10,0 9,7 9,9 + 1,12
Nordrhein-Westfalen 10,3 9,4 9,9 9,7 9,5 9,6 10,2 10,4 10,0 9,7 10,1 + 1,14
Rheinland-Pfalz 10,1 9,5 10,0 10,1 9,3 9,6 10,0 10,1 9,6 9,6 9,8 + 1,10
Saarland 10,3 9,7 10,3 10,6 9,5 9,9 10,3 10,3 9,7 9,8 10,0 + 1,35
Sachsen 9,9 8,6 9,2 9,0 8,7 8,6 9,3 9,7 9,4 8,9 9,1 + 0,89
Sachsen-Anhalt 10,4 9,3 9,7 9,6 9,3 9,4 10,0 10,3 10,0 9,5 9,8 + 0,95
Schleswig-Holstein 9,8 8,9 9,6 9,2 9,2 9,3 9,9 10,0 9,7 9,3 9,5 + 1,01
Thüringen 9,4 8,5 8,8 8,8 8,3 8,4 8,9 9,3 8,9 8,6 8,8 + 1,07
Tabelle 2.1
Jahresmitteltemperaturen in Deutschland (gesamt und Bundesländer) für die Jahre 2000, 2001, …, 2009,  
Mitteltemperaturen der Dekade 2000 – 2009,  linearere Trends 1901 – 2009. 
Quelle: Deutscher Wetterdienst, DWD, Abt. Klimaüberwachung, Offenbach am Mai (pers. Mittleilung, 10.03.2010).
Referenzperiode 1961 – 1990 durchschnittlich 789 
Liter pro Quadratmeter und Jahr. Die in einzel­
nen Jahren bestimmten Niederschlagsmengen 
werden oft auf diesen Referenzwert bezogen, d. h. 
als Niederschlagsabweichungen angegeben (s. 
beispielsweise in [35]). Im Westen Deutschlands, 
womit hier in etwa das Gebiet der »alten Bundes­
länder« gemeint ist, verzeichnet man überwiegend 
mittlere und höhere Niederschlagsmengen, wäh­
rend in den östlichen Bundesländern meistenteils 
geringe Niederschlagsmengen vorherrschen (s. 
DWD, Klimaatlas Deutschland). In Höhenlagen 
und im Luvbereich der Gebirge treten naturgemäß 
höhere Niederschlagsmengen auf. Relativ trocken 
ist es in Mecklenburg­Vorpommern, Branden­
burg, Sachsen­Anhalt und in Rheinhessen (das zu 
Rheinland­Pfalz gehört!). Dementsprechend befin­
den sich in Brandenburg, Sachsen­Anhalt und im 
nördlichen Sachsen auch die Gebiete mit einer 
vergleichsweise geringen Bodenfeuchte (s. DWD, 
Klimaatlas Deutschland). 
Im zurückliegenden Jahrzehnt (2000 – 2009) sind 
in Deutschland mit 827 Liter pro Quadratmeter 
und Jahr die höchsten dekadengemittelten Nieder­
schläge seit Beginn der »flächendeckenden« Nie­
derschlagsmessungen zu verzeichnen. Seit 1881 
haben die Jahresniederschläge deutschlandweit 
um 11 % zugenommen. Im Westen und Norden 
des Landes sind ebenfalls zweistellige prozentuale 
Zuwächse zu verzeichnen (Saarland 15,7 %, Schles­
wig­Holstein 15,5 %, Bremen und Hamburg 16,9 % 
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2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2000 – 2009 1901 – 2009
Deutschland 9,9 9,0 9,6 9,4 9,0 9,0 9,5 9,9 9,5 9,2 9,4 + 1,00
Baden-Württemberg 9,7 9,0 9,5 9,5 8,8 8,6 9,2 9,5 9,1 9,0 9,2 + 1,00
Bayern 9,1 8,3 9,0 8,8 8,2 8,0 8,5 9,1 8,7 8,5 8,6 + 0,97
Berlin 10,8 9,6 10,2 10,0 9,8 9,8 10,5 10,8 10,6 10,0 10,2 + 1,07
Brandenburg 10,4 9,2 9,8 9,5 9,3 9,3 10,0 10,3 10,1 9,5 9,7 + 0,87
Bremen 10,4 9,5 10,1 9,7 9,8 9,8 10,4 10,6 10,2 10,0 10,0 + 0,83
Hamburg 10,3 9,3 10,0 9,7 9,6 9,7 10,4 10,4 10,1 9,7 9,9 + 1,24
Hessen 9,8 9,1 9,6 9,5 8,9 9,1 9,5 9,8 9,3 9,1 9,4 + 1,05
Mecklenburg-Vorp. 9,7 8,8 9,4 9,1 9,0 9,1 9,7 10,0 9,7 9,1 9,3 + 0,60
Niedersachsen 10,3 9,4 9,9 9,7 9,5 9,6 10,2 10,4 10,0 9,7 9,9 + 1,12
Nordrhein-Westfalen 10,3 9,4 9,9 9,7 9,5 9,6 10,2 10,4 10,0 9,7 10,1 + 1,14
Rheinland-Pfalz 10,1 9,5 10,0 10,1 9,3 9,6 10,0 10,1 9,6 9,6 9,8 + 1,10
Saarland 10,3 9,7 10,3 10,6 9,5 9,9 10,3 10,3 9,7 9,8 10,0 + 1,35
Sachsen 9,9 8,6 9,2 9,0 8,7 8,6 9,3 9,7 9,4 8,9 9,1 + 0,89
Sachsen-Anhalt 10,4 9,3 9,7 9,6 9,3 9,4 10,0 10,3 10,0 9,5 9,8 + 0,95
Schleswig-Holstein 9,8 8,9 9,6 9,2 9,2 9,3 9,9 10,0 9,7 9,3 9,5 + 1,01
Thüringen 9,4 8,5 8,8 8,8 8,3 8,4 8,9 9,3 8,9 8,6 8,8 + 1,07
den klimatischen Verhältnissen in den deutschen 
Bundesländern (nach [37]): 
Baden­Württemberg. Räumlich gesehen bestehen hier 
aufgrund der Orographie große klimatische Unter­
schiede. So ist es beispielsweise im Schwarzwald infolge 
der Höhenlage relativ kühl und im Winter sind mehrmo­
natige Schneebedeckungen die Regel. In den Niederun­
gen von Rhein und Neckar wird es im Sommer oft heiß 
und die Winter sind eher mild (aus bioklimatologischer 
Perspektive aber zum Teil auch »feucht­kalt«). 
Bayern. Das Land erweist sich im nördlichen Teil als 
relativ trocken, während im südlichen Teil und insbeson­
dere im Bereich der Alpen kühlere und niederschlags­
reichere Gebiete vorherrschen. Unter Föhn kann es aber 
auch im Winter kurzzeitig nahezu »sommerlich« werden. 
In Staulagen kann es im Sommer länger anhaltende Nie­
derschläge geben.
bzw. 16,7 %), während im Ostteil des Landes gerin­
gere Zuwächse (z. B. in Brandenburg lediglich 2 %) 
oder gar Abnahmen der Niederschlagsmengen zu 
konstatieren sind, so in Sachsen mit − 4,2 % [37, 
98]. Die Niederschlagszunahme betraf jedoch aus­
schließlich die Winterhalbjahre und nicht etwa die 
Sommermonate, die eher trockener geworden sind. 
Dies schließt in einzelnen Jahren regenreiche Som­
mermonate, wie zum Beispiel den August 2010 kei­
neswegs aus. Mit einer Niederschlagsmenge von 
157 Liter pro Quadratmeter (das vieljährige Mittel 
liegt bei 77 L/m2) war dies der regenreichste August 
seit Beginn regelmäßiger Aufzeichnungen im Jahr 
1881 (DWD, Pressemitteilung vom 30.08.2010 
[40]). 
Es folgen einige grob orientierende Angaben zu 
Niederschlag
Abbildung 2.6
Niederschlagshöhe in Deutschland in ihrer regionalen Verteilung. Links: Vieljähriges Mittel (Normal- bzw. Referenzwerte für 
den Zeitraum 1961 – 1990). Mitte:  Mittlere Niederschlagshöhe im Jahr 2009. Rechts: Niederschlagsabweichungen 2009.   
Quelle: Deutscher Wetterdienst, http://www.dwd.de/ > Klimaatlas Deutschland (Zugriff: 27.07.2010).  
Anordnung der Einzelabbildungen aus Platzgründen modifiziert. 
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Einfluss zu, wobei die jahreszeitlichen Unterschiede der 
Temperatur größer werden und die Niederschlagsmen­
gen abnehmen. 
Niedersachsen. Auch hier erscheinen die Küstenge­
biete eher »mild«; der Temperatur­Jahresgang ist wenig 
ausgeprägt. In südöstlicher Richtung nimmt der konti­
nentale Einfluss zu, d. h. die jahreszeitlichen Temperatur­
unterschiede treten stärker hervor und die Niederschläge 
nehmen meistenteils ab. In den höheren Lagen der Mit­
telgebirge ergeben sich teilweise Staueffekte und dement­
sprechend hohe Niederschlagsmengen. 
Nordrhein­Westfalen. Hier ist das Klima weitgehend 
ozeanisch geprägt. In den Nordweststaulagen der Mittel­
gebirge werden große Niederschlagsmengen registriert, 
besonders in den Wintermonaten. 
Rheinland­Pfalz. Das als »Rheinhessen« bezeichnete 
Gebiet sowie die südlich angrenzende Region zwischen 
Rhein und pfälzischer Weinstraße und das Moseltal zäh­
len zu den wärmsten Regionen Deutschlands. Demge­
genüber ist das Klima im Hunsrück, in der Eifel und im 
Westerwald recht rau. 
Saarland. Aufgrund der westlichen Lage ist das Klima 
auch hier überwiegend ozeanisch beeinflusst. Es ist ins­
besondere in den Flusstälern relativ mild und insgesamt 
eher niederschlagsreich.
Sachsen. Hier ist das Klima vorwiegend kontinental 
beeinflusst mit relativ ausgeprägtem Jahresgang der Tem­
peratur. Im Elbtal und in anderen Niederungen ist es mild 
und trocken, während das Erzgebirge deutlich kühlere 
und niederschlagsreichere Gebiete aufweist. 
Sachsen­Anhalt. Hier ist es relativ trocken, zumal im 
östlichen Harz. In den Höhenlagen des Harzes ist die 
Temperatur recht niedrig, die Niederschlagsmengen sind 
relativ hoch. 
Schleswig­Holstein. Durch die geographische Lage 
zwischen Nord­ und Ostsee ist das Klima maritim geprägt 
mit verhältnismäßig moderaten Temperaturjahresgängen 
(bei relativ spät auftretenden Minima und Maxima) und 
insgesamt recht hohen Niederschlagsmengen. Die wäh­
rend der Sommermonate aufgewärmte Meeresoberfläche 
führt vor allem im Herbst zu Feuchtenachschub und ent­
sprechenden Regenfällen.
Thüringen. Das Klima ist insgesamt betrachtet eher 
kontinental geprägt. Im Bereich des Saaletales ist es rela­
tiv mild, während in höheren Lagen des Thüringer Waldes 
eine rauere Witterung vorherrscht. Im Luv des Gebirges 
und im Gebirge selbst verzeichnet man teilweise recht 
hohe Niederschläge, während es in den östlichen Niede­
rungen eher trocken ist. 
Berlin und Brandenburg. Das Berliner Klima ist kon­
tinental geprägt und verhältnismäßig trocken. Aufgrund 
des städtischen Wärmeinseleffektes ist es insgesamt etwas 
wärmer als im Umland. Das brandenburgische Klima ist 
ebenfalls kontinental geprägt und recht trocken, wobei 
relativ große Schwankungen zwischen den Jahreszeiten 
bestehen. 
Bremen und Hamburg. In den beiden Hansestädten 
sind die klimatischen Verhältnisse aufgrund der Meeres­
nähe im Jahresgang eher ausgeglichen. 
Hessen. Die südhessischen Niederungen gehören zu 
den wärmsten und trockensten Gebieten Deutschlands, 
während es in Nord­ und Osthessen deutlich kühler ist. 
Mecklenburg­Vorpommern. In den Küstengebieten ist 
es relativ mild; nach Südosten hin nimmt der kontinentale 
Abbildung 2.7
Veränderung der durchschnittlichen jährlichen Niederschläge 
in Deutschland von 1881 – 2009, nach Regionen (den heuti-
gen Bundesländern) gegliedert, Angabe des linearen Trends 
in Prozent. 
Quelle: Deutscher Wetterdienst (DWD), Zahlen und Fakten 
zur DWD-Pressekonferenz am 27. April 2010 in Berlin.
Prozentualer Niederschlagstrend 
1881 – 2009
Der gegenwärtige und zukünftige Klimawandel     Kapitel 2 43
wie schnell sich eine Hitzebelastung entwickelt, 
in welcher zeitlichen Abfolge die Hitzeperioden 
auftreten und dgl. mehr. Die neben der Tempera­
tur relevanten klimaphysiologischen Parameter 
(vgl. »gefühlte Temperatur«) werden bei einfa­
chen Operationalisierungen nicht berücksichtigt. 
Gebräuchlich sind auch Kategorien wie »Sommer­
tage« (Tagesmaximum ≥ 25 °C), »heiße Tage/Hitze­
tage« (≥ 30 °C oder > 95. Perzentil) oder »tropische 
Nächte« (Tagesminimum > 20 °C). Ein weiteres 
Problem liegt in dem Umstand begründet, dass 
sich die Spezifizierung des Klimas und seiner Ver­
änderungen auf längere Zeiträume (üblicherweise 
Jahrzehnte) bezieht, während Extremereignisse 
meist durch kurzfristige, relativ seltene und unge­
wöhnlich ausgeprägte Wetterabläufe charakterisiert 
sind [122].12 Trotz dieser methodischen Beschrän­
kungen liefern die inzwischen sehr zahlreichen 
Datenanalysen für Europa und seine Regionen 
doch ein relativ eindeutiges Bild: In Europa haben 
die Zahl der Hitzetage, der tropischen Nächte und 
der Hitzewellen in den letzten Jahrzehnten deut­
lich zugenommen (s. beispielsweise [41, 77] und das 
EU­FP6­Projekt ENSEMBLES, http://www.ensem­
bles­eu.org). In Westeuropa hat sich die durch­
schnittliche Länge der sommerlichen Hitzewellen 
im Zeitraum von 1880 – 2005 verdoppelt und die 
Zahl der Hitzetage verdreifacht [25]. In Deutsch­
land ist für den Zeitraum 1951 – 2006 eine deutliche 
Zunahme der Hitzeperioden (bzw. der Sommer­
tage, heißen Tage und deren Andauer) und der Dür­
ren festzustellen, wobei die stärksten Zuwächse vor 
allem in südwestlichen, teils aber auch in südlichen 
und östlichen Landesteilen zu verzeichnen sind 
[45]. Die Daten von fünf ausgewählten Messtellen 
(Berlin, Dresden, Hamburg, Jena, Karlsruhe) las­
sen für den Zeitraum von 1891 – 2006(2008) eben­
falls beträchtliche regionale Unterschiede in der 
zeitlichen Entwicklung der Dezennienhäufigkeiten 
von Hitzewellen erkennen; hinzu kommen bei den 
einzelnen Stationen die nicht unerheblichen Häu­
figkeitsschwankungen von Jahrzehnt zu Jahrzehnt, 
wobei sich allerdings ein erster Häufigkeitsgipfel 
in den Jahren 1941 – 1950 und ein zweiter in den 
letzten beiden Jahrzehnten des 20. Jahrhunderts 
2.1.3.3 Klimaassoziierte Extremwetterereignisse  
 in Deutschland
Hitzewellen. Die Frage, ob Hitzeepisoden/­peri­
oden/­wellen in Deutschland oder in anderen euro­
päischen Ländern im Zuge des rezenten Klimawan­
dels bereits zugenommen haben, ist inzwischen 
zumindest für einzelne Regionen recht eindeutig 
zu beantworten (s. unten). Zunächst einmal spre­
chen theoretische Aspekte, wie die mit dem Kli­
mawandel einhergehende Verschiebung der Tem­
peraturverteilungskurve zu höheren Temperaturen 
hin (s. 2.1.2.2), ganz allgemein für ein häufigeres 
Auftreten von Hitzeepisoden. Der empirische Beleg 
ist allerdings nicht ganz so einfach zu erbringen. 
Schon die Möglichkeiten zur Definition und Ope­
rationalisierung von kritischen Schwellenwerten 
bzw. von Hitzeperioden sind breit gefächert, wie die 
folgenden Beispiele zeigen (s. dazu auch Kap. 4):11 
 Mindestens 3 aufeinanderfolgende Tage über 
32 °C (90 °F). 
 Mindestens 5 aufeinanderfolgende Tage mit 
einem Tagesmaximum von im Mittel mindes­
tens 30 °C, unter der Bedingung, dass inner­
halb dieser Zeitspanne kein Tag mit einem 
Maximum von unter 25 °C vorkommt.
 Mindestens 6 aufeinanderfolgende Tage mit 
einem Tagesmaximum von im Mittel mindes­
tens 30 °C. 
 Indizes, die auf einer Kombination von Luft­
temperatur und anderen meteorologischen 
Messgrößen beruhen. 
 Komplexere Operationalisierungen mit Bezug 
zur Physiologie des menschlichen Wärme­
haushaltes, zum Beispiel »Gefühlte Tempera­
tur«. 
Außerdem ist die »Anzahl der Hitzewellen« nur ein 
sehr ungefähres Maß, denn eine nach Temperatur 
und/oder Dauer extreme Hitzeperiode wird ebenso 
gezählt wie eine weniger ausgeprägte, die Definiti­
onskriterien aber dennoch erfüllende Hitzeperiode. 
Die »Anzahl der Hitzetage« berücksichtigt zwar die 
Dauer, nicht jedoch die Intensität einer Hitzewelle 
(30 ° ist wie 40 °). Unberücksichtigt bleibt überdies, 
11 Wenn im Zusammenhang mit Hitzeperioden von »aufeinanderfolgenden« Tagen die Rede ist, so sind selbstverständlich 
unmittelbar aufeinanderfolgende Tage gemeint.   
12 Zur Statistik von klimatischen Extremereignissen (Extremwertstatistik) aus methodischer Perspektive s. [75, 78, 79, 127].
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befriedigend zu beantworten, zumal hierbei auch 
andere anthropogene Faktoren wie Flussbaumaß­
nahmen, ufernahe Bebauung und Verlust von 
Ausgleichsflächen (Auenlandschaften etc.), die 
Versiegelung der Böden und die Intensivierung 
der Land­ und Forstwirtschaft eine Rolle spielen 
[2, 18, 148]. Davon abgesehen lohnt wie bei anderen 
»Naturkatastrophe« auch in Sachen Hochwasser 
der Blick in die Vergangenheit, denn nur so lassen 
sich die jüngeren Ereignisse angemessen einord­
nen (z. B. [7, 47, 48]). Zum Klimakatastrophen­
Aufkommen in Deutschland während der letzten 
1 000 Jahre geben Glaser et al. zu bedenken ([48], 
S. 66): »Immer wieder wurde die Bevölkerung 
von Hitzewellen und Dürren, Frostperioden und 
Starkniederschlägen überrascht. In manchen Regi­
onen übertrafen einzelne Hochwasserereignisse 
die J̀ahrhunderthochwässer´ des vergangenen 
Jahrzehnts deutlich.« Weiteres zu Überschwem­
mungen und deren gesundheitliche Auswirkungen 
im Kapitel 4.2. 
Stürme
Um die langfristige Entwicklung der Sturmaktivi­
tät (Häufigkeit und Intensität) beschreiben zu kön­
nen, bedarf es längerer Messreihen, die jedoch für 
Deutschland oder Europa nicht bzw. erst seit weni­
gen Jahrzehnten vorliegen. Daher werden indirekte 
Methoden, wie die Untersuchung der Luftdruck­
verteilungen, verwendet [54, 114].14 Aus derartigen 
Untersuchungen ist zu folgern, dass die Sturmak­
tivität (das »Sturmklima«) auf Zeitskalen von Jah­
ren bis Jahrzehnten erheblich variiert, während für 
Mittel­ und Westeuropa kein eindeutiger langzeiti­
ger Trend hinsichtlich der Häufigkeit und Stärke 
von Stürmen auszumachen ist [114]. Zum Beispiel 
haben die mittleren jährlichen Windgeschwindig­
keiten in der Deutschen Bucht in den Jahren von 
1878 bis 2007 insgesamt eher etwas abgenommen, 
wobei erhebliche Schwankungen von Jahr zu Jahr 
auftraten und eine langperiodische Variabilität (mit 
verstärkter Sturmaktivität zu Beginn, in der Mitte 
und in den 90er Jahren des 20. Jahrhunderts) zu 
erkennen ist [114]. Nach Angaben des DWD (Dez. 
2009) war in Deutschland im letzten Jahrzehnt 
abzeichnet (Näheres in [63, 143]). Nach einer 
gemeinsamen Presseinformation des Umweltbun­
desamtes und des Deutschen Wetterdienstes vom 
02.09.2010 hat sich seit 1950 an einzelnen Mess­
stationen des DWD »die Anzahl von Sommertagen 
(Tage mit einem Temperaturmaximum von 25 °C 
und darüber) mehr als verdoppelt« [150]. Zu den 
im Verlauf des 21. Jahrhunderts erwarteten Verhält­
nissen s. 2.2.3. 
Niederschlagsfreie Perioden und Dürreperioden, 
Starkniederschläge und Überschwemmungen
Wie weiter oben bereits angedeutet, führte der 
rezente Klimawandel tendenziell zu einer Verbrei­
terung der Niederschlagshäufigkeitsverteilung bei 
zunehmender Rechtsschiefe der Verteilung (was 
im theoretischen Modell einer Gumbel­Verteilung 
nahekommt). Derartige Verschiebungen sind 
empirisch zumindest für einzelne Regionen in 
Deutschland und andernorts belegt [125, 128, 130, 
146, 147]. Das Ausmaß der Niederschläge variiert 
jedoch mitunter kleinräumig [45]. Es besteht eine 
zunehmende Tendenz zu extrem viel Nieder­
schlag in den Wintermonaten (oft als Regen), in 
Süddeutschland teils auch in den Sommermona­
ten. In Verbindung mit den oben erwähnten som­
merlichen Hitzeperioden sowie einer regionalen 
Zunahme niederschlagsfreier Phasen wird ande­
rerseits die Ausweitung von sommerlichen Dür­
rephasen erkennbar, wobei die Neigung zu som­
merlichen Starkniederschlägen teilweise zunimmt. 
In Deutschland kommt es immer wieder zu Über­
schwemmungen, wie z. B. im Dezember 1993 im 
Bereich des Rheines (Pegel Köln 10,63 m, gegen­
über normalerweise 3,50 m), im Januar 1995 in der 
Mosel­ und Rheinregion (Pegel Köln 10,70 m), im 
Juli 1997 an der Oder (Pegel in Ratzdorf 6,20 m 
und damit 4 m über normal), im Mai 1999 an der 
Donau und in der Bodenseeregion (Starknieder­
schläge plus Schneeschmelze), im August 2002 an 
der Elbe, im August 2005 im nördlichen Alpenge­
biet [15, 99, 101].13
Die Frage, welchen Einfluss der anthropogene 
Klimawandel auf die Häufigkeit und das Ausmaß 
von Überschwemmungen hat, ist bisher kaum 
13 Siehe dazu auch die Jahresrückblicke zu Naturkatastrophen (TOPICS GEO) der Munich Re.
14 Aus Luftdruckdaten lässt sich der sog. geostrophische Wind ermitteln.
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Kapitel 2.2 des vorliegenden Sachstandsberichts 
näher eingegangen. 
Exkurs zum Strahlungsantrieb
Änderungen der Sonnenstrahlung, der Kon-
zentration von Treibhausgasen und Aerosolen 
in der Atmosphäre und der Beschaffenheit der 
Landoberfläche verschieben unter Umständen 
die Energiebilanz des Klimasystems. Derartige 
Einwirkungen können über das Konzept des 
»Strahlungsantriebs« quantitativ beschrieben 
und bezüglich ihrer einzelnen Anteile miteinan-
der verglichen werden. Es gilt die folgende Fest-
legung (in Anlehnung an IPCC, 2007 [68], AR 
1, Chap. 2.2): Der Strahlungs­ oder Klimaan­
trieb (engl. radiative forcing, RF) ist eine Größe 
bzw. ein Maß zur quantitativen Beschreibung 
des Einflusses, den ein einzelner externer Faktor 
auf eine Verschiebung des Strahlungshaushalts 
des Atmosphäre-Erde-Systems ausübt (Änderung 
des strahlungsenergetischen Gleichgewichts); 
er wird in Joule pro Sekunde und Quadratme-
ter (Js−1m−2) bzw. in Watt pro Quadratmeter 
(Wm−2) angegeben. Ein positiver Strahlungs-
antrieb, etwa infolge erhöhter CO2-Gehalte in 
der Atmosphäre, führt (im globalen Mittel) zu 
einer Erwärmung der bodennahen Luftschicht, 
ein negativer Strahlungsantrieb, etwa durch eine 
erhöhte atmosphärische Aerosolkonzentration be-
dingt, führt zu einer Abkühlung der bodennahen 
Luftschicht. Die Strahlungsantriebsberechnungen 
können für anthropogene Einflussfaktoren (z. B. 
Treibhausgase, Aerosole) und für natürliche Ein-
flussfaktoren (z. B. Sonneneinstrahlung) vorge-
nommen werden. Ausgangspunkt ist dabei die 
Änderung der jeweiligen Einflussgröße in einem 
festgelegten Zeitraum. Daraus ergibt sich die vom 
IPCC als »radiative forcing« bezeichnete Ände-
rung der vertikalen Nettoeinstrahlung (Einstrah-
lung minus Ausstrahlung) am Übergang von der 
Stratosphäre zur Troposphäre. Die hier bezeich-
neten Strahlungsantriebe sind somit global und 
troposphärisch gemittelt [124].
(2000 – 2009) keine Zunahme der großräumigen 
Stürme festzustellen. 
Beispiele von markanten Sturmereignissen in 
Deutschland/Europa [30, 101]: 15 
 Orkanserie Daria, Vivian und Wiebke, die im 
Januar, Februar und März 1990 in Europa 230 
Tote forderte
 Orkan Lothar im Dezember 1999, in Europa 
130 Tote
 Orkan Kyrill im Januar 2007, in Europa 49 
Todesopfer, davon 11 in Deutschland
 Wintersturm Klaus im Januar 2009; betroffen 
waren vor allem Südfrankreich und Nordspa­
nien, 26 Tote
Dem stehen allerdings auch immer wieder Phasen 
mit geringen Windstärken gegenüber. So gab es 
beispielsweise im ausgeglichenen Winter 1996/97 
in Norddeutschland praktisch keine Stürme ([139], 
S. 149). 
2.1.4  Ursachen des gegenwärtigen Klimawandels
2.1.4.1  Vorbemerkungen
Mit der global voranschreitenden Industriali­
sierung und der exzessiven Nutzung fossiler Ener­
gieträger (Kohle, Erdöl, Erdgas) nahm die anth­
ropogene Emission von Treibhausgasen und von 
anderen Schadstoffen ganz erheblich zu. Außer­
dem ist in den vergangenen 300 Jahren die Welt­
bevölkerung von rund 0,5 Milliarden Menschen 
im 17. Jahrhundert auf mittlerweile 6,8 Milliarden 
Menschen angewachsen (Abbildung 2.8).16 Der 
Bevölkerungszuwachs ging mit einem entspre­
chend erhöhten Nahrungs­, Wasser­, Land­ und 
Energiebedarf sowie mit weitreichenden Verän­
derungen des Öko­ und Klimasystems der Erde 
einher (s. Abschnitt 2.1.4.2). Auf die mit der weiter 
zunehmenden Weltbevölkerung (s. Tabelle 2.5 in 
Abschnitt 2.2.1) und der künftigen Emissionsent­
wicklung voraussichtlich verbundene Beeinflus­
sung des zukünftigen globalen Klimas wird in 
 
15 Siehe dazu auch die Jahresrückblicke zu Naturkatastrophen (TOPICS GEO) der Munich Re. 
16 Weitere Einzelheiten zur historischen Entwicklung der Weltbevölkerung in [14]. 
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Strahlungsantriebe in der Abbildung nicht berück­
sichtigt. Vulkanische Aerosole wurden aufgrund 
ihres episodischen Charakters in der Abbildung 
nicht berücksichtigt. 
Man beachte, dass der anthropogene Strahlungsan­
trieb aufgrund der Trägheit des Klimasystems erst 
mit einer Verzögerung von Jahren bis Jahrzehn­
ten als zusätzliche Erderwärmung in Erscheinung 
tritt. Die in den letzten hundert Jahren erfolgte 
Erhöhung der mittleren globalen Temperatur um 
0,7 – 0,8 °C ist also noch nicht das endgültige Resul­
tat des um 1,6 Wm− 2 erhöhten Strahlungsantriebs. 
Nach Einschätzung des IPCC werden schon die bis­
her freigesetzten Treibhausgase zu einer Tempera­
turerhöhung von insgesamt 1,4 °C führen (s. Klima­
projektionen, Kap. 2.2).
Viele Aspekte des Klimas, etwa seine Variabili­
tät und seine trendartigen Veränderungen, kön­
nen mit heutigen Klimamodellen nachgebildet 
werden. Durch den Vergleich von modellmäßig 
berechneten (erwarteten) Klimareaktionen und 
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Abbildung 2.8
Entwicklung der Weltbevölkerung vom Beginn unserer Zeitrechnung bis zum Jahr 2009.   
Datenquelle: U.S. Census Bureau, Historical Estimates of World Population  
(www.census.gov, Zugriff: 20.04.2010) und [57].
Das IPCC hat seine Abschätzungen des Strah­
lungsantriebs für das Jahr 2005 in Relation zum 
(präindustriellen) Basisjahr 1750 vorgenommen (s. 
Abbildung 2.9). Wie in dieser Graphik dargestellt, 
ist der rezente Klimawandel nach Einschätzung des 
IPCC zum geringeren Teil durch eine Änderung 
der Sonnenaktivität (0,12 Wm− 2) und zum weit­
aus größeren Teil durch menschliche Einflüsse 
(1,6 Wm− 2) bedingt, wobei den Treibhausgasen 
CO2 und Methan der größte Anteil zugeschrieben 
wird. Dabei sind allerdings die Unsicherheiten 
(Bandbreiten) der RF­Schätzungen zu beachten, 
die vor allem bei den die Erderwärmung vermin­
dernden Aerosolen ein erhebliches Ausmaß auf­
weisen [21]. Die Berechnung der Bandbreite des 
im unteren Abschnitt der Abbildung 2.9 ausgewie­
senen Nettobeitrages des anthropogenen Strah­
lungsantriebs ergibt sich aus der Summierung 
von asymmetrischen Unsicherheitsabschätzungen 
der Einzelfaktoren und ist daher nicht das Resultat 
einer einfachen Addition. Für andere RF­Fakto­
ren hat das IPCC den »Level of scientific under­
standing« (LOSU) als sehr niedrig eingeschätzt 
und deshalb diese Faktoren und die zugehörigen 
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Realität »geeicht«, indem das heutige Klima nach­
gerechnet wird und die Ergebnisse mit dem beob­
achteten Klima verglichen werden [24].17
Klimaänderungen konnten die Modelle überprüft 
(validiert) und hinsichtlich der Auswirkungen 
diverser Klimaantriebe verbessert (adjustiert) wer­
den. Klimamodelle werden gewissermaßen an der 
Komponenten des Strahlungsantriebs




































































Mittlerer globaler Strahlungsantrieb (Radiative Forcing, RF) in Watt pro Quadratmeter für das Jahr 2005 im Verhältnis  
zum Bezugsjahr 1750 für verschiedene RF-Faktoren (Kohlendioxid CO2, Methan CH4, Distickstoffoxid N2O, Halogenkohlen-
wasserstoffe, Ozon, Aerosole etc.), ergänzt durch Angaben zu den Bandbreiten des mittleren globalen Strahlenantriebs,  
zur typischen geographischen Ausdehnung (räumliche Skala) des Antriebs und zum Grad des wissenschaftlichen Erkennt-
nisstandes (Level of scientific understanding, LOSU).    
Quelle: Originalabbildung in IPCC (2007) ([68], Fig. SPM.2, Fig. TS.5a, oder auch im Synthesis Report [67], Fig. 2.4;  
fernerhin als deutsche Version in [69], SPM.2), Original durch Übersetzung ins Deutsche modifiziert; Abbildungs-
überschrift modifiziert (gekürzt). 
17 Man spricht daher auch von Modellvalidierung und Modelladjustierung oder »tuning«.
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In der Vertikale wird bei der Atmosphäre mit 10 
bis 60 Schichten gearbeitet. Subskalige Vorgän-
ge, die sich innerhalb einer Gitterzelle abspie-
len (z. B. Wolken- und Niederschlagsbildung, 
Turbulenzerscheinungen, Konvektionsprozesse, 
Strahlungsreflexion und -absorption) können 
nicht direkt/explizit als Prozess physikalisch 
modelliert, sondern müssen »parametrisiert« 
werden [24, 105].Damit wird in diskretisierter 
Form die computergestützte Berechnung klima-
tischer Zustandsgrößen für bestimmte Gebiets-
einheiten und zeitliche Abfolgen ermöglicht, 
wobei Rechenzeiten von 50 bis 100 Tagen nicht 
unüblich sind [105]. Die theoretische Qualität 
beziehungsweise der Entwicklungsstand der Mo-
delle und die Datenlage beeinflussen die Anpas-
sung an die Realität und damit die Güte der 
Simulation. Derartige Klimamodelle erlauben 
eine Fortschreibung der Klimaänderungssimu-
lationen in die Zukunft (s. 2.2). 
Im Unterschied zu den globalen Klima-
modellen, die wegen ihres Umfangs resp. der 
benötigten Rechnerkapazität und Rechenzeit 
aber auch aufgrund der teils lückenhaften Da-
tenlage nur mit Gitterweiten von mindestens 
100 (200) km betrieben werden können, wird 
bei der regionalen Klimamodellierung nur ein 
begrenztes Gebiet in allerdings sehr viel besserer 
Gitterpunktauflösung (von beispielsweise 1 km x 
1 km) betrachtet, das freilich an seiner Grenzflä-
che durch geeignete Randbedingungen beschrie-
ben sein muss. Da die Randbedingungen aus 
globalen Klimamodell-Simulationen gewonnen 
werden, sagt man, dass ein regionales Modell von 
einem globalen Modell »angetrieben« wird. Diese 
Einbettung (»nesting«) des regionalen Modells 
mit hoher Auflösung in ein globales Modell mit 
deutlich geringerer Auflösung wird auch als Re-
gionalisierung oder als Downscaling-Verfahren 
(»dynamic downscaling«) bezeichnet. Näheres 
zu regionalen Klimamodellen in Abschnitt 2.2. 
Exkurs zu Klimamodellen18  
Die internen und externen, teils natürlichen, 
teils anthropogenen Beeinflussungen des Klimas 
lassen sich mit Klimamodellen quantifizieren. 
Diese numerische Beschreibung des Klima-
systems beruht auf Kenntnissen und Daten, die 
bezüglich der externen Antriebsfaktoren, der 
physikalischen, chemischen und biologischen Ei-
genschaften von Komponenten des Klimasystems 
und deren Interaktionen vorliegen [68, 111]. Na-
türlich können nur diejenigen Prozesse modelliert 
werden, die klimatologisch bekannt sind und von 
denen angenommen wird, dass sie im Hinblick 
auf Klimaänderungen relevant sind. 
Die verwendeten globalen Modelle sind von 
unterschiedlicher Komplexität, sodass sich eine 
gewisse Modellhierarchie ergibt. Das Spektrum 
reicht von einfachen Energiebilanzmodellen 
(EBM), über Strahlungs- und Konvektionsmo-
delle (Radiative Convective Models, RCM) bis 
hin zu komplexen Klimasystemmodellen, wie 
insbesondere den gekoppelten allgemeinen Atmo-
sphären-Ozean-Meereis-Zirkulationsmodellen, 
die im internationalen Schrifttum meist als 
General Circulation Models (GCM) bezeichnet 
werden. Die derzeitige Entwicklung zielt u. a. auf 
eine bessere Berücksichtigung von diversen Rück-
kopplungsprozessen sowie auf die stärkere Einbe-
ziehung chemischer und biologischer Prozesse. 
Das Klimasystem kann durch ein äußerst 
komplexes, gekoppeltes System von Differen-
tialgleichungen und einige algebraische Glei-
chungen beschieben werden.19 Um diese Glei-
chungen mit Hilfe von Großrechnern numerisch 
lösen zu können, ordnet man der Atmosphäre 
und den Ozeanen eine räumliche Gitternetz- 
bzw. eine Gitterzellen-Struktur zu (3D-Gitter). 
Eine heute übliche Gitterpunktauflösung beträgt 
bei globalen Klimamodellen 200 km x 200 km 
in der horizontalen Ebene (je nach Modell sind 
Kantenlängen von 100 bis 500 km gebräuchlich). 
18 Weiterführende Literatur [60, 68, 84, 104, 111, 140] sowie http://wiki.bildungsserver.de/klimawandel/> Klimamodelle.
19 Im Grundsatz handelt es sich dabei vor allem um sog. Kontinuitäts­, Bewegungs­ und Zustandsgleichungen, die Erhal­
tungssätze beschreiben (Massenerhaltung, Impulserhaltung, Energieerhaltung) [84]. 
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Ergebnisse können als weiteres Indiz – wenn auch 
nicht als Beweis – für die Bedeutung anthropogener 
klimabeeinflussender Faktoren gewertet werden.
 
Die beobachtete zeitliche Entwicklung der global 
gemittelten Temperatur ist seit etwa 1975 nur 
noch mit einer Wahrscheinlichkeit von 10 % (bei 
einseitiger statistischer Hypothesenformulierung) 
vereinbar mit einer natürlichen Klimavariabilität 
[68, 105]. Damit beträgt die Irrtumswahrschein-
lichkeit im Hinblick auf einen anthropogen be-
dingten rezenten Klimawandel ebenfalls 10 %. 
Bei regionalisierter, kleinräumiger Betrachtungs­
weise fallen die natürlichen Klimaschwankungen 
stärker ins Gewicht als bei globaler oder anderswei­
tig großräumiger Betrachtung. Außerdem beste­
hen Unsicherheiten bezüglich lokaler Antriebe und 
Rückkopplungen. Dies erschwert bei regionalen 
Klimamodellen die Abgrenzung der Effekte von 
natürlichen gegenüber anthropogenen Antriebs­
faktoren [68, 94]. 
Bei allen Vorteilen, die durch die Entwicklung leis­
tungsfähiger Klima­ und Erdsystemmodelle für 
die Klimaforschung erzielt worden sind, sollten 
die Grenzen der Modelle und die Unsicherheiten 
der Klimamodellierungen (insbesondere der Kli­
maprojektionen) nicht übersehen werden [24]. Es 
sei jedoch betont, dass es zur computergestützten 
Klimamodellierung als einer quasiexperimen­
tellen Methodik keine Alternative gibt, da Labor­
experimente in Sachen Erdklima nicht wirklich 
praktikabel sind, von Detailfragestellungen einmal 
abgesehen [105]. Neuere Klimaänderungsstudien 
stützen sich nicht nur auf eine einzelne Klimasi­
mulation, sondern auf Simulationen mit verschie­
denen Modellen und mehreren Simulationsläufen 
mit unterschiedlichen Anfangsbedingungen und 
geringfügig variierenden Parametrisierungen 
sowie mit unterschiedlicher Maschenweite [105]. 
Man spricht in diesem Zusammenhang auch von 
»Multimodellensembles«. Damit ermöglichen die 
mit Klimamodellen durchgeführten »numerischen 
Experimente« Einsichten in das Wechselspiel 
natürlicher und menschlicher Ursachen von Kli­
maänderungen [24]. Sicherlich muss noch einiges 
Mit den verfügbaren Klimamodellen lässt sich das glo­
bale, nordhemisphärische oder auch das mitteleuro­
päische Klima der letzten 100 bis 1 000 Jahre also das 
historische Klima simulieren. Da jedoch alle derartigen 
Berechnungen von einem dreidimensionalen Anfangs­
zustand für sämtliche Gitterzellen ausgehen müssen und 
die betreffenden Daten zum Beispiel für den Beginn des 
Jahres 1900 (oder gar des Jahres 1 000 n. Chr.) nur lücken­
haft oder als Proxys vorliegen, muss man sich bezüglich 
der Anfangsbedingungen mit plausiblen Annahmen 
und Näherungsrechnungen begnügen. Gleichwohl erge­
ben derartige Simulationen zumindest für die letzten 
1 000 Jahre eine gute Übereinstimmung mit dem über 
Proxydaten und ab 1860 durch Messungen ermittelten 
Verlauf der Temperaturanomalien, wobei insbesondere 
das Späte Maunder­Minimum (ca. 1675 – 1715), das Dalton­
Minimum (ca. 1810 – 1830) und der Temperaturanstieg im 
20. Jahrhundert klar hervortreten [24]. 
Das IPCC hat die Ergebnisse von Klimamodellen, 
die nur natürliche Antriebsfaktoren, wie Sonn­
nenaktivität und vulkanische Aktivität, sowie die 
internen Wechselwirkungen berücksichtigen 
(19 Simulationen von 5 Klimamodellen), mit den 
Ergebnissen von Klimamodellen, die sowohl 
natürliche als auch anthropogene Antriebsfakto­
ren berücksichtigen (58 Simulationen von 14 Kli­
mamodellen) verglichen und die Resultate den 
tatsächlich beobachteten Temperaturänderungen 
gegegenübergestellt. Diese Prozeduren wurden für 
mehrere Gebiete durchgeführt: global, global Land, 
global Ozean und für die einzelnen Kontinente. 
Wie sich zeigt (s. Abbildung 2.10), stimmen die mit 
den gekoppelten Klimamodellen für den Zeitraum 
von 1906 – 2005 berechneten Temperaturänderun­
gen für alle genannten Gebiete, einschließlich der 
Ergebnisse für die sechs Kontinente, mit den im 
gleichen Zeitraum beobachteten Temperaturände­
rungen sehr viel besser überein als die Ergebnisse 
der einfachen (lediglich natürliche Klimaantriebe 
berücksichtigenden) Klimamodelle. Die Modelle 
für natürliche Effekte liefern Ergebnisse, die seit 
Mitte der 1970er Jahre mit der Realität nicht mehr 
übereinstimmen, sodass die beobachtete Tempe­
ratur außerhalb des 90 %­Konfidenzintervalls der 
simulierten natürlichen Variabilität liegt. Berück­
sichtigt man hingegen natürliche und anthro­
pogene Einflüsse im Modell, dann ergeben sich 
gute Übereinstimmungen mit der Realität. Diese 
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IPCC nicht mehr ernsthaft ignoriert werden (s. 2.2). 
Im gegebenen Zusammenhang sei noch einem 
weit verbreiteten Missverständnis begegnet: Mit 
Klimamodellen kann man nicht die zeitliche Ent­
wicklung des Wettergeschehens prognostizieren, 
sondern nur dessen mittleres Verhalten oder 
auch die Wahrscheinlichkeit von Extremwetter­
ereignissen für längere Zeitabläufe (Jahrzehnte) 
abschätzen. Klimamodelle erlauben aufgrund der 
getan werden, um die Modelle weiter zu optimie­
ren, man denke beispielsweise an den Einfluss von 
Aerosolen, Wolken, Landnutzungsänderungen 
sowie grunsätzlich an das Problem einer angemes­
senen Simulation von Rückkopplungsprozessen, 
nichtlinearen Veränderungen und Kipp­Phänome­
nen. Die Ergebnisse der inzwischen außerordent­
lich zahlreichen Klimaprojektionen können aber 
spätestens seit dem vierten Sachstandsbericht des 
Abbildung 2.10
Beobachtete und simulierte Zeitreihen der Abweichungen der global wie auch kontinental gemittelten oberflächennahen 
Temperaturen vom Mittelwert des Bezugszeitraums 1901 – 1950. Die Klimamodellsimulationen erfolgten einerseits mit 
Berücksichtigung anthropogener Antriebsfaktoren (roter Streifen) und andererseits ohne Berücksichtigung anthropogener 
Antriebsfaktoren (blauer Streifen).      
Quelle: IPCC 2007 [68, 69], Original durch Übersetzung ins Deutsche modifiziert; Abbildungsüberschrift modifiziert 
(gekürzt). 
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unter den atmosphärischen Gasen nur einen gerin­
gen und noch dazu variablen (temperaturabhängi­
gen) Volumenanteil zwischen etwa 0,4 % und 4 % 
(4 000 – 40 000 ppm); in den mittleren Breiten meist 
um 1 %, in den feuchten Tropen bis maximal etwa 4 % 
[62, 82, 156]. Damit liegt der Wasserdampf­Volumenan­
teil allerdings deutlich über den von den Spurengasen 
(s. unten) beanspruchten Anteilen. Hinzu kommen so 
genannte Hydrometeoren, d. h. Wasser im festen oder 
flüssigen Aggregatzustand (Schnee, Eis, Wolken­ und 
Regentropfen) und Aerosole bzw. Partikel wie zum Bei­
spiel Schwebstaub oder Pollen. Trockene und reine Luft 
besteht aus einem Gasgemisch, das sich hauptsächlich 
aus Stickstoff und Sauerstoff, in sehr geringen Mengen 
aber auch aus Edelgasen, Kohlendioxid, Wasserstoff 
und Ozon, den »Spurengasen« der Atmosphäre, zusam­
mensetzt (Tabelle 2.2).20 Würde man den Wasserdampf 
mit seinem bodennahen Normmittelwert von 2,6 % in 
der Tabelle berücksichtigen, dann hätten die anderen 
Gase etwas geringere Volumenanteile, zum Beispiel N2 
76,06 % und O2 20,40 % [124]. 
Komplexität des Klimasystems und des damit ver­
bundenen nicht­linearen Fehlerwachstums keine 
längerfristigen Wettervorhersagen [105].
 
2.1.4.2  Anthropogene Einflussfaktoren 
Durch die Emission von Aerosolen und Treibhaus­
gasen in die Erdatmosphäre ändert der Mensch die 
Zusammensetzung der Atmosphäre in einem – 
nach dezeitigem Erkenntnisstand – für das Klima­ 
und Ökosystem relevanten Ausmaß. Dies gilt ins­
besondere für jene Stoffe, die fortdauernd und in 
großen Mengen emittiert werden, eine relativ lange 
Verweildauer in der Atmosphäre und eine intrinsi­
sche Klimawirksamkeit (z. B. als Treibhausgas oder 
als Aerosole) aufweisen. 
Normalerweise besteht die Atmosphäre aus (unsicht­
baren) Gasen, d. h. aus »Luft« im engeren Sinne und 
aus Wasserdampf (H2Ogasförmig). Letzterer beansprucht 
20 Diese »permanenten Gase« können unter atmosphärischen Bedingungen nicht in die flüssige oder feste Phase übergehen, 
da ihre Verflüssigungs­ und ihre Erstarrungstemperaturen sehr viel niedriger liegen als die in der Atmosphäre vorkom­
menden Temperaturen [156]. 
1 In dieser verkürzten tabellarischen Auflistung sind die Edelgase sowie Gase, die in sehr geringen 
 Volumenanteilen (< 0,01 ppm) vorliegen, nicht berücksichtigt.
2 Im Jahr 2006 rund 380 ppm (weiterhin zunehmend). 
3 Im Jahr 2006 rund 1,8 ppm (weiterhin zunehmend).
4 Im Jahr 2006 0,32 ppm (weiterhin zunehmend). 
5 Derzeit 0,05 – 0,2 ppm (räumlich-zeitlich sehr variabel, in Ballungsgebieten erhöht).
6 Derzeit im Jahresmittel 0,015 – 0,050 ppm (räumlich-zeitlich sehr variabel, Sommersmog) [46]. 
Tabelle 2.2
Zusammensetzung trockener (wasserdampffreier), aerosolfreier und vergleichsweise reiner Luft in Bodennähe. 
in Anlehnung an Graedel und Crutzen [51, 52] , Hupfer und Kuttler [62] und Schönwiese [124]
Gas1
Volumenanteil
Teile pro Hundert Teile pro Million
Stickstoff (N2)  78,08 %                           
Sauerstoff (O2)  20,95 %                           
Kohlendioxid (CO2)
2   ≈   0,03 %  ≈ 300      ppm
Methan (CH4)
3  ≈   0,000100 %   ≈     1      ppm
Wasserstoff (H2)   0,000052 %   0,52 ppm
Distickstoffoxid (N2O)
4    ≈   0,00003 %  ≈     0,3   ppm
Kohlenmonoxid (CO)5     0,040 – 0,080 ppm
Ozon (O3)
6     0,010 – 0,020 ppm
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permanenten Gase und das »langlebige« CO2 
anbelangt. Die Anteile mancher Spurengase kön-
nen aber unter Umständen auch eine erhebliche 
räumlich-zeitliche Variabilität aufweisen. Dies 
gilt insbesondere im Umfeld von Emissionsquel-
len und für Gase mit relativ kurzer Verweildauer 
in der Atmosphäre, wie zum Beispiel für Kohlen-
monoxid und Ozon [124]. 
Zu den natürlich vorkommenden Treibhausga­
sen gehören Wasserdampf, Kohlendioxid (CO2), 
Methan (CH4), Distickstoffmonoxid (N2O) und 
Ozon (O3). Durch zusätzliche Emissionen auf­
grund menschlicher Aktivitäten ist die atmosphä­
rische Konzentration dieser Treibhausgase in den 
letzten zwei Jahrhunderten erheblich angestiegen 
(Abbildung 2.11). Daneben sind mehrere haloge­
nierte d. h. Fluor, Chlor oder Brom enthaltende gas­
förmige Verbindungen zu beachten. Sie zählen zu 
den ausschließlich durch menschliche Aktivitäten 
in die Atmosphäre eingebrachten Treibhausgasen. 
Orientierende Angaben zu den wesentlichen Treib­
hausgasen enthält Tabelle 2.3. Es gibt außerdem 
Gase, die zwar keinen direkten Treibhauseffekt aus­
üben, die aber indirekt die terrestrische und/oder 
solare Strahlenabsorption beeinflussen indem sie 
zur Bildung oder zum Abbau von Treibhausgasen, 
wie etwa dem troposhärischen oder stratosphäri­
schen Ozon beitragen. Dazu gehören Kohlenmo­
noxid, Stickstoffoxide (NOx) und die »non­CH4 
volatile organic compounds« (NMVOCs). Diese 
Substanzen sind in Tabelle 2.3 nicht berücksichtigt. 
Setzt man das Treibhauseffekt­Potential von 
CO2 gleich 1, dann hätten die anderen Gase – aller­
dings nur unter der Annahme einer gleich hohen 
Konzentration und bezogen auf einen Zeithorizont 
von 100 Jahren – die folgenden globalen Erwär­
mungspotentiale: Methan 25fach, Distickstoff­
monoxid ca. 300fach; die natürlicherweise nicht 
vorkommenden Fluorchlorkohlenwasserstoffe 
(FCKW), Fluorkohlenwasserstoffe (FKW), per­
fluorierten und sonstigen Verbindungen sogar 
Zu den Begriffen »Konzentration« und »Volu-
menanteil« [27, 74]:
In diesem Sachstandsbericht ist häufig von der 
»Konzentration« eines Treibhausgases in der 
Atmosphäre die Rede, wobei dieser Sachverhalt 
allerdings meist als Volumenanteil ausgedrückt 
und dementsprechend in Prozent (»Volumenpro-
zent«), Promille, »parts per million« (ppm) oder 
»parts per billion« (ppb) angegeben wird.21 Damit 
ist aber ein Anteil (hier ein Volumenanteil, also 
zum Beispiel x ml Gas in 100 ml Gasmischung) 
bezeichnet und keine Konzentration im eigent-
lichen Sinne. Der Begriff Konzentration steht 
streng genommen für die Menge einer Gemisch-
komponente bezogen auf das Gesamtvolumen des 
Gemisches, also beispielsweise für eine Massen-
konzentration (kg/m3) oder eine Stoffmengen-
konzentration (mol/m3). Es gibt darüber hinaus 
noch eine Teilchenzahl- und eine Volumenkon-
zentration (DIN 1310). Neben Anteils- und Kon-
zentrationsangaben existieren überdies Verhält-
nisangaben. Analog wird im Englischen zwischen 
fraction, concentration und ratio unterschieden. 
Beim Volumenanteil wird das Volumen Vi der 
Komponente i auf das Gesamtvolumen Vges des 
Gasgemisches bezogen (j = Vi/Vges), während 
beim Volumenverhältnis (auch Mischungsver-
hältnis genannt) das Volumen Vi auf das Volu-
men V* der übrigen Komponenten des Gasge-
misches bezogen wird (si = Vi/V*). 
Außerdem ist zu beachten, dass die Konzen-
tration eines Treibhausgases in der Atmosphäre 
räumliche Gradienten aufweist, insbesondere in 
vertikaler Richtung. Entsprechende Konzentra-
tionsangaben gelten daher – falls nicht anders 
vermerkt – nur für die untere, bodennahe Atmo-
sphäre. Allerdings ergeben sich bis in eine Höhe 
von etwa 100 km aufgrund der guten, überwie-
gend anteiligen Durchmischung in dieser Schicht 
(der sog. Homosphäre) keine wesentlichen Un-
terschiede in der Zusammensetzung der Atmo-
sphäre (Volumenanteile!), zumindest was die 
21 Die Angabe in »parts per billion« (ppb) wird nach Möglichkeit vermieden, da damit die nordamerikanische »billion« (109), 
also unsere Milliarde, gemeint ist und dies zu Missverständnissen führen kann.
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mehrere Tausendfach (s. Tabelle 2.3 und [68]). Da 
CO2 jedoch in weit höheren Konzentrationen in 
der Atmosphäre vorliegt als die anderen Verbin­
dungen und außerdem in sehr viel höheren Men­
gen aufgrund menschlicher Aktivitäten emittiert 
wird und noch dazu hinreichend lang in der Atmo­
sphäre verbleibt (5...10...100 Jahre), leistet es einen 
deutlich höheren Beitrag sowohl zum natürlichen 
als auch zum anthropogenen Treibhauseffekt (s. 
Tabelle 2.3): Der anthropogene Treibhauseffekt 
wird zu rund 70 % durch CO2, zu rund 15 % durch 
CH4 und zu schätzungsweise 8 % durch N2O her­
vorgerufen. Der natürliche Treibhauseffekt beruht 
dagegen hauptsächlich auf Wasserdampf (rund 
60 %) und CO2 (rund 25 %). Dies gilt in ähnlicher 
Weise auch für den Gesamt­Treibhauseffekt, der ja 
weitgehend durch den natürlichen Treibhauseffekt 
bestimmt ist. 
Die Veränderung der atmosphärischen THG­
Anteile in den letzten 250 bzw. 10 000 Jahren ist 
in der Abb. 2.11 dargestellt. Wie zu sehen, haben 




Die bedeutendste anthropogene CO2­Quelle 
resultiert aus dem Verbrauch fossiler Brennstoffe 
(Kohle, Erdöl, Erdgas) und aus Landnutzungsände­
rungen (Rodung von Wäldern). Die globale anthro­
pogene CO2­Emission wird für das Jahr 2008 mit 
rund 36 Gt bzw. 9,9 PgC angegeben [86].22 Zum 
Vergleich: 1960 lag die Emission noch im Bereich 
von 4 PgC [49]. Etwa 85 % der Gesamtemission der 
Jahre 2000 – 2008 entfallen auf »fossil fuel emissi­
ons« und rund 15 % auf »deforestation« [49]. An den 
aus fossilen Brennstoffen stammenden CO2­Emis­
sionen sind Kohle zu 40 %, Erdöl zu 36 %, Erdgas 
zu fast 20 % und die Zementproduktion zu rund 
5 % beteiligt; die Hauptemittenten sind China, die 
Änderungen der Treibhausgase basierend 















































































Änderungen der Treibhausgase basierend 
















































































Entwicklung der atmosphärischen »Konzentration« 
 langlebiger Treibhausgase während der letzten 10 000 Jahre 
und seit 1750 (eingefügte Grafiken). 
Quelle: ICPP, 2007 [68], WG I, FAQ 2.1, Figure 1. Original 
durch Übersetzung ins Deutsche modifiziert; Abbildungs-
überschrift modifiziert (gekürzt).      
Abk.: ppm – parts per million, ppb – parts per billion (d. h. 
Anzahl der Moleküle des betreffenden Treibhausgases pro 1 Mio. 
bzw. pro 1 Mrd. Moleküle der zugehörigen trockenen Luftprobe). 
22 Zum »Carbon Budget 2008« des Global Carbon Project 
(GCP)­Consortiums s. auch die Internetseite des CDIAC 
(Carbon Dioxide Information Analysis Center): http://
cdiac.ornl.gov/ bzw. www.globalcarbonproject.org/car­
bonbudget. Das CDIAC  ist dem U. S. Department of 
Energy (DOE) zugeordnet. 
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der atmosphärischen CO2­Konzentration werden dem­
nach durch einen langfristigen Konzentrationsanstieg 
überlagert, sodass insgesamt ein deutlicher Aufwärts­
trend resultiert. 
Wie bereits erwähnt, ist CO2 unter den gegebenen 
Verhältnissen zu rund 70 % (die Angaben reichen 
von 60 – 80 %) am anthropogenen Treibhausef­
fekt beteiligt. Für die kommenden Jahre und Jahr­
zehnte wird eine weitere Zunahme der globalen 
CO2­Emissionen prognostiziert (s. Kap. 2.2). CO2 
gilt daher als das derzeit und wohl auch zukünftig 
wichtigste anthropogene Treibhausgas. 
Methan
Methan (NH4) gelangt sowohl aus natürlichen 
Quellen im engeren Sinne (ca. 40 % der Gesamt­
emission), vor allem durch den anaeroben Abbau 
organischer Stoffe (Feuchtgebiete wie Moore und 
Sümpfe/Sumpfgas, marine Sedimente und insta­
bile Permafrostböden) und durch die Aktivität von 
Termiten, aber auch aufgrund anthropogener Ein­
wirkungen in die Atmosphäre [68]. Hinsichtlich 
der im weiteren Sinne anthropogenen Kompo­
nente, wären vor allem die Nutztier­ bzw. Viehhal­
tung (Wiederkäuer/Darmgase), Reisanbaugebiete, 
Steinkohlebergbau (Grubengas), Erdgasförderung 
(Leckagen), Abfalldeponien (Deponiegas) und 
landwirtschaftliche Quellen (Gülle, Jauche, Mist) 
zu nennen [68, 109]. 
Die natürlichen Feuchtgebiete der Erde sind derzeit 
die größte Einzelquelle der globalen Methanemission, 
mit einem Anteil von 20 bis 40 % der Gesamtemission, 
wobei die feuchten Tropen den größten Beitrag liefern; 
Reisanbaugebiete tragen zu 6 bis 20 % zur gesamten 
Methanemission bei [17, 68]. Die biogene Methanbil­
dung erfolgt in den Feucht­ und den Reisanbaugebie­
ten durch den bakteriellen Abbau von organischem 
Material. 
Der seit Jahrzehnten vor allem in den nördlicheren 
Breiten zu beobachtende und mutmaßlich anthro­
pogen bedingte Temperaturanstieg geht mit einer 
Verschiebung der Permafrostgrenze in nördlicher 
Richtung einher. Dieser Prozess wird sich mit wei­
ter zunehmender Erderwärmung fortsetzen und 
eine vermehrte Freisetzung von Methan (und CO2) 
USA und – in einigem Abstand – Indien, Russland, 
Japan und Deutschland [49]. Gut die Hälfte des 
durch menschliche Aktivitäten in die Atmosphäre 
eingebrachten CO2 wird in der Folge von natürli­
chen Senken (Vegetation und Ozeane) aufgenom­
men, sodass nahezu die Hälfte der anthropogenen 
CO2­Emissionen in der Lufthülle verbleibt.  
Die atmosphärische CO2­Konzentration hat 
im Verlauf der letzten 200 – 250 Jahre von etwa 
280 ppm auf rund 380 ppm also um 35 % oder rund 
1/3 zugenommen, wobei der stärkste Zuwachs in 
den letzten Jahrzehnten zu verzeichnen war (Abbil­
dung 2.11). Diese Zunahme ist in erster Linie durch 
die oben bezeichneten anthropogenen CO2­Emis­
sionen bedingt. 
Fossile Brennstoffe enthalten – im Gegensatz zu leben­
den Organismen – wenig oder kein radioaktives 14C­Iso­
top und sie weisen bezüglich der stabilen Kohlenstoffiso­
tope 12C und 13C ein charakteristisches Verhältnis auf. Die 
Verbrennung fossiler Energieträger hinterlässt daher im 
Hinblick auf das atmosphärische CO2 eine charakteristi­
sche Kohlenstoff­Isotopen­Signatur [68]. Nicht ganz klar 
ist bisher, in welchem Umfang biogene Veränderungen 
des Kohlenstoffkreislaufes zur CO2­Erhöhung beigetra­
gen haben [6] und welche Bedeutung den gestiegenen 
Meerwassertemperaturen zukommt [84]. Mit zuneh­
menden Wassertemperaturen sinkt die CO2­Löslichkeit, 
sodass die Ozeane weniger CO2 aufnehmen und teil­
weise sogar CO2 in die Atmosphäre abgeben. Inwieweit 
dieser positive Rückkopplungsprozess (erhöhte Lufttem­
peratur  erhöhte Meerwassertemperatur  geringere 
CO2­Löslichkeit  erhöhte CO2­Konzentration in der 
Atmosphäre  verstärkter Treibhauseffekt usf.) zur 
langfristigen CO2­Zunahme in der Atmosphäre beige­
tragen hat bzw. in Zukunft beitragen wird, ist Gegen­
stand der aktuellen klimatologischen Forschung. Gut 
belegt ist jedenfalls die relative Synchronizität zwischen 
den Variationen der Meeresoberflächentemperatur (Sea 
Surface Temperature, SST), die im Pazifik vor allem 
durch das El Niño/La Niña­Phänomen hervorgerufen 
werden, und den Schwankungen der Jahresmittelwerte 
der CO2­Konzentrationen, wie sie beispielsweise an 
der Messstelle am Mauna Loa (Hawaii) erfasst werden. 
Die am Mauna Loa gemessenen CO2­Werte variieren 
außerdem im Rhythmus des Vegetationszyklus der 
Nordhemisphäre. Dessen ungeachtet steigen die Jahres­
mittelwerte von Jahr zu Jahr an. Die durch die interne 
Variabilität des Klimasystems bedingten Schwankungen 
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und dergleichen mehr entstehen [44]. Ähnliches gilt 
für andere Methan­relevante Quellen, wie den Reis­
anbau und die Fischproduktion in Aquakulturen. 
Im Laufe der Industrialisierung hat sich die 
atmosphärische Konzentration des Treibhausgases 
Methan mehr als verdoppelt, in Volumenanteilen 
ausgedrückt von etwa 0,7 bis 1,8 ppm entsprechend 
700 bis 1 800 pbb (s. Abbildung 2.11 u. Tabelle 2.3). 
Das durch menschliche Aktivitäten freigesetzte 
Methan trägt nach derzeitiger Sachlage und Kennt­
nis zu etwa 15 % zum anthropogenen Treibhaus­
effekt bei (Tabelle 2.3). Mit zunehmender Weltbe­
völkerung werden die Methanemissionen ebenfalls 
weiter zunehmen. 
Weitere Treibhausgase 
Die derzeitigen Distickstoffmonoxid­Emissionen 
entstammen zu etwa 40 % aus anthropogenen 
Quellen (vgl. Tabelle 2.3). N2O wird überwiegend 
durch mikrobielle Denitrifikation in die Atmo­
sphäre eingebracht [136]. Die Abholzung der tropi­
schen Regenwälder und die Verwendung stickstoff­
haltiger Mineraldünger (Nitrate) spielen ebenfalls 
eine Rolle [82, 136]. Distickstoffmonoxid besitzt ein 
circa 300­fach höheres molekulares Treibhauspo­
tential (GWP) als CO2. In Anbetracht der insgesamt 
noch relativ niedrigen mittleren N2O­Konzen­
tration leistet das Gas zum natürlichen wie zum 
anthropogenen Treibhauseffekt nur einen unter­
geordneten Beitrag von 5 bis 10 % (vgl. Tabelle 2.3). 
Ähnlich verhält es sich mit dem troposphärischen 
Ozon, den Halogen­Kohlenwasserstoffen und dem 
Schwefelhexafluorid (SF6). 
Weitere Informationen zu den Treibhausgasen 
sind der Tabelle 2.3 zu entnehmen. Außerdem sei 
auf den ANHANG im Internet verwiesen (www.rki.
de/klimabericht­anhang). 
Aerosole
Bei der Verbrennung fossiler Energieträger wird 
nicht nur CO2 sondern es werden u. a. auch ele­
mentarer Kohlenstoff bzw. Rußpartikel sowie große 
Mengen Schwefeldioxid und Stickstoffoxide in die 
aus den mehr und mehr auftauenden »Permafrost­
böden« zur Folge haben.23 Das austretende Methan 
verstärkt seinerseits den Treibhauseffekt, der wie­
derum die Erderwärmung befördert, wodurch die 
»Permafrostböden« weiter auftauen und somit 
noch mehr Methan freigesetzt wird. Dabei ist aller­
dings anzumerken, dass die mit dem bisherigen 
Temperaturanstieg verbundene methanbürtige 
Kohlenstoff­Freisetzung gegenüber der jährlichen 
globalen Gesamtemission von rund 440 Tg C ver­
nachlässigbar erscheint [58]. Gleichwohl haben 
wir es hier mit einem positiven Rückkopplungs­
prozess bzw. einem nichtlinearen Systemverhalten 
zu tun, durch das die globale Energiebilanz emp­
findlich gestört werden kann [58]. Im gegebenen 
Zusammenhang sei an das gegenüber Kohendioxid 
um etwa den Faktor 25 höhere molekulare Erwär­
mungspotential von Methan erinnert (zum GWP 
s. Tabelle 2.3). 
Zu den inzwischen fast 7 Mrd. Menschen 
kommen über 20 Mrd. Nutztiere, darunter ca. 
1,5 Mrd. Rinder, 1,8 Mrd. Klein­Wiederkäuer, 1 Mrd. 
Schweine sowie 18 Mrd. Hühner und anderes 
Geflügel [43]. Damit übertreffen die Gesamtzahl 
und das Gesamtgewicht der Nutztiere die Anzahl 
und das Gewicht der menschlichen Population 
um ein Mehrfaches. Die dadurch hervorgerufenen 
Belastungen der Ökosphäre sind beträchtlich [56]. 
In welchem Ausmaß die mit der exzessiven Nutz­
tierhaltung und der Fleischverarbeitung verbunde­
nen Umweltbelastungen das Klimasystem der Erde 
beeinflussen, ist nach wie vor umstritten [43, 44, 
50, 68]. Die disparaten Einschätzungen resultieren 
nicht zuletzt aus unterschiedlichen methodischen 
Zugängen. Teilweise wird nur auf Methanemis­
sionen Bezug genommen, teils werden alle aus 
einer Quellgruppe stammenden atmosphärischen 
Treibhausgas­Emissionen (z. B. »livestock­related 
greenhouse gas emissions«) nach Art einer Ökobi­
lanz bzw. »life cycle analysis« (LCA) berücksichtigt, 
bis hin zu den Treibhausgas­Emissionen, die durch 
Abholzung von Regenwäldern (zwecks Nutztierhal­
tung), durch den Bau von Massentierhaltungsanla­
gen, die Fleischverarbeitung, die Lagerung und den 
Transport, die Herstellung von Tiermedikamenten 
23 Dies gilt nicht nur für die Permafrostböden auf dem Festland (Kanada, Sibirien) sondern auch für den unter Wasser 
gelegenen Permafrostboden im Randbereich (Festlandsockel) des arktischen Meeres aus dem schon jetzt viele Millionen 
Tonnen Methan pro Jahr in die Atmosphäre gelangen [134]. 
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dominiert wird. Es ist damit klar, dass nicht jede 
beobachtete Änderung im System kurz­ als auch 
langfristiger Art immer auf eine deterministische 
Ursache wie Treibhausgase, solare Variabilität oder 
vulkanische Aktivität zurückgeführt werden kann«. 
([59], S. 115). 
Nun stellt sich die Frage, inwieweit natürliche 
Einflüsse speziell für den rezenten Klimawandel 
bedeutsam sind: 
Die in Zyklen von zehntausenden bis hundert­
tausenden Jahren erfolgenden Schwankungen 
der orbitalen Konstellationen der Erde zur Sonne, 
die ja bekanntlich für den Wechsel von Kalt­ und 
Warmzeiten mitverantwortlich gemacht werden 
(Milanković­Theorie), haben nach astronomischen 
Berechnungen keine Bedeutung für die derzeitige 
Klimaänderung. 
Seit 1978 wird die Intensität der Solarstrahlung 
von Satelliten aus verlässlich gemessen. Abgesehen 
von den mit einer mittleren Zyklusdauer von 11 Jah­
ren auftretenden Intensitätsschwankungen (und 
den korrespondierenden Sonnenfleckenzyklen) 
lassen diese Messungen keine zeitlichen Trends 
der mittleren Strahlungsleistung erkennen. Somit 
kann der in den letzten Jahrzehnten beobachtete 
Klimawandel nicht auf zeitgleiche Veränderungen 
der »Solarkonstante« zurückgeführt werden [1, 83, 
89]. 
Aufgrund der Trägheit des Klimasystems könnte womög­
lich eine zeitlich vorangegangene Häufung »starker 
Sonnenfleckenzyklen« zu einer relevanten direkten oder 
indirekten Anregung des Klimasystems geführt haben. 
Zwar liegt die mittlere Sonnenfleckenzahl je Zyklus seit 
etwa 1940 deutlich über dem Langzeitmittelwert [92], 
doch sind andererseits die bisher gemessenen Schwan­
kungen der solaren Strahlungsleistungen relativ klein 
(ca. 1,4 W/m2), sodass die damit verbundenen Variationen 
des Strahlungsantriebs (ohne Berücksichtigung von Ver­
stärkungsmechanismen) nur etwa 0,24 W/m2 betragen 
also um ein Mehrfaches unter dem für den CO2­Zuwachs 
ermittelten Strahlungsantrieb von 1,66 W/m2 liegen [68, 
89]. Um den rezenten Klimawandel zu bewirken, hätte die 
solare Gesamteinstrahlung aber um fast 30 W/m2 – oder 
zumindest um ca. 10 W/m2, wenn man eine Verstärkung 
um den Faktor 3 annimmt – zunehmen müssen [89]. Hier 
erhebt sich freilich die Frage, ob in einem solchen Faktor 
alle relevanten positiven Rückkopplungseffekte und Reso­
nanzphänomene ausreichend berücksichtigt sind [87]. 
Atmosphäre freigesetzt. Neben sauren Aerosolen 
bilden sich u. a. Sulfatteilchen, die die Transpa­
renz der Atmosphäre für Sonnenstrahlung ver­
ringern und durch diesen »Sulfateffekt« zu einer 
Verminderung der Lufttemperatur in Bodennähe 
beitragen [156]. Die Absorptionscharakteristik der 
Atmosphäre wird durch unterschiedliche Aerosole 
sehr verschieden beeinflusst. In der Bilanz über­
wiegt aber ein negativer Strahlungsantrieb (Abbil­
dung 2.9) [21, 68, 131]. Während in den westlichen 
Industrienationen die Emission der klassischen 
Luftschadstoffe (Stichwort »Wintersmog«) im aus­
gehenden 20. Jh. deutlich gesenkt werden konnte, 
sind in den sog. Schwellenländern derzeit hohe und 
oft noch zunehmende Emissionen zu verzeichnen. 
Die Konsequenzen, die diese teils gegenläufigen 
Entwicklungen für das globale Klima haben sind 
nur schwer abzuschätzen. Die durch klassische 
Luftschadstoffe hervorgerufene Minderung des 
Strahlungsantriebes liegt aber nach verbreiteter 
Expertenauffassung deutlich unter den Wirkungen 
der anthropogenen Treibhausgase (s. Abbildung 
2.9). Neben dem vorgenannten direkten Aerosolef­
fekt gibt es noch einen indirekten Aerosoleffekt, da 
Partikel die Wolkenbildung begünstigen und somit 
zur Abkühlung der unteren Atmosphäre beitragen 
können. Die Abschätzung des dadurch bedingten 
zusätzlichen Wolkenalbedo­Effektes weist noch 
erhebliche Unsicherheiten auf, der Effekt wird 
aber als durchaus relevant angesehen (s. ebenfalls 
Abbildung 2.9). 
2.1.4.3  Natürliche Einflussfaktoren
In Kapitel 1.3.2 war bereits aus einer allgemeinen 
Perspektive auf natürliche Einflussfaktoren, die zu 
Klimaänderungen führen können, hingewiesen 
worden. Externe anthropogene Beeinflussungen 
der Klimaentwicklung lassen sich nur dann zuver­
lässig erfassen und quantifizieren, wenn man den 
natürlichen Schwankungen der Klimaelemente 
bzw. der internen Variabilität des Klimasystems 
und ihrem Zusammenwirken mit externen natürli­
chen Einflüssen die nötige Beachtung schenkt [59]. 
Mit Hense sei festgehalten, »dass der überwiegende 
Teil der Klimavariabilität in einem weiten Bereich 
von räumlichen und zeitlichen Skalen durch die 
im System immanent vorhandene Variabilität 
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Zu beachten ist, dass Vulkanausbrüche nicht nur mit 
einer primären Wirkung auf den Strahlungshaushalt ver­
bunden sind, sondern auch mit dynamischen Effekten 
bzw. sehr komplexen Änderungen der atmosphärischen 
Zirkulation einhergehen können [53]. Dies kann – je nach 
Region – zu ganz unterschiedlichen Folgen für Wetter, 
Witterung und »Klima« führen, wobei die Auswirkungen 
nicht zuletzt von der Phasenlage anderer Klimakompo­
nenten und Wetterphänomene (etwa von El Niño oder 
der Stärke des winterlichen Polarwirbels) abhängig sind 
und somit als solche auch maskiert sein können. Bei­
spielsweise erwies sich der erste Winter (1991/92) nach 
dem Ausbruch des Pinatubo in Nordamerika, Europa und 
Sibirien als ausgesprochen mild, während in Südostasien, 
Grönland und dem Mittleren Osten (Schnee in Jerusalem, 
Korallensterben im Roten Meer) sehr niedrige Temperatu­
ren zu verzeichneten waren [53].
Global betrachtet emittieren Vulkane in einem 
Jahr mit durchschnittlicher vulkanischer Aktivi­
tät schätzungsweise 100 – 300 Mt CO2 [95]. Die 
anthro pogene CO2­Emission beträgt inzwischen, 
wie oben dargestellt, rund 36 000 Mt pro Jahr, liegt 
also um mehr als 200­fach über der vulkanischen 
Kohlendioxid­Emission. Inwieweit Phasen vermin­
derter oder erhöhter Vulkanaktivität tatsächlich den 
Verlauf der global und jährlich gemittelten boden­
nahen Lufttemperatur modifiziert haben, ist nicht 
genauer bekannt [53]. Insgesamt geht man eher von 
einem untergeordneten, allenfalls episodischen 
Beitrag des Vulkanismus aus [68]. Näheres zur Kli­
marelevanz des Vulkanismus in [53, 95, 124]. 
Schlussbemerkung: Externe Einflüsse treffen zu 
verschiedenen Zeitpunkten aufgrund der internen 
Variabilität des Klimasystems auf unterschiedliche 
Systemzustände. Dadurch können die von externen 
Faktoren angetriebenen Klimaänderungen in viel­
fältiger Weise modifiziert (gehemmt/verstärkt) bzw. 
durch die internen Vorgänge überlagert werden. Zu 
nennen sind im gegebenen Zusammenhang vor 
Zusammenfassend sei festgehalten, dass die Son­
nenaktivität sich in den letzten Jahrzehnten nicht 
signifikant verändert hat. Ähnliches gilt für die 
zuweilen ebenfalls ins Spiel gebrachte kosmische 
Strahlung. Die derzeitige globale Erwärmung, 
deren deutlichste Zunahme seit 1970 zu verzeich­
nen ist, kann durch diese Einflussfaktoren nach 
derzeit vorherrschender Auffassung nicht erklärt 
werden [1, 10, 83, 89, 108, 118].24 Schwankungen 
der solaren Aktivität sind aber sehr wahrscheinlich 
eine (Mit­)Ursache von bestimmten Klimavaria­
tionen der Vergangenheit, wobei längere Phasen 
verminderter Sonnenaktivität eine maßgebliche 
Rolle gespielt haben (z. B. Maunder­Minimum im 
Rahmen der »Kleine Eiszeit«). 
Explosive Vulkanausbrüche führen u. a. zum 
Eintrag von Schwefeldioxid und daraus gebildeten 
Sulphataerosolen in die Atmosphäre. Sehr große 
Ausbrüche sind vorübergehend mit einem nega­
tiven Strahlungsantrieb verbunden und können 
daher zu einer temporären globalen Abkühlung 
führen. Der seit etwa 100 Jahren (oder je nach 
Datenlage und ­interpretation auch schon früher) 
zu verzeichnende Anstieg der »globalen Tempe­
ratur« ist bekanntlich nicht gleichmäßig sondern 
eher stufenweise verlaufen (s. Abbildung 2.1). Im 
19. und beginnenden 20. Jahrhundert könnte die 
gerade anhebende Erderwärmung durch eine 
deutlich erhöhte vulkanische Aktivität abgebremst 
worden sein (Tabelle 2.4).25 Es folgten zwischen 
1912 und 1963 rund 50 »ruhige Jahre«. Seither ist 
die globale vulkanische Aktivität wieder stärker 
geworden. So war beispielsweise der Pinatuba­
Ausbruch mit einer allerdings nur sehr kurzfris­
tigen Abnahme der globalen Mitteltemperatur um 
ca. 0,3 °C [53] bzw. von 0,1 – 0,2 °C im Jahr nach dem 
Ausbruch [95] verbunden. Im Vergleich zu dieser 
vulkanischen Großeruption handelte es sich bei 
der Eruption des Eyjafjallajöekull auf Island im 
Frühjahr 2010 um einen kleinen Ausbruch ohne 
Klimarelevanz [95].
24 Die Berechnungen von Scafetta und West (z. B. [119, 120], denen zufolge die Schwankungen der solaren Aktivität zu einem 
erheblichen Anteil (69 %) auch zum derzeitigen Klimawandel beiträgt, werden bisher in der Fachwelt als bloße Hypothese 
gehandelt und überwiegend kritisch kommentiert bzw. zurückgewiesen, etwa im Rahmen von Reanalysen [10, 118] oder 
in den Leserbriefen von Duffy, Santer und Wigley sowie von Tinsley in Physics Today (Jan. 2009 und Nov. 2009) und in 
einer jüngst von Gray et al. erstellten Übersicht [Reviews in Geophysics, revised February 2010]. 
25 Das auf den gewaltigen Tambora­Ausbruch folgende Jahr 1816 ging als »Jahr ohne Sommer« in die global Klimageschichte 
ein ([124], S. 330). Nach dem Krakatau­Ausbruch war über drei Jahre eine vermehrte Dämmerung zu verzeichnen. 
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allem diverse atmosphärische Oszillationen und 
ozeanische Zirkulationen (Pazifische Dekadenos­
zillation, kurz PDO, und das kurzfristigere El Niño/
La Niña­Phänomen; Nordatlantische Oszillation/
Luftdruckschwankung; thermohaline Zirkulation; 
Atlantische Multidekadische Oszillation, kurz 
AMO; besondere Wetterlagen; vulkanische Akti­
vitäten) [87, 139, 144]. Die hier nur angedeuteten 
hochinteressanten Aspekte der Interaktion zwi­
schen externen Antrieben und interner Variabilität 
sind Gegenstand der aktuellen Forschung.
2.2 Die klimatische Zukunft – Klima- 
 projektionen
Die Entwicklung der Treibhausgasemissionen 
im Verlauf des 21. Jahrhunderts hängt von 
der Entwicklung der Weltbevölkerung sowie 
von vielen weiteren sozialen, technologischen 
und wirtschaftlichen Randbedingungen ab, 
sodass unterschiedliche Entwicklungspfade 
möglich sind und somit auch verschiedene 
zukünftige Emissionsszenarien bei Klimapro­
jektionen beachtet werden müssen. Das IPCC 
(2000, 2007) unterscheidet sechs »illustrative 
Emissionsszenarien«. 
Mit Hilfe aufwändiger globaler und re­
gionaler Klimamodelle lassen sich für die 
einzelnen Emissionsszenarien (und unter 
Berücksichtigung andere klimabeeinflussen­
der Faktoren) mögliche Klimaentwicklungen 
simulieren. Auf diese Weise gelangt man zu 
globalen und regionalen Klimaprojektionen 
(Klimaszenarien) für das 21. Jahrhundert. 
Globale Klimaprojektionen ergeben bis Mit­
te des Jahrhunderts einen weiteren Temperatu­
ranstieg von etwa 1 °C, wobei sich noch keine 
großen Unterschiede bezüglich der einzelnen 
Emissionsszenarien bemerkbar machen. 
In der zweiten Hälfte des Jahrhunderts erge­
ben sich für die einzelnen Emissions szenarien 
divergierende Klimaentwicklungen, sodass bis 
zum Ende des Jahrhunderts mit einer Erhö­
hung der »mittleren globalen Oberflächentem­
peratur« von rund 2 °C bis 4 °C zu rechnen ist. 
Die Erwärmung wird auf der terrestrisch 
geprägten Nordhemisphäre stärker ausfallen 
als auf der ozeanisch dominierten Südhemis­
phere. Mit erheblichen regionalen Unterschie­
den ist zu rechnen. Dies gilt u. a. auch für das 
Niederschlagsaufkommen. Teils ist mit einer 
Zunahme von Dürreperioden, teils mit häu­
figeren/stärkeren Überschwemmungen zu 
rechnen. Die Projektionen zur Eintrittswahr­
scheinlichkeit von Extremereignissen sind 
jedoch vergleichsweise unsicher. Inwieweit 
tropische Wirbelstürme und andere Stürme 
in ihrer Häufigkeit oder Intensität zunehmen 
werden ist unklar. 
Vulkanausbruch Jahr Explosivität1 Trübung2
Tambora, Indonesien 1815 7 3000
Cosiguina, Nicaragua 1835 5 4000
Askja, Island 1875 5 1000
Krakatau, Indonesien 1883 6 1000
Trawera, Neuseeland 1886 5 800
Santa Maria, Guatemala 1902 6 600
Ksudach, Kamchatha 1907 5 500
Katmai/Novarupta, Alaska 1912 6 500
Agung, Indonesien 1963 4 800
Sheveluch/Sibirien 1964 4 ?
St. Helens, USA 1980 5 500
El Chichòn, Mexiko 1982 5 800
Pinatuba, Philippinen 1991 6 1000
1 Entspricht dem »Volcanic Explosivity Index« (VEI); die 
 Stratosphäre wird wahrscheinlich ab der Ausbruchklasse  
 4 erreicht (ab VEI = 5 wird die Stratosphäre mit Sicher- 
 heit erreicht); Ausbrüche der Klasse 4 sind in der Tabelle  
 erst ab 1963 lückenlos berücksichtigt. 
2 Neben dem angegebenen Trübungsmaß gibt es noch 
 eine Reihe weiterer Trübungsmaße, z. B. den »Staub- 
 schleierindex« (Dust Veil Index, DVI) nach Lamb. 
Tabelle 2.4
Vulkanische Großeruptionen in den letzten 200 Jahren; mit 
Angaben zur Explosivkraft und atmosphärischen Trübung. 
Nach Graf [53] und Schönwiese [124].
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Sonnenscheindauer oder die Intensität der UV­
Strahlung. An erster Stelle steht allerdings »die 
bodennahe Temperatur als robuste Nachweisva­
riable der anthropogenen Klimabeeinflussung« 
[105], vgl. auch den vierten IPCC­Report [68]. Dabei 
kommen Klimasimulationsmodelle mit globaler, 
hemisphärischer oder andersweitig großräumiger 
Orientierung oder auch kleinräumig skalierte Regi­
onalmodelle, z. B. für Deutschland und seine Regi­
onen, zur Anwendung. Zu den Ergebnissen solcher 
Projektionen siehe 2.2.2 (global) und 2.2.3 (regional). 
Klimaprojektion (climate projection)
Eine von Emissions-, Konzentrations- oder 
Strahlungsantriebsszenarien (für Treibhausgase, 
Aerosole etc.) ausgehende und meist mit Hilfe 
von Klimamodellsimulationen vorgenommene 
Abschätzung der Reaktionen des Klimasystems 
respektive der künftigen Klimaentwicklung wird 
als Klimaprojektion bezeichnet. Da die Resul-
tate von den verwendeten Szenarien abhängen 
und diese wiederum auf unsicheren Annahmen 
über die zukünftige technisch-wirtschaftliche 
und demographische Entwicklung beruhen, 
spricht man von Klimaprojektion und nicht von 
Klimaprognose/-vorhersage (climate prediction) 
(IPCC-Glossar, in [68]). Überdies werden bei 
den hier besprochenen Klimaprojektionen oder 
Klimasensitivitätsstudien die natürlichen Ein-
flussfaktoren im Modell konstant gehalten, um 
die Auswirkungen eines bestimmten vorgegebenen 
Emissionsszenariums ermitteln zu können. Im 
Unterschied zu derartigen Projektionen zielen 
Prognosen darauf ab, »den zukünftigen Zustand 
des Klimasystems unter Berücksichtigung aller 
Einflussgrößen und Prozesse möglichst realitäts-
nah abzubilden« (Paeth [105], S. 46). 
Im Folgenden befassen wir uns in erster Linie mit 
Projektionen, die auf physikalischen/dynamischen 
Klimamodellen basieren, d. h. mit Modellen in 
denen die Ursachen und Auswirkungen der model­
lierten Prozesse explizit berücksichtigt werden.26 
Die arktische Meereisbedeckung wird bis 
zum Ende des Jahrhunderts weitgehend ver­
schwunden sein (keine Auswirkungen auf 
Meeresspiegel!). Darüber hinaus werden die 
grönländischen Eismassen und die meisten 
Gebirgsgletscher deutlich an Masse verlieren. 
Deshalb muss mit einem Anstieg des Meeres­
spiegels um rund 1 Meter gerechnet werden. 
Regionale Klimaprojektionen für Europa 
haben ergeben, dass die schon heute stärker 
wärmebelasteten südlichen Regionen wei­
tere Temperaturanstiege verzeichnen werden 
(teils mit Entwicklung von »Wüstenklima«). 
Auch in den übrigen Gebieten wird es wär­
mer werden. In Deutschland sind vermutlich 
vor allem der Süden, teils auch der Osten des 
Landes betroffen. Auch im Ostseeraum wird 
es voraussichtlich deutlich wärmer werden. 
Hitze­ und Dürresommer werden in Mit­
teleuropa den Projektionen zufolge deutlich 
häufiger werden. Milde schneearme Winter 
überwiegen. Bei den Regenfällen und ihren 
voraussichtlichen Trends zeigen sich große 
regionale Unterschiede. Ob die Überschwem­
mungen zunehmen werden ist schwer zu be­
urteilen, da derartige Ereignisse durch viele an­
dere Faktoren beeinflusst sind. Bei Wind und 
Sturm lassen sich bisher keine klaren Trends 
vorhersagen. 
2.2.1  Methoden der Klimaprojektion
Erste Ausführungen zu Klimamodellen und zur 
Modellierung des bisherigen Klimas enthält der 
Abschnitt 2.1.4.1 weiter vorne im Sachstandsbericht. 
Es folgen nun noch einige Hinweise zur quantita­
tiven Abschätzungen der künftigen Klimaentwick­
lung. Solche Klima(modell)projektionen werden 
für verschiedliche Klimaelemente durchgeführt, 
wie zum Beispiel für die oberflächennahe Luft­
temperatur, den Niederschlag, die Häufigkeit von 
Temperatur­ und anderen Wetterextremen, die 
26 Diese Modelle werden auch als numerische oder als deterministische Klimamodelle bezeichnet. In Klimamodellen kön­
nen, neben den primär geophysikalischen Prozesse, auch biogeochemische Abläufe berücksichtigt werden, deren modell­
mäßige Erfassung im Endeffekt aber wieder auf physikalische Gleichungen führt, sodass die Rede von den »physikalischen 
Klimamodellen« durchaus gerechtfertigt erscheint. 
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27 Der Begriff »Klimaszenarien« steht für die Ergebnisse von Klimamodell­Projektionen. Er darf natürlich nicht mit dem 
Begriff »Emissionszenarien« verwechselt werden. Letztere dienen vielmehr zur Erstellung von Klimaszenarien. Ein 
Klimaszenarium ist ein projektierter, sich zukünftig modellmäßig einstellender Klimazustand, der sich bei Änderung 
bestimmter Einflussgrößen, etwa der globalen CO2­Emission, im Rahmen der Modellsimulation ergibt. 
Unbestimmtheiten oder Fehlerquellen sind nur 
schwer einzuschätzen. Während Projektionen bis 
zur Mitte des 21. Jahrhunderts einigermaßen ver­
lässlich sein dürften, ist bei den darüber hinaus 
gehenden Projektionen mit einer zunehmenden 
»prognostischen Unsicherheit« zu rechnen. Im 
Übrigen gibt ein Klimamodell, das die frühere Kli­
maentwicklung zutreffend abgebildet hatte, nicht 
zwangsläufig auch die zukünftige Klimaentwick­
lung zutreffend wieder [110]. Infolge der genann­
ten Unwägbarkeiten gelangt man zwangsläufig zu 
recht unsicheren Projektionen der langfristigen 
Klimaentwicklung. 
Um diese Problematik zu entschärfen, wurden 
Verfahren entwickelt, mit deren Hilfe die Unsicher­
heiten von Klimaprojektionen eingeschätzt werden 
können. Zwei Verfahrensweisen stehen dabei im 
Vordergrund: 
 Unter Variation der Anfangs­ und Randbe­
dingungen bzw. Parameter eines globalen 
Klimamodells werden mehrere Rechenläufe 
durchgeführt. Daraus gewinnt man Angaben 
zur Modellunsicherheit. 
 Die Ergebnisse verschiedener globaler Kli­
mamodelle werden zu einem Ensemble von 
Klimaprojektionen (Klimaszenarien) zusam­
mengestellt. 
Im Folgenden einige Beispiele für globale Klima-
modelle, die für großräumige Klimaprojektionen 
bzw. zur Erstellung zukünftiger globaler Klimas­
zenarien oder auch zum Antrieb regionaler Klima­
modelle (s. unten) genutzt werden:27  
 ECHAM5, bestehend aus einem Atmosphären­ 
und Landoberflächenmodell, an das häufig das 
Ozeanmodell MPI­OM angekoppelt wird; mit 
diesem Modell des Max­Planck­Instituts für 
Meteorologie in Hamburg wurden die deut­
schen IPCC­Rechnungen durchgeführt [96]. 
In diese Modellkette können weitere Modelle 
eingebunden werden, zum Beispiel ein Aero­
solmodell oder ein Modell zum Kohlenstoff­
kreislauf. Die T106­Auflösung des ECHAM5­
Modells entspricht in mitteleuropäischen 
Auf stochastische/statistische Klimamodelle, die 
ebenfalls zur Projektion der künftigen Klimaent­
wicklung verwendet werden können, wird lediglich 
bei der weiter unten plazierten Darstellung regio­
naler Klimamodelle kurz eingegangen. Darüber 
hinaus gibt es auch noch sog. Klimawirkungsmo­
delle (Impaktmodelle), die an dieser Stelle nicht 
thematisiert werden, sondern bei der Erörterung 
der möglichen Folgen des Klimawandels ihren 
Platz haben.
Globale Klimamodelle (GCM)
Wie schon im Abschnitt über Klimamodelle (2.1.4.1) 
ausgeführt, gibt es dynamische Globalmodelle von 
sehr verschiedener Zielsetzung und Komplexität, 
die unterschiedliche Vorteile/Nachteile aufweisen 
und für verschiedene Fragestellungen in Betracht 
kommen, sich also gegenseitig ergänzen können. 
Die so genannten komplexen Klimamodelle sind 
daher nicht generell die »besseren« Simulations­
modelle. Trotz der kaum zu bestreitenden Vorzüge 
neuerer Klimamodelle, wie der Berücksichtigung 
mehrerer Klimasystemkomponenten, Teilprozesse 
und Interaktionen oder den erzielbaren Simulati­
onszeiträumen von immerhin hundert und mehr 
Jahren, sollten auch die Schwächen nicht überse­
hen werden. Die modellmäßig­numerische Simula­
tion zukünftiger Klimaänderungen stützt sich nicht 
nur auf gesicherte klimatologische Kenntnisse, ein­
schließlich der Daten zur Klimaentwicklung aus 
der jüngeren Vergangenheit (s. 2.1.4.1), sie stützt 
sich darüber hinaus auf relativ unsichere Annah­
men zu anthropogenen klima beeinflussenden 
Faktoren, wie insbesondere der künftigen Entwick­
lung von Treibhausgasemissionen (Emissions­
szenarien). Hinzu kommen die Unsicherheiten 
aufgrund des bisher nur teilweise verstandenen 
und nur bedingt modellierbaren Klimasystems. 
Man denke etwa an diverse Wechselwirkungen 
und Rückkopplungsprozesse oder Kippelemente 
(Schwellenwertverhalten), wie auch an den Ein­
fluss von Aerosolen, Landnutzungsänderungen 
und biogeochemischen Prozessen. Die daraus 
für die globale Klimaprojektierung resultierenden 
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Die im vierten IPCC­Report vorgestellten Klima­
modellprojektionen beruhen auf globalen Emissi­
onsszenarien, die bereits im IPCC­Sonderbericht 
zu Emissionsszenarien (SRES, Special Report 
Emissions Scenarios) aus dem Jahre 2000 näher 
beschrieben sind [64].28 Die darin enthaltenen 
Abschätzungen der Emissionsentwicklung stüt­
zen sich wiederum auf vielfältige Annahmen zur 
Bevölkerungs­, Technologie­ und Wirtschaftsent­
wicklung im 21. Jahrhundert. Dabei werden vier 
»Storylines« (A1, A2, B1, B2) unterschieden, wobei 
A für »vorwiegend ökonomisch orientiert« und B 
für eine »zunehmende Umweltorientierung« steht. 
Aus den vier narrativen Storylines wurden 40 
quantitative Emissionsszenarien abgeleitet. Die zu 
A1, A2, B1 und B2 gehörenden Emissionsszenarien 
bilden vier sog. Szenariofamilien, für die man die 
Bezeichnungen A1 ... B2 beibehalten hat. Innerhalb 
der A1­Storyline/Familie wurden außerdem bezüg­
lich der Energieversorgung noch drei verschiedene 
Entwicklungspfade unterschieden (A1FI, A1B, 
A1T, s. unten), sodass insgesamt sechs Gruppen 
zustande kommen.29 
 
A1 und A2 stehen für einen weiteren Anstieg der anth­
ropogenen CO2­Emissionen und des CO2­Konzentra­
tionsverlaufs in der Atmosphäre. B1 und B2 gehen von 
zunehmend effizienteren klimapolitischen Maßnahmen 
aus, sodass es höchstens zu einer Verdoppelung der 
atmosphärischen CO2­Konzentration gegenüber dem 
vorindustriellen Niveau kommen würde. Stellvertretend 
sei die A1­Storyline bzw. A1­Szenariofamilie etwas näher 
charakterisiert (nach [68], SPM, S. 18): Sie beschreibt eine 
zukünftige Welt mit sehr raschem Wirtschaftswachstum, 
einer Mitte des 21. Jahrhunderts kulminierenden und 
danach rückläufigen Weltbevölkerung, und rascher Ein­
führung neuer und effizienterer Technologien. Es kommt 
zu einer substanziellen Verringerung regionaler Unter­
schiede (auch im Pro­Kopf­Einkommen) bei steigender 
Handlungskompetenz und kultureller und sozialer Annä­
herung. Je nachdem, in welcher Richtung sich die Ener­
gieversorgung global entwickeln wird, unterscheidet das 
IPCC noch die drei bereits erwähnten A1­Untergruppen: 
Breiten einer Maschenweite von 100 – 120 km. 
 HadCM3 (Hadley Centre Coupled Model versi­
on 3). Dieses vom britischen Wetterdienst ent­
wickelte Klimamodell wurde – neben anderen 
– für den dritten und vierten Sachstandsbe­
richt des IPCC verwendet. 
 HadGEM1 (Hadley Centre Global Environ­
ment Model version 1). Es handelt sich um 
eine Weiterentwicklung des HadCM3 Klima­
modells. Dieses Klimamodell wurde – neben 
anderen – für den vierten Sachstandsbericht 
des IPCC verwendet (horizontale Auflösung 
in mittlerer Breite: 120 – 139 km).
 CM2.x (Climate Model, versions 2.0, 2.1, ..., 
2.x), Modellfamilie des Geophysical Fluid Dy­
namics Laboratory (GFDL), einer Einrichtung 
der National Oceanic and Atmospheric Admi­
nistration (NOAA) der USA. 
Bereits im ersten IPCC­Bericht von 1990 sind 
Klimaprojektionen enthalten. Mit den damals ver­
fügbaren Modellen wurde für den Zeitraum von 
1990 – 2005 ein Anstieg der globalen Temperatur 
von 0,15 – 0,3 °C abgeschätzt. Der tatsächlich in 
diesem Zeitraum beobachtete Anstieg betrug ca. 
0,2 °C. Zumindest derart kurzfristige Projektio­
nen schienen demnach brauchbar zu sein. In der 
Folgezeit konnten die Klimaprojektionsmodelle 
deutlich verbessert werden (vgl. etwa den vierten 
IPCC­Report von 2007 [68]). Die Fortschritte in der 
Modellierung von Klimaänderungen ermöglichen 
nicht nur längere Projektionszeiträume, sondern 
u. a. auch die Angabe von »besten Schätzungen« 
und von »wahrscheinlichen Unsicherheitsberei­
chen«. An den Klimaprojektionen für den vierten 
IPCC­Report haben sich 16 Arbeitsgruppen mit 21 
unterschiedlichen Klimamodellen beteiligt und 
dabei nahezu 150 einzelne Simulationen gerechnet 
[68]. Mit Paeth sei erwähnt ([105], S. 45): »Aus den 
ca. 150 Parallelwelten ergibt sich dann eine Wahr­
scheinlichkeitsdichte des zukünftigen Klimazu­
stands, die neben der mittleren Klimaprojektion 
auch den Unsicherheitsbereich angibt«. 
28 Im deutschsprachigen Raum finden sich sowohl die Bezeichnung Szenario als auch Szenarium bzw. (im Plural) Szenarios 
oder Szenarien. Auch hat sich die Bezeichnung SRES­Emissionsszenarien eingebürgert, obwohl ja das ES in SRES bereits 
für Emissions Scenarios steht.
29 Eine Beschreibung aller sechs Szenarien­Gruppen enthält der Anhang zum Sachstandsbericht im Internet: www.rki.de/
klimabericht­anhang.
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 Ermittlung der globalen Antriebs­ und Randbe­
dingungen
  Auswahl eines Szenariums der globalen an­
thropogenen Treibhausgasemission sowie 
weiterer anthropogener Einflussgrößen (Ae­
rosolemission, Landnutzungsänderungen 
etc.) für den avisierten Projektionszeitraum
  Auswahl eines globalen Klimamodells und 
Simulation der globalen Klimaentwicklung 
unter Zugrundelegung des vorgenannten 
»Emissionsszenariums«
 Regionalisierung (»downscaling«)
  Auswahl eines regionalen Klimamodells
  Einbettung des regionalen in das globale 
Klimamodell und Erhöhung der räumlichen 
Auflösung der projektierten Klimaentwick­
lung mit Hilfe des regionalen Klimamodells 
Bei regionalen Klimaprojektionen werden ent­
weder a) dynamische oder b) statistische Klima­
modelle eingesetzt. Die unter Punkt a) genannten 
Verfahren bilden die dynamischen und thermo­
dynamischen Vorgänge in der Atmosphäre ab. 
Dabei nutzen sie die Ergebnisse globaler Klima­
modelle als Ausgangspunkte und Randbedingun­
gen (»dynamical downscaling«). In Zeitschritten 
werden – ausgehend von den globalen Klimapro­
jektionen – für zahlreiche Punkte eines die aus­
gewählte Region (z. B. Mitteleuropa) überdecken­
den feineren 3­D­Gitters die Veränderungen der 
interessierenden klimatischen Größen berechnet. 
Der unter Punkt b) genannte Ansatz beruht auf 
statistischen Analysen empirischer Beziehungen 
zwischen den Ergebnissen grobskaliger GCM und 
bisheriger regionaler Witterungsverläufe (ausge­
wählter Klimastationen des Zielgebietes). Damit 
werden Informationen gewonnen, die für Projek­
tionen der zukünftigen Klimaentwicklung genutzt 
werden können (»statistical downscaling«). Die 
meteorologischen Zeitreihen werden demnach 
mittels statistischer Verfahren in die Zukunft proji­
ziert. Zum Teil geschieht die Ankopplung von sta­
tistischen und dynamischen Modellen auch in der 
Weise, dass statistische Verfahren den Trendverlauf 
vorgeben und dynamische Modelle für einen kür­
zeren Zeitraum viele Realisierungen rechnen [153]. 
Dynamische Verfahren haben gegenüber sta­
tistischen Verfahren den Vorteil, dass sie sich 
auf die Ebene der klimatischen Abläufe in ihrem 
 A1FI – fossil­intensiv
 A1B – ausgewogene Nutzung aller Quellen
 A1T – ausgiebige Nutzung nichtfossiler Energiequellen
Doch damit noch nicht genug. Aus jeder der 
genannten sechs Szenariogruppen wurde schließ­
lich ein besonders charakteristisches Emissions­
szenario ausgewählt. Für diese sechs illustrativen 
Szenarios (auch Muster­ oder Markerszenarios 
genannt) sind wiederum die schon bekannten 
Abkürzungen gebräuchlich, also A1FI, A1B, A1T, 
A2, B1 und B2. 
Das Emissionsszenario A1B gilt als eines der 
wahrscheinlicheren »SRES­Szenarien« des IPCC 
und es nimmt bezüglich der Klimaauswirkungen 
eine mittlere Position ein, sodass im Folgenden 
hauptsächlich auf dieses Szenario eingegangen 
wird. Zum Vergleich werden gelegentlich auch die 
anderen Szenarien herangezogen, insbesondere das 
B1­Szenario (es steht für relativ niedrige Emissions­
raten) und das A2­Szenario (hohe Emissionsraten). 
Entsprechende Szenarien existieren im Übrigen 
nicht nur für Treibhausgasemissionen (und atmo­
sphärischen THG­Konzentrationen), sondern auch 
für Aerosole sowie für Landnutzungsänderungen.
Die weiterhin zunehmende Weltbevölkerung (s. 
Kasten mit Tabelle 2.5) ist – in Verbindung mit stei­
genden Konsum­ und Mobilitätsansprüchen – ein 
wesentlicher Grund für den fortgesetzt hohen und 
sicher noch zunehmenden Rohstoff­ und Ener­
giebedarf in dessen Folge sich eine ungünstige 
Entwicklung der THG­Emissionen und der Land­
nutzung abzeichnen wird, sofern die Umstellung 
auf eine deutlich umweltverträglichere Wirtschafts­
weise nicht gelingt. 
Regionale Klimamodelle (RCM)
Wie schon im Abschnitt 2.1.4.1 ausgeführt, sind 
globale Klimamodelle aufgrund ihrer groben hori­
zontalen Auflösung von 100 bis 250 km nicht zur 
Projektion regionaler Klimaänderungen bzw. der 
Erstellung regionaler Klimaszenarien geeignet. 
Vielmehr müssen die Ergebnisse der globalen 
Modelle mit Hilfe regionaler Klimamodelle für klei­
nere Gebiete verfeinert werden (nähere Informati­
onen in [26, 42, 71, 90, 93, 117, 153]). Die Erstellung 
regionaler Klimaprojektionen/­szenarien geschieht 
in mehreren Arbeitsschritten: 
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Sowohl dynamische als auch statistische Verfah­
ren müssen in die Ergebnisfelder globaler Klima­
modelle eingebettet werden. Sie greifen demnach 
auf Antriebs­ und Randbedingungen zurück, die 
von globalen Modellen geliefert werden. Das lokale 
Modell wird gewissermaßen durch ein globales 
Modell »angetrieben«. Die meisten der für Deutsch­
land oder einzelne Bundesländer/Teilgebiete durch­
geführten Klimamodellierungen verwenden im 
Hintergrund das globale Zirkulationsmodell ECAM 
in den Versionen 3, 4 oder 5 (teilweise mit Ankopp­
lung eines Ozean­Modells, OM) des Max­Planck­
Instituts für Meteorologie in Hamburg. 
physikalischen Kontext beziehen. Dabei können 
auch aktuelle Veränderungen berücksichtigt wer­
den. Der Rechen­ und Zeitaufwand ist allerdings 
beträchtlich. Statistische Verfahren sind weniger 
rechen­ und zeitaufwändig, erfordern jedoch lange 
Messreihen von möglichst vielen meteorologischen 
Stationen der betreffenden Region und sie setzten 
voraus, dass die für die Vergangenheit (20. Jh.) 
ermittelten statistischen Beziehungen zwischen 
GCM­Output und Beobachtungsdaten im Projek­
tionszeitraum (21. Jh.) erhalten bleiben. Bezüglich 
der Details sei auf die oben angegebene Literatur 
verwiesen. 
1950 2000 2010 2050
in Millionen
Global 2 529 6 115 6 909 9 150
Europa    547    727    733    691
Afrika    227    819 1 033 1 998
Asien1 1 403 3 698 4 167 5 231
Australien und Ozeanien     13      31     36     51
Lateinamerika und Karibik  167    521   589   729
Nordamerika  172    319   352   448
in Prozent (%) der Weltbevölkerung
Europa 21,3 11,9 10,6   7,6
Afrika    9,0 13,4 15,0 21,8
Asien1 55,5 60,5 60,3 57,2
Australien und Ozeanien   0,5   0,5   0,5   0,6
Lateinamerika und Karibik   6,6   8,5   8,5   8,0
Nordamerika   6,8   5,2   5,1   4,9
1 Mit China und Indien als den bevölkerungsreichsten Ländern der Erde (China derzeit 1,3 Mrd., Indien 1,2 Mrd.)
Entwicklung der Weltbevölkerung
Tabelle 2.5
Die Weltbevölkerung im Jahr 2010 im Vergleich zu den Jahren 1950, 2000 und 2050. 
Quelle: UN-World Population Prospect – The 2008 Revision, Vol. I, New York, 2009 [151].
Zur Bevölkerungsentwicklung
Derzeit leben rund 6,8 Mrd. Menschen auf un-
serem Planeten [138]. Den jüngsten Projektionen 
der Vereinten Nationen (UN) zufolge, wird die 
Weltbevölkerung bis 2050 (nach »mittlerem Sze-
nario«) auf über 9,1 Mrd. Menschen anwachsen. 
Dabei ist in Afrika (trotz regional hoher AIDS-
Prävalenzen) in den kommenden vierzig Jahren 
mit einer Verdoppelung der Bevölkerungszahl von 
rund 1 Mrd. (2010) auf 2 Mrd. (2050) zu rechnen. 
Dies entspricht dann einem Anteil an der Weltbevöl-
kerung von fast 22 %, während Europa mit 7,6 %, 
Amerika mit ca. 13 % und Asien mit rund 57 % der 
Weltbevölkerung vertreten sein werden (s. Tabelle 
2.5). 
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1950 2000 2010 2050
in Millionen
Global 2 529 6 115 6 909 9 150
Europa    547    727    733    691
Afrika    227    819 1 033 1 998
Asien1 1 403 3 698 4 167 5 231
Australien und Ozeanien     13      31     36     51
Lateinamerika und Karibik  167    521   589   729
Nordamerika  172    319   352   448
in Prozent (%) der Weltbevölkerung
Europa 21,3 11,9 10,6   7,6
Afrika    9,0 13,4 15,0 21,8
Asien1 55,5 60,5 60,3 57,2
Australien und Ozeanien   0,5   0,5   0,5   0,6
Lateinamerika und Karibik   6,6   8,5   8,5   8,0
Nordamerika   6,8   5,2   5,1   4,9
Institutionen bestehenden Konsortium entwickelt. 
Als Basis dient das lokale Wettervorhersagemodell 
(LM) des DWD. Im Unterschied zum REMO han­
delt es sich um ein nicht­hydrostatisches Modell. 
Für das Gebiet von Deutschland liegen Rechenläufe 
für den Gesamtzeitraum von 1960 bis 2100 vor, 
wobei die Emissionsszenarien A1B und B1 berück­
sichtigt und die Randbedingungen vom globalen 
Klimamodell ECHAM5/MPI­OM geliefert worden 
sind. 
REMO (Regional Modell).31 Dieses dynamisch­
atmosphärische (hydrostatische) Zirkulationsmo­
dell stammt aus dem Max­Planck­Institut für Mete­
orologie in Hamburg. Das Modell wird von vielen 
europäischen Institutionen genutzt und es wurde 
darüber hinaus für regionale Klimaprognosen 
außerhalb Europas eingesetzt (z. B. Arktis und Ant­
arktis). Angetrieben wird REMO vom globalen Kli­
mamodell ECHAM5/MPI­OM. Klimaprojektionen 
für das Gebiet von Deutschland wurden im Auftrag 
des Umweltbundesamtes (REMO­UBA) in einem 
zweistufigen (»doppelt genesteten«) Verfahren und 
Die derzeit mit regionalen Klimamodellen 
realisierten horizontalen Auflösungen liegen im 
Bereich von 10 bis 50 km. Die zeitliche Auflösung 
mit Ausgabeintervallen bis zu 1 h ist ebenfalls bes­
ser als in globalen Klimaszenarien. Zum »spatial 
downscaling“ kommt also ein »temporal downsca­
ling“ hinzu, sodass die Regionalisierung mit einer 
höheren räumlichen und zeitlichen Auflösung ver­
bunden ist [42]. Damit gewinnen die Resultate aus 
regionalen Klimaprojektionen zusehends für die 
Klimafolgenabschätzung an Bedeutung.
Tabelle 2.6 gibt Beispiele für regionale Klima­
modelle, die in Europa zur Anwendung gelangt 
sind. In Deutschland sind die dynamischen Klima­
modelle CLM und REMO sowie die statistischen 
Klimamodelle STAR und WETTREG gebräuchlich. 
Die Anwendung der Verfahren beschränkt sich 
aber nicht unbedingt auf die angegebenen (Her­
kunfts­) Länder. 
CLM (weiterentwickelt zu COSMO­CLM, kurz 
CCLM).30 Dieses numerische Klimamodell wurde 
und wird auch weiterhin von einem aus zahlreichen 







Arpege Frankreich 50 – 70 km 31
CHRM Schweiz 56 km 20
CLM Deutschland 56 ... 18 km 20
HadRM Großbritannien 50 km 19
HIRHAM (dk) Dänemark 50 km 19
PROMES Spanien 50 km 28
RACMO Niederlande 49 km 31
RCAO Schweden 50 km 24
REMO Deutschland 18 ... 10 km 19
STAR Deutschland ca. 30 km -
WETTREG Deutschland ca. 30 km -
Tabelle 2.6
Regionale Klimamodelle – Beispiele aus Europa. 
Verschiedene Quellen: Deutscher Wetterdienst (DWD), MPI für Meteorologie, UBA/KomPass.
30 Weitere Informationen bei [112] und unter www.clm­community.eu und www.cec­potsdam.de/Produkte/Klima/CLM/clm.
html; Daten unter http://clm.gkss.de. 
31 Weitere Informationen bei Jacob et al. [71] und unter http://www.mpimet.mpg.de/wissenschaft/atmosphaere­im­
erdsystem/arbeitsgruppen/remo.html; Daten unter http://www.remo­rcm.de/REMO­UBA.1189.0.html.
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unter Zugrundelegung der SRES­Emissionsszena­
rien A1B, A2 und B1 mit einer horizontalen Auflö­
sung von ca. 10 x 10 km (bzw. 0,088 °) und unter 
Bezug auf den Zeitraum 1950 – 2100 gerechnet [71]. 
Rechenläufe wurden auch in Kooperation mit der 
Bundesanstalt für Gewässerkunde (REMO­BFG) 
für das Emissionsszenarium A1B und im Rahmen 
des EU­Projektes ENSEMBLES durchgeführt (vgl. 
http://www.anpassung.net/). 
STAR (Statistisches Regionalmodell).32 Dieses vom 
Potsdam­Institut für Klimafolgenforschung (PIK) 
entwickelte statistische Modell liefert Tageswerte 
für zahlreiche Klimavariablen und mehr als 2 000 
Wetterstationen in Deutschland bis zum Jahr 2055. 
WETTREG (Wetterlagen­basierte Regionalisie­
rungsmethoden).33 Das von der Firma CEC Climate 
& Environment Consulting Potsdam GmbH ent­
wickelte Produkt stützt sich auf eine Typisierung 
von Wetterlagen. Unter Einbettung in das Global­
modell ECHAM5/MPI­O wurden für Deutschland 
mit Bezug auf die Emissionsszenarien A1B, A2 
und B1 und den Gesamtzeitraum 1961 – 2100 für 
eine Reihe von Klimavariablen Zeitreihen täglicher 
Werte bezogen auf die Standorte meteorologischer 
Stationen berechnet. Unlängst wurde mittels der 
aktuellen Version WETTREG2010 ein neuer regio­
naler Szenarienlauf für Deutschland unter Zugrun­
delegung des Emissionsszenariums A1B bereitge­
stellt [79]. 
Mittlerweile stehen für Deutschland, über die mit 
»heimischen« GCM/RCM erzeugten Projektionen 
hinaus, auch die Ergebnisse aus anderen, »inter­
nationalen« Klimaprojektionsläufen mit Auflö­
sungen bis zu 25 km und einem Zeithorizont bis 
2100 zur Verfügung [26]. So wurden im Rahmen 
des EU­Projektes ENSEMBLES beispielsweise 20 
regionale Klimaprojektionen realisiert und evalu­
iert [152]. Zahlreiche Klimadatensätze sind u. a. über 
die Datenbank des Weltdatenarchivs für Klimafor­
schung (CERA) verfügbar (http://cera­www.dkrz.
de/). 
Zur Einschätzung der modellbedingten Pro­
jektionsunsicherheit werden regionale Klimapro­
jektionen (Klimaszenarien) des öfteren in Ensem­
ble­Form präsentiert. Darunter versteht man die 
vergleichende Gegenüberstellung der Simulati­
onsergebnisse mehrerer Klimamodelle. Es wird 
angenommen, dass sich das zukünftige Klima 
sehr wahrscheinlich innerhalb der Bandbreite 
(Ergebnisspanne) des dargestellten Szenarienen­
sembles entwickeln wird. Das zur Zeit vom Deut­
schen Wetterdienst (DWD) verwendete Ensemble, 
»besteht aus je einem Simulationslauf der vier in 
Deutschland entwickelten und betriebenen regi­
onalen Klimamodelle (REMO, CLM, WETTREG 
und STAR)«, wobei keines der damit produzierten 
Klimaszenarien beim Stand der Dinge als beson­
ders wahrscheinlich (»richtig«) angesehen werden 
kann, sondern alle gleichwertig nebeneinander ste­
hen (http://www.dwd.de/ > Erläuterungen zu den 
Klimaszenarien).34 Alle für das DWD­Ensemble 
verwendeten regionalen Klimaprojektionen wer­
den bisher vom globalen Klimamodell ECHAM5 
des MPI­M angetrieben. Es wird seitens des DWD 
angestrebt, die Simulationsläufe der regionalen Kli­
mamodelle in Zukunft auch von den Ergebnissen 
anderer globaler Modelle antreiben zu lassen. Über 
aktuelle methodische Entwicklungen des Ensem­
bleansatzes informieren Deutschländer et al. [26] 
und van der Linden et al. [152].
2.2.2  Ergebnisse von globalen Klimaprojektionen 
2.2.2.1  Oberflächennahe Temperatur
Das IPCC ermittelte auf der Grundlage von meh­
reren Klimamodellen und zahlreichen Klimasimu­
lationen für den Zeitraum zwischen dem Ende des 
32 Weitere Informationen unter www.cec­potsdam.de/Produkte/Klima/STAR/star.html und über das PIK (Daten und Karten).
33 Weitere Informationen bei [80, 137] und unter www.cec­potsdam.de/Produkte/Klima/WettReg/wettreg.html; Daten unter 
www.anpassung.net. 
34 Die Berechnungen mit den verschiedenen Modellen werden mit jeweils gleichen Eingangsparametern für identische 
Zeiträume vorgenommen. Den Berechnungen des DWD liegt das mittlere SRES­Emissionsszenarium A1B zugrunde. Die 
Ergebnisse werden in einheitlicher Form dargestellt. Präsentiert wird die Differenz (beim Niederschlag auch der prozen­
tuale Unterschied) aus den für den Projektionszeitraum (z. B. 2021 – 2050 oder 2071 – 2100) erhalten Rechenergebnisse 
minus der für den Referenzzeitraum (entweder 1961 – 1990 oder 1971 – 2000) ermittelten Ergebnisse.      
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den Kurven sondern auch die Unsicherheiten der 
Projektionen zunehmen. Entsprechende Analysen 
haben gezeigt, dass für die globale Mitteltempera­
tur am Ende des Jahrhunderts die Projektionsun­
sicherheit in etwa gleicher Größenordnung durch 
die Unsicherheit der Emissionsentwicklung und 
durch die Modellunsicherheit bestimmt ist [68]. 
Die senkrechten Balken am rechten Rand der 
Abbildungen geben die Bandbreiten der aus der 
Verwendung verschiedener Klimamodelle resultie­
renden Multimodell­Unsicherheit für die einzelnen 
illustrativen SRES­Emissionsszenarien (B1, A1T, B2, 
A1B, A2, A1Fl) an. 
Nach neueren Modellrechnungen von Keenlyside et al. 
[76], die auch Ozeanströmungen berücksichtigen, wird 
der insgesamt veranschlagte Aufwärtstrend der globalen 
20. Jahrhunderts (1980 – 1999) und dem Ende des 
21. Jahrhunderts (2090 – 2099) einen Lufttempe­
raturanstieg an der Erdoberfläche von 1,8 °C für ein 
»niedriges Szenario« (B1), von 2,8 °C für ein »mitt­
leres Szenario« (A1B) und von 4,0 °C für ein »hohes 
Szenario« (A1FI); vgl. Abbildung 2.12 und Tabelle 
2.7, dort auch weitere Angaben zu den wahrschein­
lichen Bandbreiten der geschätzten Temperaturer­
höhungen. Wie der Abbildung außerdem zu ent­
nehmen ist, ergeben die drei Szenarien B1, A1B und 
A2 bis ungefähr 2040 relativ ähnliche Temperatur­
entwicklungen, sodass die Projektionsunsicherheit 
in den kommenden 30 Jahre global gesehen relativ 
gering sein dürfte. Im weiteren Zeitverlauf triften 
die mit den genannten Emissionsszenarien assozi­
ierten Temperaturentwicklungen zusehends aus­
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Entwicklung der global gemittelten erdoberflächennahen Temperaturabweichungen vom Mittelwert 1980 – 1999 auf der 
Grundlage von a) Messungen für das 20. Jahrhundert (schwarze Linie) und b) Projektionen für das 21. Jahrhundert unter 
Berücksichtigung der Szenarien B1 (blaue Linie), A1B (grüne Linie) und A2 (rote Linie); die Linien bezeichnen Multimodell-
Mittelwerte (über verschiedene Klimamodellsimulationen), die schraffierten Bereiche geben die zugehörigen Bandbreiten 
(plus/minus eine Standardabweichung) an. Die orangefarbene Linie zeigt den Temperaturverlauf für den theoretischen Fall, 
dass die CO2-Konzentration vom Jahr 2000 an konstant geblieben wäre und die Aerosolkonzentration sich ebenfalls nicht 
geändert hätte. Am rechten Rand des Diagramms sind die besten Schätzungen und wahrscheinlichen Bandbreiten für das 
Ende des 21. Jahrhunderts in Balkenform für die einzelnen SRES-Szenarien angegeben. 
Quelle: IPCC 2007 [68, 69], Original durch Übersetzung ins Deutsche modifiziert; Abbildungsüberschrift modifiziert 
(gekürzt).  
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zum Jahr 2100 einen mittleren Temperaturanstieg 
von ca. 3 °C erwarten (vgl. [121]). 
2.2.2.2 Projektionen für weitere Elemente  
 des Klimasystems
Für eine Reihe weiterer klimatologischer Variablen 
wurden ebenfalls Klimamodellprojektionen durch­
geführt. Diese weisen jedoch im Allgemeinen grö­
ßere Modellunterschiede und damit größere Unsi­
cherheiten auf als die Projektionen für die global 
gemittelte Temperatur. 
Niederschlag. Die Niederschläge werden im 21. 
Jahrhundert wahrscheinlich insgesamt betrach­
tet eher zunehmen, während in den (auch heute 
bereits trockenen) Subtropen und etlichen anderen 
Regionen die Niederschläge wahrscheinlich weiter 
abnehmen werden (IPPC, 2007). Die Änderung 
der Niederschlagsverhältnisse ist regional und sai­
sonal differenziert zu sehen. So ist zum Beispiel 
für viele Gebiete Europas mit einer Abnahme der 
Niederschläge im Sommerhalbjahr und einer 
Zunahme der Niederschläge im Winterhalbjahr zu 
rechnen (s. 2.2.3). 
Eis und Schnee. Die IPCC­Projektionen für das 21. 
Jahrhundert zeigen eine Abnahme der Schneebede­
ckung und eine größere Auftautiefe in den meisten 
Erwärmung möglicherweise durch eine natürliche lang­
periodische systeminterne Klimaschwankung (»Kühl­
phase«) überlagert, sodass der Temperaturanstieg in den 
kommenden 10 – 15(– 20) Jahren gegebenenfalls stagnie­
ren wird. Anschließend würde die Erderwärmung aber 
vermutlich wieder deutlich zunehmen, da sich voraus­
sichtlich eine natürliche Warmphase und der anthropo­
gene Klimaeffekt überlagern werden, sodass insgesamt 
bis zum Ende des Jahrhunderts der vom IPCC prognos­
tiziert Temperaturanstieg – je nach Emissionsszenario 
– zu erwarten ist [85]. Nach einer anderen, von Lean und 
Rind [88] für die Jahre 2009 bis 2019 vorgelegten Klima­
modellierung wäre in den kommenden Jahren mit einen 
weiteren globalen Temperaturanstieg zu rechnen, der ver­
mutlich – aufgrund nachlassender solarer Aktivität – von 
2015 bis 2019 in eine Plateauphase übergehe (analog 2002 
bis 2008). Langfristig geht es jedenfalls, darin stimmen 
praktisch alle bis zum Ende des Jahrhunderts angelegten 
Klimaprojektionen überein, mit der globalen Mitteltem­
peratur »bergauf«. 
Die zukünftige globale Erwärmung wird, den 
IPCC­Projektionen zufolge, ein auffälliges geogra­
phisches Muster aufweisen, das sich in ähnlicher 
Weise schon in den letzten Jahrzehnten abgezeich­
net hatte: Die stärkste Erwärmung wird über Land 
und in den hohen nördlichen Breiten – mit Aus­
nahme von Teilen des Nordatlantik – erwartet ([69] 
und ausführlicher in [68], Chap. 10.3). Neuere Pro­
jektionen lassen aber auch über der Antarktis bis 
Emissionsszenarien1
Temperaturänderung in °C 
von 1980 –1999 bis 2090 – 2099 
Beste Schätzung Wahrscheinliche Bandbreite
B1-Szenario 1,8 1,1 – 2,9 
B2-Szenario 2,4 1,4 – 3,8 
A1B-Szenario 2,8 1,7 – 4,4 
A2-Szenario 3,4 2,0 – 5,4 
A1FI-Szenario 4,0 2,4 – 6,4 
1 Auf das A1T-Szenario wurde hier verzichtet; es entspricht in seinen Auswirkungen dem 
 B2-Szenario. Auf die in der Originaltabelle enthaltene Darstellung des (bereits über-
 holten) Falles von konstanten Jahr-2000-Treibhausgaskonzentrationen wurde hier
 ebenfalls verzichtet. 
Tabelle 2.7
Projizierter Anstieg der mittleren globalen erdoberflächennahen Lufttemperatur im Zeitraum vom Ende des 20. Jahrhunderts 
(1980 – 1999) bis Ende des 21. Jahrhunderts (2090 – 2099). Nach Angaben des IPCC 2007 [68]. 
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voraussichtlich zu einer Absenkung des mittleren 
globalen ph­Wertes im maritimen Oberflächenwas­
ser um weitere 0,14 bis 0,35 Einheiten, zusätzlich 
zu der bereits im letzten Jahrhundert erfolgten pH­
Wert­Absenkung um 0,1 Einheiten. Zu den vermut­
lichen ökologischen Auswirkungen s. [13, 29, 154]. 
2.2.2.3  Extremereignisse
Da der Klimawandel sowohl Hitzeextreme als auch 
längere Dürreperioden in vielen Teilen der Welt 
begünstigt, werden in den nächsten Jahrzehnten 
höchstwahrscheinlich die Häufigkeit und das Aus­
maß von Busch­ und Waldbränden zunehmen 
[102]. In manchen Regionen wird auch mit ver­
mehrten Niederschlägen und einer Zunahme der 
Überschwemmungen gerechnet. Ob tropische Wir­
belstürme zunehmen werden, ist noch umstritten. 
Aufgrund der ansteigenden Meeresoberflächen­
temperaturen werden die Voraussetzungen für die 
Entstehung tropischer Wirbelstürme allerdings 
zunehmend erfüllt sein [145].
Aus physikalischen Gründen sollte sich mit zunehmen­
der Erderwärmung keine Zunahme und Intensivierung 
der Stürme in den mittleren Breiten ergeben, da die 
Erwärmung im hohen Norden stärker ausgeprägt ist als 
in äquatornahen Zonen und somit der meridionale Tem­
peraturgradient bzw. der Zirkulationsantrieb abnimmt. 
»Wenn auf lange Sicht die hohen nördlichen Breiten 
rascher wärmer werden als mittlere und niedrige Breiten, 
dann gibt es weniger Anlass zu heftigeren Stürmen in 
mittleren Breiten« (Graßl 2003 [54]). Dagegen sieht Berz 
durchaus eine zunehmende Gefährdung durch Winter­
stürme in mittleren Breiten ([12], S. 7): »Steigende Tem­
peraturen verhindern hier immer öfter eine großflächige 
Schneedecke im Flachland, wie sie in früheren, strenge­
ren Wintern regelmäßig auftrat. Über ihr konnte sich 
Permafrostgebieten ([69] und ausführlicher in [68], 
Kap. 10.3 und 10.6). 
Meeresspiegel. Das IPCC hat in seinem 4. Sach­
standsbericht mit Bezug auf die SRES­Mustersze­
narien auch Angaben zu dem bis Ende des 21. Jahr­
hunderts (2090 – 99) zu erwartenden mittleren 
globalen Meeresspiegelanstieg gemacht. Danach 
wäre im Laufe des Jahrhunders mit einer Erhöhung 
des Meeresspiegels um 0,18 – 0,59 m zu rechnen 
(beim A1B­Szenario um 0,21 – 0,48 m). Diese Anga­
ben galten aber schon damals aufgrund zahlreicher 
Unwägbarkeiten als ausgesprochen unsicher (vgl. 
Kap. 10.6 in [68]). Neuere Abschätzungen kommen 
aufgrund des schnelleren Abschmelzens der grön­
ländischen und antarktischen Eisschilde zu min­
destens doppelt so hohen Werten, sodass bis 2100 
mit einem Meeresspiegelanstieg von durchschnitt­
lich ca. 1 m oder 1,4 m gerechnet werden müsse 
(Übersichten in [103, 121]).35 
Ein Gedankenexperiment macht deutlich, welche 
Auswirkungen ein vollständiges Abschmelzen der 
polaren Inland­Eismassen auf den Meeresspiegel 
hätte [8]: Der Verlust des grönländischen Inland­
eises hätte einen Meeresspiegelanstieg um 7 m 
zurfolge. Dies würde allerdings fortgesetzt hohe 
Temperaturen in den hohen Breiten und einen 
Zeitraum von einigen Jahrtausenden erfordern.36 
Der Verlust des antarktischen Inlandeises hätte 
einen Meeresspiegelanstieg um rund 60 m zur 
Folge, würde aber unrealistisch hohe Temperatu­
ren in südlichen Breiten voraussetzen und sich 
über einen Zeitraum von vielen Jahrtausenden 
erstrecken. 
»Versauerung« der Ozeane. Durch die anhalten­
den CO2­Emissionen und dem damit verbundenen 
CO2­Eintrag in die Ozeane, kommt es langfristig 
35 Die 2009 in Nature Geoscience (Vol. 2, 571 – 575) erschienene Arbeit von Siddall et al. in der eine geringere Bandbreite 
(0,07 – 0,84 m Meeresspiegelanstieg bis zum Jahr 2100) geschätzt worden war, wurde von den Autoren wegen Program­
mierfehlern zurückgezogen. 
36 Neuere Modellrechnungen von Ridley et al. [Clim Dyn 2010; 35, 1 065 – 1 073] ergaben für die grönländische Eisbedeckung, 
dass bei einem globalen Temperaturanstieg (gegenüber der präindustriellen Ausgangslage) von dauerhaft 4 °C, also der 
nach dem A2­Szenarium geschätzten Erwärmung, etwa 10 % des grönländischen Eisvolumens im Laufe von 900 Jahren 
abschmelzen würde. Bei einem Volumenverlust von mehr als 15 % (der bei entsprechend starker Erderwärmung schon 
nach ca. 300 Jahren erreicht sein könnte) wäre ein »tipping point« bzw. »point of no return« erreicht, es käme zu weiteren 
Verlusten (ca. 20 %) und zu einem Meeresspiegelanstieg um etwa 1,3 m. Würde gar die Hälfte des Grönlandeises verloren 
gehen, dann wäre dies mit einer noch stärkeren Destabilisierung  verbunden, bis schließlich nur noch 20 % des ursprüng­
lichen Volumens erhalten wäre, was einem Meeresspiegelanstieg um 5 m entspräche.
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2.2.3 Ergebnisse von regionalen Klima- 
 projektionen 
Einführende Erläuterungen zu Klimamodellen fin­
den sich im Abschnitt 2.1.4.1, während das Kapitel 
2.2.1 knapp gehaltene Ausführungen zur Methodik 
globaler und regionaler Klimaprojektionen ent­
hält. Im Folgenden werden nun einige Ergebnisse 
regionaler Klimaprojektionen (Klimaszenarien) 
für Deutschland mit gelegentlichen Hinweisen 
auf andere europäische Regionen vorgestellt. Die 
Darstellung beginnt mit den projektierten »mittle­
ren Klimaverhältnissen« (2.2.3.1) und wendet sich 
danach den »Extremereignissen« zu (2.2.3.2). 
ein stabiles Kältehoch bilden. Es wirkte wie eine Barriere 
gegen die vom Nordatlantik heranziehenden außertropi­
schen Sturmtiefs und lenkte sie überwiegend in höhere 
Breiten ab, bevor sie die dicht besiedelten Küstenzonen 
treffen konnten.« Je milder nun die Winter werden, desto 
seltener bzw. schwächer könnten sich die kontinentalen 
Kältehochs ausbilden und desto häufiger und tiefer wür­
den vermutlich die Sturmtiefs aufs Festland vorstoßen. 
Schon in der jüngeren Vergangenheit gäbe es Anzeichen 
für veränderte Zugbahnen [von nordatlantischen Sturm­
tiefs] und es zeichne sich eine erhöhte Sturmaktivität auf 
den Ozeanen ab. Sie könne generell mit der Erwärmung 
der Ozeane und dem erhöhten Energieeintrag in die 
Atmosphäre, der vom Wasserdampftransport hervorge­
rufen wird, zusammenhängen.
Abbildung 2.13
Anstieg des globalen »mittleren Meeresspiegels« während der letzten 110 Jahre (Beobachtungen) und im 21. Jahrhundert 
(Projektionen). Das blaue Feld bezeichnet die IPCC AR4-Projektionen für das Emissionsszenario A1Fl (fossil-intensiv)[67, 68].  
Die senkrechten Balken am rechten Rand der Abbildung stehen für die Ergebnisse neuerer Projektionen (nähere Angaben  
in [103]). 
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2.2.3.1 Die Änderung der mittleren klimatischen 
 Verhältnisse 
Die vom DWD für das Gebiet von Deutschland 
bereitgestellten Ensembles regionaler Klimapro­
jektionen geben einen guten Eindruck über die 
im 21. Jahrhundert zu erwartenden klimatischen 
Veränderungen (s. in [19] und unter www.dwd.de > 
Klimawandel > Klimaszenarien). 
Der Klimaatlas des DWD enthält ebenfalls entsprechende 
Ensemble­Darstellungen für verschiedene Klimagrößen 
unter Zugrundelegung des A1B­Emissionsszenarios, wobei 
die Zeitintervalle 2021 – 2050 und 2071 – 2100 im Vergleich 
zum Referenzzeitraum 1961 – 1990 herausgestellt werden 
(www.dwd.de > Klimaatlas Deutschland). Klimaszenarien 
für Deutschland und das Zeitintervall 2071 – 2100 im Ver­
gleich zu 1961 – 1990 findet man außerdem im Regiona­
len Klimaatlas Deutschland der Helmholtz­Gemeinschaft/
Regionale Klimabüros kartographisch dargestellt (http://
www.regionaler­klimaatlas.de/). 
In Abbildung 2.14 sind die nach den Projektio­
nen von REMO, CLM, WETTREG und STAR in 
Deutschland während des 21. Jahrhunderts zu 
erwartenden Änderungen der mittleren jährli­
chen Lufttemperatur vergleichend dargestellt. Den 
Berechnungen liegt das Emissionsszenarium A1B 
zugrunde. Die obere Reihe enthält die Ergebnisse 
für das Zeitintervall 2021 – 2050, die untere Reihe 
die Resultate für 2071 – 2100, jeweils bezogen auf 
den Vergleichszeitraum 1971 – 2000.37 Den Modell­
projektionen zufolge ergibt sich bis zur Mitte des 
Jahrhunderts eine ca. 1 °C höhere Jahresdurch­
schnittstemperatur, während gegen Ende des Jahr­
hunderts im Norden mit einer gut 2,5 °C höheren 
Mitteltemperatur und im Süden des Landes mit 
einer um etwa 2,5 bis 3,5 °C höheren Mitteltempe­
ratur zu rechnen ist. Eine neuere, im bisherigen 
Ensemble noch nicht berücksichtigte WETTREG­
Version liefert gegenüber der in Abbildung 2.14 
berücksichtigten alten Version für A1B deutlich aus­
geprägtere Temperaturerhöhungen, die am oberen 
Rand des durch alle verfügbaren Klimamodelle 
aufgespannten Ergebniskorridors liegen und bis 
zum Ende des Jahrhunderts ein mittleres Anstiegs­
niveau von etwa 3,5 °C erreichen [79]. 
Analoge Ensemble­Darstellungen gibt es für 
weitere Klimagrößen, etwa die Änderungen der 
mittleren Lufttemperatur im Sommer/Winter, die 
Sommertage, die heißen Tage, die Änderungen 
der mittleren Niederschlagshöhen (Jahr/Sommer/
Winter). Die betreffenden Abbildungen sind über 
die Internetseite des DWD erhältlich (www.dwd.de 
> Klimaszenarien > Deutschland). 
Die vorstehend dargestellten Klimaszenarien 
basieren auf dem Emissionsszenario A1B des 
IPCC. Bei Verwendung anderer Emissionsszena­
rien ergeben sich abweichende Klimaszenarien. Je 
höher die globalen Treibhausgasemissionen, desto 
stärkere Klimaänderungen werden für Deutschland 
oder Mitteleuropa bis zum Ende des 21. Jahrhun­
derts erwartet ([19], s. dort Abb. 4). Danach steigt bis 
gegen Ende des 21. Jahrhunderts (im Vergleich zum 
Referenzzeitraum 1961 – 1990), je nach Emissions­
szenarium und Regionalmodell, in Deutschland die 
Jahresmitteltemperatur regional differenziert um 
2,0 bis 4,0 °C; außerdem sind im Sommer regionale 
Niederschlagsabnahmen von − 15 bis − 40 % und im 
Winter Zunahmen von 0 bis + 55 % (regional maxi­
mal: + 70 %) bei ausgeglichener Jahressumme zu 
erwarten.38 Mit Veränderungen des winterlichen 
Niederschlagsregims muss ebenfalls gerechnet 
werden: Anteil Schnee abnehmend, Anteil Regen 
zunehmend. Die Zahl der Frosttage wird sich bis 
zum Ende des Jahrhunderts vermutlich halbieren, 
die Zahl der sog. Sommertage hingegen verdoppeln, 
wobei diese Angaben nur als grober Anhalt dienen 
können, da die Resultate von Modell zu Modell und 
je nach Emissionsszenario variieren. 
In Europa wird der ohnehin schon wärmere 
Süden noch wärmer werden. Außerdem weisen die 
Projektionen für Nordosteuropa und den Ostsee­
raum eine relativ ausgeprägte winterliche Erwär­
mung von 4 – 6 °C aus. Näheres dazu in [68, 152]. 
37 Verschiedentlich sind die Ergebnisse der regionalen Klimamodelle auch im Vergleich zum Referenzzeitraum 1961 – 1990 
dargestellt, so zum Beispiel im Klimaatlas Deutschland des DWD oder auch im Basispapier zur Deutschen Anpassungs­
strategie [19]. 
38 Die Angaben sind dem Hintergrundpapier zur »Deutschen Anpassungsstrategie an den Klimawandel« entnommen, 
verfügbar unter http://www.bmu.de/files/pdfs/allgemein/application/pdf/das_hintergrund.pdf. 
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2.2.3.2  Extremwetterereignisse
Bevor einige Projektionsergebnisse vorgestellt wer­
den sei mit Walkenhorst u. Stock (2009) nochmals 
in Erinnerung gerufen: »Temperaturen sind meist 
mit größerer Sicherheit zu simulieren als Nieder­
schläge oder gar Windgeschwindigkeiten; Mit­
telwerte können generell zuverlässiger projiziert 
werden als klimatische Extremwerte. Die größte 
Unsicherheit besteht bei Extremwetterereignissen 
wie etwa Starkniederschlägen, Hitzewellen und 
Stürme – obwohl gerade diese bei der Planung von 
Anpassungsmaßnahmen besonders berücksichtigt 
werden müssen« [153]. 
Aus regionalen Klimamodellprojektionen geht 
hervor, dass in Deutschland im Verlauf des 21. Jahr­
hunderts die Häufigkeiten von sog. Sommertagen 
und von Hitzetagen (heißen Tagen) wie auch von 
Hitzewellen deutlich zunehmen werden [45, 71]. 
Dies gilt auch für die maximale Andauer der Som­
mertage und der heißen Tage. Unter großzügiger 
Vereinfachung der je nach Modell, Emissionssze­
narium und Region doch sehr differenten Ergeb­
nisse, kann bis zum Ende des Jahrhunderts mit 
einer (grob gesprochen) Verdreifachung der heißen 
Tage (> 30 °C) gerechnet werden. Betroffen sind ins­
besondere die schon jetzt besonders hitzebelasteten 
Regionen. Dies gilt auch für Städte und Ballungsge­
biete, in denen eine besonders starke Zunahme der 
Wärmebelastung erwartet wird [39]. 
Die bereits Mitte der 1990er Jahre durchgeführte 
und als beispielhaft geltende Analyse der Sommer­
temperaturen in Mittelengland hat gezeigt, dass 
selbst ein nur moderater Anstieg der mittleren 
Abbildung 2.14
Änderung der mittleren jährlichen Lufttemperatur im 21. Jahrhundert nach Ergebnissen regionaler Klimamodelle (REMO, 
CLM, WETTREG, STAR) für das Gebiet von Deutschland (Vergleichszeitraum: 1971 –2000).
Quelle: Deutscher Wetterdienst (www.dwd.de > Klimawandel > Downloads > Bilder). 
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In der folgenden Synopse sind exemplarisch einige 
REMO­Projektionsergebnisse zusammengefasst. 
Synopse 
Ergebnisse von Klimaprojektionen (REMO-Mo-
dell) für Deutschland in summarischer Darstel-
lung mit Orientierung auf die Endphase des 21. 
Jahrunderts im Vergleich zu »heute« (nach Jacob 
[70] mit Ergänzungen von Schönwiese, zitiert aus 
[129]): 
 Weitere Erwärmung in allen Jahreszeiten, im 
Jahresmittel ca. 2,5 – 3,5 °C, Maxima mit über 
4 °C im Süden bzw. Winter. 
 Regional unterschiedliche Niederschlagsum-
verteilungen mit Zunahmen um ca. 10 – 30 % 
im Winter und Abnahmen ähnlichen Aus-
maßes im Sommer; Frühling und Herbst mo-
derate Zunahmen. 
 Häufigere und teilweise auch intensivere Ex-
tremereignisse wie insbesondere Hitze- und 
Trockensommer, winterliche (und herbst-
liche) Starkniederschläge (mit Überschwem-
mungsgefahr, dies z. T. auch im Sommer); 
Hagelgefahr schwer abzuschätzbar, zumin-
dest aber nicht abnehmend. 
 Beim Wind keine markanten Trends, Winter- 
und Herbststürme eventuell seltener (da die 
Sturmbahnen dazu neigen, sich polwärts zu 
verlagern). 
Sommertemperatur um 1,6 °C bis zur Mitte des 21. 
Jahrhunderts (auf 16,9 °C im Vergleich zu 15,3 °C in 
der Referenzperiode 1961 – 1990) die Wahrschein­
lichkeit von Hitzesommern wie demjenigen von 
1995 (mit 2 °C über dem vieljährigen Durchschnitt, 
bei einer Überschreitenswahrscheinlichkeit von 
1,3 %)39 um das 25­fache erhöht (p = 33,3 % p. a.); 
damit würde aus einem 75­Jahre­Ereignis ein 
3­Jahre­Ereignis [23]. 
Bei der im Laufe des 21. Jahrhunderts voran­
schreitenden Verschiebung der »Temperatur­Häu­
figkeitsverteilung« (vgl. Abbildung 2.2) könnten 
sich auch Veränderungen in der Verteilungsform 
wie zum Beispiel eine Verbreiterung bzw. eine 
Zunahme der Variabilität ergeben, was stärkere 
Auswirkungen auf die Eintrittswahrscheinlichkeit 
von Extremereignissen an beiden Rändern der Ver­
teilung hätte [122, 124, 127]. Manche Klimatologen 
prognostizieren für Europa, Nordamerika und Teile 
Asien in der Tat eine Zunahme kalter und schnee­
reicher Winter.40 Aufgrund der bisherigen regiona­
len Klimaprojektionen wird aber ganz überwiegend 
von einer Abnahme der Frosttage und winterlichen 
Kälteepisoden ausgegangen [45, 71]. Eine Zunahme 
der Streuung (Verbreiterung der Häufigkeitsvertei­
lung) wird hingegen bei den Niederschlägen erwar­
tet, wobei allerdings jahreszeitliche und regionale 
Unterschiede zu beachten sind [130]. Im Endeffekt 
wird einerseits mit einer Zunahme von Dürreperi­
oden und andererseits auch mit der Zunahme von 
Starkniederschlägen in regional unterschiedlicher 
Differenzierung gerechnet. 
39 Dieser Anstieg der sommerlichen Mitteltemperatur um 2 °C (von 15,3 °C auf 17,3 °C) ist bei dieser Analyse als Schwel­
lenwert definiert und zwar mit Blick auf die korrespondierenden Folgen:  Im Sommer 1995 kam es in England zu einer 
großflächigen Austrocknung der weit verbreiteten Lehmböden mit erheblichen Setzungsschäden an Gebäuden wie auch 
zu landwirtschaftlichen Produktionsausfällen. 
40 James Overland (NOAA) verweist auf das über die Jahre voranschreitende sommerliche Schrumpfen der arktischen Eisde­
cke, die damit verbundene zunehmende Wärmeaufnahme des arktischen Ozeans und die dadurch bedingte Erwärmung 
der Arktis im Herbst und Winter (um mehr als 1 °C gegenüber dem Durchschnitt). Dies verändert die Druckverhältnisse; 
durch ein stabiles Kältehoch im Norden gelangt trockene arktische Kaltluft in die mittleren Breiten (z. B. nach Großbritan­
nien, Deutschland und Frankreich), statt der dort ansonsten überwiegenden atlantischen Westwinde (feuchte Luft, milde 
Winter) [Konferenz über das internationale Polarjahr 2007/2008 im Juni 2010 in Oslo, Pressebericht, SZ vom 15.06.2010]. 
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derten	 aufgespannt	 wird.	 Außerdem	 ist	 konse-
quent	zu	unterscheiden	zwischen	dem	Klima	als	
solchem	bzw.	den	global/regional/lokal	üblichen,	


















die	 menschliche	 Gesundheit	 nicht	 unmittelbar,	
sondern	 vermittels	 des	 Wetters,	 der	 Witterung	
und	 der	 durch	 Klimänderungen	 zustande	 kom-























das	 Klima-Michel-Modell	 oder	 den	 thermischen	
Klimaindex	UTCI	[22].	
Exkurs: Komplexität des Expositions - 
geschehens
Die über Witterung und Wetter vermittelten kli­
matischen Einflüsse (Temperatur, Feuchte, Son­
nenscheindauer, Windgeschwindigkeit etc.) sind 
teils enger, teils weniger eng miteinander korre­
liert und sie variieren bekanntermaßen räumlich 
und zeitlich. Hinzu kommt, dass der Mensch sich 
innerhalb dieser instationären Immissionsfelder 
gemäß seiner individuellen Mobilität bewegt 
und dabei zum Teil auch größere Ortswechsel 
zwischen klimatisch unterschiedlichen Regionen 
vollzieht (Reisen/Ferien/Urlaub). Im Übrigen 
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Abbildung 3.1
Der Klimawandel und dessen Folgen bis hin zu den gesundheitlichen Auswirkungen. 
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die Eintrittswahrscheinlichkeit für extreme 
Wetterereignisse (zumindest was Hitzeperio-
den angeht) zunehmen wird, muss zumindest 
in dieser Hinsicht mit deutlich vermehrten ther-
mophysiologischen Beanspruchungen gerechnet 
werden (vgl. Kap. 4). In der Regel wird bei ei-
ner zeitlichen Perspektive bis zum Ende des 21. 
Jahrhunderts von einer Verdreifachung sommer-
licher Hitzetage ausgegangen – bei allerdings 
erheblicher Unsicherheit und Variation der Er-
gebnisse verschiedener Projektionen, wie auch be-
achtlichen regionalen Unterschieden innerhalb 
Deutschlands oder Mitteleuropas (s. Kap. 2). 
Abermals zeigt ein Vergleich mit den herkömm-
lichen südeuropäischen Gegebenheiten, dass die 
episodischen Wärmebelastungen in Mittel- und 
Nordeuropa auch fürderhin deutlich hinter den 
bereits aus der Vergangenheit bekannten süd-
europäischen Hitzebelastungen zurückbleiben 
werden. Demgegenüber dürften die klimatischen 
Probleme in Südeuropa bei weiter fortschreiten-
der Erderwärmung im Laufe der kommenden 
Jahrzehnte allmählich ein bedrohliches Ausmaß 
annehmen (Hitzerekorde, Trockenheit, Wasser-
knappheit, landwirtschaftliche Produktionsaus-
fälle, bis hin zur Wüstenbildung), sodass hier das 
Potential für gesundheitliche Beeinträchtigungen 
viel eher gegeben erscheint als im mittleren- und 
nördlichen Europa. Hier haben allerdings die 
Niederschläge in den Herbst- und Wintermo-
naten zugenommen, während im Sommer eine 
Abnahme zu verzeichnen ist, wobei zukünftig 
mit einer weiteren Verschiebung in Richtung 
Winterhalbjahr gerechnet wird. Die Entstehung 
von Hochwasserlagen und Überschwemmungen, 
die bekanntlich Gesundheit und Leben der betrof-
fenen Menschen gefährden können (s. Kap. 4.2), 
hängt jedoch nicht nur von der Stärke und Dauer 
der Niederschläge und damit in gewissem Maße 
auch vom Klimawandel ab (s. Kap. 2), sondern 
von vielen weiteren Randbedingungen. 
sind die durch den Tag-Nacht-Wechsel und die 
Jahreszeiten bedingten Variationen der Klima-
elemente Temperatur, Niederschlag, Feuchte etc. 
in unseren Breiten recht ausgeprägt. Auch von 
Tag zu Tag können natürlicherweise ganz erheb-
liche Schwankungen in den Maximal-, Minimal- 
und Tagesmittel-Temperaturen auftreten. Und 
selbst die von Jahr zu Jahr zu verzeichnenden 
natürlichen Schwankungen der Jahresmittel-
temperaturen sind nicht unerheblich (s. Abb. 2.3 
im Abschnitt 2.1.3). Mit anderen Worten: Der 
menschliche Organismus muss selbst unter den 
bisher in Mitteleuropa üblichen klimatischen 
Verhältnissen mit ganz beachtlichen atmosphä-
rischen Variationen (z. B. den üblichen Wetter-
änderungen, sommerlicher und winterlicher Wit-
terung wie auch manchem Unwetter) zurecht 
kommen. Die durch den Klimawandel in den 
letzten einhundert Jahren bedingten trendartigen 
Verschiebungen der mittleren Wetterverhältnisse 
– in Deutschland ist die Jahresdurchschnittstem-
peratur von rund 8 °C auf über 9 °C angestie-
gen (linearer Trend: + 1 °C) – sind sicherlich für 
sich betrachtet noch kein Anlass, um ernst zu 
nehmende adverse Gesundheitseffekte befürchten 
zu müssen.2 Zum Vergleich: In südeuropäischen 
Ländern, also den von Deutschen bevorzugten 
Urlaubsregionen, lagen die Jahresmitteltempe-
raturen in früheren Jahrzehnten um 15 °C (in 
Rom und Athen im Jahresmittel ca. 17 °C); auch 
die »globale Mitteltemperatur« liegt derzeit bei 
14 – 15 °C. Im Verlauf des 21. Jahrunderts wird 
sowohl gobal als auch in Mitteleuropa mit einer 
weiteren Erwärmung um rund 3 °C gerechnet 
(Näheres dazu in Abschnitt 2.2). Damit würden 
sich die klimatischen Verhältnisse in Mitteleuro-
pa bis gegen Ende des Jahrhunderts den aus der 
Vergangenheit bekannten »mediteranen Verhält-
nissen« annähern. 
Da im Zuge dieser sich über Jahrzehnte hin-
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Aussagen	 zu	 kommen,	 bedarf	 es	 außerdem	 der	
Modellierung	 von	 Expositions-Effekt-Beziehun-























Anmerkungen zu dem natürlichen und dem  
anthropogenen Verursachungsanteil des Klima-
wandels aus umweltmedizinischer Perspektive
Die	Frage	die	sich	eigentlich	(vor	allem	aus	Sicht	
des	 Klimaschutzes	 und	 der	 Klimaschutzpolitik)	
zu	allererst	stellt,	nämlich	die	nach	dem	Verursa-
chungsanteil	des	Menschen	am	Klimawandel,	 ist	






Gegenmaßnahmen	 ergriffen	 und	 damit	 die	 mit	
dem	 Klimawandel	 verbundenen	 Gesundheitsri-
siken	im	Sinne	der	Primärprävention	vermieden	
Gesundheitliche Auswirkungen des bisherigen 
oder des zukünftigen Klimawandels
Bei	der	Analyse	und	Beurteilung	klimabedingter	
Gesundheitseffekte	 ist	 streng	 zu	 unterscheiden	
zwischen	 den	 gesundheitlichen	 Auswirkungen	
a)	 des	 bereits	 eingetretenen	 (beobachteten)	 Kli-
mawandels	und	b)	des	zukünftigen	(vermuteten)	
Klimawandels.	 Im	Falle	der	 empirisch	erfassten	
Veränderungen	 (Punkt	 a)	 kann,	 wie	 in	 der	 Epi-



























eingeschätzt	 werden	 sollen,	 nimmt	 im	 Verlauf	
des	Abschätzungsprozesses,	der	mit	den	Emissi-
onsszenarien	beginnt	und	bei	den	prognostizier-





Ausmaß	 annehmen.	 Vor	 allem	 die	 längerfristi-
gen	regionalen	und	lokalen	Klimamodellprojekti-
onen	erscheinen	nur	bedingt	verlässlich	 (s.	2.2).	
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erstellen,	die	dann	auch	 für	die	gesundheitliche	





3.2 Mit welchen gesundheitlichen Aus- 
 wirkungen ist infolge des Klima- 
 wandels grundsätzlich zu rechnen? 
In	 Wissenschaft,	 Öffentlichkeit	 und	 Politik	 wer-
den	 im	Zusammenhang	mit	dem	Klimawandel,	
neben	den	extremen	Wetterereignissen,	eine	Viel-
zahl	 weiterer	 klimaassoziierter	 gesundheitlicher	
Risiken	 diskutiert,	 darunter	 eine	 Zunahme	 der	
UV-Exposition,	eine	vermehrte	Allergenbelastung	
(Beispiel	Ambrosia)	und	die	Ausbreitung	tierischer	
Krankheitsüberträger	 (Vektoren).	 Diese	 Risiken	
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bedingungen für tierische Zwischenwir-
te und Überträger (Vektoren) von Krank-
heitserregern; erhöhte Infektionsrisiken
  Anstieg des Meeresspiegels und Überflu-
tung tiefliegender Küstenregionen (lang-
fristig)
  sozioökonomische Verwerfungen, soziale 
Konflikte und Migrationsprozesse
 
Die Aufklärung der Zusammenhänge ist durch den 
Umstand erschwert, dass nicht nur der Klimawan-
del sondern bereits die »normalen« Wetterverhält-
nisse auf manche Expositionsbedingungen und 
gesundheitlichen Endpunkte Einfluss nehmen. 
Wir hatten eingangs bereits darauf hingewiesen. 
Überdies werden Aeroallergene, Luftschadstoffe 
und Keime von Luftströmungen verdriftet und vom 
Regen aus der Atmosphäre ausgewaschen, sodass 
die atmosphärischen Allergen-, Schadstoff- und 
Keimkonzentrationen kurzfristig durch das Wet-
ter bestimmt werden. Außerdem übt das Wetter-
geschehen die schon seit langem bekannten und 
von der Bio- oder Medizinmeteorologie vielfach 
beschiebenen Einflüsse auf Befinden und Gesund-
heit des Menschen aus [10, 29]. 
Die gesundheitlichen Folgen extremer Wetter­
ereignisse – eine Folges des Klimawandels?
Extreme Wetterereignisse, wie Hitzewellen, 
Stürme und Überschwemmungen, können im 
Einzelfall nicht direkt auf den Klimawandel zu-
rückgeführt werden. Solche Ereignisse sind auch 
aus früheren Zeiten, als der rezente Klimawandel 
noch kein Thema war, hinlänglich bekannt. Im 
Zuge des Klimawandels kann aber die Wahr-
scheinlichkeit für das Auftreten derartiger Ereig-
nisse zunehmen (ggf. auch abnehmen, wie im 
Falle von Kältewellen). Die gesundheitlichen Fol-
gen, beispielsweise einer Hitzewelle, sind also zu-
allererst der Hitzewelle selbst geschuldet. Der Be-
zug zum Klimawandel ist insofern indirekter Art 
und kann nur unter Rückgriff auf Wahrschein-
lichkeitsaussagen bzw. Trendermittlungen herge-
stellt werden. Trends sind jedoch umso schwerer 
zu erkennen, je höher die nicht-trendbehaftete 
Variabilität ist, je seltener die extremen Ereignisse 
und je kürzer die Beobachtungszeiten sind. 
Klimawandels dargestellt, obwohl sie durch diesen 
nur mitbeeinflusst sind und von vielen weiteren 
Einflussfaktoren abhängen, etwa vom Lebensstil 
(UV-Strahlung), der Einbringung kontaminierten 
Vogelfutters (Ambrosia), der globalen Mobilität und 
Massentierhaltung (Infektionskrankheiten), Fluss-
baumaßnahmen und Landnutzung (Überschwem-
mungen), um nur einige der möglichen Cofaktoren 
zu nennen. 
3.2.1  Direkte und indirekte Auswirkungen
Der globale Klimawandel kann sich direkt/unmit-
telbar über die Veränderungen der regionalen 
atmosphärischen Lebensbedingungen (Wetter- 
und Witterungsverhältnisse) auf die menschliche 
Gesundheit auswirken oder aber indirekt/mittelbar 
über Veränderungen der nicht-atmosphärischen 
Umwelt (s. auch Abb. 2.1): 
 Direkte gesundheitliche Auswirkungen durch
  thermische Belastungen (vermehrte Hit-
zewellen) 
  andere extreme Wetterereignisse (häufi-
gere/heftigere Unwetter, Stürme, Nieder-
schläge/Überschwemmungen)
  erhöhte UV-Strahlung (Strahlungsklima)
  weniger »Schlechtwetter-Perioden« im 
Jahresverlauf (Behaglichkeitszunahme)
 Indirekte gesundheitliche Auswirkungen 
durch 
  Veränderungen der Allergen-Exposition 
(Verlängerung der Pollenflugsaison, ver-
ändertes Allergenspektrum etc.)
  erhöhte Exposition gegenüber Luftschad-
stoffen (Ozon, Feinstaub etc.)
  zunehmende lebensmittel- und trinkwas-
serhygienische Probleme; erhöhtes Risi-
ko für lebensmittel- und trinkwasserab-
hängige Infektionen (letzteres vor allem 
in Entwicklungsländern)
  Trinkwasser- und Nahrungsmittelmangel 
(besonders in nichtindustrialisierten Län-
dern)
  Beeinträchtigung der hygienischen Bade-
gewässerqualität
  günstigere Lebens- und Ausbreitungs-
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günstig	auf	den	Vitamin-D-Status	der	Bevölkerung	



































monatlichen	 Herz-Kreislauf-Mortalität	 für	 Mün-
chen	und	die	 Jahre	2000 – 2003	dargestellt	 (vgl.	
außerdem	Kap.	4.1,	bes.	Abb.	4.3).	
3.2.2 Negative und positive gesundheitliche 
















In	 unseren	 Breiten	 ist	 die	 Klage	 über	 das	
„schlechte	Wetter“	nicht	gänzlich	unbekannt.	Es	
bedarf	keiner	wissenschaftlichen	Untersuchung,	
um	 ein	 weit	 verbreitetes	 Bedürfnis	 in	 der	 deut-






























3.3 Ausblick auf die Vertiefungskapitel  
 des Sachstandsberichts 
Im	vorliegenden	Sachstandsbericht	werden	einige	















und	 welche	 Region	 der	 Erde	 wir	 unser	 Augen-
merk	richten	unter	Umständen	gänzlich	anders,	






































































































































































Mittlere Herz-Kreislauf-Mortalität pro Monat in München pro 100 000 männl./weibl. Personen im Alter von ≥65 Jahren (lin-
ke Skala) im Vergleich zur mittleren Höchst- und Tiefsttemperatur pro Monat (rechte Skala) für die Jahre 2000 bis 2003.  
Quelle: Bayerisches Landesamt für Gesundheit und Lebensmittelsicherheit (vgl. auch Kohlhuber und Fromme, 2008 [28]). 

















zwar	 viele	 theoretische	 Erörterungen	 aber	 noch	
kaum	 unmittelbare	 Untersuchungen	 gibt	 (und	
geben	kann)	haben	wir	diesen	auf	die	Dauer	der	
Zeit	zweifellos	wichtigen	Aspekt,	 vorläufig	noch	













einmal	 von	 den	 Analysen,	 die	 eine	 Absenkung	
der	Wintermortalität	erwarten	 lassen	 (s.	Kap.	4)	
absieht.	Ein	insgesamt	milderes	oder	auch	»medi-
terraneres«	 Klima	 könnte	 möglicherweise	 den	
Aufenthalt	im	Freien	und	körperliche	Aktivitäten	
begünstigen,	sich	auf	die	Vitamin-D-Versorgung	
positiv	 auswirken,	 eine	 Ernährungsumstellung	







überhaupt	 die	 psychosozialen	 gesundheitlichen	
Ereignissen,	 wie	 Überschwemmungen	 und	
Stürmen	(4.2),	
















sind	 nochmals	 im	 Kapitel	 7	 zusammenfassend	
dargestellt.	
Die	eingangs	unter	3.1	erwähnten	methodischen	










internationale	 Literatur,	 soweit	 aus	 epidemiolo-
gisch-methodischer	 Sicht	 vertretbar	 und	 für	 die	
hiesigen	 Belange	 relevant,	 zu	 berücksichtigen.	
Einschränkungen	ergaben	sich	durch	den	mittel-
europäischen	Fokus	des	Sachstandsberichts,	denn	
die	 Expertise	 betrifft	 hauptsächlich	 die	 klimati-
schen	Verhältnisse	und	gesundheitlichen	Belange	
in	Mitteleuropa/Deutschland.	Dies	hat	zu	gewissen	


















































Anhang zum Sachstandsbericht auf der Inter-
netseite des Robert Koch-Instituts (www.rki.de/
klimabericht-anhang)
Dieses fortzuschreibende »lebende« Dokument 
enthält ergänzende Ausführungen zu klimato-
logischen Aspekten des globalen Klimawandels 
soweit sie aus umweltmedizinischer und medi-
zinklimatologischer Sicht von Interesse sind. 
Außerdem ist – mit Blick auf das Themenfeld 
Klimawandel und Gesundheit – ein Kapitel zu 
internationalen und nationalen Institutionen, 
Gremien, Programmen und Aktivitäten beige-
fügt. Darüber hinaus haben wir uns entschlossen, 
zwei Diskussionsbeiträge in den Anhang aufzu-
nehmen. Es handelt sich dabei um einen Beitrag 
zu den Auswirkungen des Klimawandels auf die 
psychosoziale Gesundheit und um einen Beitrag 
zur Migrationsproblematik.  
3.4 Ergänzende Hinweise auf Über- 
 sichtsarbeiten, Berichte und Mono- 
 graphien zum Themenfeld  
 »Klimawandel und Gesundheit«
Übersichtsarbeiten,	zusammenfassende	Berichte	
und	für	einen	breiteren	Leserinnen-	und	Leserkreis	
















































die	 für	 eine	 breitere	 interessierte	 Öffentlichkeit	
gedacht	sind,	etwa	[36].	Erwähnt	sei	außerdem	der	




















































































































4.	 Behrendt	 H.	 Klimawandel	 und	 Allergie.	 In:	













































Übersichtsarbeiten	 und	 Metaanalysen.	 Dtsch	
Ärztebl	Int	2009;	106,	456	–	463.
41.	 Rosenthal	J.	Climate	change	and	the	geographic	






















Hacker	 J.	 Die	 Auswirkungen	 des	 Klimawan-
dels.	Welche	neuen	Infektionskrankheiten	und	










Wärme	 liebende	 Schadorganismen?	 Interna-
tionales	UBA/BMU-Fachgespräch:	09.	und	 10.	
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52.	 Welzer	H.	Die	Zukunft	des	Krieges	im	Zeitalter	
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4.1 Auswirkungen von Hitzewellen – 
 Thermische Effekte 
Epidemiologische Untersuchungen haben 
gezeigt, dass sowohl hohe als auch niedrige 
Umgebungstemperaturen mit einer erhöh-
ten Sterblichkeit der Bevölkerung verbunden 
sind.
Die Temperatur-Mortalitätsbeziehung weist 
meist einen J-, V- oder U-förmigen Kurven-
verlauf mit einem Temperaturbereich auf, in-
nerhalb dessen Schranken die Mortalität am 
geringsten ist. 
Der Temperaturbereich des Mortalitäts-
minimums ist sowohl vom regionalen Klima 
beeinflusst (niedrigere Temperaturwerte in 
nördlichen Ländern) als auch vom Alter der 
Studienpopulation und von den untersuchten 
Todesursachen abhängig. 
Oberhalb der jeweiligen Temperaturschwel-
le nimmt die Mortalität (die Gesamtmortalität 
aller Altersgruppen), bezogen auf eine Tempe-
raturzunahme von einem Grad Celsius, um 
1 – 6 % zu. Unterhalb der Temperaturschwelle 
nimmt die Mortalität (die Gesamtmortalität 
aller Altersgruppen) je Grad Celisus Tempera-
turabnahme um 0,3 – > 5 % zu. 
Nach Hitzestress tritt eine erhöhte Sterb-
lichkeit i. d. R. meist unmittelbar nach dem Er-
eignis auf und ist im Allgemeinen nach drei 
Tagen auf die Basiswerte zurückgegangen. 
Nach Kälteeinwirkung treten die Wirkungen 
mit einer stärkeren zeitlichen Verzögerung 
auf und halten länger an.
Die Wirkung von Hitzewellen auf die 
menschliche Gesundheit ist von ihrer Inten-
sität, Dauer und dem Zeitpunkt des Auftre-
tens im Jahr abhängig. Hitzewellen, die früh 
im Jahr auftreten, entfalten eine stärkere Wir-
kung als spätere Ereignisse.
Nach Hitzeeinwirkung folgt nach ei-
ner kurzen Zeitspanne erhöhter Mortalität 
eine Periode von wenigen Tagen, in der die 
Mortalität unter die Basismortalität fällt. 
Dieser kurzfristig auf Hitzewelle folgende 
4 Gesundheitliche Auswirkungen von Hitzewellen und  
 anderen klimaassoziierten Ereignissen
»Harvesting-Effekt« kann die hitzebedingte 
Übersterblichkeit jedoch nicht kompensieren. 
Als vulnerable Bevölkerungsgruppen ge-
genüber erhöhter thermischer Belastung gel-
ten insbesondere ältere Menschen mit stark 
eingeschränkter physischer oder psychischer 
Gesundheit, die darüber hinaus auch meist 
alleinstehend sind und am gesellschaftlichen 
Leben nicht mehr teilnehmen können. Aber 
auch Kleinkinder sind gefährdet. Unter der äl-
teren Bevölkerung wiederum scheinen Frauen 
stärker gefährdet zu sein als Männer.
Die Einnahme von Medikamenten, die den 
Elektrolythaushalt beeinflussen, der Konsum 
alkoholischer Getränke, anstrengende körper-
liche Tätigkeiten während extremer Wetterbe-
dingungen gehören zu den Risikofaktoren für 
hitzebedingte Erkrankungen. 
Schlechte Wohnverhältnisse, Wohnen in 
Ballungsräumen und unzureichende Klimati-
sierung der Aufenthaltsräume erhöhen eben-
falls die Wahrscheinlichkeit für hitzebedingte 
negative gesundheitliche Auswirkungen,
Die Ergebnisse epidemiologischer Studien 
fließen in Rechenmodelle zu Auswirkungen 
des Klimawandels auf die zukünftige Entwick-
lung der Sterblichkeit ein. Diese Projektionen 
sind mit einer Reihe von methodischen Un-
sicherheiten behaftet, beginnend mit der Un-
sicherheit bezüglich des Ausmaßes zukünf-
tiger Treibhausgasemissionen bis hin zu den 
Modellvorstellungen über die Anpassungsfä-
higkeit der Bevölkerung an zukünftige klima-
tische Veränderungen. 
Trotz dieser Unsicherheiten sind erste kon-
servative Schätzungen zum Ausmaß zukünf-
tiger gesundheitlicher Wirkungen möglich. 
Für Deutschland wird geschätzt, dass für die 
Jahre 2071 – 2100 ein Ansteigen der hitzebe-
dingten Mortalität um jährlich 5 000 zusätz-
liche Todesfälle erwartet werden kann, wenn 
die gegenwärtige Bevölkerungszahl und Al-
terstruktur zugrunde gelegt und zwischen 
Wärmebelastung und Mortalität ein exponen-
tieller Zusammenhang angenommen wird.
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Es ist seit langem bekannt, dass spezifische Vor-
gänge, die in der Erdatmosphäre ablaufen, wie 
das Wetter, aber auch klimatische Schwankungen, 
einen Einfluss auf die menschliche Gesundheit 
ausüben. So stellen z. B. hohe Außentemperaturen 
(Hitze) nach Klinenberg [152] und Sheridan und 
Kalkstein [268] unter allen klimatischen Risiko-
faktoren diejenigen mit der höchsten Letalität dar. 
Zumindest für Regionen, die in den mittleren geo-
graphischen Breiten des Globus liegen, sind die 
hitzebedingte Morbidität und Mortalität die schwer-
wiegendsten negativen Wirkungen, die sich aus der 
Klimaänderung für die Bevölkerung dieser Regio-
nen ergeben [100, 147, 241]. Aus diesem Grund ist 
die Untersuchung der Wirkung thermischer Belas-
tungen auf den menschlichen Organismus seit den 
1990er Jahren bis heute Gegenstand medizinischer 
Forschung, wobei sowohl Hitze- als auch Kälteef-
fekte im Fokus des Interesses standen und stehen.
4.1.1 Gesundheitliche Folgen extremer Hitze- 
 belastung und prognostische Faktoren
Anhaltende Exposition gegenüber hohen Tempera-
turen können hitzebedingte Erkrankungen bewir-
ken. Hierzu gehören: Hitzekrämpfe, Hitzeohn-
macht, Hitzeerschöpfung und Hitzschlag, die auch 
zum Tod führen können. Die Hitzeerschöpfung ist 
die häufigste hitzebedingte Erkrankung. Sie äußert 
sich in intensiven Durstgefühlen, in starkem 
Schwitzen, Blässe, Unruhe-, Angst- und Erschöp-
fungszuständen, sowie in Schwindel- und Ohn-
machtsanfällen. Weitere Symptome sind Übelkeit, 
Erbrechen und Kopfschmerzen. Die Körpertem-
peratur kann normal, leicht erniedrigt oder leicht 
erhöht sein, die Hautoberfläche fühlt sich kühl und 
feucht an. Wenn dieser milden bis moderaten Sym-
ptomatik keine Beachtung geschenkt und nicht ent-
sprechend behandelt wird, dann kann es zu einer 
Progredienz dieser Erkrankung bis zum Hitzschlag 
kommen. Hitzschlag ist eine schwere Erkrankung; 
klinisch zeichnet sie sich durch eine stark erhöhte 
Körpertemperatur von ≥ 40,6 °C [69], einer heißen 
trockenen Haut und durch zentralnervöse Störun-
gen (Delirium, Konvulsionen oder Koma) aus. Zu 
dem Personenkreis, der ein besonders hohes Risiko 
für adverse gesundheitliche Wirkungen gegenüber 
hohen thermischen Belastungen hat, gehören vor 
allem alte Menschen, die allein leben und keinen 
Zugang zu klimatisierten Räumen haben [293]. Des 
Weiteren gehören dazu Personen mit chronischen 
mentalen Störungen, Personen mit vorbestehen-
den schweren gesundheitlichen Beeinträchtigun-
gen (z. B. kardiovaskuläre oder respiratorische 
Erkrankungen, Bettlägerigkeit, neurologische oder 
psychiatrische Erkrankungen) und auch Perso-
nen, die Medikationen erhalten, die sich auch auf 
den Elektrolythaushalt auswirken (z. B. Einnahme 
von Diuretika, Anticholinergika oder Neurolep-
tika), haben ein höheres Risiko für hitzebedingte 
Erkrankungen und Hitzetod [36]. Auch bestimmte 
Verhaltensweisen, wie der Konsum alkoholi-
scher Getränke oder von Aufputschmitteln sowie 
anstrengende körperliche Tätigkeiten während 
extremer Wetterbedingungen können das Risiko 
für hitzebedingte Erkrankungen erhöhen [150, 184]. 
Weitere Risikofaktoren sind physische und sozi-
ale Isolation, niedriger sozioökonomischer Status 
(geringes Einkommen, schlechte Wohnsituation), 
Wohnen in Ballungsräumen (Wärmeinseleffekt) 
sowie fehlende oder unzureichende Klimatisierung 
der Wohn- und Aufenthaltsräume [36, 222].
Thermische Belastungen führen jedoch nicht nur 
zu einer Zunahme von direkt der Hitze zuschreib-
baren Todesfällen, sondern es kommt insbeson-
dere auch zu Todesfällen, die primär auf schweren 
Grunderkrankungen (wie kardiovaskulären und 
respiratorischen Erkrankungen) und altersbeding-
ten Beeinträchtigungen beruhen. Darüber hinaus 
ist es oft schwierig, die Ätiologie einer Erkrankung 
oder eines Todesfalls im Nachhinein festzustellen, 
ohne den gesamten Krankheitsverlauf vorher zu 
kennen, sodass bei der Untersuchung von Zusam-
menhängen zwischen thermischen Belastungen 
und gesundheitlichen Endpunkten unter Inkauf-
nahme eines Spezifitätsverlustes meist auf Morta-
litätsdaten verschiedener Todesursachen zurückge-
griffen wird. Da jeder Todesfall meldepflichtig ist, 
stehen somit für jeden Untersuchungszeitraum, 
jede Region und jeden Bevölkerungsteil praktisch 
vollständige Datensätze, mitunter als sehr engma-
schige Zeitreihen, zur Verfügung. Diese Mortali-
tätsdaten werden vorher bereinigt von Todesfällen 
externer Ursachen (Unfälle, Gewalteinwirkungen, 
Vergiftungen) und um Personen, die zur Zeit der 
Exposition außerhalb der Untersuchungsregion 
verstorben sind. Ebenso müssen Todeszeitpunkt 
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und Registerdatum vorher abgeglichen werden. 
Für die Verwendung von Mortalitätsdaten spricht 
auch der Umstand, dass zwischen Mortalität und 
thermischer Belastung der Bevölkerung bisher die 
deutlichsten Zusammenhänge gefunden worden 
sind [192]. Bei der quantitativen Beschreibung der 
Wirkung thermischer Belastungen auf den Men-
schen sind epidemiologische Untersuchungen 
ein unverzichtbares Instrumentarium. Neben der 
Erfassung relevanter gesundheitlicher Endpunkte 
ist auch eine hinreichend genaue Beschreibung der 
Expositionsverhältnisse (der thermischen Belas-
tung) notwendig.
4.1.2 Kenngrößen zur Beschreibung der  
 thermischen Belastung
4.1.2.1 Temperatur und meteorologische Indizes
Der gesamte Hitzestress, der sowohl am Tage als 
auch in der Nacht einwirkt, bestimmt das Risiko 
für hitzebedingte Mortalität der Bevölkerung. In 
der Literatur findet man eine Reihe von Kenn-
zahlen und Methoden, die für die Definition von 
thermischer Belastung und Hitze-Extrema und 
für die Modellierung von Zusammenhängen zwi-
schen Wetter und Mortalität eingesetzt werden. 
Hier ist zunächst die Außenlufttemperatur als 
Expositionsmaß zu nennen [161], wobei sowohl 
Tagesmittelwerte als auch Tagesmaxima oder 
Tagesminima verwendet werden. Allerdings beste-
hen hohe Korrelationen zwischen diesen Maß-
zahlen untereinander, sodass sich die Ergebnisse 
von Zusammenhangsanalysen bei Verwendung 
dieser Maßzahlen nicht wesentlich unterscheiden 
dürften. Relativ wenig Beachtung hat bisher das 
Ausmaß von Tagesschwankungen der Temperatur 
als einem möglichen Expositionsparameter gefun-
den. Nach Kan et al. [141] könnten starke tageszeitli-
che Schwankungen der Temperatur als zusätzlicher 
Stressfaktor wirken und somit einen zusätzlichen 
Risikofaktor für die thermisch bedingte Mortalität 
darstellen. 
In einer Reihe von Studien werden biometeo-
rologische Indizes als Maßzahlen für den thermi-
schen Diskomfort in den statistischen Modellen 
verwendet, die neben der Temperatur in Kombi-
nation noch die Taupunkttemperatur, den Dampf-
druck oder die relative Luftfeuchte berücksichtigen 
und die gefühlte Temperatur (in °C oder in °Fahren-
heit) beschreiben. Dazu gehören die Indizes
 »apparent temperature« (AT) oder »heat index« 
von Steadman1 [280] in den USA entwickelt, 
sich aus Lufttemperatur und Taupunkttempe-
ratur ableitet und neben den USA in einer Rei-
he weiterer Länder, auch Europas, angewendet 
wird [8, 51, 101, 116, 170, 180, 201, 202, 204, 275, 
279], 
 und der »Humidex«2, der zuerst von kanadi-
schen Meteorologen entwickelt wurde [189] 
und überwiegend in Kanada, teilweise aber 
auch in anderen Ländern verwendet wird [48, 
49, 242, 272]. Er vereinigt neben der Tempe-
ratur auch die Tauptunkttemperatur und den 
Wasserdampfdruck in einer Maßzahl. 
Da beide Indizes entwickelt worden sind, um eine 
Hitzebelastung widerzuspiegeln, sollte ihre Anwen-
dung auf Sommermonate beschränkt bleiben [151, 
272]. Tabelle 4.1 gibt eine Übersicht über die Tempe-
raturbereiche beider Indizes zusammen mit den zu 
erwartenden gesundheitlichen Wirkungen. 
1 In der ursprünglichen Version der AT hat Steadman nicht nur Lufttemperatur und Feuchtigkeit sondern auch Lüftungs-
rate, Oberflächenstrahlung, Konvektion, Hitzewiderstand der Kleidung und den Feuchtigkeitstransport berücksichtigt. 
Später entwickelte er ein einfacheres Modell für Innenraum- und Außenluftbedingungen (sowohl schattige als auch 
sonnige Verhältnisse) unter Verwendung von Temperatur, Dampfdruck und Windgeschwindigkeit 281. Steadman RG. 
A universal scale of apparent temperature. Journal of Climate & Applied Meteorology 1984; 23, 1674 – 1687. Im Ergebnis 
weiterer Studien wurde eine noch einfachere Definition der AT aufgestellt unter Verwendung von nur zwei Messgrößen: 
Lufttemperatur und Taupunkttemperatur bei Vorherrschen einer geringen Windbewegung 140. Kalkstein LS, Valimont 
KM. An evaluation of summer discomfort in the United States using a relative climatological index. Bull Am Meteorol Soc 
1986; 67, 842 – 848.: AT (°C) = −2,653 + 0,994T + 0,0153(Td)
2 wobei: T die Temperatur des trockenen Thermometers (°C) 
und Td die Taupunkttemperatur (°C) sind. 
2 Humidex = T + h; h = 0,5555 ∙ (e − 10,0); e = 6,11 ∙ exp{5417,7530 ∙ [(1/273,16) − (1/Td)]} wobei T die Temperatur des trockenen 
Thermometers (°C), e = Wasserdampfdruck und Td die Taupunkttemperatur (Kelvin) sind; Quelle: 272. Smoyer-Tomic KE, 
Rainham DG. Beating the heat: development and evaluation of a Canadian hot weather health-response plan. Environmen-
tal Health Perspectives 2001; 109, 1241 – 1248.
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Die beiden vorgestellten Indizes sind von ihrer 
Eigenschaft her absolute Kenngrößen, d. h. sie 
beruhen auf der Annahme, dass die damit charak-
terisierte Exposition, unabhängig von den jeweili-
gen örtlichen klimatischen Gegebenheiten und der 
Zeit des Auftretens erhöhter Expositionen im Jah-
resgang, die gleiche Auswirkung auf den mensch-
lichen Organismus hat. Die Adaptation der Bevöl-
kerung an die lokalen klimatischen Verhältnisse 
bleibt dabei unberücksichtigt.
Aufgrund dieser Einschränkungen wird in 
letzter Zeit relativen biometeorologischen Indizes 
verstärkt Aufmerksamkeit geschenkt, wie dem 
»Heat Stress Index«3 [301], der auf dem Index der 
»apparent temperature« (AT) von Steadman auf-
baut und sich aus 5 meteorologischen Parametern 
ableitet: Tagesmaximum und Tagesminimum der 
AT, notwendiger Kühlbedarf des Aufenthaltsbe-
reiches (in Kühlgradtagen4), Tagesmittelwert des 
Bedeckungsgrades und Anzahl aufeinanderfol-
gender Tage, an denen das Tagesmaximum der AT 
den Mittelwert der AT einer 10-Tages-Periode um 
eine Standardabweichung überschritt [156]. Die 
jahreszeitliche Anpassung des Menschen an die 
3 Heat Stress Index: Koppe 156. Koppe C (2005) Gesundheitsrelevante Bewertung von thermischer Belastung unter Berück-
sichtigung der kurzfristigen Anpassung der Bevölkerung an die lokalen Witterungsverhältnisse. Meteorologisches Institut, 
Fakultät für Forst- und Umweltwissenschaften. Albert-Ludwigs-Universität Freiburg Freiburg, p 208 beschreibt diesen In-
dex in ihrer Dissertationsschrift: »Die Autoren unterteilten das Jahr in 10-Tages-Intervalle. Für jede meteorologische Station 
und jedes dieser Intervalle bestimmten sie auf Basis einer 30-jährigen Zeitreihe die Wahrscheinlichkeitsdichtefunktionen 
dieser 5 Parameter. Die sich hieraus ergebenden Perzentilwerte wurden für jeden Tag ohne weitere Gewichtung aufsum-
miert. Für diese Summen wurden wiederum für jedes 10 Tages-Intervall Wahrscheinlichkeitsdichtefunktionen bestimmt. 
Diese wiesen keine räumlichen und zeitlichen Muster mehr auf. Die hieraus resultierenden Perzentilwerte werden als 
Heat Stress Index (HSI) bezeichnet«.
4 Kühlgradtage: Kühlgradtage sind eine Maßzahl für den Einfluss des Klimas auf den Kühlenergieverbrauch eines Gebäu-
des. Kühlgradtage können beispielsweise zur Beurteilung des Energieverbrauchs einer Klimaanlage verwendet werden. 
Kühlgradtage sind die Differenz zwischen der gewünschten Raumtemperatur und der mittleren Außentemperatur eines 
Tages, falls diese Außentemperatur über einer angenommenen Kühlgrenze liegt (Quelle: http:www.kirchmayr.ch/wetter/
wetter-begriffe.htm).
Tabelle 4.1
Gesundheitliche Wirkungen für verschiedene Bereiche der biometeorologischen Indizes »apparent temperature« (AT)  
und Humidex.
Quelle: Smoyer-Tomic u. Rainham 2001 [272].
Temperaturbereich (°C) Gesundheitliche Wirkung
Apparent temperature (heat index)
<26,7 Komfort-Bereich
26,7 – 32,1 Müdigkeit/Mattigkeit möglich bei längerer Exposition und/ 
oder physischer Beanspruchung
32,2 – 40,5 Hitzschlag/Sonnenstich, Hitzekrämpfe oder Hitzeerschöpfung möglich bei 
längerer Exposition und/oder physischer Beanspruchung 
40,6 – 54,3 Hitzschlag/Sonnenstich, Hitzekrämpfe oder Hitzeerschöpfung wahrscheinlich 
bei längerer Exposition und/oder physischer Beanspruchung
> 54,4 Hitzschlag/Sonnenstich höchst wahrscheinlich bei fortgesetzter Exposition 
Humidex
< 30 Kein Diskomfort
30 – 39 Einiger Diskomfort
40 – 45 Starker Diskomfort; Vermeidung physischer Belastungen
> 45 Gefährlicher Diskomfort
> 54 Hitzschlag unmittelbar bevorstehend
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thermische Umwelt scheint mit dieser Methode 
jedoch nicht ausreichend berücksichtigt zu wer-
den. Nachteilig dabei ist weiterhin, dass nicht die 
Anpassung an die aktuellen Witterungsbedingun-
gen berücksichtigt wird, sondern die Anpassung 
an ein bereits zurückliegendes durchschnittliches 
Witterungsgeschehen. Von Koppe [156] wird dieses 
Verfahren als thermophysiologisch nicht relevant 
eingeschätzt und darüber hinaus die Notwendig-
keit von langen Zeitreihen meteorologischer Ein-
gangsgrößen zur Berechnung der Wahrscheinlich-
keitsdichtefunktionen kritisch gesehen. 
Mit der »Gefühlten Temperatur« haben 
Laschewski und Jendritzky (2002) einen komple-
xen thermischen Index eingeführt, der auf einem 
kompletten Wärmehaushaltsmodell des Menschen 
beruht, in epidemiologischen Studien aber bisher 
eher selten verwendet wird [177]. Dabei haben sie 
die Anpassung an die aktuelle Witterung berück-
sichtigt, indem sie die Abweichung der jeweili-
gen Tageswerte der »Gefühlten Temperatur« von 
den Werten einer Glättungsfunktion betrachte-
ten. Diese Glättungsfunktion soll das thermische 
Milieu repräsentieren, in dem es zu keinen negati-
ven Auswirkungen auf die Gesundheit kommt. Die 
Glättungsfunktion ist von der »Gefühlten Tempera-
tur« der 50 Tage vor und nach dem betrachteten Tag 
abhängig. Der menschliche Organismus kann sich 
jedoch nur retrospektiv an die thermische Umwelt 
anpassen. Außerdem liegt bei einer derartigen 
Vorgehensweise die Annahme zugrunde, dass die 
Anpassung vollständig erfolgt und dass es keine 
physiologischen Grenzen für die Anpassung gibt. 
Ein weiteres Problem ist dabei, dass für die Defi-
nition von Kältestress Abweichungen nach unten 
im Winter und für die Definition von Wärmebel-
astung Abweichungen nach oben im Sommer von 
Interesse sind. Daher müssen Temperaturschwel-
lenwerte für den Beginn von Sommer- und Winter-
halbjahr festgelegt werden [156]. 
Die neue Methode HeRATE (Health Related 
Assessment of the Thermal Environment), von 
Koppe eingeführt [156], kombiniert ein physio-
logisch relevantes Bewertungsverfahren für die 
thermische Umwelt mit einem konzeptionellen 
Modell für die kurzfristige Anpassung (bestehend 
aus kurzfristiger Akklimatisation und verhaltens-
gesteuerter Anpassung) an die lokale Witterung der 
letzten vier Wochen.
4.1.2.2  Hitzewellen
Die gesundheitliche Bedeutung von Hitzewellen 
zeigt sich schon in der Grunddefinition des Begriffs 
»Hitzewelle«. Robinson [252] definiert eine Hitze-
welle als »an extended period of unusually high 
atmosphere-related heat stress, which causes tem-
porary modifications in lifestyle, and which may 
have adverse health consequences for the affected 
population«. Eine Hitzewelle stellt somit zwar ein 
meteorologisches Ereignis dar, das aber nicht losge-
löst von Auswirkungen auf den Menschen gesehen 
werden kann. Für die Etablierung von Warnsyste-
men und für die Untersuchung der Auswirkungen 
von Hitzewellen auf den menschlichen Organis-
mus ist es vorher notwendig, diese in geeigneter 
Weise zu operationalisieren, wobei Intensität und 
Dauer solcher Extremereignisse berücksichtigt 
werden müssen. In der Literatur finden sich ver-
schiedenen Operationalisierungen von Hitzewel-
len. Sie gründen alle entweder auf 
 einem Schwellenwert der Lufttemperatur und 
einer Mindestdauer, 
 Schwellenwerten von biometeorologischen 
Indizes, die aus einer Kombination von Luft-
temperatur und anderen meteorologischen 
Messgrößen errechnet werden,
 relativen Schwellenwerten (Perzentilen) von 
meteorologischen Messgrößen, 
 synoptischen Ansätzen, bei denen komplexe 
Muster von Wetterlagen in die Definitionen für 
Hitzewellen mit einfließen.
 
Ein Beispiel, das den Unterschied zwischen absolu-
ten und relativen Temperaturschwellenwerten zur 
Definition von Hitzewellen veranschaulichen soll, 
zeigt Abbildung 4.1.
Eine der frühesten Hitzewellendefinitionen für die USA 
auf der Basis absoluter Schwellenwerte stammt von Bur-
rows [39]. Danach ist eine Hitzewelle ein meteorologi-
sches Ereignis bei dem über eine Zeitspanne von drei 
oder mehr aufeinanderfolgenden Tagen eine Tempera-
tur von 90 °F (32,2 °C) erreicht und überschritten wird. 
Robinson [252] hat vorgeschlagen, dass Hitzewellen 
in den USA definiert werden sollten als eine Periode 
von mindestens zwei aufeinanderfolgenden Tagen, an 
denen die Schwellenwerte für die maximalen Tages- und 
Gesundheitliche Auswirkungen von Hitzewellen und anderen klimaassoziierten Ereignissen     Kapitel 4 99
minimalen Nachtwerte der »apparent temperature« (zum 
Begriff siehe Abschnitt 4.1.2.1) überschritten werden. Eine 
Kombination aus Temperaturschwelle und Dauer wird 
auch in den Niederlanden zur Kennzeichnung einer 
Hitzewelle (»hittegolf«, pl. »hittegolven«) verwendet. So 
definiert das KNMI (Königlich Niederländisches Mete-
orologisches Institut) eine Hitzewelle als Episode von 
mindestens 5 Tagen mit einem Tagesmaximum der Luft-
temperatur von mindestens 25 °C. Von diesen 5 Tagen 
müssen mindestens 3 Tage eine Tagesmaximumtempe-
ratur von 30 °C oder mehr erreichen [122]. In ähnlicher 
Weise wird in der tschechischen Republik immer dann 
von einer »Hitzewelle« ausgegangen, wenn an mindes-
tens 3 aufeinander folgenden Tagen das Tagesmaximum 
der Lufttemperatur 30 °C erreicht oder überschritten wird, 
die mittlere Maximaltemperatur in dieser Zeit über 30 °C 
bleibt und an keinem Tag eine Maximaltemperatur von 
25 °C unterschritten wird [120, 169]. Diese Definition wird 
auch in Österreich verwendet [121, 214]. In Polen wird eine 
Hitzewelle definiert als eine Zeitspanne von mehreren 
Tagen oder Wochen, in der die maximale Lufttemperatur 
über 30 °C liegt und nur durch wenige kühlere Perioden 
unterbrochen wird [164]. Zur Quantifizierung der Wir-
kung von Hitzewellen auf die todesursachenspezifische 
Mortalität in der Stadt Essen haben Hertel et al. [114] eine 
Hitzewelle als ein Ereignis mit einer Maximaltempera-
tur oberhalb 32 °C und einer Dauer von mindestens drei 
Tagen definiert, was der Hitzewellendefinition von Bur-
rows [39] entspricht. In den Ländern Südeuropas liegen 
die Temperaturschwellenwerte höher. Diaz et al. [60] 
sprechen von einer Hitzewelle, wenn die Maximaltempe-
raturen der Außenluft über 36,5 °C liegen.
Absolute Schwellenwerte haben den Nachteil, dass sie 
nicht so einfach auf andere Regionen übertragen werden 
können, da Adaptationszustand und Anpassungsfähig-
keit der Bevölkerung gegenüber Hitze regional variieren 
und die klimatischen Verhältnisse selbst in einzelnen 
Landesteilen so gestaltet sein können, dass in generell 
kühleren Regionen Schwellenwerte nie erreicht werden 
oder in wärmeren Regionen auch höhere Schwellenwerte 
praktikabel wären. Im britischen Hitzewarnsystem wird 
diesem Umstand Rechnung getragen [55]. Hier wurden 
regional unterschiedlich hohe Schwellenwerte für die 
maximalen Tages- und minimalen Nachttemperaturen 
festgelegt, die an mindestens zwei Tagen in Folge und 
der dazwischen liegenden Nacht erreicht werden müs-
sen. So liegen beispielsweise die Schwellenwerte für Lon-
don bei 32 °C (Tag) und bei 18 °C (Nacht), für Nord-Ost 
England liegen die Schwellenwerte bei 28 °C (Tag) und 
15 °C (Nacht). Diese regionalen Unterschiede werden in 
anderen Operationalisierungen dadurch berücksichtigt, 
dass die Intensität von Hitzewellen über relative Schwel-
lenwerte (Temperaturperzentile) erfasst wird. Beniston 
[27] definiert Hitzewellen als eine Zeitspanne von drei auf-
einanderfolgenden Tagen, an denen die Temperatur das 
90. Perzentil der Sommermaximaltemperatur übersteigt. 
Nach Hajat et al. [105] ist eine Hitzewelle eine Abfolge von 
fünf oder mehr zusammenhängenden Tagen, an denen 
das 97. Perzentil der mit einem 3-Tages Mittelwert geglät-
teten Kurve der mittleren Tagestemperatur der gesamten 










Ein hypothetisches Beispiel für absolute und relative Temperaturschwellen zur Definition von Hitzewellen. 
In Anlehnung an [292]). 
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Untersuchungsperiode (21 Jahre) überschritten wird. Für 
Gosling et al. [97] sind Hitzewellen Episoden mit einer 
Dauer von mindestens drei oder mehr Tagen in unterbro-
chener Folge, an denen die Tagesmaximumtemperatur 
gleich oder größer dem 95. Perzentil der Sommermaxi-
maltemperatur des jeweiligen Untersuchungszeitraums 
(> 20 Jahre) ist. In einer anderen Untersuchung wurden 
das 98., 99. oder 99,5. Perzentil eines biometeorologi-
schen Indexes, der »apparent temperature«, des gesam-
ten Untersuchungszeitraumes (17 bis 31 Jahre) als Inten-
sitätskriterium definiert und als Dauer ein Minimum von 
zwei bis vier aufeinanderfolgenden Tagen festgelegt [101]. 
Obwohl die Verwendung relativer Schwellenwerte die 
regionalen Unterschiede in der Wärmeempfindlichkeit 
der Bevölkerung besser berücksichtigt, bleiben saisonal 
bedingte Änderungen der Wärmeempfindlichkeit davon 
ausgenommen [96]. 
Ein stärker synoptisch orientierter Ansatz unter 
Berücksichtigung der Thermophysiologie des mensch-
lichen Organismus wird in Deutschland verfolgt [74]. 
Nach den Kriterien des deutschen Wetterdienstes [74] 
liegt eine starke Wärmebelastung bei einer Wetterlage vor, 
»die meist über mehrere Tage hohe Temperaturen, relativ 
hohe Luftfeuchtigkeit, geringe Windbewegung und inten-
sive kurz- und langwellige Sonneneinstrahlung aufweist. 
Die Gefühlte Temperatur liegt über etwa 32 °C. Aufgrund 
eines Akklimatisationseffektes kann dieser Schwellen-
wert bei frühen Hitzewellen und in nördlichen Breiten 
etwas niedriger, im Hochsommer und in südlichen Brei-
ten etwas höher liegen«. 
Extreme Wärmebelastung herrscht bei einer Wetter-
lage, »die meist über einen längeren Zeitraum extreme 
Temperaturen, relativ hohe Luftfeuchtigkeit, geringe 
Windbewegung, intensive kurz- und langwellige Son-
neneinstrahlung und eine geringe nächtliche Abkühlung 
aufweist. Die Gefühlte Temperatur liegt über etwa 38 °C. 
Aufgrund eines Akklimatisationseffektes kann dieser 
Schwellenwert bei frühen Hitzewellen und in nördlichen 
Breiten etwas niedriger, im Hochsommer und in südli-
chen Breiten etwas höher liegen«.
Die hier genannten Beispiele zeigen, dass es keine 
einheitliche Definition einer Hitzewelle gibt und 
eine solche Vereinheitlichung, obwohl prinzipiell 
wünschenswert, in Anbetracht der vielfältigen 
Aspekte von Hitzebelastungen auch kaum zu errei-
chen sein wird. Die unterschiedlichen Operationa-
lisierungen von Hitzewellen in epidemiologischen 
Studien haben mitunter zur Folge, dass Studien-
ergebnisse nur bedingt miteinander vergleichbar 
sind. 
4.1.3  Studiendesigns
4.1.3.1 Episoden-Analysen zur Bestimmung 
 der Exzessmortalität nach thermischer 
 Belastung
Wenn thermische Effekte auf den menschlichen 
Organismus untersucht werden, insbesondere 
bei der Untersuchung von Extremereignissen, 
wie Hitze- oder Kältewellen, werden sehr häufig 
zunächst Vergleiche, der in diesem Zeitraum beob-
achteten Todesfälle mit den zu erwarteten Todes-
fällen angestellt. Dabei wird die durch das Ereignis 
bedingte Mortalität im Verhältnis zur erwartenden 
Mortalität als die Zahl von Sterbefällen definiert, 
die ausgeblieben wären, wenn das entsprechende 
Ereignis nicht stattgefunden hätte [304]. Zur 
Bestimmung dieser Erwartungswerte findet man 
in der Literatur verschiedene Herangehensweisen. 
Beispiele dafür zeigt Tabelle 4.2. Das prinzipielle 
Vorgehen bei der Ermittlung der Übersterblichkeit 
zeigt Abbildung 4.2.
Vor allem bei der Analyse von einzelnen Extre-
mereignissen wie z. B. der Hitzewelle im Sommer 
2003 wird die Tages-Mortalität während der Hitze-
welle häufig mit der Anzahl der Tages-Sterbefälle 
eines Referenzzeitraumes verglichen. Hierbei kann 
es sich um
 einige wenige Tage vor dem Ereignis [22] oder 
Tage ohne Hitzebelastung im gleichen Kalen-
derzeitraum [128],
 den gleichen Zeitraums des Vorjahres [49] 
oder gleiche Zeiträume von noch weiter zu-
rückliegenden Jahren5 [87, 204, 247, 251, 261, 
282, 294], 
5 Bei der Bestimmung des Erwartungswertes auf Basis von Mittelwerten der Sterbefallzahlen von zurückliegenden 
Jahren ist es notwendig, dass Trends in der Mortalität, wie sie durch eine Änderung der Bevölkerungszahl oder der 
Mortalitätsrate entstehen können, vorher entfernt werden 169. Kyselý J. Mortality and displaced mortality during heat 
waves in the Czech Republic. Int J Biometeorol 2004; 49, 91-97.
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 stärker aggregierte Zeiträume: Saisonmittel-
werte [267, 275], Mittelwerte mehrerer aufei-
nanderfolgender Sommermonate unmittelbar 
vor der Hitzewelle [115], aggregierte Werte von 
Sommermonaten zurückliegender Jahre [56] 
oder Jahresmittelwerte, die zusätzlich geglättet 
wurden [202]. 
In den Referenzzeiträumen wurden die Tageswerte 
der Mortalität vorher statistisch aufbereitet durch
 
 gleitende Mittelwerte [122], 
 gleitende Mittelwerte unter Einbeziehung von 
Mortalitätsdaten der Hitzeperiode6 [56, 255], 
 Verwendung verschiedener Filterfunktionen 
6 Ein Nachteil dieser Methode ist dabei, dass für längere Episoden mit erhöhter Mortalität der Erwartungswert ansteigt 122. 
Huynen MMTE, Martens P, Schram D, Weijenberg MP, Kunst AE. The Impact of Heat Waves and Cold Spells on Mortality 
Rates in the Dutch Population. Environ Health Perspect 2001; 109, und damit die Exzessmortalität u. U. unterschätzt wird.
Tabelle 4.2
Methoden zur Bestimmung der Exzessmortalität – Beispiele.
Quelle: Gosling et al. 2009 [96].
Methode Vorteile Nachteile Referenz
Die Basismortalität entspricht 
dem Mortalitätsminimum der 
Mortalitäts-Außentemperatur-
Beziehung. 
Vergleich von Exzessmortalitäten 
verschiedener geografischer 
Regionen möglich.
Muss den Umstand berück-
sichtigen, dass das Mortalitäts-
minimum regional und zeitlich 
variiert.
[66, 67]
Tagesmortalität wird mit einem  
31- oder 30-Tage gleitenden 
Mittelwert des gleichen Jahres 
verglichen
Nützlich, wenn lange 
Zeitreihen fehlen
Die Einbeziehung von Zeit- 
räumen mit Hitzewellen 
erschwert die Vergleichbarkeit 
aufgrund der Unterschiedlichkeit 
dieser Extremereignisse
[56, 57, 97, 
255]
Tagesmortalität wurde mit dem  
31- oder -Tage gleitenden Mittel-
wert der beiden vorhergehenden 
Jahre verglichen.
Vermeidet die Nachteile, die 
mit der Verwendung gleitender 
Mittelwerte des gleichen Jahres 
verbunden sind. Dieser Ansatz 
ist somit geeigneter.
Eine Übersterblichkeit am 
Anfang der Zeitreihe kann 
nicht ermittelt werden, da 
Vorwerte fehlen. 
[122 ]
Tagesmortalität wird mit einem 
monats-spezifischen Mittelwert 
der Tagesmortalität vorhergehen-
der Jahre verglichen. 
Kann verwendet werden, 
wenn nur Daten weniger Jahre 
zur Verfügung stehen. 
Eine Übersterblichkeit am 
Anfang der Zeitreihe kann 
nicht ermittelt werden, da 
Vorwerte fehlen. 
[56, 57]
Basis-Mortalität wurde mit der 
Poisson regression, zusammen 
mit nichtparame trischen Glät-
tungsverfahren (Zeitreihen- 
Regression) bestimmt.
Erlaubt die Einbeziehung 
inherenter saisonaler und 
wöchentlicher Mortalitätsverläufe, 
Feiertage und Ferien sowie die 
Aufnahme von zusätzlichen 
Einfluss- und Störgrößen 
(Confoundern) in die Modelle. 
Nicht anwendbar bei 
Einschränkungen im Bezug 







Die Mortalität des entsprechenden 
Vorjahreswertes oder korrespon-
dierender Tageswerte der Vorjahre. 
Anwendbar bei einer geringen 
Anzahl an Vergleichsjahren. 
Vorzuziehen sind längere 




Der Median der Mortalität für 
den Monat, in dem die Todesfälle 
auftreten wird subtrahiert von den 
Tageszahlen.
Anwendbar bei Daten, die 
nicht normal verteilt sind, 
da Monatsmittelwerte die 
Ergebnisse verzerren.
Der Median muss 
nicht die Basismortalität 
repräsentieren. 
[51, 53]




















Ermittlung der Exzessmortalität (stark schematisiert, Grundlage bildete die Zeitreihe der Mortalitätsdaten der Stadt 
Chicago, USA des Jahres 1995). Die Zahl der hitzebedingten Todesfälle (Exzessmortalität) entspricht der Peakfläche (rot)  
der Todes fälle, die der Hitzeepisode (untere Kurve) folgen. Der Erwartungswert bestimmt sich aus der Basismortalität  
(blaue Linie), die wiederum aus der Zeitreihe der Todesfälle (Punkte) geschätzt wird. 
Datenquelle: Peng und Welty 2004 [235]. 
zur Glättung der Zeitreihen von Mortalitäts-
daten, zum Beispiel 183-Tage Loessfilter [105], 
Spline-Funktionen [204], Poissonregressionen 
[247, 270], sinusförmige Funktionen [59, 91], 
 Berücksichtigung von Langzeit- und Jahres-
trends sowie des Wochenganges [105, 169-171, 
206], 
 zusätzliche Berücksichtigung von Grippewel-
len [4, 91, 105, 114, 167, 171, 221], 
 zusätzliche Berücksichtigung von Luftver-
schmutzung [114, 167, 282], 
 zusätzliche Berücksichtigung von Schulferien 
[105, 206].
 
Aufgrund der unterschiedlichen Methoden, die zur 
Bildung von Erwartungswerten eingesetzt werden, 
sind die mithilfe der Erwartungswerte abgeleiteten 
Exzessmortalitäten ebenfalls methodenabhängig 
und damit nicht direkt miteinander vergleichbar 
[158]. Wenn z. B. die Erwartungswerte über glei-
tende Mittelwerte der gesamten Zeitreihe wie bei 
[255] und [56] bestimmt werden, dann kann dies 
zu einer Unterschätzung der hitzebedingten Mor-
talität führen, da Extremereignisse in der Untersu-
chungperiode enthalten sind [96]. Dies kann sich 
insbesondere in solchen Ländern auf die Exzess-
mortalität auswirken, in denen aufgrund der dort 
herrschenden klimatischen Verhältnisse zukünftig 
mit länger dauernden Hitzewellen zu rechnen ist, 
wie das für Länder mit einem stärker kontinental 
geprägtem Klima der Fall ist [171]. Überschätzun-
gen der Exzessmortalität können dann auftreten, 
wenn die Mortalität des Referenzzeitraums (z. B. 
des Vorjahres) aufgrund der günstigeren Wetter-
verhältnisse zufällig niedriger war. 
Die Analysen einzelner Hitzewellen zur Bestim-
mung der Exzessmortalität haben den Vorteil ihrer 
Transparenz und besitzen für die Etablierung von 
Hitzewellen-Warnsystemen eine hohe Relevanz. 
Dem stehen jedoch einige Nachteile gegenüber, 
wie z. B. die Schwierigkeiten, Hitzewellen standar-
disiert zu operationalisieren und der Umstand, nur 
Teilmengen der zur Verfügung stehenden Daten 
in die Analysen einzubeziehen und damit nur 
einen Aspekt der weit umfangreicheren Tempera-
tur-Effektbeziehungen zu untersuchen. Eine viel 
detailliertere Form der Auswertung von Tempera-
tur-Wirkungsbeziehungen kann mit Zeitreihen-
Studien erfolgen.
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4.1.3.2 Zeitreihenstudien zur Untersuchung von 
 Zusammenhängen zwischen Mortalität 
 und thermischer Belastung
Betrachtet man ausreichend lange Zeitreihen der 
Mortalität, so zeigt sich, dass die Sterblichkeit der 
Bevölkerung, unabhängig von der Untersuchungs-
region, einen saisonalen Verlauf aufweist [56, 82, 
112, 223]. Auch für Deutschland ist dies vielerorts 
beschrieben [63, 154, 156, 177, 179, 290]. Die Morta-
lität ist in den Wintermonaten (Januar bis März) am 
höchsten und durchläuft in den Sommermonaten 
ein Minimum. Die Außentemperatur wird dabei 
als »Trigger« für diese Fluktuationen angesehen 
[22, 81]. Zwischen der Mortalität und der Außen-
temperatur besteht ein gegenläufiges Verhalten 
(Abbildung 4 3). Dieser saisonale Verlauf reflektiert 
jedoch nur einen Teil des Jahresganges von Mor-
talität und Temperatur. Auch im Bereich moderat 
veränderter Temperaturen sind bereits Auswirkun-
gen auf die Mortalität beobachtbar, wie Zeitreihen-
Studien gezeigt haben.
Zeitreihen-Studien gehören aus Sicht der Epide-
miologie zum »ökologischen Studientyp«. Zeit-
























































































































Saisonaler Verlauf von Sterblichkeit und Außenlufttemperatur im Zeitraum vom 01.01.1987 bis zum 31.12.2000  
am Beispiel von Chicago, USA. 
Datenquelle: Peng und Welty [235].
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statistischen Zusammenhängen zwischen Umwelt-
einflüssen, wie z. B. der Außenlufttemperatur oder 
anderer meteorologischer Kenngrößen einerseits 
(siehe Abschnitt 4.1.2) und gesundheitlichen End-
punkten wie z. B. Mortalitätsdaten andererseits 
eingesetzt. Dabei erfolgt meist auch eine Kontrolle 
von möglichen Störeinflüssen (Confoundern), wie 
zeitlichen Trends, saisonalen Einflüssen, partiku-
lärer oder gasförmiger Luftverschmutzung und 
sozioökonomischem Status [11, 22, 94]. Bei der 
statistischen Auswertung dieser Zeitverläufe wird 
die Hypothese geprüft, ob kurzzeitige Änderungen 
der Stärke von Umwelteinflüssen in der unmittel-
baren Lebensumwelt des Menschen zu statistisch 
signifikanten Kurzzeiteffekten beim Menschen 
führen. Moderne Zeitreihen-Studien beschränken 
sich somit meist nicht nur auf die Analyse einzel-
ner meteorologischer Ereignisse, wie einzelner 
Hitzewellen, sondern untersuchen den zeitlichen 
Verlauf von Umweltmessgrößen zusammen mit 
gesundheitlichen Endpunkten retrospektiv über 
viele Jahre und liefern dadurch Schätzwerte für die 
mittlere Zahl von Ereignissen, die auftreten, wenn 
sich Umwelteinflüsse ändern [94]. Die Zielpopula-
tion umfasst alle Personen, die in einer definierten 
geographischen Region während definierter Beob-
achtungsperioden wohnen. Die Studienpopulation 
enthält im Unterschied zur Zielpopulation nur die 
Personen, die während der Beobachtungsphase 
den interessierenden gesundheitlichen Endpunkt 
entwickeln. Tabelle 4.3 zeigt eine Zusammenstel-
lung von epidemiologischen Zeitreihen-Studien, 
die in den letzten Jahren in Europa durchgeführt 
wurden. Die Studien unterscheiden sich hinsicht-
lich der Aufschlüsselung der zugrundeliegenden 
Mortalitätsdaten (Alter, Geschlecht, Todesursa-
che), der Zeitreihenlängen, der Methoden zur 
Bestimmung der hitzebedingten Mortalität und 
der Kenngrößen thermischer Belastung. Typische 
Untersuchungsendpunkte sind täglich auftre-
tende Todesfälle oder tägliche Fälle von Einwei-
sungen und Notaufnahmen in Einrichtungen des 
Gesundheitswesens. Die Untersuchungen von 
Zusammenhängen zwischen den täglichen Fall-
zahlen und meteorologischen Einflüssen erfolgt 
mit Hilfe von Regressionsanalysen unter Kontrolle 
von Confoundern. Dabei unterscheidet man zwei 
grundlegende Methoden der Datenanalyse: die 
ökologisch ausgerichtete Zeitreihen-Regression 
mit Hilfe generalisierter additiver Modelle (GAM) 
und Studien personenbezogener Wirkungsdaten 
mit case-crossover-Design.
Generalisierte additive Modelle (GAM)
Zeitreihenanalysen werden mit Hilfe der Poisson-
Regression meist auf der Basis der Methode der 
generalisierten additiven Modelle (GAM) durch-
geführt und gehören zu den statistischen Stan-
dardmethoden bei der Untersuchung von Zusam-
menhängen zwischen kurzzeitig einwirkenden 
erhöhten Umweltexpositionen und akuten gesund-
heitlichen Effekten [16]. Die Poisson-Regression ist 
eine Form der Regressionsanalyse, mit der Zähl-
daten (Todesfälle) modelliert werden. Dabei wird 
vorausgesetzt, dass die Zahl der Todesfälle einer 
Poisson-Verteilung folgt, wobei Abweichungen 
davon, wie die häufig vorkommende Überdisper-
sion, im Modell berücksichtigt werden können. Das 
Modell geht davon aus, dass der Logarithmus des 
Erwartungswertes (Mittelwertes) der Todesfallzah-
len durch eine Kombination von Expositionsvaria-
blen und Confoundern vorhergesagt werden kann 
[96]. Die Expositionsvariablen (Tagestemperatur, 
apparent temperature oder Humidex) können als 
lineare oder nichtlineare Terme modelliert werden, 
wobei auch Zeitverschiebungen zwischen Exposi-
tion und Wirkung (Lag-Phasen) unterschiedlicher 
Dauer Berücksichtigung finden können. Für die 
Kontrolle von Langzeittrends und saisonaler Ein-
flüsse werden häufig nichtlineare Funktionen 
in Form von Splines verwendet. Ausführliche 
Beschreibungen der Methodik finden sich in [11, 90, 
94]. Poisson-Regression und GAM können sowohl 
auf die Untersuchung von einzelnen diskreten 
Ereignissen wie Hitzewellen angewendet werden 
[40, 49, 114, 116, 133, 203, 244] als auch Zusammen-
hänge von kontinuierlichen Messgrößen, wie der 
Umgebungstemperatur oder anderer Expositions-
variablen auf die Mortalität oder Morbidität durch 
Analyse langer Zeitreihen ermitteln [7, 8, 15, 25, 35, 
56, 91, 98, 101, 102, 105, 121, 122, 125, 154, 169, 171, 214, 
221, 231, 234, 245, 253, 270, 286]
Aufgrund der ökologischen Natur dieser Studien 
sind bezüglich der Representativität der Expositi-
onsvariablen, die in die Analysen eingehen, einige 
Anmerkungen notwendig [96]: Eine einzelne mete-
orologische Größe muss nicht repräsentativ für den 
Gesamteinfluss des Wetters auf gesundheitliche 
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Effekte sein, da andere meteorologische Variablen 
die Expositions-Wirkungsbeziehungen synergis-
tisch beeinflussen können [134]. Zumindest für den 
Einfluss der Luftfeuchte auf die Mortalität scheint 
dies jedoch eher nicht zuzutreffen, wie Untersu-
chungen gezeigt haben [17, 37, 56, 57].
Die meteorologischen Messwerte sind Werte 
von Messstationen, die in aller Regel in einiger Ent-
fernung zu den Orten gesundheitlicher Wirkungen 
liegen, also nicht zwangsläufig die Exposition am 
Ort des Geschehens abbilden. Die Messwerte müs-
sen somit nicht repräsentativ für die Verhältnisse in 
Gebäuden sein, in denen die Todesfälle auftreten.
Die beobachteten Gesundheitseffekte könnten 
auch auf den Einfluss anderer Umweltbelastun-
gen, wie der Luftverschmutzung zurückzuführen 
sein [134], sodass die Einbeziehung von einzelnen 
Variablen der Luftverschmutzung zusammen mit 
meteorologischen Messgrößen aufgrund mögli-
cher bestehender Kollinearitäten aus methodischen 
Gründen nicht gerechtfertigt ist [250, 261]. Es bedarf 
deshalb aufgrund der bestehenden Unsicherheiten 
noch weiterer wissenschaftlicher Untersuchungen, 
um den eigenständigen Beitrag der Luftverschmut-
zung auf die Mortalität zu quantifizieren [105, 141, 
146, 234], da die Regressionskoeffizienten einer 
Variablen auch den Einfluss einer anderen, mit ihr 
korrelierten Variablen widerspiegeln könnten [96].
Case-crossover Studien
Das Case-crossover-Design, das auf Maclure [185] 
zurückgeht, ist die zweite methodische Säule um 
Assoziationen zwischen kurzzeitigen Expositio-
nen gegenüber Temperatureinflüssen und akuten 
adversen Effekten beim Menschen zu untersuchen 
[26, 54, 168, 271, 277, 278]. Das Design verwendet 
ebenfalls nur Fälle (Todesfälle, Notarzteinsätze, 
Krankenhauseinweisungen etc.) und vergleicht die 
Häufigkeit der Expositionen zur Zeit des Ereignis-
eintritts (z. B. Erkrankungszeitpunkt) auf personen-
bezogener Basis mit den Expositionshäufigkeiten 
zu anderen entsprechend festgelegten Kontroll- 
oder Referenz-Zeiten. Dabei repräsentieren die 
Referenzzeiten die erwartete Verteilung der Expo-
sition für Untersuchungszeitpunkte ohne Ereignis. 
Dadurch, dass die Probanden auch ihre eigenen 
Kontrollen sind, ist der Einfluss von zeitlich invari-
anten Confoundern, wie Geschlecht, Alter, Rauch-
gewohnheiten oder sozialem Status bereits über 
das Design kontrolliert [18]. Es bestehen Parallelen 
zum Design einer gematchten Fall-Kontrollstudie. 
Das Risikomaß ist wie dort das »Odds Ratio«. Aus-
führliche Beschreibungen der Methodik finden 
sich neben [185] auch bei [23, 127, 129].
4.1.4 Quantifizierung der Mortalität unter dem 
 Einfluss thermischer Belastungen
4.1.4.1  Temperaturabhängigkeit der Mortalität
Temperaturschwellen und Mortalitätsminimum
Aufgrund der Tatsache, dass sowohl im Bereich 
höherer als auch niedrigerer Temperaturen adverse 
Gesundheitseffekte auftreten, wird oft eine konvexe 
Beziehung zwischen Temperatur und Sterblichkeit 
beobachtet. Es existiert somit ein Temperaturbe-
reich, in dem die Sterblichkeit die niedrigsten 
Werte aufweist (Abbildung 4.4). Dieser Tempera-
turbereich wird manchmal etwas unglücklich auch 
als »Komfortbereich« bezeichnet [187]. Die unteren 
und oberen Grenzen dieses »Komfortbereiches« 
bilden die »Schwellentemperaturen«. Jenseits die-
ser Schwellenwerte nimmt die Sterblichkeit von 
einem Grundlinien-Niveau ausgehend wieder zu 
[138]. Eine Zusammenstellung der beobachteten 
Schwellentemperaturen findet sich in Tabelle 4.4. 
Die in Europa beobachteten Temperaturschwellen-
werte der Mortalität für die Bevölkerungen der ein-
zelnen Länder weisen einen Nord-Süd und einen 
West-Ost Gradienten auf [214], die die klimatischen 
Verhältnisse und die damit verbundene thermophy-
siologische Anpassung der Bevölkerung in gewisser 
Weise reflektieren. Die Spannweite der Schwellen-
werte erstreckt sich von 10 °C für Oslo [221], 11 – 12 °C 
für Stockholm [253] und 18 °C für Moskau [245] bis 
23 – 26 °C für Athen [149], 26 °C für Madrid [230] 
und bis 27 °C und darüber für Palermo (Italien) 
[219]. Generell scheinen höhere Schwellenwerte 
für das Mortalitätsminimum dort aufzutreten, 
wo auch höhere Sommertemperaturen herrschen 
[104]. Neben den großräumigen klimatischen 
Bedingungen haben auch die regionalen klimati-
schen Verhältnisse auf die Lage der Schwellenwerte 
einen Einfluss wie Studien in Frankreich und Groß-
britannien gezeigt haben [12, 174]. Für Paris erga-
ben sich höhere Schwellenwerte (20,6 – 23,6 °C) 
als beispielsweise für die Départements Cote-d’Or 
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(16,7 – 19,7 °C) und Hautes-Alpes (14,8 – 17,8 °C). Für 
England und Wales zeigte sich, dass Regionen mit 
höheren durchschnittlichen Sommertemperaturen 
höhere Temperaturschwellen für die Mortalität auf-
wiesen [12]. 
Die Lage der Schwellenwerte auf der Tempera-
turskala ist jedoch nicht nur vom regionalen Tem-
peraturregime beeinflusst, sondern auch von ande-
ren meteorologischen Parametern abhängig. So 
konnten Saez et al. [258] bei der Untersuchung des 
Einflusses der Außentemperaturen auf die Morta-
lität an ischämischer Herzkrankheit in der Stadt 
Barcelona eine Erhöhung der Temperaturschwelle 
um 2 °C auf 23 °C an heißen Tagen mit hoher rela-
tiver Luftfeuchtigkeit (oberhalb 85 %) im Vergleich 
zu kühleren Tagen mit geringerer Luftfeuchtigkeit 
feststellen. Dieser Befund ist insofern bemerkens-
wert, da eigentlich eine niedrigere Schwelle zu 
erwarten gewesen wäre, denn eine Kombination 
von hohen Lufttemperaturen mit hohen relativen 
Luftfeuchtigkeiten behindert die Schweißabgabe 
und erhöht somit den Hitzestress [66], was sich 
auch in einer dann deutlich höheren Sterblichkeit 
in dieser Studie zeigte. Einschränkend muss jedoch 
hinzugefügt werden, dass der Anteil der Tage mit 
relativen Luftfeuchten oberhalb 85 % nur 2 % aller 
Tage der gesamten Zeitreihe ausmachte. 
Temperaturschwellenwerte sind auch vom Alter 
der Population abhängig, wobei die ältere Bevöl-
kerung die suszeptiblere Population gegenüber 
Temperaturänderungen ist [49, 66, 77, 106, 122, 
219]. Ebenso bestehen Unterschiede zwischen den 
Geschlechtern [174] und Abhängigkeiten von der 
Todesursache [219]. Es gibt Hinweise darauf, dass 
die Schwellenwert-Temperaturen auch jahreszeitli-
chen Einflüssen unterliegen. Kyselý und Huth [170] 
ermittelten einen um 2 – 3 °C geringeren Schwel-
lenwert der Lufttemperatur für einen signifikanten 
Mortalitätsanstieg in den Monaten April, Mai und 
September als in den Monaten Juni und Juli.
Thermische Belastung und Mortalität
Die Existenz von Temperaturschwellen und eines 
sogenannten Komfortbereiches für die Mortalität 
hat zur Folge, dass in epidemiologischen Studien 
sehr häufig eine U-, V- oder J-förmige Temperatur-
Mortalitätsbeziehung gefunden wird (Abbildung 























Zusammenhang zwischen durchschnittlicher täglicher Mortalität und Außenlufttemperatur (2 °C-Intervalle)  
für Chicago (Untersuchungszeitraum 01.01.1987 bis 31.12.2000).
Datenquelle: Peng und Welty 2004[235].
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Tabelle 4.4
Lage der Schwellentemperaturen oder Komfortbereiche für das Mortalitätsminimum der Bevölkerung europäischer  
Länder, Regionen gruppiert nach abnehmender Distanz zum Äquator, ergänzt durch Anmerkungen zu den untersuchten 
Todes ursachen, Altersgruppen und Untersuchungszeiträumen.
IHK: ischämische Herzkrankheit; CVK: zerebrovaskuläre Erkrankung; KVK: kardiovaskuläre Erkrankung;  





Nordfinnland 14,3 − 17,3 [149] Altersgruppe 65 − 74, 1988 − 1992, 
Nordfinnland 18,0 [81] Altersgruppe 50 − 59, 65 − 74 und alle Altersgruppen, 1988 − 1992, 
IHK, CVK, RK, und Gesamtmortalität 
Südfinnland 12,2 − 15,2 [66] Gesamtmortalität, Altersgruppe über 55, 1971 − 1997
Finnland 14,0 [223] Gesamtmortalität
Oslo, Norwegen 10,0 [221] Gesamtmortalität, KVK, RK, alle Altersgruppen, 1990 − 1995 
Stockholm, Schweden 11,0 − 12,0 [253] Gesamtmortalität, alle Altersgruppen, < 65, 65 − 74, >74, 
1998 − 2003, KVK, RK
Moskau 18,0 [245] Gesamtmortalität, alle Altersgruppen, 60 − 74, 75 +, 
01.01.2000 − 27.02.2006, KHK, CVK, RK 
Großbritannien 15,6 − 18,6 [67] Gesamtmortalität, alle Altersgruppen, 1976 − 1996
Niederlande 14,5 [122] Gesamtmortalität, Altersgruppe 0 − 64, 1979 − 1997
Niederlande 15,5 [122] Schwelle ist für maligne Neoplasien, > 65, 1979 − 1997
Niederlande 16,5 [122] Schwelle ist für Gesamtmortalität, CD, RK, 
Altersgruppe über 65, 1979 − 1997
Niederlande 18,0 [81] Altersgruppe 50 − 59, 65 − 74 und alle Altersgruppen, 
1988 − 1992, IHK, CVK, RK und Gesamtmortalität
Südostengland 15,0 − 18,0 [66] Gesamtmortalität, Altersgruppe über 55, 1971 − 1997
London, UK 18,0 [234] Gesamtmortalität, alle Altersgruppen, 1993 − 1996 
London, UK 18,0 [81] Altersgruppe 50 − 59, 65 − 74 und alle Altersgruppen, 
1988 − 1992, IHK, CVK, RK und Gesamtmortalität
London, UK 19,0 [97, 105] Gesamtmortalität, alle Altersgruppen, 1976 − 2003 [97] 
Gesamtmortalität (einschließlich RK und CD), 
alle Altersgruppen 1976 − 1996 [105]
London, UK 19,3 − 22,3 [149] Altersgruppe 65 − 74, 1988 − 1992
London, UK 20,5 [101] Gesamtmortalität, alle Altersgruppen, 1976 − 2003 
Essen, Deutschland 15,7 [116] Gesamtmortalität, 2002 − 2003
Baden-Württemberg 14,0 [177] Gesamtmortalität, alle Altersgruppen, 1968 − 1997
Baden-Württemberg 20,5 [149] Gesamtmortalität, alle Altersgruppen, 1988 − 1992
Paris, Frankreich 20,6 − 23,6 [174] Gesamtmortalität, alle Altersgruppen, 1991 − 1995
Tschechische Rep. 20 [170] Gesamtmortalität, KHK, RK, alle Altersgruppen, 1992 − 2000
Wien, Österreich, 15 − 20 [214] Gesamtmortalität, KHK, RK, alle Altersgruppen, 
< 6, 65+, 1990 − 2004
Budapest, Ungarn 18,0 [231] Alle Altersgruppen, 1970 − 2000
Budapest, Ungarn 19,6 [101] Gesamtmortalität, alle Altersgruppen, 1970 − 2000 
Mailand, Italien 23,4 [101] Gesamtmortalität, alle Altersgruppen, 1985 − 2002, 
Rom, Italien 24,0 [206] Gesamtmortalität, Altersgruppe 65 +, 1987 − 1996
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folgenden Arbeiten verwiesen [4, 22, 56, 122, 149, 
196, 210, 214, 230, 245, 253, 286]. Eine Ausnahme 
stellt die Studie von Kohlhuber [154] dar, in der die 
Temperaturabhängigkeit der Mortalität der Mün-
chener Bevölkerung untersucht wurde. Hier wurde 
nur eine monoton fallende Abhängigkeit zwischen 
Temperatur und Mortalität festgestellt, d. h. mit 
steigender Außentemperatur sinkt die Sterblich-
keit. Ergebnis eines Großteils dieser Studien ist, 
dass unterhalb des Komfortbereiches die Sterb-
lichkeit mit sich ändernder Temperatur weniger 
stark zunimmt als oberhalb des Komfortbereichs. 
Die hitzebedingte relative Sterblichkeitszunahme 
bezogen auf ein bestimmtes Temperaturintervall ist 
meist größer ist als die kältebedingte relative Sterb-
lichkeitszunahme. Neben der Temperatur haben 
Hitzewellen einen verstärkenden Einfluss auf die 
Mortalität, wenn sie als zusätzlicher, eigenständiger 
Faktor untersucht werden [101, 114, 121, 172, 214, 231]. 
Eine Übersicht über die Risikoschätzer für die Mor-
talität nach thermischer Belastung gibt Tabelle 4.5. 
Diese Relationen werden durch die Anpassung der 
Bevölkerung an die jeweiligen regionalen klimati-
schen Bedingungen noch zusätzlich modifiziert. 
Studien haben gezeigt, dass die Bevölkerung wär-
merer Regionen eine höhere Exzessmortalität nach 
Kältestress aufweist als nach Hitzebelastung, wäh-
rend für die Bevölkerung kühlerer Regionen die 
umgekehrte Beobachtung gemacht wurde [8, 9, 50, 
112]. Andererseits führen gleiche Sommertempera-
turen in wärmeren Ländern zu geringeren Morta-
litätssteigerungen als in Ländern kühlerer Klimata 
[81]. Neben der thermischen Belastung als solchen 
und der physiologischen Anpassung an das regio-
nale Klima wird als Modifikator auch der Wärmein-
seleffekt diskutiert, der insbesondere in Großstäd-
ten (aufgrund verstärkter Wärmespeicherung und 
Abstrahlung der Gebäude) als zusätzlicher Risiko-
faktor auftritt [191, 275]. Dabei ist zu beachten, dass 
in Ballungsräumen neben dem Wärmeinseleffekt 
auch erhöhte Luftschadstoffkonzentrationen auf-
treten, die einen Einfluss auf die Mortalität haben 
können (siehe hierzu 3.2 und 4.1.5).
Tabelle 4.4 (Fortsetzung)
Lage der Schwellentemperaturen oder Komfortbereiche für das Mortalitätsminimum der Bevölkerung europäischer  
Länder, Regionen gruppiert nach abnehmender Distanz zum Äquator, ergänzt durch Anmerkungen zu den untersuchten 
Todes ursachen, Altersgruppen und Untersuchungszeiträumen.
IHK: ischämische Herzkrankheit; CVK: zerebrovaskuläre Erkrankung; KVK: kardiovaskuläre Erkrankung;  





Sofia, Bulgarien 18,0 [234] Gesamtmortalität, alle Altersgruppen, 1996 − 1999 
Barcelona, Spanien 21,06 [258] Altersgruppe über 45, 1986 − 1991 (Schwelle höher (23 °C) 
an sehr feuchten Tagen [relative Luftfeuchte über 85 %])
Madrid, Spanien 26,0 [230] KVK, RK, Altersgruppe 45 und 64, 1986 − 1991
Madrid, Spanien 23,9 [210] KVK, RK, Altersgruppe 65+, 1986 − 1991
Madrid, Spanien 20,3 [5] Gesamtmortalität, 1986 − 1992
Valencia, Spanien 22,0 − 22,5 [17] Gesamtmortalität, Altersgruppe über 70, 1991 − 1993, 
(Mortalitätsminimum bei 22 − 22,5 °C [jährlich], 15 °C [Winter] 
und 24 °C [Sommer])
Lissabon, Portugal 15,6 − 31,4 [56] Gesamtmortalität, alle Altersgruppen, 1980 − 2998
Athen, Griechenland 18,0 [81] Altersgruppe 50 − 59, 65 − 74 und alle Altersgruppen, 
1988 − 1992, IHK, CVK, RK und Gesamtmortalität
Athen, Griechenland 22,7 − 25,7 [149] Altersgruppe 65 − 74, 1988 − 1992
Palermo, Italien 27 [219] Gesamtmortalität, KVK, RK, Altersgruppen 0 − 64 
(Schwelle 27,7 °C), 65 + (Schwelle: 27,0 °C), 1997 − 2001
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0,85 % /1 °C 6,2 % /1 °C 65 – 74 Jahre Gesamtmortalität [149]
0,29 % /1 °C n. a. 50 – 59 und 65 – 74 Jahre Gesamtmortalität [81]
Südfinnland 0,27 % /1 °C n. a. 50 – 59 und 65 – 74 Jahre Gesamtmortalität [81]
Norwegen 0,30 % /1 °C n. a. alle Altersgruppen Gesamtmortalität [175]
Oslo
1,4 % /1 °C n. s. alle Altersgruppen Gesamtmortalität [221]
1,7 % /1 °C n. s. alle Altersgruppen KVK [221]
2,1 % /1 °C 4,7 % /1 °C alle Altersgruppen RK [221]
Stockholm
0,7 % /1 °C 1,4 % /1 °C alle Altersgruppen Gesamtmortalität [253]
n. a. 1,1 % /1 °C alle Altersgruppen KVK [253]
n. a. 4,3 % /1 °C alle Altersgruppen RK [253]
Moskau
0,48 % /1 °C 2,8 % / 1 °C alle Altersgruppen Gesamtmortalität [245]
0,57 % /1 °C 2,7 % /1 °C alle Altersgruppen KHK [245]
0,78 % /1 °C 4,7 % /1 °C alle Altersgruppen CVK
[245]
1,5 % /1 °C 8,7 % /1 °C alle Altersgruppen RK
Schottland  
(3 Großstädte)
0,19 % /1 °C 0,31 % /1 °C alle Altersgruppen Gesamtmortalität
[42]
0,26 % /1 °C 0,20 % /1 °C alle Altersgruppen KVK
0,26 % /1 °C 0,88 % /1 °C alle Altersgruppen RK
0,12 % /1 °C 0,34 % /1 °C alle Altersgruppen andere
Dublin
2,6 % /1 °C 0,4 % /1 °C alle Altersgruppen Gesamtmortalität
[95]
2,5 % /1 °C 0,0 % /1 °C alle Altersgruppen KVK
6,7 % /1 °C 0,8 % /1 °C alle Altersgruppen RK
1,5 % /1 °C 0,5 % /1  °C alle Altersgruppen andere
Niederlande
0,59 % /1 °C n. a. 50 – 59 und 65 – 74 Jahre Gesamtmortalität [81]
0,22 % /1 °C 0,46 % /1 °C 65 + Jahre Maligne Neoplasien
[122]
1,69 % /1 °C 1,86 % /1 °C 65 + Jahre KVK
5,15 % /1 °C 12,82 % /1 °C 65 + Jahre RK
3,17 % /1 °C 2,72 % /1 °C 65 + Jahre Gesamtmortalität
London
1,37 % /1 °C n. a. 50 – 59 und 65 – 74 Jahre Gesamtmortalitä [81]
1,25 % /1 °C 3,6 % /1 °C 65 – 74 Jahre Gesamtmortalität [149]
n. a. 3,34 % /1 °C 65 – 74 Jahre Gesamtmortalität [105]
1,43 % /1 °C 1,3 % /1 °C alle Altersgruppen Gesamtmortalität [234]
4,5 % /1 °C alle Altersgruppen Gesamtmortalität [101]
Tabelle 4.5
Änderung des Mortalitätsrisikos der Bevölkerung (prozentuale Zunahme/Temperaturintervall) nach thermischer Belastung 
(Kälte- oder Hitzeeinwirkung). Ergebnisse europäischer epidemiologischer Studien.
 
n. s.: keine signifikante Zunahme; n. a.: nicht analysiert
HK: Herzkrankheit; CVK: zerebrovaskuläre HK; IHK: ischämische HK; KVK: kardiovaskuläre Erkrankung; MI: Myokardinfarkt 
RK: Respiratorische Erkrankung
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2,1 % /1 °C n. a. alle Altersgruppen Gesamtmortalität [175]
6,0 % /1 °C 3,0 % /1 °C alle Altersgruppen Gesamtmortalität [106]
10 Regionen in 
England und 
Wales
0,8 – 3,8 % / 1 °C 
(im Mittel: 
2,1 % / 1 °C)
alle Altersgruppen Gesamtmortalität [12]
Baden- 
Württemberg
0,60 % /1 °C n. a. 50 – 59 und 65 – 74 Jahre Gesamtmortalität [81]
Oberösterreich 5 %/10 °C 10 %/10 °C alle Altersgruppen Gesamtmortalität [213]
Budapest
n. a. 10,6 % /5 °C alle Altersgruppen KVK
[231]n. a. 18 % /5 °C alle Altersgruppen RK
n. a. 8,8 % /5 °C alle Altersgruppen Gesamtmortalität
n. a. 2,7 % /1 °C alle Altersgruppen Gesamtmortalität [101]
Bukarest 0,85 % /1 °C 3,30 % /1 °C alle Altersgruppen Gesamtmortalität
[196]
Ljubljana 0,43 % /1 °C 3,12 % /1 °C alle Altersgruppen Gesamtmortalität
Norditalien 0,51 % /1 °C n. a. 50 – 59 und 65 – 74 Jahre Gesamtmortalität [81]
Mailand
n. a. 4,8 % /1 °C alle Altersgruppen Gesamtmortalität [101]
n. a. 5,0 % /1 °C alle Altersgruppen Gesamtmortalität
[205]Turin n. a. 3,8 % /1 °C alle Altersgruppen Gesamtmortalität
Bologna n. a. 3,2 % /1 °C alle Altersgruppen Gesamtmortalität
Rom
n. a. 2,3 % /1 °C 65 + Jahre Gesamtmortalität [206]
n. a. 5,4 % /1 °C alle Altersgruppen Gesamtmortalität [205]
Sofia
0,70 % /1 °C 2,21 % /1 °C alle Altersgruppen Gesamtmortalität [234]
0,93 % /1 °C 2,88 % /1 °C alle Altersgruppen Gesamtmortalität [196]
Barcelona 2,4 % /1 °C 4,0 % /1 °C 45 + Jahre IHK [258]
Valencia 1,6 % /1 °C n. a. [17]
Athen
2,15 % /1 °C n. a. 50 – 59 und 65 – 74 Jahre Gesamtmortalität [81]
1,6 % /1 °C 2,7 % /1 °C Gesamtmortalität [149]
Palermo
0,28 % /1 °C 2,24 % /1 °C 0 – 64 Jahre Gesamtmortalität 
[219]
0,12 % /1 °C 3,32 % /1 °C 65 + Jahre Gesamtmortalität 
0,21 % /1 °C 3,71 % /1 °C alle Altersgruppen KVK
0,36 % /1 °C 0,32 % /1 °C alle Altersgruppen RK
Tabelle 4.5 (Fortsetzung)
Änderung des Mortalitätsrisikos der Bevölkerung (prozentuale Zunahme/Temperaturintervall) nach thermischer Belastung 
(Kälte- oder Hitzeeinwirkung). Ergebnisse europäischer epidemiologischer Studien.
 
n. s.: keine signifikante Zunahme; n. a.: nicht analysiert
HK: Herzkrankheit; CVK: zerebrovaskuläre HK; IHK: ischämische HK; KVK: kardiovaskuläre Erkrankung; MI: Myokardinfarkt 
RK: Respiratorische Erkrankung
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4.1.4.2  Auswirkungen der Luftfeuchtigkeit 
Da die Verdunstung von Feuchtigkeit durch die 
Haut stark von der Feuchte der Umgebungsluft 
abhängig ist, stellt die Feuchte eine wichtige Kenn-
größe für das Behaglichkeitsempfinden dar. Eine 
hohe relative Luftfeuchte bei hohen Lufttempera-
turen (d. h. ein hoher Wassergehalt der Luft) behin-
dert die Verdunstung des Körperschweißes und 
führt zu einer Verstärkung des Hitzestresses, der 
bei vulnerablen Personen zur Erhöhung des Sterbe-
risikos führen kann. Der Einfluss der relativen Luft-
feuchte auf die Mortalität wurde in einer Reihe von 
epidemiologischen Studien durch die Verwendung 
biometeorologischer Indizes wie der »apparent 
temperature« oder des »Humidex« als Expositions-
variablen berücksichtigt (siehe Abschnitt 4.1.2). So 
haben z. B. Kyselý und Huth [170] festgestellt, dass 
bei Verwendung einer solchen Expositionsvariab-
len etwas stärkere Zusammenhänge mit der Mor-
talität bestehen als mit der Lufttemperatur allein. 
In einigen Studien werden Zusammenhänge 
zwischen Mortalität und Wetter auf der Basis synop-
tischer Ansätze analysiert. Hierbei wird der Einfluss 
von bestimmten Luftmassen-Typen untersucht. 
Kassomenos et al. [144] fanden dabei, dass das rela-
tive Mortalitätsrisiko in den Sommermonaten in 
Athen statistisch signifikant erhöht war an Tagen, 
an denen Luftmassen auftraten, die gekennzeich-
net waren durch Winde aus süd-westlicher Rich-
tung, hohen Temperaturen und hohe Luftfeuchtig-
keit. Auch Saez et al. [258] beobachteten, dass ein 
gleichzeitiges Auftreten von hohen Temperaturen 
und hohen Luftfeuchtigkeiten (> 85 %) das relative 
Mortalitätsrisiko für ischämische Herzkrankheiten 
in Barcelona stärker erhöhte als hohe Temperatu-
ren oder hohe relative Luftfeuchten allein. Kunst 
et al. [167] stellten sogar fest, dass hohe Werte der 
relativen Luftfeuchtigkeit (hier 88,3 %) einen Rück-
gang der Mortalität bei Wärmebelastung bewirken. 
Andere fanden keine Zusammenhänge zwischen 
Mortalität und relativer Luftfeuchte [17, 37, 56, 57]. 
Dies hängt damit zusammen, dass die relative 
Luftfeuchte von der Lufttemperatur abhängig ist. 
Bei gleichem Wassergehalt der Luft sind bei hohen 
Lufttemperaturen niedrige relative Luftfeuchten 
und bei niedrigen Lufttemperaturen hohe relative 
Luftfeuchten vorhanden. Die relative Luftfeuchte 
ist daher als Größe zur Bewertung der thermischen 
Umgebung eher ungeeignet [156]. Für die Verduns-
tung des Schweißes und damit den Kühleffekt ist 
der Wassergehalt der Luft (die absolute Luftfeuchte) 
von größerer Bedeutung [130] und ein besserer 
Expositionsindikator. So konnten Michelozzi et 
al. [206] zeigen, dass hohe Werte absoluter Luft-
feuchte (bei gleichzeitig hohen Lufttemperaturen) 
mit einem Mortalitätsanstieg verbunden sind.
4.1.4.3 Zeitliche Verzögerung (Zeit-Lag) zwischen 
 thermischer Belastung und Mortalität
Die gesundheitlichen Wirkungen extremer Tempe-
raturen zeigen sich nicht immer unmittelbar mit 
dem Auftreten solcher Extremereignisse, sondern 
werden erst nach einer gewissen zeitlichen Verzö-
gerung beobachtet (Abbildung 4.5). Diese zeitli-
che Verzögerung wird als Lag-Phase oder Zeit-Lag 
bezeichnet. Die stärksten Zusammenhänge zwi-
schen hohen Temperaturen und der Gesamtmor-
talität wurden bei Zeit-Lags zwischen 0 und drei 
Tagen beobachtet [49, 105, 115, 116, 170, 172, 203, 
245, 253] (Tabelle 4.6). Nach einem Monat sind in 
der Regel keine signifikanten Einflüsse der thermi-
schen Belastungen auf die Mortalität beobachtbar 
[167]. Die kurze Zeitspanne zwischen Wärmestress 
und Mortalitätsanstieg zeigt, dass der Organismus 
auf Wärmebelastung sehr schnell reagiert und 
daher auch schnelle Gegenmaßnahmen zur Gefähr-
dungsminderung erforderlich sind [22, 49]. 
Im Vergleich zur zeitlichen Verzögerung der 
Mortalität nach Hitzestress gehen die Angaben 
über die mit den stärksten Mortalitätsauswirkun-
gen einhergehende Zeitverzögerung nach Käl-
testress weit auseinander und liegen zwischen 0 
und 30 Tagen [17, 37, 50, 58, 81, 122, 173, 177, 244]. 
Von einigen Studien gibt es Hinweise auf eine 
Todesursachenabhängigkeit [17, 42, 58, 91, 193, 219] 
und auch auf eine regionale Variabilität [49, 234]. 
Die Beziehungen sind weniger direkt, variieren 
stärker über geographische Regionen und können 
zumindest teilweise auch durch andere Faktoren 
wie Influenzaepidemien oder durch Ausbrüche 
von anderen akuten respiratorischen Infektionen 
überlagert sein. 
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4.1.4.4 Zeitliches Auftreten von Extrem- 
 temperaturen im Jahr und Auswirkungen 
 auf die Mortalität
In einigen Studien wurde der Zusammenhang zwi-
schen Mortalität und dem Zeitpunkt des Auftretens 
von Hitzewellen im Kalenderjahr untersucht. Hit-
zewellen, welche im Frühjahr oder Frühsommer 
auftreten, haben eine stärkere Auswirkung auf die 
Mortalität als Hitzewellen später im Jahr [21, 22, 
56, 135, 169, 231, 255, 273]. So haben z. B. Rooney 
et al. [255] festgestellt, dass der Mortalitätsgipfel 
bei der Hitzewelle in Großbritannien im Jahr 1995 
geringer ausfiel als der Mortalitätspeak im Jahr 
1976. Der Grund für diesen Befund wurde darin 
gesehen, dass die Hitzewelle des Jahres 1976 frü-
her im Jahr einsetzte als die von den Temperaturen 
her stärkere Hitzewelle des Jahres 1995. Auch Paldy 
[231] machte die Beobachtung, dass bei mehreren 
Hitzewellen im gleichen Jahr, bei der ersten Hitze-
welle die stärksten Wirkungen auftraten, unabhän-
gig von deren Intensität und Dauer. Hajat et al. [105] 
stellten anhand Londoner Daten fest, dass trotz 
höherer Temperaturen sich die Mortalität an hei-
ßen Tagen in den Monaten Juli und August nur um 
3,26 % pro Grad Celsius erhöhte, während sie an 
heißen Tagen in »kühleren« Monaten um 5,26 % 
pro Grad Celsius in London zunahm. Laschewski 
und Jendritzky [177] fanden bei Untersuchungen 
zur Temperaturabhängigkeit der Mortalität in 
Baden-Württemberg, dass bei gleichen Monats-
mittelwerten der Gefühlten Temperatur höhere 
Mortalitätsraten in der ersten Jahreshälfte auftraten 
als in der zweiten. Michelozzi et al. [202] zählten 
während des Sommers 2003 drei Hitzewellen in 
Rom (9. Juni – 2. Juli; 10. – 30. Juli; 3. – 13. August). 
Die Übersterblichkeit nahm von Hitzewelle zu Hit-
zewelle ab. Während der dritten Hitzewelle wurden 
zudem geringere Spitzen in der täglichen Mortali-
tät festgestellt. Kyselý und Kriz [171] beobachteten 
in der tschechischen Republik für den Zeitraum 
Juni bis August 2003 vier Hitzewellen, wobei die 
höchste Mortalität für die Juli-Welle (19. – 22. Juli) 
beobachtet wurde, da ihr eine Periode mit relativ 
kühleren Temperaturen voraus ging, während für 
die Juni- und die beiden August-Hitzewellen auf-
grund vorausgehender Zeiträume mit höheren 
Temperaturen keine statistisch signifikant erhöhte 
Sterblichkeiten festgestellt werden konnten. Diese 
Ergebnisse deuten darauf hin, dass bei der Abfolge 
mehrerer Hitzewellen zeitliche Verschiebungen 
der Mortalität (Harvesting-Effekte) auftreten und 
Abbildung 4.5
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1 wenn nicht anders ausgewiesen, handelt es sich beim Endpunkt um die Gesamtmortalität
Tabelle 4.6
Studienergebnisse zu lag-Effekten zwischen extremen Temperaturen und der Exzessmortalität 
 
n. u.: nicht untersucht; IHK: Ischämische Herzkrankheit; KVK: Kardiovaskuläre Erkrankung; ZVK: zerebrovaskuläre Erkrankung,  
MI: Myokardinfarkt; RK: Respiratorische Erkrankung





Nordfinnland 0 3 [149]
Südfinnland 0 n. u. [66]
Oslo 1 − 7 1 − 7 [221] 
Schottland 
n. u. 7 IHK
[91]n. u. 7 KVK




0 1 − 6
[42]
0 1 − 6 KVK
0 13 − 18 RK
0 1 − 6 andere
Stockholm 0 − 1 0 − 6 [253]
Moskau






0 0 − 21
[95]keine Assoziation 0 − 21 KVK
0 3 − 21 RK
London
1 n. u. [255]
0 3 [149]
0 n. u. [105] 
0 n. u. [66]
0 3 bis > 14 [234] 
0 [97] 
0 − 1 0 − 13 [125] 
England, Wales 0 − 1 0 − 13 [106]
Niederlande 
0 3 − 6 [167] 
0 7 − 14 [122] 
0 3 [149]
Belgien 1 n. u. [261]
Essen 2 n. u. [116]
Frankfurt / Main 3 n. u. [115]
Augsburg 3 MI (alle Fälle) [305]
Baden-Württemberg 
1 ≥ 8 [177] 
0 3 [149]
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Tabelle 4.6 (Fortsetzung)
Studienergebnisse zu lag-Effekten zwischen extremen Temperaturen und der Exzessmortalität 
 
n. u.: nicht untersucht; IHK: Ischämische Herzkrankheit; KVK: Kardiovaskuläre Erkrankung; ZVK: zerebrovaskuläre Erkrankung,  
MI: Myokardinfarkt; RK: Respiratorische Erkrankung
1 wenn nicht anders ausgewiesen, handelt es sich beim Endpunkt um die Gesamtmortalität






0−3 n. u. [172] 
0−3 n. u. [170] 
n. u. 2 (Männer)
[173]
n. u. 9 (Frauen)
Budapest
0−1 n. u. [231]
0 n. u. [97]
0−1 0−13 [125]
Ljubljana 0−1 0−13 [196]




13 französische Städte 1−3 n. u. [294] 
15 europäische Großstädte 0−3 n. u. [15]
15 europäische Großstädte n. u. 0−23 [8]
Norditalien 0 3 [149]
Mailand
4 n. u. [49]
1−2 n. u. [203] 
0−1 0−13 [125] 
Turin
4 n. u. [49] 
1−2 n. u. [203] 
Genua 3 n. u. [49]
Rom 
1 n. u.  [206] 
0−2 n. u. [202] 
2 n. u. [49]
1−2 n. u. [203]
Bari 3 n. u. [49]
Lissabon 0−1 n. u. [56] 
0 n. u. [97]
Barcelona 1−3 n. u. [286]
Madrid 
0 0 − 3 [210] 
0 10 − 13 [230] 
1 4 − 11 [4] 
n. u. 7 − 8 
[58] 7 − 14 KVK
4 − 5 und 11 RK
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dass sowohl Änderungen im Verhalten als auch 
Änderungen in der physiologischen Anpassung 
(Akklimatisation) der betroffenen Bevölkerung in 
dieser Zeit zu geringeren Mortalitätserhöhungen 
führen können. Eine Kurzzeitanpassung (Akklima-
tisation) an niedrige Temperaturen konnte bisher 
noch nicht beobachtet werden [58]. Dies erklärt sich 
möglicherweise daraus, dass unter Kälteexposition 
die verhaltensgesteuerte Thermoregulation domi-
niert, im Unterschied zur Hitzeexposition, bei der 
die physiologische Thermoregulation von größerer 
Bedeutung ist, [156].
4.1.4.5 Auswirkungen der Andauer thermischer 
 Belastung 
Neben dem zeitlichen Auftreten im Jahr und ihrer 
Intensität hat auch die Dauer von Hitzewellen 
einen Einfluss auf das Ausmaß der Mortalität. Hit-
zeperioden, die sich über mehrere Tage erstrecken, 
gehen mit einer stärkeren Mortalität einher als ein-
zelne heiße Tage [60, 257, 275]. Bei der Untersu-
chung zur Temperaturabhängigkeit der Mortalität 
in London haben Hajat et al. [105] im Zeitraum von 
1976 bis 1996 11 Hitzeperioden identifiziert. Dabei 
wurde die höchste Mortalität in solchen Zeiträumen 
beobachtet, die die längste Dauer und die höchsten 
Temperaturen aufwiesen. Bei der Analyse von Hit-
zewellen in den Niederlanden über den Zeitraum 
von 1979 – 1997 haben Huynen et al [122] festge-
stellt, dass die höchste Exzessmortalität mit der 
Hitzewelle assoziiert war, die die längsten Dauer 
(13 Tage) aufwies. Auch nach Smoyer [274] und 
Kalkstein [136] fallen die Gesundheitseffekte umso 
negativer aus, je länger eine Hitzewelle andauert. 
Die schwere Juli August Hitzewelle des Jahres 1994 
in der Tschechischen Republik hatte aufgrund ihrer 
langen Dauer von 17 Tagen auch die größte Anzahl 
zusätzlicher Todesfälle zur Folge, wobei jedoch 
keine extrem hohen Tagesmortalitäten auftraten 
[169]. Dieses Phänomen wird vom Autor mit der 
möglichen zeitlichen Vorverlegung von Todesfäl-
len und auch mit der kurzfristigen Akklimatisation 
der Bevölkerung an die heiße Witterung erklärt, die 
bereits seit einem Monat vor Beginn der Hitzewelle 
bestand.
 
4.1.4.6 Vorverlegung des Sterbezeitpunktes 
An die erhöhte Sterblichkeit nach extremen Tempe-
raturereignissen, schließt sich oft eine Zeitspanne 
an, in der die Mortalität unter das allgemeine 
Grundniveau fällt (Abbildung 4.6). In einigen Stu-
dien setzte diese »Untersterblichkeit« bereits relativ 
früh, d. h. für Zeit-Lags oberhalb drei Tagen ein und 
führte zu einer mehr oder minder starken Kompen-
sation der hitzebedingten Todesfälle, die während 
der ersten Tage des Ereignisses aufgetreten waren 
Tabelle 4.6 (Fortsetzung)
Studienergebnisse zu lag-Effekten zwischen extremen Temperaturen und der Exzessmortalität 
 
n. u.: nicht untersucht; IHK: Ischämische Herzkrankheit; KVK: Kardiovaskuläre Erkrankung; ZVK: zerebrovaskuläre Erkrankung,  
MI: Myokardinfarkt; RK: Respiratorische Erkrankung
1 wenn nicht anders ausgewiesen, handelt es sich beim Endpunkt um die Gesamtmortalität
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[37, 103, 105, 170, 171, 177, 234]. Diese Untersterb-
lichkeit kann auch zu noch späteren Zeitpunkten 
(bis zu 30 Tagen) nach Hitzeereignissen auftreten 
[97, 114, 122, 167, 178, 255, 261]. Sie wird auch als 
»Harvesting«-Effekt bezeichnet und resultiert im 
Wesentlichen aus der Vorverlegung des Todeszeit-
punktes bei Personen, die bereits schwerkrank oder 
gebrechlich sind und auch unabhängig vom Wet-
tergeschehen ein hohes Sterberisiko haben [4, 22]. 
Darüber hinaus sind unter den Toten auch zusätz-
liche Fälle, die ohne das Auftreten von Hitzewellen 
vermeidbar gewesen wären und somit eine deutlich 
verminderte Lebenserwartung besitzen [78]. 
Abschätzungen zur Größe dieses Harvesting-
Effektes werden häufig für definierte Zeitspannen 
berechnet, die in der Regel nicht länger als zwei 
Monate sind [97, 178, 261]. Dabei wird häufig das 
Ausmaß des Effektes aus der Relation von Mor-
talitätsdefizit (Untersterblichkeit) nach der Hitze-
welle zur Gesamtzahl der zusätzlichen Todesfälle 
während der Hitzewelle (Exzesstodesfälle) ermit-
telt und in Prozent ausgedrückt. Schätzwerte für 
die Größe des Harvesting-Effektes, schwanken 
von Studie zu Studie und reichen von 0 % bis 
> 100 % (Tabelle 4.7). Eine Überkompensation 
(> 100 %) der hitzebedingten Sterblichkeit durch 
Harvesting wurde nach einer Hitzewelle in Baden-
Württemberg festgestellt [177]. Ein Effekt von 15 % 
wurde von Sartor et al. (1995) für die Hitzewelle 
des Jahres 1994 in Belgien ermittelt [261]. In der 
tschechischen Republik betrug der Effekt für diese 
Hitzewelle 50 % [170]. Schätzungen für die Hit-
zewelle 2003 in Frankreich schwanken je nach 
Untersuchungsort zwischen 1 % und 30 %. [178 ]. 
Nach Untersuchungen von Gosling et al. (2007) 
lagen die Harvesting-Effekte bei 41 % für Lissabon 
nach der Hitzewelle vom Juni 1981, bei 71 % für 
Budapest bei der Hitzewelle im Juli 1991 und bei 
45 % für London nach der Hitzewelle im August 
2003 [97]. Für die Hitzewellen 2001 und 2002 
in Moskau wurde ein Anteil vorgezogener Todes-
fälle von 10 % und 40 % geschätzt [244]. Größe 
und Auftreten von Harvesting-Effekten scheinen 
somit stark regional abhängig und von demogra-
phischen Verhältnissen, sozialen Faktoren und 
dem allgemeinen Gesundheitszustand der Bevöl-
kerung beeinflusst zu sein, ganz abgesehen von 
Abbildung 4.6
Hypothetischer Verlauf der Sterblichkeit nach thermischer Belastung beim Auftreten eines Harvesting-Effektes 
(in Anlehnung an [264]). 
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Beeinflussungen seitens der Studienmethodik (s. 
unten). Kurzzeit-Harvesting-Effekte bei Kälteein-
wirkung sind deutlich geringer ausgeprägt [244] 
oder nicht nachweisbar [8, 37, 122]. 
Die Größe des Harvesting-Effektes wird von einer 
Reihe weiterer Faktoren beeinflusst und insbeson-
dere auch durch die methodische Herangehens-
weise bei der Erfassung der Über- und der Unter-
sterblichkeit bestimmt. Beispielhaft genannt seien 
die zeitliche Zuordnung des Todeszeitpunktes bei 
den Verstorbenen. Nicht in jedem Fall muss das 
gemeldete Sterbedatum mit dem Todeszeitpunkt 
übereinstimmen [96]. Unterschiede von einigen 
wenigen Tagen können sich dann auf die Höhe des 
Effektes auswirken. Weiterhin spielt die Art und 
Weise der Ermittlung von Erwartungswerten der 
Mortalität eine Rolle, da sie die Höhe der Basismor-
talität festlegen. Ebenso ist die Länge des Beobach-
tungszeitraumes von Bedeutung in dem mit einer 
Untersterblichkeit gerechnet wird. Möglicherweise 
sind Beobachtungszeiträume mit einer Dauer von 
1 wenn nicht anders ausgewiesen, handelt es sich beim Endpunkt um die Gesamtmortalität; RK: Respiratorische Erkrankung
Tabelle 4.7
Quantitative Angaben zu »Harvesting«-Effekten nach Hitzestress, Ergebnisse europäischer Studien
Ort/Region Zeitspanne und/
oder Dauer der 
Hitzewelle(n) (Tage)









London 3.8. − 12.8 2003 (10) 45 [97]
England, Wales 24.8. − 29.8.2003 (5) 4 [131]
Niederlande 
7 − 30 ~ 50 [167]
1979 − 1997 14
6 Hitzewellen, Effekt: 7 − 30 Tage 
nach Hitzewelle
[122]
Belgien 27.6. − 7.8.1994 (42) 15
178 defizitäre Todesfälle zwischen 
8.8 − 15.9.1994 gegenüber 1 168 Ex-
zessfällen, Altersgruppe > 64 Jahre
[261]
Essen 6.8. − 12.8.2003 > 0
Ein geringer Effekt für RK 






51 Hitzewellen zwischen 
1968 und 1997 
[177]
Tschechische Republik 
1.7. − 15.7.1994 
9.8. − 24.8.1994
50 [170]
3. − 13.6. (11) 
19. − 22.7. (4) 
1. − 10.8. (10) 





4 Hitzewellen des Sommers 2003 [171]
Wien 44 ca. 27 44 »Kyselý-Tage« in 2003 [121]
Budapest 12. − 14.7.1991 (3) 71
Für Hitzwelle und die 
folgenden 12 Tage
[97]
9 französische Städte 22.7. − 2.9.2003 8 (1 bis  > 30) [178]
Genua 16.7. − 31.8.2003 9
Effekt ermittelt für Sep. 2003 − 
Apr. 2004. überlagert durch 
milde Influenza-Saison
[48]
Lissabon 12.6. − 16.6.1981 (5) 45 [97]
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einigen Wochen noch zu kurz, um das volle Ausmaß 
des Harvesting feststellen zu können. So berichten 
zum Beispiel Toulemon und Barbieri [288] nach der 
Hitzewelle 2003 in Frankreich über eine mehrere 
Monate andauernde Untersterblichkeit im Jahre 
2004. Dinkel und Kohls [63] beobachteten eine um 
16 % höhere Sterblichkeit in Deutschland für den 
Hitzewellenmonat August 2003, die ab Oktober 
2003 unter den Erwartungswert fiel und im Januar 
2004 in eine seit 40 Jahren nicht mehr beobachtete 
Untersterblichkeit mündete und die Übersterblich-
keit praktisch völlig kompensierte. Ebenso spielen 
saisonale Effekte eine Rolle. So fanden Rocklöv et 
al. [254], dass eine hohe Sterblichkeit an respiratori-
schen, kardiovaskulären und Grippeerkrankungen 
im Winter assoziiert ist mit einer niedrigeren durch 
Temperatureffekte bedingten Sterblichkeit in den 
Sommermonaten. In der Studie von Stafoggia et al. 
[279] war die Wirkung von Sommertemperaturen 
auf die Mortalität von Personen, die 65 Jahre und 
älter waren, dann höher, wenn dem Sommer ein 
Winter mit niedrigerer Mortalität vorausging.
4.1.4.7 Todesursachenspezifische Folgen 
 thermischer Belastung und vulnerable 
 Bevölkerungsgruppen
Die Auswirkungen thermischer Belastungen sind 
sehr stark von der individuellen physischen und 
psychischen Fitness abhängig [110]. Naturgemäß 
nimmt diese Fitness mit zunehmender Morbidi-
tät und zunehmendem Alter des Einzelnen ab und 
die Mortalität zu, so dass in vielen Studien (je nach 
Verfügbarkeit todesursachenspezifischer und alter-
strukturierter Tages-Daten) die Gesamtmortalität, 
Hauptgruppen von einzelnen Todesursachen und 
ältere Personengruppen untersucht werden. 
Todesursachen-Spezifität
Einige Untersucher haben erhöhte Mortalitäts-Risi-
ken in Bezug auf kardiovaskuläre [15, 18, 19, 95, 106, 
125, 245, 247] und zerebrovaskuläre Erkrankungen 
[245, 262, 277] festgestellt. Aber auch bei anderen 
Grunderkrankungen, wie Diabetes [262, 265], bei 
Fettleibigkeit und Bluthochdruck [293] und bei vor-
bestehenden psychiatrischen Störungen [262, 277, 
278], bestehen erhöhte Mortalitätsrisiken nach Hit-
zebelastungen. Im Bereich der kardiovaskulären 
Erkrankungen stehen – unter den Bedingungen 
zusätzlicher Hitzebelastungen – die Todesursachen 
Herzinfarkt [19, 38, 62], ischämische Herzkrank-
heit [19] und kongestive Herzinsuffizienz [19, 155, 
278] im Vordergrund. 
Alter
Gebrechlichkeit bzw. Bettlägerigkeit ist ein starker 
Risikofaktor für hitzebedingte Sterblichkeit [249, 
293]. Das Risiko steigt, wie bereits erwähnt, mit 
zunehmendem Alter (mit abnehmender körperli-
cher Fitness) an. Welche Altersgruppe die Gruppe 
mit dem höchsten Risiko bildet, ist auch von der 
Altersschichtung der verfügbaren Mortalitätsda-
ten in den jeweiligen epidemiologischen Studien 
abhängig. So wurden die höchsten Risiken in der 
Gruppe der über 90-Jährigen [115], der über 85-Jäh-
rigen [202], über 75-Jährigen [15, 41, 244, 245, 247, 
262], 70-Jährigen [29, 62] oder über 65-Jährigen 
[18, 19, 26, 95, 106, 121, 122, 125, 289] ermittelt. Aber 
auch für andere Altersgruppen, wie Kinder unter 
15 Jahren [228], Kinder die fünf Jahre und jünger 
waren [20] und auch für Kleinkinder im Alter von 
einem Jahr und darunter [20, 121] wurden erhöhte 
Mortalitätsrisiken nach Hitzestress nachgewiesen, 
die aber bei Hutter (2007) aufgrund der geringen 
Fallzahlen statistisch nicht signifikant waren [121].
 
Geschlecht
In Europa sind in der Regel Frauen stärker von 
der Wärmebelastung betroffen als Männer [4, 41, 
60, 101, 121, 125, 169, 202, 247, 255, 262, 277, 289]. 
Als Grund hierfür wird die größere physiologische 
Anfälligkeit von Frauen für thermische Belastung 
angesehen [169]. 
Sozioökonomische und -ökologische Faktoren
Zu den Risikofaktoren für eine hitzebedingte Mor-
talität gehören auch solche, die im Allgemeinen 
mit niedrigerem Sozialstatus verbunden sind, wie 
geringeres Bildungsniveau, Wohnen in Wohn-
vierteln, die einen hohen Bevölkerungsanteil mit 
Niedrigeinkommen aufweisen, unverheiratete 
Personen, Personen, deren Lebenspartner bereits 
verstorben ist [41, 262, 277]. Während der August-
hitzewelle 2003 in Frankreich wiesen sozial benach-
teiligte Kantone eine höhere Sterblichkeit auf als 
nicht benachteiligte Kantone [246]. Personen ohne 
soziale, religiöse, kulturelle Kontakte haben ein 
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erhöhtes Mortalitätsrisiko [293]. Aber auch das 
Vorhandensein bestimmter Umweltfaktoren ist 
mit erhöhten Mortalitätsrisiken verbunden. Hierzu 
zählten: erhöhte Temperaturen im unmittelbaren 
Wohnumfeld (Wärmeinseleffekt) [271, 293], Woh-
nen in älteren Gebäuden, geringerer Wohnkom-
fort der Wohnungen, fehlende Wärmeisolation der 
Gebäude, Wohnen in Obergeschosswohnungen, 
insbesondere Schlafen im Dachgeschossbereich 
bei längerer Sonnenscheindauer oder nachmittäg-
liches Fensteröffnen [293] sowie  – in den USA – 
fehlende Klimaanlagen [37, 50]. 
Als protektive Faktoren erwiesen sich die Woh-
nungsgröße, das Ausmaß der Begrünung des 
Wohnumfeldes, die Möglichkeit und/oder Fähig-
keit sich selbst Kühlung zu verschaffen (Aufsu-
chen entsprechender Örtlichkeiten, Anwendung 
von kühlenden Umschlägen, Duschen, Verwen-
dung von Ventilatoren etc.) [293] und klimatisierte 
Räume in Krankenhäusern [289]. 
4.1.5 Der Einfluss von Luftschadstoffen auf die 
 Sterblichkeit der Bevölkerung unter  
 Bedingungen erhöhter Wärmebelastungen
Vor allem erhöhten Ozon- aber auch PM10-Konzen-
trationen wird ein Teil der Übersterblichkeit wäh-
rend Hitzewellen oder Perioden erhöhter Außen-
temperaturen zugeschrieben [85, 282]. In anderen 
Studien wird kritisch diskutiert, ob für Luftschad-
stoffe bei gleichzeitig hoher Wärmebelastung ein 
eigenständiger Effekt auf die Mortalität besteht 
oder ob ein modifizierender Einfluss vorliegt [145, 
261]. In einigen Studien wird eher verneint, dass 
erhöhte Konzentrationen von Luftverunreinigun-
gen während Hitzeperioden die Sterblichkeit beein-
flussen [113, 134]
Während des Hitzesommers 2003 ergaben sich 
bei einigen europäischen Studien jedoch klare Hin-
weise darauf, dass die Exzessmortalität zumindest 
teilweise auf den Beitrag von erhöhten Ozonkon-
zentrationen oder anderen Luftverunreinigungen 
zurück geführt werden könnte [84, 98]. Für die 
Schweiz wurde zum Beispiel abgeschätzt, dass 
etwa 13 – 30 % der Exzessmortalität, die während 
des Sommers 2003 beobachtet wurde, durch die 
erhöhten Ozonwerte bedingt gewesen sein könnte 
[98]. Für einige Städte in Frankreich hat man den 
eigenständigen Beitrag der Ozonbelastung auf die 
Mortalität von 2,5 % für Bordeaux bis auf 85,3 % 
für Toulouse geschätzt [84]. Andere Untersucher 
kamen jedoch zu dem Schluss, dass der Einfluss 
der Luftverschmutzung auf die Sterblichkeit relativ 
gering ist [171, 178] und dass es Hinweise darauf 
gibt, dass üblicherweise nicht ausreichend kont-
rollierte Störeinflüsse, wie Sonnenscheindauer, 
Windgeschwindigkeit und mangelnde Hitzeakkli-
matisationsfähigkeit für die Exzessmortalität mit 
verantwortlich sein könnten, aber den erhöhten 
Ozon- oder anderen Luftschadstoffwerten zuge-
schrieben wurden [148]. Da während Hitzewellen 
in der Regel auch die Ozon- und PM10-Konzen-
trationen zusammen mit der Außentemperatur 
erhöht sind [22, 85] und somit sehr starke Inter-
korrelationen zwischen den einzelnen potentiellen 
Einflussgrößen bestehen, ist es in ökologischen 
Zeitreihenuntersuchungen schwierig, diese poten-
ziellen Einflussfaktoren auf die Mortalität sauber 
voneinander zu trennen. Des Weiteren sollte bei 
der Beurteilung von Wirkungen der Außenluft-
verunreinigungen auf die Sterblichkeit bedacht 
werden, dass vor allem ältere Menschen mit stark 
angegriffener Gesundheit an den Folgen von Hit-
zewellen sterben. Diese halten sich jedoch über-
wiegend in Innenräumen auf, wo meist auch bei 
sehr hohen Ozonkonzentrationen in der Außenluft 
geringere Ozonkonzentrationen herrschen [156].
 
4.1.6  Die Hitzewelle in Europa im Sommer 2003
Die Hitzewelle in den Sommermonaten des Jah-
res 2003 in Europa, die wegen ihrer Dauer und 
Intensität mit neuen Temperaturrekorden in 
zahlreichen europäischen Regionen als mögli-
ches Indiz für eine vom Menschen verursachte 
globale Erwärmung gilt, hat das Interesse an den 
negativen Auswirkungen von thermischen Belas-
tungen auf die Gesundheit erneuert und verstärkt. 
Davon zeugen nicht zuletzt die mehr als 70 wis-
senschaftlichen Publikationen, die bisher zu den 
Folgen dieses Ereignisses erschienen sind [251]. 
Frühe Untersuchungen berichteten von hohen 
Übersterblichkeiten in Ländern Westeuropas, ins-
besondere in Frankreich [84, 241, 294], in Italien 
[204, 209], Spanien [188, 270] und Portugal [225]. 
Aus Großbritannien [131], den Niederlanden [89], 
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der Schweiz [98] aus Österreich [121, 214] und aus 
der tschechischen Republik [171] sowie Deutschland 
[114 – 116, 157] wurden ebenfalls Übersterblichkeiten 
berichtet. Nach jüngsten Schätzungen sind dieser 
Hitzewelle (Juni bis August 2003) in Europa etwa 
70 000 Personen zum Opfer gefallen, wobei die 
Hitzewelle allerdings in den allermeisten Fällen als 
ein ätiologischer Cofaktor angesehen werden muss, 
der in Verbindung mit den jeweiligen alters- und 
krankheitsbedingten Vorschädigungen wirksam 
geworden ist. Alleine im Monat August sind etwa 
45 000 zusätzliche Todesfälle aufgetreten [251]. 
Europa war von diesem extremen Wetterereignis 
nicht gleichförmig betroffen. Dies zeigt sich z. B. 
an der geographischen Verteilung der Dauer der 
Hitzewelle, d. h. der Zahl der Tage mit Lufttempe-
raturen > 35 °C (Abbildung 4.7). 
Von der Hitzewelle waren im Wesentlichen weite 
Teile Südeuropas, wie die iberische Halbinsel, 
Frankreich und Italien in Mitleidenschaft gezogen 
worden. Ausläufer der Hitzwelle reichten bis in die 
Schweiz, nach Süddeutschland und bis in einige 
Regionen Westdeutschlands und nach Luxemburg, 
während Südengland, Belgien und die Niederlande 
deutlich geringer betroffen waren. Der Norden und 
Osten Deutschlands sowie weite Teile Zentral- und 
Osteuropas waren von den Auswirkungen der Hit-
zewelle praktisch ausgenommen. Dieses regionale 
Hitzewellenmuster spiegelt sich auch in der regio-
nalen Verteilung der Übersterblichkeit der Bevöl-
kerung während der Hitzewelle wider (Abbildung 
4.8). 
Die Regionen, in denen die Bevölkerung am stärks-
ten unter der Hitzewelle im August zu leiden hatte, 
liegen auf einer Südwest-Nordost-Achse, von der 
Algarve in Südportugal bis nach Nordrhein-West-
falen in Deutschland. Eine zweite Achse erstreckt 
sich von Südengland bis nach Mittelitalien und Kro-
atien (Abbildung 4.8). Regionen mit der höchsten 
hitzebedingten Mortalität sind die Île de France und 
die Nachbarregionen von Zentralfrankreich, wo die 
Sterblichkeit zwischen dem 3. und 16. August das 
Doppelte der Erwartungswerte betrug. In sechs 
Regionen – zwei in Südportugal (Algarve und 
Alentejo) und vier in Frankreich (Pays de la Loire, 
Poitou-Charentes, Burgund und Franche-Comte) 
– wurde in dieser Zeit eine sehr hohe Exzess-
mortalität zwischen 65 % und 125 % registriert. 
Abbildung 4.7
Regionale Verteilung des Ausmaßes der Hitzewelle 2003 in weiten Teilen Europas  
(Anzahl der Tage mit Lufttemperaturen oberhalb 35 °C)
Quelle: Sardon 2007 [259].
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Während die Schweiz und einige Küstenregionen 
Frankreichs und Spaniens, darunter die Bretagne, 
Galizien sowie die Regionen Murcia und Valencia, 
weniger betroffen waren. Eine Übersicht über die 
während des Sommers 2003 in europäischen Län-
dern beobachtete Exzessmortalität gibt Tabelle 4.8. 
Der Einfluss extremer Temperaturen auf die Sterb-
lichkeit der Bevölkerung wird im Vergleich mit den 
Auswirkungen anderer Naturkatastrophen deutlich. 
In den entwickelten Industrieländern sind nach 
Schätzungen des CRED (Centre for Research on 
the Epidemiology of Disasters) gegenwärtig bereits 
etwa 95 % aller durch Naturereignisse bedingten 
Todesfälle auf den Einfluss extremer Temperatu-
ren (sowohl Hitze als auch Kälte) zurück zufüh-
ren [241]. Diese Einschätzung erscheint jedoch 
insoweit problematisch, als die durch thermische 
Belastungen mitbedingten Todesfälle in der Regel 
(zumal bei älteren Menschen) erst durch bereits 
bestehende Erkrankungen bzw. Vorschädigungen 
ermöglicht werden, während z. B. Gewitter, Stürme 
oder Überschwemmungen oft auch jüngere und 
gesunde Personen treffen. Unter diesem Gesichts-
punkt wären eher die »verlorenen Lebensjahre« 
und weniger die Mortalität ein geeignete abhän-
gige Variable. 
Nach den Ergebnissen von Klimaprojektionen 
ist davon auszugehen, dass in einer zunehmend 
wärmer werdenden Welt Hitzewellen häufiger 
und mit höherer Intensität auftreten werden ([191, 
199], vgl. dazu auch den Abschnitt 2.2). Infolge des-
sen wird geschätzt, dass bei einer Erhöhung der 
mittleren globalen Temperatur um 1 °C weltweit 
zusätzlich 350 000 Todesfälle aufgrund von hitze-
bedingten kardiovaskulären oder respiratorischen 
Gesundheitsproblemen auftreten könnten [287].
4.1.7  Morbidität und thermische Belastung
Neben dem Extremfall eines tödlichen Ausgangs 
nach großer Hitze gibt es eine Vielzahl nicht tödli-
cher Gesundheitseffekte, deren Auftreten mit ext-
remer thermischer Belastung assoziiert ist (siehe 
Abschnitt 4.1.1). Deren Ausmaß ist jedoch wegen 
Abbildung 4.8
Regionale Verteilung der relativen Mortalität in der Zeit vom 3. bis 16. August 2003 für 177 Regionen von  
16 europäischen Ländern (Wert »1«: keine Mortalitätserhöhung; Wert »2«: Verdopplung der Mortalität); 
Quelle: Robine et al. 2008 [251].
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der fehlenden Statistiken nicht direkt zu quantifi-
zieren, da zum Beispiel dafür geeignete Zeitreihen 
mit hoher zeitlicher Auflösung in der Regel fehlen. 
Aus diesem Grunde ist die Zahl der Studien, die 
sich mit der Auswirkung von extremen Tempera-
turereignissen auf die Morbidität der Bevölkerung 
befassen, deutlich geringer als die Zahl der Studien 
zur Mortalität. 
Einen Anhaltspunkt können Rettungseinsätze 
und/oder Krankenhauseinweisungen bieten, von 
denen erwartet werden kann, dass sie während Hit-
zeperioden ansteigen. Jedoch ist auch diesbezüg-
lich der Umfang des Datenmaterials sehr begrenzt 
und die Verlässlichkeit der Schätzungen des 
Zusammenhangs zwischen Temperaturerhöhung 
und Krankenhauseinweisungen ist umstritten. 
Darüber hinaus variieren die Zahlen in den ver-
schiedenen Studien aus verschiedenen Ländern 
stark. Insbesondere bei Studien aus dem europäi-
schen Raum zeigen sich keine klaren und konsis-
tenten Effekte. Eine Untersuchung zum Tempera-
tur-Einfluss und von Hitzewellen auf die Häufigkeit 
von Kraken haus aufnahmen in London konnte 
keine eindeutigen signifikanten Zunahmen in der 
Aufnahmefrequenz, im Unterschied zur deutlich 
erhöhten Mortalität, für den Zeitraum 1994 – 2000 
nachweisen [159]. Eine mögliche Erklärung für 
diese Diskrepanz ist wahrscheinlich darin zu 
suchen, dass die meist alten und gesundheitlich 
stark beeinträchtigten Personen versterben noch 
bevor sie medizinisch versorgt werden können. 
Eine spätere Studie, die die Auswirkungen der 
Land Population Zeitraum Exzessmortalität 
(Zahl der Todesopfer)
Referenz
Frankreich 13 Großstädte 1. – 20. August 60 % (14 800) [239]
Spanien Gesamtbevölkerung Juni – August 8 % (6 595 – 8 648) [270]
Spanien Barcelona Juni – August 537 [286]
Italien Rom Juni – August 22,8 % (1 094) [202]
Italien Mailand, Rom, Turin, Bologna Juni – August 22 % (2 255) [203]
Italien Bevölkerung, 65+ Jahre 16. Juli – 31. August      7 659 [49]
Portugal Gesamtbevölkerung 30. Juli – 12. August 38 % (1 316) [225]
Großbritannien England 4. – 13. August 17 % (2 091) [131]
Niederlande Gesamtbevölkerung Juni – August 3 – 5 % (1 400 – 2 200) [89]
Belgien Gesamtbevölkerung Juni – August       1 250 [260]
Schweiz Gesamtbevölkerung Juni – August 7 % (975) [98]
Tschech. Rep. Gesamtbevölkerung 19. – 22.Juli 10,5 % (120) [171]
Österreich Wien Juni – August 5 % (180) [121]
Deutschland Gesamtbevölkerung August        7 000 [307]
Deutschland Baden-Württemberg 1. – 22. August        1 415 [157]
Deutschland Hessen August        1 000 [291]
Deutschland Frankfurt/Main August        200 [115]
Deutschland Köln August 17 % [291]
Deutschland Essen 6. – 12. August 9,2 % (60) [116]
Deutschland München August        keine [154]
Tabelle 4.8
Auswirkungen der Hitzewelle des Sommers 2003 auf die Sterblichkeit der europäischen Bevölkerung 
(geschätzte Daten) 1
1 Die Zahlenangaben für die einzelnen Länder/Populationen können sich von Publikation zu Publikation unterscheiden
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Hitzewelle 2003 untersuchte, stellte eine Zunahme 
der Notfallkrankenhausaufnahmen für ganz Eng-
land von 1 % fest, wobei jedoch in den meisten Regi-
onen nur sehr geringe Zunahmen oder sogar 
Abnahmen für die Zeit der Hitzewelle (4. – 13. 
August) zu verzeichnen waren. Lediglich für den 
Großraum London war eine deutliche und statis-
tisch signifikante Zunahme der Krankenhausauf-
nahmen mit 16 % in der Altersgruppe der über 
75-Jährigen und von 4 % in der Altersgruppe der 0 
bis 64-Jährigen zu beobachten [131]. Untersuchun-
gen zum Temperatureinfluss auf die Morbidität in 
der Stadt Wien von Moshammer und Mitarbeitern, 
die im Rahmen des StartClim-Projektes erfolgten 
[214], zeigten einen positiven Zusammenhang mit 
der Häufigkeit von Rettungseinsätzen und der 
Temperaturzunahme. Der Einfluss kalter Tage bil-
dete sich jedoch nicht ab, wobei extrem kalte Tem-
peraturen während des Studienzeitraumes nicht 
auftraten. Eine zusätzliche Häufigkeitssteigerung 
bei extremen Hitzetagen war nur für Hubschraube-
reinsätze zu verzeichnen. Im Unterschied zu den 
Rettungseinsätzen fand sich bei den Krankenhaus-
aufnahmen keine Zunahme an wärmeren bzw. an 
heißen Tagen. Stattdessen waren die meisten Auf-
nahmen an Tagen mit moderaten Temperaturen zu 
beobachten, während sowohl an kälteren als auch 
an heißeren Tagen die Aufnahmefrequenzen gerin-
ger waren [214]. Zu ähnlichen Ergebnissen kamen 
Studien, die im Rahmen des PHEWE-Projektes 
(Assessment and Prevention of Acute Health 
Effects of Weather Conditions in Europe) in 15 Städ-
ten durchgeführt worden waren [207]. Für Kran-
kenhausaufnahmen aufgrund von respiratorischen 
Erkrankungen war ein positiver Zusammenhang 
mit der Umgebungstemperatur zu verzeichnen. 
Bei einer Erhöhung der empfundenen Temperatur 
(maximum apparent temperature) um 1 °C oberhalb 
einer Temperaturschwelle nahm die Rate der Kran-
kenhauseinweisungen in der Altersgruppe der über 
74-Jährigen um 4,5 % bei Bewohnern von Städten 
südlich gelegener Regionen bzw. um 3,1 % bei 
Bewohnern von Städten der nördlich-kontinentalen 
Gruppe zu. Im Gegensatz dazu war bei den kardio-
vaskulären und zerebrovaskulären Erkrankungen 
eine negative Temperatur-Effektbeziehung zu beob-
achten, obwohl bei den Todesfällen eine positive 
Temperaturbeziehung bestand. Welche Gründe für 
die unterschiedliche Richtung der Assoziationen in 
Frage kommen, hat die Studie offen gelassen. Eine 
inverse Beziehung zwischen mittlerer Tagestempe-
ratur und der Häufigkeit von Herzinfarkten fanden 
auch Morabito et al. [211]. Eine Absenkung der 
Außentemperatur von 10 °C war mit einer Erhö-
hung der Erkrankungsrate von 19 % verbunden. Ein 
erhöhtes Risiko bei Hitzestress war nicht nachweis-
bar. Erst die Auswertung der Studie mit einer höhe-
ren zeitlichen Auflösung (Stundenbereich) führte 
zu einer nachweisbaren Erhöhung des Herzinfarkt-
risikos, für die Tage, an denen mindestens 9 Stun-
den lang ungünstige Bedingungen bezüglich des 
thermischen Komforts herrschten [211]. Panagiota-
kos et al. [232] fanden ebenfalls einen inversen 
Zusammenhang zwischen Temperatur und der 
Häufigkeit von Krankenhauseinweisungen wegen 
akuter Herzkreislaufbeschwerden in Athen. Eine 
Temperaturerniedrigung um ein Grad Celsius 
führte zu einer Zunahme von Krankenhauseinwei-
sungen um 5 %. Bei einer vergleichenden Studie 
zum Einfluss der Temperatur auf Sterblichkeit und 
Häufigkeit von Krankenhauseinweisungen in Mad-
rid haben Linares und Diaz [181] einen deutlich 
geringeren Einfluss der Temperatur auf die 
Zunahme von Krankenhauseinweisungen als auf 
die Zunahme der Mortalität gefunden. Während 
der Hitzewelle 2003 nahm in der Region Venetien 
die Zahl der Krankenhauseinweisungen statistisch 
signifikant in der Altersgruppe der 75-Jährigen und 
Älteren um 2 % (alle Diagnosen) im Vergleich zum 
Sommer 2004 zu. Störungen des Elektrolythaus-
haltes waren mit 75 % dabei am häufigsten vertre-
ten. Akute Nierenfunktionsstörungen (31 %), dege-
nerative Störungen des Nervensystems (23 %) und 
Atemwegserkrankungen (13 %) zeigten ebenfalls 
auffällige Häufungen.  Hospitalisationen wegen 
kardiovaskulärer Er krankungen waren dagegen im 
Vergleich zum Sommer 2004 um 3 % seltener 
 vertreten [190]. Untersuchungen zum Einfluss kli-
matischer Parameter (Temperatur, Luftfeuchte, 
Windstärke und -richtung, Zahl der Sonnenstun-
den und atmosphärischer Luftdruck) auf die Häu-
figkeit von Krankenhauseinweisungen wegen aku-
tem Herzinfarkt in der Bevölkerung Westsiziliens 
im Zeitraum von 1987 bis 1998 zeigten eine statis-
tisch signifikante Assoziation mit niedrigen Tem-
peraturen und hohen relativen Luftfeuchten aber 
keine statistisch signifikanten Zusammenhänge 
zwischen Hitzeeinwirkung und der Inzidenz von 
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akuten Myokardinfarkten. [2]. Auch eine kürzlich 
publizierte englische Studie fand eine deutliche 
Erhöhung des Myokardinfarkt-Risikos von 2 % je 
Grad Celsius Temperaturabnahme, jedoch keine 
Zunahme des Risikos im Bereich höherer Tempe-
raturen [30]. Eine Studie aus Australien vermeldet 
höhere Inzidenzen von Krankenhauseinweisungen 
aufgrund eines akuten Myokardinfarktes in den 
dortigen Wintermonaten mit einem Peak im Juli 
[183]. Deutlich stärkere Effekte, den Einfluss von 
Hitzewellen auf die Morbidität betreffend, verzeich-
neten Studien aus den USA. Während der Juli-Hit-
zewelle 1995 in Chicago kam es zu 11 % mehr Kran-
kenhauseinweisungen im Vergleich zum Juli 1994. 
Besonders betroffen waren wiederum ältere Perso-
nen (65 Jahre und älter) mit 838 (35 %) mehr Ein-
weisungen als erwartet [266]. Die Mehrheit dieser 
zusätzlichen Fälle (59 %) waren Behandlungen 
wegen Austrocknung, Hitzschlag und Hitzeer-
schöpfung. Mit der Ausnahme der Diagnose akute 
Niereninsuffizienz waren keine primären Kranken-
haus-Entlassungsdiagnosen statistisch signifikant 
erhöht. Bei den vorbestehenden Begleiterkrankun-
gen waren jedoch 23 % häufiger kardiovaskuläre 
Erkrankungen, 30 % häufiger Diabetes, 52 % häufi-
ger Nierenerkrankungen und 20 % häufiger ner-
vöse Störungen vertreten. Die Zahl der Aufnahmen 
von Patienten wegen eines Emphysems oder wegen 
Epilepsie war auch signifikant erhöht [266]. Knowl-
ton et al. [153] haben die Auswirkungen der Hitze-
welle 2006 in Kalifornien auf die Häufigkeit von 
Krankenhausaufnahmen und Notfallambulanz-
Kontakten untersucht. Die Hitzewelle führte zu 
einer Erhöhung der Notfallambulanz-Kontakte um 
etwa 3 %. Hitzebedingte Erkrankungen, Störungen 
des Elektrolythaushaltes, akutes Nierenversagen, 
Nephritis, nephrotisches Syndrom, Diabetes und 
Herzkreislauferkrankungen waren die häufigsten 
Ursachen. Im Unterschied zu den Notfallam-
bulanz-Kontakten war die Häufigkeit der Kranken-
hauseinweisungen nicht signifikant erhöht. Unter-
suchungen zur Auswirkung von Temperatur und 
Luftfeuchte während Sommerperioden zwischen 
1991 – 2004 in New York City auf die Häufigkeit 
von Krankenhauseinweisungen haben ergeben, 
dass oberhalb einer bestimmten Temperatur-
schwelle bei Hitzeereignissen praktisch gleichzei-
tig eine Zunahme der Hospitalisationen wegen 
respiratorischer Erkrankungen um 2,7 % − 3,1 % je 
Grad Celsius und mit einer gewissen zeitlichen 
Verzögerung auch wegen kardiovaskulärer Erkran-
kungen um 1,4 % − 3,6 % je Grad Celsius zu beob-
achten war. Ältere Bewohner und Lateinamerika-
ner waren besonders davon betroffen [180]. 
4.1.8 Projektionen der hitzebedingten  
 Sterblichkeit unter Berücksichtigung  
 des Klimawandels
4.1.8.1 Unsicherheiten bei der Einschätzung 
 der zukünftigen Entwicklung der 
 hitzebedingten Sterblichkeit
Die Modellierung der hitzebedingten Mortalität 
und Morbidität unter Berücksichtigung des Klima-
wandels ist von einer Reihe von Prozessen abhän-
gig, die miteinander verknüpft sind. Jeder einzelne 
dieser Prozesse ist wiederum mit Unsicherheiten 
behaftet, die die Variationsbreite der Mortalität der 
Bevölkerung bei veränderten klimatischen Verhält-
nissen vergrößern. Zu den Hauptunsicherheiten 
gehören nach Gosling [96] Unsicherheiten im 
Zusammenhang mit der Modellierung zukünfti-
ger Temperatur-Mortalitäts-Beziehungen, Unsi-
cherheiten in den Klimaprojektionsmodellen und 
Unsicherheiten in der Modellierung vulnerabler 
Bevölkerungsgruppen (Abbildung 4.9). 
In Bezug auf die Temperatur-Mortalitätsbezie-
hungen bestehen die Unsicherheiten z. B. darin, 
wie heiße Tage oder Hitzewellen definiert werden 
(siehe Abschnitt 4.1.2.2 ) und wie die Zahl der Exzes-
stodesfälle ermittelt wird (siehe Abschnitt 4.1.3.1). 
Bei den Klimaprojektionsmodellen bestehen Unsi-
cherheiten in Bezug auf die zukünftige Entwick-
lung der Treibhausgas-Emissionen sowie darin, wie 
die klimatischen Vorgänge modelliert werden und 
welche Parameter dabei einfließen. Darüber hin-
aus bestehen Unsicherheiten beim Umskalieren 
der Ergebnisse globaler Modelle auf kleinräumli-
che Verhältnisse (Downscaling) [96]. Die Model-
lierung vulnerabler Bevölkerungsgruppen ist von 
Annahmen zur Bevölkerungsdynamik, zur zukünf-
tigen Altersentwicklung und von Annahmen zum 
Anpassungsvermögen der Bevölkerung an die sich 
ändernden klimatischen Verhältnisse abhängig. 
Diese wiederum sind vom technischen Fortschritt, 
von der Ressourcen-Verfügbarkeit und auch von 
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der zukünftigen Entwicklung der Treibhausgas-
Emissionen beeinflusst. Diese Unsicherheiten 
bewirken somit einen Kaskaden-Effekt, sodass jede 
Unsicherheit zur nächsten verstärkend beiträgt. Im 
Ergebnis dessen sind die Unsicherheiten bezüglich 
des Ausmaßes der gesundheitlichen Auswirkungen 
des Klimawandels beträchtlich (Abbildung 4.9). 
Treibhausgas-Emissionen
Die zukünftigen Emissionen von anthropogenen 
Treibhausgasen sind von sozioökonomischen 
Faktoren, wie der Bevölkerungsdynamik, dem 
Wirtschaftswachstum und der technologischen 
Entwicklung abhängig. Unsicherheiten bestehen 
darin, wie sich diese Entwicklung in Zukunft gestal-
ten und daraus resultierend, welches Ausmaß die 
globale Erwärmung in Zukunft annehmen wird 
(s. 2.2). Alle für den vierten IPCC-Report von 2007 
mit unterschiedlichen Szenarios und verschiede-
nen Modellsimulationen durchgeführten Modellsi-
mulationen liefern ein für die hier interessierende 
Frage nach der zukünftigen Mortalitätsentwicklung 
wichtiges Ergebnis. Danach werden bis zum Jahre 
2040 ähnlich hohe Erwärmungen vorausgesagt. 
Das bedeutet, dass die Unsicherheit, die aus den 
Emissionsszenarios resultiert, zumindest für den 
Zeitraum der nächsten 30 Jahre vergleichsweise 
gering ist.7 Sie wird bis zum Jahre 2100 allerdings 
deutlich anwachsen [96]. Die große Ähnlichkeit der 
einzelnen Szenarios bei der Darstellung der Ent-
wicklung bis zum Jahre 2040 ist im Wesentlichen 
auf die Trägheit des Klimasystems zurückzuführen 
und auch dadurch bedingt, dass in den einzelnen 
Szenarios zu Beginn des 21. Jahrhunderts noch 
keine so großen Unterschiede in den Emissions-
werten von Treibhausgasen und Aerosolen auftre-
ten. Die Unterschiede in den einzelnen Projektio-
nen nehmen erst im Verlauf der nächsten 40 Jahre 
zu. Die Unsicherheiten bei den Treibhausgas-Emis-
sionen gehören zu den am häufigsten untersuch-
ten Unsicherheitsfaktoren der Prognosemodelle 
zur zukünftigen hitzebedingten Sterblichkeit [96].
Klimamodelle und Parameter
Klimamodelle versuchen, die Hauptvorgänge 
im Klimasystem abzubilden und sind in unter-
schiedlichen Komplexitätsstufen verfügbar (s. die 
Abschnitte 2.1.4.1 und 2.2.1). Die Modelle mit den 
höchsten Grad an Komplexität beziehen Prozesse 
der Atmosphäre, des Ozeans, der Landoberfläche, 
der Kryosphäre und biogeochemische Vorgänge 














Wirkungskaskade der Unsicherheiten bei der Abschätzung 
hitzebedingter Sterblichkeit als Folge des Klimawandels. 
Die Kombination der einzelnen Stufen führt zur Inflation  
der Unsicherheiten bis zum Gesundheitsendpunkt. 
Quelle: Gosling et al. 2009 [96]. 
7 Dies gilt allerdings nur für das durchschnittliche »globale Klima«. Wie im Kapitel 2 dargestellt, vollzieht sich der Kli-
mawandel in räumlicher Hinsicht sehr unterschiedlich. So ist beispielsweise für Mitteleuropa nicht geklärt, ob in den 
kommenden Jahrzehnten mit einem weiteren Anstieg der Jahresdurchschnittstemperaturen zu rechnen ist, da natürliche 
Klimaschwankungen den bis zum Ende des 21. Jahrhunderts erwarteten Aufwärtstrend vorübergehend hemmen könnten.
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mit ein. Aufgrund seiner Komplexität ist das Klima-
system selbst noch längst nicht völlig verstanden. 
Aus dieser eingeschränkten Kenntnis erwachsen 
bei der Modellierung ebenfalls beträchtliche Feh-
lerquellen. Zur Ermittlung der Unsicherheiten, die 
den Klimamodellen bei ihrer Anwendung im Rah-
men von Klimaprojektionen innewohnen, gibt es 
verschiedenen Herangehensweisen (s. 2.2.1). 
Die räumliche Auflösung globaler Klimamodelle 
ist zu grob (typischerweise 100 − 250 km) als dass 
sie direkt für Modellrechnungen zu gesundheit-
lichen Auswirkungen des Klimawandels verwen-
det werden können. Aus diesem Grunde müssen 
die Ergebnisse dieser Modelle auf kleinräumliche 
Verhältnisse umgerechnet werden. Dies geschieht 
entweder mittels stochastischer (empirischer) 
Methoden oder mittels dynamischer Modelle (s. die 
Abschnitte 2.2.1 und 2.2.3). 
Die Unsicherheiten in den Ergebnissen der glo-
balen Modelle pflanzen sich in den Ergebnissen 
der regionalen Modelle fort. Bisher gibt es keine 
Studien, die untersucht haben, wie sich die ver-
schiedenen Downscaling-Verfahren auf die Projek-
tion der Mortalitätsentwicklung auswirken oder wie 
groß die Unterschiede in den Modell-Projektionen 
sind, bei Anwendung oder Nichtanwendung von 
Downscaling [96]. 
Bevölkerungsentwicklung
Studien haben gezeigt, dass vorwiegend ältere 
Personen der Personenkreis mit dem höchsten 
Risiko für hitzebedingte Sterblichkeit sind (siehe 
Abschnitt 4.1.4.7). Für die Untersuchung der Aus-
wirkungen des Klimawandels auf die hitzebedingte 
Mortalität ist die Kenntnis der zukünftigen Bevölke-
rungsgröße und Altersstruktur unabdingbar. Hier-
bei bestehen große Unsicherheiten in Bezug auf die 
zukünftige Entwicklung dieser Endpunkte, wobei 
nach O’Neill (2004) diese Unsicherheiten geringer 
sind als die Unsicherheiten, die mit der Emission 
von Treibhausgasen oder mit der Geschwindigkeit 
der technischen Entwicklung verbunden sind [227]. 
Trotzdem wurden diese Unsicherheiten bisher 
unzureichend berücksichtigt, so sind zum Beispiel 
Hayhoe et al. [111], Takahashi et al. [284] und Donald-
son et al. [65] bei Ihren Modellrechnungen zur Ent-
wicklung der hitzebedingten Mortalität von einer 
zeitlich konstanten Bevölkerungszahl und unver-
änderten Altersstruktur ausgegangen. McMichael 
et al. [197] betrachteten zwei Szenarios: ein Szena-
rio mit Bevölkerungswachstum und Änderung der 
Alterstruktur und ein Szenario ohne Änderungen. 
In ähnlicher Weise sind auch Hübler et al. vorge-
gangen [118, 119]. Für die Abschätzung der Bevölke-
rungsentwicklung der Stadt Lissabon bis zum Jahre 
2100 hat Dessai [57] die Bevölkerungsprognosen 
der CIESIN ab dem Jahr 1990 zu Grunde gelegt, 
wobei aus Gründen der Vereinfachung die Medi-
anwerte verwendet wurden. Bevölkerungsprojekti-
onen auf nationaler Ebene für jedes SRES-Szenario 
sind auf der Website des Centre for International 
Earth Science Information Network (CIESIN) ver-
fügbar [47]. Somit besteht prinzipiell die Möglich-
keit, die Bevölkerungsdaten zusammen mit SRES-
Emissions-Szenarios zu betrachten. Abbildung 4 10 
zeigt am Beispiel von Deutschland die Entwicklung 
der Bevölkerung bis zum Jahr 2100 für vier SRES-
Szenarios. Bezüglich der CIESIN-Projektionen 
muss die Einschränkung gemacht werden, dass 
sie unterschiedliche Raten in der Bevölkerungs-
entwicklung der einzelnen SRES-Regionen nicht 
berücksichtigen [160]. Trotzdem können sie als eine 
nutzbare Datenquelle angesehen werden, um die 
Unsicherheiten der hitzebedingten Mortalität, die 
mit der Bevölkerungsdynamik verbunden sind, zu 
untersuchen [96].
Adaptation
Der Begriff Adaptation beinhaltet sowohl die phy-
siologische Akklimatisation des Einzelnen als auch 
eine Reihe von verhaltensbedingten individuellen 
Adaptationsvorgängen, wie z. B. das Tragen wetter-
gerechter Kleidung, ausreichende Flüssigkeitszu-
fuhr, etc. und technologischer Adaptationen, wie 
Ausstattung der Räume mit Ventilatoren, Installa-
tion von Klimaanlagen, klimagerechtes Bauen und 
Wohnen oder die Einführung von Hitzewarnsyste-
men [96]. Epidemiologische Studien zum hitzebe-
dingten Mortalitätsrisiko modellieren bestehende 
Zusammenhänge auf der Grundlage gegenwärtiger 
oder zurückliegender Daten [17, 50, 51, 91, 103, 105, 
229, 231, 234]. Dies bedeutet, dass die Vorhersa-
gen zukünftiger Mortalitätsentwicklungen, die auf 
diesen Ergebnissen fußen, auf der Annahme beru-
hen, dass die Beziehungen stationärer Natur seien 
und auch in gleicher Weise für die Zukunft gelten. 
Es hat sich jedoch gezeigt, dass solche Zeitreihen 
von Natur aus instationär sind [51] und somit nicht 
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so ohne weiteres auf zukünftige Szenarios über-
tragen werden können [96]. Es sind somit für die 
Projektionen zukünftiger gesundheitlicher Aus-
wirkungen des Klimawandels nichtlineare Modelle 
erforderlich.
In jüngster Zeit wird darüber diskutiert, wie die 
Adaptation in Projektionsmodelle eingebunden 
werden kann. In den meisten Studien wurden bis-
her nur physiologische Akklimatisationsvorgänge 
betrachtet. Für die Einbindung von Adaptations-
vorgängen bestehen prinzipiell drei Möglichkeiten: 
Analyse von historischen Zeitreihen zwecks Prü-
fung auf mögliche vorhandene immanente Adap-
tationsvorgänge mittels Regressionstechniken, wie 
von Davis et al. [52] durchgeführt. Sie haben gezeigt, 
dass seit den 60er Jahren in den USA ein fallender 
Trend bei der der Hitze zuschreibbaren Mortali-
tät -trotz weiter bestehender wichtiger regionaler 
Unterschiede, insbesondere bei den nordöstlichen 
und nördlichen Bundesstaaten- beobachtet werden 
kann. Dieser fallende Trend wird als ein Indiz dafür 
gesehen, dass eine Adaptation an erhöhte thermi-
sche Belastungen stattfindet und dass ein Igno-
rieren dieser Prozesse bei der Modellierung die 
hitzebedingte Sterblichkeit überschätzen würde. 
Hinweise auf eine Anpassung der Bevölkerung an 
höhere Temperaturen finden sich auch bei [215]. 
Kritisch muss jedoch dazu angemerkt werden, dass 
dies Ergebnisse retrospektiver Untersuchungen 
sind und dass es nicht sicher ist, ob sich diese Ten-
denzen in der Zukunft weiter so fortsetzen werden 
wie bisher. Auch für Finnland wird ein fallender 
Trend in der hitzebedingten Mortalität berichtet. 
Betrug deren Anteil in den 1970er Jahren 1,5 – 2,3 % 
ist er inzwischen auf 0,2 – 0,4 % zurückgegangen 
[223]. 
Die zweite Möglichkeit besteht in der Erweite-
rung bestehender Dosis-Wirkungsbeziehungen in 
Richtung Zukunft entweder durch Verschiebung 
der Temperaturschwellen in Richtung höherer 
Schwellenwerte [57, 65] (siehe Abschnitt 4.2.4.1 






























Bevölkerungsentwicklung in Deutschland von 1990 bis 2100 für vier SRES-Szenarios.
Datenquelle: CIESIN, 2002 [47]. 
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durch Verbreiterung der Häufigkeitskurve der 
Temperaturverteilung im Bereich höherer Tempe-
raturen. Erforderlich sind jedoch Annahmen dar-
über, wie stark die Dosis-Wirkungsbeziehungen 
verschoben werden können. Dessai [57] nimmt 
z. B. an, dass eine Adaption um 1 °C in jeweils 30 
Jahren stattfindet. Nach [96] bildet diese Methode 
wahrscheinlich besser die Adaptation ab als die vor-
hergehend genannte. Gestützt wird diese Heran-
gehensweise auch durch empirische Befunde von 
Honda et al. [117], die zeigen konnten, dass sich die 
Schwellentemperatur des Mortalitätsminimums 
bei der Bevölkerung der Insel Okinawa in der Zeit 
zwischen 1972 bis 1990 von 23 – 28 °C auf über 33 °C 
verschoben hat. Dem stehen jedoch Ergebnisse 
einer Studie von Miron et al. [208] entgegen, die 
für die Jahre 1995 – 2003 einen Rückgang der Tem-
peraturschwelle für die hitzebedingte Mortalität in 
Zentralspanien um 2 °C im Vergleich zu 1975 – 1984 
feststellten.
Die dritte Methode, die vorwiegend in den USA 
diskutiert wird, besteht in der Verwendung von 
»Analog«- oder »Surrogat«-Städten für Projektions-
zwecke. In den Surrogat-Städten herrschen bereits 
in der Gegenwart klimatische Bedingungen, wie 
sie für die Zukunft in »Ziel«-Städten zu erwarten 
sind [139], sodass die Dosis-Wirkungsbeziehungen 
dieser Städte direkt auf die Zielstädte übertragen 
werden können. Auch bei dieser Methode muss 
kritisch gesehen werden, dass bei der Übertragung 
der Relationen von einer zeitlichen Konstanz der 
Dosis-Wirkungsbeziehungen ausgegangen wird. 
Ebenso wenig werden regionale Unterschiede in 
den sozioökonomischen Verhältnissen berücksich-
tigt und schließlich zeigt sich in den USA ein Trend 
zur Angleichung der Dosis-Wirkungsbeziehungen 
zwischen den einzelnen Städten ab [52], was die 
Brauchbarkeit der Methode in Frage stellt.
4.1.8.2 Ergebnisse von Vorhersagemodellen  
 zur klimabedingten Mortalität
Eine Reihe von nationalen Studien zu den Auswir-
kungen des Klimawandels auf die Gesundheit weist 
übereinstimmend darauf hin, dass Hitzestress und 
hitzebedingte Mortalität insbesondere bei der älte-
ren Bevölkerung zunehmen werden. Dies betrifft 
Länder, wie z. B. Deutschland [307], Großbritannien 
[65], die Niederlande [224], Österreich [214], Portu-
gal [44], Schweden [253], die Schweiz [64], Spanien 
[212] und auch die USA [75]. Ebenso liegen Schät-
zungen über zukünftige zusätzliche hitzebedingte 
Todesfälle für eine Reihe europäischer Großstädte 
aus dem PHEWE-Projekt vor [31]. Inwieweit die 
hitzebedingte Mortalität durch eine verringerte 
Wintermortalität ausgeglichen werden könnte, ist 
Gegenstand aktueller Diskussionen. 
Erste Schätzungen für Deutschland prognosti-
zieren für die Jahre 2071 – 2100 ein Ansteigen der 
hitzebedingten Mortalität um jährlich 5 000 zusätz-
liche Todesfälle, wenn die gegenwärtige Bevölke-
rungszahl und Alterstruktur zugrunde gelegt und 
zwischen Wärmebelastung und Mortalität ein 
exponentieller Zusammenhang angenommen 
wird. Wird die Bevölkerungsdynamik (Abnahme 
der Bevölkerungszahl und Veränderung der Alters-
struktur) berücksichtigt, ist mit weiteren 3 500 pro 
Jahr, also insgesamt 8 500 zusätzlichen Todesfällen 
zu rechnen. Diese Rechnungen berücksichtigen 
zwar die möglichen Auswirkungen des demogra-
phischen Wandels, nicht jedoch mögliche Adaptati-
onsvorgänge und Effekte durch vorgezogene Sterb-
lichkeit (harvesting), sodass hier eher konservative 
Schätzungen vorliegen. Von den gesundheitlichen 
Auswirkungen besonders betroffen sind dabei 
dicht besiedelte Regionen (Ballungsräume) und der 
Süden Deutschlands [118, 119]. Bezüglich der kälte-
bedingten Mortalität zeigen die Schätzungen, dass 
in den dicht besiedelten Regionen, vor allem in den 
Großstädten, eine stärkere Verringerung der Sterb-
lichkeit zu erwarten ist, wobei diese Verringerung 
aufgrund der stärkeren Abnahme von kalten Tagen 
im nördlichen Teil Deutschlands stärker ausfällt als 
im südlichen Teil. Für Deutschland als Ganzes wird 
mit einer durchschnittlichen Reduktion von 5 200 
Todesfällen pro Jahr gerechnet, davon sind etwa 
3 000 Fälle durch den Temperatureffekt bedingt 
und 2 200 Fälle der demographischen Entwicklung 
anzurechnen [118, 119]. In der Bilanz wird die Zahl 
der hitzebedingten Todesfälle jedoch nicht durch 
die geringere Zahl kältebedingter Todesfälle ausge-
glichen. Auch Koppe (2005) kommt zum Schluss, 
dass die Erhöhung der Zahl hitzebedingter Todes-
fälle um 20 % im Jahr 2050 in Baden-Württemberg 
nicht durch die Verringerung der kältebedingten 
Mortalität ausgeglichen wird [156]. Ein etwas ande-
res Bild zeigt sich in Ländern, die historisch eine 
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hohe Wintermortalität aufweisen, wie dies z. B. 
in Großbritannien der Fall ist, aber auch dort, wo 
im Vergleich zu Mitteleuropa ein kühleres Klima 
herrscht, wie beispielsweise in Finnland. Für die 
finnische Bevölkerung prognostizieren Hassi und 
Rytkönen [109], dass sich die bisher bestehende 
Relation von etwa 5 % Exzessmortalität im Winter 
und von 0,2 – 0,4 % hitzebedingter Exzessmortali-
tät auch bei einer Temperaturerhöhung um 2 °C bis 
zum Jahre 2050 nicht ändern wird. Auch zukünftig 
wird in Finnland die kältebedingte Exzessmortalität 
den Hauptanteil klimabedingter Todesfälle ausma-
chen. Für Großbritannien schätzen Donaldson et 
al. [65] einen Anstieg der jährlichen hitzebedingten 
Mortalität um 250 % bis zum Jahr 2050 während 
für die kältebedingte Mortalität eine Reduktion um 
25 % vorhergesagt wird. In Absolutzahlen ausge-
drückt bedeutet dies eine Erhöhung der Zahl der 
hitzebedingten Todesfälle von etwa 800 in den 
1990er Jahren auf etwa 2 800 im Jahr 2050 und 
etwa 3 500 im Jahr 2080. Dem steht jedoch eine 
Reduktion der kältebedingten Todesfälle von ca. 80 
000 in den 1990er Jahren auf etwa 60 000 im Jahr 
2050 und etwa 51 000 im Jahr 2080 gegenüber. In 
die gleiche Richtung gingen bereits die Schätzun-
gen von Langford und Bentham [176], die prognos-
tiziert haben, dass bei einer Erhöhung der Tem-
peratur im Winter um 2 – 2,5 °C im Jahr 2050 mit 
einer Reduktion der Wintersterblichkeit von 2 – 3 % 
zu rechnen ist, was etwa 9 000 Fällen entspricht. 
Zu zum Teil gegensätzlichen Aussagen zur Rich-
tung der Mortalitätsentwicklung nach thermischer 
Belastung kommen Studien aus den USA. Zum 
Beispiel haben Davis et al. [52] für 28 untersuchte 
US-amerikanischen Großstädte geschätzt, dass bei 
einer Erwärmung um 1,5 °C jährlich zusätzlich 3,6 
Todesfälle je Standardmillion Einwohner im Som-
mer zu erwarten sind, im Vergleich dazu aber 8,9 
Todesfälle weniger im Winter auftreten mit einem 
Abwärtstrend von 2,65 Todesfällen/Jahr. Andere 
Untersucher prognostizieren für das Jahr 2050, 
gestützt auf Untersuchungen in 44 US-amerika-
nischen Städten, eine Erhöhung der Sommermor-
talität um über 70 %, was etwa 1 300 zusätzlichen 
Todesfällen entspricht und eine 15 %ige Reduktion 
der Wintermortalität (100 – 200 weniger Todesfälle) 
[139]. Diese insgesamt doch recht unterschiedlichen 
und zum Teil inkonsistenten Ergebnisse unter-
streichen nochmals die Notwendigkeit für weitere 
Untersuchungen bezüglich des Ausmaßes der 
Angleichung von hitze- und kältebedingter Mortali-
tät unter den Bedingungen des Klimawandels [96].
 
4.1.8.3 Unsicherheitsanalysen von Vorhersage- 
 Ergebnissen der klimabedingten  
 Mortalität
Berücksichtigung von Adaptations 
(Akklimatisations) vorgängen
Hübler et al. [119] haben auf die Vorläufigkeit ihrer 
Schätzungen zur klimabedingten Mortalitätsent-
wicklung in Deutschland hingewiesen und dabei 
betont, Adaptationsvorgänge in ihren Modellrech-
nungen nicht berücksichtigt zu haben. Angesichts 
des langsamen Verlaufs der klimatischen Verände-
rungen, die sich über Jahrzehnte hinziehen wer-
den, ist davon auszugehen, dass eine Akklimatisa-
tion der Bevölkerung und auch eine technologisch 
angetriebene Adaptation stattfinden werden und 
somit das Ausmaß der hitzebedingten Sterblich-
keit wahrscheinlich überschätzt wurde. Kalkstein 
[137] hat z. B. gezeigt, dass die Sommermortalität 
in London (UK) am Ende des 21. Jahrhunderts um 
ein Drittel niedriger ist, wenn Akklimatisations-
prozesse mit berücksichtigt werden. Dessai et al. 
[57] haben bei ihren Modellrechnungen zur Ent-
wicklung der hitzebedingten Mortalität der Bevöl-
kerung von Lissabon auch Sensitivitätsanalysen in 
Bezug auf die Wirkungen von möglichen Akklima-
tisationsvorgängen durchgeführt. Sie kamen dabei 
zu dem Ergebnis, dass eine Akklimatisation der 
Bevölkerung zu einer um 40 % niedrigeren Som-
mermortalität im Jahr 2050 führen könnte. Für die 
Bevölkerung von Los Angeles haben Hayhoe et al. 
[111] für den Zeitraum 2070 – 2099 eine Reduktion 
der hitzebedingten Mortalität um 20 – 25 % bei 
Akklimatisation errechnet.
Berücksichtigung verschiedener Emissions- 
Szenarios
Neben Adaptations(Akklimatisations)vorgängen 
haben auch die verschiedenen Emission-Szenarios 
und Projektionsmodelle über den Weg des daraus 
resultierenden unterschiedlich hohen Hitzestres-
ses für die Bevölkerung einen Einfluss auf die 
Vorhersage-Ergebnisse zur hitzebedingten Sterb-
lichkeit. Donaldson et al. [65] z. B. untersuchten die 
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Rolle der Treibhausgasemissionen, indem sie vier 
verschiedenen Emissions-Szenarios als Eingangs-
größen für das HadCM2 Klimamodell betrachte-
ten (low, low-medium, medium-high, high), was 
etwa den SRES B1, B2, A2 und A1F1 Szenarios ent-
spricht. Für das Jahr 2050 ergibt sich beim Sze-
nario mit »medium-high« Emissionen, verbunden 
mit einem Anstieg der Sommertemperaturen um 
2 °C, eine Mortalitätserhöhung um 250 %. Beim 
»low«-Emissions-Szenario (Temperaturanstieg 
0,83 °C) und beim »high«-Emissions-Szenario 
(Temperaturanstieg 2,3 °C) bis zum Jahr 2050 lie-
gen die Mortalitätserhöhungen bei 71 % und 307 % 
im Vergleich zur Sommermortalität des Jahres 
1996. Änderungen in der Bevölkerungszahl und 
Alterstruktur sowie mögliche Adaptationen an das 
Klima waren dabei unberücksichtigt. 
Mortalitätsprojektionen auf der Grundlage von 
»low«-, »medium«- und »high«- (B1, A1B und A1F1) 
SRES-Emissions-Szenarios von McMichael et al. 
[197] ergaben beispielsweise für die Bevölkerung 
von Brisbane, Australien eine Mortalitätserhö-
hung im Jahr 2050 von etwa 160 % für das »high«-
Szenario und von etwa 50 % für das »low«- oder 
B1-Szenario. Auch Hayhoe et al. [111] haben für 
die Bevölkerung von Los Angeles gezeigt, das 
die Mortalitätsentwicklung stark vom jeweiligen 
Emissions-Szenario abhängig ist. Der niedrigste 
Schätzwert von 319 Todesfällen pro Jahr (zum Ver-
gleich: 165 Todesfälle pro Jahr im Zeitraum 1961 
1990) ergab sich beim »low« oder B1-Szenario, 
wenn gleichzeitig auch Akklimatisation stattfand. 
Der höchste Schätzwert von jährlich 1 429 Todesfäl-
len wurde für das »high«-Emissions-Szenario ohne 
Akklimatisation errmittelt. 
Die Ergebnisse dieser Studien zeigen, dass die 
Schätzungen zum Ausmaß klimabedingter Morta-
litätsänderungen im starken Maße von den jeweili-
gen Modellen, Randbedingungen und Annahmen 
abhängig sind und ihnen eine Reihe von Unsicher-
heiten anhaften. Dies gilt es bei ihrer Bewertung 
und Einordnung zu beachten, stellt jedoch den 
Wert der bisherigen Erkenntnisse nicht infrage.
4.2 Gesundheitliche Auswirkungen  
 von Überschwemmungen, Stürmen 
 und anderen Extremereignissen 
Extreme Wetterereignisse wie Hochwasser/
Überschwemmungen und Stürme werden im 
Zuge des Klimawandels vermutlich weltweit 
zunehmen.
In Europa stellen Hochwasser heute die 
häufigsten Naturkatastrophen dar.
Für Deutschland kann bisher in Abhängig-
keit von der geographischen Region sowohl 
eine Zunahme als auch eine Abnahme der 
Hochwasserhäufigkeit festgestellt werden.
Gesundheitliche Wirkungen, können so-
wohl während als auch nach dem Ereignis auf-
treten. Zu den möglichen direkten gesundheit-
lichen Wirkungen gehört Tod durch Ertrinken, 
wobei die Zahl der Todesfälle wesentlich von 
der zerstörerischen Kraft des Hochwassers und 
vom Verhalten der Bevölkerung abhängig ist.
Verletzungen verschiedenster Art können 
während der Ereignisse, vor allem aber bei 
Aufräumungsarbeiten und Schadensbeseiti-
gungen auftreten. 
Erkrankungen durch Infektionen als Folge 
von Hochwassern sind in Mitteleuropa ver-
gleichsweise selten und treten vorwiegend in 
Regionen auf, in denen Krankheitserreger en-
demisch vorkommen und sind durch mangeln-
de Hygiene und/oder überfüllte Auffanglager 
von evakuierten Personen mitbedingt.
In einigen Studien wurde auch über erhöhte 
Inzidenzen mentaler Gesundheitsstörungen 
nach Hochwassern berichtet. Angstgefühle 
und Depressionen können dabei Wochen 
bis Monate nach Hochwasserereignissen 
andauern. 
Später einsetzende Wirkungen können 
eine Folge von Zerstörungen der Infrastruktur 
und der eigenen Lebensgrundlage sein. Dazu 
gehören Vergiftungsunfälle durch chemische 
Kontaminationen, respiratorische Erkran-
kungen durch feuchte Gebäude und großflä-
chige Schimmelbefälle oder auch schwere psy-
chische Störungen wie das posttraumatische 
Belastungssyndrom. 
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4.2.1 Erscheinungsformen von Hochwassern
Hochwasser können in verschiedenen Erschei-
nungsformen auftreten und eine klare Definition 
für den Begriff »Hochwasser« ist nicht einfach zu 
finden [233]. Im allgemeinen Sinne können Hoch-
wasser angesehen werden als eine übermäßige 
Ansammlung von Wasser über Landflächen, die 
üblicherweise nicht von Wasser bedeckt sind [298]. 
Hochwasser können in Ausmaß, zeitlichem Auftre-
ten und Wirkung sehr stark variieren. Der Begriff 
»Hochwasser« kann für Ereignisse stehen, die nach 
Ausmaß und Wirkung »als gerade wahrnehmbar« 
bis hin zu »katastrophal« eingestuft werden kön-
nen. Hochwasser können verschiedene Ursachen 
haben und in verschiedenen Formen auftreten. 
Tabelle 4.9 gibt eine stark vereinfachte Übersicht 
über Ursachen und Erscheinungsformen von 
Hochwassern. 
4.2.2 Trends in der Hochwasserhäufigkeit 
Die Erwärmung der Erde im Zuge des Klimawan-
dels führt auch zu einer Beschleunigung des Was-
serkreislaufs. Als dessen Folge nimmt weltweit 
die Wahrscheinlichkeit des Auftretens von extre-
men Wetterereignissen zu, wie z. B. von schweren 
Stürmen, Dürreperioden, Starkniederschlägen und 
Hochwasser/Überschwemmungen/Überflutun-
gen [142].8 Die Länder, die dabei mit den schwer-
wiegendsten Folgen zu rechnen haben, sind vor 
allem die Länder in der Dritten Welt, die überdies 
auch über die geringsten Adaptationsmöglich-
keiten und -fähigkeiten verfügen. Aber auch die 
wirtschaftlich entwickelten Länder sind gegenüber 
Extremereignissen gefährdet, die Ausmaße von 
Katastrophen annehmen können. So verursachte 
eine Serie von acht Winterstürmen (Daria, Herta, 
Judith, Nana, Ottilie, Polly, Vivian und Wiebke) in 
den Monaten Januar bis März 1990 europaweit 
Gesamtschäden von 12,7 Mrd. €. Allein in Deutsch-
land waren durch diese Ereignisse 64 Todesopfer 
zu beklagen [99]. In den Jahren 1993, 1994 und 
1995 kam es durch Hochwasser und damit verbun-
dene Überschwemmungen im deutschen Rhein-
Einzugsgebiet und im Saale-Einzugsgebiet zu 12 
Todesopfern und Schäden in Höhe von rd. 1 Mrd. €. 
Beim Oder-Hochwasser 1997 blieb Deutschland 
zwar von Todesopfern verschont. 330 Mio. € Scha-
den in Deutschland stehen jedoch über 100 Tote 
und Schäden von fast 4 Mrd. € in Polen und Tsche-
chien gegenüber [99, 165]. Das Pfingsthochwasser 
1999 in Baden-Württemberg und Bayern forderte 
5 Todesopfer und 335 Mio. € Schäden, Der Win-
tersturm Lothar zu Weihnachten 1999 forderte 15 
Tote und verursachte mehr als 1,6 Mrd. € Schäden 
in Bayern und Baden-Württemberg [99]. Bei den 
Hochwassern vom August 2002 kam es zu Schä-
den in Höhe von insgesamt 21,1 Mrd. € und zu 37 
Todesfällen. Allein 21 Todesopfer waren durch das 
Elbehochwasser im Freistaat Sachsen und 15 Tote 
in der tschechischen Republik zu beklagen [99]. 
Diese Beispiele zeigen und machen deutlich, in 
welchem Maße auch in der heutigen Zeit eine hoch 
technisierte und hoch organisierte Gesellschaft 
anfällig gegenüber extremen Naturereignissen ist. 
Neben Flussbaumaßnahmen, Intensivierung der 
land- und forstwirtschaftlichen Landnutzung wird 
auch die anthropogen verursachte Klimaänderung 













8 Zu Naturkatastrophen (Stürme, Starkniederschläge, Überschwemmungen) siehe auch die Abschnitte 2.1.3.3 und 
2.2.2.3.
Tabelle 4.9
Hochwasser-Ereignisse, Ursachen und Erscheinungs-
formen. 
Quelle: Few 2006 [83].
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Gegenwärtige Entwicklung der Hochwasser-
häufigkeiten in Deutschland
Die Eintrittshäufigkeiten von Hochwassern in 
Deutschland weisen starke zeitliche und regionale 
Variabilitäten auf. 
Betrachtet man historische Zeiträume, so wurden Peri-
oden niedriger Hochwasserfrequenz von Zeiträumen 
hohen Hochwasserrisikos abgelöst. Wobei die Folgen die-
ser Hochwasser oftmals die der Hochwasser der jüngsten 
Zeit übertroffen haben [93]. Auch regional gesehen beste-
hen erhebliche Unterschiede im Auftreten von Hochwas-
sern. So ist bei Winter-Hochwassern von Elbe und Oder in 
den letzten 100 Jahren ein fallender Trend zu beobachten 
(Abbildung 4.11), der mit dem selteneren Auftreten von 
Eisgängen beider Flüsse aufgrund der stattgefundenen 
regionalen Erwärmung in den Wintermonaten erklärt 
werden kann [217]. Für die Sommermonate zeigte sich 
kein zeitlicher Hochwassertrend bei beiden Flüssen. Für 
die Werra wurden ein fallender Trend des Hochwasserri-
sikos in den Sommermonaten und ein steigender Trend 
des Hochwassers für die Wintermonate festgestellt [218]. 
Petrow et al. [236] führten Zeitreihenanalysen der Hoch-
wasserpegelstände von 145 Messstationen in Deutschland 
durch, die zwischen 1952 und 2002 aufgezeichnet wur-
den. Die Analyse ergab, dass sich im Untersuchungszeit-
raum von 50 Jahren die Häufigkeit von Hochwassern regi-
onal unterschiedlich entwickelt hat. Während im Osten 
und Nordosten Deutschlands keine Änderungen in der 
Eintrittshäufigkeit feststellbar waren, zeigen die Analy-
seergebnisse bei einer Reihe von Hochwasserindikatoren 
steigende Trends für Wassereinzugsgebiete der Flüsse 
Rhein, Weser und Donau.
Unabhängig davon, ob der Klimawandel einen Ein-
fluss auf die Häufigkeit von Hochwasserereignissen 
hat, stellen zum gegenwärtigen Zeitpunkt extreme 
Hochwasserereignisse die häufigste Art von Natur-
katastrophen in Europa dar [103]. Nach Angaben der 
Münchener Rückversicherungs-Gesellschaft waren 
z. B. im Jahre 2006 von den 20 000 Todesfällen 
durch Naturkatastrophen weltweit 34 % Opfer von 
Hochwassern [220]. 
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a   Elbe, Winter e   Oder, Winter
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c   Elbe, Sommer g   Oder, Sommer
Abbildung 4.11
Auftrittsraten (Risiko/Zeiteinheit) extremer Flusshochwasser der Elbe und der Oder. Die Rohdaten (b, d, f, h) sind in  
drei Stärkeklassen (3, extrem stark; 2, stark; 1, gering) unterteilt; sie basieren auf historischen Beobachtungen (vor 1850)  
und Messungen (nach 1850). Die Auftrittsraten der starken Ereignisse (Klassen 2 und 3) (a, c, e, g) sind als Linien mit 
90 %-Konfidenzbändern (grau) gezeichnet. Im Zeitraum 1500 – 1799 wurde eine alternative historische Quellensammlung 
benutzt (gestrichelt), was keinen signifikanten Unterschied zu den sonst verwendeten Weikinnschen Quellentexten  
(Weikinn, 1958 – 2002) ergab [217]. Die Pfeile verdeutlichen das Ergebnis eines Tests der Hypothese »konstante Auftritts- 
rate«; diese bestätigen die Kurvenverläufe dahingehend, dass es im 20. Jahrhundert keine Aufwärtstrends im Risiko  
extremer Flusshochwasser gegeben hat. 
Quelle: Mudelsee 2007 [216].
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4.2.3 Die gesundheitlichen Auswirkungen von 
 Hochwassern (Überschwemmungen,  
 Fluten)9
4.2.3.1 Vorbemerkungen
Die Auswirkungen, die mit dem Auftreten von 
extremen Wetterereignissen verbunden sind, sind 
überwiegend negativer Natur. Hochwasser bergen 
wie jede Naturgewalt gesundheitlichen Risiken, die 
weit über ihre rein physikalischen Auswirkungen 
hinausgehen. Hochwasser können z. B. mikrobielle 
und chemische Kontaminanten mit sich führen, 
die in bisher unbelastete Lebensräume hineingetra-
gen werden. Hochwasser erhöhen die Chancen für 
einen stärkeren Kontakt mit Krankheitsüberträgern 
und Krankheitserregern, erhöhen das Risiko für 
Zerstörungen regionaler Infrastrukturen, von 
Gebäuden, Besitztümern und der Existenzgrund-
lage vieler Menschen. Hochwasser können folglich 
die Exposition gegenüber Toxinen und Pathogenen 
erhöhen, erhebliche Auswirkungen auf die mentale 
Gesundheit haben und die Kapazität des Gesund-
heitswesens, solchen Situationen erfolgreich zu 
begegnen in erheblichem Maße beeinträchtigen 
[107, 195, 303]. Hochwasser können die Gesundheit 
der Bevölkerung auch in einer mehr tangentialen 
Art beeinflussen, indem sie die Menschen ihres 
Wohnsitzes berauben, ihre Existenzgrundlage und 
Lebensperspektiven zerstören, den Zugang zu 
Nahrungsmitteln und Kulturgütern beeinträchti-
gen und die gesellschaftliche Infrastruktur in Mit-
leidenschaft ziehen. Abbildung 4.12 zeigt einige 
mögliche Expositionspfade der Bevölkerung durch 
hochwasserbedingte Noxen und deren mögliche 
Folgen für die menschliche Gesundheit.
Mit Hochwassern gehen sehr verschiedene gesund-
heitliche Wirkungen einher. Die gesundheitlichen 
Wirkungen reichen von unmittelbaren physischen 
Auswirkungen, wie Verletzungen und Todesfälle 
bis zu lang anhaltenden Wirkungen auf die mentale 
Gesundheit [100]. Tabelle 4.10 gibt eine Übersicht 
über die wichtigsten gesundheitlichen Wirkungen 
nach Auftreten von Hochwassern.
Diese Wirkungen können einerseits aus der direk-
ten Einwirkung von Hochwassern resultieren, wie 
z. B. Ertrinken, Verletzungen oder wasserbedingte 
Erkrankungen oder indirekt durch die Auswirkun-
gen der Hochwasser auf Schutzeinrichtungen, die 
Lebensgrundlage der Betroffenen, die Infrastruktur 
und das Gesundheitswesen. Umfang und Ausmaß 
der gesundheitlichen Wirkungen von Hochwas-
sern hängen von einer Vielzahl von Faktoren ab [3]. 
Hierzu gehören:
 Art des Hochwasserereignisses (Regelmäßig-
keit, Eintrittsgeschwindigkeit, Wassertiefe, 
zeitliche und räumliche Ausdehnung)
9 In diesem Abschnitt sind die gesundheitlichen Wirkungen von anderen Wetter-Extrema wie Stürmen indirekt mit ent-
halten, da deren gesundheitlichen Effekte denen von Hochwassern/Überschwemmungen ähneln. Da diese Ereignisse 
wiederum sehr häufig als Folge starker Stürme auftreten, sind beider Auswirkungen schwer voneinander abzugrenzen.




































Mögliche Expositionspfade der Bevölkerung durch 
hochwasserbedingte Noxen und deren Auswirkungen  
auf die menschliche Gesundheit. 
Quelle: Few und Matthies 2006 [83]
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 Gefährdungsgrad von Bevölkerung und Um-
welt (sozioökonomische Verhältnisse, Art der 
Gebäudekonstruktionen, gegenwärtiger Status 
der Bevölkerungsgesundheit und der Infra-
struktur des Gesundheitswesens)
 Grad der Adaptationsfähigkeit von Bevölke-
rung und Umwelt (Vorhandensein von Be-
wältigungsstrategien), Vorhandensein von 
Gegenmaßnahmen (Frühwarnsysteme, Eva-
kuierungs- und Katastrophenpläne).
Der Wirkungsmechanismus von Hochwassern auf 
die menschliche Gesundheit ist zwar komplex aber 
im Allgemeinen gut bekannt. In Tabelle 4.11 sind die 
wesentlichen gesundheitlichen Endpunkte unter 
dem Gesichtspunkt aufgeführt, ob für ihr Auftre-
ten direkter physischer Kontakt mit Hochwasser im 
häuslichen oder im lokalen Umfeld erforderlich ist. 
Adverse Wirkungen können zu verschiedenen Zeit-
räumen in Erscheinung treten. Bereits in der Früh-
phase des Hochwassers kann es zu Verletzungen 
kommen, wenn Personen sich vor den steigenden 
Wasserspiegeln selbst oder ihr Hab und Gut in 
Sicherheit bringen. Ebenso ist die Gefahr von Ver-
letzungen während des Hochwassers und danach 
sehr hoch [3]. Infektionskrankheiten können auch 
noch auftreten, wenn die Hochwasser bereits abge-
klungen sind. Dies trifft auch für mentale adverse 
Effekte zu, die noch Monate nach Überschwem-
mungsereignissen anhalten oder neu auftreten 
können.
Im Folgenden werden die gesundheitlichen 
Auswirkungen nach Hochwassern/Überschwem-
mungen im Einzelnen unter dem Gesichtspunkt 
ihrer epidemiologischen Evidenz und unter 
schwerpunktmäßiger Ausrichtung auf Europa bzw. 
die entwickelten Industriestaaten betrachtet.
4.2.3.2 Physische Auswirkungen von  
 Hochwassern
Todesfälle 
Unter hochwasserbedingter Mortalität wird 
gemeinhin Tod durch Ertrinken oder durch töd-
liche Verletzungen während des Hochwasserge-
schehens verstanden. Eine weltweite statistische 
Erfassung von solchen unmittelbaren Todesfällen 
ist relativ einfach möglich, zumindest wenn Hoch-
wasser das Ausmaß von Katastrophen annehmen. 
Todesfälle als Folge von Infektionskrankheiten, die 
nicht unmittelbar mit den Hochwassern zusam-
men auftreten müssen, sind dagegen schon schwie-
riger dem Ereignis direkt zuzuordnen.
Gegenwärtig bestehen drei Registerdatenban-
ken, in die Todesfälle, die im Gefolge von Katastro-
phen auftreten, aufgenommen werden. Zwei dieser 
Datenbanken gehören Versicherungsunternehmen 
(Münchener Rück und Schweizer Rück) und besit-
zen keinen öffentlichen Zugang. Die dritte Daten-
bank, EM-DAT, wird vom Centre for Research on 
the Epidemiology of Disasters (CRED) der katho-
lischen Universität Leuwen (Belgien) unterhalten 
Direkte Wirkungen Ertrinken
Verletzungen (Schnitt-, Schürf- 


















Ernteausfälle, Verknappung von 
Lebensmitteln
Verlust der Behausung 
(fehlender Schutz gegenüber 
Krankheitsüberträgern)
Zerstörung der Existenzgrund-
lage, Verlust des Einkommens
Umsiedlung
Tabelle 4.10
Potenzielle gesundheitliche Auswirkungen und Gefähr-
dungen durch Hochwasser, Überschwemmungen, Fluten. 
Quelle: Ahern und Kovats 2006 [3]. 
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und gepflegt und ist frei zugänglich. In die Daten-
bank werden Informationen aus verschiedenen 
Primärquellen aufgenommen. Zu diesen Primär-
quellen gehören Institutionen der Vereinten Natio-
nen (UN), Nichtregierungsorganisationen (NGOs), 
Versicherungsgesellschaften, Forschungseinrich-
tungen und Presseagenturen. In die EM-DAT 
Datenbank werden Ereignisse aufgenommen, die 
mindestens eines der vier nachstehend genannten 
Kriterien erfüllen:
 10 oder mehr Personen sind beim Ereignis um-
gekommen
 100 oder mehr Personen sind betroffen 
 Ersuchen um internationale Hilfe
 Ausrufen des Notstandes
Zwischen 1975 und 2005 sind 238 Hochwasse-
rereignisse, die in Europa aufgetreten sind, in 
EM-DAT registriert worden. Diesen Hochwasse-
rereignissen können insgesamt 2 476 Todesfälle 
zugeordnet werden. Zwischen 1980 und 1999 lag 
die jährliche Inzidenz an Todesfällen aufgrund von 
Binnenhochwassern, Erdrutschen und Schlamm-
lawinen in Westeuropa bei 1,3 und die Inzidenz an 
Verletzungen bei 5,7 pro 10 000 000 Einwohner. 
Im Vergleich dazu betrug im gleichen Zeitraum 
die jährliche Inzidenz an Todesfällen durch Bin-
nenhochwasser in Ländern der Karibikregion oder 
Zentralamerikas 52,2 pro 10 000 000 Einwohner 
und in Ländern Südost-Asiens 20,3 pro 10 000 000 
Einwohner [3, 194]. 
Die Geschwindigkeit des Hochwassereinsetzens 
wird im Allgemeinen als Hauptrisikofaktor für 
Todesfälle, insbesondere durch Ertrinken, ange-
sehen [3]. Schnell einsetzende Hochwasser sind 
besonders gefährlich, da die Vorwarnzeiten nur 
sehr kurz sind [88]. Die höchste Mortalitätsrate, 
gemessen an der Zahl der Todesopfer im Verhält-
nis zur Gesamtzahl der betroffenen Bevölkerung 
wird bei Sturzfluten beobachtet [132]. Relativ wenig 
Literatur gibt es über Todesursachen oder Begleit-
umstände, die bei Hochwasserereignissen zum 
Tode führten. Jonkman und Kelman [132] haben 
247 Todesfälle aus Europa und den USA unter-
sucht und fanden heraus, dass bei zwei Dritteln der 
Fälle Tod durch Ertrinken die Ursache war. Unter-
suchungen über Todesursachen bei Sturzfluten 
in den USA (Zeitraum 1969 – 1981) ergaben, dass 
97 % aller Todesfälle auf Ertrinken, davon 46 % 
im Kraftfahrzeug, zurückzuführen waren (Tabelle 
4 12). Im Zeitraum 1998 – 2003 waren von 449 
Todesfällen durch Hochwasser 252 (56 %) KFZ-
bedingt [165]. Auch andere Studien aus den USA 
haben auf die besondere Bedeutung des »Aufent-
halts im KFZ« während Hochwasserereignissen 
als Risikofaktor für Todesfälle hingewiesen [68, 71, 
163]; dies war auch ein signifikanter Risikofaktor 
bei Hochwassern in Puerto Rico [276]. Rettungs-
personal gehört ebenfalls zu der Personengruppe, 
die ein höheres Mortalitätsrisiko bei Hochwassern 
aufweisen [70].
Tabelle 4.11
Mechanismen der Beeinträchtigung des Menschen durch Fluten. 
Quelle: Ahern und Kovats 2006 [3]. 




Überschwemmung im Umfeld 
(kein direkter Kontakt)
Tod durch Ertrinken oder  
Gewalteinwirkung
Ja Ja Nein
Verletzungen Ja Ja Nein
Durchfallerkrankungen Ja Ja Möglich (bei Überschwemmung 
von Kläranlagen)
Leptospirose Selten Ja Möglich




Ja Möglich Möglich 
(Evakuierte Personen)
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Neben Ertrinken und tödlichen Verletzungen 
besteht auch die Möglichkeit für krankheitsbe-
dingte Todesfälle nach Hochwassereinwirkungen. 
Hinweise auf den Beitrag von Infektionskrankhei-
ten auf die Mortalität stammen aus Studien, die in 
Entwicklungsländern durchgeführt wurden. Eine 
Erhöhung der Diarrhoe-Mortalität wurde nach 
dem Hochwasser 1988 in Khartum (Sudan) beob-
achtet [306]. Bei einer Querschnittsstudie, die 1998 
in überfluteten Regionen in Bangladesh durchge-
führt wurde, wurden unter 3 109 vom Hochwasser 
betroffenen Bewohnern 7 Todesfälle registriert 
[166]. Unter diesen 7 Todesfällen waren auch 
zwei Personen, die an Durchfall erkrankt waren. 
Zwei Personen sind wahrscheinlich auf Grund 
einer Herzattacke verstorben. Die vergleichsweise 
geringe Evidenz krankheitsbedingter Todesfälle 
nach Hochwasserereignissen in Entwicklungs-
ländern ist wahrscheinlich auch auf die schlechte 
Datenlage mit zurückzuführen. Aufgrund der im 
Allgemeinen schwach entwickelten Infrastruktur 
des Gesundheitswesens in diesen Ländern ist die 
Berichterstattung von Infektionskrankheiten und 
deren Folgen verständlicherweise von eher unter-
geordneter Priorität bei solchen Ereignissen [3]. 
Aufgrund des entwickelten Gesundheitssystems 
und des hohen Hygienestandards in den entwi-
ckelten Ländern sind Ausbrüche von Infektionser-
krankungen mit Todesfolge eher unwahrscheinlich 
und bisher auch nicht beobachtet worden. 
Verletzungen
Während Hochwassern besteht für die betroffene 
Bevölkerung auch die Gefahr von Verletzungen. So 
können z. B. Personen durch Gegenstände getrof-
fen werden, die sich in schnell fließendem Was-
ser befinden. Die erlittenen Verletzungen können 
geringgradig und selbst behandelbar, wie Schnitt- 
und Schürfwunden, aber auch ernsterer Natur sein, 
wie z. B. Frakturen, Quetschungen und Stichwun-
den. Auch nach dem Auftreten von Hochwassern 
kann es im Zuge von Aufräumungsarbeiten und 
der Schadensbeseitigung zu Verletzungen kom-
men. Zu den Risikofaktoren, die im Rahmen der 
Wiederherstellungsarbeiten zu Verletzungen füh-
ren können, zählen auch baufällige Gebäude und 
freiliegende Elektrokabel. Über konkrete Angaben 
zu Häufigkeit, Ausmaß und Umfang von Verlet-
zungen nach Hochwasserereignissen liegen nur 
wenige Informationen vor, da diese routinemä-
ßig nach solchen Ereignissen meist nicht erfasst 
werden. Es gibt Hinweise darauf, dass die Verlet-
zungsgefahr bei Hochwasserereignissen in den 
Industrieländern nicht sehr hoch und die Schwere 
der Verletzungen meist geringgradig ist [3]. So 
wurden z. B. nach dem Hochwasser von 1993, 
das den mittleren Westen der USA heimsuchte, 
etwa 500 gesundheitliche Beeinträchtigungen 
Begleitumstand des Todes Anzahl Prozent
Ertrinken 177 93
Bei KFZ-Benutzung 80 46
Sturz ins Wasser (zu Hause, Zeltplatz, Überqueren von Brücken) 81 46
Boot fahren 4 2
Niederschlagswasser 2 1
Während Evakuierung (nicht KFZ-bezogen) 4 2




Im Schlamm versunken 2 1
Gesamt 190 100
Tabelle 4.12
Begleitumstände von 190 Todesfällen aus 16 Survey-Berichten über Sturzfluten, USA, 1969 – 1981. 
Quelle: French et al. 1983 [88]. 
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durch Routineuntersuchungen bei der betroffenen 
Bevölkerung festgestellt, davon waren 250 (48 %) 
Verletzungen. Die meisten davon waren Verstau-
chungen und Muskelzerrungen (34 %), gefolgt 
von Platzwunden (24 %) sowie Schürfwunden und 
Quetschungen (11 %) [263]. Ähnliche Daten wur-
den auch aus Iowa berichtet [13]. Nach der Sturzflut 
von 1988 in Nîmes (Frankreich) wurde von 6 % 
der betroffenen Haushalte angegeben, dass im 
Zusammenhang mit dem Ereignis geringgradige 
Verletzungen, wie Prellungen, Verstauchungen 
und Schnittwunden aufgetreten waren [70]. Neben 
der betroffenen Bevölkerung ist auch das Rettungs-
personal dem Risiko für Verletzungen ausgesetzt.
Durchfallerkrankungen
Durchfallerkrankungen werden im Allgemeinen 
über den fäkal-oralen Weg übertragen. Bei Hoch-
wassern nimmt die Gefahr des Auftretens von 
Durchfallerkrankungen zu, da die Wässer mit 
fäkalen Keimen hoch belastet sein können [143]. 
Darüber hinaus kann die Basishygiene stark beein-
trächtigt werden, da Sanitärräume hochwasser-
bedingt nicht zugänglich oder in ihrer Funktion 
stark eingeschränkt sind. In Abhängigkeit von der 
Schwere und Dauer des Hochwassers können sol-
che Zustände über längere Zeiträume andauern. 
Durchfallerkrankungen sind in Ländern, die über 
ein geringes Pro-Kopf-Einkommen verfügen, wie 
z. B. Bangladesh endemisch und treten dort auch 
regelmäßig vermehrt nach Hochwassern auf [126]. 
Dies gilt auch für Länder, wie Indien oder Brasi-
lien. In den europäischen und anderen hochin-
dustrialisierten Ländern ist die Basishygiene und 
das Gesundheitswesen insgesamt deutlich besser 
entwickelt und ausgebaut, so dass aufgrund des bis-
herigen Wissenstandes das Risiko für das Auftreten 
von Massen-Durchfallerkrankungen nach Hoch-
wassern in Ländern mit gemäßigtem Klima gering 
ist, wie Studien in der früheren Tschechoslowakei 
[46] und in Norwegen [1] gezeigt haben. Nach dem 
Hurrikan Katrina kam es zu Gastroentritisausbrü-
chen bei ungefähr 1 000 Evakuierten und bei Hilfs-
personal in drei Zentren in Texas, die auf Noroviren 
zurückgeführt werden konnten [126]. Noroviren 
werden in überfüllten Einrichtungen besonders 
schnell von Mensch zu Mensch übertragen. Clus-
ter von Durchfallerkrankungen traten auch in Eva-
kuierungszentren von vier weiteren Bundesstaaten 
auf. Gastroenteritis war auch die häufigste Erkran-
kung bei Evakuierten in Memphis, Tennesee [126]. 
Eine Querschnittsuntersuchung von Haushalten 
in Houston, Texas, die durch den tropischen Sturm 
Allison betroffen waren, ergab, dass Durchfaller-
krankungen signifikant mit »Wohnen in einer vom 
Hochwasser betroffenen Wohnung« assoziiert war: 
Chancenverhältnis (Odds Ratio) = 6,2 (95 %-Ver-
trauensbereich 1,4 – 28,0) [299]. Auch nach dem 
schweren April/Mai-Hochwasser von 2001 kam es 
im mittleren Westen der USA zu einer Erhöhung 
der Inzidenz an selbstberichteten Durchfallerkran-
kungen um etwa 30 %: Inzidenzraten Ratio = 1,29 
(95 %-Vertrauensbereich 1,06 – 1,58) [296]. Auch in 
Großbritannien gab es Hinweise auf eine Zunahme 
der Häufigkeit von selbstberichteten Durchfaller-
krankungen bei Betroffenen des Lewes-Hochwas-
sers von 2001: relatives Risiko = 1,7 (95 %-Vertrau-
ensbereich 0,9  – 3,0) [243].
Vektor- und/oder Nagetier-übertragbare  
Erkrankungen 
Ein Zusammenhang von Vektor- und/oder Nage-
tier- übertragbaren Erkrankungen (siehe auch 
Abschnitt 6.1) mit Hochwassser-Ereignissen ist 
bisher praktisch ausschließlich in Bevölkerun-
gen der subtropischen und tropischen Regionen 
beschrieben worden. Ausbrüche dieser Erkrankun-
gen treten vor allem dann auf, wenn es dabei zu 
starken Bevölkerungsbewegungen kommt [300]. 
Aus Europa gibt es bisher nur vereinzelte Berichte. 
Die Evidenz für hochwasserbedingte Erkrankun-
gen dieses Formenkreises in Ländern Europas ist 
gering. In Bukarest (Rumänien) kam es zu einem 
Ausbruch von durch das West-Nil-Virus verursach-
ten Erkrankungen bei Apartmentbewohnern nach 
Überschwemmung ihrer Erdgeschoss-Wohnungen 
als Folge eines Wasserrohrbruches [108]. Neben 
Hochwassern und Starkregen wird aber auch ein 
Zusammenhang mit lang anhaltenden Hitze- und 
Trockenperioden diskutiert [79]. Nach massiven 
Niederschlägen (109 mm/24 h), die auch zu einer 
Überschwemmung von Wohnhäusern führten, 
kam es im November 1967 in Lissabon (Portugal) 
zu einem Leptospirose-Ausbruch, bei dem 32 Per-
sonen (ausschließlich Männer im Alter von 14 – 59 
Jahren) erkrankten [269]. Obwohl in der Vergan-
genheit ähnlich starke Niederschläge auftraten, 
kam es damals zu keinen Erkrankungen. Dieser 
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Neben physischen Erkrankungen kommt der psy-
chischen Belastung der Bevölkerung bei Extremer-
eignissen wie Hochwassern eine große Bedeutung 
zu. Zwischen physischer und mentaler Gesund-
heit bestehen komplexe Wechselwirkungen. Im 
Allgemeinen können starke Stressfaktoren, wie sie 
Naturkatastrophen darstellen, den konstitutionel-
len Status des Körpers beeinträchtigen und somit 
nicht nur die Suszeptibilität für physische Erkran-
kungen erhöhen sondern auch negative Auswir-
kungen auf die mentale Gesundheit besitzen [238]. 
Wie bereits beschrieben, können Hochwasser zu 
einer Reihe negativer physischer Wirkungen füh-
ren. Viele von diesen haben wiederum einen Ein-
fluss auf die mentale Gesundheit. Ebenso können 
auch persönliche Verluste und das Zerreißen fami-
liärer Bindungen bei Hochwassern Einflüsse auf 
die mentale Gesundheit haben. Der Verlust nahe-
stehender Personen kann eine enorme Auswirkung 
auf das mentale Gleichgewicht von Familien und 
deren Freunden oder Bekannten besitzen. Stress 
und emotionale Traumata entstehen auch bei Ver-
lust von Haus und Eigentum sowie der Arbeits-
stelle, insbesondere auch dort, wo die Maschen 
des sozialen Netzes zu grob gestrickt sind und das 
Sozialsystem insgesamt nur schwach entwickelt ist, 
um die Folgen solcher Ereignisse abzumildern [3]. 
Aufgrund der starken psychischen Belastung 
der Bevölkerung in Hochwassergebieten ist es nicht 
verwunderlich, dass epidemiologische Studien 
gehäuft mentale Störungen, wie Angstgefühle oder 
Depressionen in der Bevölkerung nach Hochwas-
sern nachgewiesen haben. So fand zum Beispiel 
Bennet [28] bei seiner Untersuchung der mentalen 
Auswirkungen des Hochwassers von Bristol im 
Jahre 1968 eine signifikante Erhöhung (18 % vs. 
6 %, p < 0,01) der Häufigkeit neu diagnostizierter 
psychiatrischer Symptome, wie Angststörungen, 
Depressionen, Reizbarkeit und Schlaflosigkeit bei 
Frauen, die in überschwemmten Regionen wohn-
ten im Vergleich zu Frauen in vom Hochwasser ver-
schonten Gebieten. Bei Männern bestanden keine 
signifikanten Unterschiede. Eine Panel-Studie mit 
Erwachsenen im Alter von 55 – 74 Jahren die in den 
Jahren 1981 und 1984 jeweils von Hochwassern 
betroffen waren ergab, dass die Exposition durch 
Hochwasser neben einer höheren Häufigkeit von 
physischen Befunden auch mit einer signifikanten 
Erhöhung an Depressionen (p < 0,005) und Angst-
störungen (p < 0,008) assoziiert war, insbesondere 
bei den Personen, die bereits vor den Hochwassern 
an Depressionen litten und darüber hinaus auch 
zur unteren sozialen Schicht gehörten [237, 238]. 
In einer Längsschnittstudie konnten Symp-
tomhäufigkeiten für Depressionen sowohl für die 
Zeitspanne vor dem Hochwasser als auch nach 
dem Hochwasser beim gleichen Personenkreis 
miteinander verglichen werden. Dabei zeigte sich, 
dass bei Personen mit einer Vordiagnose nach 
dem Hochwasser die Chance für eine Depression 
um den Faktor 7 höher war (Odds Ratio = 8,55 mit 
einem 95 % Vertrauensbereich von 5,54 – 13,2) [92]. 
In einer Fall-Kontrollstudie aus Großbritannien 
wurde ein viermal häufigerer psychischer Distress 
bei vom Hochwasser betroffenen Erwachsenen im 
Vergleich zu nicht betroffenen Erwachsenen fest-
gestellt [243]. 
Zwei andere Fall-Kontrollstudien fanden aller-
dings keine klare Evidenz für mentale Auswirkun-
gen von Hochwassern [182, 200]. Die erste Studie 
wurde 3 Jahre nach dem im Jahre 1972 in Pennsyl-
vanien extreme Überschwemmungen verursachen-
den Tropensturm Agnes mit männlichen Arbeitern 
(Alter 25 – 65 Jahre) durchgeführt. In der zweiten 
Studie, die 5 Jahre nach dem Ereignis stattfand, 
waren Frauen im Alter von 21 Jahren und älter die 
Studienpopulation. In beiden Studien haben zwar 
die vom Hochwasser betroffenen Personen häufi-
ger über mentale Gesundheitssymptome berichtet, 
jedoch waren die Unterschiede nicht signifikant. 
Erklärt wird diese geringe Assoziation mit der 
bereits verstrichenen langen Zeitdauer seit dem 
Ereignis.
Psychische Gesundheit von Kindern
Zu Auswirkungen von Hochwassern auf die psy-
chische Gesundheit von Kindern sind nur wenige 
Daten verfügbar. Zu den wenigen Untersuchungen 
gehört die Studie von Durkin et al. (1993) [73]. In 
dieser Studie wurden Verhalten und Häufigkeit von 
Bettnässen vor und nach Auftreten von Hochwasser 
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bei Kindern im Alter von 2 – 9 Jahren untersucht. 
Vor dem Hochwasser wurde keines der untersuch-
ten 162 Kinder als »sehr aggressiv« eingestuft. Nach 
dem Hochwasser verhielten sich 16 Kinder »sehr 
aggressiv« gegenüber anderen Kindern. Die Prä-
valenz von Bettnässern erhöhte sich von 16,8 % vor 
dem Hochwasser auf 40,4 % nach dem Hochwas-
ser. In den Niederlanden haben Becht et al. (1998) 
64 Kinder und deren Eltern (n = 30) 6 Monate nach 
einem Hochwasser interviewt und fanden, dass 
15 – 20 % der Kinder mittlere bis schwere Stress-
symptome zeigten [24]. Untersuchungen an Kin-
dern und Jugendlichen (Altersgruppen 11–14 Jahre 
und 11 – 20 Jahre) nach dem Oderhochwasser von 
1997 in Opole/Polen erbrachten ebenfalls Hinweise 
von Spätwirkungen auf das seelische Wohlbefin-
den, die sich in erhöhtem Auftreten von posttrau-
matischen Belastungsstörungen, Depressionen 
und Lebensunzufriedenheit äußerten [32, 33].
Posttraumatische Belastungsstörungen
Die Posttraumatische Belastungsstörung (PTBS; 
engl.: Post-traumatic Stress Disorder, PTSD) ent-
steht »als eine verzögerte oder protrahierte Reak-
tion auf ein belastendes Ereignis oder eine Situation 
kürzerer oder längerer Dauer, mit außergewöhn-
licher Bedrohung oder katastrophenartigem Aus-
maß, die bei fast jedem eine tiefe Verzweiflung 
hervorrufen würde«10 [86]. In vielen Fällen kommt 
es zum Gefühl von Hilflosigkeit und durch das 
traumatische Erleben zu einer Erschütterung des 
Selbst- und Weltverständnisses. 
Das syndromale Störungsbild ist geprägt durch [86]:
 
 sich aufdrängende, belastende Gedanken und 
Erinnnerungen an das Trauma (Intrusionen) 
oder Erinnerungslücken (Bilder, Alpträume, 
Flash-backs, partielle Amnesie), 
 Übererregungssymptome (Schlafstörungen, 
Schreckhaftigkeit, vermehrte Reizbarkeit, Af-
fektintoleranz, Konzentrationsstörungen) 
 Vermeidungsverhalten (Vermeidung trau-
maassoziierter Stimuli) und 
 emotionale Taubheit (allgemeiner Rückzug, 
Interesseverlust, innere Teilnahmslosigkeit) 
 im Kindesalter teilweise veränderte Symptom-
ausprägungen (z. B. wiederholtes Durchspie-
len des traumatischen Erlebens, Verhaltensauf-
fälligkeiten, z. T. aggressive Verhaltensmuster)
Die Symptomatik kann unmittelbar oder auc hmit 
(z. T. mehrjähriger) Verzögerung nach dem trau-
matischen Geschehen auftreten (late-onset PTSD). 
Die spezifische Diagnose einer PTSBS wird 
als stark kulturell geprägt angesehen, die zudem 
auch zu oft gestellt wird [302] und stark von sozi-
alpolitischen Bedingungen beeinflusst ist [283]. Da 
Hochwasser in vielen Fällen das Ausmaß von Kata-
strophen annehmen können, haben eine Reihe von 
Studien in Kanada [14, 186], Frankreich [295], Polen 
[34, 226] und den USA [198, 297] in solchen Situ-
ationen auch Untersuchungen zur Epidemiologie 
posttraumatischer Belastungsstörungen durchge-
führt. Fünf Jahre nach dem Hochwasser von 1997 
in Vaucluse, Frankreich, haben Verger und Mitar-
beiter eine Studie an Erwachsenen (Alter > 18 Jahre) 
zum Zusammenhang zwischen der Schwere des 
Hochwassers und dem Auftreten von posttrauma-
tischen Belastungsstörungen (PTBS) durchgeführt 
[295]. Ein höherer PTBS-Score wurde dabei für 
Frauen und für Erwachsene gemessen, die älter 
als 35 Jahre waren. Von den Autoren dieser Studie 
wurde jedoch selbstkritisch angemerkt, dass die 
von den Probanden berichteten psychischen Belas-
tungen durch das Hochwasser nicht frei von sub-
jektiven Einflüssen und aufgrund der verstriche-
nen Zeitspanne von fünf Jahren auch nicht mehr 
sehr reliabel waren [295]. 
An Betroffenen des Hochwassers von 1993, das 
den mittleren Westen der USA heimsuchte, wurden 
im Raum St. Luis von McMillen et al. (2002) Inter-
views durchgeführt [198]. Dabei zeigte sich, dass 60 
Studienteilnehmer (38 %) Zeichen einer durch das 
Hochwasser bedingten psychiatrischen Störung 
aufwiesen. Dabei erfüllten 35 Probanden (22 %) 
die Kriterien für eine hochwasserbezogene PTBS. 
Allerdings hatte auch diese Studie eine Reihe von 
methodischen Limitationen. Dazu gehörten die ret-
rospektive Datenerhebung, die Selbstselektion der 
Interviewten, das Fehlen einer klinischen Diagnose 
und das Fehlen einer geeigneten Vergleichsgruppe. 
10 Klassifikation Posttraumatische Belastungsstörung nach ICD10 F43.1
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Ein Survey, der in den 1998 – 2000 von Hochwasser 
betroffenen Regionen von England und Wales an 
747 Probanden durchgeführt wurde, ergab Hin-
weise auf posttraumatische Belastungsstörungen 
zumindest bei einigen Mitgliedern dieser exponier-
ten Personengruppe [256, 285]. Auch diese Studie 
hat ähnliche methodische Schwächen wie die von 
McMillen et al. [198]. In einer polnischen Studie 
wurden Prävalenz und Prädiktoren für posttrau-
matische Belastungsstörungen in einer Stichprobe 
von 533 Schülern und Studenten im Alter von 11 – 22 
Jahren untersucht. Die Untersuchungen fanden 28 
Monate nach dem Hochwasser von 1997 im süd-
westlichen Teil Polens statt. Die Ergebnisse dieser 
Studie zeigten, dass auch noch 28 Monate nach der 
Katastrophe etwa 18 % der Probanden die diagnos-
tischen Kriterien für eine posttraumatische Belas-
tungsstörung erfüllten. Zusammenhangsanalysen 
hatten zum Ergebnis, dass die PTBS-Symptome 
positiv mit der Stärke des während der Katastrophe 
erlebten Traumas korrelierten. Untersuchungen 
von Wechselwirkungseffekten ergaben darüber 
hinaus, dass mehr PTBS-Symptome bei jüngeren 
Probanden und bei Mädchen auftraten als bei älte-
ren Jungen [34]. 
4.2.3.4 Gesundheitliche Risiken von  
 chemischen Kontaminationen 
Chemische Kontaminationen können bei Hoch-
wassern auftreten, wenn Industrieanlagen, Tank-
stellen oder Mülldeponien überschwemmt werden, 
Öl- oder Gaspipelines beschädigt oder Schadstoffe 
von bereits vorher kontaminierten Flächen freige-
setzt werden [3]. Der Austritt von über 30 Millionen 
Liter Öl in den durch die Wirbelstürme Katrina und 
Rita 2005 verwüsteten Gegenden der USA oder 
die Freisetzung von 80 t giftigem Chlor aus einer 
tschechischen Chemieanlage durch Hochwasser 
der Elbe im Sommer 2002 sind nur zwei Beispiele 
für derartige Unfälle [162]. Hochwasser können 
auch zu baulichen Schäden an Häusern und Hei-
zungsanlagen führen, sodass es zum Freisetzen 
von Heizöl kommen kann. Nach einer Umfrage 
bei vom Hochwasser 2002 betroffenen Haushal-
ten im Überschwemmungsgebiet von Sachsen und 
Sachsen-Anhalt war der Anteil der privaten Ölhei-
zungen mit 15 % zwar relativ gering, 13 % hatten 
einen ungesicherten Öltank, trotzdem gaben 44 % 
der Befragten an, dass ihr Gebäude durch Öl oder 
Benzin kontaminiert war [99]. Ölkontamination ist 
nicht lokal begrenzt, durch mangelnde Vorsorge 
wird nicht nur das eigene Gebäude geschädigt, 
sondern auch erheblicher Fremdschaden verur-
sacht. Kontaminationen durch Öl können neben 
der schwerwiegenden Schädigung der Umwelt zur 
Verdreifachung des Schadenausmaßes an Gebäu-
den, im Einzelfall sogar häufig zum Totalschaden 
führen [76]. Beim Elbehochwasser 2002 wurden 
durch einen kaputten Öltank durchschnittlich drei 
bis vier Gebäude kontaminiert. Außerdem spielte 
wahrscheinlich die Kontamination durch Benzin 
aus Kraftfahrzeugen eine Rolle. Bei 41 % der Betrof-
fenen lag eine Kontamination durch Abwasser oder 
Fäkalien vor, bei 19 % Kontamination durch Chemi-
kalien [99]. 
In Bezug auf mögliche gesundheitliche Folgen von 
chemischen Kontaminationen wurden in den USA 
und auch in Großbritannien Querschnittsstudien 
durchgeführt. In den USA wurden von Mitarbei-
tern der EPA 34 Häuser ein Jahr nach dem Red 
River-Hochwasser von 1997 in Grand Forks (Nord 
Dakota) auf Heizöl-Rückstände von flüchtigen aro-
matischen Kohlenwasserstoffe in der Raumluft 
untersucht. In sechs Häusern wurden noch Raum-
luftkonzentrationen gemessen, die als gesund-
heitlich bedenklich eingestuft wurden [240]. In 
Großbritannien zeigten sich in Abhängigkeit vom 
Ereignis und der betroffenen Region unterschiedli-
che chemische Kontaminationen des Hochwassers. 
Zu den nachgewiesenen Kontaminanten gehörten 
Dioxine und Furane, Schwermetalle, flüchtige 
Kohlenwasserstoffe und komplexe Stoffgemische, 
wobei signifikante Belastungen der Wohnun-
gen der Betroffenen nicht zu verzeichnen waren, 
sodass wenig Evidenz für einen Zusammenhang 
mit berichteten gesundheitlichen Beschwerden, 
wie Halsschmerzen, Übelkeit, Stechen im Gesicht 
oder Magenschmerzen bestand. Die meisten die-
ser Beschwerden waren innerhalb von vier Wochen 
wieder abgeklungen. Bei einigen Personen trat 
eine vollständige Besserung allerdings erst nach 7 
Wochen ein. Die gesteigerte Angst um eine chemi-
sche Verseuchung ihrer Wohnungen war wohl der 
Hauptauslöser für die Gesundheitsprobleme der 
Betroffenen [80]. 
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Auch in Deutschland und seinen direkten 
Nachbarländern wurden neben den bereits oben 
erwähnten Erhebungen zu Ölverschmutzungen 
auch Untersuchungen zum Auftreten von weiteren 
chemischen Kontaminationen nach Hochwassern 
durchgeführt. Albering et al. (1999) beispielsweise 
führten eine Fallstudie zur Bodenkontamination 
mit Schwermetallen nach der Überflutung der 
Meuse (Maas) im Winter 1993/1994 durch [6]. Sie 
kamen zum Schluss, dass eine Gesundheitsgefähr-
dung durch Blei- und Kadmiumkontaminationen 
der Böden im Überschwemmungsbereich für Per-
sonen besteht, die am Flussufer wohnen [6]. Unter-
suchungen von Seiten der Arbeitsgemeinschaft für 
die Reinhaltung der Elbe zum Schadstoffaustrag 
beim Elbehochwasser 2002 haben ergeben, dass 
trotz erhöhter Last- und Schadstoffeinträge von 
einigen Schwermetallen und HCH-Isomeren in 
den Elbelauf in der Regel das Belastungsniveau 
aus den 1970er und 1980er Jahren nicht erreicht 
wurde. Durch die große Verdünnungswirkung 
der enormen Wassermengen blieben die festge-
stellten Konzentrationswerte meist im Spannwei-
tenbereich der zurückliegenden Jahre [10]. Eine 
Ausnahme stellten Mineralölprodukte dar, die, wie 
bereits erwähnt, durch Havarien, Überflutungen 
von Tankstellen und durch das Auslaufen einer 
Vielzahl von häuslichen Heizöltanks auch sicht-
bar die Elbe belasteten. Die von der Elbe mitge-
führten Schwebstoffe haben sich überwiegend in 
den Überflutungsbereichen des Stromes abgela-
gert. Dabei waren auch landwirtschaftlich genutzte 
Flächen betroffen, die z. B. nach Deichbrüchen 
überschwemmt worden waren. Diese starken 
Sedimentationsprozesse, insbesondere im Mittel-
lauf der Elbe, haben dazu beigetragen, dass der 
Schwebstoffeintrag in die Elbemündung und die 
Nordsee relativ gering ausfiel. Abschätzungen für 
den Eintrag in die Nordsee kamen zum Ergebnis, 
dass durch die Hochwasserwelle etwa 20 bis 30 % 
(bei Arsen 70 %) einer normalen Jahresfracht an 
Schadstoffen seewärts transportiert wurden. Aus-
träge bestimmter Pestizide aus dem Moldau- und 
Muldesystem ließen sich ebenfalls bis in die Nord-
see hinaus verfolgen. Das umfangreiche Fischster-
ben in Elbenebenflüssen und deren Überflutungs-
bereichen war durch den mehrwöchig anhaltenden 
Rückstau des Wassers und den damit verbundenen 
Überstau der Vegetation bedingt. Dadurch kam es 
zu massiven Fäulnisprozessen, die in bestimmten 
Abschnitten zu einem totalen Sauerstoffverbrauch 
führten [10].
4.2.3.5 Gesundheitliche Risiken von  
 Feuchteschäden und Schimmelbildung  
 nach Hochwassern 
Die unmittelbaren Folgen einer Überschwem-
mung sind in vielen Häusern feuchte, durchnässte 
und verschlammte Wände, Fußböden und Einrich-
tungsgegenstände, die ideale Nährböden für Schim-
melpilze darstellen. So wurde z. B. nach den Hur-
ricans Katrina und Rita in der Region New Orleans 
sichtbarer Schimmelbefall in 46 % der inspizierten 
Häuser festgestellt, der zudem mit im Vergleich 
zur Außenluft erhöhten Innenraumluftkonzentra-
tionen verbunden war [45]. Aufgrund der starken 
Durchnässung der Baumaterialien kann sich die 
Zusammensetzung der Schimmelpilzflora in Rich-
tung feuchtigkeitsliebende Gattungen verschieben 
[72]. Nicht selten findet sich in vom Hochwasser 
geschädigten Räumen auch die Gattung Stachybo-
trys, deren Vertreter als Toxinbildner mit zu den 
besonders gesundheitsrelevanten Schimmelpilzen 
gehören [72]. Schimmelpilze können bei massivem 
Befall die Gesundheit angreifen, falls Schimmel-
pilzbestandteile eingeatmet werden oder direkter 
Hautkontakt besteht. Schimmelpilze können All-
ergien mit Heuschnupfen-ähnlichen Symptomen 
und Asthma sowie Kopfschmerzen, Fieber, Haut- 
und Schleimhautreizungen auslösen. Infektionen 
durch Schimmelpilze sind dagegen äußerst selten 
und treten nur bei schwer immungeschädigten Per-
sonen auf. Bei starken Schimmelpilzbefällen ist es 
notwendig, möglichst schnell mit der Sanierung zu 
beginnen. Empfehlungen zur Vorgehensweise bei 
der Ursachensuche, Bewertung und Sanierung von 
Schimmelpilzbefällen sind in den Leitfäden des 
Umweltbundesamtes zu finden [123, 124]. Empfeh-
lungen zur Befunderhebung, zur gesundheitlichen 
Bewertung und zu medizinischen Maßnahmen bei 
Schimmelpilzbelastungen sind in der Mitteilung 
der Kommission »Methoden und Qualitätssiche-
rung in der Umweltmedizin« des Robert Koch-Ins-
tituts »Schimmelpilzbelastung in Innenräumen – 
Befunderhebung, gesundheitliche Bewertung und 
Maßnahmen« erschienen [248].
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5.1 Gesundheitliche Auswirkungen von  
 klimabedingt erhöhter UV-Strahlung
Die UV-induzierte Karzinogenese ist die pa-
thogenetisch bedeutsamste Folge einer chro-
nischen UV-Exposition.
Während Plattenepithelkarzinome und 
Basaliome mit der kumulativen Sonnenex-
position (UV-Lebenszeitkonto) im Zusam-
menhang stehen, ist für Melanome die Zahl 
der schweren Sonnenbrände ein belegter 
Risikofaktor.
Neben den Hautkrebsen ist der »Graue 
Star« (Katarakt), also eine Trübung der Augen-
linse, einer der wichtigsten adversen Effekte 
von UV-Strahlung.
Die Entwicklung der Prävalenzen UV-be-
dingter Hautschäden wird nicht in erster Linie 
durch Änderungen der UV-Einstrahlung be-
stimmt, sondern vor allem durch Verhaltens-
weisen (Freizeitgestaltung, Vorsorge).
Nach Schätzungen der WHO sind weltweit 
300 000 Nicht-Melanom-Karzinome, 4 500 
Melanome und 1,6 – 1,75 Millionen Katarak-
te zusätzlich pro Jahr bei einem 10 %-igen 
Rückgang des stratosphärischen Ozons in-
folge dadurch ansteigender UV-Strahlung zu 
erwarten.
In Deutschland hat die UV-Strahlung im 
letzten Jahrzehnt nur gering zugenommen; 
in Zukunft ist mit einem weiteren leichten An-
stieg zu rechnen, wobei es allerdings große 
regionale Unterschiede geben wird. Anderer-
seits haben starke Belastungen von über 250 
J/m2/30 min zumindest regional bis zu 20 % 
zugenommen.
5.1.1  Einleitende Bemerkungen
Wegen ihrer Wirkung auf Biomoleküle, besonders 
auf die DNA, kann UV-Strahlung Zellstrukturen 
schädigen. Lebewesen konnten erst das Land besie-
deln, nachdem sich eine sauerstoffhaltige Atmo-
sphäre entwickelt hatte, die einen Teil der UV-Strah-
lung abschirmte. Zudem müssen sich Organismen 
durch Pigmentierung oder andere Mechanismen 
(z. B. Ortswechsel) der Wirkung des UV-Lichts ent-
ziehen. Kleine, schwach pigmentierte Tiere können 
bereits am »Lichttod« sterben, wenn sie nur schwa-
cher Sonnenstrahlung ausgesetzt sind [125]. Regen-
würmer werden nach starken Regenfällen aus dem 
Boden getrieben und erleiden den Lichttod, wenn 
sie sich nicht rasch genug wieder eingraben kön-
nen [84, 96, 187].
Das UV-Spektrum  wird in drei Wellenlängen-
Bereiche unterteilt: UV-A (320 – 400 nm), UV-B 
(280 – 320 nm) und UV-C (100 – 280 nm). In unse-
ren Breitengraden wird UV-C in der Atmosphäre 
derart umfassend eliminiert, so dass von diesem 
energiereichen Anteil im bodennahen Bereich 
praktisch nichts mehr nachweisbar ist. UVB wird 
zu 90 % eliminiert. Eine der wichtigsten Größen 
für die Beeinflussung der UV-Bestrahlungsstärke 
am Boden ist das Gesamtozon, d. h. die Ozon-
menge, die von der UV-Strahlung auf ihrem Weg 
durchdrungen werden muss. Die Filterwirkung des 
Ozons ist stark wellenlängenabhängig, weshalb ab 
ca. 330 nm die Stärke des UV in Bodennähe dras-
tisch abfällt. Man spricht hier von der sogenannten 
UV-B-Kante. Neben dem Gesamtozongehalt der 
Atmosphäre ist der Sonnenstand die wichtigste Ein-
flussgröße auf die Stärke des bodennahen UV. Die 
Sonnenhöhe variiert mit der Tageszeit, der Jahres-
zeit und dem Breitengrad (ansteigend in Richtung 
Äquator). Zudem können Wolken die UV-Strahlung 
schwächen, wobei die Intensitätsminderung in ers-
ter Linie durch Streuprozesse an den Wassertropfen 
oder Schneekristallen verursacht wird. Der Einfluss 
der Rückreflexionen (Albedo) ist in der Regel mit 
ca. 5 % eher gering, kann aber bei hellen Böden oder 
schneebedeckten Oberflächen erhöht sein. Tritt die 
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UV-Exposition im schneebedeckten Gebirge auf, so 
ist selbst im März bei noch relativ niedrigen Son-
nenständen mit durchaus hoher UV-Belastung zu 
rechnen [30]. Diese Faktoren sind bedeutsam für die 
UV-Exposition bei Urlauben in südlichen Ländern 
und im Hochgebirge (z. B. Skiurlaub im Winter).
UV-Strahlung kann von einer Vielzahl zellulärer 
Komponenten absorbiert werden, wobei Moleküle 
in energetisch angeregte Zustände versetzt wer-
den, was zur Veränderung von Strukturen und zur 
Entstehung neuer, reaktiver Chemospezies führen 
kann. Besonders relevant ist dabei die DNA, da 
sie in der Lage ist, UV-Photonen direkt zu absor-
bieren als auch mit aggressiven, UV-induzierten 
Substanzen (wie z. B. reaktiven Sauerstoff-Spezies 
– ROS) zu interagieren. Beide Reaktionswege kön-
nen zu DNA-Schäden führen, die nicht, oder nicht 
vollständig oder fehlerhaft repariert werden. [79]. 
Basaliome und Plattenepithelkarzinom stehen 
offenbar in Verbindung mit einer mangelhaften 
Reparaturfunktion für geschädigte DNA. Dies 
wurde insbesondere belegt durch Untersuchungen 
an Patienten mit Xeroderma pigmentosum, einer 
Erkrankung, bei der diese Reparaturgene defekt 
sind. Patienten mit Xeroderma pigmentosum 
haben ein 1 000-fach erhöhtes Risiko, Hautkrebs 
zu entwickeln [79]. Bei dem malignen Melanom 
spielt offenbar eine durch UV-induzierte DNA-
Läsionen und/oder fehlerhafte Reparaturen der 
Photoprodukte verursachte genomische Instabi-
lität eine pathogenetische Rolle. Dadurch können 
Zellen bei späterer Replikation oder Proliferation 
gegenüber tumor-promovierenden Agenzien (z. B. 
erneute UV-Schädigung!) empfindlicher reagieren, 
wodurch es letztlich zur prä-neoplastischen Trans-
formation und Karzinogenese kommen kann [79]. 
Dies würde auch verständlich machen, warum 
beim malignen Melanom intermittierende Son-
nenbrände eine so große Rolle spielen.
In Teilen der Bevölkerung herrscht offenbar 
die Meinung vor, eine braune Haut signalisiere 
Gesundheit und Attraktivität.1 Infolge dessen ver-
änderte sich das Freizeitverhalten in fast allen 
weißhäutigen Bevölkerungsgruppen inklusive 
häufiger Urlaubsreisen in Regionen mit hoher 
UV-Exposition wie Mittelmeerländer und Hoch-
gebirge [195]. Die Zunahme der Hautkrebserkran-
kungen steht weniger im Zusammenhang mit der 
zu beobachtenden Verringerung des Gesamtozons, 
sondern vor allem mit einem veränderten Freizeit-
verhalten großer Teile der Bevölkerung hin zu deut-
lich längeren Aufenthalten im Freien und häufigere 
Urlaube in sonnenreichen Regionen [30]. Wegen 
der langen Entwicklungszeit (20 – 30 Jahre) sind 
die jetzt auftretenden Hautkrebse eine Folge des 
Freizeitverhaltens der 1970er und 1980er Jahre [30]. 
Infolge des »schöneren« Wetters (höhere Tem-
peraturen und mehr Sonnenscheinstunden im 
Sommer), das im Zuge der klimatischen Verän-
derungen vermehrt auf uns zukommen soll, kann 
verändertes Freizeitverhalten (mehr »Outdoor«-
Aktivitäten) zu einer stärkeren Gefährdung durch 
UVB führen, ohne dass notwendigerweise die spe-
zifische Strahlung selbst erhöht sein muss [50].
Auch der Gebrauch von Solarien und Bräu-
nungsstudios stellt ein (und zwar ein vermeidba-
res!) Risiko für Melanome und Nicht-Melanom-
Hautkrebse dar [171]. Aus diesem Grund wurde ein 
Verbot für Jugendliche, Solarien zu benutzen, in 
der EU angestrebt und teilweise, z. B. in Deutsch-
land, bereits durchgesetzt [136, 158].
Doch UV-Strahlung hat auch günstige Effekte. 
Durch die photochemische Konversion der Vita-
min-D-Vorstufe 7-Dehydrocholesterin in der Haut 
zu Vitamin D3 durch UVB, 297 nm, wird die Ver-
sorgung mit diesem Vitamin sichergestellt [69] 
– hinreichende Sonnenexposition vorausgesetzt. 
Übermäßige Vermeidung einer UV-Exposition 
kann den Vitamin-D-Status gefährden [6]. Einer 
guten Versorgung mit Vitamin D3 werden positive 
Effekte bei einigen Krebsarten, MS, Tuberkulose 
und Influenza zugeschrieben [73, 77, 78, 147, 180]. 
Mangelerscheinungen werden in Deutschland 
zunehmend bei Immigrantinnen beobachtet, die 
aufgrund von D3-Mangel eine Osteomalazie entwi-
ckeln, weil sie wegen ihrer starken Verhüllung und/
oder weil sie zu selten die Wohnung verlassen dür-
fen, zu wenig dem natürlichen Sonnenlicht ausge-
setzt sind [57, 58, 117]. Diese Personengruppe dürfte 
von einer steigenden UVB-Strahlung profitieren.
1 In dunkelhäutigeren Bevölkerungsgruppen scheint ein umgekehrtes Schönheitsideal zu bestehen.  Dementsprechend hat 
sich ein Markt für (zum Teil gesundheitlich nicht unbedenklichen) Hautbleichungs- und Aufhellungsmittel entwickelt 
([132] und http://www.kantonslabor-bs.ch/files/berichte/Bleichmittel05.pdf).
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5.1.2  Sonnenbrand (Erythem)
Der Sonnenbrand, auch Erythem genannt, ist eine 
akute Entzündungsreaktion, die durch UV-Exposi-
tion verursacht wird. Besonders empfindlich sind 
hellhäutige Menschen, vor allem Personen, die 
dem sogenannten »keltischen Typ« angehören (rot-
blonde Haare, helle Haut, blaue Augen, Neigung 
zur Bildung von Sommersprossen). Es entstehen 
hellrote, schmerzhafte und auf den Ort der UV-Ein-
wirkung begrenzte Erytheme, bei stärkerer Einwir-
kung auch Blasenbildung und eventuell Nekrosen. 
Infolge der Abheilung kommt es zur Pigmentie-
rung, Abschuppung der Haut und Hyperplasie 
der Epidermis (sogenannte Sonnenschwielen). 
Schwere Sonnenbrände sind von Systemzeichen 
begleitet (Fieber, Krankheitsgefühl) [69].
Chronische UV-Schäden sind Lichtalterung 
und Karzinogenese. Die UV-induzierte Karzino-
genese ist die wichtigste Folge einer chronischen 
UV-Exposition. Während Plattenepithelkarzinome 
und Basaliome mit der kumulativen UV-Dosis im 
Zusammenhang stehen, die zeitlebens aufgenom-
men wird, ist für Melanome die Zahl der schweren 
Sonnenbrände (Erytheme) maßgeblich [69].
5.1.3  UV-induzierte Hautkrebse
Im Allgemeinen werden drei Hauptgruppen von 
Hautkrebsen unterschieden: Melanome, Basal-
zellkarzinome (Basaliome) und Plattenepithelkar-
zinome, wobei die beiden Letztgenannten oft als 
»Nicht-Melanome« zusammengefasst werden [69, 
119].
Das Melanom, ein maligner Tumor der 
Pigmentzellen, ist die am häufigsten tödlich ver-
laufende Hautkrankheit. Zudem ist es der Tumor 
mit der höchsten Steigerungsrate. Er tritt vorwie-
gend bei Weißen auf, wobei die Inzidenz von der 
UV-Belastung der geographischen Region abhängt 
– in Australien ist sie am höchsten mit mehr als 40 
pro 100 000 Einwohnern und Jahr [69]. Der dras-
tische Anstieg der Melanome wird auf die verän-
derten Lebens- und Freizeitgewohnheiten zurück-
geführt. Daher sind auch sozioökonomisch besser 
gestellte Personengruppen von Melanomen stärker 
betroffen, weil sie sich mehr Urlaube in wärmeren 
Ländern leisten können [69]. Die Entstehung von 
Melanomen korreliert mit der Anzahl schwerer 
Sonnenbrände, besonders jener, die während der 
Kindheit und Jugend erworben wurden, wobei sich 
die Melanome allerdings oft an Stellen entwickeln, 
die gewöhnlich nicht UV-exponiert sind [79, 119].
In Mitteleuropa und den USA hat sich die 
Inzidenzrate für Melanome zwischen den frü-
hen 1970er Jahren und 2000 bei der hellhäutigen 
Bevölkerung verdreifacht auf 18 – 30 pro 100 000 
Einwohner. Für männliche US-Amerikaner ab 
65 Jahren wurde 2009 eine Inzidenzrate von 125 
Fällen pro 100 000 angegeben. In Großbritannien 
sind Melanome nach Brust- und Gebärmutter-
krebsen bereits die dritthäufigsten Neoplasmen 
bei Frauen der dritten Altersdekade [6]. Die Daten 
des Krebsregisters der ehemaligen DDR zeigen, 
dass die altersstandardisierte Inzidenzrate für das 
maligne Melanom von 1,98 Neuerkrankungen pro 
100 000 (Männer) und 2,19 Neuerkrankungen pro 
100 000 (Frauen) für den Zeitraum 1961 – 1969 auf 
3,81 pro 100 000 (Männer) und 4,4 pro 100 000 
(Frauen) für den Zeitraum 1980 – 1989 kontinuier-
lich zugenommen hat [128]. Somit hat innerhalb 
von 30 Jahren praktisch eine Verdopplung stattge-
funden. Diese Zunahme ist nicht nur auf eine bes-
sere Diagnostik zurückzuführen, da der Anteil der 
mikroskopischen Befundsicherung von etwa 78 % 
in den 1960er Jahren über 95 % in den 1970er Jah-
ren bis auf 99 % in den 1980er Jahren immer sehr 
hoch war. Somit liegt ein echter säkularer Trend 
vor. Von der Inzidenzzunahme waren die höheren 
Altersgruppen stärker betroffen als die unteren und 
mittleren Altersgruppen. Die statistische Analyse 
der räumlichen Strukturen zeigt für die Männer 
einen deutlichen Stadt-Land-Unterschied, mit 
einer etwa 30 % höheren Inzidenz in den Städten. 
Bei Frauen fällt diese Erhöhung mit 10 % deutlich 
geringer aus [128]. 
Basaliome sind die häufigsten Hautkrebse [69, 
119]. Das Risiko, an einem Basaliom zu erkranken, 
hängt vornehmlich von der intermittierenden und 
kumulativen UV-Exposition ab [79]. Das Basaliom 
kommt weltweit vor, ist jedoch bei Weißen zehn-
mal häufiger als bei dunkelhäutigen Völkern. Män-
ner sind doppelt so häufig betroffen wie Frauen; 
das mittlere Erkrankungsalter ist 60 Jahre [69]. 
Einer bayerischen Studie zufolge ist das Erkran-
kungsrisiko für Erwerbstätige, die im Freien arbei-
ten, etwa dreifach höher als bei in Innenräumen 
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von einer Zunahme auszugehen. In Deutschland 
findet sich zurzeit bei etwa 50 % der Bevölkerungs-
gruppe der 50- bis 64-Jährigen eine Linsentrübung 
ohne Beeinträchtigung der Sehfähigkeit. Nahezu 
alle 65- bis 75-Jährigen weisen eine Linsentrübung 
auf, wobei eine klinische Manifestation in Form 
von Sehstörungen bei ca. 50 % der Betroffenen auf-
tritt [182].
Die Folgen einer klimabedingt erhöhten UV-
Strahlung auf die Prävalenz von Katarakten kön-
nen auch deswegen quantitativ kaum abgeschätzt 
werden, weil sie von den Randbedingungen wie 
z. B. dem Verhalten der Bevölkerung abhängen. 
Dennoch versuchten Norval und Mitarbeiter sich 
an einer Risikoabschätzung und kamen für die Ver-
einigten Staaten auf einen Anstieg der Zahl kortika-
ler Katarakte von 1,3 – 6,9 % für das Jahr 2050 [138]. 
Auch für andere Augenerkrankungen wie die alter-
bedingte Makuladegeneration und dem Uveame-
lanom wurden Zusammenhänge zwischen ihrer 
Inzidenz und Sonnenlichtexposition bzw. einer 
möglichen UV-Beteiligung vermutet [86, 167].
Zwar lassen die ebenfalls klimabedingten Tem-
peraturerhöhungen im Sommer eine Zunahme der 
»Outdoor«-Aktivitäten im Freizeitbereich erwarten, 
durch die es zu einer Zunahme der Expositionszeit 
der UV-Strahlung kommen könnte, andererseits ist 
aber der Schutz der Augen vor UV-Strahlung durch 
prophylaktische Maßnahmen wie dem Tragen von 
Sonnenbrillen und Korrekturgläsern mit UV-Filter 
recht einfach zu realisieren. An dieser Stelle müsste 
die Information der Bevölkerung durch angemes-
sene Risikokommunikation ansetzen. Eine erhöhte 
Inzidenz der Katarakte infolge erhöhter UV-Strah-
lung ist möglich, muss aber nicht notwendiger-
weise eintreten, zumal Möglichkeiten der Präven-
tion bestehen [80].
5.1.5  Trends in der UV-Strahlung
Die wesentlichen Größen, durch die solare UV-
Strahlung an der Erdoberfläche beeinflusst wird, 
sind Wolken, Gesamtozonsäule, Aerosole und die 
Rückstrahlung. All diese Faktoren werden im Zuge 
des Klimawandels quantitativen und qualitativen 
Änderungen unterliegen; ebenso sind zeitliche 
Trends zu erwarten. Diese Veränderungen kön-
nen sowohl zu einer Zunahme als auch zu einer 
beschäftigten Personen; RR für Männer: 2,9, 
95 %-Konfidenzintervall: 2,2 – 3,9; RR für Frauen: 
2,7, 95 %-Konfidenzintervall: 1,8 – 4,1 [151].
Das Plattenepithelkarzinom ist der zweithäu-
figste bösartige Hauttumor. Plattenepithelkar-
zinome entwickeln sich in erster Linie auf dem 
Boden einer schwer UV-geschädigten Haut bei 
bereits vorhandenen aktinischen Keratosen. Das 
Plattenepithelkarzinom der Haut ist das Parade-
beispiel für einen durch Sonnenlicht ausgelösten 
Tumor. Hierbei spielt offensichtlich die kumula-
tive Sonnenexposition (UV-Lebenszeitkonto) eine 
entscheidende Rolle [119]. Bei den bayerischen 
Freilandarbeitern und -arbeiterinnen war auch das 
Erkrankungsrisiko für Plattenepithelkarzinome 
erhöht; RR für Männer: 2,5, 95 %-Konfidenzinter-
vall: 1,4 – 4,7; RR für Frauen: 3,6, 95 %-Konfidenzi-
ntervall: 1,6 – 8,1 [151].
5.1.4  Katarakt (»Grauer Star«)
Neben Hautkrebs ist die Katarakt oder der »Graue 
Star« eine der medizinisch wichtigsten Folgewir-
kungen einer erhöhten Exposition gegenüber UV-
Strahlung beim Menschen [177]. Katarakt (Cata-
racta) ist die Bezeichnung für jede Trübung der 
Augenlinse, unabhängig von deren Ursache, wie 
z. B. Oxidation der Linsenproteine. Die Entstehung 
von Katarakten wird von UV-B gefördert oder aus-
gelöst [138], was epidemiologisch wie auch durch 
Experimente mit Labortieren bestätigt werden 
konnte [115, 208]. Ein weiterer Hinweis auf eine 
Beteiligung der UV-Strahlung ergibt sich aus dem 
selteneren Auftreten von Trübungen in den vom 
oberen Lid bedeckten Arealen der Linse [174].
Allerdings kann die Beteiligung der UV-Strah-
lung durch andere Risikofaktoren verschattet wer-
den. Zu diesen zählen Alter, weibliches Geschlecht, 
braune Iris, bestimmte Ernährungsgewohnhei-
ten [35, 37, 182] und ethnische Abstammung [46, 
47, 201, 202]. Die Inzidenz fast aller Formen des 
Grauen Stars nimmt infolge von natürlichen Alte-
rungsprozessen der Linse mit steigendem Alter zu, 
wodurch dieser »Altersstar« zur weltweit häufigs-
ten Sehbehinderung wird [176]. Durch die zu erwar-
tenden demographischen Verschiebungen hin zu 
einer Zunahme der Älteren in der Gesamtbevöl-
kerung ist daher auch ohne klimatische Aspekte 
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Abnahme der solaren UV-Bestrahlungsstärke füh-
ren [173]. Allerdings wurden bisher nur wenige 
wissenschaftliche Arbeiten zum Zusammenhang 
zwischen dem Klimawandel und der Prävalenz von 
Hauterkrankungen publiziert. Quantitative Aus-
sagen und Prognosen wurden für den deutschen 
Raum bisher nicht veröffentlicht [13].
Durch eine Verringerung des Ozons in der 
Atmosphäre erhöht sich vor allem die Stärke der 
UV-B-Strahlung. Wegen der hohen phototoxi-
schen Wirksamkeit von UV-B haben auch kleine 
Änderungen des Ozongehalts in der Stratosphäre 
erheblichen Einfluss auf das gesundheitliche 
Gefährdungspotential der Sonnenstrahlen an der 
Erdoberfläche [24]. Nach Schätzungen der WHO 
wird ein 10 %-iger Rückgang des stratosphäri-
schen Ozons indirekt, also über die Zunahme der 
solaren UV-Strahlung, weltweit 300 000 Nicht-
Melanom-Karzinome mehr pro Jahr verursachen, 
sowie 4 500 Melanome und 1,6 – 1,75 Millionen 
Fälle von Katarakten [204]. Eine Multizentren-
Studie unter Einbeziehung von Städten in Asien, 
Europa und Südamerika ergab für den Zeitraum 
zwischen 1999 – 2007 eine Zunahme der biolo-
gisch wirksamen UV-Strahlung in Thessaloniki 
für die Monate Mai bis Juli, ohne gleichzeitige 
Änderungen der Ozonsäule. Vielmehr war der UV-
Anstieg einem Rückgang der Bewölkung und des 
Aerosols geschuldet. In Brüssel hingegen war der 
UV-Anstieg im Frühling und Sommer mit einem 
Ozon-Rückgang korreliert [129].
Ergebnisse des gemeinsamen UV-Messnetzes 
(Bundesamt für Strahlenschutz und Umweltbun-
desamt sowie assoziierte Messstationen anderer 
Betreiber) zeigen folgendes Bild: Die UV-Intensität 
ist in Deutschland im Zeitraum von 2000 – 2008 
im Gesamtbild nur geringfügig angestiegen. Ande-
rerseits hat die UV-Belastung infolge einer länger 
anhaltenden UV-Bestrahlung im Bereich über 250 
J/m2/30 min zumindest regional bis zu 20 % zuge-
nommen [30], wobei es starke Unterschiede gab. 
Während der Norden mit der Station Zingst einen 
deutlichen Abfall von über 15 % zeigt, ist im Süden 
mit der Station Neuherberg ein leichter Aufwärts-
trend von 5 – 10 % festzustellen. Dieser Trend liegt 
allerdings im Fehlerbereich der Messmethode. Es 
wurden auch Messwertmittelungen über das Jahr 
analysiert. Anhand der Messstation Neuherberg 
konnte gezeigt werden, dass die UV-Intensität in 
Deutschland im Zeitraum 2000 – 2007 nur mar-
ginal, d. h. geringer als 5 % gestiegen ist [30]. Nach 
Angaben des Deutschen Wetterdienstes (DWD) 
haben langfristige Veränderungen des Ozongehal-
tes und der Bewölkung seit Ende der 1970er Jahre 
zu einer Zunahme der erythemwirksamen UV-
Strahlung um etwa 0,45 % pro Jahr geführt [63]. 
Zusammenfassend ist also mit einem leichten 
Anstieg der UV-Belastung in Zukunft zu rechnen. 
Unabhängig davon gilt nach wie vor, dass die wich-
tigste Ursache der Hautkrebserkrankungen das 
veränderte Freizeitverhalten ist (Aufenthalte im 
Freien, Urlaube in sonnenreichen Regionen), die 
sich wegen der langen Entwicklungszeit oft erst 
sehr viel später auswirken [30]. Eine angemessene 
Risikokommunikation im Hinblick auf entspre-
chende prophylaktische Maßnahmen der Bevöl-
kerung (UV-Schutz, Vermeidungsverhalten) ist 
weiterhin erforderlich und auf die Bedürfnisse der 
Bevölkerung abzustimmen. Es hat sich beispiels-
weise gezeigt, dass relativ abstrakte Konzepte wie 
der UV-Index nicht unbedingt verstanden werden. 
Etwa der Hälfte der australischen Bevölkerung war 
dieser Begriff nicht vertraut oder sie interpretierten 
ihn falsch [32].
 
5.2 Gesundheitliche Auswirkungen  
 von klimabedingt erhöhter  
 Allergenexposition
Die zunehmende Erwärmung wird zu einer 
Verlängerung der Vegetationsperiode, zur 
Vergrößerung der Biomasse und somit zu 
einer Verstärkung und Verlängerung der All-
ergenexposition führen. Durch Verlängerung 
der Pollensaison (mit früherem Start und spä-
terem Ende) und stärkere Exposition steigt 
die Gefahr einer Sensibilisierung sowie die 
Belastung von Menschen, die bereits an einer 
entsprechenden Inhalationsallergie leiden. 
Neben Wärme wird auch der erhöhte CO2-
Gehalt der Luft die Vegetation beeinflussen. 
Ganz generell ist bei erhöhtem CO2-Gehalt 
von einem Düngeeffekt auszugehen, der sich 
jedoch in Abhängigkeit von der Physiologie 
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der Pflanze und ihren Umweltbedingungen 
unterschiedlich stark auswirken wird.
Bei Ambrosia artemisiifolia wurde eine er-
höhte Pollenbildung bei höheren atmosphä-
rischen CO2-Gehalten bereits nachgewiesen.
Durch die Klimaerwärmung verlängert 
sich die Vegetationsperiode auf beiden Seiten. 
Je nach Pflanzenart stieg die Dauer der Pol-
lensaison innerhalb von 20 Jahren um 6 – 19 
Tage, wobei die Gräser, eine der wichtigsten 
Gruppen für die Auslösung von Pollinosis, am 
geringsten betroffen sind.
Wegen ihrer Häufigkeit, gerade im städ-
tischen Raum, ihrer klinischen Relevanz und 
des frühen, scharf markierten Blühbeginns 
zwischen Ende März und Mitte April kommt 
der Birke eine besondere Bedeutung zu.
Für Berlin wurde eine Vorverlegung des 
Pollenflugs der Birke zwischen 1984 und 
2008 um 11 Tage festgestellt. Da gleichzeitig 
das Blühende 3 Tage früher eintritt, ergibt sich 
eine Netto-Verlängerung der Blühzeit der Bir-
ke um 8 Tage.
Unter den tierischen Allergenproduzenten 
erlangte in der Klimadebatte der Eichenpro-
zessionsspinner (Thaumetopoea processionea) 
einige Bedeutung. Es handelt sich um eine in 
Süd- und Mitteleuropa weit verbreitete Art, die 
langsam nach Norden vordringt. Bei Kontakt 
des Menschen mit den Spiegelhaaren der Rau-
pen können toxisch-irritative und teils auch 
allergische Reaktionen ausgelöst werden.
 
5.2.1  Einleitende Bemerkungen
Klimatische Veränderungen können auf unter-
schiedliche Weise zu einer Änderung der Allergen-
exposition führen. Das zunehmend mediterranere 
Klima, mit heißeren und trockeneren Sommern 
sowie milden und niederschlagsreichen Wintern 
[189] wird vermutlich zu einer Veränderung des 
bestehenden Artenspektrums führen, wobei die 
Abundanz wärmeliebender Arten zunehmen 
dürfte. Zusätzlich fördern die klimatischen Ver-
änderungen eine Invasion wärmeliebender, bis-
her gebietsfremder Arten. Es handelt sich um 
Neobiota – Neophyten (Pflanzen), Neomyceten 
(Pilze) und Neozoen (Tiere).
Neobiota und invasive Neophyten (Definition) 
Neobiota sind solche Arten, die nach 1492, dem 
Entdeckungsjahr Amerikas, eingewandert, ein-
geführt oder eingeschleppt worden sind. Als eta-
blierte Neobiota werden jene Arten bezeichnet, 
die sich ohne Zutun des Menschen bei uns halten 
können. Etablierte Neobiota unterliegen ebenso 
wie die Altarten den Bestimmungen des Natur-
schutzes [74, 98]. 
Invasive Neophyten sind neu eingebürgerte 
Pflanzen, die sich stark ausbreiten und rasch 
neue Lebensräume erobern. Diese Bezeichnung 
bezieht sich in erster Linie auf die naturschutzbe-
zogene Relevanz, da invasive Arten das Potential 
besitzen, einheimische Arten zu verdrängen und 
Lebensgemeinschaften empfindlich zu stören. 
Doch auch bei gesundheitlichen Aspekten stehen 
die invasiven (und potentiell invasiven) Arten 
im Mittelpunkt der Betrachtung, da eine starke 
Vermehrung und hohe Individuenzahlen auch 
ein erhöhtes Expositionsrisiko (z. B. mit Pollen) 
bedeutet.
5.2.2  Pflanzliche Allergene und Gifte
Bei den bereits einheimischen Arten kann die 
zunehmende Erwärmung zu einer Verlängerung 
der Vegetationsperiode, zur Vergrößerung der 
Biomasse und somit zu einer Verstärkung und 
Verlängerung der Allergenexposition führen. Für 
Allergiker bedeutet dies eine Verlängerung der Pol-
lensaison (mit früherem Start und späterem Ende) 
sowie eine stärkere Exposition, wodurch die Mög-
lichkeit einer Sensibilisierung steigt.
Die zu erwartenden Wirkungen des Klimawan-
dels auf die autochthonen (indigenen), d. h. altein-
gesessenen Pflanzenarten lassen sich nur ganz 
allgemein abschätzen. Die Rahmenbedingungen – 
wärmere, trockenere Sommer, mildere Winter mit 
mehr Niederschlag (in der Form von Regen anstelle 
Schnee), etwas feuchtere Frühjahrs- und Herbstmo-
nate, bei insgesamt in etwa gleich bleibender Jahres-
gesamtmenge an Niederschlag – begünstigen die 
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Entwicklung von wärmeliebenden und Trockenheit 
tolerierenden Arten. Parallel dazu wird es einen 
Rückgang bzw. eine Abwanderung von an niedrige 
Temperaturen angepasster Arten geben (Kühle- u. 
Feuchtezeiger, Kältezeit-Reliktarten). Von den Wald-
bäumen werden Fichte und Buche in den natürli-
chen Beständen abnehmen, die Eiche zunehmen 
[168]. Insgesamt könnte die Produktivität der Wäl-
der steigen [36]. Wegen des erhöhten Stickstoffge-
halts der Böden werden Stickstoffzeiger wie der 
Holunder und die allergene Brennnessel verstärkt 
auftreten. Zudem wird ein stärkeres Aufkommen 
von Gehölzen vorhergesagt (Wattendorf 2008 zitiert 
nach [107]). Bezogen auf die Einzelpflanze könnte 
die Temperaturerhöhung folgende Auswirkungen 
haben: Beschleunigung von Keimungsprozessen, 
Wachstums- und Entwicklungsabläufen, Verlänge-
rung der Vegetationsperiode, Erhöhung der Tran-
spiration und Verschiebung phänologischer Pha-
sen, z. B. früherer Austrieb, früherer Blühbeginn, 
beschleunigte Fruchtreifung [168]. Für die Salweide 
wurde eine Vorverlegung des Blühbeginns bis 2050 
um nahezu einen Monat vorhergesagt [36].
Neben Wärme wird auch der erhöhte CO2-
Gehalt der Luft die Vegetation beeinflussen. Ganz 
generell ist bei erhöhtem CO2-Gehalt von einem 
Düngeeffekt auszugehen, der sich jedoch in Abhän-
gigkeit von der Physiologie der Pflanze und ihren 
Umweltbedingungen unterschiedlich stark aus-
wirken wird. Nach den molekularen Mechanismen 
der Photosynthese werden C3-, C4- und CAM-
Pflanzen unterschieden, wobei die letztgenannten 
bei uns keine Rolle spielen. Bei den sogenannten 
C3-Pflanzen, die mit ihrer Anpassung an kühleres 
und feuchteres Wetter die Mehrheit der einheimi-
schen Pflanzen stellen, ist der CO2-Düngeeffekt in 
vitro besonders stark ausgeprägt. Wenigstens kurz-
fristig konnte die Photosynthese von C3-Pflanzen 
im Labor um bis zu 60 % steigen [51]. Langfristig 
wurde die Förderung bei experimenteller Begasung 
infolge physiologischer Anpassungen (z. B. durch 
Verringerung der Anzahl der Spaltöffnungen) aller-
dings geringer oder war nahezu gerade null [1]. 
Viele Studien konnten eine verbesserte Stick-
stoff-Nutzungseffizienz nachweisen [62]. Das liegt 
daran, dass der Wirkungsgrad des Zentralenzyms 
der Photosynthese bei erhöhten CO2-Gehalten 
höher ist, daher weniger von diesem Zentralenzym 
(RubisCO – Ribulosebisphosphat-Carboxylase/
Oxygenase) benötigt wird. Der für den Aufbau 
der RubisCO nicht benötigte Stickstoff kann also 
anderweitig genutzt werden, zum Beispiel für den 
Aufbau des generativen Apparates, einschließlich 
Pollen [185, 199]. Ob dies eine praktische Bedeutung 
für die Allergenproduktion hat, bleibt abzuwarten. 
Die Bildung zusätzlicher Biomasse als Folge einer 
gesteigerten und/oder effizienteren Photosynthese 
ist immer abhängig von Randbedingungen wie 
der ausreichenden Verfügbarkeit von Wasser und 
mineralischen Nährstoffen. Für Ambrosia artemi-
siifolia wurde jedenfalls tatsächlich eine vermehrte 
Pollenbildung bei erhöhten CO2-Gehalten festge-
stellt [159, 197].
Im Gegensatz zu den C3-Pflanzen reagieren 
C4-Pflanzen im Laborexperiment weniger stark 
auf eine CO2-Erhöhung, da bei ihnen die CO2-
Vorfixierung bei den gegenwärtig (noch) niedrigen 
CO2-Konzentrationen bereits sehr effektiv abläuft 
[150]. Es müssen also aufgrund der art- und geno-
typ-spezifischen Reaktionen Veränderungen in der 
Vegetationsstruktur erwartet werden im Hinblick 
auf Zusammensetzung des Artenspektrums und 
der Pflanzengesellschaften [108].
Mehrjährige Feldversuche mit erhöhten CO2-
Konzentrationen belegen eine erhöhte Assimila-
tionsrate bei C3- und auch bei C4-Gräsern von 30 
bzw. 21 %, wobei die genauen Werte vom Nieder-
schlag und der Jahreszeit abhängig waren [109] 
sowie bei Kulturpflanzen (Wintergerste) um 12 % 
[122]. Der Effekt ist bei C4-Pflanzen besonders stark 
bei Wassermangel, weil dann der Öffnungsgrad der 
Spaltöffnungen geringer ist.
Da der C3- bzw. C4-Mechanismus der Photo-
synthese keine phylogenetischen Beziehungen 
abbildet, sondern als Anpassung an ökophysiologi-
sche Bedingungen in verschiedenen Pflanzensip-
pen mehrfach unabhängig voneinander entwickelt 
wurde, lässt sich nicht eindeutig vorhersagen, wie 
sich ein steigender CO2-Gehalt der Luft auf die 
Zusammensetzung der einheimischen Pflanzen-
gesellschaften auswirken wird. Das gleiche gilt für 
Kulturpflanzen, bei denen die Reaktion auf erhöhte 
CO2-Konzentrationen von den weiteren Bedingun-
gen, z. B. von Stickstoffversorgung, verfügbarem 
Bodenwasser und der Temperatur abhängt [122]. 
Und unabhängig vom CO2-Effekt ist eine Biomas-
sesteigerung durch die höheren Temperaturen und 
einen früheren Vegetationsbeginn möglich.
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5.2.2.1  Verlängerung der Pollensaison
Durch die Klimaerwärmung erhöht sich die Länge 
der Vegetationsperiode auf beiden Seiten [211]. 
Durch einen vorgezogenen Beginn im Frühjahr 
und ein verzögertes Ende im Herbst, wobei diese 
Endpunkte durch phänologische Prozesse definiert 
werden (z. B. Beginn der Blüte, Entfaltung der Blät-
ter, Absterben der Pflanze). Im westlichen Teil der 
Niederlande begann der Pollenflug in den 1990er 
Jahren je nach Spezies um 3 bis 19 Tage früher als 
in den 1970er Jahren [191]. Bei wichtigen Allergenen 
war eine Vorverlegung der Blüte um ca. 10 Tage fest-
zustellen: Ulme (19 Tage), Pappel (18), Weide (12), 
Esche (3), Birke (10), Eiche (18), Gräser (6), Brenn-
nessel (11), Gänsefuß (9), Beifuß (9), vgl. Tabelle 
5.1. Basierend auf einem Modell, das vom recht 
moderaten HadCM2Sa1-Szenario mit 3 °C Tempe-
raturerhöhung für den Zeitraum von 1990 bis 2100 
ausgeht [88] und das den Temperaturverlauf als 
wichtigste Größe einbezog, konnten van Vliet et al. 
eine weitere Vorverlegung des Pollenflugs um 20 
Tage für die Periode 2000 – 2090 vorhersagen [191].
Nach den unterschiedlichen IPCC-Szenarien soll 
der Temperaturanstieg zwischen 1,4 und 5,8 °C 
betragen (s. Abschnitt 2.2). Die Vorverlegung der 
Pollensaison kann also deutlicher oder weniger 
deutlicher ausfallen (die empirische Erwärmung 
betrug im globalen Durchschnitt für das gesamte 
20. Jahrhundert 0,7 – 0,8 °C). Und zudem kann 
eine Temperaturerhöhung den Beginn der Vege-
tationsperiode nicht unbegrenzt nach vorne verle-
gen, da die Tageslänge, die zur Verfügung stehende 
Lichtmenge, der Niederschlag und damit die Was-
serversorgung weitere begrenzende Faktoren sind, 
die selbst bei optimaler CO2-Konzentration limitie-
rend wirken werden.
Im Modell von van Vliet et al. (2002) sind zudem 
Niederschlag, Windstärke und Windrichtung nicht 
enthalten; weitere wichtige Faktoren für die Aus-
breitung und den Transport von Pollen [191].
Aber selbst bei weiter zunehmender Erderwär-
mung werden die Gräser, eine der wichtigsten Grup-
pen für die Auslösung von Pollinosis überhaupt, von 
der Vorverlegung der Pollensaison weniger stark 
betroffen sein. Die empirischen Daten belegen eine 
Vorverlegung von lediglich 6 Tagen für den Zeit-
raum zwischen den 1970er und 1990er Jahren.
Wissenschaftlicher 
Name
Vorverlegung um Tage Mittlerer 




Ulme Ulmus -19 -17 67
Pappel Populus -18 -20 79
Weide Salix -12 -12 80
Esche Fraxinus -3 -19 92
Birke Betula -10 -13 102
Eiche Quercus -18 -14 127
Gräser Poaceae -6 -11 132
Ampfer Rumex -5 -13 138
Kiefer Pinus -9 -20 140
Brennnessel Urtica -11 -16 155
Hollunder Sambucus -15 -23 161
Gänsefuß Chenopodiaceae -9 -16 194
Beifuß Artemisia -9 -15 215
1 Tag 1 = 1. Januar
Tabelle 5.1
Vorverlegung des Starts der Pollensaison für zwei Zeiträume. 
Quelle: van Vlieth et al. 2002 [191]. 
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Modellpflanze Birke
Wegen ihrer Häufigkeit auch gerade im städtischen 
Raum, ihrer klinischen Relevanz und des frühen, 
scharf markierten Blühbeginns zwischen Ende 
März und Mitte April kommt der Birke eine beson-
dere Bedeutung zu. 
Einer finnischen Langzeitstudie zufolge trat der 
Beginn der Birkenpollen-Saison zwischen 1974 
und 2004 in der Stadt Turku, im Südwesten Finn-
lands gelegen, immer früher auf, wobei der frühere 
Beginn stark mit einem Anstieg der Temperatur, 
besonders in den Monaten unmittelbar vor dem 
Beginn der Birkenblüte, verbunden war. Parallel 
dazu stieg auch die Gesamtzahl der Pollen an, 
ebenso die Anzahl der Tage mit erhöhter Pollenbe-
lastung (gemessen in zwei Stufen: > 10 Pollen pro 
Kubikmeter Luft und > 10 000 Pollen pro Kubikme-
ter Luft). Der Tag mit maximaler Pollenbelastung 
verschob sich in den 31 Jahren des Beobachtungs-
zeitraums vom 17. Mai zum 30. April. Im Gegensatz 
zur Temperatur hatte der Jahresniederschlag keine 
Auswirkungen auf die Pollenbildung [206].
Eine noch längere Zeitreihe wurde in Basel 
erhoben. Hier waren Pollendaten für 38 aufein-
ander folgende Jahre (1969 – 2006) verfügbar. In 
diesem Zeitraum verschob sich der Beginn der 
Birkenpollen-Saison um 15 Tage [68]. Auch in der 
Schweiz stiegen die Gesamtzahl der Pollen pro Sai-
son und der beobachtete Tageshöchstwert, wobei 
diese Zunahmen wieder mit einem Anstieg der 
Temperatur zusammenfielen.
Regional gibt es allerdings beträchtliche Unter-
schiede. Für London, Brüssel, Zürich und Wien 
wurde eine Vorverlegung der Birkenpollen-Saison 
um etwa 6 Tage in einem Zeitraum von 10 Jahren 
vorhergesagt. Für Kevo, in der Nähe des Polarkrei-
ses gelegen, soll zunehmend kühleres Frühjahrs-
wetter für einen späteren Eintritt der Birkenblüte 
sorgen. In der Stadt Turku, die bereits erwähnt 
wurde, scheint der generelle Trend zu früherem 
Beginn von zyklischen Schwankungen mit einer 
Breite von etwa 10 Jahren überlagert zu sein [55, 56]. 
Für die Auslösung der Birkenblüte ist allerdings 
nicht nur Wärme in den Monaten unmittelbar vor 
und während der Blüte erforderlich, sondern auch 
eine Kälteperiode im Winter, um die Dormanz der 
»schlafenden« Knospen zu brechen [55]. Plasmo-
desmen, Verbindungen zwischen den Pflanzenzel-
len, sind während der Knospenruhe verschlossen 
und werden zur Brechung der Knospenruhe von 
einem Enzym (1,3-b-Glucanase) geöffnet, das durch 
Kältereiz induziert werden muss [87]. Dadurch ist 
nicht ausgeschlossen, dass in künftigen milden 
Wintern der Kältereiz nur ungenügend ausgebil-
det ist und die Birkenblüte unterbleibt. Langfristig 
könnte sich dadurch ihr Verbreitungsgebiet mög-
licherweise nach Norden und in die Gebirgslagen 
verschieben (keine Blüte, keine Samen).
Daten für Berlin: Das Institut für Meteorologie 
der FU Berlin hat den Pollenflug der Birke zwi-
schen 1984 und 2008 untersucht und kommt zum 
Schluss, dass sich in diesen 25 Jahren der Beginn 
der Birkenblüte um 11 Tage nach vorne verschoben 
hat, was recht gut zur erwähnten Vorhersage von 
2002 für andere europäische Städte mit ähnlichem 
Klima von ca. 6 Tagen für 10 Jahren passt. Da gleich-
zeitig das Blühende um 3 Tage früher eintritt, ergibt 
sich eine Netto-Verlängerung der Blühzeit der Birke 
um 8 Tage. Maßgeblich für den Blühbeginn ist der 
Temperaturverlauf in den Monaten Februar und 
März. Die Mitteltemperatur für diese Monate ist in 
Berlin in den letzten 25 Jahren um 0,95 °C und im 
Februar sogar um 3,6 °C angestiegen. Damit beträgt 
die statistische Korrelation zwischen Märzmittel-
temperatur und Blühbeginn r = 0,8 [52].
Nach Ergebnissen einer finnischen Arbeits-
gruppe soll auch die Allergenität von Birkenpollen 
mit steigender Temperatur zunehmen. Als beson-
ders stark allergen galten dabei Pollen mit einem 
hohen Anteil des Hauptallergens Bet v 1. Pollen 
von Exemplaren der Birkenunterart Betula pube-
scens ssp. czerepanovii (Orl.) Hämet-Ahti, die auf 
einer Höhe von 90 m über NN wuchsen, wiesen 
höhere Anteile von Bet v 1 auf als Exemplare, die auf 
270 m über NN gewachsen waren [2]. Der Höhen-
unterschied ging einher mit im Mittel 1,0 – 2,5 °C 
höheren Temperaturen in der tieferen Lage wäh-
rend der Vegetationszeit. Allerdings wurden diese 
Untersuchungen in recht extremer Lage, nämlich 
nahe der arktischen Baumgrenze in Nordfinnland, 
durchgeführt. Andere Faktoren, die wie die Tempe-
ratur ebenfalls abhängig von der Höhenlage sind, 
wie unterschiedliche Sonnenstrahlung, Bodenver-
hältnisse und Wind, wurden nicht berücksichtigt. 
Zudem gibt es genetische Unterschiede, die den 
Bet v 1-Gehalt beeinflussen können.
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5.2.2.2  Rolle der Neophyten
Die Anzahl der Neophyten Deutschlands geht in 
die Tausende, wobei das Ausmaß ihrer Verbrei-
tung sehr unterschiedlich ist. Das untere Extrem 
bildet beispielsweise ein Kaktus2 , der vermutlich 
von Liebhabern dieser Pflanzengruppe an einem 
passenden Standort ausgesetzt wurde und dort in 
wenigen Exemplaren ausdauert, sich aber nicht 
weiter verbreiten kann [60]. Das andere Extrem 
bilden Essigbaum (Rhus hirta) und die Robinie 
(Robinia pseudacacia), die in ganz Deutschland weit 
verbreitet sind und buchstäblich an jeder Straßen-
ecke wachsen.
Abbildung 5.1
Blühbeginn der Birke und Mitteltemperatur im Februar − März über die Jahre 1984 − 2008.
Quelle: Dümmel u. Kannabei 2009 (Copyright bei den Autoren: td@met.fu-berlin.de). 
2 Es handelt sich um Opuntia humifusa, im Lahntal (Hes-
sen), die dort in nur wenigen Exemplaren auf einem stei-
nigen Bahndamm vorkommt.
Abbildung 5.2
Sachalin-Knöterich (Fallopia sachalinensis), invasiver 
Neophyt ohne bekannte Gesundheitsgefährdung
Blühbeginn der Birke und Mitteltemperatur (Februar-März)
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Tabelle 5.2
Mögliche gesundheitliche Gefährdung durch Neophyten (kompiliert nach Angaben des BfN 
[Quelle: NeoFlora, http://www.floraweb.de/neoflora/handbuch.html] und der Landwirtschaftlichen Berufsgenossenschaft)
Neophyt (invasive und potentiell invasive Arten) Allergenes Potential/Menschliche Gesundheit
Acer negundo (Eschen-Ahorn) Keine Auswirkungen bekannt oder zu erwarten
Amaranthus retroflexus 
(Zurückgekrümmter Fuchsschwanz) 
Keine Auswirkungen bekannt oder zu erwarten
Ambrosia artemisiifolia 
(Beifußblättrige Ambrosie)
Allergie (Pollen), bei Berührung von Pflanzenteilen 
manchmal Kontaktdermatitis
Buddleja davidii (Schmetterlingsstrauch) Keine Auswirkungen bekannt oder zu erwarten
Bunias orientalis (Orientalisches Zackenschötchen) Keine Auswirkungen bekannt oder zu erwarten
Campylopus introflexus (Kaktusmoos) Keine Auswirkungen bekannt oder zu erwarten
Crassula helmsii  (Nadelkraut) Keine Auswirkungen bekannt oder zu erwarten
Cyperus esculentus  (Erdmandel) Keine Auswirkungen bekannt oder zu erwarten
Elodea canadensis  (Kanadische Wasserpest) Keine Auswirkungen bekannt oder zu erwarten
Elodea nuttallii  (Schmalblättrige Wasserpest) Keine Auswirkungen bekannt oder zu erwarten
Fallopia japonica (Gewöhnlicher Japan-Knöterich) Keine Auswirkungen bekannt oder zu erwarten
Fallopia sachalinensis (Sachalin-Knöterich) Keine Auswirkungen bekannt oder zu erwarten
Fallopia x bohemica (Bastard-Knöterich) Keine Auswirkungen bekannt oder zu erwarten
Helianthus tuberosus (Topinambur) Keine Auswirkungen bekannt oder zu erwarten
Heracleum mantegazzianum 
(Riesen-Bärenklau) 
Verursacher der »bullösen iesendermatitis«; 
enthält in allen Pflanzenteilen Furanocumarine
Hydrocotyle ranunculoides (Großer Wassernabel) Keine Auswirkungen bekannt oder zu erwarten
Impatiens glandulifera (Drüsiges Springkraut) Keine Auswirkungen bekannt oder zu erwarten
Impatiens parviflora (Kleines Springkraut) Keine Auswirkungen bekannt oder zu erwarten
Lupinus polyphyllus (Vielblättrige Lupinie) Giftig; Samen bis zu 3,5 %, Kraut bis zu 2 % Quinolizidin-Alkaloide
Lysichiton americanus (Amerikanischer Stinktierkohl) Keine Auswirkungen bekannt oder zu erwarten
Pinus nigra (Schwarz-Kiefer) Keine Auswirkungen bekannt oder zu erwarten
Pinus strobus (Weymouth-Kiefer) Keine Auswirkungen bekannt oder zu erwarten
Populus x canadensis (Bastard-Pappel) Keine Auswirkungen bekannt oder zu erwarten
Prunus serotina (Späte Traubenkirsche) Giftig; Rinde und Samen enthalten das Cyanglykosid Prunasin
Pseudotsuga menziesii (Gewöhnliche Douglasie) Keine Auswirkungen bekannt oder vorhersehbar
Quercus rubra (Rot-Eiche) Keine Auswirkungen bekannt oder vorhersehbar
Robinia pseodoacacia (Robinie) Giftig; Samen und Borke enthalten giftige Lectine. Bei einer Auf-
nahme von ca. 5 Samen ist mit Vergiftungssymptomen zu rechnen
Rosa rugosa (Kartoffel-Rose) Keine Auswirkungen bekannt oder zu erwarten
Rhus hirta (Essigbaum) Bei oraler Aufnahme Magen- und Darmbeschwerden; 
Milchsaft kann Haut-/ Augenentzündungen hervorrufen
Senecio inaequidens (Schmalblättriges Greiskraut) Giftig, Pyrrolizidin-Alkaloide, z. B. enecionin
Solidago canadensis (Kanadische Goldrute) Verdacht auf allergene Wirkung
Solidago gigantea (Späte Goldrute) Verdacht auf allergene Wirkung
Spartina anglica (Salz-Schlickgras) Keine Auswirkungen bekannt oder zu erwarten
Symphoricarpus albus (Gewöhnliche Schneebeere) Giftig; (Beeren und Wurzel); noch unbekannter Wirkstoff 
Symptome bei Verzehr von mehr als 4 Beeren zu erwarten
Vaccinium angustifolium x corymbosum 
(Amerikanische Kultur-Heidelbeere)
Keine Auswirkungen bekannt oder zu erwarten
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Von den 35 in Tabelle 5.2 aufgeführten invasiven 
oder potentiell invasiven Neophyten kann nur bei 
einer mit Sicherheit von einer durch sie verursach-
ten Pollen-Allergie ausgegangen werden (Ambrosia 
artemisiifolia). Zwei weitere Arten sind verdächtigt, 
Pollenallergien auszulösen (Solidago canadensis und 
S. gigantea); hier liegen jedoch vermutlich lediglich 
Kreuzreaktionen zur verwandten und viel stärker 
allergen wirkenden Ambrosia vor. Dermatiden bzw. 
Hautreizungen verursachen der Riesen-Bärenklau 
(Heracleum mantegazzianum), der Essigbaum 
(Rhus hirta) und Ambrosia artemisiifolia. Rechnet 
man die Arten mit Giftwirkung in Samen, Früchten 
oder Rinde hinzu, dann kommt man auf 9 Arten 
mit mindestens vermutetem bzw. auf 7 Arten mit 
sicherem gesundheitsgefährdendem Potential. Das 
sind immerhin knapp 26 bzw. 20 % der wichtigs-
ten, d. h. weit verbreiteten Neophyten.
Warum sind unter den invasiven und potentiell 
invasiven Neophyten so viele Arten, die Gifte ent-
halten? Es sind möglicherweise gerade diese Gifte, 
die vor dem Verzehr der Blätter und Verbreitungs-
einheiten durch Prädatoren schützen und damit 
die Ausbreitung begünstigen.
Allerdings müssen diese Potentiale differen-
ziert betrachtet werden. Ambrosia-Pollen gelten 
als stark sensibilisierend; die allergischen Folgen 
umfassen meist eine »Heuschnupfen«-Symptoma-
tik (Pollinosis), sie können aber auch ein Asthma 
bronchiale auslösen. Neben Pollinosis und Asthma 
kann bei Berührung von Pflanzenteilen (Blätter, 
Blütenstände) eine Kontaktdermatitis mit geröte-
ten, geschwollenen und juckenden Hautbereichen 
auftreten.
In den USA, dem Heimatland der Ambrosia 
sind Allergien außerordentlich weit verbreitet: Bis 
zu 75 % der Pflanzenpollen-Allergiker reagieren 
(auch) auf Ambrosia [12]. Im Mittelmeerraum, in 
dem Ambrosia schon länger heimisch ist als in 
Deutschland (z. B. Frankreich, Italien) sind bis 
zu 12 % der Bevölkerung sensibilisiert [104, 141]. 
Hierzulande sind die Zahlen gegenwärtig noch 
nicht so hoch, wobei, wegen des noch spärlichen 
Vorkommens der Ambrosia und der späten Blüte, 
es fraglich ist, ob es sich bei den Sensibilisierten 
um primär gegen Ambrosia Sensibilisierte han-
delt oder ob hier nicht Kreuzreaktionen zu dem 
in Deutschland außerordentlich weit verbreiteten 
Beifuß (Artemisia vulgaris) vorliegen. Ungeachtet 
dessen wird in Deutschland die Sensibilisierung 
weiterhin zunehmen, dieses allergische Potential 
also an Bedeutung gewinnen, weshalb der Amb-
rosia artemisiifolia in diesem Sachstandbericht ein 
eigener Abschnitt gewidmet wurde (s. 5.2.5).
Bezüglich der beiden Goldrute-Arten (Solidago cana-
densis; Kanadische Goldrute, und Solidaga gigantea, 
Späte Goldrute) sind die Literaturangaben über ihre 
Abbildung 5.3
Ambrosia artemisiifolia, Jungpflanzen, Berlin-Moabit, 12. Mai 2010
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Rolle als Auslöser von Pollenallergien widersprüch-
lich. Es kann jedoch als wahrscheinlich gelten, dass 
die drei Gattungen Solidago, Artemisia und Ambro-
sia eine Allergengemeinschaft bilden, wobei den 
windblütigen und daher große Mengen an Pollen 
bildenden Artemisia und Ambrosia (diese in den 
USA und im Mittelmeerraum) die Rolle der pri-
mär allergisierenden Faktoren zukommt und zur 
insektenblütigen Solidago überwiegend Kreuzre-
aktionen auftreten.
Heracleum mantegazzianum (Riesen-Bärenklau), 
2008 zur Giftpflanze des Jahres gewählt, ist ein 
besonders wuchskräftiger Neophyt mit einer Höhe 
bis zu 3,5 Metern. Sämtliche Pflanzenteile enthal-
ten im Zellsaft Furanocumarine, die auf der Haut 
bei anschließender Bestrahlung durch Sonnenlicht 
phototoxische Reaktionen hervorrufen (Photosensi-
bilisierung). Bei empfindlichen Menschen genügt 
bereits ein einfacher Kontakt mit der Oberfläche der 
Blätter. Die Reaktionen zeigen sich in Rötungen, 
Hautentzündungen, Reizungen und in schweren 
Fällen in einer »bullösen Wiesendermatitis«, die 
sich in entzündlichen, schmerzhaften Blasenbil-
dungen äußert. Diese können großflächig sein und 
Verbrennungen ersten bis zweiten Grades gleichen; 
sie heilen nur langsam ab und können narbenähn-
liche, strichförmige Hyperpigmentierungen hin-
terlassen. Besonders gefährdet sind Arbeiter in 
Land- und Forstwirtschaft oder Gartenbau, z. B. bei 
Arbeiten zur Bekämpfung der Pflanze, oder Hob-
bygärtner. Bei jeder Arbeit in Bärenklau-Beständen 
ist vollständige Schutzkleidung zu tragen. Wenn 
Pflanzensaft auf die Haut gelangt, sofort mit reich-
lich Wasser spülen. Bei stärkeren Symptomen ist 
ein Arzt oder Krankenhaus aufzusuchen [104, 141].
Die Gifte der Vielblättrigen Lupine (Lupinus 
polyphylla) sind Quinolizidin-Alkaloide (Lupinan, 
Hydroxilupinan), die besonders in den Samen ent-
halten und auch für den bitteren Geschmack ver-
antwortlich sind. Daher werden die Samen kaum 
verzehrt, was auch für Borke und Samen der Robi-
nie (Robinia pseudacacia) gilt, hier jedoch wegen 
der schweren Erreichbarkeit. Prunasin, in Rinde 
und Samen der Späten Traubenkirche (Prunus sero-
tina) enthalten, ist ein cyanogenes Glykosid, daher 
Sauerstoffmangel beim Verzehr möglich [160]. Die 
Giftwirkung des Essigbaums (Rhus hirta) ist gering. 
Erst nach oraler Aufnahme größerer Mengen von 
Pflanzenteilen treten Magen- und Darmbeschwer-
den auf. Der Milchsaft kann zu Haut- und Schleim-
hautentzündungen führen. Die Gewöhnliche 
Schneebeere (Symphoricarpus albus) enthält Sapo-
nine und einen noch unbekannten, stark reizenden 
Wirkstoff. Die Giftzentrale der Universität Bonn 
stuft die Art als giftig ein und gibt als Symptome 
Brechdurchfall an. Beim Verzehr von 5 Beeren oder 
mehr kommen Darmbeschwerden, Fieber und 
Müdigkeit vor. Ferner gibt es Berichte über eine 
Schädigung der Mund- und Magenschleimhaut.
Insgesamt sind gesundheitliche Gefährdungen 
durch Gifte wesentlich seltener als solche durch 
Pollen, da sie einen direkten, aktiven Kontakt zur 
Pflanze voraussetzen (z. B. Verzehr) während Pol-
len über größere Strecken verfrachtet werden kann 
und dadurch auch standortferne Personen erreicht.
5.2.3  Tierische Allergene
5.2.3.1 Hautschuppen von Hund, Katze  
 und Pferd
Weit verbreitet sind Sensibilisierungen gegen die 
Hautschuppen von Haus- und Nutztieren wie 
Hund, Katze und Pferd. Nach den Ergebnissen 
des Nationalen Kinder- und Jugendgesundheits-
surveys (KiGGS) sind 9,9 % der deutschen Kin-
der und Jugendlichen im Alter zwischen 3 und 17 
Jahren gegenüber Hautschuppen vom Hund sen-
sibilisiert; die entsprechenden Zahlen für Katze 
und Pferd sind 8,3 % und 4,5 %. Änderungen der 
Exposition gegenüber diesen Allergenen sind im 
Zusammenhang mit dem Klimawandel wohl kaum 
zu erwarten, es sei denn, man spekuliert auf eine 
Zunahme der »Outdoor«-Aktivitäten, von denen 
auch die Haltung und Nutzung von Pferden betrof-
fen wäre. Andererseits wird sich der demografische 
Wandel wohl wesentlich stärker auf die Haltung 
von Haus- und Heimtieren auswirken als der kli-
matische Wandel.3 
3 Große Teile der Einwanderer, speziell jene aus dem islamischen Raum und Schwarzafrika, halten traditionell seltener 
Haustiere als Einheimische oder Einwanderer aus Osteuropa. Der Hund gilt nach einigen islamischen »Rechtsschulen« 
sogar als unreines Tier (wegen verschiedener Hadithe, z. B. Sahih Bukhari, Buch 4, Hadith 173 [97]), obwohl im Koran die 
Jagd mit Hunden erwähnt und gestattet ist (Sure 5, Vers 3). 
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5.2.3.2  Hausstaubmilben
Nach Roggen- und Lieschgraspollen sind Haus-
staubmilben der Gattung Dermatophagoides die 
wichtigsten Allergenträger für Kinder und Jugend-
liche in Deutschland. Gemäß den Ergebnissen von 
KiGGS waren 21,1 % der 3- bis 17-Jährigen positiv 
gegenüber Dermatophagoides farinae sensibilisiert; 
gegen Dermatophagoides pteronyssimus waren es 
21,3 %. Das jeweilige Hauptallergen beider Milben-
arten gehört zur Gruppe der Peptidasen (Thiolpro-
teasen), also Enzyme, die Proteine spalten, jedoch 
mit breiter Substrat-Spezifität (http://www.uniprot.
org). Diese Enzyme werden im Verdauungstrakt 
der Milben gebildet und als Bestandteile von Nah-
rungsresten mit dem Kot ausgeschieden, wobei 
sie in den Hausstaub gelangen und über diesen 
allergische Reaktionen auslösen können [149]. Die 
hauptsächliche Nahrung der Milben besteht aus 
abgestoßenen Hautschuppen von Menschen und 
Haustieren [8], während im Hausstaub vorhandene 
Schimmelpilze möglicherweise eine weitere, wenn 
auch untergeordnete Rolle als Nahrungslieferanten 
spielen [190].
Unter den gegenwärtigen klimatischen Bedin-
gungen erreicht die Belastung mit Hausstaub-
milben bei uns während der wärmeren Jahreszeit 
ihren Höhepunkt, da die Milben zum Gedeihen auf 
Wärme und ein Mindestmaß an Luftfeuchtigkeit 
angewiesen sind, da Milben nicht trinken, sondern 
Wasser aus der Luft aufnehmen [145]. Unterhalb 
von 50 % relativer Luftfeuchte können sie nicht 
existieren – optimal sind 75 % für D. farinae und 
80 % für D. pteronyssimus. Auch die Temperatur ist 
kritisch, da die Milben unterhalb von 15 °C nicht 
wachsen können – die optimale Temperatur liegt 
bei 25 °C [8]. Der Rückgang der Belastung mit 
Hausstaubmilben in der kalten Jahreszeit wurde 
daher mit dem »Zentralheizungsklima« in Ver-
bindung gebracht, denn dieses ist gekennzeichnet 
durch trockene Luft und Lufttemperaturen unter 
25 °C (Empfehlung für Schlafräume: 18 °C).
Untersuchungen, die sich mit den Auswirkun-
gen des Klimawandels auf die künftige Exposition 
mit Hausstaubmilben befassen sind praktisch 
nicht existent,4 was nicht verwunderlich ist, da das 
Innenraumklima nicht sehr stark vom Außenklima 
bestimmt wird, sondern über eine gewisse Auto-
nomie verfügt. Aus diesen Gründen kann über die 
künftige Entwicklung nur vage spekuliert werden. 
Unter der Annahme der für Deutschland prog-
nostizierten klimatischen Änderungen (wärmere, 
trockenere Sommer; mildere Temperaturen und 
mehr Niederschläge in den kühleren Jahreszeiten) 
könnte dies eine Verkürzung der Heizperiode und 
damit eine Verkürzung der milbenfreien Zeit zur 
Folge haben. Andererseits reagieren die Milben am 
empfindlichsten auf die relative Luftfeuchtigkeit, 
was bezogen auf lufttrockenere Sommer zu einer 
gewissen Entlastung führen könnte.
5.2.3.3  Eichenprozessionsspinner
Beim Eichenprozessionsspinner (Thaumetopoea 
processionea) handelt es sich um eine in Süd- und 
Mitteleuropa weit verbreitete Art, die langsam nach 
Norden vordringt [154]. Ein Kontakt mit den Spie-
gelhaaren der Raupen kann bei der betreffenden 
Person eine toxisch-irritative Dermatitis oder ggf. 
auch eine allergische Reaktion auslösen [172]. 
In Deutschland seit 1827 nachgewiesen, 
erreichte sie den Süden der Niederlande im Jahr 
1991 [142] während in Dänemark noch kein Nach-
weis möglich war [154]. Der Eichenprozessions-
spinner hat seinen Namen durch das Verhalten 
der Raupen erhalten: Die Eiablage erfolgt an der 
Rinde dünner Zweige im oberen Kronenbereich. 
Im Mai des folgenden Jahres schlüpfen die Raupen 
und benagen zunächst gemeinsam die austreiben-
den Knospen. Ende Mai/Anfang Juni, zum Zeit-
punkt der Gifthaarbildung, spinnen sie an der vor 
Wind und Wetter geschützten Seite des Baumes 
auf der Unterseite starker Äste, in Astgabelungen, 
4 Eine Online-Literaturrecherche mit Scopus (nach (»dermatophagoides« OR »dust mite«) AND (»climate change« OR »glo-
bal warming«)) in Article title, Abstract, Keywords ergab 13 Treffer, darunter nur 2 die sich explizit mit Dermatophagoides 
befassten. Bei den übrigen handelte es sich um Editorials oder Beiträge über Allergien allgemein. Unter den Veröffent-
lichungen, die sich mit Dermatophagoides und Klimawandel beschäftigen, fand sich eine ältere Arbeit, die einen etwas 
anderen Klimawandel zum Ausgangspunkt hatte, nämlich die in den 1970er Jahren befürchtete globale Abkühlung [144]. 
Unter der Prämisse dieser Abkühlung wurden günstigere Bedingungen für Hausstaub-Allergiker erwartet, weil infolge des 
Temperaturabfalls ein Rückgang der Milben eintreten sollte, wie er auch für höhere Lagen nachgewiesen werden konnte 
[192]. Jedoch ist dieser Klimawandel bisher nicht eingetreten.
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manchmal auch im Kronenbereich am Stamm Nes-
ter. Aus diesen wandern sie abends in der typischen 
Prozession zum Fraß. Morgens kehren sie in die 
Nester zurück und verbringen dort den Tag [146]. 
Im dritten bis sechsten Larvenstadium entwi-
ckeln die Larven Spiegelhaare, die leicht abbrechen 
und ein Nesselgift (Thaumetopoein) freisetzen [121], 
das Raupendermatitis und in Einzelfällen Asthma 
auslösen kann. Abgebrochene Spiegelhaare werden 
bei günstiger Witterung durch Luftströmungen ver-
frachtet. Da sie eine lange Haltbarkeit besitzen (bis 
zu einem Jahr), reichern sie sich in der Umgebung 
an, besonders auf dem Boden, im Unterholz und 
Bodenbewuchs. Wegen des Transports über den 
Wind ist ein unmittelbarer Kontakt zu den Raupen 
nicht erforderlich, um die Symptome auszulösen. 
Die spitzen, an den Abbruchstellen scharfen und 
mit Widerhaken versehenen Spiegelhaare bohren 
sich in die Haut ein. Besonders Kinder, die gerne 
im Freien spielen und ihre Umgebung erforschen, 
können in Kontakt zu den Spiegelhaaren kommen 
[120]. 
 
Von 1 025 befragten Personen, die im Umkreis von 
500 m zu befallenen Bäumen lebten, berichteten 57 
(5,6 %) über Beschwerden; vorwiegend über Pruri-
tus (96 % der Betroffenen), Dermatitis (95 %), Kon-
junktivitis (14 %) und Pharyngitis (14 %). Nur zwei 
Personen klagten über Atemwegsbeschwerden 
[121]. Lediglich 38 % der Personen, die Symptome 
entwickelten, hatten direkten Kontakt zu Larven.5
Der Eichenprozessionsspinner befällt bevorzugt 
frei stehende Eichen und diese überwiegend auf 
ihrer Südseite, woraus abgeleitet wurde, es handele 
sich um eine wärmeliebende Art. Nach Beobach-
tungen in den Niederlanden (1991 – 2007) korre-
lieren hohe Temperaturen mit dem Vorkommen 
von Thaumetopoea processionea [142], allerdings 
spiegeln diese Temperaturunterschiede exakt die 
Unterschiede wider zwischen dem Süden der Nie-
derlande, wo der Eichenprozessionsspinner vor-
kommt, und dem Norden des Landes, wo er (noch) 
fehlt.
In Deutschland gelten nach Angaben des Julius 
Kühn-Instituts (frühere Bezeichnung: Biologische 
Bundesanstalt) folgende Gegenden als Problem-
gebiete, in denen die Dichte des Eichenprozessi-
onsspinners nach den bisherigen Erfahrungen so 
groß werden kann, dass negative Auswirkungen 
auf die Gesundheit befürchtet werden müssen [17]: 
der gesamte Oberrheingraben; Bodenseegebiet; 
mittleres und nördliches Baden-Württemberg; 
Südhessen; der Nordwesten Bayerns; der Westen 
von Nordrhein-Westfalen; der Norden von Sachsen-
Anhalt; Berlin und in Brandenburg die Landkreise 
Potsdam-Mittelmark, Oder-Spree, Oberhavel und 
Ostprignitz-Ruppin.
5.2.3.4  Wespen
Presseberichten zufolge soll die im Sommer 2009 
zu beobachtende starke Wespenbelästigung dem 
Klimawandel geschuldet sein (z. B. [99]). Einer-
seits gibt es bis jetzt keine wissenschaftlich fun-
dierten Prognosen zur künftigen Entwicklung 
der Wespenpopulationen, andererseits ergab eine 
Abbildung 5.4
Raupendermatitis durch Eichenprozessionsspinner 
(Photo: Frau Dr. Gabriela Lobinger, Bayerische Landes-
anstalt für Wald und Forstwirtschaft, LWF)
5 Im Zusammenhang mit der ausgelösten Syptomatik wer-
den teilweise auch die Fachbegriffe Lepidopterismus (von: 
Lepidoptera = Schmetterlinge) und Erucismus (von Eruca 
= die Raupe) gebraucht [137]. 
Kapitel 5     Gesundheitliche Auswirkungen des Klimawandels durch UV-, Allergen- und Schadstoff-Exposition Gesundheitliche Auswirkungen des Klimawandels durch UV-, Allergen- und Schadstoff-Exposition     Kapitel 5 173
Zwischenauswertung vonDaten der Deutschen 
Erwachsenen-Gesundheitsstudie (DEGS) des RKI 
die erstaunlich hohe Zahl von 19 % gegen Wespen-
gift sensibilisierte Erwachsene in Deutschland6. 
Diese Größenordnung liegt durchaus im Bereich 
anderer Erhebungen (z. B. Bayern 27 %, Hamburg 
25 % [165]): Die bei der Laborbestimmung einge-
setzte Antigen-Mischung (i3) berücksichtigt Gifte 
von »Vespula spp.« also von mehreren Wespen-
Arten. Wegen der großen Anzahl verschiedener 
Proteine in i3 ist mit einem gewissen Anteil an 
Kreuzreaktionen zu rechnen. Zudem gibt es bei 
Wespengift die Möglichkeit einer irrelevanten 
Kreuzreaktion zu Kohlenhydratdeterminanten 
(CCD) pflanzlicher Herkunft [92].
Die beiden wichtigsten Arten sind die Deutsche 
Wespe (Vespula germanica) und die Gemeine Wespe 
(Vespula vulgaris), die beide häufig vorkommen und 
Staaten mit bis zu mehr als 1 000 Individuen bilden 
[169]. Ihre Gifte sind ein Gemisch aus mehreren 
Substanzen mit dem Hauptallergen Phospholi-
pase, das Zellmembranen zerstören kann [102, 103, 
169]. Zudem enthalten die Gifte andere Enzyme 
wie Hyaluronidasen [102] und Histamin [170]. 
Gestochene Personen reagieren oft nur mit lokalen 
Reaktionen an der Einstichstelle, aber es gibt auch 
systemische Verläufe bis hin zu schweren Anaphy-
laxien [64]. Ein Stich in die Zunge, den Rachen oder 
den Gaumen kann zu derart starkem Anschwellen 
von Schleimhäuten und Muskulatur führen, dass 
der Tod durch Ersticken eintritt [170].
Zu Begegnungen zwischen Mensch und Wespe kommt 
es im Wesentlichen in zwei Szenarien. Erstens bei Annä-
herung an ein bewohntes Nest, wobei die Wespen sehr 
aggressiv reagieren können und gestochene Personen mit 
einem Pheromon »markieren«, das weitere Nestbewoh-
ner zum Stich animiert [169]. Eine zweite Begegnungs-
möglichkeit gibt es im Spätsommer oder Herbst, wenn 
die Nester nach dem Ausfliegen der jungen Königinnen 
und Drohnen auch von den Arbeiterinnen verlassen wer-
den, die daraufhin als »Freibeuterinnen« auf eigene Rech-
nung wirtschaften [169]. Ähnlich wie bei der Honigbiene, 
jedoch weniger deutlich ausgeprägt, nehmen die Arbei-
terinnen von Vespula germanica im Laufe ihres Lebens 
verschiedene Arbeiten wahr. Die Reihenfolge ist: 1. Arbeit 
im Nest, 2. Beschaffung von Nestbaumaterial (Holz, Zel-
lulose), 3. Beschaffung zuckerhaltiger Pflanzensäfte (z. B. 
Nektar) und 4. Beschaffung proteinhaltiger Nahrung 
(erbeutete Insekten und Aas) [89], wobei die letzten drei 
Phasen nicht ganz deutlich getrennt sind. Während die 
zuckerhaltigen Pflanzensäfte der Ernährung der adulten 
Tiere dienen, werden die Proteine für die Aufzucht der 
Larven benötigt [42, 95, 169]. Die Arbeiterinnen haben 
eine maximale Lebensdauer von etwa 30 Tagen; allerdings 
ist ihre Sterblichkeit hoch, wodurch die mittlere Lebens-
dauer einer Arbeiterin nur ca. 14 Tage beträgt. Im Alter 
von ca. 2 Tagen beginnen sie mit der Arbeit im Nest, im 
Alter von 6 Tagen mit der Beschaffung von Nestbauma-
terial, im Alter von 7 Tagen mit dem Sammeln zucker-
haltiger Pflanzensäfte und im Alter von 8 Tagen mit dem 
Sammeln von Insekten [89]. Die „Freibeuterinnen“ kon-
zentrieren sich nach der Auflösung des Nestes auf das 
Sammeln von süßen Säften, wobei es zu den typischen 
»Biergarten«- und »Pflaumenkuchen«-Begegnungen 
kommt.
Wissenschaftliche Untersuchungen zur Auswir-
kung des Klimawandels auf die Exposition gegen-
über Wespengift existieren praktisch nicht.Daher 
lässt sich die künftige Gefährdung nur bedingt 
einschätzen: 
Nach den Prognosen des IPCC soll unser Klima 
infolge der klimatischen Veränderungen etwas 
mediterraner werden, was grundsätzlich für die 
wärmeliebenden Wespen positiv ist. Allerdings 
wird es für diese nicht nur mehr Nahrung in Form 
von Nektar, anderen Pflanzensäften und Insek-
ten geben, sondern auch mehr Fressfeinde und 
Parasiten. Unter den Wirbeltieren sind Singvögel 
[169] sowie Wespenbussard und Dachs wichtige 
Prädatoren [170]; auch Maulwürfe können Nester 
vernichten [53]. Eine größere Rolle als diese spie-
len jedoch parasitische und räuberische Insekten 
wie Schlupfwespen (z. B. Sphegophaga vesparum), 
Käfer (z. B. Meteocus paradoxus), Fliegen (Conopi-
dae, Volucella zonaria, Triphleba lugubris) und Klein-
schmetterlinge (Aphomia sociella) [170]. Auch die-
sen dürfte eine Erwärmung zugute kommen. Des 
weiteren sollen feuchte Winter, wie sie vom IPCC 
6 Es handelt sich hierbei um vorläufige Zwischenergebnisse, die lediglich der ungefähren Orientierung dienen. Endgültige 
Resultate werden erst nach Auswertung des vollständigen IgE-Labordatensatzes am Ende der Studie (d. h. voraussichtlich 
im ersten Halbjahr 2012) zur Verfügung stehen.
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vorhergesagt werden, dem Überleben der jungen 
Königinnen abträglich sein [61, 75]. Deswegen kann 
nicht eingeschätzt werden, wie sich der Klimawan-
del auf die Abundanzen der Wespen auswirken 
wird.
In den mediterranen Klimazonen von Austra-
lien, Chile, Argentinien und Neuseeland, wo die 
deutsche Wespe eingeschleppt wurde und sich 
invasiv ausbreitet, kommt es gelegentlich zur Aus-
bildung von »Riesennestern« mit bis zu 100 000 
Individuen, die länger als eine Vegetationsperi-
ode überleben können und bis zu 50 produktive 
Königinnen beherbergen [61, 75, 76, 94, 148]. Sind 
infolge der sommerlichen Erwärmungen auch 
bei uns auch solche »Monsternester« zu erwar-
ten? Zwei Gründe sprechen dagegen: Zum einen 
herrschen dort andere ökologische Bedingungen; 
so fehlen ihnen zum Beispiel die wesentlichen 
Feinde und zum weiteren finden die Wespen z. B. 
in Neuseeland ausgedehnte Wälder der Südbuche 
(Nothofagus) mit einem reichlichen Angebot von 
Zuckersaft [54]. Zweitens sind solche »Monsternes-
ter« aus dem europäischen Mittelmeerraum noch 
nicht bekannt geworden.
Möglich ist durchaus, dass sich die Nestzyklen 
etwas verlängern, wie es für Australien beobachtet 
wurde. In wärmeren Teilen des Landes (Sydney) 
war die Aktivität etwas verlängert im Vergleich zu 
kühleren Teilen (Melborne, Hobart), gemessen 
an der Zahl der aufgefundenen Nester (Crosland 
1991, zitiert nach [196]). Doch die gesundheitliche 
Gefährdung durch Wespenstiche konzentriert sich 
im Wesentlichen auf die Zeit nach der Auflösung 
der Staaten, wenn die »arbeitslos« gewordenen 
Arbeiterinnen keine Brut mehr versorgen, son-
dern als »Freibeuterinnen« ausschwärmen. Das 
bedeutet: Auch wenn die Lebensdauer der Staaten 
sich mit der Vegetationsperiode verlängert, wird 
sich die Periode dieser Begegnungen nicht verlän-
gern. Denn diese wird bestimmt durch die mittlere 
Lebensdauer der Arbeiterinnen (durchschnittlich 
14 Tage, maximale Lebensdauer einzelner Indivi-
duen 30 Tage), unabhängig davon, wie lange die 
Nestphase währte.
Kann es wegen z. B. klimabedingt zunehmender 
»Outdoor«-Aktivitäten zu häufigeren Begegnun-
gen zwischen Wanderern, Spaziergängern und 
Sportlern zu bewohnten Nestern kommen? Dies 
ist durchaus möglich. Doch hier gibt es sehr gute 
Möglichkeiten einer Prophylaxe durch Information 
der Bevölkerung und angemessene Risikokom-
munikation. Nach Schmolz [169] gilt das einfache 
Mittel, sich aus der direkten Blicklinie zum Nest 
zu entfernen, das heißt, beispielsweise um eine 
Hausecke oder hinter einen Baum flüchten, weil 
der optische Sinn der Wespen viel gröber ist als 
unserer. Ganz falsch und sogar gefährlich ist der 
Rat, stehenzubleiben und sich nicht zu bewegen, 
weil dies zu einer Massenattacke mit fatalen Folgen 
führen kann [169].
5.2.4  Pilze und Bakterien
Bodenpilze entwickelten in einem Feldexperiment 
nach Verdopplung der aktuellen CO2-Konzentra-
tion auf 700 ppm die 4-fache Menge luftbürtiger 
Fortpflanzungseinheiten. Im Falllaub von Zit-
terpappeln lebende Pilze bildeten unter diesen 
Bedingungen die 5-fach Menge an Sporen [100]. 
Verstärkte Entwicklung von Pilzen hat zum einen 
eine erhöhte Exposition mit Pilz-Allergenen zur 
Folge, zum anderen werden organische Stoffe ver-
mehrt abgebaut, was indirekt dem Wachstum von 
Pflanzen zugute kommt. Allerdings ist dabei zu 
beachten, dass solche Feldexperimente unter sonst 
unveränderten klimatischen Bedingungen durch-
geführt werden: Es wird nur der CO2-Gehalt der 
Luft verändert, nicht jedoch die Temperatur und 
die Bodenfeuchtigkeit. Im Zuge der Klimaverän-
derungen sollen sich aber auch Temperatur und 
Niederschlagsmengen verändern, so dass die expe-
rimentellen Ergebnisse nur bedingt für Prognosen 
verwendet werden können. Pilze sind stark von 
Feuchtigkeit abhängig; verminderte Niederschlags-
mengen werden dem Pilzwachstum abträglich sein. 
Eine Temperaturerhöhung wird zudem zu einer 
Verschiebung des Artenspektrums psychrophiler, 
mesophiler und thermotoleranter Pilze führen.
Zählungen von Alternaria-Sporen, die Asthma 
verstärken können, ergaben für Derby, England, 
eine Vorverlegung der Sporensaison von Ende 
Juni bis Anfang Juni im Beobachtungszeitraum 
1970 – 1998. Gleichzeitig verlängerte sich die Dauer 
der Sporensaison von ca. 90 Tagen auf ca. 120 Tage. 
Deutlich erkennbar stieg die Summe der während 
der Monate Juni bis Oktober in einer Sporenfalle 
gesammelten Sporen von 1970 bis 1998 an. Diese 
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Trends verliefen parallel zu einer Erhöhung der 
gemessenen Tageshöchsttemperatur. Neben der 
Temperatur spielte auch die Feuchtigkeit eine wich-
tige Rolle; Sporenzählungen waren in feuchten und 
warmen Monaten besonders hoch, fielen jedoch 
unmittelbar während und kurz nach Niederschlä-
gen deutlich ab, weil Sporen aus der Luft ausgewa-
schen wurden [38].
Eine Wechselwirkung besteht zwischen Hoch-
wasserereignissen, Starkregen und dem Auftreten 
von Pilzbefall in den betroffenen Wohnungen, da 
Schimmelpilze zum Gedeihen eine hohe Oberflä-
chenfeuchtigkeit benötigen. In Folge des Hurrikans 
Katrina, August 2005 in den südöstlichen Teilen 
der USA, kam es zu beträchtlichen Problemen mit 
Schimmelpilzbefall in Häusern, die wochenlang 
unter Wasser standen, wobei dem Schimmelbefall 
auch Einflüsse auf die Häufigkeit respiratorischer 
Erkrankungen zugeschrieben wurden [153]. Eine 
Inspektion des CDC von 112 repräsentativ ausge-
suchten Wohnungen in New Orleans und den 
angrenzenden Gemeinden ergab in 45,5 % der Fälle 
sichtbaren Schimmelbefall und in 17 % schweren 
Schimmelpilzbefall (d. h. mehr als 50 % der Flä-
che der Innenwand im am stärksten betroffenen 
Raum der Wohnung), wobei die Schimmelbildung 
abhängig von der Fluthöhe war. Je höher das Was-
ser in den Räumen gestanden hatte, desto höher 
war die Wahrscheinlichkeit für starke Schimmel-
entwicklung. Parallel zum Pilzbefall waren in der 
Luft bakterielle Endotoxine (Zellwandbestandteile 
gramnegativer Bakterien) in einer Größenordnung 
von 23,3 EU/m3 (± 5,6 EU/m3) nachweisbar [153]. Da 
Bakterien ebenso wie viele Pilze auf erhöhte Tem-
peraturen mit verstärktem Wachstum reagieren 
falls ausreichend Nährstoffe vorhanden sind, ist es 
nicht verwunderlich, dass auch Hintergrundkeime 
im urbanen und ländlichen Raum bei einer Tem-
peraturerhöhung vermehrt nachweisbar sind, wie 
für Birmingham und andere britische Standorte 
gezeigt werden konnte [83]. Die vorherrschen-
den Keime gehörten den Gattungen Bacillus und 
Pseudomonas an. Welche möglichen Auswirkun-
gen diese wenig überraschenden Befunde auf die 
menschliche Gesundheit haben, kann derzeit nicht 
beurteilt werden.
Überflutungen dieser Größenordnung, bei 
denen Häuser wochenlang unter Wasser stehen, 
sind in Deutschland gegenwärtig noch unbekannt, 
doch auch bei weniger drastischen Ereignissen ist 
nach Ablauf des Wassers mit Schimmelbefall zu 
rechnen. Das Elbehochwasser 2002 überflutete 
die Klosterkirche »St. Heinrich« in Pirna bis zu 
einer Höhe von 2,5 Meter, woraufhin Altartisch 
und Ambo (Kanzel) Schimmelbewuchs aufwiesen 
[48]. 
5.2.5  Fallbeispiel Ambrosia
Die klimatischen Veränderungen der letzten 
Jahrzehnte begünstigen die Einbürgerung 
und Ausbreitung von Ambrosia artemisiifolia. 
In Mitteleuropa wird seit den 1980er Jahren 
eine rasche Expansion verzeichnet.
Die Blütenstände produzieren durch-
schnittlich ca. 1 Milliarde Pollen, überwiegend 
von Anfang August bis Ende September.
Bei spezifisch sensibilisierten Personen kön-
nen bereits 5 – 10 Pollen pro m3 Luft allergische 
Symptome auslösen. Zumeist besteht eine 
»Heuschnupfen«-Symptomatik; bis zu einem 
Viertel der Ambrosia-Pollenallergiker entwi-
ckelt aber auch ein Asthma bronchiale.
Es besteht Kreuzreaktivität zu Beifuß, Grä-
serpollen und Banane oder Honigmelone.
Österreichischen Modellrechnungen zu-
folge ist bei einem bis zum Jahr 2050 veran-
schlagten Anstieg der Juli-Temperaturen um 
durchschnittlich 2 °C mit einer Versechsfa-
chung der potentiell durch Ambrosia besiedel-
baren Landesfläche zu rechnen.
Ein Anstieg des CO2-Gehaltes führt zu 
einer deutlich vermehrten Produktion von 
Ambrosiapollen, zudem wird das Ambrosia-
Majorallergen Amb a 1 unter solchen Bedin-
gungen verstärkt gebildet.
5.2.5.1  Vorbemerkungen
Ambrosien gehören zu der Familie der Korbblütler 
(Asteraceae oder Compositae). Die Gattung Amb-
rosia umfasst ca. 40 Arten, wobei allergologisch 
gesehen vor allem die sogenannte Beifuß-Ambro-
sie (Ambrosia artemisiifolia L., ehemals Ambrosia 
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elatior)7 aufgrund ihrer Verbreitung und der allerge-
nen Potenz ihrer Pollen eine besondere Beachtung 
verdient. Die einjährige Pflanze keimt im Frühjahr, 
entwickelt sich zunächst langsam und zeigt erst im 
Juni ein deutliches Höhenwachstum. Die Beifuß-
Ambrosie wird je nach Wachstumsbedingungen 
unterschiedlich groß, in Deutschland überwiegend 
zwischen 10 und 150 cm (teils bis 180 cm; maximale 
Wuchshöhe bis ca. 2 m). Ambrosia artemisiifolia 
blüht unter hiesigen Bedingungen meist in den 
Monaten August und September.8 Die grün-gelb-
lichen Blüten sind eher unscheinbar (Abbildung 
5.5). Ambrosia artemisiifolia kann leicht mit anderen 
Pflanzen verwechselt werden, darunter beispiels-
weise Beifuß, Wermut und Wilde Möhre. Ausführ-
lichere Darstellungen zu Ambrosia aus botani-
scher und pflanzenökologischer Perspektive findet 
man u. a. bei Alberternst et al. (2006) [4] sowie im 
Internet, z. B. unter www.ambrosiainfo.de; www.
jki.bund.de/ambrosia; www.floraweb.de/neoflora; 
www.ambrosia.de; www.ambrosia.ch.
Die zur eigenständigen Verbreitung erforderliche 
Samenreifung erreicht die einjährige Pflanze nur 
in warmen oder gemäßigten Klimaten mit mil-
den Herbstmonaten. Eine einzelne Pflanze bildet 
durchschnittlich 2 000 bis 3 000 reife Samen9 
[70]. Schon aufgrund dieser beachtlichen Samen-
mengen kann die Ambrosie in kurzer Zeit große 
Bestände bilden. Während die Pflanze selbst ziem-
lich frostempfindlich ist und deshalb nur bis zu den 
ersten stärkeren Frösten im Spätjahr lebensfähig 
bleibt, überdauern die Samen die kalte Jahreszeit 
und bleiben u. U. viele Jahre oder gar Jahrzehnte 
keimfähig. 
Die klimatischen Veränderungen der letzten 
Jahrzehnte begünstigen offenbar die Einbürge-
rung und Ausbreitung der Pflanze ([18, 43, 116] 
und andere). Da sie im Sommer zu ihrem Wachs-
tum ausreichende Niederschläge/Wassermengen 
benötigt (warmer Boden mit ausreichendem Feuch-
tigkeitsangebot), gedeiht die Ambrosie jedoch nicht 
an extrem sommertrockenen Standorten. Die 
Ambrosie wächst vor allem auf offenen Flächen 
und an Ruderalstellen (Weg- und Straßenränder, 
Schutthalden, Lagerplätze, Müllplätze, Umschlag-
plätze, Industriebrachen, Baustellen), in Kleingär-
ten und unter Vogelfutterplätzen. Darüber hinaus 
findet man sie in landwirtschaftlichen Kulturen, 
wie z. B. in Ungarn, Frankreich und den USA, wo 
die Pflanze im Sonnenblumen-, Getreide- und 
7 Synonyme: Beifußblättrige Ambrosie, Hohe Ambrosie, Aufrechtes/Beifußblättriges Traubenkraut, engl. ragweed (com-
mon/short ragweed). Das an den Speziesnamen angefügte »L« (für Linné) wird häufig weggelassen. Der Name »Beifuß-
Ambrosie« weist auf gewisse Ähnlichkeiten mit dem Gemeinen Beifuß (Artemisia vulgaris) hin: Das Epitheton »artemisi-
ifolia« bedeutet »Artemisia-blättrig«, also »beifußblättrig«. Verwechslungsmöglichkeiten bestehen aber auch im Hinblick 
auf andere Arten, z. B. Wilde Möhre und Gänsefußspezies.
8	 Vereinzelt auch bereits im Juli und teils auch bis Oktober/November.
9	 Obwohl in der Regel von Samen gesprochen wird, ist der Begriff nicht ganz korrekt, denn Ambrosia bildet Früchte aus, die 
als Achänen bezeichnet werden – einsamige Schließfrüchte, bei denen die Fruchtwand (Perikarp) und die Samenschale 
(Testa) fest miteinander verbunden sind [4].
Abbildung 5.5
Ambrosia artemisiifolia, blühendes Exemplar mit intensiver 
Pollenfreisetzung
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Maisanbau als konkurrenzstarkes Unkraut stark 
verbreitet ist.
Bei der in Österreich beobachteten Invasion 
hat Ambrosia artemisiifolia in sukzessiver Abfolge 
unterschiedliche Lebensräume besiedelt: Bis 1950 
wuchs die Pflanze überwiegend entlang von Schie-
nenwegen; von 1950 – 1974 wurden verkehrsferne 
Ruderalflächen besiedelt; seit den 1970er Jahren 
kommen die meisten Funde an Straßen vor. Acker-
flächen wurden zum ersten Mal in den 1970er 
Jahren besiedelt und haben seither an Bedeutung 
zugenommen [59].
Die Einjährige vermehrt sich ausschließlich 
durch Samen. Diese können durch Luftbewegun-
gen (Windschleppen von Kfz)10 oder Wasser ver-
driftet werden. Viel wichtiger ist aber die unbe-
absichtigte Ausbreitung durch den Menschen 
(Agochorie) [184]. Diese Einbringung und Verbrei-
tung wird überwiegend auf die folgenden Faktoren 
zurückgeführt [4, 26, 31]:
 Import von sonnenblumenkernhaltigem Vo-
gelfutter, das oft mit Ambrosiasamen verun-
reinigt ist (besonders Winterstreufutter für 
Wildvögel) 
 Import von Sonnenblumensamen zu Futter-
zwecken (in 25 kg-Säcken im Agrarhandel er-
hältlich)
 ungenügend gereinigtes Saatgut (z. B. Wilda-
cker- oder Blumensaaten)
 Ausbreitung entlang von Verkehrswegen (be-
sonders an den Seiten- und Mittelstreifen der 
Autobahnen)
 Verschleppung durch Landmaschinen (Mäh-
drescher etc.)
 Verschleppung mit Erdaushubmaterial
Außer Ambrosia artemisiifolia kommen in Mittel-
europa vereinzelt noch weitere Ambrosiaarten 
vor, wie Ambrosia coronopifolia (engl. perennial 
ragweed; Synonym: Ambrosia psilostachya [14])11, 
und Ambrosia trifida (engl. giant ragweed) vor. Sie 
spielen allergologisch aber schon aufgrund ihres 
(noch) bescheidenen Vorkommens keine ernstzu-
nehmende Rolle, obwohl ihre Pollen meist eben-
falls eine beträchtliche allergene Potenz aufweisen. 
In Frankreich und Spanien findet man auch Amb-
rosia tenuifolia. Darüber hinaus ist in der Mittel-
meerregion Ambrosia maritima heimisch (natives 
Vorkommen). 
5.2.5.2 Verbreitungsgrad der beifußblättrigen 
  Ambrosie
Ursprünglich war die beifußblättrige Ambrosie 
lediglich in Nordamerika beheimatet, gelangte 
aber bereits im 19. Jh., also vor über einhundert 
Jahren, nach Europa [59, 137]. Hier wurde die Art 
1863 freilebend nachgewiesen; sie war aber zuvor 
bereits in botanischen Gärten (Frankreich um 1763) 
vorhanden [40]. In Europa ist die licht- und wär-
meliebende Pflanze inzwischen weit verbreitet12 
und kommt in mehreren Ländern relativ häufig 
vor. Man unterscheidet (kleinere) sporadische/
unbeständige von (größeren) etablierten Vorkom-
men. Größere Bestände existieren vor allem in 
Ungarn und auf dem Balkan, in Südostfrankreich 
(um Lyon) und in Teilen Norditaliens. Auch aus 
Teilen Österreichs und der Schweiz (Tessin, Gen-
fer Region) sowie aus Polen, Tschechien und der 
Niederlausitz werden beachtenswerte Bestände 
gemeldet. Seit etlichen Jahren ist in Europa eine 
Ausbreitung der Pflanze in Richtung Norden und 
Nordosten zu beobachten. Dies wird vor allem mit 
den klimatischen Veränderungen der letzten Jahr-
zehnte in Verbindung gebracht. Seit den 1980er 
Jahren wird in Mitteleuropa eine rasche Expansion 
des Neophyten verzeichnet. 
Während die Beifuß-Ambrosie in Deutschland 
noch vor einiger Zeit eher selten und unbeständig 
10	Die manchmal geäußerte Auffassung, Ambrosiasamen würden durch Wind verbreitet, ist nicht ganz korrekt. Für eine 
eigentliche Anemochorie sind die Samen zu schwer, zudem fehlen ihnen Flug- oder Schwebeeinrichtungen. Die Achänen 
können allerdings durch den Fahrtwind (Windschleppen) von schnell fahrenden Kfz über beachtlich weite Strecken mitge-
rissen werden, so beispielsweise am Rand von Autobahnen, wie inzwischen auch experimentell bestätigt werden konnte 
(persönl. Mittl. von Dr. U. Starfinger, JKI, 2010). 
11	Diese »Stauden-Ambrosie« ist vorwiegend in Berlin anzutreffen. Es handelt sich um eine mehrjährige Pflanze, die sich 
hauptsächlich über das Wurzelwerk verbreitet (Bekämpfung daher schwierig). 
12	Österreich, Belgien, Tschechische Republik , Dänemark, Frankreich, Deutschland, Finnland, Ungarn, Italien, Moldawien, 
Norwegen, Luxemburg, Polen, Portugal, Rumänien, GUS, Slowakische Republik, Großbritannien, Usbekistan, Kroatien 
[29].  
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auftrat, wird in den letzten Jahren offenbar ein 
häufigeres und in Teilen etabliertes Vorkommen 
registriert. Einer Studie des Bundesamtes für 
Naturschutz (BfN) zufolge wächst die Beifußblätt-
rige Ambrosie inzwischen deutschlandweit in über 
der Hälfte der Landkreise und kreisfreien Städte in 
zumeist allerdings kleineren Beständen, wie aus 
der folgenden Abbildung hervorgeht [141]. Größere 
Bestände (> 100 Pflanzen) existieren derzeit vor 
allem im Bereich der unteren Rheinschiene zwi-
schen Basel und Mainz, in Südhessen, Ostbayern 
und im Berlin-Brandenburger-Raum, etwa der Nie-
derlausitz bei Cottbus (s. dazu auch die folgende 
Internetquelle: http://www.ambrosiainfo.de/). 
Die Angaben zur Verbreitung der Ambrosie in 
Deutschland sind begreiflicherweise lückenhaft, 
d. h. sie sind nicht zuletzt durch die von Bun-
desland zu Bundesland und auch kleinräumig 
sehr unterschiedlichen Erfassungsbemühungen 
bestimmt.13  Dennoch sind die Mitteilungen über 
die Ausbreitung der Ambrosie in Deutschland 
offenbar nicht (nur) das Resultat einer verstärkten 
Problemwahrnehmung und einer besseren Erfas-
sung, sondern spiegeln eine reale Zunahme der 
Bestände wider. Dies kann u. a. aus dem Anstieg 
der Ambrosiapollen-Konzentration während der 
letzten Jahre geschlossen werden (s. unten). 
 
5.2.5.3  Ambrosiapollen
Die männlichen Blütenstände von Ambrosia arte-
misiifolia produzieren enorme Pollenmengen. Eine 
einzelne Pflanze setzt in der Saison (Blühperiode) 
durchschnittlich um die 1 Milliarde Pollen frei, 
wobei Mittelwertvariationen zwischen ca. 100 Mil-
lionen und 3 Milliarden Pollen beschrieben sind 
[70]. Die Pollenfreisetzung erfolgt hauptsächlich 
von Anfang August bis Ende September (ggf. auch 
Juli–Oktober, manchmal sogar noch früher/später). 
Die Freisetzung der Pollen einer Blüte geschieht 
tagsüber und zeigt typischerweise einen bimoda-
len Verlauf mit einem Maximum am Vormittag 
und einem Nebengipfel am frühen Nachmittag, 
wobei die Öffnung der Staubbeutel abhängig zu 
sein scheint von der Luftfeuchtigkeit, die während 
der frühen Morgenstunden herrscht – bei niedriger 
Luftfeuchte setzt die Freisetzung früher ein und 
erfolgt über eine kürzere Zeitspanne [123].
Neben der Erfassung der Bestände und Wachs-
tumsphasen durch Pflanzen-Beobachtung (Phä-
nologie) besteht somit die Möglichkeit zur Ermitt-
lung der Pollenimmission [3, 20, 93]. Die Stiftung 
Deutscher Polleninformationsdienst (PID) misst 
an ca. 50 Orten des Landes den aktuellen Pollen-
flug (ca. 45 »normale Messstellen« und seit 2006 
zusätzlich 6 Referenzmessstellen, die ganzjährig 
in Betrieb bleiben). Die gewonnenen Daten wer-
den zum einen in der Pollenflug-Datenbank des 
PID erfasst und zum anderen an den Deutschen 
13	So wird beispielsweise in Berlin  das Ambrosiavorkommen vergleichsweise aufwändig erfasst und in einem Ambrosia-
Atlas dokumentiert [15], während in manchen anderen Bundesländern entweder keine Vorkommen bestehen (was eher 
unwahrscheinlich erscheint) oder aber keine Erfassung der Bestände erfolgt. Die Bestandserfassung hat natürlich nur dann 
einen Sinn, wenn sie mit geeigneten Bekämpfungsmaßnahmen verbunden ist.
Abbildung 5.6
Vorkommen von Ambrosia artemisiifolia in Kreisen und 
kreisfreien Städten
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Wetterdienst (DWD) gemeldet.14 Der PID koope-
riert darüber hinaus mit dem European Aeroaller-
gen Network (ean) in Wien (https://ea.polleninfo.
eu/Ean). 
Die langjährigen Messungen liefern wichtige 
Informationen über regionale Verteilungen, sai-
sonale Schwankungen, jährliche Variationen und 
längerfristige zeitliche Trends. Von Bedeutung sind 
die Daten auch in Bezug auf die Verbreitung von 
Ambrosia artemisiifolia. 
Der nachstehende Pollenflugkalender (Abbil-
dung 5.7) des PID gibt eine Orientierung zum Auf-
treten des Pollenflugs in Deutschland, einschließlich 
Ambrosia, im Pollenflugkalender als Traubenkraut 15 
bezeichnet. Spätblüher wie der Beifuß erhalten 
durch Ambrosia gewissermaßen Verstärkung, da 
Ambrosiapollen bis in den Herbst hinein freigesetzt 
werden. Auf diese Weise kommt es zu einer Ver-
längerung der Pollensaison, wodurch insbesondere 
Pollenallergiker belastet werden [21, 124].
Während die Jahressumme der Ambrosiapollen im 
Jahr 2006 mit 924 noch vergleichsweise hoch lag, 
wurden 2007 und 2008 mit 262 und 290 deutlich 
niedrigere Werte ermittelt (www.pollenstiftung.
de).16 Die nach Bundesländern oder Gruppen von 
Bundesländern gegliederten und über das jeweilige 
Jahr nach 10-Tagesklassen gemittelten Ambrosia-
Pollenflugbelastungen können, beginnend mit 
dem Jahr 2008, auf der Internetseite des Deut-
schen Wetterdienstes (www.dwd.de) abgerufen 
werden (dort unter Wetter+Warnung/Biowetter/
Pollenflug/Pollenflugstatistik). Örtlich und zeitlich 
treten u. a. in Abhängigkeit vom Tagesgang der 
Pollenfreisetzung und von der Wetterlage erhebli-
che Variationen der Pollenimmission auf! Dies gilt 
umso mehr für potentiell exponierte Personen, je 
nach deren Aufenthaltsort (draußen/drinnen) und 
ihrer Entfernung zur Emissionsquelle. 
14	Dem DWD stehen darüber hinaus ca. 400 Beobachter (»phänologische Sofortmelder«) zur Verfügung, die in der freien Na-
tur die Pflanzenwachstumsphasen beobachten und den Blühbeginn/-status bestimmter Pflanzen melden. Diese Hinweise 
werden, zusammen mit den Ergebnissen der Pollenflugmessungen und den Wetterprognosen für die Pollenflugvorhersage 
genutzt. Zurzeit erfolgt in Deutschland der Aufbau eines Pollenmessnetzes mit automatisch arbeitenden Pollensammlern, 
»Pollenmonitore« genannt [19].
15	Der Ausdruck Traube bezeichnet in der Botanik einen Blütenstandstyp. Bei einer Traube stehen die gestielten Blüten 
seitlich an einer durchgehenden, gestreckt wachsenden Sprossachse. Sie ist die Grundform der racemösen Infloreszenz. 
(vgl. Lehrbücher der Botanik, z. B. [179]). Bei Ambrosia sind die männlichen Blütenkörbchen einer Hauptachse entlang in 
einer Form angeordnet, die der einer Traube entspricht.
16	Inwieweit der geringere Ambrosia-Pollenflug in den Jahren 2007 und 2008 vornehmlich witterungsbedingt oder auf 
gezielte Bekämpfungsmaßnahmen zurückzuführen ist, lässt sich derzeit nicht klären.
Abbildung 5.7
Gesamtdeutscher Pollenflugkalender nach Pollenflugdaten von 2000 bis 2007. Stiftung Deutscher Polleninformationsdienst 
(PID) Bad Lippspringe, 19.02.2008; seit Feb. 2010 befindet sich die Geschäftsstelle des PID in Berlin. 
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Einen ungefähren Eindruck von der Verbreitung 
der Ambrosiapollen in Europa vermittelt Abbildung 
5.8. Die Kartierung ist aufgrund der beträchtlichen 
Unterschiede zwischen den meist recht grobma-
schigen Pollenmessnetzen der einzelnen Länder 
mit Vorsicht zu betrachten. Die tatsächlichen Ver-
hältnisse können um Einiges von den dargestellten 
regionalen Verteilungen abweichen und über die 
Jahre variieren! 
In der nächsten Abbildung ist die Verbreitung der 
Ambrosia-Pollen in Europa für das Jahr 2008 dar-
gestellt (Abbildung 5.9). 
Ambrosiapollen können über weite Strecken 
mit der Luftströmung verfrachtet werden, wobei 
naturgemäß die Konzentration gegenüber den 
quellnahen Bereichen abnimmt und sich der 
Tagesgang der Fernflugpollen vom Tagesgang des 
quellnahen Ambrosiapollenflugs unterscheiden 
kann (Literaturhinweise in [43]). Die örtliche Pol-
lenkonzentration ist daher nicht nur vom lokalen 
Ambrosiavorkommen, sondern auch von Fern-
transporten abhängig [93]. Immerhin stimmen die 
Verteilungskartierungen der Pollenkonzentration 
mit den Bestandskartierungen nach Augenschein 
einigermaßen überein. Zumindest befinden sich 
die Gebiete mit der höchsten Pollenbelastung in 
den Hauptvorkommensgebieten der Ambrosie, 
nämlich im südosteuropäischen pannonischen 
Becken, in Teilen Oberitaliens und im Rhonetal. 
5.2.5.4 Einfluss klimatischer Veränderungen  
 auf die Pollenimmission 
Im Zuge des Klimawandels und der sich dabei ein-
stellenden milderen Witterung kommt es zu einem 
jahreszeitlich früheren Pollenflugbeginn (Hasel, 
Erle, Birke), einer Verlängerung der Pollensaison-
Dauer (Spätblüher), zum Auftreten »neuer Pollen«, 
etwa von Ambrosia artemisiifolia, sowie in Verbin-
dung mit Luftverunreinigungen auch zu höheren 
Pollenkonzentrationen und zu einer Veränderung 
der Pollenallergenität [18, 43, 68, 124, 175, 210]. Hier-
bei ist allerdings zu beachten, dass Veränderungen 
im Pollenspektrum und der Pollenimmission kei-
neswegs nur von klimatischen Faktoren abhängen, 
Abbildung 5.8
Verbreitung der Ambrosiapollen in Europa für das Jahr 2008
Quelle: EAN – Europäisches Aeroallergen Netzwerk Wien.
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sondern durch zahlreiche weitere Einflüsse bedingt 
sind wie zum Beispiel Sameneinträge, Anpflan-
zungsmodalitäten, landwirtschaftliche Aktivitäten, 
Änderungen der Landnutzung und des Mikrokli-
mas infolge zunehmender Urbanisierung. Im Falle 
der beifußblättrigen Ambrosie spielten Klimaele-
mente aber zweifellos eine wichtige zusätzliche 
Rolle. Dies dürfte auch im Hinblick auf die zukünf-
tige Klimaentwicklung gelten. So haben beispiels-
weise Modellrechnungen für Österreich gezeigt, 
dass bei einem bis zum Jahr 2050 veranschlagten 
Anstieg der Juli-Temperaturen um durchschnittlich 
2 °C mit einer Versechsfachung der potentiell durch 
Ambrosia besiedelbaren Landesfläche zu rechnen 
ist, was dem Vordringen der Pflanze in alle wärme-
ren Tieflagen des Landes und einer dementspre-
chend vermehrten Pollenfreisetzung entspräche 
[193]. Ferner konnte experimentell gezeigt werden, 
dass der mit dem Klimawandel verbundene Anstieg 
des CO2-Gehaltes in der Atmosphäre zu einer deut-
lich vermehrten Produktion von Ambrosiapollen 
führt [197, 209]. Außerdem wird das Ambrosia-
Majorallergen17 Amb a 1 unter solchen klimatisch 
veränderten Bedingungen verstärkt gebildet, sodass 
Abbildung 5.9
Verbreitung der Ambrosiapollen in Europa für das Jahr 2008.
Quelle: EAN – Europäisches Aeroallergen Netzwerk. In: Zwander, H. & Koll Herta: Der Pollenflug in Kärnten im Jahr 2008. 
– Carinthia II, 199./119. Jahrgang, 2009, 169 – 182, Klagenfurt. 
17	Ausreichend charakterisierte Einzelallergene erhalten von der IUIS (International Union of Immunological Societies) eine 
Kurzbezeichnung in Form eines auf dem Linné’schen Speziesnamen beruhenden Buchstaben-Zahlen-Codes, z. B.: Amb 
a 1 (= Ambrosia artemisiifolia Allergen Nr. 1), Art v 6 (= Artemisia vulgaris Allergen Nr. 6). Quelle: [85].  
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es in etwa zweifach höherer Konzentration vorliegt 
und die Pollen dadurch eine erhöhte Allergenität 
aufweisen [178, 212]. Zu berücksichtigen ist ferner, 
dass Luftverunreinigungen über unterschiedliche 
allergie-adjuvante Effekte zu einer Problemverschär-
fung beitragen können [19, 43]. Der Vorsitzende des 
Aerobiology Committee der American Academy of 
Allergy, Asthma & Immunology (AAAAI) äußerte 
unlängst, »that there is now a wealth of evidence, 
that climate change has had, and will have, further 
impact on a variety of allergenic plants.« So bestehe 
ein ziemlich eindeutiger Zusammenhang zwischen 
dem Klimawandel bzw. des damit verbundenen 
Temperatur- und CO2-Anstiegs und »longer pollen 
seasons, greater exposure and increased disease 
burden for late summer weeds such as ragweed« [5]. 
5.2.5.5 Ambrosia-assoziierte allergische  
 Sensibilisierungen und Erkrankungen
Die Pollen der Beifuß-Ambrosie verfügen über eine 
erhebliche Allergenität. Bei spezifisch sensibilisier-
ten Personen können bereits geringe Pollenkon-
zentrationen (bis hinunter zu 5 – 10 Pollen pro m3 
Luft) allergische Symptome auslösen. Daher wird 
bereits ab einer Konzentration von 11 Pollen pro m3 
Luft von einer starken Belastung gesprochen, im 
Unterschied etwa zu Gräserpollen (hier gilt > 50/
m3 als starke Belastung). 
Personen mit einer Pollenallergie reagieren 
häufig nicht nur auf die Pollen einer einzelnen 
Pflanzenart, sondern auch auf allergenverwandte 
Pollen anderer Pflanzenarten und zum Teil auch 
auf allergenähnliche Nahrungsmittelbestandteile. 
Derartige Kreuzreaktionen kommen auch bei Per-
sonen mit Ambrosia-Pollenallergien vor. Dies gilt 
vor allem bezüglich anderer Korbblütlerpollen (z. B. 
Beifuß, Sonnenblume), Gräserpollen und einigen 
Nahrungsmittel, wie zum Beispiel Bananen und 
Honigmelonen. 
Über die eigentliche Sensibilisierungsphase 
ist nichts Näheres bekannt. Grundsätzlich gilt 
aber, dass zur Sensibilisierung weitaus höhere 
Pollenexpositionen erforderlich sind als zur Aus-
lösung klinischer Erscheinungen bei bereits sen-
sibilisierten Personen. Dementsprechend wird 
vermutet, dass sich manche Personen ihre Sensibi-
lisierung in Regionen mit hoher Ambrosiapollen-
belastung, zum Beispiel bei Auslandsaufenthalten, 
zuziehen könnten [186]. Andererseits könnte eine 
Sensibilisierung gegen Ambrosia – bei vorbeste-
hender Sensibilisierung gegenüber kreuzreaktiven 
Allergenen wie z. B. Beifuß – begünstigt sein. 
Ambrosiapollen verursachen in den meisten 
Fällen eine »Heuschnupfen«-Symptomatik. Ein 
relativ hoher Anteil, nämlich bis zu einem Viertel 
der betroffenen Ambrosia-Pollenallergiker, entwi-
ckelt aber auch ein Asthma bronchiale. Neben der 
aerogenen Exposition und der damit verbundenen 
Pollinosis, können auch Hautreaktionen nach 
Hautkontakten mit dem Blütenstand oder anderen 
Pflanzenbestandteilen auftreten. 
Das Hauptallergen von Ambrosia artemisiifolia, 
Amb a 1, mit einer Länge von 396 Aminosäuren 
und einem Molekulargewicht von ca. 45 kDa gehört 
zur Allergenfamilie der Polysaccharid-Lyasen 1, 
Unterfamilie Amb a (http://www.uniprot.org/uni-
prot/P27759; Stand: 15. Juli 2010). Amb a 2 ist zu 
65 % identisch mit Amb a 1; die IgE-Reaktivitäten 
sind < 90 % (Amb a1) und 70 % (Amb a2) [205]. 
Zur Familie der Polysaccharid-Lyasen 1 zählen u. a. 
auch Pektat-Lyasen der Ackerschmalwand (Arabi-
dopsis thaliana), der Tomate und von Aspergillus. 
Die Kreuzreaktionen zu Honigmelone und Banane 
betreffen Ambrosia-Nebenallergene der Allergen-
familie der Profiline, die im Cytoskelett der Pflan-
zenzelle eine Rolle spielen. Die nachstehende 
Abbildung 5.10 zeigt ein Phylogramm des Haupt-
allergens Amb a 1 und anderen Allergenen aus der 
Familie der Polysaccharid-Lyasen 1 (hauptsächlich 
Pektat-Lyasen). Prinzipiell zeigen Phylogramme die 
generelle Ähnlichkeit zwischen Proteinen, nicht 
die ihrer Epitope18 (die in der Regel nicht bekannt 
sind). Es kann aber davon ausgegangen werden, 
dass mit steigender Ähnlichkeit der Aminosäuren-
Sequenz die Wahrscheinlichkeit dafür steigt, dass 
auch die Epitope sehr ähnlich sind.
 
18	Ein Epitop (auch als antigene Determinante bezeichnet) ist ein kleiner Bereich (Molekülabschnitt) eines Antigens, gegen 
den das Immunsystem Antikörper bildet. Ein einzelnes Antigen, wie z. B. ein Oberflächenprotein einer Zelle oder eines 
Bakteriums, trägt verschiedene räumliche Epitope. Gegen jedes dieser Epitope kann ein spezifischer Antikörper gebildet 
werden [130]. 
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Nach Einschluss von Profilinen ergibt sich ein 
neues Phylogramm, das in Abbildung 5.11 darge-
stellt ist. Die Struktur des Phylogramms belegt 
die Ähnlichkeit der beiden Ambrosia-Allergene 
Amb a 1 und Amb a 2, ihre relative Nähe zu den 
Pollen-Pektinasen anderer Blütenpflanzen sowie 
die hohe Ähnlichkeit der Profiline von Banane und 
Ambrosia. Demzufolge wären Kreuzreaktionen zu 
anderen Allergenen zu erwarten, die ebenfalls ent-
weder Polysaccharid-Lyasen oder Profiline enthal-
ten. Die bekannten Kreuzreaktionen zu Beifuß wer-
den durch Profiline, Kalzium bindende Proteine, 
LTP (lipid transfer protein) und durch Pektat-Lyasen 
verursacht (vergl. Abbildung 5.12); das zum Beifuß-
Hauptallergen Art v 1 kreuzreagierende Ambrosi-
aallergen wurde kürzlich identifiziert (Amb a 4), 
es handelt sich um ein defensin-ähnliches Protein, 
das möglicherweise auch für die Kreuzreaktivität 
zwischen Ambrosia und Sonnenblume verantwort-
lich ist [110].
Mit der weiteren molekularen Aufklärung der 
beteiligten Allergene und der zunehmenden Bereit-
stellung von Tests auf rekombinante Major- und 
Minorallergene wird man die komplexen Mecha-
nismen, die dem Phänomen der »Kreuzreaktivi-
tät« zugrunde liegen, allmählich besser verstehen 
lernen [11, 67, 112, 198, 205]. 
In den USA, dem Ursprungsgebiet des »common/
short ragweed«, reagiert rund ein Viertel der All-
gemeinbevölkerung im Hauttest auf Ambrosia 
Abbildung 5.10
Verwandtschaft zwischen Ambrosia-Allergen Amb a 1 und 
anderen Polysaccharid-Lyasen19 
19	Zur Methodik: Die Proteinsequenzen wurden im FASTA-Format der Internetseite von UniProt (http://www.uniprot.org/
docs/allergen) entnommen. Das Alignment erfolgte mit CLUSTALW (http://align.genome.jp/) mit den dortigen Vorein-
stellungen für multiples Aligment von Proteinen; für die Grafik wurde das Ausgabeformat »unrooted N-J tree« gewählt
Abbildung 5.11
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[7]. Aus europäischen Regionen mit ausgeprägten 
Ambrosiavorkommen werden ähnlich hohe Sen-
sibilisierungsraten berichtet, wobei der Anteil der 
gegenüber Ambrosiapollen sensibilisierten Per-
sonen in den letzten Jahrzehnten offenbar zuge-
nommen hat [10, 39, 67, 186]. Das Ausmaß des 
Ambrosiapollenfluges korreliert mit der Sensibili-
sierungsrate [91].
Im Rahmen des Deutschen Erwachsenen-
Gesundheitssurvey (DEGS) 2008 – 2011, werden 
derzeit an einer bundesweit gezogenen repräsen-
tativen Stichprobe der Erwachsenenbevölkerung 
(ca. 7 500 Studienteilnehmer) u. a. Ambrosiapol-
len-spezifische IgE-Antikörper in Blutserumpro-
ben bestimmt. Eine erste orientierende Zwischen-
auswertung lässt vermuten, dass etwa 8 % der 
Erwachsenen gegen den nativen Gesamtpollenex-
trakt von Ambrosia artemisiifolia (w1) sensibilisiert 
sind, wohingegen kaum jemand gegen das gerei-
nigte Majorallergen (n Amb a 1) sensibilisiert zu 
sein scheint. Bei den w1-sensibilisierten Studien-
teilnehmern handelt es sich vermutlich überwie-
gend um Personen, die primär gegen Beifuß (w6) 
sensibilisiert sind und bezüglich Ambrosia eine 
Kreuzreaktivität zeigen. Da die Untersuchung der 
Probanden erst Ende 2011 abgeschlossen sein wird, 
ist mit endgültigen Studienergebnissen erst Mitte 
2012 zu rechnen. Mit dieser Untersuchung wird 
der Grundstein für die längerfristige Beobachtung 
der Ambrosiasensibilisierungen auf Bundesebene 
gelegt. Neben der IgE-Bestimmung in Bezug auf 
eine Sensibilisierung gegenüber Ambrosienpollen 
werden im DEGS zahlreiche weitere spezifische IgE 
bezüglich Pollenallergene sowie Nahrungsmittelal-
lergene und anderer relevante Allergene berück-
sichtigt. Die Studie ist damit ein Stützpfeiler für 
das zukünftige Allergiemonitoring in Deutschland. 
In Baden-Württemberg wurden anlässlich von 
insgesamt drei zwischen 2006/07 bis 2008/09 an 
mehreren Orten durchgeführten Erhebungen (Pro-
jekt Beobachtungsgesundheitsämter) bei zusam-
men 2 678 Kindern im Alter von etwa 10 Jahren 
(4. Klasse) sowie während der letzten Erhebung 
auch bei 1 134 Erwachsenen Inhalationsallergen-
spezifische IgE in Blutserumproben bestimmt [71, 
111, 112]. Sensibilisierungen gegen Ambrosia (nati-
ver Gesamtpollenextrakt, w1) waren bei ca. 15 % der 
Kinder und ca. 10 % der Erwachsenen nachweisbar, 
wohingegen das gereinigte Majorallergen Amb a 1 
lediglich bei 3 % der Kinder und nur vereinzelten 
Erwachsenen (< 1 %) mit einem entsprechenden 
IgE-Nachweis verbunden war [71, 112]. Häufig han-
delte es sich um Polysensibilisierungen bezüglich 
Kräuterpollen, insbesondere Ambrosia-Beifuß, 
aber auch um Kreuzallergenitäten zu Gräser- und 
Baumpollen. 
Da der überwiegende Teil der auf Ambrosia-
Gesamtpollenextrakt sensibilisierten Personen 
zugleich auch positive Serumreaktion gegen 
Beifußpollen-Extrakte zeigte, kann davon ausge-
gangen werden, dass es sich – zumindest für den 
Untersuchungszeitraum und die betreffenden 
Untersuchungsregionen – um ein gemeinsames 
Beifuß-Ambrosia-Problem handelt, welches derzeit 
nur in einer Zusammenschau betrachtet werden 
kann. Diese Annahme wird auch dadurch unter-
stützt, dass sich alle positiv getesteten Probanden 
auch positiv im Screening auf Inhalationsallergene 
(sx1) wiederfinden [112].
In einer Studie am Klinikum der LMU Mün-
chen wurden bei 1 131 Patienten, die hinsichtlich 
einer Inhalationsallergie diagnostisch abzuklären 
waren, Hautpricktests mit Ragweed-Testlösungen 
durchgeführt und Ragweed-spezifische IgE-Anti-
körper im Serum bestimmt [162]. Etwa 20 % bzw. 
23 % waren im Pricktest bzw. IgE-Test positiv; 
damit hatten insgesamt rund 27 % der Patienten 
eine »Ragweedsensibilisierung«. Rund die Hälfte 
Abbildung 5.12
Kreuzreaktivität zwischen Ambrosia und Beifuß.
Nach Wopfner et al. [205] und [72], ergänzt nach [110]); 
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dieser Personen reagierte im konjunktivalen Pro-
vokationstest auf Ambrosia positiv [161]. In einer 
ähnlichen Studie am Klinikum der TU München 
wurde bei 133 Patienten mit allergischer Rhinokon-
junktivitis eine Ambrosia-Sensibilisierungsrate von 
33 % ermittelt [90]. 
In Italien liegt die Häufigkeit der Ambrosia-Sen-
sibilisierung unter allergologischen Patienten bei 
17 % (Alpinregion), 29 % (Poebene) und 2 % (Sardi-
nien, Sizilien) [39]. Die in der Schweiz 2002 durch-
geführte Studie SAPALDIA 2 hat ergeben, dass 
von den 372 Probanden mit Heuschnupfen 29 % 
gegenüber Ambrosia sensibilisiert waren, während 
unter den 2 500 Personen ohne Heuschnupfen nur 
etwa 4 % entsprechend sensibilisiert waren [67]. 
Die prozentualen Anteile der gegenüber Ambrosia 
sensibilisierten Pollenallergiker können offenbar 
in relativ kurzer Zeit deutlich zunehmen. So wurde 
in Frankreich und Italien innerhalb weniger Jahre 
ein Anstieg von 20 % auf 40 – 60 % registriert [163].
Aufgrund ihrer starken Allergenität können 
Ambrosiapollen schon in relativ geringer Konzen-
tration von ca. 5 – 10 Pollen pro m3 Luft und jeden-
falls ab 25 – 50 Pollen/m3 allergische Reaktionen 
auslösen [67, 186]. Zusammenhänge zwischen dem 
Expositionsniveau und der Häufigkeit der allergi-
schen Rhinokonjunktivitis und des allergischen 
Asthma bronchiale sind epidemiologisch belegt 
[186, 203]. In Hochbelastungsregionen (USA, 
Ungarn, Norditalien) werden über die Hälfte der 
Pollinosefälle auf Ambrosia zurückgeführt [12, 186, 
193]. 
Bei allen diesen Untersuchungen stellt sich die 
Frage, ob die immunologische Antwort auf Ambro-
siapollen in Form allergenspezifischer IgE tatsäch-
lich auf einer eigenständig durch Ambrosiapollen 
bedingten Sensibilisierung beruht oder ob Perso-
nen mit zum Beispiel einer Beifuß-Sensibilisierung 
auch kreuzreagibel auf Ambrosiapollen sind. Die 
Studie von Asero et al. (2006) lässt vermuten, dass 
zumindest unter den Expositionsbedingungen in 
Norditalien eine je eigene Sensibilisierung auf sich 
voneinander unterscheidende Beifuß- und Ambro-
siaallergene erfolgt und sich die Sensibilisierung 
nicht auf Allergenstrukturen bezieht, die in bei-
den Pollenarten vorkommen [11]. Mit der weiteren 
molekularen Aufklärung der beteiligten Allergene 
und der zunehmenden Bereitstellung von Tests auf 
native oder rekombinante Major- und Minoraller-
gene20 wird man die komplexen Mechanismen, die 
dem Phänomen der »Kreuzreaktivität« zugrunde 
liegen, allmählich besser verstehen lernen. 
5.2.5.6  Schlussbemerkungen
Die Allergenität der Ambrosiapollen ist sehr viel 
stärker als die der meisten anderen Pollen. Zudem 
bilden die einzelnen Pflanzen außerordentlich viele 
Pollen (pro Pflanze und Blühperiode ca. 1 Milliarde 
Pollen). Schon geringe Pollenmengen führen bei 
»Pollenallergikern« zu allergischen Reaktionen, 
etwa zu tränenden und brennenden Augen, aller-
gischem Schnupfen, Müdigkeit, Kopfschmerzen, 
Reizbarkeit, Husten und Atemlosigkeit. Bei bis zu 
einem Viertel der Betroffenen können auch Asth-
maanfälle ausgelöst werden. 
Die Beifußblättrige Ambrosie breitet sich in 
Europa invasiv aus. Regionen, die vormals nicht 
oder nur von unbeständigen Ambrosiavorkom-
men betroffen waren, sind innerhalb weniger Jahre 
(dies zeigen die Erfahrungen aus anderen Ländern) 
durch ausgedehnte Besiedlungsareale und hohe 
Pollenkonzentrationen in Erscheinung getreten. In 
Deutschland finden sich mittlerweile ausgedehnte 
Ambrosiaareale im Südwesten, in Ostbayern, der 
Lausitz und auch in anderen Regionen. Um diese 
Entwicklung einzudämmen bedarf es vielfältiger, 
möglichst gut aufeinander abgestimmter und ziel-
führender Aktivitäten auf unterschiedlichen Ebe-
nen und in mehreren Zuständigkeitsbereichen. 
Diesbezügliche Aktivitäten sind in Deutschland auf 
Bundes- und Landesebene zu verzeichnen (natio-
nale und regionale Aktionsprogramme, Informa-
tionsbroschüren/Merkblätter, Forschungsarbeiten 
etc.). Im Bundesland Berlin und Umgebung wird 
das Vorkommen der Beifuß-Ambrosia (und ande-
rer Arten) vom Berliner Aktionsprogramm gegen 
20	Anders als bei der Verwendung von Extrakten wird bei nativen oder rekombinanten Allergenproteinen immer nur genau 
ein Protein geprüft, wodurch im Prinzip eine genauere Diagnose möglich ist. Allerdings ist die Herstellung korrekt gefal-
teter rekombinanter Moleküle manchmal schwierig. Zudem kann die Vorstufe eines Allergens noch einer posttranslatio-
nalen Prozessierung unterworfen sein. Native Proteine können beim Aufreinigen des Extrakts verändert werden.
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Ambrosia erfasst und dokumentiert (http://amb-
rosia.met.fu-berlin.de/ambrosia/index.php); einer 
Einrichtung des Instituts für Meteorologie der 
Freien Universität. Von zentraler Bedeutung ist in 
diesem Zusammenhang das im Jahr 2007 begon-
nene »Aktionsprogramm Ambrosia«, an dem das 
JKI, die BfN, der PID und weitere Akteure beteiligt 
sind ([183]; s. auch www.jki.bund.de). Ähnliche Akti-
vitäten bestehen in Österreich, der Schweiz und in 
anderen betroffenen Ländern. 
Ein wesentliches Element der bisherigen Bemü-
hungen betrifft den Aspekt der »Beobachtung 
und Überwachung«, also ein Monitoring zum 
Vorkommen
 
 der Ambrosiapflanze, 
 der Ambrosiasamen in importierten Handels-
gütern (Vogelfutter etc.), 
 von Ambrosiapollen (»Pollenflug«), 
 von Ambrosiasensibilisierungen und -aller-
gien.
Dabei spielen neben der regionalen Verteilung 
selbstverständlich auch die mittel- und längerfristi-
gen zeitlichen Entwicklungen eine entscheidende 
Rolle. 
Das RKI ist vorwiegend in Bezug auf den zuletzt 
erwähnten Monitoringgesichtspunkt (Ambro-
siasensibilisierungen und -allergien) involviert. 
Mit finanzieller Unterstützung des BMG und 
des BMELV wird im Rahmen des Deutschen 
Erwachsenen-Gesundheitssurveys DEGS (Feld-
phase: 2008 – 2011) erstmals ein bundesweites 
Allergie- und Sensibilisierungsmonitoring unter 
Berücksichtigung von Ambrosia bei Erwachsenen 
realisiert. In den kommenden Jahren sollen die 
entsprechenden IgE-Untersuchungen auch auf 
die Teilnehmer der sog. KiGGS-Kohorte, also auf 
Kinder und Jugendliche, ausgedehnt werden. Das 
Gesundheitsmonitoring-Programm des RKI [105] 
bietet für die Zukunft eine gute Basis für ein fort-
gesetztes bundesweites Allergiemonitoring (ein-
schließlich Sensibilisierungsmonitoring) in der 
deutschen Allgemeinbevölkerung. 
 
5.3 Klimaassoziierte Schadstoff- 
 belastungen und deren gesund- 
 heitliche Auswirkungen
An heißen Tagen können die Konzentrationen 
von Ozon und PM (Feinstaub) erhöht sein.
Ozon wirkt stärker auf Atemwegserkran-
kungen als auf Herz-Kreislauferkrankungen.
Adverse Ozoneffekte treten vorwiegend in 
der warmen Jahreszeit auf und sie betreffen 
vorwiegend Personen mit Atemwegserkran-
kungen und (in geringerem Umfang) auch 
Personen mit Herz-Kreislauferkrankungen. 
Exposition gegenüber PM2,5 ist assoziiert 
mit erhöhtem Risiko, an Lungenkrebs oder an 
einer Herz-Kreislauferkrankung zu sterben.
Wegen der Komplexität der Prozesse, die 
am Transport, der Verteilung und dem Ab-
bau von POPs (Persistente organische Schad-
stoffe) beteiligt sind, ist noch keine Aussage 
über die klimabedingten Änderungen der Ex-
position möglich.
Klimabedingte Veränderungen der Land-
nutzung (Landbau) lassen einen veränderten 
Einsatz von Pestiziden erwarten. Da auch hier 
die Zusammenhänge komplex sind, ist der 
klimabedingte Effekt nicht mit Bestimmtheit 
abzuschätzen.
5.3.1 Änderungen bei den Luftschadstoffen  
 durch Klimaveränderungen
Ganz allgemein haben in Deutschland die Kon-
zentrationen der Luftschadstoffe in den letzten 
Jahrzehnten deutlich abgenommen. Ausnahmen 
hiervon sind Ammoniak (mit etwa gleich stark 
gebliebenen Emissionen) und bodennahes Ozon 
(mit leichtem Anstieg) [133, 134]. Bodennahes Ozon 
ist ein sekundärer Luftschadstoff, der durch pho-
tochemische Prozesse unter der Beteiligung von 
Sonnenenergie aus VOCs und NOx gebildet wird. 
Die wichtigste Quelle für NOx ist der Kraftverkehr; 
Quellen für VOCs sind wiederum der Kraftverkehr, 
sowie Lösemittelgebrauch und chemische Indus-
trie [155]. Legt man allein die vom IPCC prognos-
tizierten Klimaveränderungen zugrunde unter 
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Annahme gleichbleibender Quellen, dann wäre 
eine Zunahme bei troposphärischem Ozon und 
Feinstaub (PM; engl. particulate matter) während 
der Sommermonate zu erwarten [139].
Unklar ist noch die quantitative Bedeutung von 
biogenen VOCs und NO (Wälder und Kulturpflan-
zen wie Raps) auf die Bildung von Ozon [113, 194]. 
Renner und Münzenberg (2003) schätzen, dass 
biogene Emissionen unter ungünstigen Verhält-
nissen die Konzentration von bodennahem Ozon 
um 15 – 20 % steigern können und empfehlen, diese 
Emissionen bei den Modellentwicklungen zur 
Ozon-Belastung zu berücksichtigen [157]. Da der 
Klimawandel möglicherweise auch Veränderungen 
in der landwirtschaftlichen Nutzung (z. B. Anbau-
flächen, Art der Feldfrüchte, Erntezeitpunkte) nach 
sich ziehen kann [134], werden die Einflüsse bioge-
ner Emissionen stark von den konkreten Ausgestal-
tungen dieser Bedingungen abhängig sein.
5.3.2  Ozon und PM
Hitze, Ozon und PM scheinen die Morbidität und 
Mortalität für respiratorische sowie Herz-Kreislau-
ferkrankungen zu erhöhen, wobei jedoch bedacht 
werden muss, dass zwischen diesen drei Faktoren 
starke Wechselwirkungen bestehen, da an heißen 
Tagen die Luftkonzentrationen für Ozon und PM 
erhöht sein können [65, 140]. Erhöhte Exposition 
gegenüber lungengängigen PM (< 10 µm Durch-
messer) ist assoziiert mit einer Verschlimmerung 
von Asthma [145]. Während der Hitzewelle im 
August 2003 stand der Anstieg bei den respiratori-
schen Erkrankungen in Verbindung mit erhöhten 
Konzentrationen für PM und Ozon, wovon beson-
ders ältere Menschen betroffen waren. Im Folgen-
den geht es um die gesundheitlichen Auswirkun-
gen von klimabedingten Veränderungen bei Ozon 
und PM ohne expliziten Bezug zu Hitzewellen. Für 
Details zur Wirkung von Ozon während der Hitze-
wellen siehe Kapitel 4. 
Ozon wirkt in höheren Konzentrationen ent-
zündlich und schädigt das Lungenepithel im Sinne 
einer verringerten mukozilliären Clearance. Wei-
terhin schwächt Ozon die Lungenfunktion durch 
Veränderungen von Lungenvolumen und Durch-
flussrate sowie Verengung der Atemwege [82]. 
Bestehendes Asthma kann verschlimmert werden 
[145]. Erhöhte Ozon-Werte sind zudem assoziiert 
mit Herzinfarkten, Herzversagen und lebensbedro-
henden Arrhytmien [181].
Einer amerikanischen Studie in Denver (Colo-
rado) zufolge hatten Männer im Alter von 65 oder 
mehr Jahren ein erhöhtes Risiko wegen Herzin-
farkt, koronarer Arteriosklerose oder Cor pulmo-
nale in eine Klinik eingewiesen zu werden, wenn 
sie gleichzeitig hohen Temperaturen und erhöh-
tem Ozon ausgesetzt waren; PM10 und NO2 hatten 
dagegen keine Wirkung [101]. Eine neuere Studie 
untersuchte den Einfluss von Luftschadstoffen auf 
die Hitze-bezogene Mortalität in drei lateinameri-
kanischen Großstädten (Mexico City, Mexiko; Sao 
Paulo, Brasilien und Santiago, Chile) und fand her-
aus, dass Ozon und PM10 die Hitze-bezogene Mor-
talität erhöhten, wobei die Sterblichkeit in allen drei 
Städten mit dem Alter der Patienten assoziiert war. 
Das Sterberisiko verringerte sich, wenn die Modelle 
auf Ozon und PM10 adjustiert wurden [22], was 
allerdings nicht als Beweis gelten kann, dass Ozon 
und PM10 eigenständige signifikante Risikofakto-
ren sind.
Nicht eindeutig waren die Ergebnisse von 
mathematischen Modellrechnungen für die 
Gesamtsterberate (ohne unnatürliche Tode) in 60 
US-amerikanischen Städten für die Monate April 
bis Oktober der Jahre 1987 – 2000. In den nördli-
chen Städten wirkten Temperatur und Ozon syner-
gistisch im Sinne einer Erhöhung der Gesamtster-
berate, während dies im Süden nicht der Fall war. In 
einigen Städten (Miami und Jacksonville, Florida) 
kam es sogar zu einem Rückgang der Gesamtster-
berate, wenn Temperatur und Ozonkonzentratio-
nen gleichzeitig anstiegen [156]. Die Autoren schät-
zen einen Anstieg der Gesamtsterberate von bis zu 
6 % für eine Erhöhung der Ozon-Konzentration 
um 10 ppb, doch diese Ergebnisse lassen sich kaum 
auf europäische bzw. deutsche Verhältnisse über-
tragen, weil die klimatischen Bedingungen und 
die Bevölkerungsstruktur doch recht unterschied-
lich sind. Zudem verfügen die Einwohner Flori-
das nicht nur über einschlägige Erfahrungen mit 
hohen Temperaturen, sondern meistens auch noch 
über Wohnungen mit Klimaanlagen, wodurch sich 
eine Ozon-Exposition leicht vermeiden lässt.
Auf der Basis von drei verschiedenen Progno-
semodellen schätzen West et al. für das Europa 
des Jahres 2030 pro Jahr ca. 11 000 zusätzlich 
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Verstorbene bzw. 8 000 zusätzlich an Herz-Kreis-
lauf- und respiratorischen Erkrankungen Verstor-
bene für jede Erhöhung um 5 ppb Ozon [200]. Die 
drei verwendeten Prognosemodelle gingen von 
einer Erhöhung auf 45,1 ppb (A2) und 42,2 ppb 
(CLE) bzw. einer Reduzierung auf 37,3 ppb Ozon 
(MFR) aus – im Vergleich zu 40,4 ppb im Jahre 
2000. Bezogen wurde die zusätzliche Sterberate 
auf eine vorhergesagte Bevölkerung von 585 Milli-
onen Europäer im Jahr 2030, somit also eine Rate 
von 19,3 zusätzlichen Toten pro Million Einwoh-
ner (alle Todesursachen) bzw. von 13,8 zusätzlichen 
Toten pro Million Einwohner (Herz-Kreislauf- und 
respiratorische Erkrankungen) bezogen auf eine 
Erhöhung um jeweils 5 ppb Ozon.
In einer anderen Studie wurden die Auswirkun-
gen von Ozon auf die Sterblichkeit in 23 europäi-
schen Städten untersucht. Effekte wurden überwie-
gend für die warmen Jahreszeiten nachgewiesen, 
wobei Ozon stärker auf Atemwegserkrankungen 
wirkte als auf Herz-Kreislauferkrankungen. Die 
praktisch linare Dosis-Wirkungsbeziehung blieb 
auch dann statistisch signifikant, wenn auf andere 
Luftschadstoffe adjustiert wurde. Quantitativ 
ausgedrückt verursachte während der warmen 
Jahreszeiten ein Anstieg des mittleren 1-Stun-
denwertes um 10 µg/m3 (5 ppb) eine Erhöhung 
der Tagesgesamtsterblichkeit um 0,33 %. Bei den 
Herz-Kreislauferkrankungen waren es 0,45 % 
(95 %-Konfidenzintervall: 0,22 – 0,69 %), bei den 
Atemwegserkrankungen 1,13 % (0,62 – 1,48 %). 
Bezogen auf Erfurt, das als einzige deutsche Stadt 
in dieser Studie vertreten war, bedeutet dies bei 
täglich 6 Verstorbenen in den Jahren 1991 – 1995 
und einer mittleren 1-Stundenkonzenration von 
94 µg/m3 für die Sommermonate eine Zahl von 
985 zusätzlich Verstorbenen pro Jahr nach einer 
Erhöhung der mittleren 1-Stundenkonzentration 
auf 104 µg/m3 [82].
Auf Zypern (Nikosia) führte eine Erhöhung 
des Tageshöchstwertes von Ozon um 10 ppb zu 
einem Anstieg von 2,9 % (95 %-Konfidenzinter-
vall: 0,1 – 5,8 %) bei den Krankenhauseinweisun-
gen wegen Herz-Kreislauferkrankungen, wobei 
dieser Effekt unabhängig von den PM10-Konzen-
trationen war [127]. Für einen Anstieg um 10 µg/
m3 bei der mittleren Tageskonzentration von PM10 
wurde eine Zunahme der Krankenhauseinwei-
sungen (alle Erkrankungen) um 0,9 % beobachtet 
(95 %-Konfidenzintervall: 0,6 – 1,2 %); die Daten 
für Einweisungen wegen Herz-Kreislauferkran-
kungen: ein Anstieg um 1,2 % (95 %-Konfidenzin-
tervall: 0,0 – 2,4 %). Nur in den warmen Monaten 
war eine Auswirkung auf die Atemwegserkrankun-
gen feststellbar [127]. Plötzliche Erhöhungen der 
PM10-Konzentrationen, wie sie im Verlaufe von 
Sandstürmen zu verzeichnen waren, ließen die 
Krankenhausanweisungen um 4,8 % (alle Erkran-
kungen; 95 %-Konfidenzintervall: 0,7 – 9,0 %) 
bzw. um 10,4 % (Herz-Kreislauferkrankungen; 
95 %-Konfidenzintervall: -4,7 – 27,9 %) anschwel-
len. Letzteres lässt sich nicht als statistisch signi-
fikanter Anstieg werten, da das Konfidenzintervall 
auch eine mögliche Abnahme der Morbidität um 
fast 5 % einschließt.
Allerdings ist es möglich, dass die gesundheitli-
chen Wirkungen des Ozon etwas überschätzt wer-
den. Franklin und Schwartz (2008) analysierten 
Mortalitätsdaten, die zwischen 2000 und 2005 in 18 
US-amerikanischen Gemeinden erhoben worden 
waren. Ohne Adjustierung auf andere Luftschad-
stoffe fand sich eine Risikoerhöhung für natürli-
che Tode um 0,89 % (95 %-Konfidenzintervall: 
0,45 – 1,33 %) für einen Anstieg des sommerlichen 
24-Stunden-Ozonwertes um 10 ppb. Nach Adjus-
tierung auf die Masse der PM2,5 ging dieser Wert 
etwas zurück; wurde jedoch auf partikuläres Sulfat 
adjustiert, sank die Risikoerhöhung auf (statistisch 
insignifikante) 0,58 % (95 %-Konfidenzintervall: 
-0,33 – 1,49 %). Die Autoren folgern, ein Teil der 
bisher dem Ozon zugeschriebenen Effekte könnte 
auf partikuläres Sulfat zurückzuführen sein, das 
ebenfalls als sekundärer Luftschadstoff wie Ozon 
infolge photochemischer Prozesse entsteht [66]. 
In einer kürzlich erschienenen Meta-Analyse 
fassten Chen et al. (2008) die Ergebnisse von 
Kohorten- und Fall-Kontrollstudien zusammen, die 
zwischen 1950 und 2007 publiziert worden waren. 
Langzeitexposition gegenüber PM2,5 erhöhte das 
Risiko für eine natürliche Todesursache um 6 % für 
jeden Anstieg der PM2,5-Konzentration um 10 µg/
m3, wobei es Unterschiede bezüglich des Alters, 
des Geschlechts und der geografischen Region 
gab. Exposition gegenüber PM2,5 war assoziiert mit 
einem erhöhten Risiko an Lungenkrebs (15 – 21 % 
Risikoerhöhung pro 10 µg/m3) oder an einer Herz-
Kreislauferkrankung zu sterben (12 – 14 % Risi-
koerhöhung pro 10 µg/m3). Ferner fanden sich 
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Hinweise darauf, dass PM2,5 positiv assoziiert ist 
mit der Mortalität durch koronare Herzerkrankun-
gen und SO2 mit der Mortalität durch Lungenkrebs. 
Für andere Luftschadstoffe (Ozon, Stickoxide, CO) 
konnten keine schlüssigen Beziehungen zu Morta-
litäten gesichert werden [34].
5.3.3  Persistente organische Schadstoffe (POPs)
POPs sind persistente organische Schadstoffe 
(engl.: persistent organic pollutants21). Wegen ihrer 
Persistenz und der Anreicherung in der Nahrungs-
kette können sie gesundheitliche Gefährdungen 
darstellen. Aufgrund gesetzlicher Maßnahmen 
wie Herstellungs- und Anwendungsverbote (z. B. 
bezüglich PCB und DDT [133, 188]) gehören die 
POPs zu jenen Umweltschadstoffen, bei denen 
nicht Quellen, sondern Transport- und Vertei-
lungsprozesse im Vordergrund stehen. Ausführ-
liche Darstellungen zu diesen Vorgängen finden 
sich bei Noyes et al. 2009 [139] und Lamon et al. 
2009 [106].
Höhere Temperaturen verstärken den Übertritt 
der POPs aus dem Boden in die Atmosphäre, wo 
sie bei verstärkter Sonneneinstrahlung vermehrt 
photochemischem Abbau ausgesetzt sind. Im 
Gegenzug dazu werden sie bei Regenfällen aus der 
Luft ausgewaschen, gelangen mit dem Ablauf in 
Boden und Gewässer, in denen biogene Abbaupro-
zesse vorherrschen, die durch höhere Temperatu-
ren ebenfalls gefördert werden [45]. Des weiteren 
kann das Abschmelzen von Hochgebirgsgletschern 
und arktischem Eis eine Rolle spielen. Gletscher 
waren bisher langlebige Senken für POPs, die bei 
deren Abschmelzen frei werden [25]. Für Deutsch-
land irrelevant, aber global bedeutsam, ist auch das 
Auftauen der Permafrostböden, aus denen POPs 
in die Atmosphäre übergehen oder mit dem Ablauf 
in aquatische Ökosysteme gelangen [118]. Für die 
gemäßigten Zonen war der weiträumige Trans-
port der semi-volatilen POPs in die Arktis (wo sie 
kondensierten) eine Senke. Die Bedeutung dieser 
Senke wird durch den globalen Klimawandel gerin-
ger, da in den höheren Breitengraden die Tempe-
raturen stärker ansteigen als in den gemäßigten, 
wodurch sich der »Antrieb« für diesen Transport 
verringert [118, 126].
Wegen der Komplexität der (oft gegenläufigen) 
Prozesse, die am Transport, der Verteilung und 
dem Abbau der POPs beteiligt sind, lassen sich 
keine Vorhersagen darüber treffen, welche Auswir-
kungen der Klimawandel in Bezug auf eine verän-
derte Exposition gegenüber POPs haben wird.
5.3.4  Pestizide
Da das Klima der Hauptfaktor für natürliche Vege-
tation und landwirtschaftliche Nutzung ist, lässt 
die globale Erwärmung Änderungen bezüglich der 
angebauten Pflanzen und der eingesetzten Pflan-
zenschutzmittel (Pestizide) erwarten. In höheren 
Breiten sind Land- und Forstwirtschaft gegenwärtig 
einer geringeren Belastung durch Pflanzenschäd-
linge ausgesetzt [134]. Hohe Winter- und Früh-
lingstemperaturen werden die Vegetationsperiode 
verlängern, die Anzahl der Insektengenerationen 
erhöhen und den Anbau neuer Kulturpflanzenar-
ten und -sorten ermöglichen. Allerdings wird es 
auch mehr natürliche Feinde der Schädlinge (sog. 
Nützlinge) geben, sodass die Auswirkungen der 
klimatischen Veränderungen auf den Pestizid-
Gebrauch letztlich nicht mit Bestimmtheit abseh-
bar sind [134].
Ähnlich wie bei den POPs spielen auch bei den 
Pestiziden eine Reihe von komplexen, oft gegen-
läufigen Prozessen eine Rolle, was die Verteilung 
in der Umwelt und die Abbauprozesse angeht. 
Obwohl ihre Volatilität im Allgemeinen geringer 
ist als die der POPs, sollte generell bei höheren 
Temperaturen ein verstärkter Übertritt in die Gas-
phase erwartet werden [23]. Andererseits werden 
heftigere Niederschläge in der Lage sein, die Pes-
tizide, ob frei in der Gasphase vorhanden oder 
partikulär gebunden, aus der Luft auszuwaschen 
21	Als persistente organische Schadstoffe (»persistent organic pollutants« bzw. POPs) werden organische Chemikalien 
bezeichnet, die ein bestimmtes Profil an Umwelteigenschaften aufweisen: i) langsame Abbaubarkeit in der Umwelt, ii) 
Anreicherung in Lebewesen, iii) toxische oder ökotoxische Wirkund und iv) ein Potential zum weiträumigen Transport. 
Zu den POPs zählen früher verwendete Pestizide wie zum Beispiel Chlordan, DDT, Dieldrin, Toxaphen, einige Industrie-
chemikalien (PCBs) sowie Nebenprodukte von thermischen Prozessen (Dioxine und Furane).
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[27]; was umgekehrt wiederum bedeutet, dass bei 
ausbleibenden Niederschlägen (trockene Sommer) 
ein größerer Teil der Pestizide in der Luft verbleibt 
[16]. Hinzu kommt ein verstärkter Abbau durch die 
höheren Temperaturen [23]. In wärmeren Jahren 
führten verstärkter Übergang in die Atmosphäre 
und raschere Abbauprozesse dazu, dass die im 
Ackerboden vorhandene Konzentration des Herbi-
zids Isoproturon die Wirksamkeitsschwelle gegen 
Ackerunkräuter 30 Tage früher unterschritt als in 
kühleren Jahren [16]. Zur Kompensation dieser 
Effekte mussten größere Pestizidmengen ausge-
bracht werden.
Die künftig eingesetzten Pestizide sind auch 
von der klimabedingten Verbreitung (alter und 
neuer) Schädlinge abhängig. So wird im Zuge des 
Klimawandels ein Vordringen des Kartoffelkäfers 
(Leptinotarsa decemlineata) bis nach Norwegen 
erwartet, wo er derzeit wegen der dortigen klima-
tischen Bedingungen nicht heimisch ist. Gleich-
zeitig soll der Apfelwickler (Cydia pomonella) 
stärkere Abundanzen erreichen und sein Verbrei-
tungsgebiet ausweiten können [152]. Im Gegensatz 
hierzu wird für den Süden von Großbritannien 
ein deutlicher Rückgang bei der Getreideblattlaus 
hervorgesagt, wobei die Änderungen der Tempe-
ratur und der Niederschläge die wichtigste Rolle 
spielen [131].
Klimaerwärmung und zunehmende Schad-
stoffbelastung können nach Durner (Helmholtz 
Zentrum München, Institut für Biochemische 
Pflanzenphysiologie) bei Pflanzen Stress auslösen, 
wodurch mit einem stärkeren Befall durch Pflan-
zenschädlinge zu rechnen ist [135]. Der Befall durch 
Schädlinge führt bei Pflanzen zu einer verstärkten 
Bildung von Stickstoffmonoxid, was eine vermehrte 
Expression bestimmter Gene zur Folge hat [81]. 
Diese Gene kodieren für Pathogen-bezogene (PR-
Proteine; pathogen related proteins), die in allen 
Pflanzenteilen, so auch in den Pollen, exprimiert 
werden [143, 207]. Und 25 % der Proteine dieser 
Gruppe wurden selbst wiederum als Allergene 
identifiziert [135]. Über die Wirkkette klimatische 
Veränderungen plus zunehmende Schadstoffbelas-
tung  stärkerer Schädlingsbefall  NO  PR-
Proteine in den Pollen könnte somit das ursprüngli-
che allergene Potential der Pollen verstärkt werden, 
da zu den Hauptallergenen noch die ebenfalls aller-
gen wirksamen PR-Proteine hinzukämen. 
Gesicherte Prognosen zur Entwicklung der 
Umweltbelastung mit Pestiziden sind schwierig. 
Doch Änderungen der Anbaumuster und verstärk-
ter Schädlingsdruck lassen eine Zunahme des 
Pestizidgebrauchs erwarten. Zusätzlich könnte 
verstärkter Einsatz von Pestiziden aufgrund von 
verstärkten Auswaschungs- und Abbauprozessen 
notwendig werden [139].
5.3.5  Dieselruß
Recht gut untersucht, auch auf der epigenetischen 
Ebene22, sind die Zusammenhänge zwischen Die-
selrußpartikeln (DEP, diesel exhaust particles) und 
allergischen Erkrankungen [135]. DEP entfalten ihre 
adversen Effekte über ihre chemischen Bestand-
teile wie z. B. PAK, die aufgrund ihrer hydropho-
ben Eigenschaften leicht die Zellmembranen der 
Mukosa durchdringen und in den Zellkern gelan-
gen können [44]. Im Vordergrund stehen dabei 
Veränderungen der Methylierung von Promotoren 
der Gewebshormone Interleukin und Interferon; 
so kann beispielsweise nach der Inhalation von 
DEP der Promotor von INF-g hypermethyliert und 
der von IL-4 hypomethyliert werden, wodurch eine 
Kette in Gang gesetzt wird, bei der die Entstehung 
eines TH2-Milieus gefördert wird, wie es für atopi-
sche Erkrankungen typisch ist, und an deren Ende 
die vermehrte Bildung von IgE steht [114, 145]. Bei 
Atopikern scheinen DEP die IgE-Synthese zu ver-
stärken, wodurch die Sensibilisierung gegenüber 
Aeroallergenen beeinflusst wird [41, 44]. Allergien 
können somit ausgelöst oder verstärkt werden. 
Zusätzlich fördern DEP offenbar auch die Sensi-
bilisierung auf Neoantigene [135]. Auch Formalde-
hyd kann TH2-vermittelte allergische Reaktionen 
22	Die Epigenetik befasst sich mit Zelleigenschaften, die an Tochterzellen weitergegeben werden, aber nicht in der DNA-
Sequenz (dem Genotyp) festgelegt sind. Hierbei erfolgen Veränderungen an den Chromosomen, wodurch Abschnitte 
oder ganze Chromosomen in ihrer Aktivität beeinflusst werden. Die wichtigste epigenetische Veränderung ist die Methy-
lierung von Cytidin-Basen innerhalb von Cytosin-Guanosin-Dinukleotiden, vor allem in jenen DNA-Bereichen, die für die 
Steuerung von Genen zuständig sind, den Promotoren. Man spricht von CG-Inseln. Der Methylierungsgrad in solchen 
CG-Inseln ist häufig ein Maß für die Aktivität, mit der das zugehörige Gen transkribiert wird.
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auslösen, wobei der Weg über Methylierung von 
INF-g und IK-10 läuft [164].
Neben den direkten Wirkungen von Dieselruß 
auf entzündliche Prozesse wird häufig eine ver-
stärkte Allergenität von Pollen durch Dieselabgase 
und andere Luftschadstoffe diskutiert. Bei gleich-
zeitiger Exposition gegenüber DEP und Ambrosia-
Allergen tritt in vivo ein bemerkenswerter Anstieg 
der nasalen IgE-Konzentrationen auf und die Cyto-
kin-Produktion ist in Richtung einer TH2-Antwort 
verschoben: Die Bildung von INF-g war vermindert, 
die von IL-4 erhöht [145], was im Einklang mit den 
oben erwähnten epigenetischen Befunden steht 
[49]. Nach anderen Studien sollen DEP die Mor-
phologie von Pollenkörnern verändern, wodurch 
Allergie-auslösende Substanzen leichter austreten 
sollen [9, 28, 33].
Diese Befunde haben zunächst keinen Bezug 
zum Klimawandel, der allerdings dann entstehen 
könnte, wenn der Klimawandel zu einer veränder-
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Die Etablierung eines kompletten Infekti-
onszyklus von vektorvermittelten Infektions-
krankheiten mit Übertragung auf den Men-
schen setzt die Anwesenheit von Erreger, Wirt, 
Vektor (ein Organismus, der den Erreger von 
Wirt zu Wirt überträgt) und Mensch am glei-
chen Ort und zur gleichen Zeit voraus. Welche 
Rolle die klimatischen Veränderungen bei der 
Ausbreitung der vektorvermittelten Infek-
tionskrankheiten spielen bzw. spielen wer-
den, ist nicht eindeutig zu beantworten. Da 
die meisten Vektoren ektotherme Tiere sind, 
stellen die für Deutschland prognostizierten 
Temperaturerhöhungen prinzipiell eine Ver-
besserung der Lebensbedingungen dar, mit 
der Möglichkeit einer Ausdehnung des Ver-
breitungsgebietes nach Norden bzw. einer 
Ausweitung der Aktivitätsphase im Jahresab-
lauf. Allerdings sind auch Niederschlagsmen-
ge, Luftfeuchtigkeit, Nahrungsangebot und 
Biotopstruktur von Bedeutung. Die Faktoren, 
die für das Vorkommen und die Dichte der 
verschiedenen Vektoren verantwortlich sind, 
können als komplex bezeichnet werden und 
entziehen sich weitgehend einer konkreten 
Vorhersage.
Lyme-Borreliose
Nach gegenwärtigem Kenntnisstand ist die 
Lyme-Borreliose in der nördlichen Hemi-
sphäre die häufigste durch Zecken (bei uns 
hauptsächlich durch den Holzbock, Ixodes 
ricinus) übertragene Infektionskrankheit. 
Deutschland ist ein Hochendemie-Gebiet 
mit entsprechend hohen Erkrankungsraten. 
Seit Anfang 2001 besteht für Berlin und die 
neuen Bundesländer eine Meldepflicht. Mit 
insgesamt 16 461 in den östlichen Bundeslän-
dern übermittelten Erkrankungsfällen für die 
Jahre 2007 bis 2009 gehört die Lyme-Bor-
reliose zu den häufigsten vektoriell auf den 
Menschen übertragenen meldepflichtigen 
Infektionserkrankungen. Die Frage nach ei-
ner Veränderung der Zeckendichte durch den 
Klimawandel ist wegen der komplexen Öko-
logie und Epidemiologie der Lyme-Borreliose 
nicht leicht zu beantworten. Mischwälder bie-
ten den Zecken günstigere Bedingungen als 
Nadelwälder. Milde Winter begünstigen eine 
höhere Zeckendichte und -aktivität bereits im 
Frühjahr. Andererseits führen heiße trockene 
Sommer zu einer Reduktion der Zeckenpopu-
lationen. Eine wichtige Rolle spielen außer-
häusige Freizeitaktivitäten – die Benutzung 
eines Gartens in Waldnähe wurde als Risiko-
faktor erkannt. Aufgrund der für Deutschland 
nur lückenhaften Daten ist es derzeit nicht 
möglich, zuverlässige Prognosen zur Auswir-
kung klimatischer Veränderungen abzugeben.
Frühsommer-Meningoenzephalitis (FSME)
Neben der Lyme-Borreliose ist die FSME eine 
der wichtigsten durch Zecken (wiederum 
meist Ixodes ricinus) übertragenen Infektions-
krankheiten in Deutschland. Bei steigenden 
Temperaturen ist prinzipiell eine Zunahme 
der von Zecken übertragenen Erkrankungen 
möglich, es gelten jedoch die bereits für 
die Lyme-Borreliose erwähnten Einschrän-
kungen. In Deutschland ist die Frühsommer-
Meningoenzephalitis seit 2001 nach § 7 Abs. 1 
Infektionsschutzgesetz meldepflichtig. Die 
Anzahl der gemeldeten Fälle war von 2001 bis 
2004 recht stabil, stieg in den Jahren 2005 
und 2006 stark an, und ging 2007 und 2008 
wieder auf das Niveau davor zurück, was auf 
verregnete Sommer mit verminderten Frei-
zeitaktivitäten des Menschen zurückgeführt 
wurde. 
Hantavirus-Infektionen
Die Übertragung von Hantaviren auf den 
Menschen wird wesentlich beeinflusst 
von der Populationsgröße und Durchseu-
chung der Reservoirtiere (bestimmte Maus- 
und Wühlmausarten), die natürlicherweise 
mehrjährigen, zyklischen Schwankungen 
unterliegen. Im Zuge der prognostisierten 
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klimatischen Veränderungen könnte es zu 
günstigeren Lebensbedingungen der Reser-
voirorganismen kommen, wie beispielswei-
se ein verbessertes Nahrungsangebot und 
höhere Überlebenschancen infolge milderer 
Winter. Daneben spielen jedoch auch andere 
ökologische Faktoren eine Rolle. Die jährlich 
an das Robert Koch-Institut übermittelten Er-
krankungszahlen variieren sehr stark (für die 
Jahre 2004 bis 2009 zwischen 72 und 1 688). 
Die mit 1 192 gemeldeten Fällen ungewöhnlich 
hohe Zahl für das erste Halbjahr 2010 wird 
mit einer besonders hohen Populationsdichte 
der Rötelmaus in Zusammenhang gebracht, 
die vermutlich durch eine stark ausgeprägte 
Buchenmast im Vorjahr mitverursacht wurde.
Leptospirose
Selten tritt die Leptospirose in Deutschland 
epidemieartig auf. Zuletzt hat es im Juli 2007 
erstmals wieder seit 40 Jahren einen Ausbruch 
mit mehr als 15 Erkrankten gegeben. Unter 
Erntehelfern auf einem Erdbeerfeld bei Düren 
erkrankten 28 Beschäftigte am »Feldfieber«. 
Dieser Ausbruch wurde mit den klimatischen 
Veränderungen in Verbindung gebracht, wo-
bei nicht in erster Linie der Temperaturanstieg 
an sich, sondern eine Kombination von Stark-
regen und einer mittleren Lufttemperatur von 
über 18 °C, verbunden mit einer hohen loka-
len Populationsdichte von Reservoirtieren (in 
diesem Fall Feldmäuse) als ausschlaggebend 
erkannt wurde. 
Tularämie (Hasenpest)
Das Vorkommen von Tularämie beim Men-
schen ist eng mit den Bedingungen für die 
Wirtspopulation und die Vektoren verbunden. 
So sind die in Deutschland aufgetretenen Fälle 
überwiegend auf einen direkten Kontakt mit 
Hasen zurückzuführen. In den letzten Jahren 
(2007 – 2009) wurden pro Jahr 10 – 20 Erkran-
kungsfälle in Deutschland registriert, wobei 
allerdings keine Zunahme zu beobachten war. 
Ein Klimawandel könnte Auswirkungen auf 
die Nager- beziehungsweise Hasenpopulati-
onen oder auf Vektoren wie Zecken und so 
auch auf die Inzidenz der Tularämie beim 
Menschen haben.
Malaria
In Deutschland ist die Malaria schon lange 
nicht mehr endemisch. Hierfür war neben 
ökologischen Faktoren (Vernichtung der Brut-
biotope der Vektoren durch Trockenlegung 
von Sümpfen, Mückenbekämpfung) vor allem 
die bessere medizinische Versorgung von ent-
scheidender Bedeutung. Seit 2001 wurden pro 
Jahr etwa 500 – 1 000 Erkrankte gemeldet (mit 
rückläufiger Tendenz), bei denen es sich bis 
auf wenige Einzelfälle um Personen handelte, 
die sich in Malariagebieten aufgehalten haben 
(Urlauber oder Immigranten). Obwohl einige 
der Mückenarten, die Malaria übertragen kön-
nen, auch in Deutschland vorkommen, ist ihre 
Abundanz dennoch gering. Bezüglich ihrer 
Vektorkompetenz ist wenig bekannt, weshalb 
das heutige Risiko einer Malaria-Übertragung 
durch früher effiziente Anopheles-Mücken 
schwer einzuschätzen ist. Prinzipiell bedeutet 
aber eine Erwärmung, dass effizientere Ma-
laria-Vektoren nach Europa vordringen kön-
nen und sich die Entwicklungsbedingungen 
für die Parasiten in den Vektoren verbessern. 
Größere Ausbrüche von autochthoner Malaria 
oder gar eine längerfristige Etablierung sind 
angesichts der hohen medizinischen Stan-
dards äußerst unwahrscheinlich.
Leishmaniose
Die Leishmaniose wird sporadisch von Reisen-
den aus den Mittelmeerländern importiert, wo 
sie in manchen Regionen endemisch ist. Um 
eine Einschleppung nach Deutschland früh-
zeitig zu erfassen bzw. zu verhindern, wären 
Monitoring- und Surveillance-Systeme für 
die Bereiche Vektoren (Sandmücken), Reser-
voirtiere (Prävalenzstudien bei Hunden) und 
Mensch (Früherkennung, Labordiagnostik) 
sinnvoll.
Denguefieber
Ungeachtet der Tatsache, dass pro Jahr wahr-
scheinlich mindestens 500 Dengue-Virus-
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Infektionen nach Deutschland importiert wer-
den (dem RKI gemeldete Fälle im Jahr 2009: 
298), ist die Wahrscheinlichkeit einer Wei-
terverbreitung durch einheimische Mücken 
derzeit sehr gering. Bestimmte Aedes-Arten 
als wichtigste Vektoren sind in Deutschland 
bisher nicht etabliert. Auch wenn diese In-
fektionen zum Teil zu schweren klinischen 
Verläufen führen, dauert die Virämie nur we-
nige Tage und die nachgewiesenen Virustiter 
sind gering, was eine effiziente Übertragung 
und Ausbreitung erheblich erschwert. Der 
hauptsächliche Vektor, Aedes aegypti, erträgt 
keine kalten Winter und ist deswegen zurzeit 
auf tropische und subtropische Regionen be-
schränkt. Im Spätsommer 2010 wurde in Süd-
frankreich ein Fall von autochthon übertra-
genem Denguefieber diagnostiziert, die erste 
autochthone Übertragung in Europa seit einer 
Dengue-Epidemie in Griechenland 1927/28. 
Dies kommt nicht völlig überraschend, da in 
Frankreich (wie in anderen südeuropäischen 
Ländern) der Vektor Aedes albopictus etabliert 
ist und jährlich mehrere hundert Dengue-
Infektionen importiert werden. 
West-Nil-Fieber
Da europäische Zugvögel zum Teil in Afrika 
überwintern, können sie sich dort infizieren 
und beim Rückflug das West-Nil-Virus nach 
Europa einschleppen. Auf diese Weise ge-
langte das West-Nil-Virus in den Jahren 1996 
und 1997 nach Rumänien. In Europa zirku-
liert das Virus innerhalb von Vogelpopulati-
onen, von wo aus es auch auf den Menschen 
übertragen werden kann. Der Vektor ist dabei 
Culex pipiens pipiens. Bei einer Epidemie in 
der Umgebung von Bukarest waren unge-
fähr 400 Menschen infiziert, 31 starben. Die 
epidemische Ausbreitung in den USA (ab 
1999) war möglich durch das Zusammenwir-
ken einer Reihe von virologischen, epidemio-
logischen und ökologischen Faktoren.
Chikungunya-Fieber
Im Sommer 2007 kam es im Norden Italiens 
zu einem Ausbruch. Eine aus Indien einrei-
sende Person hatte das Virus eingeschleppt. 
Einheimische Aedes albopictus übertrugen die 
Infektion auf andere Personen. Eine Beteilung 
des Klimawandels an diesem Geschehen ist 
unwahrscheinlich, da A. albopictus bereits in 
Italien etabliert war. Die Art ist ökologisch 
gesehen recht anspruchslos. Im September 
2007 wurden Eier von Aedes albopictus im 
Oberrheingraben nachgewiesen.
Gelbfieber
In den vergangenen zehn Jahren sind drei 
nach Europa importierte Fälle von Gelbfieber 
bekannt geworden. Alle drei Patienten sind an 
der Infektion verstorben. Das Risiko einer Ein-
schleppung und autochthonen Verbreitung ist 
auf Grund des sehr akuten Krankheitsverlaufs 
sehr gering, zumal die intensivmedizinische 
Behandlung dieser Patienten einer Weiter-
verbreitung der Infektion durch Überträger-
mücken sicherlich entgegensteht. Anders 
sieht es mit dem Import über Waren aus. Die 
Einschleppung von Aedes-albopictus-Vektoren 
durch Autoreifen aus Südamerika in die USA 
ist gut belegt. In Deutschland sind diese Vek-
toren bisher nicht beobachtet worden. Neben 
dem Vorhandensein der Vektoren spielen eine 
Reihe von anderen Faktoren bei Gelbfieber-
Ausbrüchen eine Rolle. Mit Ausbrüchen in 
Deutschland ist unter den gegebenen Bedin-
gungen nicht zu rechnen.
Gesundheitliche Auswirkungen des Klimawandels aus infektiologischer Perspektive     Kapitel 6 203
6.1 Auswirkungen des Klimawandels auf die Ausbreitung von Vektoren und  
 das Risiko vektorassoziierter Krankheiten
für das Vorkommen und die Dichte der verschie-
denen Vektoren verantwortlich sind, können als 
komplex bezeichnet werden und entziehen sich 
weitgehend einer konkreten Vorhersage.
Infolge von Reisetätigkeiten und globalem Han-
del können neue Erreger nach Deutschland gelan-
gen. Während sich bei uns noch keine neue vektor-
vermittelte Infektionskrankheit etablieren konnte, 
zeigt das Beispiel des West-Nil-Virus in den USA, 
wie schnell eine solche Etablierung vonstatten 
gehen kann, wenn ein einheimischer (potentieller) 
Vektor sehr rasch Vektorkompetenz erlangt, eine 
immunologisch naive Wirtspopulation (Reservoir: 
Vogelarten) zur Verfügung steht und der Erreger 
durch Mutation eine schnelle evolutionäre Anpas-
sung erfährt, was bei Viren mit ihrer hohen Ver-
mehrungsrate nicht unwahrscheinlich ist.
Bei der Debatte um mögliche Inzidenzsteige-
rungen bei den autochthonen und den impor-
tierten vektorvermittelten Infektionskrankheiten 
durch den Klimawandel sollten vielleicht zwei 
Dinge nicht unerwähnt bleiben, um die Verhält-
nisse etwas zu relativieren. Erstens erscheinen die 
bisherigen Fallzahlen gering im Vergleich zu jähr-
lich etwa 5 000 neu diagnostizierten Tuberkulose-
Fällen in Deutschland [111], von denen nicht wenige 
aus Afrika und den Folgestaaten der Sowjetunion 
eingewandert sind (Inzidenz der Tuberkulose 5,5 
pro 100 000 Einwohner; Malaria: 0,7 pro 100 000 
Einwohner). Zum zweiten könnten kürzere und 
wärmere Winter zu einem Rückgang von respira-
torischen Infektionen (vor allem Influenza) in der 
kalten Jahreszeit führen. In Deutschland wurden 
zum Beispiel im Jahr 2008 insgesamt 14 851 saiso-
nale Influenza-Fälle an das RKI übermittelt [114]. 
Weitere Vergleichszahlen für Deutschland und 
2008: Denguefieber 273 Erkrankte, FSME 288, 
Gelbfieber 0, Hantavirus 243 (2007: 1 688), Lep-
tospirose 66 (2007: 166), Malaria 547, Tularämie 
15[114].
6.1.1  Verbreitung von Erregern durch Vektoren
Die Etablierung eines kompletten Infektionszyklus 
von vektorvermittelten Infektionskrankheiten mit 
Übertragung auf den Menschen setzt die Anwe-
senheit von Erreger, Wirt, Vektor (ein Organismus, 
der den Erreger überträgt) und Mensch am glei-
chen Ort und zur gleichen Zeit voraus, wobei der 
Mensch alleiniger Wirt oder Nebenwirt sein kann. 
Ist der Hauptwirt eine nicht-humane Spezies, 
dann wird von Reservoirorganismen gesprochen. 
Als weitere Voraussetzung muss der Vektor mit 
dem Erreger infiziert sein und darüber hinaus eine 
so genannte Vektorkompetenz besitzen, d. h. er 
muss in der Lage sein, den Erreger weiterzugeben. 
Zur Erlangung der Vektorkompetenz ist eine Ver-
mehrung des Erregers im Vektor erforderlich, was 
eine Co-Evolution zwischen beiden voraussetzt. 
Komplizierter ist die Lage, wenn der Erreger sich 
im Vektor nicht nur vermehrt, sondern zusätzlich 
spezielle Entwicklungsstadien durchlaufen muss, 
wie bei der Malaria (Plasmodium in Anopheles). Es 
ist leicht einzusehen, dass in diesem Fall die Eta-
blierung eines Infektionszyklus schwieriger ist als 
bei einer bloßen Weitergabe. Als wichtige Vektoren 
fungieren z. B. Insekten (diverse Stechmückenar-
ten u. a.), Zecken und Nagetiere.1 
Welche Rolle die klimatischen Veränderun-
gen bei der Ausbreitung der vektorvermittelten 
Infektionskrankheiten spielen bzw. spielen wer-
den, ist nicht eindeutig zu beantworten. Da die 
meisten Vektoren ektotherme Tiere sind, stellen 
die für Deutschland prognostizierten Tempera-
turerhöhungen prinzipiell eine Verbesserung der 
Lebensbedingungen dar, mit der Möglichkeit einer 
Ausdehnung des Verbreitungsgebietes nach Nor-
den bzw. einer Ausweitung der Aktivitätsphase im 
Jahresablauf. Allerdings sind auch Niederschlags-
menge, Luftfeuchtigkeit, Nahrungsdargebot und 
Biotopstruktur von Bedeutung. Die Faktoren, die 
1 Nagetiere zählen in erster Linie zu den Reservoirorganismen; im weiteren Sinne können sie aber auch zu den Vektoren 
gerechnet werden.  
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6.1.2  Autochthone Erreger
6.1.2.1  Lyme-Borreliose
Nach gegenwärtigem Kenntnisstand ist die Lyme-
Borreliose in der nördlichen Hemisphäre die 
häufigste durch Zecken (Acari: Ixodidae) übertra-
gene Infektionskrankheit. Deutschland ist neben 
anderen europäischen Ländern ein Hochendemie-
Gebiet mit entsprechend hohen Erkrankungsraten 
[88]. Benannt wurde die Krankheit nach der Ort-
schaft Old-Lyme (Connecticut, USA), in der 1975 
ein gehäuftes Auftreten von Gelenkerkrankungen 
bei Kindern beobachtet wurde. Der Erreger der 
Lyme-Borreliose wurde zu Ehren des amerikani-
schen Mediziners Willy Burgdorfer, dem als Erster 
der Nachweis und die Anzucht dieser Bakterien 
gelang, als Borrelia burgdorferi bezeichnet [28]. Bor-
relia burgdorferi ist ein gramnegatives, gewundenes 
Stäbchen aus der Familie Spirochaetaceae (Spiro-
chäten). Übertragen wird Borrelia durch Blut sau-
gende Zecken (in Deutschland überwiegend durch 
den Holzbock Ixodes ricinus, in den USA: Ixodes 
scapularis2, I. pacificus; Asien: I. persulcatus). Auf-
grund der Zeckenaktivität häufen sich die Infek-
tionen vor allem im Sommer und Herbst, wobei 
die Durchseuchung der Zecken sehr stark regional 
variieren kann [128]. Ixodes ricinus entwickelt sich 
in einem Zyklus von drei Stadien (Larve, Nymphe, 
Adultus), zu dessen Vollendung drei Blutmahlzei-
ten notwendig sind. Die beiden Juvenilstadien sau-
gen an Kleinsäugern und Vögeln, während adulte 
Tiere an Großsäugern (Wildtiere, Haustiere) und 
Menschen saugen; es können jedoch alle Stadien 
beim Menschen gefunden werden. Bei der Suche 
nach Wirtstieren nutzen die Zecken ein grubenför-
miges, mit Chemorezeptoren ausgestattetes Organ, 
das in der Lage ist, Substanzen wie Ammoniak, 
Kohlendioxid oder Milchsäure zu erkennen, die 
von den Wirtstieren abgegeben werden. Obwohl 
die adulten Tiere vor einer Blutmahlzeit nur wenige 
Millimeter messen, kann ein vollgesogener weibli-
cher Holzbock auf 1,5 Zentimeter Größe anschwel-
len. Die Weibchen legen Tausende von Eiern im 
Boden ab [85]. Frühsymptome der Lyme-Borreliose 
sind Kopfschmerzen, Erythema migrans (Wander-
röte), Myalgien und Arthralgien; viele weitere, auch 
unspezifische Symptome können folgen. 
Seit Anfang 2001 besteht in Deutschland eine 
Meldepflicht – allerdings nur für Berlin und die 
neuen Bundesländer [88]. Eine detaillierte Aus-
wertung der Meldedaten ergab folgendes Bild: Mit 
insgesamt 16 461 in den östlichen Bundesländern 
übermittelten Erkrankungsfällen für die Jahre 
2007 bis 2009 gehört die Lyme-Borreliose zu den 
am häufigsten vektoriell auf den Menschen übertra-
genen meldepflichtigen Infektionserkrankungen. 
Die Inzidenzen zeigen deutliche regionale Unter-
schiede. So lag die Inzidenz im Bundesland Bran-
denburg im Jahr 2009 bei 71,2 Fällen pro 100 000 
Einwohner, während es in Sachsen-Anhalt 13,9 Fälle 
pro 100 000 Einwohner waren und im Land Berlin 
nur 2,3 [2]. In allen Jahren lag der Erkrankungsgip-
fel zwischen Juni und September. In den Jahren 
2005 und 2006 wurde im Vergleich zu den Vorjah-
ren für einen größeren Anteil der Erkrankungsfälle 
ein Beginn in den Monaten September bis Novem-
ber übermittelt. In beiden Jahren begünstigten ein 
warmer Herbst und ein milder Winter eine verlän-
gerte Zeckenaktivitäten [22]. In den Jahren 2007 
und 2008 gingen in einigen Bundesländern die 
Fallzahlen wieder leicht zurück, allerdings lagen sie 
immer noch deutlich über dem Niveau von 2004.
Die Frage nach einer Veränderung der Zecken-
dichte durch den Klimawandel ist wegen der kom-
plexen Ökologie und Epidemiologie der Lyme-Bor-
reliose nicht leicht zu beantworten, da es keinen 
einfachen Zusammenhang zwischen Temperatur 
und der Borreliose-Inzidenz beim Menschen gibt 
[43]. Vielmehr wird die Infektionswahrscheinlich-
keit beim Menschen bestimmt durch das Zecken-
vorkommen, die Prävalenz der Erreger in den 
Zecken und in den Reservoirtieren, deren Popu-
lationsdichte und das Verhalten der Menschen in 
Beruf und Freizeit [128]. Die geographische Vertei-
lung und die Populationsdichte der Zecken hängen 
von weiteren ökologischen und klimatischen Fakto-
ren wie Vegetation, Boden- und Luftfeuchtigkeit ab 
[41, 63, 123]. Mischwälder bieten den Zecken güns-
tigere Bedingungen als Nadelwälder [53]. Milde 
2 Ixodes dammini ist ein Synonym für Ixodes scapularis [80]. Oliver JH, Owsley MR, Hutcheson HJ et al. Conspecifity 
of the ticks Ixodes scapularis and I. dammini (Acrari: Ixodidae). J Med Entomol 1993; 20, 54-63.
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Winter begünstigen eine höhere Zeckendichte 
und -aktivität bereits im Frühjahr. Andererseits 
führen heiße trockene Sommer zu einer Reduk-
tion der Zeckenpopulationen. Aufgrund der für 
Deutschland nur lückenhaft existierenden Daten 
zu den meisten der oben genannten Variablen ist 
es derzeit nicht möglich, zuverlässige Prognosen 
zur Auswirkung bestimmter klimatischer Verän-
derungen (Temperaturanstieg) auf die Borreliose-
Inzidenz abzugeben [128]. Für Nordamerika prog-
nostizierten Ogden et al. (2006) eine Verschiebung 
der nördlichen Grenze der Zeckenausbreitung bis 
weit nach Kanada hinein, wobei in ihren Modell-
rechnungen die Anzahl der frostfreien Tage der ent-
scheidende Parameter war [78]. Nach einer neueren 
Arbeit von Odgen et al. aus dem Jahre 2010 [77] sind 
die Zecken (I. scapularis), die von Zugvögeln im 
Frühjahr nordwärts verschleppt werden, zunächst 
weitgehend frei von Borrelia. Nachdem die Zecken 
in wärmeren Habitaten erfolgreich Populationen 
gründen konnten, dauert es noch einige Jahre, bis 
sich dort auch Borrelia burgdorferi etabliert, wodurch 
sich ein Zeitfenster für Bekämpfungsmaßnahmen 
eröffnet [77].
Alternativ zur Temperaturerhöhung gibt es 
weitere Erklärungsansätze für die Zunahme der 
Borreliose-Inzidenz in den letzten Jahren. Eine 
tatsächliche Inzidenzzunahme, bedingt durch 
zeckenfreundlichere Habitate (zum Beispiel Erhö-
hung des Anteils von Laub- und Mischwäldern in 
einigen Regionen) und verändertes Freizeitverhal-
ten (zum Beispiel mehr Aktivitäten im Freien), ist 
wahrscheinlich. Aber auch verstärkte diagnostische 
Aufmerksamkeit und erhöhte Meldebereitschaft 
könnten zur Erhöhung der Fallzahlen beigetragen 
haben. Bundesweite Surveillance beziehungsweise 
gezielte epidemiologische Studien zur Erfassung 
der Prävalenz und Inzidenz erscheinen daher sinn-
voll [88]. 
Unabhängig davon spielt die Prophylaxe eine 
wichtige Rolle – umso mehr als Zecken noch 
andere Krankheiten übertragen können. Entgegen 
einer weit verbreiteten, aber falschen Meinung las-
sen sich Zecken nicht von Bäumen fallen. Sie sitzen 
vielmehr auf Gräsern, Büschen und Sträuchern in 
niedriger Höhe bis etwa einem Meter über dem 
Boden. Dabei meiden sie sonnige, warme Stellen 
und kurzes Gras, da sie eine gewisse Luftfeuch-
tigkeit benötigen. In Wäldern werden sie häufig 
entlang von Wildwechseln angetroffen (schmale 
Pfade, die von Wildtieren benutzt werden) [85]. 
Benutzung eines Gartens in Waldnähe wurde 
als Risikofaktor erkannt [35]. Bei entsprechenden 
Freizeitaktivitäten sollte dicht anliegende, abschlie-
ßende Kleidung getragen werden; anschließendes 
Absuchen des Körpers auf Zeckenbefall wird ange-
raten. Eine bereits festgesogene Zecke kann durch 
Herausdrehen in eine beliebige Richtung entfernt 
werden. Geschieht dies frühzeitig, so kann ggf. eine 
Infektion verhindert werden, da mit der Länge der 
Saugdauer, die sich über mehrere Tage erstrecken 
kann, die Wahrscheinlichkeit für eine Übertragung 
der Borrelien ansteigt [85].
Matuschka et al. (1992) schlugen vor, die Prä-
valenz infizierter Zecken durch stärkere Bewei-
dung von Grünland durch Schafe oder Rinder zu 
vermindern [69]. Die genauen Zusammenhänge 
sind noch unklar, doch offenbar spielt die höhere 
Attraktivität der Weidetiere, die keine Reservoirtiere 
für Borrelien sind, eine Rolle, da diese von den 
Zecken gegenüber den Reservoirtieren (freilebende 
Nager) bevorzugt werden. Dadurch soll sich die 
Wahrscheinlichkeit verringern, dass Zecken beim 
Saugen an Reservoirtieren die Erreger aufnehmen 
[69]. Einer Feldstudie zufolge, die von der Baden-
Württemberg Stiftung über einen Zeitraum von vier 
Jahren durchgeführt wurde, kommen auf Ziegen- 
und Rinderweiden im Vergleich zu unbeweideten 
Flächen deutlich weniger Zecken vor. Das Risiko der 
Infektion eines Menschen kann der Studie zufolge 
damit um das 60-fache gesenkt werden. Zusätzlich 
verringert ein gutes Müllmanagement den Durch-
seuchungsgrad von Nagern mit Borrelien [4, 5, 76].
6.1.2.2  Frühsommer-Meningoenzephalitis
Eine weitere durch Zecken (meist ebenfalls Ixodes 
ricinus) übertragene Infektionskrankheit ist die 
Frühsommer-Meningoenzephalitis (FSME). Von 
der klinischen Bedeutung her ist sie derzeit neben 
der Lyme-Borreliose eine der wichtigsten durch 
Vektoren übertragenen Infektionskrankheiten in 
Europa und Deutschland. Der Erreger, das FSME-
Virus, ist ein behülltes Einzelstrang-RNA-Virus 
(ss-RNA; single-stranded RNA) aus der Familie der 
Flaviviridae. Das FSME-Virus wird beim Einstich 
aus der Speicheldrüse der Zecken übertragen. Im 
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Gebüsch, an Waldrändern oder in hohem Gras auf 
Wiesen besteht das größte Risiko eines Zeckensti-
ches, weil dort Kleinsäugetiere (Mäuse), Vögel und 
Wild als Hauptwirte (primäres Erregerreservoir) 
der Zecken leben. In Deutschland ist die Frühsom-
mer-Meningoenzephalitis seit 2001 nach § 7 Abs. 1 
Infektionsschutzgesetz meldepflichtig. 
Die Verbreitung der Frühsommer-Meningoen-
zephalitis (FSME) betrifft vorwiegend Zentral-, 
Nord- und Osteuropa, die Gebiete der ehemaligen 
Sowjetunion sowie China. In Deutschland sind 
Baden-Württemberg, Bayern, Hessen, Rheinland-
Pfalz und Thüringen Bundesländer mit definier-
ten FSME-Risikogebieten bzw. ausgewiesenen 
Landkreisen [115]. In den deutschen Endemiegebie-
ten sind etwa 0,1 – 5 % der Zecken mit dem Virus 
infiziert. Bedingt durch die Aktivitätszeiten der 
Zecken tritt die Krankheit vorwiegend im Frühjahr 
und Sommer auf, häufig jedoch auch im Herbst. 
Bei warmer Witterung kommt es vereinzelt auch 
zu Infektionen im Winter. Obwohl ein effizienter 
Impfstoff zur Verfügung steht, gab es in den Jahren 
2005 bis 2008 in Deutschland eine nicht geringe 
Anzahl von Erkrankungsmeldungen (Abbildung 
6.1). Da die Aktivität der Zecken unter anderem 
auch von der Temperatur abhängt, ist bei steigen-
den Temperaturen prinzipiell eine Zunahme der 
von ihnen übertragenden Erkrankungen möglich. 
In Nordhessen führten in den letzten Jahren neu 
aufgetretene FSME-Fälle zu einer Ausweitung der 
deklarierten Endemiegebiete [109]. Die Ursachen 
für diese Ausbreitung sind allerdings unklar. Die 
Anzahl der gemeldeten Fälle war von 2001 bis 2004 
recht stabil, stieg in den Jahren 2005 und 2006 
stark an, und ging 2007 und 2008 wieder auf das 
Niveau davor zurück, was auf verregnete Sommer 
mit verminderten Feizeitaktivitäten zurückgeführt 
wurde. Auch eine Erhöhung der Impfquoten der 
Bevölkerung in den Endemiegebieten hat wahr-
scheinlich zu den relativ stabilen FSME-Inzidenzen 
in den Jahren 2007 und 2008 beigetragen [128]. 
Im Jahr 2009 wurden dem RKI 313 FSME-Fälle 
mit Referenzdefinition gemeldet – keine deutliche 
Erhöhung im Vergleich zu den 289 Fällen des Vor-
jahres [116, 117].
6.1.2.3  Hantavirus-Infektionen
»Hantavirus« ist der Oberbegriff für Serotypen 
aus der Familie Bunyaviridae mit Vertretern wie 
Hantaan-Virus, Puumala-Virus, Dobrava-Belgrad-
Virus, Seoul-Virus, Korea-Fieber-Virus, Sin-Nom-
bre-Virus. Die behüllten Einzel-Strang(−)-RNA-
Viren (ss-RNA; single-stranded RNA) verursachen 
Lungenerkrankungen, akutes Nierenversagen 
Abbildung 6.1
FSME-Erkrankungen nach Meldequartal (übermittelt an das RKI nach IfSG), Deutschland, 2004 – 2009. 
Quelle: Stark et al. 2009 [128]
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(nephrotisches Syndrom) oder schwere hämo-
rrhagische Fiebererkrankungen. Die Bezeich-
nung Hanta geht auf den Fluss Hantaan in Korea 
zurück, an dem in den 1950er Jahren während des 
Koreakrieges mehr als 3 000 UN-Soldaten an einer 
Infektion mit Hantaviren erkrankten. Ein Drittel 
der Erkrankten wies hämorrhagische Symptome 
auf; 5 – 10 % verstarben. Es dauerte fast 25 Jahre, 
bis die Brandmaus Apodemus agrarius als Reservoir 
erkannt wurde [56]. 
Die Übertragung erfolgt durch verschiedene 
Nagetierarten, die selbst nicht apparent erkranken, 
die jedoch über Speichel, Urin und Kot den Erreger 
ausscheiden und damit in die Umwelt entlassen. 
In Deutschland sind es in erster Linie die Brand-
maus Apodemus agrarius aus der Familie der Lang-
schwanzmäuse (engl. Striped field mouse) für den 
Serotyp Dobrava und die Rötelmaus Myodes glareo-
lus (engl. Bank vole) aus der Gruppe der Wühlmäuse 
für den Serotyp Puumala. In Korea treten auch Rat-
ten (Rattus spp.) als Überträger auf (Serotyp Seoul). 
Die Übertragung auf den Menschen erfolgt sowohl 
durch Kontaktinfektion als auch durch orale, über-
wiegend jedoch durch respiratorische Aufnahme 
(via Aerosol) der Erreger, selten durch Nagetierbisse 
[56, 112, 128].
Das in Deutschland am häufigsten vokommende 
Hantavirus, das Puumalavirus, verursacht in der 
Regel milde Verläufe. Die Erkrankung verläuft eher 
grippeähnlich mit Nierenbeteiligung. Die Nieren-
funktionsstörung präsentiert sich mit Hämatu-
rie, Proteinurie und reversiblem Nierenversagen. 
Hämorrhagien treten nur sehr selten auf, die zum 
Schock führende schwere Hypotension fehlt meist. 
Die Letalität liegt unter 1 % [106]. 
Die Übertragung von Hanta-Viren auf den Men-
schen wird wesentlich beeinflusst von der Dichte 
der Maus- und Wühlmauspopulationen, die natür-
licherweise mehrjährigen zyklischen Schwan-
kungen unterliegt. Im Zuge der prognostizierten 
klimatischen Veränderungen könnte es zu güns-
tigeren Lebensbedingungen der Reservoirorganis-
men kommen, wie beispielsweise ein verbessertes 
Nahrungsangebot und höhere Überlebenschancen 
infolge milderer Winter [128]. Allerdings würden 




Quelle: Ulrike Rosenfeld (Photo), PD Dr. Rainer G. Ulrich, Friedrich-Loeffler-Institut, Greifswald-Insel Riems. 
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Endemiegebiete in Deutschland mit besonders 
hohen Erkrankungsinzidenzen sind unter ande-
rem die Schwäbische Alb in Baden-Württemberg, 
der Bayrische Wald, Unterfranken und der Raum 
Osnabrück. Seit 2001, dem Jahr des Inkrafttretens 
des Infektionsschutzgesetzes (IfSG), besteht eine 
Meldepflicht für akute Hantavirus-Infektionen, 
die anhand positiver Laborbefunde nachgewie-
sen werden. Die Analyse der Meldedaten lässt 
aufschlussreiche epidemiologische Trends erken-
nen. Von 2001 bis 2008 wurden insgesamt 3 248 
laborbestätigte Hantavirus-Erkrankungen an das 
Robert Koch-Institut (RKI) übermittelt (Abbildung 
6.3). Die Inzidenz wies in der Regel einen Gipfel 
in den Sommermonaten Mai bis August auf, vari-
ierte aber deutlich zwischen verschiedenen Jahren. 
Im Jahr 2007 gab es einen neuen Höchststand mit 
1 687 Erkrankungsfällen (65 % davon in Baden-
Württemberg; Abbildung 6.4). Dies waren fast 
viermal so viele Fälle wie im Jahr 2005, dem Jahr 
mit der zweithöchsten Inzidenz, mit 448 Fällen. 
In den übrigen Jahren vor 2006 bewegten sich die 
jährlichen Fallzahlen zwischen 72 (2006) und 242 
(2004). Im Jahr 2009 wurden dem RKI 181 Fälle 
gemeldet [116, 117]. Charakteristisch für das Jahr 
2007 war ein früher Anstieg der Inzidenz bereits 
im April. Erste Fall-Kontroll-Studien beim Men-
schen in den Jahren mit hoher Inzidenz (2005: 
bundesweit, 2007: Baden-Württemberg) deckten 
wichtige Risikofaktoren auf, zum Beispiel Tätigkeit 
in der Forstwirtschaft und im Bauwesen oder die 




Hantavirus-Erkrankungen pro 100 000 Einwohner nach 
Kreis, Deutschland, 2007 (n = 1 687). 
Quelle: Stark et al. 2009 [128]
Abbildung 6.3 
Hantavirus-Erkrankungen nach Meldequartal (übermittelt an das RKI nach IfSG), Deutschland, 2004 – 2009. 
Quelle: Stark et al. 2009 [128]
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Es gibt deutliche Hinweise, dass aufgrund des sehr 
milden Winters 2006/07 und eines reichhaltigen 
Nahrungsangebotes (Bucheckernmast) die Mäuse-
populationen ungewöhnlich stark zunahmen [112, 
138] Der ursächliche Einfluss witterungsbedingter 
Faktoren auf die Rekordinzidenz im Jahr 2007 
lässt sich nicht abschließend beurteilen. Für die 
entsprechenden Modellrechnungen sind neben 
den Klimadaten und den im Rahmen der Melde-
pflicht gewonnenen Inzidenzdaten bessere und 
umfassendere Daten zu den Mäusereservoirs not-
wendig (zum Beispiel Determinanten der Populati-
onsdichte und -dynamik, wie auch der Hantavirus-
Prävalenz) [128].
Seit Beginn des Jahres 2010 ist eine auffällige 
Zunahme von Infektionen mit dem Hanta-Virus 
zu verzeichnen. In den ersten Wochen des Jahres 
2010 wurden nach Angaben des Landesgesund-
heitsamtes Baden-Württemberg (LGA) im Regie-
rungspräsidium Stuttgart bereits 85 Hantavirus-
Erkrankungen gemeldet. Diese Zahl war für die 
Jahreszeit ungewöhnlich hoch und überstiegt das 
bisherige Rekordjahr 2007 mit 41 Fällen im Ver-
gleichszeitraum deutlich [62, 93]. Ähnliche Zunah-
men wurden für Bayern, Nordrhein-Westfalen und 
Hessen berichtet. Im ersten Halbjahr 2010 wurden 
dem Robert Koch-Institut insgesamt bundesweit 
1 192 Fälle übermittelt, im Vergleich zu nur 29 
Fällen für das erste Halbjahr 2009 (Datenstand: 
03.11.2010 [119]). Diese Häufungen wurden vermut-
lich durch eine stark ausgeprägte Buchenmast im 
Vorjahr und nachfolgende Massenvermehrung der 
Reservoirtiere begünstigt.
 Zudem bot eine lange Zeit geschlossene 
Schneedecke den Mäusen Schutz vor Feinden. 
Das Robert Koch-Institut hatte bereits im Februar 
2010 davor gewarnt, es könne sich eine ähnlich 
starke Epidemie entwickeln, wie sie 2007 beob-
achtet wurde [31, 32]. Bisher stehen weder ein zuge-
lassener Impfstoff noch eine spezifische Therapie 
zur Verfügung, dennoch lässt sich mit einfachen 
Hygienevorkehrungen das Ansteckungsrisiko 
verringern. Als bestes Abwehrmittel gilt: Keller, 
Schuppen und Dachböden von Mäusen freizuhal-
ten. Beim Entfernen von Mäusekot und Nestmate-
rial sollten Atemschutzmasken und Einmalhand-
schuhe getragen werden [27, 31, 75, 118].
6.1.2.4  Leptospirose
Die Leptospirose (Morbus Weil, Feldfieber, Bata-
viafieber, Erbsenpflückerkrankheit, Reisfeldfieber) 
ist eine durch Spirochäten (gramnegative, gewun-
dene Bakterien) des Genus Leptospira hervorge-
rufene meldepflichtige Zoonose, die vor allem in 
den Subtropen und gemäßigten Klimaten weit ver-
breitet ist. In Deutschland werden seit 1990 pro 
Jahr etwa 50 Erkrankungen registriert (überwie-
gend sporadische Einzelfälle). Die Krankheit wird 
durch die natürlichen Wirte von Leptospira über-
tragen – von Kleinsäugern wie Ratten und Mäuse, 
aber auch von Nutz- und Haustieren (Schweine, 
Rinder, Hunde). Von Mäusen, Wühlmäusen und 
Spitzmäusen, die in innerstädtischen Parkanla-
gen von Zürich gefangen wurden, waren bis zu 
20 % Leptospira-positiv (mittels PCR bestimmt); 
im Mittel waren es 12,6 % [1]. Die Infektion erfolgt 
durch Kontakt mit Urin, Blut oder Gewebe infizier-
ter Tiere bzw. verunreinigtem Boden, Schlamm 
oder Wasser, wobei die Bakterien über Läsionen 
der Haut, über die Schleimhäute oder über die 
Konjunktiven eindringen [130]. In etwa 90 % der 
Fälle wird ein leichter Verlauf der Leptospirose mit 
überwiegend grippeähnlichen Symptomen beob-
achtet. Schwere Verläufe können bei 8 – 22 % der 
Patienten zum Tode führen [55]. 
Selten tritt die Leptospirose in Deutschland 
auch epidemieartig auf. Zuletzt hat es im Juli 
2007 erstmals wieder seit 40 Jahren einen Aus-
bruch mit mehr als 15 Erkrankten gegeben. Unter 
Erntehelfern auf einem Erdbeerfeld bei Düren 
erkrankten 28 Beschäftigte am Feldfieber [19, 25]. 
Dieser Ausbruch wurde mit den klimatischen Ver-
änderungen in Verbindung gebracht, wobei nicht 
in erster Linie der Temperaturanstieg an sich, son-
dern eine Kombination von Starkregen und einer 
mittleren Lufttemperatur von über 18 °C, verbun-
den mit einer hohen lokalen Populationsdichte 
von Reservoirtieren (in diesem Fall Feldmäuse) als 
ausschlaggebend erkannt wurde. Diese prädispo-
nierenden Faktoren werden, ebenso wie eine aus-
bleibende Rückführung der Populationsdichte bei 
den Wirtstieren infolge milder Winter, von den für 
Deutschland prognostizierten Klimaänderungen 
begünstigt [128].
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6.1.2.5  Tularämie (Hasenpest)
Die Tularämie wird durch Francisella tularensis 
(g-Proteobacteria, Familie Pasteurellaceae)3 ver-
ursacht – ein unbewegliches, pleomorphes, strikt 
aerobes, fakultativ intrazelluläres, gramnegatives 
Stäbchenbakterium. Es ist mit 0,2 – 0,7 x 0,2 μm 
verhältnismäßig klein und bildet keine Sporen. Die 
optimalen Bedingungen für sein Wachstum sind 
eine Temperatur von 37 °C und ein pH-Wert von 
6,8 – 7,3. Francisella tularensis stellt hohe Ansprüche 
an die Kulturmedien. Francisellen sind wärmeemp-
findlich; gegenüber Kälte, Feuchtigkeit und Laugen 
besteht dagegen hohe Widerstandsfähigkeit [133]. 
Als Erregerreservoir dienen vornehmlich Nagetiere 
wie Mäuse und Ratten sowie Hasenartige (Wild-
kaninchen und Feldhase), weswegen die Tularä-
mie auch als Hasenpest bezeichnet wird. Weitere 
Bezeichnungen sind Nagerpest, Lemmingfieber, 
Parinaudkrankheit und Hirschfliegenfieber (im 
Englischen auch: Deer-fly Fever, Meat-Cutter’s-
Disease) [129]. F. tularensis ist hochinfektiös – 
bereits 10 bis 50 Bakterien können, via Aerosol 
übertragen, eine Infektion beim Menschen auslö-
sen. In gefrorenem Fleisch kann der Erreger bis 
zu 3 Jahre, in Boden und Wasser mehrere Wochen 
lang überdauern.
Nach einer Inkubationszeit von durchschnitt-
lich 3 – 5 Tagen (Extrema: zwischen einem Tag und 
mehr als einem Monat), entwickelt sich zu Erkran-
kungsbeginn eine meist uncharakteristische, Influ-
enza-ähnliche Symptomatik mit Fieber, Schüttel-
frost und Kopfschmerzen, oft begleitet von einer 
Lymphadenopathie. Das klinische Erscheinungs-
bild variiert in Abhängigkeit von der Eintrittspforte, 
der Virulenz des Erregers sowie der Infektionsdo-
sis [45]. Häufig (70 – 80 %) entwickelt sich eine 
ulzeroglanduläre Form mit Hautgeschwüren und 
regionaler Lymphknotenschwellung [133]. Weitere 
Formen: Glandulär, oculoglandulär, oropharyngeal, 
intestinal, pulmonal und typhoidal [45].
Die zooanthroponotische Übertragung vom 
Tier auf den Menschen kann beim direkten und 
indirekten Kontakt mit infektiösen Hasenartigen 
oder Nagetieren erfolgen (auch beim Zerteilen, 
Abbalgen oder Schlachten [45]; daher die engli-
sche Bezeichnung Meat-Cutter’s-Disease), indirekt 
über blutsaugende Ektoparasiten dieser Wirte (z. B. 
Zecken [127]), durch das Einatmen erregerhaltigen 
Staubes oder durch Verzehr von ungenügend 
erhitztem kontaminiertem Fleisch. Das Vorkom-
men von Tularämie beim Menschen ist als zoono-
tische Erkrankung eng mit den Bedingungen für 
die Wirtspopulation und die Vektoren verbunden. 
So sind die in Deutschland aufgetretenen Fälle und 
insbesondere die Erkrankungscluster (zuletzt im 
Jahr 2006 mit zehn Erkrankten) überwiegend auf 
einen direkten Kontakt mit Hasen zurückzuführen 
[45, 128]. 
Während sich in den Jahren unmittelbar nach 
dem Zweiten Weltkrieg noch 100 bis 200 Men-
schen jährlich mit dem Erreger infizierten, sind 
seit Anfang der 1960er Jahre in Deutschland und 
den meisten europäischen Ländern die Fallzahlen 
deutlich rückläufig. Seit etwa 2005 kommt es wie-
der zu einer Zunahme von Infektionen mit Tular-
ämie [133].
Tabelle 6.1
Nachweis von Tularämie-Erkrankungen 1998 – 2009 beim 
Menschen. 
Quelle: Robert Koch-Institut
3 Ursprünglich Bacterium tularense. Der Artname verweist auf die Entdeckung der Erkrankung durch McCoy im Jahre 1911 
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Ein Klimawandel könnte Auswirkungen auf die 
Nager- beziehungsweise Hasenpopulationen oder 
auf Vektoren wie Zecken [92] haben, die eine stär-
kere Verbreitung der in Deutschland bisher extrem 
selten auftretenden Erkrankung (siehe Tabelle 
6.1) begünstigen. Beispiele aus anderen europäi-
schen Ländern zeigen, dass nach einer starken 
Zunahme von Nagerpopulationen, wie zum Bei-
spiel im Kosovo 1999 und 2000 als Kriegsfolge 
wegen nicht abgeernteter Felder und der zerstörten 
Infrastruktur, die Tularämie sich unter den Reser-
voirtieren epidemieartig ausbreiten kann [87]. Da 
der Erreger wegen seiner extremen Tenazität auch 
in Tierkadavern über Wochen vermehrungsfähig 
bleibt, kam es im Kosovo auch zum Überspringen 
der Erkrankung auf den Menschen mit einem Aus-
bruch von mehr als 300 bestätigten Fällen. Stark 
et al. schließen nicht aus, dass die zu erwartenden 
klimatischen Veränderungen einen vergleich-
baren Effekt auf die Hasen- oder Nagerpopulati-
onen in Deutschland haben könnten, wenn zum 
Beispiel durch milde, frostfreie Winter die natür-
liche Rückführung der Bestände zu geringeren 
Abundanzen entfällt [128]. Allerdings scheinen die 
Beziehungen zum Klima recht komplex zu sein. 
Eine schwedische Arbeitsgruppe untersuchte die 
Zusammenhänge zwischen klimatischen Ereig-
nissen (North Atlantic Oscillation, NAO), Anzahl 
der Hasen und die Inzidenz von Tularämie beim 
Menschen. Ein niedriger NAO-Index, verbunden 
mit kalten Wintern und niedrigen Wasserpegeln 
der Flüsse während des nachfolgenden Sommers 
führte zu einer starken Zunahme der Tularämie-
fälle zwei Jahre später, wobei die Zahl der Hasen 
ohne Einfluss war. Die Autoren folgern: Eine 
künftige Klimaverwärmung muss nicht zu einem 
Anstieg der Tularämie in Schweden führen [82]. 
Ähnliche Verhältnisse werden für die USA in den 
nächsten 50 Jahren erwartet. Obwohl die klimati-
schen Veränderungen die Grenzen der Endemie-
gebiete verschieben werden, soll es insgesamt nicht 
zu einer Zunahme kommen. Denn nicht nur die 
nördlichen Grenzen werden sich nach Norden ver-
schieben, sondern auch die südlichen Grenzen. 
Für Lousiana und Mississippi werden rückläufige 
Inzidenzen vorhergesagt, während in nördlicheren 
Bundesstaaten (Michigan, North Dakota) die Inzi-
denzen steigen sollen [72]. Allenfalls die Übertra-
gung von Reservoirorganismen auf den Menschen 
via blutsaugender Vektoren könnte in solchen Län-
dern begünstigt sein, in denen dieser Infektions-
weg bedeutsam ist. Für schwedische Endemiege-
biete wird daher für die künftigen Jahrzehnte eine 
Zunahme der durch Stechmücken übertragenen 
Tularämie erwartet. Ein Anstieg der monatlichen 
Durchschnittstemperaturen im Sommer um 2 °C 
soll die Tularämie-Saison in den Jahren zwischen 
2010 und 2100 um 3,5 bis 6,6 Wochen verlängern 
[120]. 
6.1.3  Importierte vektorassoziierte Infektionen
Quellen für den Import von vektorassoziierten 
Infektionen sind der Tourismus und der globali-
sierte Handel. Infizierte Touristen können nach 
Aufenthalten in Risikogebieten die Krankheit 
einschleppen. Warenlieferungen, die in Schiffen 
oder Flugzeugen aus Endemiegebieten eintreffen, 
können Vektoren importieren. Ob eine Weiterver-
breitung erfolgt oder nicht, hängt unter anderem 
von den klimatischen Faktoren ab. Dass eine auto-
chthone Übertragung unter bestimmten Vorausset-
zungen durchaus möglich ist, hat sich in eindrucks-
voller Weise im Sommer 2007 in Oberitalien in 
der Region Emilia Romagna gezeigt. Die Einreise 
einer mit dem Chikungunya-Virus infizierten Per-
son aus Indien führte zu einem inzwischen epi-
demiologisch und virologisch gut dokumentierten 
Ausbruch (Abbildung 6.6). Dieser wurde durch 
dort in großer Dichte vorkommende Aedes-Mücken 
ermöglicht. Insgesamt erkrankten 205 Personen 
und ein 83-Jähriger, der an Vorerkrankungen litt, 
verstarb [64, 139]. Der Etablierung des West-Nil-
Virus in (fast ganz) Nordamerika ging vermutlich 
ein Import von infizierten Reservoiren (Vögel) und/
oder Vektoren (Culex) aus Israel voraus [132].
6.1.3.1  Malaria
Nach Angaben der Weltgesundheitsorganisation 
(WHO) sterben weltweit jährlich knapp eine Mil-
lion Menschen an der Malaria, etwa die Hälfte von 
ihnen sind Kinder unter fünf Jahren. 90 % der 
Erkrankten leben auf dem afrikanischen Kontinent. 
Für 2008 wurde eine Zahl von 243 Millionen Fällen 
geschätzt, mit etwa 863 000 Verstorbenen [136].
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Aus Europa ist die Malaria als endemische 
Krankheit verschwunden. Hierfür war neben öko-
logischen Faktoren (Vernichtung der Brutbiotope 
der Vektoren zum Beispiel durch Trockenlegung 
von Sümpfen, Mückenbekämpfung und andere) 
vor allem die bessere medizinische Versorgung von 
entscheidender Bedeutung [42]. Auch in Deutsch-
land ist die Malaria nicht mehr endemisch. Den-
noch wurden seit 2001 pro Jahr etwa 600 – 1 000 
Erkrankte gemeldet (mit rückläufiger Tendenz), 
bei denen es sich – abgesehen von seltenen Ein-
zelfällen – überwiegend um Personen handelt, die 
sich in Malariagebieten aufgehalten haben (Urlau-
ber oder Immigranten). Zunehmende Bedeutung 
erlangen dabei Immigranten, die auf Verwand-
tenbesuch in ihre frühere Heimat reisen (VFR – 
Visiting Friends and Relatives [16, 18, 84, 126]). Dies 
betrifft vorwiegend Immigranten aus dem subsaha-
rischen Afrika und von Inseln im Indischen Ozean 
[40, 84, 126]. Im Berichtsjahr 2008 wurden 547 
Malaria-Fälle gemeldet; davon starben 2 Patienten 
(0,4 %; 2009: 523 Fälle). Bezogen auf die Bevölke-
rungszahl errechnet sich für Deutschland im Jahr 
2008 eine Inzidenzrate von 0,7 Fällen pro 100 000 
Einwohner [121]. Neben der eingeführten Malaria 
werden in sehr seltenen Fällen auch autochthone 
Übertragungen beobachtet, so etwa 1997 bei zwei 
Patienten in einem Duisburger Krankenhaus, in 
dem gleichzeitig ein Malaria-Patient stationär 
behandelt wurde [61]. Ein weiterer dieser seltenen 
Fälle ereignete sich in Berlin-Tegel im Jahr 1991 als 
zwei Kanal-Arbeiter, die sich nachweislich noch nie 
in Malariagebieten aufgehalten hatten, an Malaria 
erkrankten. Vermutliche Ursache: Eine mit Plas-
modien infizierte Stechmücke, die in einem Flug-
zeug mitgereist war [28].
Verursacher der Malaria sind parasitische Proto-
zoen der Gattung Plasmodium (Haemosporoida). 
Hauptwirt ist der Mensch, als Vektoren wirken 
Stechmücken der Gattung Anopheles [44, 79]. In 
Europa existieren etwa 18 verschiedene Anopheles-
Arten – am wichtigsten sind diejenigen aus dem 
Anopheles maculipennis Komplex [57]. Obwohl einige 
der Arten, die Malaria übertragen können, auch in 
Deutschland vorkommen, ist ihre Abundanz den-
noch gering. Bezüglich ihrer Vektorkompetenz ist 
wenig bekannt, weshalb das heutige Risiko einer 
Malaria-Übertragung durch früher effiziente Ano-
pheles-Mücken schwer einzuschätzen ist. Prinzipi-
ell bedeutet aber eine Erwärmung, dass effizientere 
Malaria-Vektoren nach Europa vordringen können 
und sich die Entwicklungsbedingungen für die 
Parasiten in den Vektoren verbessern [128]. 
Als Indiz für eine mögliche Förderung der 
Malaria durch Erwärmung gilt das Vordringen in 
Abbildung 6.5
Anzahl der gemeldeten Malariafälle in Deutschland von 1998 – 2009. 
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größere Höhenlagen, wie es am Beispiel Ostafrikas 
beobachtet wurde [139]. Bei zunehmend stärkerer 
Erwärmung in Europa werden zunächst in Süd-
europa die prinzipiellen Voraussetzungen für eine 
Malaria-Übertragung günstiger werden. Mit spora-
dischen Fällen autochthoner Übertragung ist dann 
zu rechnen. Größere Ausbrüche von autochthoner 
Malaria oder gar eine längerfristige Etablierung des 
Malaria-Erregers in Deutschland sind angesichts 
der hohen medizinischen Standards (Früherken-
nung und effiziente Therapie bei Malaria-Erkrank-
ten und damit Verhinderung von übertragungsfä-
higen Erregerreservoirs) äußerst unwahrscheinlich 
[128]. Auch Gething et al. (2010) verweisen darauf, 
dass klimatische Einflüsse auf eine Ausbreitung 
der Malaria um zwei Größenordnungen weniger 
wirksam sind als umgekehrt effiziente Bekämp-
fungsmaßnahmen für eine Zurückdrängung [42].
In umgekehrter Betrachtung hat der Faktor 
Klima beim Verschwinden der Malaria in Europa 
keine wesentliche Rolle gespielt, denn dieses 
Verschwinden vollzog sich teilweise parallel zu 
einem Anstieg der Temperaturen [42]. Vor allem 
für England ist die Geschichte der Krankheit gut 
dokumentiert [94, 131]. Zahlreiche Quellen bele-
gen, dass es dort Malaria bereits im Mittelalter gab 
und die Krankheit selbst während der Kleinen Eis-
zeit seit dem 16. Jahrhundert weit verbreitet war. 
In Schweden und Finnland erreichte Malaria fast 
den Polarkreis [51]. Der Rückzug der Krankheit 
hatte zahlreiche nichtklimatische Ursachen wie 
die Entwässerung von Sümpfen, Landflucht der 
Bevölkerung und bessere medizinische Versor-
gung [42]. Endgültig frei von Malaria wurde Europa 
dann durch die Anwendung von DDT nach dem 
Zweiten Weltkrieg. Die historische Betrachtung 
zeigt, dass auch für die zukünftige Verbreitung der 
Krankheit andere Faktoren von größerer Bedeu-
tung sein können als die klimatischen Verhältnisse 
[58]. Wesentlich für die Ausrottung der Malaria 
war das Durchbrechen des Infektionskreises Plas-
modium – Anopheles – Mensch. Für eine Re-Etab-
lierung der Malaria müsste sich dieser Kreis erst 
wieder etablieren. Dies erscheint aber unter den 
in Mitteleuropa gegebenen Bedingungen äußerst 
unwahrscheinlich. 
6.1.3.2  Leishmaniose
Leishmanien (Leishmania) sind geißeltragende, 
obligat intrazelluläre Protozoen (Familie Trypano-
somatidae, Ordnung Kinetoplastida), die sich in 
Makrophagen vermehren. Entscheidend für die 
Etablierung des Lebenszyklus von Leishmanien 
ist das Vorkommen geeigneter Vektoren. Es findet 
ein Wirtswechsel statt zwischen Insekten (Sand-
mücken, Familie Psychodidae) und Wirbeltieren 
(Schafe, Hunde)/Menschen. Das durch Leishma-
nien hervorgerufene Krankheitsbild wird als Leish-
maniose bezeichnet. Beim Stich der Sandmücke 
werden mit dem Speichel promastigote (geißelt-
ragende) Formen abgegeben, die im Wirbeltier 
von einem Makrophagen phagozytiert werden. Im 
Makrophagen wandelt sich die begeißelte in eine 
unbegeißelte (amastigote) Form, die sich durch 
Teilung vermehrt. 
Nach dem Ort der befallenen Makrophagen wer-
den drei Formen der menschlichen Leishmaniose 
unterschieden: Die innere (viszerale; Milz, Leber, 
Darm), kutane (Haut) und mukokutane (Schleim-
häute) Leishmaniose. Immunsupprimierte Perso-
nen und Kinder tragen nach Infektion ein höheres 
Risiko, eine klinisch manifeste viszerale Leishma-
niose zu entwickeln. Hunde und Nager scheinen 
das Hauptreservoir des Erregers zu sein; aber 
auch Katzen und andere Tiere können Reservoir 
für Leishmania sein. Die Erreger sind weltweit in 
vielen tropischen und subtropischen Regionen ver-
breitet. Im Mittelmeerraum und im Nahen Osten 
ist Leishmania infantum teilweise endemisch. 
In manchen Gegenden Südeuropas wurden bei 
Hunden mit serologischen Methoden und PCR 
Infektionsprävalenzen von 20 % und mehr gefun-
den [20, 125]. Damit ergibt sich ein prinzipielles 
Infektionsrisiko, wenn Urlauber herrenlose Hunde 
aus den Endemiegebieten des Mittelmeerraumes 
nach Deutschland bringen. Oftmals werden gezielt 
an Leishmaniose erkrankte Hunde wegen ihres 
bemitleidenswerten Aussehens von skrupellosen 
Geschäftemachern vermittelt [3].
Auch sonst ist der Tourismus eine mögliche 
Quelle, die Leishmaniose nach Deutschland zu 
importieren. Pro Jahr starten etwa 18 Millionen Rei-
sende von Deutschland aus in den europäischen 
Mittelmeerraum, bei einer durchschnittlichen 
Aufenthaltszeit von zwei Wochen. Im Zeitraum 
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von 2000 bis 2007 wurden von der Beratungs- 
und Dokumentationsstelle für Leishmaniosen am 
Institut für Tropenmedizin Berlin (Charité) bun-
desweit insgesamt 56 Leishmaniosen (29 kutane/
mukokutane Leishmaniosen und 27 viszerale 
Leishmaniosen) erfasst, die aus europäischen Mit-
telmeerländern importiert worden waren [47]. Da 
die Meldungen auf freiwilliger Basis erfolgten, ist 
bei diesen Daten von einer gewissen Dunkelziffer 
auszugehen. Trotzdem kann das Risiko insgesamt 
als gering eingeschätzt werden [128]. 
Um den Infektionskreis zu schließen, bedarf es 
eines kompetenten endemischen Vektors. Sand-
mücken (Gattung Phlebotomus) sind fast überall 
dort verbreitet, wo die jährliche Durchschnittstem-
peratur nicht unter 10 °C fällt. (In Deutschland liegt 
die Durchschnittstemperatur zurzeit bei ca. 9 °C, 
mit deutlichen regionalen Unterschieden – die 
10 °C-Jahresisotherme reichte in den 1990er Jah-
ren längs des Rheins bis zur Höhe der Stadt Köln)
(s. Abschnitt 2.1.3). Lange Zeit wurde davon ausge-
gangen, dass in Deutschland keine Sandmücken 
vorkommen, was jedoch 1999 zuerst mit Funden 
am Kaiserstuhl widerlegt wurde [73]. Mittlerweile 
sind für Deutschland zwei Sandmückenarten nach-
gewiesen, die als potenziell geeignete Vektoren 
angesehen werden können. Während Phlebotomus 
perniciosus Leishmanien übertragen kann, ist für 
die in Süddeutschland entdeckte Spezies Phleboto-
mus mascittii bisher keine Vektorkompetenz belegt 
– sie wird als anthropophiler Lästling eingestuft 
[73]. Infolge der Erwärmung könnte sich das Ver-
breitungsgebiet der Sandmücken in Deutschland 
weiter nach Norden ausdehnen. 
Generell ist das Risiko einer autochthonen 
Infektion von Menschen zurzeit als sehr gering 
anzusehen. Dennoch kam es in den letzten Jahren 
in Einzelfällen zu Leishmaniose-Erkrankungen, 
die wahrscheinlich autochthon übertragen wur-
den. Betroffen waren ein Kleinkind, das sich nie in 
Endemiegebieten aufgehalten hatte [11] sowie Haus-
hunde und ein Pferd [60]. 
Um eine Etablierung der Leishmaniose in 
Deutschland zu verhindern, sollten umfassende 
und gut funktionierende Surveillances eingeführt 
werden, und zwar für die Bereiche Vektoren (sys-
tematische entomologische Untersuchungen), 
Reservoirtiere (Prävalenzstudien bei Hunden) und 
Mensch (Früherkennung von autochthonen Fällen, 
Labordiagnostik). Zudem wäre eine Aufnahme der 
menschlichen Leishmaniose-Infektionen in die 
Liste der gemäß IfSG meldepflichtigen Erreger-
nachweise (§7 IfSG) erwägenswert. Die Einfuhr von 
Hunden und Katzen aus Südeuropa sollte entspre-
chend begrenzt werden [128].
6.1.3.3  Denguefieber
Das Denguefieber verursachende Virus ist ein 
behülltes Einzel-Strang-RNA-Virus (ss-RNA), das 
zur Familie Flaviviridae gehört. Es werden vier Sero-
typen unterschieden (DEN-1 bis DEN-4), die zum 
Teil in überlappenden Endemiezonen vorkommen. 
Wirtsorganismen sind Mensch und andere Prima-
ten [124]. Die wichtigsten Überträger (Vektoren) 
sind Aedes aegypti und Aedes albopictus [33]. Dengue-
fieber ist vor allem eine Krankheit der Großstädte, 
weil die Überträgermücken Aedes aegypti und Aedes 
albopictus besonders gut an das städtische Biotop 
angepasst sind. Als Brutbiotope genügen winzige 
Wasseransammlungen in Eimern, Dosen, Fla-
schen, Autoreifen oder Plastikfolien [99].
Das klinische Bild der Dengue-Virus-Infektion 
reicht von milden bis zu schweren, unter Umstän-
den tödlichen Krankheitsverläufen. In der Regel 
steht eine akut einsetzende, grippeähnliche Sym-
ptomatik mit Fieber und stärkeren Kopf- und Glie-
derschmerzen im Vordergrund. Bei Patienten mit 
einer Vorerkrankung, häufiger auch bei Kindern in 
Endemiegebieten (z. B. bei erneuter Infektion mit 
einem anderen Dengue-Typ), kann die Krankheit 
einen schwereren Verlauf nehmen. Denguefie-
ber zählt nach Einschätzungen der WHO zu den 
größten gesundheitlichen Bedrohungen weltweit. 
Ungefähr zwei Fünftel der Weltbevölkerung leben 
in Endemiegebieten. In ca. 500 000 Fällen ist ein 
Krankenhausaufenthalt nötig [134]. Jährlich werden 
einige 10 bis 100 Millionen Menschen von dieser 
Erkrankung befallen. 
Das syntope Vorkommen von zwei oder mehr 
Serotypen ermöglicht sukzessive Infektionen mit 
mehr als einem Serotyp, wobei die zweite Infektion 
einen schwereren Verlauf nehmen kann. Abhängig 
von der Schwere der Infektion kann es neben Fie-
ber zu hämorrhagischen Verläufen und auch zum 
Schocksyndrom – mit häufig tödlichem Ausgang 
– kommen [68, 95]. Bei Dengue hämorrhagischem 
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Fieber und Dengue-Schocksyndrom kann die Leta-
lität 6 – 30 % betragen [74].
Nach Europa werden infizierte Mücken über 
den internationalen Handel (z. B. Containerschiffe, 
Obstlieferungen) eingeschleppt. Zudem infizieren 
sich Urlauber in den tropischen und subtropischen 
Endemiegebieten, wie z. B. Thailand, Indien und 
Südamerika [38, 54]. Dadurch können Epidemien 
in Urlaubsländern auch für uns relevant werden. 
Die seit Oktober 2009 in Kap Verde beobachtete 
Epidemie betraf bis zum 15. Dezember 2009 insge-
samt 20 914 Verdachtsfälle, 174 Fälle von hämorrha-
gischem Fieber und 6 Verstorbene [135]. Doch unge-
achtet der Tatsache, dass pro Jahr wahrscheinlich 
mindestens 500 Dengue-Virus-Infektionen nach 
Deutschland importiert werden, ist die Wahrschein-
lichkeit einer Weiterverbreitung durch einheimi-
sche Mücken eher gering. Auch wenn diese Infek-
tionen zum Teil zu schweren klinischen Verläufen 
führen, dauert die Virämie nur wenige Tage und die 
nachgewiesenen Virustiter sind gering, was eine 
effiziente Übertragung und Ausbreitung erheblich 
erschwert. Zudem sind die Virus übertragenden 
Mücken in Deutschland bisher nicht etabliert [12]. 
Der hauptsächliche Vektor, Aedes aegypti, erträgt 
keine kalten Winter und ist deswegen zurzeit auf 
tropische und subtropische Regionen beschränkt 
[132]. Für das Jahr 2009 wurden dem RKI 298 Fälle 
gemeldet (das entspricht einer Inzidenz von 0,4 
pro 100 000 Einwohner) – drei davon waren mit 
hämorrhagischem Fieber [116, 117].
Im September 2010 wurde in Südfrankreich 
(Nizza) ein Fall von autochthon übertragenem 
Denguefieber diagnostiziert [26], die erste autoch-
thone Übertragung in Europa seit einer Dengue-
Epidemie in Griechenland 1927/28. Dies kommt 
nicht völlig überraschend, da in Frankreich (wie 
in anderen südeuropäischen Ländern) der Vektor 
Aedes albopictus etabliert ist und jährlich mehrere 
hundert Dengue-Infektionen importiert werden. In 
Deutschland wurde der Vektor bisher nicht nach-
gewiesen, abgesehen von dem Fund von Eiern im 
Jahre 2007 im Oberrheingraben. Bei einem geeig-
neten Zusammenwirken verschiedener Faktoren 
(Existenz kompetenter Vektoren in höherer Dichte, 
Personen mit importierter Infektion in der virä-
mischen Phase, ausreichend hohe Temperaturen 
für die Virusvermehrung im Vektor) wären auto-
chthone Infektionen auch in Deutschland denkbar.
6.1.3.4  Weitere Erreger
West-Nil-Virus
Ursprungsland des West-Nil-Virus (WNV) ist 
Afrika (erster Fall 1937 in Uganda, West-Nil-Dist-
rikt). Hauptwirte und Reservoir sind Sperlingsvö-
gel (Passeriformes mit etwa 5 700 Arten), die von 
blutsaugenden ornithophilen Stechmücken der 
Gattung Culex mit dem Virus infiziert werden. 
Menschen und Pferdeartige (Equidae) sind Neben-
wirte, deren Virämie im allgemeinen zu niedrig ist, 
um eine Re-Infektion von Stechmücken zu ermög-
lichen [132]. Da europäische Zugvögel zum Teil in 
Afrika überwintern, können sie sich dort infizieren 
und beim Rückflug das West-Nil-Virus nach Europa 
einschleppen. Auf diese Weise gelangte das West-
Nil-Virus in den Jahren 1996 und 1997 nach Rumä-
nien. In Europa zirkuliert das Virus dann innerhalb 
von Vogelpopulationen, von wo aus es auch auf den 
Menschen übertragen werden kann. Der Vektor 
ist dabei Culex pipiens pipiens. Bei einer Epidemie 
in der Umgebung von Bukarest waren ungefähr 
400 Menschen infiziert, 31 starben [6, 8]. Im Jahre 
1999 wurden in New York (USA) die ersten Infek-
tionen auf dem amerikanischen Doppelkontinent 
registriert. Innerhalb kurzer Zeit verbreitete sich 
das Virus auf dem gesamten nordamerikanischen 
Kontinent [8] und drang von dort aus in den 2000er 
Jahren nach Südamerika vor [132]. Bereits 2003 
waren fast alle US-Staaten betroffen, fast 10 000 
Menschen waren erkrankt, von denen 264 starben 
[15]. Aufgrund des intensiven Einsatzes von Insek-
tiziden sind die Inzidenzen gegenwärtig rückläufig 
(2008: 1 356 Fälle, 2009: 663 Fälle [17]). 
Durch eine Mutation im Helikase-Gen (T249P)4 
erlangten die amerikanischen Stämme des West-
Nil-Virus eine besonders hohe Virulenz [13]. Bei der 
großflächigen Epidemie in den USA kamen meh-
rere Faktoren zusammen: Erstens, diese Mutation, 
zweitens, die nordamerikanischen Vögel waren 
dem Virus gegenüber immunologisch naiv, drit-
tens, die Vektorkompetenz der heimischen Culex-
Arten. Sowie, viertens, geringe, aber bedeutsame 
evolutionäre Änderungen, die eine rasche Aus-
breitung bei höheren Temperaturen ermöglichten: 
4 Infolge dieser Mutation wird im Helikase-Molekül an der 
Position 249 die Aminosäure Threonin durch Prolin er-
setzt.
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Aus dem ursprünglich 1999 in New York isolierten 
Stamm (NY99) entwickelte sich der Stamm WN02, 
der bei Temperaturerhöhungen deutlich stärker als 
der Ausgangsstamm mit erhöhten Transmissions-
raten reagiert [59, 132]. Höhere Temperaturen spiel-
ten also eine Rolle; waren aber nur ein Faktor von 
mehreren.
In Europa sind Erkrankungen infolge eines 
autochthon übertragenem West-Nil-Virus insge-
samt weiterhin selten. Allerdings traten in den 
letzten Jahren in einigen Regionen immer wieder 
autochthone Einzelfälle oder kleinere Ausbrüche 
auf (vor allem in Rumänien, Südfrankreich, Italien, 
Ungarn, Russland). In der Sommerperiode 2010 
war teilweise in diesen Regionen und zum ersten 
Mal auch in Griechenland (Makedonien) eine rela-
tiv starke West-Nil-Fieber-Aktivität zu verzeichnen 
[37]. Auch wenn in Deutschland bisher ausschließ-
lich importierte Erkrankungsfälle dokumentiert 
sind, besteht auch hier prinzipiell das Risiko des 
Einschleppens über Zugvögel und nachfolgender 
autochthoner Infektionen beim Menschen. Ein 
serologischer Nachweis von WNV-Antikörpern in 
einheimischen Vögeln und Zugvögeln war bei bis 
zu 5 % positiv [7, 24, 65], obwohl der Nachweis von 
infektiösen West-Nil-Viren in Deutschland bisher 
nicht und auch in anderen europäischen Ländern 
nur sehr vereinzelt gelungen ist [128].
Chikungunya-Virus
Verursacher des Chikungunya-Fiebers ist das 
durch Stechmücken (Aedes aegypti und A. albo-
pictus, Synonym Stegomyia albopicta) übertragene 
Chikungunya-Virus (CHIKV), das zur Familie 
der Togaviridae gehört. Hauptverbreitungsgebiete 
sind Afrika, Indischer Subkontinent und Südost-
asien. Nach dem Vorkommen des Virus werden 
fünf (auch genetisch diversifizierte) Formen unter-
schieden: eine westafrikanische, eine zentralafrika-
nische, eine ost- und südafrikanische, eine des Indi-
schen Ozeans sowie eine asiatische. Nichthumane 
Primaten und vermutlich auch Nagetiere sind 
Reservoir und Amplifikationswirte. Der Mensch 
ist nur Zufallswirt, kann aber bei einer Epidemie 
auch selbst zum Amplifikationswirt werden. Nach 
einer Inkubationszeit von 2 – 3 Tagen kommt es zu 
(rasch ansteigendem) hohem Fieber, Schüttelfrost, 
Konjunktivitis, Myalgien und Arthralgien. Auf das 
letztgenannte Symptom bezieht sich der Name 
Chikungunya (= »der gekrümmt Gehende«, in der 
Sprache der Makonde, einem Bantuvolk in Tansa-
nia). Da eine Chikungunya-Infektion in seltenen 
Fällen auch hämorrhagisches Fieber verursachen 
kann, besteht in Deutschland Labormeldepflicht 
nach Infektionsschutzgesetz (IfSG)5. In Europa ist 
das Chikungunya-Fieber bisher hauptsächlich als 
importierte Erkrankung bei rückkehrenden Tro-
penreisenden diagnostiziert worden [105]. 
Im März 2005 begann auf der französischen 
Insel La Réunion (im südwestlichen Indischen 
Ozean gelegen) eine große Chikungunya-Epidemie, 
die im Februar 2006 ihren Höhepunkt erreichte, 
um bis Ende 2006 langsam abzuklingen. Nach 
Angaben der Behörden waren mehr als 260 000 
Personen betroffen [83]; 254 Menschen starben 
(überwiegend ältere Menschen > 70 Jahre). Zusätz-
lich waren weitere Inseln im Indischen Ozean 
betroffen (Komoren, Madagaskar, Malediven). Die 
CHIK-Viren trafen hier auf eine weitestgehend 
immunologisch naive Bevölkerung, da Ausbrüche 
in dieser Region lange Zeit nicht aufgetreten waren 
[98]. Durch die zahlreichen Urlauber, die in diese 
Region reisen, kam es zwangsläufig auch zu Impor-
ten von Infektionen bei Reiserückkehrern; allein in 
Frankreich wurden zirka 164 Fälle erfasst [24]. Zwei 
Jahre nach dem Ausbruch auf La Réunion ereig-
nete sich eine schwere Epidemie in Indien, von der 
mehr als 2 Millionen betroffen waren. Überträger 
war hier ebenfalls Aedes albopictus [8].
Im Sommer 2007 kam es im Norden Italiens 
(Region Emilia-Romagna) zu einem unerwarteten 
Ausbruch. Ein einreisender Inder, aus dem Bunde-
staat Kerala (wo ein großer Ausbruch stattgefunden 
hatte), brachte das Virus mit. Einheimische Aedes 
albopictus übertrugen die Infektion auf andere 
Personen. Die nach Italien importierten CHIKV-
Stämme enthielten eine Mutation im E1 Glykopro-
tein (A226V6), die offenbar die Infektiosität für A. 
5 Diese Meldepflicht bezieht sich auf durch Viren verursachtes hämorrhagisches Fieber, nicht auf das Chikungunya-Virus 
[10]. BMJ – Bundesministerium der Justiz (2010) Gesetz zur Verhütung und Bekämpfung von Infektionskrankheiten beim 
Menschen. BMJ Berlin.
6 Die Aminosäure Valin ersetzt Alanin an Position 226.
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albopictus erhöhte [122]. Ein 83 Jahre alter Patient 
verstarb an der Krankheit [8]. Eine Beteiligung des 
Klimawandels an diesem Geschehen ist unwahr-
scheinlich, da A. albopictus bereits in Italien eta-
bliert war [97]. Durch entsprechende Gegenmaß-
nahmen konnte die Epidemie rasch eingedämmt 
werden (Abbildung 6.6). Im Jahr 2008 gab es in 
Italien keine weiteren Ausbrüche.
Auch nach Deutschland wurden in den letzten 
Jahren CHIK-Infektionen eingeschleppt (2006: 
53 nach IfSG gemeldete Fälle, 2007: 32, 2008: 17) 
(Abbildung 6.7). Es ist von einer Untererfassung 
auszugehen, da bei mildem klinischem Verlauf 
häufig eine spezifische Diagnostik unterbleibt. 
Die relativ hohe Fallzahl in 2006 spiegelt die 
internationale Situation mit großen Ausbrüchen 
auf einigen Inseln des Indischen Ozeans und dem 
Indischen Subkontinent wider [128]. Eine Etablie-
rung von CHIKV in Deutschland setzt die Etab-
lierung eines kompetenten Vektors voraus. Aedes 
albopictus ist ursprünglich in Südost-Asien behei-
matet, kommt aber mittlerweile in Afrika, Amerika 
und Europa vor. Der europäische Erstnachweis 
erfolgte im Jahr 1979 für Albanien. Italien wurde 
1990 erreicht. In den folgenden Jahren verbreitete 
sich der Vektor in Italien, Frankreich, Griechenland 
und Spanien. Im September 2007 wurden Eier 
von Aedes albopictus im Oberrheingraben nach-
gewiesen. Die Art ist ökologisch gesehen recht 
anspruchslos und brütet in kleinsten Wasseran-
sammlungen. Die Larve schlüpft bei Temperaturen 
Abbildung 6.6
Chikungunyafieber-Ausbruch, Norditalien, Sommer 2007.
Quelle: Rezza G, et al. Infection with chikungunya virus in Italy: an outbreak in a temperate region.  
Lancet 2007;370:1840-1846 . [98]. 
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von über 10 °C; bei hohen Sommertemperaturen 
kann die Entwicklung vom Ei zum Adultus in einer 
Woche abgeschlossen sein [8].
Gelbfieber
Das Gelbfiebervirus ist die Typspezies der Familie 
Flaviviridae, deren Mitglieder typischerweise eine 
einzelsträngige RNA mit positiver Polarität als 
Genom besitzen, das von einem sphärischen Kap-
sid umgeben ist. Das Gelbfiebervirus ist der Erre-
ger des Gelbfiebers; es wird durch Stechmücken 
verschiedener Gattungen (unter anderem Aedes, 
Haemagoggus und Sabethes) mit dem Speichel beim 
Blutsaugen übertragen. Wichtigster Vektor für die 
Übertragung auf den Menschen ist die Gelbfieber-
mücke (Aedes aegypti), da diese Spezies sehr gut an 
urbane Lebensräume angepasst ist (urbaner Zyk-
lus). Neben dem urbanen existiert noch der sylvati-
sche Zyklus, bei dem nicht-humane Primaten von 
Stechmücken der Gattungen Aedes, Haemagogus 
und Sabethes infiziert werden. Während in Afrika, 
das als ursprüngliche Heimat des Gelbfiebers gilt, 
die Krankheit bei diesen Primaten mehrheitlich 
asymptomatisch verläuft, endet sie in Südamerika 
oft tödlich. 
Beim Menschen nimmt das Gelbfieber meist 
einen milden Verlauf mit Fieber, Übelkeit und 
Schmerzen, die nach einigen Tagen wieder abklin-
gen. In einigen Fällen schließt sich eine toxische 
Phase an, in der es zu einer Leberschädigung mit 
Gelbsucht kommt. In der schweren Verlaufsform 
des hämorrhagischen Fiebers mit verstärkten Blu-
tungsneigung (hämorrhagische Diathese) kommt 
es kurz vor dem Tod der Patienten zum Erbre-
chen von geronnenem Blut, das der Krankheit den 
archaischen Namen »schwarzes Erbrechen« gege-
ben hat. Nach Schätzungen der WHO erkranken 
jährlich 200 000 Menschen, wovon 30 000 sterben. 
Die Mehrzahl der Infektionen (geschätzte 90 %) 
ereignet sich auf dem afrikanischen Kontinent.
Trotz eines sehr effizienten Impfstoffes kommt 
es aufgrund der unzureichenden Durchimpfung 
der Bevölkerung in Afrika und Südamerika immer 
wieder zu Ausbrüchen und Todesfällen. Die starke 
Bevölkerungszunahme bei fehlendem Impfschutz 
stellt ein erhebliches Risiko für wiederkehrende 
Ausbrüche in den Ballungsgebieten beider Konti-
nente dar. So kam es im Frühjahr 2008 erstmals 
seit 70 Jahren zu einer Gelbfieberausbreitung in 
urbanen Randgebieten in Paraguay, was belegt, 
dass in den Dschungelgebieten der Region nach 
wie vor die Infektionserreger verbreitet sind. Gele-
gentlich erkranken ungeimpfte Reisende, die sich 
in den endemischen Gebieten aufhalten, mit zum 
Teil dramatischem Ausgang. So sind in den vergan-
genen zehn Jahren drei nach Europa importierte 
Fälle von Gelbfieber bekannt geworden. Alle drei 
Patienten sind an der Infektion verstorben. Das 
Risiko einer Einschleppung und autochthonen 
Verbreitung ist auf Grund des sehr akuten Krank-
heitsverlaufs sehr gering, zumal die intensivme-
dizinische Behandlung dieser Patienten einer 
Weiterverbreitung der Infektion durch Überträ-
germücken sicherlich entgegensteht [128]. Anders 
sieht es hier mit dem Import über Waren aus. Die 
Einschleppung von potentiellen Aedes-albopictus-
Vektoren durch Autoreifen aus Südamerika in die 
USA ist gut belegt [70]. Damit erscheint zugleich 
ein Risiko für Gelbfieber- und auch Dengue-Aus-
brüche gegeben. 
Abbildung 6.7
Importierte Chikungunyavirus-Erkrankungen nach Meldequartal, Deutschland, 2006 – 2009.
Quelle: Stark et al. 2009 [128]
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6.2 Auswirkungen des Klimawandels  
 auf lebensmittelbedingte  
 Infektionen und Intoxikationen 
Erreger von bakteriellen Enteritiden (Salmo-
nellen, Campylobacter) werden meistens mit 
kontaminierter Nahrung aufgenommen (Ge-
flügel, Rohmilch, Speiseeis).
Die Inzidenzen sind in den Sommermona-
ten deutlich erhöht.
Schätzungen zufolge kann ein Temperatu-
ranstieg um 1 °C zu 4 – 5 % mehr bakteriellen 
Enteritiden führen.
Marine Algen bilden Toxine, die in die 
Nahrungskette (Muscheln, Mensch) gelangen 
können. Infolge der Temperaturerhöhungen 
ist eine Zunahme von Algenblüten an den 
norddeutschen Küsten möglich.
6.2.1  Bakterielle Enteritiden
Lebensmittelbedingte Infektionen durch Salmonel-
len, Campylobacter und andere enterale Erreger zäh-
len zu den häufigsten Infektionskrankheiten [29]. 
Salmonellosen sind durch Bakterien der Gattung 
Salmonella verursachte Erkrankungen. Beim Krank-
heitsbild steht Durchfall im Vordergrund; dane-
ben sind Bauchschmerzen, Erbrechen, Übelkeit 
und Fieber möglich, wobei die Symptome in der 
Regel nur wenige Stunden oder Tage andauern, bei 
einem Teil der Betroffenen aber auch zu mehrtä-
gigen Krankenhausaufenthalten führen können. 
Enteritis-Salmonellen kommen weltweit u. a. in 
Geflügel, Schweinen, Rindern, aber auch Repti-
lien (dort seltenere Serovare [36]) vor. Sie werden 
meist durch den Verzehr kontaminierter Lebens-
mittel übertragen [114]. Im Berichtsjahr 2009 wur-
den dem RKI 31 397 Salmonellose-Erkrankungen 
gemäß Referenzdefiniton gemeldet; im Jahr davor 
waren es 42 909 Fälle [114, 116, 117].
Bakterien der Gattung Campylobacter verursachen 
eine Darminfektion, die typischerweise mit Bauch-
schmerzen und wässrigem, gelegentlich blutigem 
Durchfall einhergeht. Die wichtigsten humanpa-
thogenen Spezies sind C. jejuni und C. coli. Die 
Übertragung auf den Menschen erfolgt vor allem 
über tierische Lebensmittel (Geflügel, Rohmilch) 
und Haustiere. Campylobacter-Gastroenteritiden 
waren 2008 in Deutschland mit 64 731 Erkrankun-
gen gemäß Referenzdefiniton die häufigsten bakte-
riellen Durchfallerkrankungen [114]; im Jahr 2009 
Abbildung 6.8
Fälle (jeweils nach Referenzdefinition) von Salmonellosen und Campylobacter-Enteritis für die Jahre 2001 – 2009.
Quellen: Infektionsepidemiologische Jahrbücher meldepflichtiger Krankheiten für die Jahre 2001 bis 2009.  
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waren sie mit 62 789 Erkrankungen nur geringfü-
gig weniger häufig [116, 117]; vergl. Abbildung 6.8.
Beide Erkrankungen weisen einen ausgepräg-
ten saisonalen Trend auf, mit deutlich erhöhter 
Inzidenz in den Sommermonaten. Dies gilt eben-
falls – wenn auch weniger stark ausgeprägt – für 
Infektionen mit enterohämorrhagischen E. coli 
(EHEC) und anderen E. coli. Salmonellen vermeh-
ren sich bei hohen Temperaturen in Lebensmitteln 
und Futtermitteln wesentlich rascher. Dies erklärt 
neben anderen Faktoren, warum einige Studien 
einen signifikanten Zusammenhang zwischen 
Außentemperatur und Salmonellose-Inzidenz 
beim Menschen feststellten [9]. Des weiteren haben 
hohe Sommertemperaturen oder ausgeprägte 
Wärmeperioden in der Regel auch Veränderun-
gen im Freizeitverhalten und bei der Ernährung 
zur Folge, die eine Infektion begünstigen können, 
wie beispielsweise häufigerer Verzehr von Risiko-
produkten (zum Beispiel Grillfleisch, Speiseeis, 
Frischeiprodukte).
Üblicherweise zeigt das Infektionsgeschehen 
der Campylobacter-Enteritis einen saisonalen Ver-
lauf mit den höchsten Fallzahlen im 2. und 3. Quar-
tal eines Jahres. Obwohl eine direkte Vermehrung 
von Campylobacter in Lebensmitteln als unwahr-
scheinlich gilt, sind nach ausgeprägten Wärmeperi-
oden erhöhte Campylobacter-Prävalenzen in Geflü-
gelfleisch beschrieben worden. Ebenso wurde ein 
Zusammenhang zwischen Temperatur und Campy-
lobacter-Inzidenz beim Menschen in England und 
Wales dokumentiert [66]. Andere Studien konnten 
diesen Zusammenhang jedoch nicht bestätigen.
In Deutschland fielen im Jahr 2007 überdurch-
schnittlich hohe Campylobacter-Inzidenzen bereits 
im Frühjahr auf. Während in den Vorjahren die 
Inzidenz erst ab Mitte Mai deutlich anstieg, nahm 
die Inzidenz 2007 ab Anfang April signifikant zu 
(Abbildung 6.9). Dies ging einher mit ungewöhn-
lich warmen Wetterbedingungen. So lag im April 
2007 die durchschnittliche Tagestemperatur um 
3 °C höher als im langjährigen Mittel [128].
Abbildung 6.9
Campylobacter-Erkrankungen und mittlere Tagestemperatur, Januar bis Juni 2007, Deutschland.
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Auch wenn der saisonale Trend bei Salmonellen- 
und Campylobacter-Infektionen in den Industrie-
ländern multifaktoriell bedingt ist, muss bei fort-
schreitender Erwärmung mit einer Zunahme der 
Erkrankungsfälle beim Menschen gerechnet wer-
den. Schätzungen auf der Basis wissenschaftlicher 
Studien und Modellrechnungen gehen davon aus, 
dass ein durchschnittlicher Anstieg der Jahresmit-
teltemperatur um 1 °C zu einer Erhöhung der Inzi-
denz lebensmittelbedingter Gastroenteritiden um 
4 – 5 % führt [48]. Einer neuseeländischen Studie 
zufolge, in der die gemeldeten Salmonellosis-Fälle 
der Jahre 1965 – 2006 ausgewertet wurden, steigt 
die Zahl der gemeldeten Fälle in einem Monat um 
15 % (95 %-Konfidenzintervall: 7 – 24 %), wenn die 
mittlere Temperatur des Monats um 1 °C steigt [14].
6.2.2  Algentoxine in Muscheln
Auch von marinen Algenblüten können prinzipiell 
gesundheitliche Gefährdungen ausgehen, wenn 
Toxine, die von Algen gebildet werden, über die 
Nahrungskette (d. h. beim Verzehr von Muscheln) 
in den menschlichen Organismus gelangen. 
Algen können unterschiedliche Giftstoffe produ-
zieren, die sich im Muschelgewebe anreichern, 
wenn Muscheln sich von diesen Algen ernähren 
[71]. Diese können das Nervensystem beeinträch-
tigen (Gruppe der PSP-Toxine [= Paralytic Shell-
fish Poisoning] sowie die ASP-Toxine [= Amnesic 
Shellfish Poisoning]) oder Erbrechen und Durchfall 
verursachen (Gruppe der DSP-Toxine [= Diarrhetic 
Shellfish Poisoning]), wobei die PSP-Toxine zu den 
stärksten Biogiften überhaupt gehören. Im Ext-
remfall kann der Verzehr PSP-belasteter Muscheln 
zum Atemstillstand führen. Zu den Toxine 
produzierenden Algen gehören die Dinoflagellaten 
Dinophysis acuminata, Prorocentrum minimum und 
die Diatomee Pseudonitzschia multiseries. Algenblü-
ten der Nord- und Ostsee ereignen sich vorwiegend 
im späten Frühjahr oder Sommer, wodurch auf 
gutes Wachstum bei relativ hohen Temperaturen 
geschlossen werden könnte [86]. Laborversuche, 
bei denen der vom IPCC für das letzte Jahrzehnt 
des 21. Jahrhunderts prognostizierte Temperaturan-
stieg unter sonst gleichen Bedingungen (Salinität, 
Lichtmenge) simuliert wurde, ergaben tatsächlich 
eine Wachstumsförderung für Prorocentrum mini-
mum auf das Doppelte. Nach vorsichtiger Abwä-
gung der Befunde und der Unsicherheiten wird 
eine künftige Zunahme der Algenblüten in der 
Nordsee für wahrscheinlicher gehalten als eine 
künftige Abnahme [86]. 
Dennoch ist eine Vorhersage von vermehrten 
Algenblüten prinzipiell problematisch, weil das 
Wachstum der Algen nicht nur von der Tempera-
tur, sondern auch vom Nährstoffeintrag (z. B. durch 
die Abwasserfracht von Flüssen), der Durchmi-
schung der Wasserschichten und der Entwicklung 
der anderen Organismen im Ökosystem abhängt. 
Und neben die bloße, menschlichen Aktivitäten 
zugeschriebene Temperaturerhöhung treten wei-
tere anthropogene Ursachen wie Düngung der 
Meere, steigender CO2-Ausstoß und Versäuerung 
des Meerwassers. Zudem fehlen epidemiologische 
Studien, die sich systematisch mit der Auswirkung 
der Algenblüten auf die menschliche Gesundheit 
befasst haben. Aus diesem Grunde hat das IPCC 
bisher keine diesbezüglichen Prognosen erstellt 
[71]. Als einfache Prophylaxe gilt die alte Hausre-
gel, Muscheln nur in den Monaten von September 
bis April zu verzehren, da in diesem Zeitraum die 
Toxine der warmen Jahreszeit abgebaut sind.
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6.3 Gesundheitsfolgen Auswirkungen 
 des Klimawandels auf wasserbürtige 
 Infektionen und Intoxikationen 
Einige Erreger von Darminfektionen wie Gi-
ardia, Cryptosporidium und Vibrionen sind 
wasserbürtige Erreger, die infolge von Sturm-
fluten und Überschwemmungen verbreitet 
werden können.
Cyanobakterien oder »Blaualgen« sind we-
gen ihrer Fähigkeit, Toxine zu bilden, eine Ge-
fahr für die menschliche Gesundheit, wobei 
die Häufigkeit der »Blaualgen-Blüten« im Zu-
sammenhang mit der globalen Temperaturer-
höhung gesehen wird. Toxische Stämme von 
Microcystis werden durch Wärme gefördert.
6.3.1 Durch Wasser übertragene Infektions- 
 erreger und Toxine
Eine Reihe von Infektionserregern kann über Was-
ser übertragen werden. Am Beispiel von Giardia, 
Cryptosporidium und Vibrionen wird der mögliche 
Einfluss von klimatischen Faktoren auf das Infekti-
onsgeschehen untersucht. 
Giardien (Gattung Giardia) sind einzellige 
Dünndarm-Parasiten von Wirbeltieren, die zu den 
Protozoen gezählt werden. Für den Menschen 
stellen sie als Zoonoseerreger eine Gesundheitsge-
fährdung dar. Eine Infektion mit dem wichtigsten 
Erreger, der weltweit verbreiteten Giardia lamblia 
(Synonym: G. intestinalis) kann unauffällig verlau-
fen, aber auch zu lang andauernden und über Jahre 
wiederkehrenden Durchfällen und Oberbauchbe-
schwerden mit ausgeprägtem Meteorismus und 
zur Gewichtsabnahme führen. Der Parasit wird 
fäkal-oral durch Trinkwasser, Nahrungsmittel oder 
direkten Kontakt übertragen [114]. Reservoirorganis-
men für Giardia lamblia sind verschiedene Arten 
von Nutz-, Haus- und Wildtieren [128]. Vermehrte 
Starkregen und Überschwemmungen, wie sie im 
Rahmen der Klimaveränderungen prognostiziert 
werden, können das Risiko einer Kontamination 
von Badegewässern, privaten Trinkwasserquel-
len und unter ungünstigen Umständen auch von 
Grundwasser beziehungsweise der öffentlichen 
Trinkwasserversorgung erhöhen. Eine Studie in 
USA hat einen statistisch signifikanten Zusam-
menhang zwischen Starkregen-Ereignissen und 
der Häufigkeit wasserbedingter Infektionsausbrü-
che gezeigt [21].
Die jährliche Anzahl der an das RKI übermit-
telten Giardiasis-Erkrankungen bewegte sich seit 
2001 zwischen 3 100 und 4 800. Im Jahr 2008 
wurden 4 763 Giardiasis-Fälle übermittelt, etwa 
1 100 (30 %) mehr als im Vorjahr – dies entspricht 
einer Gesamtinzidenz von 5,8 Erkrankungen pro 
100 000 Einwohner. [114]. Im Jahr 2009 waren die 
Zahlen wieder rückläufig mit 3 962 übermittel-
ten Fällen und einer Inzidenz von 4,8 Fällen pro 
100 000 Einwohner [116, 117].
Häufig wird eine Giardiasis durch Reisen in 
tropische Länder oder bei Abenteuerreisen in die 
freie Natur erworben. Von den 2008 in Deutsch-
land gemeldeten Fällen wurden knapp 30 % im 
Ausland (vorwiegend Asien, Afrika) erworben [114]. 
Nicht aufgeführt in dieser Statistik sind die mögli-
chen Infektionspfade. Abgesehen von vereinzelten 
wasserbedingten Ausbrüchen in den letzten Jah-
ren liefern die Detailauswertung der Surveillance-
Daten und eine Fall-Kontroll-Studie bislang keine 
Hinweise, dass die Übertragung durch Wasser für 
die Epidemiologie von Giardia-Infektionen derzeit 
eine größere Rolle spielt. Dies könnte sich jedoch 
ändern, wenn häufigere Starkregenereignisse zu 
einer stärken mikrobiologischen Belastung von 
Badegewässern und Trinkwasserquellen führen 
[128].
Auch die Kryptosporidien (Gattung Cryptospo-
ridium) sind einzellige Parasiten, die häufig Wir-
beltiere und gelegentlich Menschen befallen. Der 
Parasit, der weltweit verbreitet ist, kann beispiels-
weise mit verunreinigtem Trinkwasser übertra-
gen werden. Die von Cryptosporidium ausgelöste 
Erkrankung, die Kryptosporidiose, ist eine Darm-
infektion, die durch die Spezies Cryptosporidium 
parvum verursacht wird. Der Erreger wird von 
befallenen Haustieren, Rindern und Menschen mit 
dem Stuhl ausgeschieden und über verunreinigtes 
Wasser oder verunreinigte Nahrungsmittel übertra-
gen. Ein großer Ausbruch in Milwaukee (USA), der 
sich 1993 ereignete und der ca. 403 000 Personen 
betraf, wurde durch das Eindringen des Keims in 
die kommunale Trinkwasserversorgung verursacht 
[67]. Im Normalfall heilt die Erkrankung nach oft 
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wochenlang anhaltenden Bauchschmerzen und 
Durchfällen von selbst ab. Bei abwehrgeschwäch-
ten Patienten kann es dagegen zu schweren chro-
nischen und unter Umständen tödlichen Verläufen 
kommen [114]. In den letzten Jahren wurden jähr-
lich zwischen 1 000 und knapp 1 500 Kryptospori-
diose-Fälle an das RKI übermittelt; 2009 waren es 
1 106 Fälle [116, 117].
Vibrionen, d. h. Bakterien der Gattung Vibrio, 
können Durchfallerkrankungen, Wundinfektionen 
und Septikämien hervorrufen. Von den mehr als 
200 Vibrio-cholerae-Serogruppen weltweit verursa-
chen nur die Choleratoxin produzierenden Sero-
gruppen O1 und O139 die klassische Cholera, die in 
Deutschland keine Rolle mehr spielt. In den Jahren 
2008 und 2009 wurden dem RKI keine Erkrankun-
gen an Cholera übermittelt [116, 117]. Im Jahr 2007 
erkrankten zwei Personen nach einer gemeinsa-
men Indien-Reise an Cholera (O1, Serotyp Ogawa) 
[114]. Weitere Vibrionen von klinischer Relevanz 
sind insbesondere Vibrio parahaemolyticus (Durch-
fallerkrankungen zum Beispiel nach Verzehr von 
Meeresfrüchten) und Vibrio vulnificus (Wundinfek-
tionen, schwere Septikämien bei immunsuppri-
mierten Patienten). Die meisten Vibrionen haben 
ihr Reservoir in flachem, brackigem Meerwasser. 
Sie vermehren sich besonders gut in Salzwasser 
(zum Teil aber auch in Binnenseen) bei Wasser-
temperaturen von über 20 °C. Solche Temperaturen 
werden in warmen Sommern auch in Ostsee und 
Nordsee über längere Zeiträume erreicht [128].
Sturmfluten und Überschwemmungen kön-
nen die wasserbürtigen Keime verbreiten. In 
Folge des Hurrikans Katrina wurde die Stadt New 
Orleans mit Wasser aus dem Lake Pontchartrain 
überflutet, der eine starke Bakterienlast, darunter 
auch Vibrio spp. und andere coliforme Keime mit 
sich trug [89]. 
In den letzten Jahren sind in Mecklenburg-Vor-
pommern und Schleswig-Holstein, aber auch in 
Dänemark, Südschweden und den Niederlanden 
wiederholt Personen, die im Meer gebadet hatten, 
an Vibrionen bedingten lokalen bis schweren sys-
temischen Wundinfektionen erkrankt (V. vulnifi-
cus, V. cholerae, V. parahaemolyticus, V. alginolyti-
cus) [103, 107]. Gefährdet sind insbesondere ältere 
und immunsupprimierte Personen (zum Beispiel 
mit Vorerkrankungen wie Diabetes mellitus oder 
Lebererkrankungen), bei denen die Infektion auch 
tödlich verlaufen kann. Bei steigenden Wassertem-
peraturen im Rahmen des Klimawandels ist in den 
deutschen Küstengewässern (aber zum Teil auch 
in Binnenseen) mit dem verstärkten Nachweis von 
Nicht-Cholera-Vibrionen im strandnahen Bereich 
und mit einer Zunahme der Erkrankungsfälle zu 
rechnen [128].
6.3.2  Gefährdung durch Cyanobakterientoxine
Massenentwicklungen von Cyanobakterien (fälsch-
licherweise auch als »Blaualgen« bezeichnet) stel-
len weltweit ein Problem dar.7 Die massive Ver-
mehrung dieser Organismen wird überwiegend 
auf die Eutrophierung (Überdüngung, besonders 
mit Phosphaten) der Gewässer durch menschliche 
Einflüsse zurückgeführt. Wegen ihrer Fähigkeit, 
Toxine (Cyanotoxine) zu bilden, sind Cyanobakte-
rien eine Gefahr für die Umwelt und die mensch-
liche Gesundheit [90]. Durch starke Vermehrung 
kann es zur Bildung von »Blüten« in den oberen 
Wasserschichten kommen. Weltweit wird eine 
Zunahme der Häufigkeit von Cyanobakterien-
»Blüten« beobachtet [50], die mit der globalen 
Temperaturerhöhung in Zusammenhang gebracht 
wird. Einige dieser Gattungen vermögen atmosphä-
rischen Stickstoff zu binden (Anabaena, Aphanizo-
menon, Cylindrospermopsis, Nodularia) und sind 
dadurch von einer äußeren Stickstoffzufuhr weit-
gehend unabhängig, was ihnen in der Konkurrenz 
zu anderen Cyanobakterien und Algen Vorteile 
verschafft [81]. 
7 Cyanobakterien (engl.: blue-green bacteria) gehören zur Domäne der Bakterien (Eubacteria), denen im Reich der Lebe-
wesen die beiden anderen Domänen Archaea (Archaebakterien oder »Urbakterien«) und Eukaryoten (Lebewesen mit 
kernhaltigen Zellen) gegenüber stehen. Es handelt sich um Bakterien, die eine Photosynthese mit Sauerstoffbildung 
betreiben. Cyanobakterien sind sehr alte Organismen; es gibt sie seit ca. 3,5 Milliarden Jahren. Ihre Sauerstoffproduktion 
ermöglichte überhaupt erst die Existenz von atmenden, Sauerstoff verbrauchenden Organismen. »Echte« Algen sind hin-
gegen Pflanzen, die wie alle anderen Pflanzen und die Tiere zu der Domäne der Eukaryoten zählen. Die Chloroplasten, die 
alle grünen Pflanzen, also auch die Algen, als photosynthetisch aktive Organelle in ihren Zellen tragen, gehen ursprünglich 
auf intrazellulär inkorporierte Cyanobakterien zurück.
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6.3.2.1  Microcystis und Microcystine
Die Cyanotoxine mit der größten Bedeutung in 
unseren Gewässern sind die Microcystine. So bil-
den die kokkoide Alge Microcystis und die fädige 
Alge Planktothrix ein aus drei D-Aminosäuren 
(D-Ala, D-Glu, D-erythro-ß-Methyl-Asp) und ADDA 
(3-Amino-9-methoxy-2,6,8-trimethyl-10-phenyl-
trans-4,6-decadiensäure) zusammengesetztes 
zyklisches Heptapeptid mit einem Molekularge-
wicht von 800–1 100 Dalton [39]. Die akute Toxi-
zität (LD50) des Microcystin-Congeners MYC-LR 
für Labormäuse beträgt 25 – 50 µg pro Kilogramm 
Körpergewicht nach intra-peritonealer Applikation 
[46]. Ein von der WHO publizierter, vorläufiger 
Richtwert für Trinkwasser beträgt 1 µg/L für MYC-
LR [46].
Nach oraler Aufnahme (z. B. durch verschluck-
tes Badewasser) werden Microcystine im Magen-
Darm-Trakt durch multispezifische Gallensäure-
carrier aufgenommen. Als Hauptaufnahmeort gilt 
das Ileum, in dessen Bereich sich eine hohe Dichte 
an entsprechenden Gallensäurecarriern befindet. 
Auch der Transport in die Leberzellen (Hepatozy-
ten) erfolgt vermutlich mit Hilfe von Gallensäu-
recarriern. In den Hepatozyten wird die Protein-
phosphatase spezifisch gehemmt, wodurch sich 
phosphorylierte Proteine (wie z. B. Cytokeratine) 
anreichern. Diese Proteine verursachen Verände-
rungen der Zellform, der Anordnung der intrazel-
lulären Filamente und der Membranstrukturen, 
und stören damit die Funktion der Hepatozyten. 
Daneben gibt es noch einen zweiten, weniger gut 
untersuchten Wirkungsweg, der eine Beeinflus-
sung des Arachidonsäuremetabolismus beinhal-
tet. Dieser führt zur Bildung biologisch aktiver 
Substanzen, die eine Verengung von Blutgefäßen 
und eine gesteigerte Thrombozytenaggregation 
zur Folge haben, was letztlich zur Blutgerinnung 
in der Leber führen kann [39]. Cylindrospermop-
sis ist ein Alkaloid, das ebenfalls in erster Linie die 
Leber schädigt, aber auch andere Organe angreifen 
kann. [52]
Neurotoxine wie Anatoxin-a, Anatoxin a(s) und 
Saxitoxin werden von den Gattungen Anabaena, 
Aphanizomenon und Planktothrix gebildet. Symp-
tome einer Anatoxin-Exposition sind Verlust der 
Koordination, Zuckungen, Krämpfe und eventuell 
der Tod durch Lähmung der Atmungsmuskulatur. 
Anatoxin-a wirkt über die Acetylcholin-Rezeptoren, 
wo es als Analogon zu Acetylcholin fungiert. Wegen 
des fehlenden Abbaus und einer daraus resultie-
renden Dauerstimulation der Muskelzellen werden 
Paralysen ausgelöst [96].
Die Wirkung von Microcystin äußert sich akut 
durch Gastrointestinalbeschwerden; bei chro-
nischer Exposition sind Leberschäden möglich 
eventuell auch die Promotion von Tumoren [30]. 
Zellen von Microcystis sammeln sich bevorzugt 
an der Wasseroberfläche an, wo sie vor allem bei 
Windstille im ufernahen Bereich massive Filme bil-
den. Badegäste, die mit diesem Film in Berührung 
kommen, können Hautreizungen und allergische 
Reaktionen erleiden [30].
Cyanobakterientoxine bilden auch eine mögli-
che Gefährdungsquelle für die Trinkwassergewin-
nung: Wenn Trinkwasser aus Flüssen oder Seen 
per Uferfiltration gewonnen wird, können prinzi-
piell Cyanobakterientoxine in das Filtrat übertreten. 
Wegen des zunehmenden Interesses an der kosten-
günstigen Methode der Uferfiltration hat das UBA 
Untersuchungen darüber durchgeführt, inwieweit 
freie und zellulär gebundene Cyanobakteriento-
xine bei dieser Methode eliminiert werden [46]. 
Im Ergebnis wurden fast 100 % des intrazellulä-
ren Toxins durch physikalische Zurückhaltung der 
Cyanobakterienzellen im Sediment entfernt. Auch 
in mittel- bis grobkörnigen Sanden wurden so die 
Toxine bereits auf den ersten 10 Zentimetern der 
Fließstrecke herausgefiltert. Die Elimination des 
extrazellulären Toxins erfolgt dagegen im wesent-
lichen durch biologische Abbauprozesse, die aller-
dings durch längere Verweilzeiten im Sediment 
und Sauerstoff gefördert werden. Unter optima-
len Bedingungen war eine Aufenthaltszeit von 10 
Tagen ausreichend, um selbst sehr hohe Microcys-
tingehalte (> 100 µg/L) auf Werte unterhalb des vor-
geschlagenen WHO-Richtwertes für Trinkwasser 
(1 µg/L) zu reduzieren. Unter ungünstigen Bedin-
gungen allerdings waren Aufenthaltsdauern von 
bis zu 90 Tagen nötig [46].
Das Wachstum von Microcystis wird durch Wärme 
gefördert, wobei es aber deutliche Unterschiede 
zwischen toxischen und nicht-toxischen Stämmen 
zu geben scheint. Im Laborexperiment führte eine 
Temperaturerhöhung um 4 °C bei 83 % der toxi-
schen Stämme zu einer Wachstumsförderung, 
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jedoch doch nur bei 33 % der nicht-toxischen 
Stämme. Daher wäre ein verstärktes Auftreten von 
Microcystis-Blüten im Zuge der klimatisch beding-
ten Temperaturerhöhungen zu erwarten. Zusätz-
lich gefördert wird dieser Wachstumsschub durch 
erhöhte Phosphatkonzentrationen, weswegen die 
Kombination Temperaturanstieg plus Eutrophisie-
rung Microcystis-Blüten besonders wahrscheinlich 
macht [23]. 
6.3.2.2  Cylindrospermopsin
Das Cyanobacterium Cylindrospermopsis raciborskii 
entstammt ursprünglich den Tropen und Subtro-
pen, erreichte aber schon im Jahr 1990 Deutsch-
land. Da es ältere Berichte über Nachweise in Grie-
chenland (1938) und Ungarn (ca. 1970) gibt, kann 
von einer systematischen Ausbreitung nach Norden 
ausgegangen werden. Die wärmeliebende Art, die 
in ihrer Heimat ganzjährig günstige Wachstums-
bedingungen vorfindet, gedeiht in deutschen Süß-
wasserseen nur während der warmen Jahreszeit 
und überwintert in Form von spezialisierten Zellen 
(Akineten). Ihre Abhängigkeit von der Temperatur 
äußert sich darin, dass sie in brandenburgischen 
Seen erst dann zur Entfaltung kommt, wenn die 
Wassertemperatur 15 – 17 °C übersteigt, auch wenn 
bereits vor diesem Zeitpunkt die für das Wachs-
tum notwendige Lichtmenge erreicht wurde. Eine 
klimatisch bedingte Erwärmung wird vermutlich 
zur früheren Keimung der Akineten führen – die 
Vorverlegung des Wachstumbeginns um 30 Tage 
soll zu einer Verdoppelung der Populationsgröße 
führen [137]. Tropische Stämme von Cylindrosper-
mopsis raciborskii produzieren das Lebergift Cylin-
drospermopsin – eine Eigenschaft, die für einhei-
mische Stämme noch nicht nachgewiesen werden 
konnte. Dennoch zeigen Laborkulturen von Cylin-
drospermopsis in vitro eine Giftwirkung gegenüber 
Leberzellen (Hepatocyten). Im Maus-Bioassay 
verursachten Isolate von Cylindrospermopsis bei 
einer Konzentration von 800 mg pro Kilogramm 
Leber- und Milzschäden sowie Entzündungen 
im Darmbereich. Allerdings ist in deutschen 
Gewässern Cylindrospermopsin nachweisbar, oft 
in beträchtlichen Mengen [34]. Für Berliner und 
brandenburgische Seen waren dies bis zu 13 µg pro 
Liter. Während Cylindrospermopsis raciborskii als 
Verursacher auszuschließen war, konnten andere 
Cyanobakterien als Produzenten identifiziert wer-
den: Der größte Anteil geht auf Aphanizomenon 
flos-aquae zurück, während Cyanobakterien der 
Gattung Anabaena eine geringere Rolle zu spielen 
scheint. Da es sich bei Aphanizomenon flos-aquae 
um eine einheimische, alteingesessene Art handelt, 
sind die großen Mengen von Cylindrospermopsin, 
die nachgewiesen werden konnten, verständlich. 
Weil bis zu 80 % des Cylindrospermopsin in freier, 
in Wasser gelöster Form vorliegt, muss von einer 
möglichen Gefährdung über das Trinkwasser aus-
gegangen werden [90, 91].
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der	 Zunahme	 der	 Pollenallergen-Belastung	 und	












tenden	 Klimaänderungen	 daher	 keine	 größeren	
gesundheitlichen	 Probleme	 bereiten,	 zumal	 ein	
gesundheitlicher	Nutzen	aufgrund	des	milderen,	



















des	 künftigen	 Klimawandels	 in	 knapper	 Form	
zusammengefasst.	
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2071	–	2100	 hochgerechnet	 werden.	 Außerdem	
ist	 bei	 der	 vorstehend	 erwähnten	 Extrapolation	














Bundesregierung	 und	 die	 daran	 anknüpfenden	
Aktivitäten).	











»Blockierende	 Wetterlagen«	 wie	 beispielsweise	











keit	 der	 Bevölkerung	 verbunden	 sind.	 Die	 Tem-













Hitzewellen,	 die	 früh	 im	 Jahr	 auftreten,	 entfal-
ten	eine	stärkere	Wirkung	als	spätere	Ereignisse.	
Nach	 Hitzeeinwirkung	 folgt	 nach	 einer	 kurzen	
Zeitspanne	erhöhter	Mortalität	eine	Periode	von	






methodischen	 Gründen	 nicht	 nachweisbar	 ist.	
Als	 vulnerable	 Bevölkerungsgruppen	 gegenüber	
erhöhter	 thermischer	Belastung	gelten	 insbeson-























der	 Juli-Temperaturen	 um	 durchschnittlich	 2	°C	
mit	 einer	 Versechsfachung	 der	 potentiell	 durch	
Ambrosia	besiedelbaren	Landesfläche	zu	rechnen.
Bei	 spezifisch	 sensibilisierten	 Personen	 kön-
nen	bereits	wenige	Pollen	allergische	Symptome	
auslösen.	 Zumeist	 besteht	 eine	 Heuschnupfen-
Symptomatik;	bis	zu	einem	Viertel	der	Ambrosia-
Pollenallergiker/-innen	 können	 aber	 auch	 ein	
Asthma	bronchiale	entwickeln.	Es	besteht	Kreuz-
reaktivität	 zu	 Beifuß,	 Gräserpollen	 und	 einigen	
Nahrungsmitteln.	 In	 Deutschland	 sind	 bisher	







lergen-Sensibilisierung	 bereits	 etwas	 häufiger	
nachweisbar	(3	%	der	Probanden).	In	Gebieten	mit	










über	 das	 Gesundheitsmonitoring	 des	 RKI	 (mit	
finanzieller	Unterstützung	des	BMELV)	erfasst.2	
Über	 die	 Befragung	 der	 Probanden	 werden	
auch	 ohne	 den	 zusätzlichen	 Aspekt	 des	 Klima-
wandels	von	herausragender	Bedeutung	für	den	


















Belastung	 für	 »Heuschnupfenpatienten«	 früher	


















Jahrzehnten	 haben	 die	 Einbürgerung	 und	 Aus-
breitung	von	Neophyten	begünstigt.	Dazu	gehören	
auch	Pflanzen	mit	allergenem	Potential.	So	wurde	
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Jahresablauf.	Allerdings	sind	auch	Niederschlags-




komplex	 bezeichnet	 werden	 und	 entziehen	 sich	
weitgehend	einer	konkreten	Vorhersage.
Nach	 gegenwärtigem	 Kenntnisstand	 ist	 die	
Lyme-Borreliose	 in	 der	 nördlichen	 Hemisphäre	
die	häufigste	durch	Zecken	(bei	uns	hauptsächlich	
durch	den	Holzbock,	Ixodes	ricinus)	übertragene	



















durch	 Zecken	 (wiederum	 meist	 Ixodes	 ricinus)	
übertragenen	Infektionskrankheiten	 in	Deutsch-













tiere	 (bestimmte	 Maus-	 und	 Wühlmausarten),	
außerdem	 Angaben	 zu	 allergischen	 Beschwer-
den	 und	 Erkrankungen	 ermittelt.3	 Um	 die	 zeit-









Klimawandel und Infektionskrankheiten 


















die	 Anwesenheit	 von	 Erreger,	 Wirt,	 Vektor	 (ein	
























































in	 anderen	 südeuropäischen	 Ländern)	 der	 Vek-




in	 Deutschland	 etablieren.	 Dann	 steigt	 in	 sehr	
warmen	Perioden	auch	das	Risiko	autochthoner	
Dengue-Infektionen.
die	 natürlicherweise	 mehrjährigen,	 zyklischen	



























lokalen	 Populationsdichte	 von	 Reservoirtieren	
(in	diesem	Fall	Feldmäuse)	als	ausschlaggebend	
erkannt	wurde.	




Mückenbekämpfung)	 die	 bessere	 medizinische	
Versorgung	von	entscheidender	Bedeutung.	Seit	
2001	wurden	pro	Jahr	etwa	500	–	1	000	Erkrankte	
gemeldet	 (mit	 rückläufiger	 Tendenz),	 bei	 denen	
es	 sich	 bis	 auf	 wenige	 Einzelfälle	 um	 Personen	















Bedingungen	 überhaupt	 zur	 Aufdeckung	 eines	
(statistischen)	 Zusammenhangs	 zwischen	 den	
eingetretenen	 klimatischen	 Veränderungen	 und	









mamodellprojektionen	 und	 von	 sog.	 Impactmo-











länger	 währender	 Belastung	 sensibilisierter	
Personen	–	noch	keine	wesentlichen	Gesund-
heitsbeeinträchtigungen	ergeben.	Dabei	wird	
allerdings	 unterstellt,	 dass	 die	 bisherigen	
Hitzewellen	 oder	 sonstigen	 extremen	 Wet-
terereignisse	 noch	 nicht	 mit	 hinreichender	








allerdings	 auch	 mit	 deutlicher	 werdenden	
adversen	 Gesundheitseffekten	 zu	 rechnen,	
die	 sich	 jedoch	 in	 den	 kommenden	 beiden	
Jahrzehnten	–	aufgrund	der	noch	vergleichs-
weise	 dezenten	 Klimaänderungen	 und	 der	












war	 möglich	 durch	 das	 Zusammenwirken	 einer	
Reihe	von	virologischen,	epidemiologischen	und	
ökologischen	Faktoren.









Eier	 von	 Aedes	 albopictus	 im	 Oberrheingraben	
nachgewiesen.
Schlussfolgerungen


















untersuchten	 Wetter-	 und	 Witterungsereignisse	





















anzunehmenden	 Adaptationsprozesse	 –	 le-







Themenfeldes	 »Klimawandel	 und	 Gesund-
heit«	(Verbesserung	der	Wissensbasis!).	
	 Die	im	Rahmen	des	Gesundheitsmonitorings	
begonnenen	 Untersuchungen	 zur	 allergi-
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