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PERVERSE SHEAVES ON REAL LOOP GRASSMANNIANS
DAVID NADLER
Abstract. The aim of this paper is to identify a certain tensor category of perverse
sheaves on the loop Grassmannian GrR of a real form GR of a connected reductive
complex algebraic group G with the category of finite-dimensional representations of
a connected reductive complex algebraic subgroup Hˇ of the dual group Gˇ. The root
system of Hˇ is closely related to the restricted root system of GR. The fact that
Hˇ is reductive implies that an interesting family of real algebraic maps satisfies the
conclusion of the Decomposition Theorem of Beilinson-Bernstein-Deligne.
1. Introduction
It is a general principle that the representation theory of a connected reductive
complex algebraic group G is reflected in the geometry of its dual group Gˇ. Although
it is simple to define Gˇ – it is the reductive group with based root datum dual to the
based root datum of G – the duality is nevertheless mysterious. One way to concretely
obtain Gˇ from G is to study perverse sheaves on the loop Grassmannian Gr of G. A
certain tensor category of perverse sheaves on Gr is equivalent to the category Rep(Gˇ) of
finite-dimensional representations of Gˇ [Lus83, Gin96, BD, MV00, MV04]. (See [MV04,
Theorem 7.3] for a final account.) The result is fundamental in the geometric Langlands
program [BD, FGV01, BG02]. It also leads to a construction of canonical bases [MV00,
BG01, MV04], and a deeper understanding of the Satake isomorphism [Gai01], among
other applications [BFGM02]. It also may be interpreted as providing a down-to-earth
perspective on the duality itself. For example, according to this approach, the dual
group of GL(V ) is canonically GL(H∗(P(V ))), where P(V ) denotes the space of lines in
V , and H∗(P(V )) its cohomology.
In this paper, we study perverse sheaves on the loop Grassmannian GrR of a real
form GR of G. Although the theory of perverse sheaves as developed in [BBD82]
is primarily for complex algebraic spaces, it is possible to consider certain perverse
sheaves on GrR. The reason is that the natural finite-dimensional stratification of
GrR is real even-codimensional. It turns out that some statements about sheaves on
complex algebraic spaces – the frequent vanishing of odd-dimensional intersection Betti
numbers, the Decomposition Theorem [BBD82, The´ore`me 6.2.5] for pushforwards of
intersection cohomology sheaves – also hold for certain sheaves on GrR though it is only
real algebraic. The topological results of this paper are all consequences of the main
result and its proof. It states that a certain category of perverse sheaves on GrR is a
tensor category equivalent to the category Rep(Hˇ) of finite-dimensional representations
of a connected reductive complex algebraic subgroup Hˇ ⊂ Gˇ.
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In the remainder of the introduction, we discuss the associated subgroup Hˇ ⊂ Gˇ,
and then sketch some of the geometry involved in its construction.
1.1. The associated subgroup. In general, the subgroup Hˇ ⊂ Gˇ associated to a
real form GR of G may be realized as the identity component of the fixed points of
an involution of a certain Levi subgroup Lˇ1 ⊂ Gˇ. The description simplifies in the
following circumstances. A real form GR is called quasi-split if the complexification
P ⊂ G of a minimal parabolic subgroup PR ⊂ GR is a Borel subgroup of G. There is
a canonical bijection from the set of conjugacy classes of quasi-split real forms to the
set of involutions of the based root datum of G, and so also to the set of involutions
of the based root datum of Gˇ. Suppose that the real form GR is quasi-split. Then the
Levi subgroup Lˇ1 is the entire dual group Gˇ. Suppose in addition that the involution
of the root datum of Gˇ associated to the conjugacy class of GR has the property that
it fixes a node in each component of the Dynkin diagram of Gˇ that it preserves. Then
the subgroup Hˇ ⊂ Gˇ is the identity component of the fixed points of a lift to Gˇ of the
involution of the based root datum of Gˇ associated to the conjugacy class of GR.
Section 10.7 contains a concrete description of the subgroup Hˇ ⊂ Gˇ in general. The
discussion there is self-contained, and the interested reader may consult it indepen-
dently.
We list here some basic properties of the subgroup Hˇ ⊂ Gˇ. The duality between
the groups G and Gˇ descends to a duality between their Lie algebras g and gˇ. An
isogeny of groups G1 → G2 with Lie algebra g is dual to an isogeny Gˇ2 → Gˇ1 of groups
with Lie algebra gˇ. Similarly, the association of the subgroup Hˇ ⊂ Gˇ to the real form
GR descends to an association of the Lie subalgebra hˇ ⊂ gˇ to the real form gR. An
isogeny G1 → G2 which commutes with conjugation leads to an isogeny Gˇ2 → Gˇ1
which restricts to an isogeny Hˇ2 → Hˇ1. In addition, the subgroup Hˇ ⊂ Gˇ associated
to a product of real forms is the product of the associated subgroups.
It is possible to read off some invariants of the root system of hˇ directly from the
restricted root system of gR. For example, the rank of hˇ is equal to the real rank of
gR, and the Weyl group of hˇ is isomorphic to the small Weyl group of gR. We refer the
reader to Table 1 for a list of the associated Lie algebras hˇ for non-compact real forms
gR with simple complexification g. It is worth pointing out that when g is simple, hˇ is
simple as well.
When the real form GR is compact, the real loop Grassmannian GrR is a single point,
and the associated subgroup is the identity Hˇ = 〈1〉 ⊂ Gˇ. A real form GR is called
split if there is a torus TR ⊂ GR isomorphic to a product of copies of R
× such that
its complexification T ⊂ G is a maximal torus of G. When the real form GR is split,
the associated subgroup is the entire dual group Hˇ = Gˇ. In this case, the fact that Hˇ
coincides with Gˇ implies interesting topological statements. The case of a quasi-split
real form GR is also noteworthy for topological reasons, and we shall return to it shortly.
1.2. Sketch of geometry. Let K = C((t)) be the field of formal Laurent series, and let
O = C[[t]] be the ring of formal power series. Let G(K) be the group of K-valued points
of G, and let G(O) be the group of O-valued points. The quotient set G(K)/G(O) is the
C-points of a (not necessarily reduced) ind-finite type complex algebraic ind-scheme.
In this paper, we shall only be interested in the space of C-points of this ind-scheme
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gR g gˇ hˇ Remarks
AI sln(R) sln(C) sln(C) sln(C) split
AII su∗(2n) sl2n(C) sl2n(C) sln(C)
AIII/AIV su(p, q) sln(C) sln(C) spp(C) p ≤ q
p+ q = n
quasi-split if q = p
or q = p+ 1
BI/BII so(p, q) so2n+1(C) spn(C) spp(C) p < q
p+ q = 2n+ 1
split if q = p+ 1
CI spn(R) spn(C) so2n+1(C) so2n+1(C) split
CII sp(p, q) spn(C) so2n+1(C) spp(C) p ≤ q
p+ q = n
DI/DII so(n, n) so2n(C) so2n(C) so2n(C) split
so(p, q) so2n(C) so2n(C) so2p+1(C) p < q
p+ q = 2n
quasi-split if q = p+ 2
DIII so∗(2n) so2n(C) so2n(C) spp(C) p = [n/2]
EI e6(6) e6(C) e6(C) e6(C) split
EII e6(2) e6(C) e6(C) f4(C) quasi-split
EIII e6(−14) e6(C) e6(C) so5(C)
EIV e6(−26) e6(C) e6(C) sl3(C)
EV e7(7) e7(C) e7(C) e7(C) split
EVI e7(−5) e7(C) e7(C) f4(C)
EVII e7(−25) e7(C) e7(C) sp3(C)
EVIII e8(8) e8(C) e8(C) e8(C) split
EIX e8(−24) e8(C) e8(C) f4(C)
FI f4(4) f4(C) f4(C) f4(C) split
FII f4(−20) f4(C) f4(C) sl2(C)
G g2(2) g2(C) g2(C) g2(C) split
Table 1. Associated Lie algebras hˇ for non-compact real Lie algebras
gR with simple complexifications g. Notation following E´. Cartan,
and [Hel78].
equipped with its classical topology. We call this space the loop Grassmannian of G,
and denote it by Gr. The filtration by order of pole exhibits Gr as an increasing union
of projective varieties. As a topological space, Gr is homeomorphic to the space of
based loops from a circle S1 to a compact form Gc of G whose Fourier expansions are
polynomial. It is homotopy equivalent to the space of continuous based loops from S1
to G. It is called a Grassmannian since it may also be realized as a certain collection
of subspaces in the infinite-dimensional C-vector space g(K). See [Lus83, Section 11]
and [PS86, Chapter 8] for more details. Although the latter work in the context of
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polynomial loops, the polynomial version of the loop Grassmannian is isomorphic to
Gr.
The action of G(O) on Gr by left-multiplication refines the filtration by order of
pole. The orbits of the action are parameterized by the dominant weights λ of the
dual group Gˇ. Lusztig [Lus83, Section 11, c)] discovered that the local invariants of
the intersection cohomology sheaf ICλ of an orbit closure coincide with the weight
multiplicities of the corresponding irreducible representation Vλ of Gˇ. In particular, he
showed that the dimension dimH(Gr, ICλ) of the hypercohomology of the intersection
cohomology sheaf is equal to the dimension dimVλ of the corresponding representation.
Furthermore, he showed that the decomposition of the convolution of such sheaves
agrees with the decomposition of the tensor product of irreducible representations.
Thanks to further work by Ginzburg [Gin96], Beilinson-Drinfeld [BD], and Mirkovic´-
Vilonen [MV00, MV04], we have the following.
Theorem 1.2.1 ([MV04], Theorem 7.3, Proposition 6.3). The category PG(O)(Gr) of
G(O)-equivariant perverse sheaves on the loop Grassmannian Gr of a connected reduc-
tive complex algebraic group G is a tensor category equivalent to the category Rep(Gˇ)
of finite-dimensional representations of the dual group Gˇ. Under the equivalence, the
hypercohomology of a perverse sheaf corresponds to the underlying vector space of a
representation.
Remark 1.2.1. In [MV04, Theorem 12.1], it is shown that for any commutative, unital,
Noetherian ring R of finite global dimension, the category of G(O)-equivariant perverse
sheaves with R-coefficients on Gr is equivalent to the category of finite-dimensional R-
representations of the canonical smooth, split, reductive group scheme GˇR over R whose
root datum is dual to that of G. In this paper, we work only with sheaves with complex
coefficients.
We mention here two main ingredients in the proof of the theorem. First, using the
Beilinson-Drinfeld Grassmannian of G over a curve X, it is possible to reformulate the
convolution of perverse sheaves in a form which is clearly commutative [MV04, Section
5]. Second, using the perverse cells of Mirkovic´-Vilonen, it is possible to decompose
the hypercohomology of a perverse sheaf into weight spaces [MV04, Theorem 3.6]. The
ideas involved in these two constructions are essential to the arguments of this paper.
In an appendix, we explain why in the theorem one obtains the dual group.
It is also worth mentioning that the paper [MV04] cites this one for two technical
points. Lest there appear to be a logical loop, we take a moment to comment on
this. First, in Section 2, we discuss the formalism we have adopted in order to work
with sheaves on infinite-dimensional spaces such as the loop Grassmannian Gr. The
discussion is quite general and depends on no other results. The paper [MV04] uses
these conventions. Second, in working with certain sheaves on the Beilinson-Drinfeld
Grassmannian over a curve X, it is often useful to formalize the fact that they are
constant along X. This is explained in Section 5.2. When working over A1, it may
also be accomplished by choosing a global coordinate. This is the approach taken in
[MV04, Sections 5 and 6]. They mention that to extend their results, one could adopt
the formalism explained in this paper. In any case, this paper contains proofs of all
assertions which are needed but which are not explicitly in [MV04].
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Now let GR be a real form of G. The conjugation of G with respect to GR induces a
conjugation of Gr. We call the subspace of fixed points of the induced conjugation the
real loop Grassmannian of GR, and denote it by GrR. Let OR = R[[t]] be the ring of
real formal power series, and let KR = R((t)) be the field of real formal Laurent series.
We may identify GrR with the quotient GR(KR)/GR(OR) where GR(KR) is the group
of KR-valued points of GR, and G(OR) is the group of OR-valued points. Since the
conjugation of Gr preserves the filtration by order of pole, GrR is an increasing union
of real projective varieties. It was first recognized by Quillen, then proved in [Mit88,
Theorems 5.1 and 5.2], that as a topological space, GrR is homotopy equivalent to the
based loop space of the symmetric variety G/K where K is the complexification of a
maximal compact subgroup of GR. It also may be realized as a certain collection of
subspaces in the infinite-dimensional R-vector space gR(KR).
Each GR(OR)-orbit in GrR is finite-dimensional and real even-codimensional in the
closure of any other. Thus the components of GrR are of two types: those contain-
ing only even-dimensional GR(OR)-orbits, and those containing only odd-dimensional
GR(OR)-orbits. In this paper, we restrict our attention to sheaves supported on the
union Gr+
R
of the components of GrR containing even-dimensional orbits. The topo-
logical aspects of the theory of perverse sheaves hold for such a stratified space. For
example, there is a self-dual perversity, and the resulting category of perverse sheaves
is abelian with simple objects the intersection cohomology sheaves of strata with irre-
ducible local system coefficients.
The category PGR(OR)(Gr
+
R
) of GR(OR)-equivariant perverse sheaves on Gr
+
R
is more
complicated than the category PG(O)(Gr) of G(O)-equivariant sheaves on Gr. For
example, it follows from the results of Lusztig [Lus83, Section 11] that PG(O)(Gr) is
semisimple, and the hypercohomology is an exact and faithful functor. Neither of these
statements is true in general for PGR(OR)(Gr
+
R
). In this paper, we restrict our attention
to a certain strict full subcategory Q(GrR). Roughly speaking, we shall only consider
perverse sheaves built out of the intersection cohomology sheaves of certain relevant
strata of Gr+
R
with constant coefficients. In fact, it will turn out that we are only dealing
with semisimple perverse sheaves, but proving this was one of our original motivations.
To define the category Q(GrR), let X be a smooth complex algebraic curve with
XR a nonempty real form of X. There is a real algebraic family over X with fiber
Gr over points of X \ XR, and fiber GrR over points of XR. It is a real form of the
Beilinson-Drinfeld Grassmannian of G. We define the specialization functor
R : PG(O)(Gr)→ DGR(OR)(GrR)
to be the nearby cycles in this family. The specialization takes a sheaf on Gr to a sheaf
supported on the components Gr+
R
. Therefore we may define the perverse specialization
functor
pR : PG(O)(Gr)→ PGR(OR)(Gr
+
R
)
to be the direct sum of the perverse homology sheaves of the specialization
pR =
∑
k
pHk ◦R .
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We take Q(GrR) to be the strict full subcategory of PGR(OR)(Gr
+
R
) consisting of objects
isomorphic to subquotients of objects of the form pR(P), as P runs through all objects
in PG(O)(Gr). (For the sake of simplicity, we have ignored here the natural Z-grading
on the perverse specialization pR, but it plays an important role in the identification of
the category Q(GrR).)
Our main result is the following.
Theorem 1.2.2. The category Q(GrR) is a tensor category equivalent to the category
Rep(Hˇ) of finite-dimensional representations of a connected reductive complex algebraic
subgroup Hˇ ⊂ Gˇ. Under the equivalence, the hypercohomology of a perverse sheaf corre-
sponds to the underlying vector space of a representation, and the perverse specialization
corresponds to the restriction functor on representations.
As mentioned earlier, Section 10.7 contains a concrete description of the subgroup
Hˇ ⊂ Gˇ.
The following topological corollary was one of our original motivations for establish-
ing the equivalence of categories of the theorem. It asserts in particular that there is
an interesting family of real algebraic maps that satisfy the conclusion of the Decom-
position Theorem of Beilinson-Bernstein-Deligne [BBD82, The´ore`me 6.2.5].
Corollary 1.2.1. The category Q(GrR) is semisimple. Each object is isomorphic to a
direct sum of intersection cohomology sheaves with constant coefficients. In particular,
the convolution and perverse specialization are semisimple.
Finally, we point out an interesting aspect of the construction of the category
Q(GrR). It is a fundamental result in the theory of perverse sheaves that the nearby
cycles in a complex algebraic family over a curve are perverse. (See [BBD82, Section
4.4] or [GM83, Section 6.5].) But the nearby cycles in a real algebraic family are not
in general perverse.
Theorem 1.2.3. The specialization
R : PG(O)(Gr)→ DGR(OR)(Gr
+
R
)
is perverse if and only if the real form GR is quasi-split.
1.3. Organization of paper. We conclude the introduction with a brief summary of
the contents of the other sections of the paper.
In Section 2, we collect notation used throughout the paper, and then establish the
formalism we have adopted in order to work with infinite-dimensional spaces such as the
loop Grassmannian Gr. The upshot is that for our needs we may discuss such spaces
as if they were finite-dimensional. In Section 3, we give a brief account of perverse
sheaves on the loop Grassmannian Gr, and then collect those results which extend
easily to the real loop Grassmannian GrR. In Section 4, we describe the Beilinson-
Drinfeld Grassmannian over a curve and its real forms. We then prove some basic
results concerning their natural embeddings and stratifications. In Section 5, we define
specialization functors which take sheaves on the loop Grassmannian Gr to sheaves
on its real form GrR. In Section 6, we prove that these specialization functors are
monoidal. In Section 7, we introduce the category Q(GrR), and its graded versions.
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In Section 8, we recall the construction of weight functors due to Mirkovic´-Vilonen.
We describe their basic properties, then apply them to understand the specialization
functors. In Section 9, we show that Q(GrR) is a neutral Tannakian category. Finally,
in Section 10, we apply Tannakian formalism to the category Q(GrR) and identify the
corresponding group Hˇ.
We have also included an appendix sketching how one identifies the Tannakian group
of the category PG(O)(Gr) of G(O)-equivariant perverse sheaves on Gr with the dual
group Gˇ.
Acknowledgements. I would like to thank my thesis advisor, Robert MacPherson,
for his guidance and support. He introduced me to the areas of mathematics discussed
in this paper, and offered inspiring ways to think about them. I would like to thank
Jared Anderson and Kari Vilonen for many helpful conversations. I would also like to
thank Robert Kottwitz and a referee for suggesting I present the subgroup associated
to a real form as the fixed points of an automorphism. This work was undertaken at
Princeton University, and supported in part by the NSF.
2. Preliminaries
2.1. Notation. Throughout this paper, G will be a connected reductive complex al-
gebraic group, θ will be a conjugation of G, and GR will be the real form of G with
respect to θ.
Choose once and for all a maximal split torus SR ⊂ GR, and a maximal torus
TR ⊂ GR such that SR ⊂ TR. By definition, the torus SR is isomorphic to (R
×)r, for
some r, and maximal among subgroups of GR with this property. Let S ⊂ G be the
complexification of SR, and let T ⊂ G be the complexification of TR.
Choose a mimimal parabolic subgroup PR ⊂ GR such that TR ⊂ PR, and a Levi
factor MR ⊂ PR such that TR ⊂MR. Let P ⊂ G be the complexification of PR, and let
M ⊂ G be the complexification of MR.
Choose a Borel subgroup B ⊂ G such that T ⊂ B, and B ⊂ P .
2.1.1. Notation for G. Let ΛT = Hom(C
×, T ) be the lattice of coweights of T , and let
Λ+T ⊂ ΛT be the semigroup of coweights dominant with respect to B.
Let R ⊂ ΛT be the set of coroots of G with respect to T , let R
pos ⊂ R be the set of
positive coroots with respect to B, and let ∆B,T ⊂ R
pos be the set of simple coroots.
Let Q ⊂ ΛT be the lattice generated by R, and let Q
pos ⊂ Q be the semigroup
generated by Rpos.
The coweight lattice ΛT is naturally ordered: λ, µ ∈ ΛT satisfy µ ≤ λ if and only if
λ− µ is a non-negative integral linear combination of positive coroots of G.
Let WG = NG(T )/T be the Weyl group of G, where NG(T ) ⊂ G is the normalizer
of T . It acts naturally on the coweight lattice ΛT , and there is a unique dominant
coweight in each orbit.
Let 2ρˇ be the sum of the positive roots of G, and let 〈2ρˇ, λ〉 ∈ Z be the natural
pairing for a coweight λ ∈ ΛT .
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2.1.2. Notation for GR. We call ΛS = Hom(C
×, S) the lattice of real coweights, and
we call Λ+S = ΛS ∩ Λ
+
T the semigroup of dominant real coweights.
The real coweight lattice ΛS is naturally ordered by the restriction of the ordering
from the coweight lattice ΛT : λ, µ ∈ ΛS satisfy µ ≤ λ if and only if λ − µ is a non-
negative integral linear combination of positive coroots of G.
LetWGR = NGR(SR)/ZGR(SR) be the small Weyl group of GR, where NGR(SR) ⊂ GR
is the normalizer of SR, and ZGR(SR) ⊂ GR is the centralizer of SR. It acts naturally
on the real coweight lattice ΛS , and there is a unique dominant real coweight in each
orbit.
The conjugation θ induces an involution of ΛT which we also denote by θ. For a
coweight λ : C× → T , the coweight θ(λ) is defined to be the composition
θ(λ) : C×
c
→ C×
λ
→ T
θ
→ T
where c is the standard conjugation of C× with respect to R×.
The real coweight lattice ΛS is the fixed points of the involution θ of the coweight
lattice ΛT . Therefore we have the projection
σ : ΛT → ΛS
σ(λ) = θ(λ) + λ,
whose image we denote by σ(ΛT ) ⊂ ΛS .
Let 2ρˇM be the sum of the positive roots of the Levi factor M ⊂ P . We have the
projection
Σ : ΛT → ΛS × Z
Σ(λ) = (θ(λ) + λ, 〈2ρˇM , λ〉),
whose image we denote by Σ(ΛT ) ⊂ ΛS × Z.
The following is a useful characterization of the ordering on the real coweight lattice
ΛS .
Lemma 2.1.1. The intersection ΛS ∩Q
pos is generated by the elements α ∈ ΛS ∩R
pos,
and σ(α) ∈ ΛS, for α ∈ R
pos.
Proof. Since ΛS pairs trivially with 2ρˇM , we may write β ∈ ΛS ∩ Q
pos uniquely as a
sum β =
∑
i αi of simple coroots αi ∈ ∆0 of the Levi subgroup L0 ⊂ G that centralizes
2ρˇM . Since θ preserves the set ∆0, and the sum β =
∑
i αi is unique, θ also preserves
the set {αi} of simple coroots counted with multiplicities appearing in the sum. The
assertion follows by induction on the size of this set. 
2.1.3. Graded categories. Let Vect be the category of finite-dimensional C-vector spaces.
For a lattice Λ, we have the category VectΛ of finite-dimensional Λ-graded vector
spaces. It is canonically equivalent to the category Rep(SˇΛ) of finite-dimensional rep-
resentations of the torus SˇΛ = Spec(C[Λ]).
For a lattice homomorphism τ : Λ1 → Λ2, we have the functor
τ : VectΛ1 → VectΛ2
τ(V )λ =
∑
τ(µ)=λ
V µ.
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It is canonically isomorphic to the restriction functor Rep(SˇΛ1) → Rep(SˇΛ2) coming
from the group homomorphism SˇΛ2 → SˇΛ1 induced by the ring homomorphism C[Λ1]→
C[Λ2].
More generally, for a lattice Λ, and a C-linear abelian category C, we have the C-
linear abelian category CΛ = C⊗ VectΛ whose objects are Λ-graded sums of objects of
C, and whose morphisms are Λ-graded sums of morphisms of C.
For a lattice homomorphism τ : Λ1 → Λ2, we have the functor
τ : CΛ1 → CΛ2
τ(X)λ =
∑
τ(µ)=λ
Xµ.
When τ : 〈0〉 → Λ is the inclusion of zero, we obtain the fully faithful functor e : C →
CΛ that places objects and morphisms in degree zero, and when τ : Λ → 〈0〉 is the
projection to zero, we obtain the forgetful functor F : CΛ → C that forgets the grading
on objects and morphisms.
2.2. Ind-schemes. Many of the spaces we discuss in this paper are infinite-dimensional.
However, all of the geometry we study takes place in finite-dimensional approximations.
The complication is that no single finite-dimensional approximation is sufficient. In-
stead, we consider compatible families of approximations. In this section, we describe
the approach we have adopted to formalize this. All varieties and schemes are either
real or complex, and not assumed to be irreducible.
Our basic object is a compatible family of varieties
...
...
...
...
↓ ↓ ↓ ↓
Zℓ+10 → Z
ℓ+1
1 → · · · → Z
ℓ+1
k → Z
ℓ+1
k+1 → · · ·
↓ ↓ ↓ ↓
Zℓ0 → Z
ℓ
1 → · · · → Z
ℓ
k → Z
ℓ
k+1 → · · ·
↓ ↓ ↓ ↓
...
...
...
...
↓ ↓ ↓ ↓
Z10 → Z
1
1 → · · · → Z
1
k → Z
1
k+1 → · · ·
↓ ↓ ↓ ↓
Z00 → Z
0
1 → · · · → Z
0
k → Z
0
k+1 → · · ·
satisfying the requirements:
(1) The horizontal maps are closed embeddings.
(2) The vertical maps are smooth fibrations such that their fibers are affine spaces
for ℓ large relative to k.
(3) All squares in the diagram are Cartesian.
Informally speaking, we are willing to throw away any bounded part of the diagram,
and to consider the resulting diagram as equivalent. To formalize this, we consider the
inverse limit Zk = lim← Z
ℓ
k, and the direct limit Z = lim→ Zk.We use the terms scheme
and ind-scheme to refer to spaces which arise in this way.
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We say that Z is stratified if the varieties Zℓk are compatibly stratified in the sense
that for any map in the diagram, the strata of the domain are the inverse images of
the strata of the codomain. We only consider conjugations θ and real forms ZR of
complex Z which are the limits of compatible families of conjugations and real forms.
Moreover, the conjugations we consider always respect the stratifications considered,
and the strata of ZR are always taken to be the real forms of the strata of Z.
A special case of such a compatible family is when the vertical families are constant,
and the diagram simplifies to
Z0 → Z1 → Z2 → · · · → Zk → · · · .
In this case, the direct limit Z is an ind-scheme of ind-finite type.
Another special case is when the horizontal families are constant, and in addition
each of the varieties in the family
L0 ← L1 ← L2 ← · · · ← Lℓ ← · · ·
is a linear algebraic group. In this case, the inverse limit L is a group-scheme, although
not usually of finite type. We only consider group-schemes of this form such that
for large ℓ1 < ℓ2, the kernel of the projection L
ℓ1 ← Lℓ2 is unipotent. We call such
group-schemes stable.
We only consider maps between ind-schemes which are the limit of compatible fami-
lies of maps defined for ℓ large relative to k. By an action of a group-scheme L = lim← L
ℓ
on an ind-scheme Z = lim→ lim← Z
ℓ
k, we mean a compatible family of actions of the
group-schemes Lℓ on the varieties Zℓk defined for ℓ large relative to k. When the vertical
maps Z0k ← Z
ℓ
k are the projections of L
ℓ-torsors, we say the ind-scheme Z is an L-torsor
over the ind-scheme Z0.
We next discuss categories of sheaves on ind-schemes. We work with sheaves of
C-vector spaces in the classical topology. For a variety Z acted upon by a linear
algebraic group L, we write DL(Z) for the derived category of L-equivariant sheaves
on Z with bounded cohomology sheaves. If S is a locally-trivial stratification of Z, we
write DL,S(Z) for the derived category of L-equivariant sheaves on Z with bounded
S-constructible cohomology sheaves. See [BL94b] for the definitions of these categories.
Note that in the case when the orbits of L in Z coincide with the strata of S, then
the forgetful functor DL,S(Z) → DL(Z) is an equivalence. We freely use the term
sheaf to mean a complex of sheaves, and S-constructible to mean with S-constructible
cohomology sheaves.
If an ind-scheme Z = lim→Zk of ind-finite type is acted upon by a stable group
scheme L = lim← L
ℓ, we may construct a directed system of categories
· · · → DL(Zk)→ DL(Zk+1)→ · · ·
in which each of the maps is the direct image functor. We call the direct limit DL(Z) =
lim→DL(Zk) the derived category of L-equivariant sheaves on Z. If Z is stratified, we
similarly define the derived category DL,S(Z) of L-equivariant, S-constructible sheaves
on Z.
To work with sheaves on an ind-scheme Z = lim→ lim← Z
ℓ
k not necessarily of ind-
finite type, we assume that Z is stratified. If in addition Z is acted upon by a stable
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group-scheme L then we have a directed system of categories
· · · → DLℓ,S(Z
ℓ
k)→ DLℓ+1,S(Z
ℓ+1
k )→ · · ·
in which each of the maps is the pull-back functor. This sequence of categories stabilizes,
because the projections Zℓk ← Z
ℓ+1
k are compatibly stratified and acyclic for ℓ large
relative to k, and the kernels of the projections Lℓ1 ← Lℓ2 are unipotent for ℓ1 < ℓ2
large. We have the limit derived category DL,S(Zk) = lim→DLℓ,S(Z
ℓ
k) of L-equivariant,
S-constructible sheaves on Zk. Thanks to the stability, we have a fully faithful directed
system of categories
· · · → DL,S(Zk)→ DL,S(Zk+1)→ · · ·
in which each of the maps is the direct image functor. We call the direct limitDL,S(Z) =
lim→DL,S(Zk) the derived category of L-equivariant, S-constructible sheaves on Z.
We only consider functors between such categories of sheaves which are the limit
of compatible families of functors defined for ℓ large relative to k. For a map f :
Y → Z which is the limit of maps f ℓk : Y
ℓ
k → Z
ℓ
k, to obtain well-defined limit functors
f∗, f!, f
∗, f !, one must require certain properties of the maps f ℓk and the maps in the
diagrams of Y and Z. For example, for the pushforwards f∗, f!, one must have a
Cartesian diagram
Y ℓ+1k
fℓ+1
k→ Zℓ+1k
↓ ↓
Y ℓk
fℓ
k→ Zℓk.
Then by the standard identity for the composition of maps and the smooth base change
isomorphism, the limit functors f∗, f! are well-defined. All of our maps satisfy the
necessary requirements where we use such functors. The standard identities among
such functors hold in this setting.
For an ind-scheme Z of ind-finite type, there is in general no dualizing object, but
we do have the Verdier duality functor since the horizontal maps in the diagram of Z
are closed embeddings.
We shall often make use of the following construction. Let X and Y be stratified
ind-schemes of ind-finite type, let L andM be stable group-schemes, and let p : Z → X
be a stratified L-torsor. Assume that M acts on Z and X such that p : Z → X is M -
equivariant. Then the pull-back functor p∗ : DM,S(X)→ DM×L,S(Z) is an equivalence.
If L also acts on Y , then we may form the twisted product
X×˜Y = lim
→
lim
←
Zℓk ×Lℓ Yk
where the variety Zℓk ×Lℓ Yk makes sense for ℓ large relative to k. The twisted product
X×˜Y is stratified by the twisted products of the strata of X and Y . In this situation,
we may define a functor
⊠˜ : DM,S(X) ×DL,S(Y )→ DM,S(X×˜Y )
by the requirement that
q∗(F1⊠˜F2) = p
∗(F1)⊠ F2
where q : Z × Y → X×˜Y is the natural projection.
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Finally, suppose a real or complex ind-scheme Z = lim→ Zk of ind-finite type is
stratified such the strata are of even real dimension. If in addition Z is acted upon
by a stable group-scheme L, then we call the direct limit PL,S(Z) = lim→PL,S(Zk)
the category of L-equivariant, S-constructible perverse sheaves on Z. Here PL,S(Zk) is
the heart of DL,S(Zk) with respect to the perverse t-structure defined by pulling back
the perverse t-structure from DS(Zk) via the forgetful functor DL,S(Zk) → DS(Zk).
Since the direct image functor is t-exact for a closed embedding, there is an induced
t-structure on the limit category DL,S(Z), and PL,S(Z) is the heart of the category
DL,S(Z) with respect to the induced t-structure. For any integer k, we have the functor
pHk : DL,S(Z)→ PL,S(Z) which assigns to a sheaf its k-th perverse homology sheaf.
3. Real loop Grassmannians
In this section, we recall some basic results about the loop Grassmannian Gr of
the connected reductive complex algebraic group G, then describe those results whish
extend readily to the real loop Grassmannian GrR of the real form GR.
3.1. Loop Grassmannians. Let O = C[[t]] be the ring of formal power series, and
for ℓ ≥ 0, let Oℓ ⊂ O be the ideal generated by tℓ ∈ O, and let J ℓ = O/Oℓ be the
finite-dimensional quotient.
The group Aut(O) of automorphisms of O is the inverse limit of the linear algebraic
groups Aut(J ℓ), and for any m ≥ ℓ > 0, the kernel of the projection Aut(Jm) →
Aut(J ℓ) is unipotent. Let Aut(Oℓ) ⊂ Aut(O) be the kernel of the projection Aut(O)→
Aut(J ℓ).
The group G(O) of O-valued points of G is the inverse limit of the linear algebraic
groups G(J ℓ), and for any m ≥ ℓ > 0, the kernel of the projection G(Jm)→ G(J ℓ) is
unipotent. Let G(Oℓ) ⊂ G(O) be the kernel of the projection G(O)→ G(J ℓ).
Let K = C((t)) be the field of formal Laurent series, and for k ≥ 0, let Kk ⊂ K be
the O-submodule generated by t−k ∈ K.
The group GLN (K) of K-valued points of GLN is the direct limit of the schemes
GLN (K)k of matrices g ∈ GLN (K) such that the entries of g and g
−1 lie in Kk.
Choose an embedding G ⊂ GLN . The group G(K) of K-valued points of G is
the direct limit of the schemes G(K)k = G(K) ∩ GLN (K)k, and the finite-dimensional
varieties G(K)ℓk = G(K)k/G(O
ℓ) are compatibly stratified by the orbits of G(O)×G(O)
acting by multiplication on the left and right. This realizes G(K) as a stratified ind-
scheme, although not of ind-finite type.
The loop Grassmannian Gr = G(K)/G(O) is the direct limit of the finite-dimensional
projective varieties Grk = G(K)k/G(O) which are compatibly stratified by the orbits
of G(O) acting by left multiplication. This realizes Gr as a stratified ind-scheme of
ind-finite type.
3.2. Spherical perverse sheaves. To describe the G(O)-orbits in Gr, observe that
each coweight λ ∈ ΛT defines a point λ ∈ Gr via the embedding ΛT ⊂ G(K). Let Gr
λ
be the G(O)-orbit G(O) · λ ⊂ Gr through λ ∈ Gr. The Cartan decomposition [IM65,
Corollary 2.17] states that each G(O)-orbit in Gr is of the form Grλ for some λ ∈ ΛT ,
and two orbits Grλ1 and Grλ2 coincide if and only if λ1 and λ2 are in the sameWG-orbit
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in ΛT . Note that the G(O)-orbit Gr
λ contains the G-orbit G ·λ which is isomorphic to
the flag manifold G/P λ where the parabolic subgroup P λ ⊂ G is the stabilizer of λ. As
z ∈ C× tends to 0, the automorphism of Gr induced by the coordinate change t 7→ zt
provides a retraction Grλ → G/P λ. The fibers of the retraction are the orbits of the
pro-unipotent congruence subgroup G(O1) ⊂ G(O). For more details and arguments
for the other assertions of the following proposition, see for example [Lus83, Section
11, a) and b)] and [PS86, Section 8.6]. Although the latter work in the context of
polynomial loops, the polynomial version of the loop Grassmannian is isomorphic to
Gr.
Proposition 3.2.1. The loop Grassmannian Gr is the disjoint union of the G(O)-
orbits Grλ through the dominant coweights λ ∈ Λ+T . The closure of the orbit Gr
λ is the
union of the orbits through µ ∈ Λ+T with µ ≤ λ. The orbit Gr
λ is a vector bundle over
the flag manifold G/P λ, and its closure is a projective variety of dimension 2〈ρˇ, λ〉.
For k,m ≥ 0, there exists ℓ ≥ 0 such that G(Oℓ)⋊Aut(Oℓ) acts trivially on G(K)mk ,
and the action of G(O)⋊Aut(O) passes to G(J ℓ)⋊Aut(J ℓ). In particular, for k ≥ 0,
there exists ℓ ≥ 0 such that G(Oℓ) ⋊ Aut(Oℓ) acts trivially on Grk, and the action
of G(O) ⋊ Aut(O) passes to G(J ℓ)⋊ Aut(J ℓ). Therefore G(O) ⋊ Aut(O) acts on Gr
according to our conventions.
We have the category PG(O)⋊Aut(O)(Gr) of G(O) ⋊ Aut(O)-equivariant perverse
sheaves on Gr, and the category PG(O)(Gr) of G(O)-equivariant perverse sheaves on
Gr. We also have the category PS(Gr) of perverse sheaves on Gr constructible with
respect to the stratification by G(O)-orbits. In the following, the first equivalence is
in [Gai01, Proposition 1], and both are in [MV04, Appendix A]. The proof given here
shows that for complex coefficients the categories are in fact semisimple.
Proposition 3.2.2. The forgetful functors are equivalences
PG(O)⋊Aut(O)(Gr)
∼
→ PG(O)(Gr)
∼
→ PS(Gr).
Proof. By Proposition 3.2.1, each of the G(O)-orbits in Gr is connected and simply-
connected. The stabilizer in G(O) of a coweight λ ∈ Gr is the parahoric subgroup
P
λ which is connected. The stabilizer in G(O) ⋊ Aut(O) is the semidirect product
P
λ ⋊ Aut(O) which is also connected. Therefore each of the categories have the same
simple objects, and there are no self-extensions of simple objects. By Proposition 3.2.1,
the G(O)-orbits in a given component of Gr are either all even-dimensional or all odd-
dimensional. By [Lus83, Section 11, c)], the stalks of the simple objects in the categories
have the parity vanishing property: they are non-zero only in the parity of the dimension
of their support. Therefore there are no other extensions, and we conclude that the
categories are semisimple. 
3.3. Convolution. First, recall that from the G(O)-torsor p : G(K) → Gr and the
G(O)-action on Gr we may construct the twisted product Gr ×˜Gr. To be concrete, it is
the direct limit of the finite-dimensional projective varieties Grk1 ×˜Grk2 = G(K)k1×G(O)
Grk2 which are compatibly stratified by the twisted product of strata Gr
λ1 ×˜Grλ2 =
p−1(Grλ1) ×G(O) (Gr
λ2). This realizes Gr ×˜Gr as a stratified ind-scheme of ind-finite
type on which G(O) acts by left multiplication.
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Next, we have the convolution diagram
Gr×Gr
p
← G(K) ×Gr
q
→ Gr ×˜Gr
m
→ Gr .
The map p realizes G(K) × Gr as a G(O)-torsor over Gr×Gr. The map q realizes
G(K) ×Gr as a G(O)-torsor over Gr ×˜Gr. (Note this confirms that the stratification
of Gr ×˜Gr is locally-trivial, since the smooth map q preserves strata, and the strata of
G(K) × Gr are locally-trivial group orbits.) The map m is the multiplication, and is
the direct limit of the maps m : G(K)k1 ×G(O) Grk2 → Grk1+k2 .
Now to define the convolution product
⊙ : PG(O)(Gr)×PG(O)(Gr)→ PG(O)(Gr),
recall that for perverse sheaves P1,P2 in the category PG(O)(Gr), there is a unique
perverse sheaf P1⊠˜P2 in the category PG(O)(Gr ×˜Gr) such that
q∗(P1⊠˜P2) ≃ p
∗(P1 ⊠ P2).
The convolution is defined to be
P1 ⊙ P2 = m!(P1⊠˜P2).
Lusztig [Lus83, Section 11] first proved that the convolution takes perverse sheaves
to perverse sheaves. The assertion follows from his calculations in the affine Hecke
algebra. The following result of Mirkovic´-Vilonen gives a direct geometric proof. See
also [NP01, Section 9].
Theorem 3.3.1 ([MV04], Lemma 4.3). The multiplication map m : G(K) ×G(O)
Gr→Gr is a stratified semismall map.
The theorem refers to the stratification of Gr by the G(O)-orbits Grλ, and the
stratification of Gr ×˜Gr by the twisted products Grλ1×˜Grλ2 . To be precise, it asserts
that each of the maps m : G(K)k1 ×G(O) Grk2 → Grk1+k2 is stratified semismall with
respect to these stratifications. See [MV04, Section 4] for the notion of a stratified
semsmall map.
3.4. Tannakian formalism. It is possible to place associativity and commutativity
constraints on the category PG(O)(Gr) with respect to convolution, and then to check
that it is rigid. The hypercohomology functor is an exact faithful tensor functor. The
most delicate part is the commutativity constraint, for which see [MV04, Section 5]
for the most straightforward approach, or [Gai01, Remark in Section 1.1 and Theorem
1(b)] for an equivalent approach. In the appendix, we sketch how one identifies the
Tannakian group of the category PG(O)(Gr) with the dual group Gˇ.
Theorem 3.4.1 ([MV04], Theorem 7.3, Proposition 6.3). The category PG(O)(Gr) is
naturally a tensor category with respect to convolution. It is equivalent as a tensor
category to the category Rep(Gˇ) of finite-dimensional representations of the dual group
Gˇ. Under the equivalence, the hypercohomology of a perverse sheaf corresponds to the
underlying vector space of a representation.
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Example 3.4.1. As a topological space, the loop Grassmannian GrT of a torus T is
homeomorphic to the coweight lattice ΛT . The category PT (O)(GrT ) is equivalent as a
tensor category to the category Rep(Tˇ ) of finite-dimensional representations of the dual
torus Tˇ .
3.5. Real forms. As mentioned in the preliminaries, we only consider conjugations
and real forms of ind-schemes which are the limit of compatible families of conjuga-
tions and real forms. In addition, the conjugations always respect the stratifications
considered, and the strata of a real form are always taken to be the real forms of
the strata of its complexification. Thus once we have described the ind-structure or
stratification of a complex ind-scheme, a real form of it inherits an ind-structure and
stratification by restriction. In addition, we only consider the actions of real group-
schemes which are the limit of compatible families of actions of real forms. Thus once
we have described the action of a complex group-scheme on a complex ind-scheme, a
real form of the group-scheme inherits an action on the real form of the ind-scheme.
Let OR = R[[t]] be the ring of real formal power series, and let KR = R((t)) be the
field of real formal Laurent series. Let c be the conjugation of K with respect to KR.
Let θ be the conjugation of the connected reductive complex algebraic group G with
respect to the real form GR.
The conjugation θ extends from G to a conjugation of G(K) which we also denote
by θ. For g ∈ G(K) thought of as a map
g : Spec(K)→ G,
the extended conjugation θ takes g to the composite map
θ(g) : Spec(K)
c
→ Spec(K)
g
→ G
θ
→ G.
We may identify the resulting real form of G(K) with the real stratified ind-scheme
GR(KR).
The conjugation of G(K) restricts to a conjugation of G(O), and we may identify
the resulting real form of G(O) with the real stable group-scheme GR(OR).
Since the conjugation of G(K) preserves G(O), it induces a conjugation of Gr, and we
may identify the resulting real form GrR with the real stratified ind-scheme of ind-finite
type GR(KR)/GR(OR). We call it the real loop Grassmannian of GR. As a topological
space, GrR is known [Mit88, Theorems 5.1 and 5.2] to be homotopy equivalent to the
based loop space of the symmetric variety G/K where K is the complexification of a
maximal compact subgroup of GR.
3.6. Real spherical sheaves. The restriction of the stratification of Gr to the real
form GrR coincides with the orbits of the action of GR(OR) by left-multiplication.
The Cartan decomposition (which follows from the Bruhat decomposition of [Mit88,
Theorem 5.3]) states that the GR(OR)-orbit Gr
λ
R
⊂ GrR is non-empty if and only if
λ is a real coweight λ ∈ ΛS , and two orbits Gr
λ1
R
and Grλ2
R
coincide if and only if λ1
and λ2 are in the same WGR-orbit in ΛS . Note that the GR(OR)-orbit Gr
λ
R contains
the GR-orbit GR · λ which is isomorphic to the real flag manifold GR/P
λ
R
where the
parabolic subgroup P λ
R
⊂ G is the stabilizer of λ.
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Proposition 3.6.1. The real loop Grassmannian GrR is the disjoint union of the
GR(OR)-orbits Gr
λ
R
through the dominant real coweights λ ∈ Λ+S . The closure of the
orbit GrλR is the union of the orbits through µ ∈ Λ
+
S with µ ≤ λ. Each orbit Gr
λ
R is a
real vector bundle over the real flag manifold GR/P
λ
R
, and its closure is a real projective
variety of dimension 2〈ρˇ, λ〉.
Proof. Thanks to Proposition 3.2.1 and the discussion preceding it, it only remains to
prove that if λ − µ is a non-negative integral linear combination of positive coroots
of G, then Grµ
R
⊂ GrR
λ
. By Lemma 2.1.1, it suffices to prove this when λ − µ is a
positive coroot α ∈ Rpos, or when λ− µ is of the form θ(α) + α, for a positive coroot
α ∈ Rpos, but λ−µ is not a multiple of a positive coroot. In the first case, we may find
SL2(R) ⊂ GR such that α is its positive coroot. Then the orbit through λ of the one
parameter subgroup Uα(rt) ⊂ GR(OR), for r ∈ R, is isomorphic to R, and its closure
is isomorphic to RP1 with ν the point at infinity. In the second case, we may find
SL2(C) ⊂ GR such that θ(α)+α is its positive coroot. Then the orbit through λ of the
one parameter subgroup Uθ(α)+α(ct) ⊂ GR(OR), for c ∈ C, is isomorphic to C, and its
closure is isomorphic to CP1 with ν the point at infinity. 
The conjugation c of O induces a conjugation of Aut(O), and we may identify the
resulting real form with the real stable group-scheme Aut(OR) of automorphisms of
OR. We define Aut
0(OR) to be the connected component of the identity consisting of
orientation-preserving automorphisms.
We have the derived categoryDGR(OR)⋊Aut0(OR)(GrR) ofGR(OR)⋊Aut
0(OR)-equivariant
sheaves on GrR, and the derived category DGR(OR)(GrR) of GR(OR)-equivariant sheaves
on GrR. We also have the derived category DGR,S(Gr) of GR-equivariant sheaves on
GrR constructible with respect to the stratification by GR(OR)-orbits.
The following lemma is useful in constructing equivariant sheaves via functors which
appear to only provide sheaves constructible with respect to the orbit stratification.
Lemma 3.6.1. The forgetful functors are equivalences
DGR(OR)⋊Aut0(OR)(GrR)
∼
→ DGR(OR)(GrR)
∼
→ DGR,S(GrR).
Proof. For the first equivalence, the group scheme Aut0(OR) is contractible, and each
Aut0(OR)-orbit in GrR is contained in a GR(OR)-orbit. For the second, the kernel of
the projection GR(OR)→ GR is the inverse limit of unipotent groups. 
3.7. Real convolution. To define the convolution product
⊙ : DGR(OR)(GrR)×DGR(OR)(GrR)→ DGR(OR)(GrR),
consider the real form of the convolution diagram
GrR×GrR
p
← GR(KR)×GrR
q
→ GrR ×˜GrR
m
→ GrR .
The product GR(KR)×GrR and twisted product GrR ×˜GrR are real ind-schemes, strat-
ified by the real forms of the strata of their complexifications.
For sheaves F1,F2 in the category DGR(OR)(GrR), the convolution is defined to be
F1 ⊙F2 = m!(F1⊠˜F2)
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where F1⊠˜F2 is the unique sheaf in the category DGR(OR)(GrR ×˜GrR) such that
q∗(F1⊠˜F2) ≃ p
∗(F1 ⊠ F2).
3.8. Real spherical perverse sheaves. In this paper, we restrict our attention to
sheaves supported on certain connected components of GrR. The following param-
eterization of π0(GrR) and the subsequent dimension assertion follow directly from
Proposition 3.6.1.
Lemma 3.8.1. The inclusion ΛS ⊂ GrR induces an isomorphism ΛS/(ΛS ∩ Q)
∼
→
π0(GrR) where Q is the coroot lattice of G. The strata Gr
λ
R
in a connected component
of GrR are all even-dimensional or all odd-dimensional depending on whether 2〈ρˇ, λ〉 is
congruent to 0 or 1 mod 2.
We define Gr+
R
to be the union of the components of GrR containing the even-
dimensional strata. Note by Proposition 3.6.1 the action of GR(OR) perserves each
component of GrR. Therefore we have the derived category DGR(OR)(Gr
+
R
) of GR(OR)-
equivariant sheaves on Gr+
R
. Since the strata of Gr+
R
are all even-dimensional, there is a
self-dual perverse t-structure on the category DGR(OR)(Gr
+
R
). Its heart is the category
PGR(OR)(Gr
+
R
) of GR(OR)-equivariant perverse sheaves on Gr
+
R
. All of the topological
aspects of the theory of perverse sheaves [BBD82, BL94b] hold in this setting. For ex-
ample, the category PGR(OR)(Gr
+
R
) is abelian, and its simple objects are the intersection
cohomology sheaves of strata with coefficents in irreducible GR(OR)-equivariant local
systems.
Note that the real convolution product takes sheaves supported on Gr+
R
to sheaves
supported on Gr+
R
since the convolution of two even-dimensional strata is also even-
dimensional. The real multiplication map m : GrR ×˜GrR→GrR is a real form of
the complex multiplication map, and the strata of its domain and codomain are real
forms of the strata of their complexifications, thus it is a stratified semismall map by
Theorem 3.3.1. We conclude that the restriction of the real convolution product to the
category DGR(OR)(Gr
+
R
) is t-exact, and preserves the category PGR(OR)(Gr
+
R
).
3.9. Component refinement. In this paper, we in fact restrict our attention to
sheaves supported on only certain connected components of Gr+
R
.
Recall that Gr is homotopy equivalent to the based loop space of G, and GrR is
homotopy equivalent to the based loop space of G/K where K is the complexification
of a maximal compact subgroup of GR. The fibration K → G→ G/K gives rise to an
exact sequence of component groups
π0(Gr)→ π0(GrR)→ π0(GR),
which may be identified with the exact sequence
ΛT /Q
σ
→ ΛS/(ΛS ∩Q)
∂
→ π0(GR)
where Q is the coroot lattice of G, σ(λ) = θ(λ)+λ is the projection, and ∂(λ) = [λ(−1)]
is the boundary map.
We define Gr0R be the union of the components of GrR in the image of σ, or equiva-
lently in the kernel of ∂.
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Lemma 3.9.1. The components Gr0
R
are a subset of the components Gr+
R
.
Proof. Recall that M ⊂ G is the Levi factor of the complexification P ⊂ G of the
minimal parabolic subgroup PR ⊂ GR. Using Lemma 3.8.1, we calculate the parity of
the dimension of strata
〈2ρˇ, σ(λ)〉 = 〈2ρˇ− 2ρˇM , θ(λ) + λ〉 = 2〈2ρˇ − 2ρˇM , λ〉 = 0 mod 2.
In the above equation, the identity 〈2ρˇM , σ(λ)〉 = 0 gives the first equality, and the
identity θˇ(2ρˇ− 2ρˇM ) = 2ρˇ− 2ρˇM gives the second. 
4. Real Beilinson-Drinfeld Grassmannians
In this section, we recall some basic properties of Beilinson-Drinfeld Grassmannians,
then describe similar properties of their real forms. We also collect some basic results
about embeddings and stratifications. Throughout this section and later sections, we
fix a smooth projective complex algebraic curve X with non-empty real form XR, and
let c denote the conjugation of X with respect to XR.
In what follows, we shall define certain ind-schemes by the functors from C-algebras
to sets which they represent. The sets shall always be taken up to the natural notion
of equivalence.
4.1. Local loop Grassmannians. Fix x ∈ X. Let Ox be the completion of the local
ring of X at x, and let Kx be its fraction field.
The local loop Grassmannian xGr = G(Kx)/G(Ox) is a stratified ind-scheme of ind-
finite type isomorphic to the loop Grassmannian Gr. To see this, choose a formal
coordinate at x. The identification Ox ≃ O induces a bijection xGr
∼
→ Gr . If we choose
a different formal coordinate, the resulting bijection differs by the action on Gr of an
element of Aut(O). Since each of the varieties in the family Grk is Aut(O)-invariant,
we see that xGr is naturally an ind-scheme of ind-finite type, and the bijection is an
isomorphism for any choice of local coordinate. Furthermore, the isomorphism takes
each G(Ox)-orbit in xGr to a G(O)-orbit in Gr. Since each G(O)-orbit in Gr is Aut(O)-
invariant, the orbit correspondence is independent of the choice of local coordinate.
We may therefore unambiguously index the G(Ox)-orbits xGr
λ ⊂ xGr by dominant
coweights λ ∈ Λ+T .
Similarly, for x ∈ XR, we have the real local loop Grassmannian xGrR, an isomor-
phism xGrR
∼
→ GrR for every choice of real formal coordinate at x, and the strata
xGr
λ
R ⊂ xGrR, for dominant real coweights λ ∈ Λ
+
S .
The following proposition represents an important change in perspective. It was first
proved for G = SLn in [BL94a, Proposition 2.1]. For a C-algebra A and scheme Z, let
ZA denote the product Z × Spec(A).
Proposition 4.1.1 ([LS97], Proposition 3.10). The local loop Grassmannian xGr repre-
sents the functor A 7→ {(F , ν)}, where F is a G-torsor on XA, and ν is a trivialization
of F over (X \ x)A.
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4.2. Beilinson-Drinfeld Grassmannians. Some of the material discussed here may
be found in [BD, Sections 5.3.10, 5.3.11] and [MV04, Section 5]. The Beilinson-Drinfeld
Grassmannian Gr(n) of the group G is the ind-scheme of ind-finite type which represents
the functor A 7→ {((x1, . . . , xn),F , ν)}, where (x1, . . . , xn) ∈ X
n(A), F is a G-torsor
on XA, and ν is a trivialization of F over XA \ (x1 ∪ · · · ∪ xn). Here we think of the
points xi : Spec(A)→ X as subschemes of XA by taking their graphs. See Section 4.4
for confirmation that Gr(n) is indeed an ind-scheme of ind-finite type.
One of the most important properties of Gr(n) is its factorization with respect to the
projection π : Gr(n) → Xn. To describe this, we introduce the incidence stratification of
Xn. The strata are indexed by partitions of the set {1, . . . , n}. The stratum Tτ indexed
by the partition τ consists of the points (x1, . . . , xn) ∈ X
n such that the coincidences
specified by τ occur among the points x1, . . . , xn ∈ X.
Proposition 4.2.1. For each stratum Tτ ⊂ X
n, there is a canonical isomorphism
Gr(n) |Tτ
∼
→ (
k∏
i=1
Gr(1))|T0,
where k is the number of parts in the partition τ , and T0 denotes the open stratum of
distinct points y1, . . . , yk ∈ X.
Proof. The map is defined by ((x1, . . . , xn),F , ν) 7→
∏k
i=1(yi,Fi, νi), where y1, . . . , yk ∈
X are the distinct points such that there is an equality of sets {y1, . . . , yk} = {x1, . . . , xn},
the torsor Fi coincides with F over X \ (y1 ∪ · · · ∪ yˆi ∪ · · · ∪ yk), and the trivialization
νi coincides with ν over X \ (y1 ∪ · · · ∪ yk). We leave it to the reader to check that the
map is an isomorphism. 
We next describe the standard stratification of Gr(n). The strata of Gr(1) are indexed
by the dominant coweights λ ∈ Λ+T . The stratum of Gr
(1) indexed by λ consists of the
union over all fibers Gr(1)|x of the points which map to the G(Ox)-orbit xGr
λ in xGr via
the canonical isomorphism Gr(1)|x
∼
→ xGr . In Section 5.2, we shall see that it is useful
to realize Gr(1) as the twisted product of Gr and the curve X. From this perspective,
each stratum of Gr(1) is the twisted product of a stratum of Gr with X.
In general, the strata of Gr(n) are indexed by labeled partitions (τ, {λ1, . . . , λk}),
where τ is a partition of {1, . . . , n} into k parts, and λ1, . . . , λk ∈ Λ
+
T are dominant
coweights each assigned to a part of the partition. The stratum of Gr(n) indexed by
(τ, {λ1, . . . , λk}) consists of the points which project to the stratum Tτ ⊂ X
n, and
which map via the isomorphism Gr(n) |Tτ
∼
→ (
∏k
i=1Gr
(1))|T0 to the product stratum
indexed by {λ1, . . . , λk}.
4.3. Real forms. Recall that c denotes the conjugation of X with respect to XR,
and θ denotes the conjugation of G with respect to GR. The pair of conjugations
induce a conjugation θ of Gr(n) as follows. For data ((x1, . . . , xn),F , ν), choose a cover
{Ui ⊂ X}i so that we may realize F as the G-torsor obtained from the disjoint union
⊔i(Ui ×G) via gluing maps ϕij : Ui ∩ Uj → G. Then we define the conjugation to be
θ((x1, . . . , xn),F , ν) = ((c(x1), . . . , c(xn)),F
θ
c , ν
θ
c ).
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Here Fθc is the G-torsor obtained from the disjoint union ⊔i(c(Ui)×G) via gluing maps
c(Ui ∩ Uj)
c
→ Ui ∩ Uj
ϕij
→ G
θ
→ G.
Thinking of the trivialization ν as a section of F over X\(x1∪· · ·∪xn), the trivialization
νθc is the composite section
νθc : X \ c(x1 ∪ · · · ∪ xn)
c
→ X \ (x1 ∪ · · · ∪ xn)
ν
→ F
fθc→ Fθc ,
where f θc : F → F
θ
c is the map defined by f
θ
c ((ui, g)) = (c(ui), θ(g)), for ui ∈ Ui.
Now fix a permutation ω in the symmetric group Σn such that ω
2 = e. Then we
obtain involutions of Xn and of Gr(n) by permuting the labels of the points
(x1, . . . , xn) 7→ (xω(1), . . . , xω(n)).
The composition of a conjugation and an involution is another conjugation. Let cω be
the conjugation of Xn defined by
cω(x1, . . . , xn) = (c(xω(1)), . . . , c(xω(n))),
and let θω be the conjugation of Gr
(n) defined by
θω((x1, . . . , xn),F , ν) = (c(xω(1)), . . . , c(xω(n)),F
θ
c , ν
θ
c ).
Let X
(ω)
R
be the real form of Xn with respect to the conjugation cω, and let Gr
(ω)
R
be the real form of Gr(n) with respect to the conjugation θω. When ω is the identity
permutation, we write Xn
R
in place of X
(ω)
R
, and Gr
(n)
R
in place of Gr
(ω)
R
.
As usual we stratify the real forms by taking the real forms of the strata of their
complexifications. The strata of X
(ω)
R
are indexed by those partitions τ of {1, . . . , n}
such that the action of ω sends each part of τ to another part of τ . The strata of Gr
(ω)
R
are indexed by labelled partitions (τ, {λ1, . . . , λk}, {µ1, . . . , µℓ}), where τ is a partition
of {1, . . . , n} such that the action of ω sends each part of τ to another part of τ with k
parts fixed and ℓ pairs of parts exchanged, λ1, . . . , λk ∈ Λ
+
S are dominant real coweights
each assigned to a part of τ fixed by ω, and µ1, . . . , µℓ ∈ Λ
+
T are dominant coweights
each assigned to a pair of parts exchanged by ω.
To describe the factorization of Gr
(ω)
R
with respect to the projection π : Gr
(ω)
R
→ X(ω),
it is convenient to break the symmetry as assumed in the following.
Proposition 4.3.1. Let τ be a partition such that ω sends each of its parts to another.
For each pair of parts of τ exchanged by ω, choose one of the parts. Then there is a
canonical strata-preserving isomorphism
Gr
(ω)
R
|Tτ ≃ (
k∏
i=1
Gr
(1)
R
×
ℓ∏
j=1
Gr(1))|T0,
where k is the number of parts in τ fixed by ω, ℓ is the number of pairs of parts
exchanged by ω, and T0 denotes the open stratum of distinct points y1, . . . , yk ∈ XR,
z1, . . . , zℓ ∈ X.
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Proof. By Proposition 4.2.1 and the definitions, Gr
(ω)
R
|Tτ is the real form of the product
(
k∏
i=1
Gr(1) ×
ℓ∏
j=1
(Gr(1) ×Gr(1)))|T0
with respect to the standard conjugation on the factors of type Gr(1), and the com-
position of the standard conjugation with the exchange involution on the factors of
type Gr(1) × Gr(1). The choice of a part in each pair of parts exchanged by ω distin-
guishes one of the factors Gr(1) in each of the products Gr(1)×Gr(1). Projection of the
real form of each of the products Gr(1) × Gr(1) to its distinguished factor Gr(1) is an
isomorphism. 
If we fix an identification
X
(ω)
R
≃ XrR ×X
s
where r is the number of fixed points of ω, s is the number of pairs of points exchanged
by ω, and n = r + 2s, then by the proposition, for (x1, . . . , xr, z1, . . . , zs) ∈ X
r
R
×Xs,
we have a canonical isomorphism
Gr
(ω)
R
|(x1, . . . , xr, z1, . . . , zs)
∼
→
k∏
i=1
yiGrR ×
ℓ∏
j=1
wjGr .
where y1, . . . , yk ∈ XR, w1, . . . , wℓ ∈ X \XR are the distinct points with an equality of
sets
{y1, . . . , yk, w1, . . . , wℓ} = {x1, . . . , xr, z1, . . . , zs}.
4.4. Embeddings. It will be useful to have an embedding of the Beilinson-Drinfeld
Grassmannian Gr(n) in an ind-scheme that is the limit of smooth varieties. We describe
one such construction here.
First, fix an embedding G ⊂ GLN to obtain an embedding Gr
(n) ⊂ Gr
(n)
N of the
corresponding Beilinson-Drinfeld Grassmannians.
Next, let Gr
(n)
N,k be the variety that represents the functor A 7→ {(x1, . . . , xn,M)},
where x1, . . . , xn ∈ X(A), and
M⊂ O⊕NXA (k(x1 ∪ · · · ∪ xn))
is a subsheaf of OXA-modules such that
O⊕NXA (−k(x1 ∪ · · · ∪ xn)) ⊂M,
and O⊕NXA (k(x1 ∪ · · · ∪ xn))/M is Spec(A)-flat.
The inclusions O⊕NXA (k(x1∪ · · · ∪xn)) ⊂ O
⊕N
XA
((k+1)(x1 ∪ · · ·∪xn)) induce canonical
closed embeddings Gr
(n)
N,k → Gr
(n)
N,k+1 .
Proposition 4.4.1. The direct limit of the varieties Gr
(n)
N,k is canonically isomorphic
to the Beilinson-Drinfeld Grassmannian Gr
(n)
N of GLN .
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Proof. A GLN -torsor over X with a trivialization over X \ (x1 ∪ · · · ∪ xn) defines a
vector bundle V over X and an isomorphism O(V)
∼
→ O⊕NX over X \ (x1∪· · ·∪xn). For
k sufficiently large, the isomorphism extends to a map O(V)→ O⊕NX (k(x1 ∪ · · · ∪ xn))
over X. And again for k sufficiently large, the image of the extended map will contain
O⊕NX (−k(x1 ∪ · · · ∪ xn)). We take the subsheaf M⊂ O
⊕N
X (k(x1 ∪ · · · ∪ xn)) to be the
image for k large. We leave it to the reader to check that this gives an isomorphism. 
Finally, let adGr
(n)
N,k be the variety that represents the functor A 7→ {(x1, . . . , xn,M)},
where x1, . . . , xn ∈ X(A), and
M⊂ O⊕NXA (k(x1 ∪ · · · ∪ xn))
is a subsheaf of C-modules such that
O⊕NXA (−k(x1 ∪ · · · ∪ xn)) ⊂M,
and O⊕NXA (k(x1 ∪ · · · ∪ xn))/M is Spec(A)-flat.
Lemma 4.4.1. The variety adGr
(n)
N,k is smooth.
Proof. We may identify adGr
(n)
N,k with the Grassmann bundle (of C-subspaces of any
dimension) of the vector bundle H0(Xn,MNk )→ X
n, for the quotient sheaf
MNk = O
⊕N
X (k(x1 ∪ · · · ∪ xn))/O
⊕N
X (−k(x1 ∪ · · · ∪ xn)).

Define the ind-scheme adGr
(n)
N to be the direct limit of the varities adGr
(n)
N,k. We
conclude that for the choice of an embedding G ⊂ GLN , we obtain embeddings of
ind-schemes
Gr(n) ⊂ Gr
(n)
N ⊂ adGr
(n)
N
with adGr
(n)
N the limit of a family of smooth varieties.
Remark 4.4.1. The above discussion confirms that the Beilinson-Drinfeld Grassman-
nian Gr(n) is an ind-scheme of ind-finite type.
Before continuing on, we note that there is a factorization of adGr with respect to
the projection π : adGr → Xn which restricts to give the factorization of Gr(n) of
Proposition 4.2.1. For each stratum Tτ ⊂ X
n, let T τ ⊂ Xn be the union of the strata
of Xn containing Tτ in their closures.
Proposition 4.4.2. For each stratum Tτ ⊂ X
n, there is a canonical isomorphism
adGr
(n)
N |T
τ ∼→ (
k∏
i=1
adGr
(ni)
N )|T
τ
where k is the number of parts of τ , and ni is the size of the part τi.
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Proof. If the sheafM∈ adGr
(n)
N is supported at points x1, . . . , xn ∈ X with (x1, . . . , xn) ∈
T τ , then the coincidences among the points x1, . . . , xn are coarser than the coinci-
dences specified by τ . We may therefore define a map M 7→
∏k
i=1Mi, requiring that
M ≃
∑k
i=1Mi, and that each sheaf Mi is supported at those points contained in
the part τi of the partition τ . We leave it to the reader to check that this map is an
isomorphism. 
4.5. Stratifications. See [Mat70] or [GM88, Section 1.2, and Section 2.A.1] for the
notions of a Whitney stratification of a manifold and of a Thom stratified map between
manifolds.
We say that a stratification of a variety V is a Whitney stratification if for some
embedding V ⊂M into a smooth manifold, the stratification of M by the strata of V
and the complement M \ V is a Whitney stratification.
We say that a stratification of an ind-variety Z is a Whitney stratification if the
closure of each stratum of Z is Whitney stratified by the strata of Z in the closure.
We say that a map V → N , where V is a stratified variety and N is a smooth
manifold, is a Thom stratified map if for some commutative diagram
V ⊂ M
↓ ↓
N = N
with M smooth, the map M → N is a Thom stratified map with respect to the
stratification of M by the strata of V and the complement M \ V .
We say that a map Z → N , where Z is a stratified ind-variety and N is a smooth
manifold, is a Thom stratified map if the restriction of the map to the closure of each
stratum of Z is a Thom stratified map with respect to the stratification of the closure
by the strata of Z in the closure.
Proposition 4.5.1. The stratifications of the Beilinson-Drinfeld Grassmannian Gr(n)
and its real form Gr
(ω)
R
are Whitney stratifications. The projection π : Gr(n) → Xn and
its restriction π : Gr
(ω)
R
→ X
(ω)
R
are Thom stratified maps.
Proof. First, note that if we choose G ⊂ GLN to be equivariant with respect to conju-
gation, then the embeddings
Gr(n) ⊂ Gr
(n)
N ⊂ adGr
(n)
N
of the previous section will also be equivariant with respect to conjugation. Therefore,
by the following easily-verified lemma, it suffices to prove the proposition in the complex
case.
Lemma 4.5.1. Let M and N be Whitney stratified manifolds, and let K be a compact
group acting smoothly on M and N such that the actions preserve the stratifications.
Then the fixed point manifolds MK and NK are Whitney stratified by the fixed points
of the strata. If M → N is a Thom stratifed K-equivariant map, then MK → NK is
Thom stratified as well.
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Now, for the closure V of a stratum of Gr(n), we may find k large so that we have
an embedding
V ⊂ Gr
(n)
N,k ⊂ adGr
(n)
N,k.
Recall that the factorization of adGr
(n)
N restricts to give that of Gr
(n), and the strata
of Gr(n) are by definition products with respect to the factorization. Therefore it
suffices to verify Whitney’s condition B and Thom’s condition Aπ are satisfied at a
point M ∈ adGr
(n)
N,k such that π(M) = (x, . . . , x). To accomplish this, consider the
group Glocx of maps Xx → G, where Xx is the localization of X at x.
Lemma 4.5.2. For ℓ ≥ 0, the composite homomorphism Glocx → G(Ox) → G(J
ℓ
x ) is
surjective. ✷
Proof. In [Gai01, Lemma 4], the analogous assertion is proven for Iwahori subgroups
which immediately implies this assertion. 
Using the lemma, it is easy to confirm Thom’s condition Aπ at the point M.
To verify Whitney’s condition B at the point M, let Mi be a sequence coverging
to M in the stratum S containing M, let Li be a sequence also converging to M in
some stratum R, and suppose that the limits ℓ = limiMiLi and τ = limi TLiR exist.
Since π(M) = (x, . . . , x), and X is smooth, we may assume that the sequenceMi is in
the same fiber as M. Then using the lemma, we may assume that the sequence Mi is
in fact constant equal to M. Now the assertion that ℓ ⊂ τ for such sequences follows
from standard arguments such as the Curve Selection Lemma [Mil68, Chapter 3]. 
5. Specialization
In this section, we define a functor that takes perverse sheaves on the loop Grass-
mannian Gr to perverse sheaves on the subspace Gr0R of the real form GrR.
Note that the complement of the real curve XR in its complexification X is the
union of two connected components. Throughout what follows, we distinguish one of
the components and denote it by X+. This also distinguishes an orientation of XR by
the rule that the complex structure of X takes a positively-oriented tangent vector to
a tangent vector pointing into X+.
5.1. Global specialization. To define the global specialization functor
RX : DG,S(Gr
(1))→ DGR,S(Gr
(1)
R
),
we work with the real form Gr
(σ)
R
of the Beilinson-Drinfeld Grassmannian Gr(2), where
σ is the non-trivial element of the symmetric group Σ2.
We identify the projection Gr
(σ)
R
→ X
(σ)
R
with a map Gr
(σ)
R
→ X via the isomor-
phism X
(σ)
R
∼
→ X defined by (z, c(z)) 7→ z. By Proposition 4.3.1, we have canonical
identifications
Gr
(σ)
R
|X+ ≃ Gr
(1)|X+
Gr
(σ)
R
|XR ≃ Gr
(1)
R
.
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Consider the diagram
Gr(1)|X+ ≃ Gr
(σ)
R
|X+
j
→ Gr
(σ)
R
|X
i
← Gr
(σ)
R
|XR ≃ Gr
(1)
R
ց ↓ ↓ ↓ ւ
X+ → X ← XR
Define the global specialization by
RX(F) = i
∗j∗(F|X+).
Informally speaking, it is the nearby cycles in the family Gr
(σ)
R
→ X.
By Proposition 4.5.1, the stratification of Gr
(σ)
R
is a Whitney stratification and so
locally-trivial. Thus RX takes S-constructible sheaves to S-constructible sheaves. Since
all of the maps in the above diagram are GR-equivarant, RX takes G-equivariant sheaves
to GR-equivariant sheaves.
5.2. Perverse sheaves constant along X. Let Xˆ → X be the Aut(O)-torsor of
smooth maps Spec(O)→ X. It is the inverse limit of the Aut(J ℓ)-torsors Xˆℓ → X of
smooth maps Spec(J ℓ)→ X.
Recall that for x ∈ X, we have an identification Gr(1)|x ≃ xGr, and for the choice
of a formal coordinate at x, we obtain an isomorphism Gr(1)|x ≃ Gr. It follows that
Gr(1) is the twisted product obtained from the Aut(O)-torsor Xˆ → X and the action
of Aut(O) on Gr. In other words, there is a canonical isomorphism
Gr(1) ≃ Xˆ ×Aut(O) Gr .
Consider the diagram
X ×Gr
p
← Xˆ ×Gr
q
→ Xˆ ×Aut(O) Gr ≃ Gr
(1).
By Lemma 3.2.2, we may define a functor
ρ : PG(O)(Gr)→ DG,S(Gr
(1))
by the formula
ρ(P) = CX⊠˜P
where
q∗(CX⊠˜P) = p
∗(CX ⊠ P).
(Although it may be more natural to shift here so that ρ is perverse, we have found it
convenient to avoid all such shifts.)
Define the category P
G,Sˆ(Gr
(1)) to be the strict full subcategory of DG,S(Gr
(1))
whose objects are isomorphic to objects of the form ρ(P), where P runs through all
objects of PG(O)(Gr). Note that objects in the subcategory PG,Sˆ(Gr
(1)) are equivariant
with respect to the groupoid of pairs of points (x, y) ∈ X2, and an isomorphism between
their formal neighborhoods.
For a choice of x ∈ X, and formal coordinate at x, the isomorphism Gr(1)|x ≃ Gr
provides an inverse
ρ−1 : P
G,Sˆ(Gr
(1))→ PG(O)(Gr)
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defined by restriction to the fiber
ρ−1(P) = P|x.
By the definition of P
G,Sˆ(Gr
(1)), the inverse functors for different choices of x ∈ X,
and formal coordinate at x, are canonically isomorphic.
5.3. Sheaves constant along XR. Here we work with the Aut
0(OR)-torsor Xˆ
0
R
→ XR
of orientation-preserving smooth maps Spec(OR)→ XˆR, and the canonical isomorphism
Xˆ0R ×Aut0(OR) GrR ≃ Gr
(1)
R
.
Consider the diagram
XR ×GrR
p
← Xˆ0R ×GrR
q
→ Xˆ0R ×Aut0(OR) GrR ≃ Gr
(1)
R
.
By Lemma 3.6.1, we may define a functor
ρR : DGR(OR)(GrR)→ DGR,S(Gr
(1)
R
)
by the formula
ρR(F) = CXR⊠˜F
where
q∗(CXR⊠˜F) = p
∗(CXR ⊠ F).
Note that here we are able to define the functor on the entire derived category, not
only on the catgory of perverse sheaves.
Define the category D
GR,Sˆ
(Gr
(1)
R
) to be the strict full subcategory of DGR,S(Gr
(1)
R
)
whose objects are isomorphic to objects of the form ρR(F), where F runs through all
objects of DGR(OR)(GrR). An object in the category DGR,S(Gr
(1)
R
) is in the subcate-
gory D
GR,Sˆ
(Gr
(1)
R
) if and only if it is equivariant with respect to the groupoid of pairs
of points (x, y) ∈ X2
R
, and an orientation-preserving isomorphism between their for-
mal neighborhoods. (Since the group Aut0(OR) is contractible, such equivariance is a
property not a structure.)
For the choice of x ∈ XR, and formal coordinate at x, the resulting isomorphism
Gr
(1)
R
|x ≃ GrR provides an inverse
ρ−1
R
: D
GR,Sˆ
(Gr
(1)
R
)→ DGR(OR)(GrR)
defined by restriction to the fiber
ρ−1
R
(F) = F|x.
By the definition of D
GR,Sˆ
(Gr
(1)
R
), the inverse functors for different choices of x ∈ XR,
and formal coorcinate at x, are canonically isomorphic.
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5.4. Local specialization. To define the local specialization
R : PG(O)(Gr)→ DGR(OR)(GrR),
we use the following proposition.
Proposition 5.4.1. The global specialization descends to a functor
RX : PG,Sˆ(Gr
(1))→ D
GR,Sˆ
(Gr
(1)
R
).
Proof. A sheaf P in the category P
G,Sˆ(Gr
(1)) is equivariant with respect to the groupoid
of a pair of points (x, y) ∈ X2, and an isomorphism between their formal neighborhoods.
For points x, y ∈ XR, we may find analytic disks D(x),D(y) ⊂ X, and a conjugation-
equivariant isomorphism between them preserving the orientations of their real forms
DR(x),DR(y) ⊂ XR such that it induces an isomorphism
Gr
(σ)
R
|D(x) ≃ Gr
(σ)
R
|D(y).
Therefore the global specialization RX(P) is equivariant with respect to the groupoid of
points (x, y) ∈ X2
R
, analytic disks D(x),D(y) ⊂ X, and a conjugation-equivariant iso-
morphism between them preserving the orientations of their real forms DR(x),DR(y) ⊂
XR. It follows that the sheaf RX(P) is equivariant with respect to the groupoid of a
pair of points (x, y) ∈ X2
R
, and an isomorphism between their formal neighborhoods,
and thus it is in the category D
GR,Sˆ
(Gr
(1)
R
). 
By the proposition, we may define the local specialization by
R(P) = ρ−1
R
(RX(ρ(P))).
Here we use Lemma 3.6.1 to obtain a GR(OR)-equivariant sheaf from a GR-equivariant,
S-constructible sheaf.
5.5. Perverse specialization. Recall from Section 3.9 that Gr0
R
is the union of certain
components of GrR defined as follows. The exact sequence of component groups
π0(Gr)→ π0(GrR)→ π0(GR),
may be identified with the exact sequence
ΛT /Q
σ
→ ΛS/(ΛS ∩Q)
∂
→ π0(GR)
where Q is the coroot lattice of G, σ(λ) = θ(λ)+λ is the projection, and ∂(λ) = [λ(−1)]
is the boundary map. By definition, Gr0R is the union of the components of GrR in the
image of σ, or equivalently in the kernel of ∂.
Lemma 5.5.1. For P ∈ PG(O)(Gr), the support of R(P) ∈ DGR(OR)(GrR) lies in Gr
0
R .
Proof. Consider the real form Gr
(σ)
TR
⊂ GrR of the Beilinson-Drinfeld Grassmannian
Gr
(2)
T ⊂ Gr
(2) of the torus T ⊂ G. By Proposition 3.6.1, it suffices to understand the
limits of points in the family Gr
(σ)
TR
→ X. Note that the projection π : Gr
(σ)
TR
→ X has
discrete fibers. It is easy to check that the limit of a point λ ∈ ΛT ≃ Gr
(σ)
TR
|x+, for
x+ ∈ X+, is the point σ(λ) ∈ ΛS ≃ Gr
(σ)
TR
|x, for x ∈ XR. 
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By Lemma 3.9.1, the components Gr0
R
are in fact the union of certain components
of Gr+
R
. Since there is a perverse t-structure on the category DGR(OR)(Gr
+
R
), we may
ask whether the specialization R takes perverse sheaves to perverse sheaves. It is a
fundamental result that the nearby cycles in a complex algebraic family are perverse.
(See [BBD82, Section 4.4] or [GM83, Section 6.5].) In general this is not true for real
algebraic families. The family Gr
(σ)
R
→ X is a good example of this: in general the
specialization R does not take perverse sheaves to perverse sheaves.
Theorem 5.5.1. The specialization R : PG(O)(Gr)→ DGR(OR)(Gr
+
R
) is perverse if and
only if GR is quasi-split.
To prove the theorem we need to know more about the specialization. The result is
not used in what follows, and we postpone the proof. See Corollary 8.8.4.
We define PGR(OR)(Gr
+
R
)Z to be the category PGR(OR)(Gr
+
R
)⊗ VectZ, and identify it
with the subcategory
∑
kPGR(OR)(Gr
+
R
)[k] of the derived category DGR(OR)(GrR) from
which it inherits a convolution product.
We define the perverse specialization
pR : PG(O)(Gr)→ PGR(OR)(Gr
+
R
)Z
to be the sum
pR =
∑
k
pHk ◦ R
of the perverse homology sheaves of the specialization where the Z-grading corresponds
to the degree of perverse homology.
6. Monoidal structure for specialization
The aim of this section is to construct an isomorphism
pr : pR(· ⊙ ·)
∼
→ pR(·) ⊙ pR(·)
for the perverse specialization
pR : PG(O)(Gr)→ PGR(OR)(Gr
+
R
)Z.
We shall refer to such an isomorphism as a monoidal structure for the functor. Observe
that the composition of two functors with monoidal structures inherits a monoidal
structure.
6.1. Monoidal structure for local specialization ⇒ monoidal structure for
perverse specialization. Recall that the convolution
⊙ : DG(OR)(Gr
+
R
)×DG(OR)(Gr
+
R
)→ DG(OR)(Gr
+
R
)
is t-exact since the multiplication map is stratified semismall. This provides isomor-
phisms
phk : pHk(· ⊙ ·)
∼
→
∑
m+n=k
pHm(·)⊙ pHn(·)
for the perverse homology
∑
k
pHk : DGR(OR)(Gr
+
R
)→ PGR(OR)(Gr
+
R
)Z.
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If we have a monoidal structure
r : R(· ⊙ ·)
∼
→ R(·)⊙ R(·)
for the local specialization R : PG(O)(Gr)→ DGR(OR)(Gr
+
R
), then we obtain a monoidal
structure
pr : pR(· ⊙ ·) ≃ pR(·)⊙ pR(·)
for the perverse specialization pR =
∑
k
pHk ◦ R : PG(O)(Gr)→ PGR(OR)(Gr
+
R
)Z.
6.2. Global convolution. Following [MV04, Section 5], we recall the global version
of the convolution product. For a C-algebra A, and x ∈ X(A), let (̂XA)x denote the
formal neighborhood of the graph of x in the product XA = X × Spec(A).
Consider the global convolution diagram
Gr(1) ×Gr(1)
p
← ˜Gr(1) ×Gr(1)
q
→ Gr(1)×˜Gr(1)
m
→ Gr(2)
d
← Gr(1).
The ind-scheme ˜Gr(1) ×Gr(1) represents the functor A 7→ {(x1, x2,F1,F2, ν1, ν2, µ1)}
where for i = 1, 2, xi ∈ X(A), Fi is a G-torsor on XA, and νi is a trivialization of Fi
over XA \xi, and µ1 is a trivialization of F1 over (̂XA)x2 . The ind-scheme Gr
(1)×˜Gr(1)
represents the functor A 7→ {(x1, x2,F1,F , ν1, η)} where x1, x2 ∈ X(A), F1,F are G-
torsors on XA, ν1 is a trivialization of F1 over XA \ x1, and η is an isomorphism from
F1 to F over XA \ x2. The map p forgets the trivialization µ1. The map q is given by
(F1,F2, ν1, ν2, µ1) 7→ (F1,F , ν1, η) where F is obtained by gluing F1 over XA \x2 with
F2 over (̂XA)x2 via the isomorphism ν2 ◦ µ
−1
1 |(XA \ x2) ∩ (̂XA)x2 . The map m is given
by (F1,F , ν1, η) 7→ (F , ν) where ν = η ◦ ν1|X \ (x1 ∪ x2). The map d is the inclusion
Gr(1)
∼
→ Gr(2)|∆ ⊂ Gr(2) where ∆ is the diagonal in X2.
The global convolution
⊙X : PG,Sˆ(Gr
(1))×P
G,Sˆ(Gr
(1))→ P
G,Sˆ(Gr
(1))
is defined to be
F1 ⊙X F2 = d
∗m!(F1⊠˜F2)
where F1⊠˜F2 is the unique sheaf such that q
∗(F1⊠˜F2) = p
∗(F1 ⊠ F2).
We are not immediately guaranteed that there is a unique sheaf F1⊠˜F2 with the
required property since p and q are not the projections of torsors for a group-scheme
which is the limit of linear algebraic groups. Fortunately, we may extend the diagram
to obtain maps with this property. Consider the diagram
˜Gr(1) × Xˆ ×Gr
ւ ↓ ց
Gr(1) ×Gr(1)
p
← ˜Gr(1) ×Gr(1)
q
→ Gr(1)×˜Gr(1).
The ind-scheme ˜Gr(1) × Xˆ represents the functor A 7→ {(x1, x2,F1, ν1, µ1, φ)} where
x1, x2 ∈ X(A),F1 is a G-torsor on XA, ν1 is a trivialization of F1 over XA \ x1, µ1
is a trivialization of F1 over (̂XA)x2 , and φ is an isomorphism Spec(A[[t]]) → (̂XA)x2 .
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The vertical map is the projection of an Aut(O)-torsor, and the diagonal maps are the
projections of G(O)⋊Aut(O)-torsors.
6.3. Real global convolution. Consider the real global convolution diagram
Gr
(1)
R
×Gr
(1)
R
p
←
˜
Gr
(1)
R
×Gr
(1)
R
q
→ Gr
(1)
R
×˜Gr
(1)
R
m
→ Gr
(2)
R
d
← Gr
(1)
R
.
The real global convolution
⊙XR : DGR,Sˆ(Gr
(1)
R
)×D
GR,Sˆ
(Gr
(1)
R
)→ D
GR,Sˆ
(Gr
(1)
R
)
is defined to be
F1 ⊙X F2 = d
∗m!(F1⊠˜F2)
where F1⊠˜F2 is the unique sheaf such that q
∗(F1⊠˜F2) = p
∗(F1 ⊠ F2). Here we may
use the extended diagram
˜
Gr
(1)
R
× Xˆ0
R
×GrR
ւ ↓ ց
Gr
(1)
R
×Gr
(1)
R
p
←
˜
Gr
(1)
R
×Gr
(1)
R
q
→ Gr
(1)
R
×˜Gr
(1)
R
to see that there exists a unique sheaf F1⊠˜F2 with the required property.
6.4. Monoidal structure for global specialization ⇒ Monoidal structure for
local specialization.
Lemma 6.4.1. There is a canonical isomorphism
ρ(·) ⊙X ρ(·) ≃ ρ(· ⊙ ·)
for ρ : PG(O)(Gr)→ PG,Sˆ(Gr
(1)).
Proof. Consider the diagram
Gr(1) ×Gr(1)
p
← ˜Gr(1) ×Gr(1)
q
→ Gr(1)×˜Gr(1)
m
→ Gr(2)
d ↑ d ↑ d ↑ d ↑
Gr(1) ×Gr(1)|∆
p
← ˜Gr(1) ×Gr(1)|∆
q
→ Gr(1)×˜Gr(1)|∆
m
→ Gr(2)|∆
s∆ ↑ s∆ ↑ s∆ ↑ s∆ ↑
Xˆ ×Gr×Gr
p
← Xˆ ×G(K) ×Gr
q
→ Xˆ ×G(K) ×G(O) Gr
m
→ Xˆ ×Gr
The first row is the global convolution diagram, and the second is its restriction to
the diagonal. The third row is the product of the local convolution diagram with
the enhanced curve Xˆ. The arrows d are the inclusions, and the arrows s∆ are the
projections of Aut(O)-torsors.
Let r be the composition d ◦ s∆. The proof is a diagram chase using the standard
identity r∗p∗ ≃ p∗r∗, r∗q∗ ≃ q∗r∗ for the composition of maps, the base change iso-
morphism r∗m! ≃ m!r
∗, and the canonical isomorphism r∗(ρ(·)⊠ ρ(·)) ≃ C
Xˆ
⊠ (·)⊠ (·)
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which results from a chase in the diagram
Gr(1) ×Gr(1)|∆
d
→ Gr(1) ×Gr(1)
s∆ ↑ ↑ s× s
Xˆ ×Gr×Gr
d
→ Xˆ × Xˆ ×Gr×Gr
↓ ↓
Gr×Gr = Gr×Gr .

Lemma 6.4.2. There is a canonical isomorphism
ρ−1
R
(·)⊙ ρ−1
R
(·) ≃ ρ−1
R
(· ⊙XR ·)
for ρ−1
R
: D
GR,Sˆ
(Gr
(1)
R
)→ DGR(OR)(GrR).
Proof. Fix x ∈ XR, and a formal coordinate at x. Consider the diagram
Gr
(1)
R
×Gr
(1)
R
p
←
˜
Gr
(1)
R
×Gr
(1)
R
q
→ Gr
(1)
R
×˜Gr
(1)
R
m
→ Gr
(2)
R
r ↑ r ↑ r ↑ r ↑
Gr
(1)
R
×Gr
(1)
R
|(x, x)
p
←
˜
Gr
(1)
R
×Gr
(1)
R
|(x, x)
q
→ Gr
(1)
R
×˜Gr
(1)
R
|(x, x)
m
→ Gr
(2)
R
|(x, x)
≀ ↑ ≀ ↑ ≀ ↑ ≀ ↑
GrR×GrR
p
← GR(KR)×GrR
q
→ GrR ×˜GrR
m
→ GrR
The first row is the real global convolution diagram, and the second is its restriction
to (x, x) ∈ X2
R
. The third row is the real convolution diagram. The arrows r are the
inclusions, and the isomorphisms are provided by the formal coordinate at x.
The proof is a diagram chase using the standard identity r∗p∗ ≃ p∗r∗, r∗q∗ ≃ q∗r∗
for the composition of maps, and the base change isomorphism r∗m! ≃ m!r
∗. 
Now if we have a monoidal structure
rX : RX(· ⊙ ·)
∼
→ RX(·) ⊙RX(·)
for the global specialization RX : DG,Sˆ(Gr
(1)) → D
GR,Sˆ
(GrR), then we obtain a
monoidal structure
r : R(· ⊙ ·)
∼
→ R(·)⊙ R(·)
for the local specialization R = ρ−1
R
◦ RX ◦ρ : PG(O)(Gr)→ DGR(OR)(GrR).
6.5. Monoidal structure for global specialization.
Proposition 6.5.1. There is a canonical isomorphism
rX : RX(· ⊙X ·) ≃ RX(·)⊙XR RX(·)
for the global specialization RX : PG,Sˆ(Gr
(1))→ D
GR,Sˆ
(Gr
(1)
R
).
Proof. Consider the intertwining diagram
Gr(2) ×Gr(2)
p
← ˜Gr(2) ×Gr(2)
q
→ Gr(2)×˜Gr(2)
m
→ Gr(4)
d
← Gr(2).
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The ind-scheme ˜Gr(2) ×Gr(2) represents the functor A 7→ {(x1, x2, x3, x4,F1,F2, ν1, ν2, µ1)}
where x1, x2, x3, x4 ∈ X(A), F1,F2 are G-torsors on XA, ν1 is a trivialization of F1
over XA \ (x1 ∪ x2), ν2 is a trivialization of F2 over XA \ (x3 ∪ x4), and µ1 is a triv-
ialization of F1 over (̂XA)x3∪x4 . The ind-scheme Gr
(2)×˜Gr(2) represents the functor
A 7→ {(x1, x2, x3, x4,F1,F , ν1, η)} where x1, x2, x3, x4 ∈ X(A), F1,F are G-torsors on
XA, ν1 is a trivialization of F1 over XA \ (x1 ∪ x2), η is an isomorphism from F1 to F
over XA \ (x3 ∪ x4). The maps are straightforward generalizations of the maps in the
global convolution diagram.
To construct the isomorphism of the proposition, we work with the real intertwining
diagram
Gr
(σ)
R
×Gr
(σ)
R
p
←
˜
Gr
(σ)
R
×Gr
(σ)
R
q
→ Gr
(σ)
R
×˜Gr
(σ)
R
m
→ Gr
(σ×σ)
R
d
← Gr
(σ)
R
which is the real form of the intertwining diagram with respect to the conjugation
associated to the product element σ × σ ∈ Σ2 × Σ2 ⊂ Σ4.
To simplify the notation in what follows, write Y+ = X+ ×X+ and YR = XR ×XR
for the products, and Y = Y+∪YR for their union. Let ∆ ⊂ Y, ∆
+ ⊂ Y +, and ∆R ⊂ YR
denote the diagonals, and j : Y + → Y , i : YR → Y , and d : ∆→ Y the inclusions.
Observe that the restriction of the real intertwining diagram to YR is canonically
identified with the real global convolution diagram. Thus we may use it to calculate
the real global convolution. The restriction of the real intertwining diagram to Y +
is canonically identified with the restriction of two copies of the global convolution
diagram to X+. The following lemma confirms that we may use this to calculate the
global convolution.
Lemma 6.5.1. There is a canonical isomorphism (· ⊙X ·)|X+ ≃ (·|X+)⊙X (·|X+).
Proof. We break the global convolution into two steps.
First, consider the diagram
Gr(1) ×Gr(1)
p
← ˜Gr(1) ×Gr(1)
q
→ Gr(1)×˜Gr(1)
j ↑ j ↑ j ↑
Gr(1) ×Gr(1)|Y +
p
← ˜Gr(1) ×Gr(1)|Y +
q
→ Gr(1)×˜Gr(1)|Y +
We have the standard identity j∗p∗ ≃ p∗j∗, j∗q∗ ≃ q∗j∗ for the composition of maps. It
is a diagram chase to see that this provides an isomorphism (·⊠˜·)|Y + ≃ (·|X+)⊠˜(·|X+).
Next, consider the diagram
Gr(1)×˜Gr(1)
m
→ Gr(2)
d
← Gr(1)
j ↑ j ↑ j ↑
Gr(1)×˜Gr(1)|Y +
m
→ Gr(2)|Y +
d
← Gr(1)|Y +
We have the base change isomorphism j∗m! ≃ m!j
∗, and the standard identity j∗d∗ ≃
d∗j∗ for the composition of maps. The required isomomorphism is the composition
(· ⊙X ·)|X+ = j
∗d∗m!(·⊠˜·) ≃ d
∗m!j
∗(·⊠˜·) ≃ d∗m!((·|X+)⊠˜(·|X+)) = (·|X+)⊙X (·|X+).

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Now to construct the isomorphism of the proposition, we construct a series of isomor-
phisms relating global convolution to global specialization. We begin with the left-hand
portion of the real intertwining diagram
Gr
(σ)
R
×Gr
(σ)
R
|Y +
p
←
˜
Gr
(σ)
R
×Gr
(σ)
R
|Y +
q
→ Gr
(σ)
R
×˜Gr
(σ)
R
|Y +
j ↓ j ↓ j ↓
Gr
(σ)
R
×Gr
(σ)
R
|Y
p
←
˜
Gr
(σ)
R
×Gr
(σ)
R
|Y
q
→ Gr
(σ)
R
×˜Gr
(σ)
R
|Y
i ↑ i ↑ i ↑
Gr
(σ)
R
×Gr
(σ)
R
|YR
p
←
˜
Gr
(σ)
R
×Gr
(σ)
R
|YR
q
→ Gr
(σ)
R
×˜Gr
(σ)
R
|YR
Lemma 6.5.2. There is a canonical isomorphism i∗j∗(·⊠˜·) ≃ (i
∗j∗·)⊠˜(i
∗j∗·).
Proof. This is a diagram chase using the standard identity i∗p∗ ≃ p∗i∗, i∗q∗ ≃ q∗i∗
for the composition of maps, and the smooth base change isomorphism j∗p
∗ ≃ p∗j∗,
j∗q
∗ ≃ q∗j∗. The maps p and q are smooth since they are the projections of torsors for
the smooth relative group-scheme G
(σ)
R
(OR)→ X
(σ)
R which is a real form of the smooth
relative group-scheme G(2)(O) → X2 that represents the functor A 7→ {(x1, x2, µ)}
where x1, x2 ∈ X(A) and µ is a trivialization of the trivial G-torsor over (̂XA)(x1∪x2).

Next, consider the middle portion of the real intertwining diagram
Gr
(σ)
R
×˜Gr
(σ)
R
|Y +
m
→ Gr
(σ×σ)
R
|Y +
j ↓ j ↓
Gr
(σ)
R
×˜Gr
(σ)
R
|Y
m
→ Gr
(σ×σ)
R
|Y
i ↑ i ↑
Gr
(σ)
R
×˜Gr
(σ)
R
|YR
m
→ Gr
(σ×σ)
R
|YR
Lemma 6.5.3. There is a canonical isomorphism i∗j∗m! ≃ m!i
∗j∗.
Proof. This follows from the base change isomorphism m!i
∗ ≃ i∗m!, the standard iden-
tity m∗j∗ ≃ j∗m∗ for the composition of maps, and the fact that m∗ = m! for the
sheaves under consideration since m is proper on their supports. 
Finally, consider the right-hand portion of the real intertwining diagram
Gr
(σ×σ)
R
|Y +
d
← Gr
(σ×σ)
R
|∆+
j ↓ j ↓
Gr
(σ×σ)
R
|Y 2
d
← Gr
(σ×σ)
R
|∆
i ↑ i ↑
Gr
(σ×σ)
R
|YR
d
← Gr
(σ×σ)
R
|∆R
Lemma 6.5.4. There is a canonical isomorphism d∗i∗j∗ ≃ i
∗j∗d
∗.
Proof. To obtain the candidate for the isomorphism, we apply d∗j∗ to the adjunction
morphism Id → d∗d
∗. We obtain the morphism d∗j∗ → d
∗j∗d∗d
∗ ∼→ d∗d∗j∗d
∗ ∼→
j∗d
∗, where the first isomorphism is the standard identity for the composition of maps,
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and the second follows from the fact that the adjunction morphism d∗d∗ → Id is
an isomorphism since d is an embedding. Now applying i∗ to the above composite
morphism, we obtain
d∗i∗j∗
∼
→ i∗d∗j∗ → i
∗j∗d
∗,
where the initial isomorphism is the standard identity for the composition of maps. We
shall prove this morphism is an isomorphism.
Write W+ = Y + \∆+ for the complement, and k : Gr
(σ×σ)
R
|W+ → Gr
(σ×σ)
R
|Y + for
the inclusion. The adjunction morphism Id → d∗d
∗ fits into a distinguished triangle
k!k
∗ → Id → d∗d
∗ [1]→ . Applying i∗d∗j∗ and using the isomorphism d
∗j∗d∗d
∗ ∼→ j∗d
∗,
we obtain the distinguished triangle i∗d∗j∗k!k
∗ → i∗d∗j∗ → i
∗j∗d
∗ [1]→ . We shall prove
i∗d∗j∗k!k
∗ = 0,
which immediately implies the composition d∗i∗j∗
∼
→ i∗d∗j∗ → i
∗j∗d
∗ is an isomor-
phism.
To establish this, we show that for any sheaf F ∈ DGR,S(Gr
(σ×σ)
R
|Y +) the stalk co-
homology vanishes H(j∗k!k
∗F)x = 0, for x ∈ Gr
(σ×σ)
R
|∆R. To be specific, we show that
for any open neighborhood N ⊂ Gr
(σ×σ)
R
|Y containing x there is an open neighborhood
N ′ ⊂ N containing x such that the hypercohomology vanishes
H(N ′, j∗k!k
∗F) = 0.
For the remainder of the proof, we fix a point x ∈ Gr
(σ×σ)
R
|∆R and open neighborhood
N ⊂ Gr
(σ×σ)
R
|Y containing x.
Lemma 6.5.5. There is a closed ball B ⊂ N with x ∈ Bo, and an open ball D ⊂ Y
with π(x) ∈ D such that π : B|D → D is a proper, stratified submersion of Whitney
stratified sets.
Proof. The argument is standard in the theory of nearby cycles. The essential point is
that the projection π : Gr
(σ×σ)
R
|Y → Y is Thom stratified by Proposition 4.5.1. This
implies that if B is chosen so that its boundary ∂B is transverse to all the strata in
Gr
(σ×σ)
R
|XR, then ∂B will also be transverse to all the strata in the nearby fibers of
π. Thus one can find D such that B|D is Whitney stratified by the restriction of the
strata of Gr
(σ×σ)
R
. 
Fix a closed ball B and an open ball D as provided by the lemma. We first assert that
it is possible to choose an open ball D′ ⊂ D containing x so that there is a complete
vector field on W+ ∩D′ whose flow ft satisifes limt→0 ft(w) ∈ ∆
+ and limt→∞ ft(w) 6∈
∆+, for all w ∈W+ ∩D′. This is not difficult to see by examining the stratification of
Y .
We next assert that for the neighborhood N ′ = Bo|D′, we have the vanishing
H(N ′, j∗k!k
∗F) = 0. To see this, first note H(N ′, j∗k!k
∗F) ≃ H(N ′|Y +, k!k
∗F). Now by
the lemma and the first Thom-Mather isotopy lemma (see [Mat70] or [GM88, Section
1.5]), we may lift the flow ft on W
+ ∩ D′ to a flow Ft on B|(W
+ ∩ D′). Then by
restriction we obtain a lift to N ′|W+. It follows that H(N ′|Y +, k!k
∗F) = 0, since any
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cycle in this group must be supported away from N ′|∆+, and hence may be realized as
a boundary using the flow Ft on N
′|W+. 
Finally, to complete the proof of the proposition, the monoidal structure
rX : RX(· ⊙X ·) ≃ RX(·)⊙XR RX(·)
for the global specialization RX : PG,Sˆ(Gr
(1)) → D
GR,Sˆ
(Gr
(1)
R
) is obtained from the
isomorphisms of the lemmas via a diagram chase. 
7. Image category I
First, we define Q(GrR)pR to be the strict full subcategory of PGR(OR)(Gr
+
R
)Z whose
objects are isomorphic to subquotients of objects of the form pR(P), where P runs
through all objects of PG(O)(Gr), and
pR is the perverse specialization
pR : PG(O)(Gr)→ PGR(OR)(Gr
+
R
)Z.
Next, we define Q(GrR) to be the strict full subcategory of PGR(OR)(Gr
+
R
) whose
objects are isomorphic to objects of the form F(Q), where Q runs through all objects
of Q(GrR)pR, and F is the forgetful functor
F : PGR(OR)(Gr
+
R
)Z → PGR(OR)(Gr
+
R
).
Finally, we define Q(GrR)Z to be the category Q(GrR)⊗ VectZ, and identify it with
the strict full subcategory
∑
kQ(GrR)[k] of the category PGR(OR)(Gr
+
R
)Z.
Each of the three categories Q(GrR),Q(GrR)pR, and Q(GrR)Z inherits a convolution
product from PGR(OR)(Gr
+
R
)Z. We may organize the categories into a commutative
diagram of functors with monoidal structure
Q(GrR)pR
e ↓
F
ց
Q(GrR)
e
→ Q(GrR)Z
F
→ Q(GrR).
Here the arrows labelled e are the obvious fully faithful functors, and the arrows labelled
F are the obvious forgetful functors.
8. Character functors
In this section, we discuss the weight functors first introduced in [MV00] and studied
in [MV04]. See also [NP01].
8.1. Semi-infinite orbits. Let U be the unipotent radical of the Borel subgroup B ⊂
G.
The group U(K) acts on the loop Grassmannian Gr by left-multiplication. Recall that
each coweight ν ∈ ΛT defines a point ν ∈ Gr. Let S
ν be the U(K)-orbit U(K) · ν ⊂ Gr
through ν. By the Iwasawa decomposition [IM65, Proposition 2.33], each U(K)-orbit in
Gr is of the form Sν , for some coweight ν ∈ ΛT , and the orbits are distinct for distinct
coweights. For the rest of the following, see [MV04, Proposition 3.1].
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Proposition 8.1.1. The loop Grassmannian Gr is the disjoint union of the U(K)-
orbits Sν through ν ∈ ΛT . The closure of the orbit S
ν is the union of the orbits Sµ
with µ ≤ ν.
Note that there is a similar statement for the orbits T ν = Uo(K) · ν ⊂ Gr, where
Uo ⊂ G is the unipotent subgroup opposite to U .
8.2. Real semi-infinite orbits. Let UPR be the unipotent radical of the minimal
parabolic subgroup PR ⊂ GR.
The group UPR(KR) acts on the real loop Grassmannian GrR by left-multiplication.
Recall that each real coweight ν ∈ ΛS defines a point ν ∈ GrR. Let S
ν
R
be the UPR(KR)-
orbit UPR(KR) · ν ⊂ GrR through ν.
Lemma 8.2.1. For ν ∈ ΛS, the UPR(KR)-orbit S
ν
R
equals the intersection Sν ∩ GrR,
and for ν ∈ ΛT \ ΛS, the intersection S
ν ∩GrR is empty.
Proof. We show that if a UP (K)-orbit in Gr intersects GrR, then it must contain an
element of ΛS . By Proposition 8.1.1, the group P (K) acts transitively on Gr, and thus
each UP (K)-orbit intersects the loop Grassmannian GrM of the Levi factor M ⊂ P .
Therefore it suffices to show that the real loop Grassmannian of the Levi factor MR ⊂
PR is equal to ΛS , or equivalently, that the real loop Grassmannian of the derived group
M ′
R
⊂ MR is equal to a single point. Since M
′
R
is compact, this follows immediately
from Proposition 3.6.1. 
We have the following Iwasawa decomposition.
Proposition 8.2.1. The real loop Grassmannian GrR is the disjoint union of the
UPR(KR)-orbits S
ν
R
through ν ∈ ΛS. The closure of the orbit S
ν
R
is the union of the
orbits Sµ
R
with µ ≤ ν.
Proof. Thanks to the previous lemma and Proposition 8.1.1, it only remains to prove
that if ν−µ is a non-negative integral linear combination of positive coroots of G, then
Sµ
R
⊂ S
ν
R. The action on GrR of elements of the real coweight lattice ΛS translate the
orbits, so we may assume that ν is the trivial coweight 0. By Lemma 2.1.1, it suffices
to prove the assertion when −µ is a positive coroot α ∈ Rpos, or when −µ is of the form
θ(α) + α, for a positive coroot α ∈ Rpos, but −µ is not a multiple of a positive coroot.
In the first case, we may find SL2(R) ⊂ GR such that α is its positive coroot. Then
the orbit through 0 of the one parameter subgroup Uα(rt
−1) ⊂ UPR(KR), for r ∈ R, is
isomorphic to R, and its closure is isomorphic to RP1 with µ the point at infinity. In
the second case, we may find SL2(C) ⊂ GR such that θ(α) + α is its positive coroot.
Then the orbit through 0 of the one parameter subgroup Uθ(α)+α(ct
−1) ⊂ UPR(KR), for
c ∈ C, is isomorphic to C, and its closure is isomorphic to CP1 with µ the point at
infinity. 
Note that there are similar results for the orbits T ν
R
= UP o
R
(KR) · ν ⊂ GrR, where
UP o
R
⊂ GR is the unipotent radical of the parabolic subgroup P
o
R
⊂ GR opposite to PR.
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8.3. Flows. For ξ ∈ g, we have the flow
ϕξ : R×Gr→ Gr
ϕtξ(x) = exp(tξ) · x
generated by ξ via the action of G on Gr.
Choose a Cartan involution of G which commutes with the conjugation θ, and let
Gc ⊂ G be the resulting maximal compact subgroup.
For the following, see [MV04, Sections 3 and 6] or [NP01, Section 4] for more details.
Lemma 8.3.1. Let ξ ∈ t∩ igc be in the interior of the dominant Weyl chamber. Then
the fixed points in Gr of the flow ϕξ are the coweights ν ∈ ΛT , and the orbits S
ν are
the ascending sets
Sν = {x ∈ Gr | lim
t→+∞
ϕtξ(x) = ν},
and the orbits T ν are the descending sets
T ν = {x ∈ Gr | lim
t→−∞
ϕtξ(x) = ν}.
Proof. The torus T centralizes ξ, and the weights of ξ in u are positive, and the weights
in u are negative. 
For ξ ∈ gR, the flow generated by ξ preserves the real form GrR since the action of
GR preserves GrR. Recall that the torus SR ⊂ GR is split, so that sR ⊂ igc.
Lemma 8.3.2. Let ξ ∈ sR be in the interior of the dominant Weyl chamber for WGR .
Then the fixed points in GrR of the flow ϕξ are the real coweights ν ∈ ΛS, and the orbits
Sν
R
are the ascending sets
SνR = {x ∈ GrR | lim
t→+∞
ϕtξ(x) = ν},
and the orbits T ν
R
are the descending sets
T νR = {x ∈ GrR | lim
t→−∞
ϕtξ(x) = ν}.
Proof. The torus SR centralizes ξ, and the weights of ξ in uPR are positive, and the
weights in uP o
R
are negative. 
Let P ′ ⊂ P be the derived group of the parabolic subgroup P ⊂ G. Let QM ⊂ ΛT
be the coroot lattice of the Levi factor M ⊂ P .
For ν¯ ∈ ΛT /QM , choose ν ∈ ΛT projecting to ν¯. Let S
ν¯
P be the connected component
of the orbit P ′(K) · ν ⊂ Gr through ν, and let GrM,ν¯ be the connected component of
the loop Grassmannian GrM containing ν. The notation is justified by the fact that for
ν¯ ∈ ΛT /QM , and ν ∈ ΛT projecting to ν¯, the connected component S
ν¯
P is the disjoint
union of the U(K)-orbits Sµ, for µ = ν mod QM , and the connected component GrM,ν¯
contains µ ∈ ΛT if and only if µ = ν mod QM .
Similarly, for ν¯ ∈ ΛT /QM , we have the connected components T
ν¯
P of the orbits
P o′(K) · ν ⊂ Gr where P o ⊂ G is the parabolic subgroup opposite to P , and P o′ is its
derived group.
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Lemma 8.3.3. Let ξ ∈ sR be in the interior of the dominant Weyl chamber for WGR .
Then the fixed points in Gr of the flow ϕξ are the components GrM,ν¯, and the compo-
nents S ν¯P are the ascending sets
S ν¯P = {x ∈ Gr | lim
t→+∞
ϕtξ(x) ∈ GrM,ν¯},
and the conponents T ν¯P are the descending sets
T ν¯P = {x ∈ GrR | lim
t→−∞
ϕtξ(x) ∈ GrM,ν¯}.
Proof. The Levi factor M centralizes ξ, the weights of ξ in uP are positive, and the
weights in uP o are negative. 
8.4. Weight functors. Although in general the U(K)-orbits Sν ⊂ Gr are neither
finite-dimensional nor finite-codimensional, their intersections with the strata provide
perverse cell decompositions of the strata. The results of this section are all from [MV04,
Section 3].
Proposition 8.4.1 ([MV04], Theorem 3.2). For λ ∈ Λ+T , and ν ∈ ΛT , the orbit S
ν
meets the stratum Grλ if and only if ν ∈ Gr
λ
. In this case, we have
dimC(Gr
λ ∩Sν) = 〈ρˇ, λ+ ν〉.
This and the subsequent proposition are the primary ingredients in the proof of the
following.
Theorem 8.4.1 ([MV04], Theorem 3.5). For ν ∈ ΛT , and P ∈ PG(O)(Gr), we have
the vanishing
Hkc (S
ν ,P) = 0 if k 6= 2〈ρˇ, ν〉.
Proposition 8.4.2 ([MV04], Theorem 3.5). For P ∈ PG(O)(Gr), there is a canonical
isomorphism
Hkc (S
ν ,P) ≃ HkT ν (Gr,P), for all k.
For ν ∈ ΛT , we call the functor
F ν : PG(O)(Gr)→ Vect
F ν(·) = H
2〈ρˇ,ν〉
c (Sν , ·)
a weight functor.
Corollary 8.4.1 ([MV04], Theorem 3.5). For ν ∈ ΛT , the weight functor F
ν : PG(O)(Gr)→
Vect is exact.
Recall that VectΛT is the category of finite-dimensional ΛT -graded vector spaces. We
collect the weight functors into a functor
Ch : DG(O)(Gr)→ VectΛT
Ch =
∑
ν∈ΛT
F ν
we call the character functor.
Recall that H is the hypercohomology functor, and F the forgetful functor which
forgets the grading of a vector space.
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Corollary 8.4.2 ([MV04], Theorem 3.6). There is a canonical isomorphism
H ≃ F ◦Ch : PG(O)(Gr)→ Vect .
More generally, for any set Y ⊂ ΛT of coweights, there is a canonical isomorphism
H∗c (
⊔
ν∈Y
Sν , ·) ≃
∑
ν∈Y
H∗c (S
ν , ·) : PG(O)(Gr)→ Vect .
Corollary 8.4.3 ([MV04], Corollary 3.7). The hypercohomology functor H : PG(O)(Gr)→
Vect is exact and faithful.
8.5. Real weight functors. In the real case, the basic dimension estimate takes the
following form.
Proposition 8.5.1. For λ ∈ Λ+S , and ν ∈ ΛS, the orbit S
ν
R
meets the stratum GrλR if
and only if ν ∈ Gr
λ
R. In this case, we have
dimR(Gr
λ
R ∩S
ν
R) ≤ 〈ρˇ, λ+ ν〉.
Proof. By Lemma 8.2.1, Sν
R
equals the intersection Sν ∩ GrR, and so S
ν
R
∩ Grλ
R
equals
the intersection (Sν ∩ Grλ) ∩ GrR. Thus the result follows immediately from Proposi-
tion 8.4.1. 
Theorem 8.5.1. For ν ∈ ΛS, and P ∈ PGR(OR)(Gr
+
R
), we have the vanishing
Hkc (S
ν
R,P) = 0 if k 6= 〈ρˇ, ν〉.
Proof. The dimension estimate implies the vanishings
Hkc (S
ν
R,P) = 0 for k > 〈ρˇ, ν〉,
HkT ν
R
(GrR,P) = 0 for k < 〈ρˇ, ν〉.
Therefore the following proposition implies the theorem. 
Proposition 8.5.2. For F ∈ DGR(OR)(GrR), there is a canonical isomorphism
Hkc (S
ν
R,F) ≃ H
k
T ν
R
(GrR,F), for all k.
Proof. For ξ ∈ sR in the interior of the dominant Weyl chamber for WGR , the map
ϕξ : GrR → GrR defined by ϕξ(x) = exp(ξ) · x is weakly hyperbolic in the sense of
[GM93, Section 1.3]. Therefore by Lemma 8.3.2, and [GM93, Proposition 9.2], we have
the asserted isomorphism. 
For ν ∈ ΛS , z ∈ Z, we call the functor
F ν,z
R
: DGR(OR)(GrR)→ Vect
F ν,z
R
(·) = H
〈ρˇ,ν〉+z
c (SνR, ·)
a real weight functor. When F ν,z
R
is applied to perverse sheaves, the integer z be-
comes superfluous by the theorem. We sometimes then forget it and simply write
F ν
R
: PGR(OR)(Gr
+
R
)→ VectΛS for the functor F
ν
R
(·) = H∗c (S
ν
R
, ·).
Corollary 8.5.1. For ν ∈ ΛS, the weight functor F
ν
R
: PGR(OR)(Gr
+
R
)→ Vect is exact.
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We collect the real weight functors into a functor
ChR : DGR(OR)(GrR)→ VectΛS×Z
ChR =
∑
ν∈ΛS
z∈Z
F ν,z
R
we call the real character functor.
Remark 8.5.1. In the real setting, the critical degree k for the cohomology group
Hkc (S
ν
R
,P), for P ∈ PGR(OR)(Gr
+
R
), is half of what it is in the complex case. In partic-
ular, it is not always of even parity.
8.6. Two useful facts. In contrast to the complex case, the intersections of the
UPR(KR)-orbits S
ν
R
⊂ GrR with the strata are in general not of pure dimension. In
addition, in some cases their dimension is strictly less than the upper bound seen in
Proposition 8.5.1. We note here the further vanishing this implies.
Proposition 8.6.1. For λ ∈ Λ+S , and ν ∈ ΛS, if we have
dimR(Gr
λ
R ∩S
ν
R) < 〈ρˇ, λ+ ν〉,
then for P ∈ PGR(OR)(Gr
+
R
), we have the vanishing
Hkc (S
ν
R,P) = 0 for all k.
Proof. The dimension assumption implies the vanishing
Hkc (S
ν
R,P) = 0 for k ≥ 〈ρˇ, ν〉,
and the dimension estimate of Proposition 8.5.1 implies the vanishing
HkT ν
R
(GrR,P) = 0 for k < 〈ρˇ, ν〉,
so by Proposition 8.5.2, we have the asserted vanishing. 
We have the following symmetry of the real weight functors analogous to [NP01,
Section 5]. Recall that the small Weyl group WGR acts on the real coweights ΛS .
Proposition 8.6.2. For ν ∈ Λ+S , and w ∈ WGR, we have
F
w(ν)
R
(ICν) ≃ C
where ICν is the intersection cohomology sheaf of the closure of the stratum Grν
R
.
Proof. The intersection GrνR ∩S
ω(ν)
R
is a real affine space, and by Proposition 8.2.1, the
intersection Grµ
R
∩S
ω(ν)
R
is empty for any µ in the closure of GrνR. 
8.7. Global preliminaries. For x ∈ X, and a choice of formal coordinate at x, the
U(Kx)-orbits in the local loop Grassmannian xGr are taken to the U(K)-orbits in Gr
under the isomorphism xGr
∼
→ Gr . Since the U(K)-orbits in Gr are Aut(O)-invariant,
we may unambiguously index the U(Kx)-orbits xS
ν ⊂ xGr by coweights ν ∈ ΛT .
Similarly, for x ∈ XR, we may unambiguously index the UPR(KRx)-orbits xS
ν
R
⊂ xGrR
by real coweights ν ∈ ΛS .
Recall the factorization of the real form Gr
(ω)
R
with respect to the projection
π : Gr
(ω)
R
→ X(ω).
PERVERSE SHEAVES ON REAL LOOP GRASSMANNIANS 41
Fixing an identification X(ω) ≃ Xr
R
× Xs, for (x1, . . . , xr, z1, . . . , zs) ∈ X
r
R
× Xs, we
have a canonical isomorphism
Gr
(ω)
R
|(x1, . . . , xr, z1, . . . , zs)
∼
→
k∏
i=1
yiGrR ×
ℓ∏
j=1
wjGr .
where y1, . . . , yk ∈ XR, w1, . . . , wℓ ∈ X are the distinct points with an equality of sets
{y1, . . . , yk, w1, . . . , wℓ} = {x1, . . . , xr, z1, . . . , zs}.
For ν ∈ ΛS , let S
(ω)
ν ⊂ Gr
(ω)
R
be the union over all fibers of the subspaces
k∏
i=1
yiS
νi
R
×
ℓ∏
j=1
wjS
µj ⊂
k∏
i=1
yiGrR ×
ℓ∏
j=1
wjGr with ν =
k∑
i=1
νi +
ℓ∑
j=1
σ(µj),
and let sν : S
(ω)
ν → Gr
(ω)
R
be the inclusion. Here as usual σ : ΛT → ΛS is the projection
σ(λ) = θ(λ) + λ.
Similarly, for ν ∈ ΛS , let T
(ω)
ν ⊂ Gr
(ω)
R
be the union over all fibers of the subspaces
k∏
i=1
yiT
νi
R
×
ℓ∏
j=1
wjT
µj ⊂
k∏
i=1
yiGrR ×
ℓ∏
j=1
wjGr with ν =
k∑
i=1
νi +
ℓ∑
j=1
σ(µj),
and let tν : T
(ω)
ν → Gr
(ω)
R
be the inclusion.
Since the conjugation θ restricts to a Cartan involution of the derived group M ′ of
the Levi factor M ⊂ P , each connected component of the real form GrM,R is a single
real coweight ν ∈ ΛS . Note that the connected components of the real form Gr
(ω)
M,R may
be identified with the connected components of GrM,R by collecting together points in
the base X(ω). Therefore each connected component Gr
(ω)
M,ν,R of the real form Gr
(ω)
M,R
may be indexed by ν ∈ ΛS .
Lemma 8.7.1. Let ξ ∈ sR be in the interior of the dominant Weyl chamber for WGR .
Then the fixed points in Gr
(ω)
R
of the flow ϕξ are the components Gr
(ω)
M,ν,R, and the sets
S
(ω)
ν are the ascending sets
S(ω)ν = {x ∈ Gr
(ω)
R
| lim
t→+∞
ϕtξ(x) ∈ Gr
(ω)
M,ν,R},
and the sets T
(ω)
ν are the descending sets
T (ω)ν = {x ∈ Gr
(ω)
R
| lim
t→−∞
ϕtξ(x) ∈ Gr
(ω)
M,ν,R}.
Proof. The flow ϕξ respects the factorization, so the statement reduces to the local
Lemmas 8.3.2 and 8.3.3. 
We have the following global version of Proposition 8.5.2.
Proposition 8.7.1. For ν ∈ ΛS, there is a canonical isomorphism
π!s
∗
ν ≃ π∗t
!
ν : DS(Gr
(ω)
R
)→ D(X
(ω)
R
).
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Proof. Consider the contractions
p : S(ω)ν → Gr
(ω)
M,ν,R and q : T
(ω)
ν → Gr
(ω)
M,ν,R
provided by the previous lemma. For any sheaf F ∈ DS(Gr
(ω)
R
), the supports of p!s
∗
νF
and q∗t
!
νF are compact. Thus by the standard identity for the composition of maps, it
suffices to construct a canonical isomorphism p!s
∗
ν ≃ q∗t
!
ν . For ξ ∈ sR in the interior of
the dominant Weyl chamber for WGR , the map ϕξ : Gr
(ω)
R
→ Gr
(ω)
R
defined by ϕξ(x) =
exp(ξ) · x is weakly hyperbolic in the sense of [GM93, Section 1.3]. Therefore by the
previous lemma, the asserted isomorphism may be deduced from [GM93, Proposition
9.2]. 
8.8. Relation to specialization I. Recall that we have the tensor functor
Σ : VectΛT → VectΛS×Z
Σ(V )(ν,z) =
∑
Σ(λ)=(ν,z)
V λ
where Σ : ΛT → ΛS × Z is the projection Σ(λ) = (θ(λ) + λ, 〈2ρˇM , λ〉).
Theorem 8.8.1. There is a canonical isomorphism
ChR ◦
pR ≃ Σ ◦ Ch : PG(O)(Gr)→ VectΛS×Z .
Proof. By the following lemma, it suffices to prove a similar statement for the local
specialization.
Lemma 8.8.1. There is a canonical isomorphism
ChR ◦
pH∗ ≃ ChR : DGR(OR)(Gr
+
R
)→ VectΛS×Z .
Proof. By Corollary 8.5.1, the real weight functors are t-exact, so the real character
functor is t-exact. 
By the lemma, it suffices to construct an isomorphism
ChR ◦R ≃ Σ ◦ Ch : PG(O)(Gr)→ VectΛS×Z,
or in other words, to construct isomorphisms
F ν,z
R
◦ R ≃
∑
Σ(λ)=(ν,z)
F λ : PG(O)(Gr)→ Vect, for ν ∈ ΛS , z ∈ Z.
Recall the specialization diagram
Gr(1)|X+ ≃ Gr
(σ)
R
|X+
j
→ Gr
(σ)
R
|X
i
← Gr
(σ)
R
|XR ≃ Gr
(1)
R
ց ↓ ↓ ↓ ւ
X+ → X ← XR
Define a functor
Lν : PG(O)(Gr)→ D(X+ ∪XR)
Lν(P) = π!s
∗
νj∗(ρ(P)|X+)
where sν : S
(σ)
ν → Gr
(σ)
R
is the inclusion, and π : Gr
(σ)
R
→ X is the projection.
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Lemma 8.8.2. The sheaf Lν(P) is constant.
Proof. First, observe that the sheaf Lν(P)|X+ is the local system associated to the
Aut(O)-torsor Xˆ+ → X+ and the discrete Aut(O) representation H
k
c (S
ν ,P). Since
Aut(O) is connected, the sheaf Lν(P)|X+ is constant.
Next, note the following chain of isomorphisms
Lν(P) = π!s
∗
νj∗(PX+) ≃ π∗t
!
νj∗(PX+) ≃ j∗π∗t
!
ν(PX+) ≃ j∗π!s
∗
ν(PX+) ≃ j∗(L
ν(P)|X+).
Here we used Proposition 8.7.1, the base change isomorphism, and the standard identity
for the composition of maps.
Since each x ∈ XR has a neighborhood that intersects X+ in a contractible set, the
pushforward j∗(L
ν(P)|X+) is constant. 
Lemma 8.8.3. We have canonical identifications of cohomology stalks
H〈ρˇ,ν〉+z(Lν(P))x ≃ F
ν,z
R
(R(P)), for x ∈ XR,
H〈ρˇ,ν〉+z(Lν(P))x ≃
∑
Σ(µ)=(ν,z)
Fµ(P), for x ∈ X+.
Proof. For x ∈ X, we have
H∗(Lν(P))x ≃ H
∗
c (S
(σ)
ν |x, (j∗ρ(P)|X+)x).
By definition, we have identifications
S(σ)ν |x ≃ xS
ν
R, for x ∈ XR,
S(σ)ν |x ≃
⊔
σ(µ)=ν
xS
µ, for x ∈ X+.
By choosing formal coordinates, we obtain isomorphisms
H∗c (xS
ν
R, j∗(PX+)x) ≃ H
∗
c (S
ν
R,R(P)), for x ∈ XR,
H∗c (xS
µ, (PX+)x) ≃ H
∗
c (S
µ,P), for x ∈ X+.
Since Aut0(OR), respectively Aut(O), is connected, the first, respectively second, iso-
morphism is independent of the choice of formal coordinate.
This proves the first assertion of the lemma. For the second, thanks to Corol-
lary 8.4.2, it only remains to check that the Z-gradings agree. We must check that
if ν = θ(µ) + µ, then we have
〈2ρˇ, µ〉 = 〈ρˇ, ν〉+ 〈2ρˇM , µ〉.
Using the identities θˇ(ρˇ− ρˇM ) = ρˇ− ρˇM , and 〈2ρˇM , ν〉 = 0, we have
〈ρˇ, ν〉 = 〈ρˇ− ρˇM , θ(µ)− µ〉 = 〈2(ρˇ− ρˇM ), µ〉.

The identification of the stalks of the constant cohomology sheaf Hz(Lν(P)), for
ν ∈ ΛS , z ∈ Z, provides the sought-after isomorphism. 
We have the following corollaries. Recall that Σ(ΛT ) ⊂ ΛS × Z is the image of the
projection Σ : ΛT → ΛS × Z.
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Corollary 8.8.1. The real character functor descends to a functor
ChR : Q(GrR)pR → VectΣ(ΛT ) .
Proof. By definition, an object Q ∈ Q(GrR)pR is isomorphic to a subquotient of an
object of the form pR(P), for P ∈ PG(O)(Gr). Since each real weight functor is exact,
the real character functor is exact, and so ChR(Q) is a subquotient of ChR(
pR(P)). By
the theorem, we have ChR(
pR(P)) ≃ Σ(Ch(P)), and so ChR(Q) is a subquotient of
Σ(Ch(P)). 
Recall that H denotes the hypercohomology functor, and F the forgetful functor
which forgets the grading of a vector space.
Corollary 8.8.2. There are canonical isomorphisms
H ≃ F ◦ChR : Q(GrR)pR → Vect
H ≃ H ◦ pR : PG(O)(Gr)→ Vect .
Proof. By definition, an object Q ∈ Q(GrR)pR is isomorphic to a subquotient of an
object of the form pR(P), for P ∈ PG(O)(Gr). We may assume without loss of generality
that P is supported on a single component of Gr, and that Q is a subquotient of
pHk(R(P)), for some k.
By Theorem 8.4.1 and Proposition 3.2.1, for P ∈ PG(O)(Gr) supported on a single
component of Gr, Ch(P) is non-zero in only even or odd degrees. Thus by the theorem,
ChR(
pHk(R(P))) is non-zero in only even or odd degrees, and since ChR is exact,
ChR(Q) is non-zero in only even or odd degrees. Therefore the compactly supported
cohomology along the orbits Sν
R
provides a filtration of the hypercohomology functor.
Similarly, the local cohomology along the orbits T ν
R
also provides a filtration. The
isomorphism of Proposition 8.5.2 implies that the two filtrations split each other.
This proves the first assertion, and now the second is obtained from the theorem by
applying the forgetful functor and using the first assertion and Corollary 8.4.2. 
Corollary 8.8.3. The hypercohomology H : Q(GrR)pR → Vect is exact and faithful.
Proof. The real weight functors are exact, and so the real character functor is exact.
By the previous corollary, the hypercohomology functor is exact as well. Since the
hypercohomology functor is exact, to see that it is faithful, it suffices to check that it
does not vanish on anyQ ∈ Q(GrR)pR. But for any Q ∈ Q(GrR)pR, some weight functor
will not vanish on Q. For example, we could take the weight functor F ν
R
associated to
the dominant real coweight ν in an open stratum in the support of Q. 
Corollary 8.8.4. The specialization R : PG(O)(Gr) → DGR(OR)(Gr
+
R
) is perverse if
and only if GR is quasi-split.
Proof. By the theorem, the Z-grading on the perverse specialization is trivial if and
only GR is quasi-split. 
8.9. Monoidal structure for real character functor. In this section, we equip
the real character functor ChR : Q(GrR)pR → VectΣ(ΛT ), and the hypercohomology
H : Q(GrR)pR → Vect with monoidal structures.
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Theorem 8.9.1. There is a canonical isomorphism
H(· ⊙ ·) ≃ H(·)⊗H(·)
for the hypercohomology functor H : Q(GrR)pR → Vect.
Proof. Recall the real global convolution diagram
Gr
(1)
R
×Gr
(1)
R
p
←
˜
Gr
(1)
R
×Gr
(1)
R
q
→ Gr
(1)
R
×˜Gr
(1)
R
m
→ Gr
(2)
R
d
← Gr
(1)
R
.
Define a functor
LR : Q(GrR)pR ×Q(GrR)pR → D(X
2
R
)
LR(Q1,Q2) = π!(ρR(Q1)⊠˜ρR(Q2))
where π : Gr
(1)
R
×˜Gr
(1)
R
→ X2
R
is the projection.
Proposition 8.9.1. The sheaf LR(Q1,Q2) is constant with cohomology stalk
H∗(LR(Q1,Q2))x ≃ H(GrR,Q1)⊠H(GrR,Q2), for x ∈ X
2
R.
Proof. Recall that Gr
(1)
R
classifies data (x,F , ν), where x ∈ XR, F is a GR-torsor on
XR, and ν is a trivialization of F over XR \x. By Lemma 5.5.1, a sheaf Q1 ∈ Q(GrR)pR
is supported on the components Gr0R ⊂ GrR that are in the kernel of the map ∂ :
π0(GrR) → π0(GR). Thus the sheaf ρR(Q1) is supported on the components of Gr
(1)
R
for which the trivialization ν extends to a trivialization of the torsor F/G0
R
→ XR for
the component group GR/G
0
R
, or in other words, for which the torsor F is induced from
a torsor for the connected group G0
R
.
Recall that Gr
(1)
R
×˜Gr
(1)
R
classifies data (x1, x2,F1,F , ν1, η) where x1, x2 ∈ XR, F1,F
are GR-torsors on XR, ν1 is a trivialization of F1 over XR \x1, and η is an isomorphism
from F1 to F over XR \x2. We have also seen that it is the twisted product constructed
from the action of GR(OR)⋊Aut
0(OR) on GrR, and the GR(OR)⋊Aut
0(OR)-torsor
˜
Gr
(1)
R
× Xˆ0
R
→Gr
(1)
R
that classifies data (x1, x2,F1, ν1, µ1, φ), where x1, x2 ∈ XR, F1 is a G-torsor on XR,
ν1 is a trivialization of F1 over XR \ x1, µ1 is a trivialization of F1 over the formal
neighborhood of x2, and φ is an orientation-preserving isomorphism from the abstract
formal disk to the formal neighborhood of x2.
Consider the projection
r : Gr
(1)
R
×˜Gr
(1)
R
→ Gr
(1)
R
defined by (x1, x2,F1,F , ν1, η) 7→ (x1,F1, ν1), with fiber the GR(OR)⋊Aut
0(OR)-twist
of GrR. We claim that there is a canonical isomorphism
r!(ρR(Q1)⊠˜ρR(Q2)) ≃ ρR(Q1)⊠H(GrR,Q2).
Assuming this isomorphism for the moment, we shall then have
LR(Q1,Q2) ≃ π!r!(ρR(Q1)⊠˜ρR(Q2)) ≃ π!(ρR(Q1)⊠H(GrR,Q2)) ≃ H(GrR,Q1)⊠H(GrR,Q2).
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Here the last isomorphism π!(ρR(Q1)) ≃ H(GrR,Q1) follows from the fact that Aut
0(OR)
is connected. Thus to prove the lemma, we are left to establish the asserted isomor-
phism.
Observe that the restriction of the GR(OR)⋊Aut
0(OR)-torsor
˜
Gr
(1)
R
× Xˆ0
R
→Gr
(1)
R
to the components of Gr
(1)
R
that classify data (x,F , ν) where F is induced from a G0
R
-
torsor, is itself induced from a torsor for the connected group GR(OR)
0 ⋊ Aut0(OR).
The sheaf r!(ρR(Q1)⊠˜ρR(Q2)) is the product of ρR(Q1) with the GR(OR)
0⋊Aut0(OR)-
twist of H(GrR,Q2), and since GR(OR)
0 ⋊ Aut0(OR) is connected, the twist must be
trivial. 
The identification of the stalks of the constant cohomology sheaf H∗(LR(Q1,Q2))
provides the sought-after isomorphism. 
Theorem 8.9.2. There is a canonical isomorphism
ChR(· ⊙ ·) ≃ ChR(·)⊗ ChR(·)
for the real character functor ChR : Q(GrR)pR → VectΣ(ΛT ).
Proof. For ν ∈ ΛS , define functors
Lν
R
: Q(GrR)pR ×Q(GrR)pR → D(X
2
R
)
Lν
R
(Q1,Q2) = π!s
∗
νm!(ρR(Q1)⊠˜ρR(Q2))
where m : Gr
(1)
R
×˜Gr
(1)
R
→Gr
(2)
R
is the multiplication, sν : S
(2)
ν → Gr
(2)
R
is the inclusion,
and π : Gr
(2)
R
→ X2
R
is the projection.
Lemma 8.9.1. There are canonical identifications of cohomology stalks
H∗(LνR(Q1,Q2))x ≃ F
ν(Q1 ⊙Q2), for x ∈ ∆R,
H∗(LνR(Q1,Q2))x ≃
∑
λ+µ=ν
F λ(Q1)⊗ F
µ(Q2), for x ∈ XR \∆R.
Proof. For x ∈ X2
R
, we have
H∗(LνR(Q1,Q2))x = H
∗
c (S
(2)
ν |x,m!(ρR(Q1)⊠˜ρR(Q2))x).
By definition, we have identifications
S(2)ν |x ≃ xS
ν
R, for x ∈ ∆R,
S(2)ν |x ≃
⊔
λ+µ=ν
x1S
λ
R × x2S
µ
R
, for (x1, x2) ∈ X
2
R \∆R.
By choosing formal coordinates, we obtain isomorphisms
H∗c (xS
ν
R,m!(ρR(Q1)⊠˜ρR(Q2))x) ≃ H
∗
c (S
ν
R,Q1 ⊙Q2), for x ∈ ∆R,
H∗c (x1S
λ
R×x2S
µ
R
,m!(ρR(Q1)⊠˜ρR(Q2))(x1,x2)) ≃ H
∗
c (S
λ
R,Q1)⊗H
∗
c (S
µ
R
,Q2), for (x1, x2) ∈ X
2
R\∆R.
Since Aut0(OR) is connected, the isomorphisms are indepedendent of the choice of
formal coordinates. 
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Lemma 8.9.2. The sheaf Lν
R
(Q1,Q2) is constant.
Proof. For i = 1, 2, an object Qi ∈ Q(GrR)pR is isomorphic to a subquotient of an ob-
ject of the form pR(Pi), for Pi ∈ PG(O)(Gr). We may assume without loss of generality
that Pi is supported on a single component of Gr, so that the hypercohomology of Pi
is possibly non-zero only in degrees congruent to some di mod 2. We may also assume
that Qi is a subquotient of
pHki(R(Pi)), for some ki, so that by the proof of Corol-
lary 8.8.2, F ν
R
(Qi) is possibly non-zero only in degrees congruent to di+ki mod 2. The
productQ1⊙Q2 is isomorphic to a subquotient of the sheaf
pHk1(R(P1))⊙
pHk2(R(P2)),
so that by the proof of Corollary 8.8.2, F ν
R
(Q1⊙Q2) is possibly non-zero only in degrees
congruent to d1 + k1 + d2 + k2 mod 2. Therefore by the previous lemma, the sheaves
Lν
R
(Q1,Q2) provide a filtration of the sheaf LR(Q1,Q2), and similarly the sheaves con-
structed for the opposite minimal parabolic subgroup also provide a filtration. The
isomorphism of Proposition 8.7.1 implies that the two filtrations split each other. The
lemma now follows from the fact that a direct summand of a constant sheaf must itself
be constant. 
The identification of the stalks of the constant cohomology sheaf H∗(Lν
R
(Q1,Q2)),
for ν ∈ ΛS , provides the sought-after isomorphism. 
Remark 8.9.1. Note that by construction, the monoidal structure for the hypercoho-
mology functor H : Q(GrR)pR → Vect is obtained from that of the real chracter functor
ChR : Q(GrR)pR → VectΣ(ΛT ) by applying the forgetful functor.
8.10. Relation to specialization II. In Theorem 8.8.1, we constructed a canonical
isomorphism
ChR ◦
pR ≃ Σ ◦ Ch : PG(O)(Gr)→ VectΣ(ΛT )
intertwining the perverse specialization and the character functors. In Section 6, we
constructed a monoidal structure for the perverse specialization pR, and in the previ-
ous section, we constructed a monoidal structure for the real character functor ChR.
Therefore the functor on the left hand side has a monoidal structure. One may give
the character functor Ch a monoidal structure in the same way as we did the real char-
acter functor ChR in the previous section. (See [MV04, Proposition 6.4].) Therefore
the functor on the right hand side has a monoidal structure as well. The following
proposition confirms that the monoidal structures agree.
Proposition 8.10.1. We have a commutative square
ChR(
pR(· ⊙ ·))
∼
→ Σ(Ch(· ⊙ ·))
≀ ↓ ≀ ↓
ChR(
pR(·)) ⊗ ChR(
pR(·))
∼
→ Σ(Ch(·)) ⊗ Σ(Ch(·))
The proof is an elaboration of the techniques of previous sections, and we leave it
to the reader. Applying the forgetful functor, and using Corollaries 8.4.2 and 8.8.2, we
obtain the following corollary confirming that under the isomorphism
H ◦ pR ≃ H : PG(O)(Gr)→ Vect,
the monoidal structures on each side agree.
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Corollary 8.10.1. We have a commutative square
H(pR(· ⊙ ·))
∼
→ H(· ⊙ ·)
≀ ↓ ≀ ↓
H(pR(·)) ⊗H(pR(·))
∼
→ H(·)⊗H(·)
9. The image category II
9.1. Tannakian dictionary. We review the dictionary between monoidal categories
and bi-algebras developed in [SR72] and [DM82]. The results are valid over any field
K which we will take to be C.
Let C be a K-linear abelian category equipped with a K-linear exact faithful functor
ω : C → Vect. For an object X ∈ Ob(C), let 〈X〉 be the strict full subcategory of C
whose objects are isomorphic to subquotients of the objects X⊕n, for some n. Define
the K-algebra
A(X) = End(ω|〈X〉)
to be the algebra of endomorphisms of the functor ω restricted to the subcategory 〈X〉.
Define the K-coalgebra
B(X) = Hom(A(X),K)
to be the coalgebra dual to the algebra A(X). Let B(C) be the inverse limit of the
coalgebras B(X) over all objects X ∈ Ob(C).
Proposition 9.1.1 ([DM82], Proposition 2.14). There is an equivalence of categories
C→ ComodB(C) under which ω corresponds to the forgetful functor.
A homomorphism f : B → B′ defines the functor
φf : ComodB → ComodB′
that takes a B-comodule X with coaction aX : X → X⊗B to the B
′-comodule X with
coaction
a′X : X
aX→ X ⊗B
1⊗f
→ X ⊗B′.
Proposition 9.1.2 ([DM82], p 135). The map f 7→ φf defines a bijection from the set
of homomorphisms f : B → B′ to the set of functors φ : ComodB → ComodB′ which
cover the identity on the underlying vector spaces.
For a K-coalgebra B, a homomorphism u : B ⊗B → B defines the functor
φu : ComodB ×ComodB → ComodB
that takes a pair of B-comodules X,Y , with coactions aX : X → X ⊗ B, aY : Y →
Y ⊗B, to the B-comodule X ⊗ Y with coaction
aX⊗Y : X ⊗ Y
aX⊗aY→ X ⊗B ⊗ Y ⊗B
1⊗u
→ X ⊗ Y ⊗B.
Proposition 9.1.3 ([DM82], Proposition 2.16). The map u 7→ φu defines a bijec-
tion from the set of homomorphisms u : B ⊗ B → B to the set of functors φ :
ComodB ×ComodB → ComodB which cover the ordinary tensor product on the under-
lying vector spaces.
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The natural associativity and commutativity constraints on Vect induce similar con-
straints on ComodB equipped with the product φ
u if and only if u is associative and
commutative. There is an identity object for φu in ComodB with underlying vector
space K if and only if there is an identity element for u in B.
When there is an associative and commutative homomorphism u : B ⊗ B → B and
an identity element for u in B, then Spec(B) is an affine monoid-scheme and there is
an equivalence
Rep(Spec(B)) ≃ ComodB .
To obtain Spec(B) directly from the category ComodB, one checks that it is the monoid
of tensor endomorphisms of the forgetful functor.
Proposition 9.1.4 ([Ulb90]). Suppose the homorphism u : B ⊗B → B is associative
and there is an identity element for u in B. Then the tensor category ComodB is rigid
if and only if there is an antipode S : B → B making B a Hopf algebra.
When the multiplication u : B ⊗ B → B is commutative and there is an antipode
S : B → B making B a commutative Hopf algebra, then Spec(B) is an affine group-
scheme. One checks that in this case every tensor endomorphism of the forgetful functor
is in fact an automorphism.
9.2. Coherence constraints. The category PG(O)(Gr) equipped with the convolution
product is a rigid tensor category [MV04, Theorem 7.3], and the hypercohomology H :
PG(O)(Gr)→ Vect is an exact faithful tensor functor [MV04, Corollary 3.7, Proposition
6.3].
We have seen that the category Q(GrR)pR is equipped with a convolution product,
and that the perverse specialization pR : PG(O)(Gr) → Q(GrR)pR is equipped with a
monoidal structure such that there is a canonical isomorphism of functors H ≃ H ◦ pR :
PG(O)(Gr)→ Vect respecting the monoidal structures.
Proposition 9.2.1. There exist unique associativity and commutativity constraints
for the category Q(GrR)pR equipped with the convolution product such that the perverse
specialization pR : PG(O)(Gr)→ Q(GrR)pR and hypercohomology H : Q(GrR)pR → Vect
equipped with their monoidal structures respect the constraints.
Proof. First, since the canonical isomorphism H ≃ H◦pR respects monoidal structures,
the composite functor H ◦ pR is an exact faithful tensor functor. We may apply the
Tannakian dictionary to the category PG(O)(Gr) and the functor H◦
pR to obtain a com-
mutative Hopf algebra B(PG(O)(Gr)) with identity such that PG(O)(Gr) is equivalent
to the category of B(PG(O)(Gr))-comodules.
Next, we may apply the Tannakian dictionary to the category Q(GrR)pR and the
functor H to obtain a coalgebra B(Q(GrR)pR) with a multiplication such thatQ(GrR)pR
is equivalent to the category of B(Q(GrR)pR)-comodules. By the Tannakian dictionary,
the perverse specialization pR provides a coalgebra homomorphism
B(PG(O)(Gr))→ B(Q(GrR)pR)
which is surjective since every object of Q(GrR)pR is isomorphic to a subquotient of an
object of the form pR(P), for some object P in the category PG(O)(Gr).
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Lemma 9.2.1. For coalgebras B,B′, given a homomorphism f : B → B′ inducing
the functor φf : ComodB → ComodB′ , and given homomorphisms u : B ⊗ B →
B,u′ : B′ ⊗ B′ → B′ inducing the functors φu : ComodB ⊗ComodB → ComodB, φ
u′ :
ComodB′ ⊗ComodB′ → ComodB′ , there is an identity of homomorphisms
f ◦ u = u′ ◦ (f ⊗ f)
if and only if the identity isomorphism in Vect induces an isomorphism of functors
φf ◦ φu ≃ φu
′
◦ (φf × φf ).
Proof. Follows directly from the definitions. 
Applying the lemma to the perverse specialization pR, we see that the coalgebra
homomorphism B(PG(O)(Gr))→ B(Q(GrR)pR) respects multiplication. Since it is sur-
jective, we conclude that the multiplication of B(Q(GrR)pR) is associative and commu-
tative. By the Tannakian dictionary, we obtain unique associativity and commutativity
constraints on the category Q(GrR)pR equipped with the convolution product such that
the perverse specialization pR and hypercohomology H respect the constraints. 
9.3. Rigidity. The following is a result of Waterhouse.
Proposition 9.3.1 ([Nic78], Theorem 0). Let B be a finitely-generated Hopf algebra
over a field K with comultiplication ∆ : B → B ⊗ B, counit ε : B → C, and antipode
S : B → B. Let I ⊂ B be an ideal such that ∆(I) ⊂ I ⊗B +B ⊗ I. Then ε(I) = {0},
and S(I) = I.
WhenB is commutative, the proposition implies that a closed sub-semigroup Spec(B/I)
of an affine algebraic group Spec(B) automatically contains the identity element and
is closed under taking inverses, and therefore is itself a group.
Applying the proposition to the kernel of the surjective homomorphismB(PG(O)(Gr))→
B(Q(GrR)pR), we conclude that the unit and antipode of B(PG(O)(Gr)) descend to the
quotient B(Q(GrR)pR) making it a Hopf algebra. By the Tannakian dictionary, this
confirms that Q(GrR)pR has an identity object and is rigid.
9.4. Other categories. By the Tannakian dictionary, from the commutative diagram
of Section 7, we obtain a commutative diagram of coalgebras with multiplication
B(Q(GrR)pR)
↓ ց
B(Q(GrR)) → B(Q(GrR)Z) → B(Q(GrR)).
By definition, every object of Q(GrR) is isomorphic to a subquotient of an object of
the form F(Q), for some object Q in the category Q(GrR)pR, where F : Q(GrR)pR →
Q(GrR) is the forgetful functor. Therefore the diagonal arrow is surjective, and we
conclude that B(Q(GrR)) is a commutative Hopf algebra.
Since the category Q(GrR)Z is the product category Q(GrR)⊗VectZ with the product
convolution product, the coalgebra B(Q(GrR)Z) is the product coalgebra B(Q(GrR))⊗
B(VectZ) with the product multiplication. Noting that B(Z) is nothing but the group
algebra C[Z], we conclude that B(Q(GrR)Z) is a commutative Hopf algebra.
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The vertical arrow and first horizontal arrow are the obvious inclusions, and the
second horizontal arrow is the obvious projection.
10. The associated subgroup
In this section, we identify the Tannakian group associated to the category Q(GrR)
with the fiber functor H : Q(GrR)→ Vect.
10.1. Root data. A based root datum Ψ consists of a quadruple
Ψ = (Λˇ, ∆ˇ,Λ,∆)
where Λˇ and Λ are lattices in duality with respect to a fixed perfect pairing
〈·, ·〉 : Λˇ× Λ→ Z,
and ∆ˇ ⊂ Λˇ and ∆ ⊂ Λ are subsets with a fixed bijection
∆ˇ ≃ ∆,
such that the quadruple satisfies certain requirements [Spr98, Sections 7.4.1, 16.2.1].
The requirements are symmetric, and the dual based root datum Ψˇ is the quadruple
Ψˇ = (Λ,∆, Λˇ, ∆ˇ),
where Λ and Λˇ are in duality with respect to the same perfect pairing, and ∆ and ∆ˇ
are related by the same bijection.
The based root datum Ψ(G,B, T ) of a connected reductive complex algebraic group
G with respect to a Borel subgroup B ⊂ G, and maximal torus T ⊂ B, is the quadruple
Ψ(G,B, T ) = (ΛˇT , ∆ˇB,T ,ΛT ,∆B,T ).
For any other choice of Borel subgroup B′ ⊂ G, and maximal torus T ′ ⊂ B, there is a
canonical isomorphism
Ψ(G,B, T ) ≃ Ψ(G,B′, T ′).
The based root datum Ψ(G) is defined to be the projective limit of the based root data
Ψ(G,B, T ) with respect to the canonical isomorphisms over the set of choices of Borel
subgroups B ⊂ G, and maximal tori T ⊂ B.
There is a short exact sequence
1→ Inn(G)→ Aut(G)
ψ
→ Aut(Ψ(G))→ 1
where Inn(G) is the group of inner automorphisms of G. We may split the sequence as
follows. Choose a Borel subgroup B ⊂ G, a maximal torus T ⊂ B, and for each simple
root αˇ ∈ ∆ˇB,T , a basis vector Xαˇ in the corresponding simple root space for T acting on
b. Define the subgroup Aut(G,B, T, {Xαˇ}) ⊂ Aut(G) to consist of the automorphisms
that preserve B, T , and the set {Xαˇ}. Then the restriction of the homomorphism ψ to
Aut(G,B, T, {Xαˇ}) is an isomorphism. See [Spr79, Sections 1 and 2] for more details.
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10.2. The dual group. A dual group for a connected reductive complex algebraic
group G is a connected reductive complex algebraic group Gˇ together with a fixed
isomorphism
Ψ(Gˇ) ≃ Ψˇ(G).
By the above short exact sequence, any two dual groups are isomorphic, and the iso-
morphism is canonical up to composition with inner automorphisms. Note that there
is a canonical isomorphism
Aut(Ψ(G)) ≃ Aut(Ψ(Gˇ)),
and for the torus T , the dual torus Tˇ is canonically a dual group.
Recall that the category PG(O)(Gr) of G(O)-equivariant perverse sheaves on Gr is
equivalent as a tensor category to the category Rep(Gˇ) of finite-dimensional represen-
tations of the dual group Gˇ so that the hypercohomology H : PG(O)(Gr) → Vect cor-
responds to the forgetful functor [MV04, Theorem 7.3, Corollary 3.7, Proposition 6.3].
In other words, the group of tensor automorphisms Aut⊗(H) is a connected reductive
complex algebraic group which we denote by Gˇ, and there is a canonical isomorphism
of based root data
Ψ(Gˇ) ≃ Ψˇ(G).
To see the root datum of Gˇ, first recall that the character functor Ch : PG(O)(Gr)→
VectΛT is a tensor functor [MV04, Proposition 6.4], and there is a canonical isomorphism
H ≃ F ◦Ch : PG(O)(Gr)→ Vect
where F : VectΛT → Vect is the forgetful functor [MV04, Theorem 3.6]. Therefore we
may identify the group Gˇ with the group of tensor automorphisms of the composite
functor F ◦Ch, and we have a canonical homomorphism
Aut⊗(F)→ Gˇ.
This corresponds to an embedding of the dual torus
Tˇ = Aut⊗(F)
as a maximal torus. (See [MV04, Theorem 7.3] or Proposition 11.0.2 of the appendix.)
Next, recall that the simple objects in the category PG(O)(Gr) are the intersection
cohomology sheaves ICλ of the closures of theG(O)-orbits Grλ ⊂ Gr, with coefficients in
trivial one-dimensional local systems. (See [MV04, Lemma 7.1] or Proposition 11.0.1 of
the appendix.) The weight functor F λ : PG(O)(Gr) → Vect evaluated on IC
λ provides
a canonical line in the graded vector space Ch(ICλ). By forgetting the grading, for
each simple object ICλ, we obtain a canonical line F(F λ(ICλ)) in the vector space
F(Ch(ICλ)). The subgroup
Bˇ ⊂ Gˇ
of those tensor automorphisms of F ◦Ch which preserve the collection of lines F(F λ(ICλ))
is a Borel subgroup. By construction, it contains the maximal torus Tˇ .
Finally, there is a canonical isomorphism of based root data
Ψ(Gˇ, Bˇ, Tˇ ) ≃ Ψˇ(G,B, T ).
See [MV04, Theorem 7.3] or the appendix for more details.
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10.3. Associated subgroups. Via the Tannakian dictionary, we have seen that the
category Q(GrR)pR is equivalent as a tensor category to the category Rep(HˇpR) of
finite-dimensional representations of a group-scheme HˇpR so that the hypercohomology
H : Q(GrR)pR → Vect corresponds to the forgetful functor.
We have also seen that the perverse specialization pR : PG(O)(Gr)→ Q(GrR)pR is a
tensor functor, and that there is a canonical isomorphism of tensor functors
H ≃ H ◦ pR : PG(O)(Gr)→ Vect .
Therefore we may identify Gˇ with the group of tensor automorpshisms of the composite
functor H ◦ pR, and we have a canonical homomorphism
HˇpR → Gˇ.
Since every object of Q(GrR)pR is isomorphic to a subquotient of an object of the
form pR(P), where P runs through all objects of PG(O)(Gr), the homomorphism is an
embedding.
Via the Tannakian dictionary, we have seen that the category Q(GrR) is equivalent
as a tensor category to the category Rep(Hˇ) of finite-dimensional representations of
a group-scheme Hˇ so that the hypercohomology H : Q(GrR) → Vect corresponds to
the forgetful functor. From the commutative diagram of Section 9.4, we obtain a
commutative diagram of groups
HˇpR
↑ տ
Hˇ ← Hˇ × C× ← Hˇ
where the horizontal arrows are the obvious projection and inclusion, the vertical arrow
is a surjection, and the diagonal arrow is an inclusion.
10.4. Embedding into Levi subgroup. Recall that 2ρˇM is the sum of the positive
roots of the Levi factor M ⊂ P of the complexification P ⊂ G of the minimal parabolic
subgroup PR ⊂ GR. We define the Levi subgroup Lˇ0 ⊂ Gˇ to be the centralizer of 2ρˇM
under the adjoint representation.
Proposition 10.4.1. The embedding HˇpR → Gˇ factors through Lˇ0.
Proof. The composite functor
PG(O)(Gr)
pR
→ Q(GrR)pR
e
→ Q(GrR)Z
F
→ VectZ
provides a composite homomorphism
〈1〉 × C× → Hˇ × C× → HˇpR → Gˇ
in which the homomorphism Hˇ × C× → HˇpR is surjective.
The image of the composite homomorphism is the subgroup 〈exp(2cρˇM )|c ∈ C〉 ⊂ Gˇ
since the isomorphism
ChR ◦
pR ≃ Σ ◦ Ch : PG(O)(Gr)→ VectΛS×Z
implies that the Z-grading on the perverse specialization pR corresponds to the Z-
grading on Ch which was defined by pairing with 2ρˇM . 
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10.5. Maximal torus. We have seen that the real character functor ChR : Q(GrR)pR →
VectΣ(ΛT ) is a tensor functor, and there is a canonical isomorphism of tensor functors
H ≃ F ◦ChR : Q(GrR)pR → Vect
where F : VectΣ(ΛT ) → Vect is the forgetful functor. Therefore we may identify the
group HˇpR with the group of tensor automorphisms of the composite functor F ◦ChR,
and we have a homomorphism
SˇΣ(ΛT ) → HˇpR
where SˇΣ(ΛT ) is the torus
SˇΣ(ΛT ) = Spec(C[Σ(ΛT )])
where Σ(ΛT ) is the image of the projection Σ : ΛT → ΛS × Z defined by Σ(λ) =
(λ+ θ(λ), 〈2ρˇM , λ〉).
We have also seen that there is a canonical isomorphism of tensor functors
ChR ◦
pR ≃ Σ ◦Ch : PG(O)(Gr)→ VectΣ(ΛT ) .
Therefore we have a commutative diagram
HˇpR → Gˇ
↑ ↑
SˇΣ(ΛT ) → Tˇ
where the embedding SˇΣ(ΛT ) → Tˇ corresponds to the tensor functor Σ : VectΛT →
VectΣ(ΛT ). Since the homomorphism SˇΣ(ΛT ) → Tˇ → Gˇ is an embedding, we conclude
that the homomorphism SˇΣ(ΛT ) → HˇpR is an embedding.
Our aim is to show this is the embedding of a maximal torus.
Lemma 10.5.1. If Q is a simple object in the category Q(GrR)pR, then it is isomorphic
to the shifted intersection cohomology sheaf ICλ[z] of the closure of a stratum GrλR, for
a pair (λ, z) ∈ Σ(ΛT ), with coefficients in a one-dimensional trivial local system.
Proof. If Q is a simple object in the category Q(GrR)pR, then it must be the shifted
intersection cohomology sheaf ICλ(L)[z] of the closure of a stratum GrλR with coefficients
in an irreducible GR(OR)-equivarant local systems L. Thanks to the isomorphism
F λR(IC
λ(L)) ≃ L|λ,
the real character functor ChR does not vanish on IC
λ(L). By Corollary 8.8.1, we
conclude that (λ, z) ∈ Σ(ΛT ).
To prove the local system L is trivial, it suffices by Lemma 3.6.1 to show that the
stabilizer P λ
R
⊂ GR acts trivially on the stalk L|λ. As a representation of P
λ
R
, the
stalk L|λ is isomorphic to the weight space F λ
R
(ICλ(L)). The weight space F λ
R
(ICλ(L))
is a direct summand in the hypercohomology H(GrR, IC
λ
R(L)). The hypercohomology
H(GrR, IC
λ
R(L)) is a subquotient of the hypercohomology H(GrR,
pR(P)), for some ob-
ject P in the category PG(O)(Gr). The hypercohomology H(GrR,
pR(P)) is isomorphic
to the hypercohomology H(Gr,P). Since G is connected, it acts trivially on H(Gr,P),
and so the subgroup P λ
R
does as well. 
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Proposition 10.5.1. The group HpR is connected, and the embedding SˇΣ(ΛT ) → HˇpR
is that of a maximal torus.
Proof. For any dominant real coweight λ ∈ Λ+S , the support of the n-fold convolution
of the intersection cohomology sheaf ICλ of the closure of the stratum Grλ
R
contains
the coweight nλ, and so by the lemma and the criterion of [DM82, Corollary 2.22], the
group HˇpR is connected.
The lemma also implies that the rank of HˇpR is less than or equal to the rank of the
embedded torus SˇΣ(ΛT ). Thus they are the same, and SˇΣ(ΛT ) is a maximal torus. 
10.6. Root system. In this section, we identify the root system of the subgroup Hˇ ⊂
Gˇ. Note that due to the surjective homomorphism Hˇ ×C× → HˇpR, the root system of
Hˇ is equal to that of HˇpR.
By forgetting the Z-grading, from the embedding SˇΣ(ΛT ) → HˇpR, we obtain a com-
mutative diagram of embeddings
SˇΣ(ΛT ) → HˇpR
↑ ↑
Sˇσ(ΛT ) → Hˇ
where the torus Sˇσ(ΛT ) is defined to be
Sˇσ(ΛT ) = Spec(C[σ(ΛT )])
where σ(ΛT ) is the image of the projection σ : ΛT → ΛS defined by σ(λ) = λ+ θ(λ).
Proposition 10.6.1. The group Hˇ is connected, and the embedding Sˇσ(ΛT ) → HˇpR is
that of a maximal torus. The rank of Hˇ equals the split-rank of GR.
Proof. The first two statements are proved similarly to those of Proposition 10.5.1. To
see the last, note that the lattice σ(ΛT ) is a finite index sublattice in the real coweight
lattice ΛS , and S ⊂ G is the complexification of a maximal split torus SR ⊂ GR. 
By construction, the projection σ : ΛT → σ(ΛT ) is the restriction of weights induced
by the inclusion Sˇσ(ΛT ) → Tˇ . Therefore the roots of Hˇ with respect to the maximal
torus Sˇσ(ΛT ) are a subset of the projection σ(R0) of the roots R0 of the Levi subgroup
Lˇ0 with respect to the maximal torus Tˇ . Thanks to the identity θˇ(2ρˇM ) = −2ρˇM
for the dual involution θˇ, the involution θ preserves the set of simple roots ∆0 of the
Levi subgroup Lˇ0 with respect to the Borel subgroup Bˇ ∩ Lˇ0. Therefore the projection
σ(R0) forms a possibly non-reduced root system in σ(ΛT ) in which the multiplicity of a
projected root is one or two. (A non-reduced root system is one in which there is a root
α such that 2α is also a root. The multiplicity of a projected root is the number of roots
which project to it.) The classification in [Ara62] immediately implies the following.
Lemma 10.6.1. The root system σ(R0) is non-reduced if and only if the based root
system ∆0 contains a copy a2 of the based root system of sl3 such that the involution θ
exchanges the simple roots of a2. To be precise, for a projected root α ∈ σ(R0), twice
it is also a projected root 2α ∈ σ(R0) if and only if there are roots β1, β2 ∈ R0 such
that α = σ(β1) = σ(β2) and the roots β1, β2 are the simple roots of a copy of the root
system of sl3 in the root system R0.
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Remark 10.6.1. By the classification, for g simple, the root system σ(R0) is non-
reduced if and only if g = sln(C) and gR = su(p, q) with p+ q = n odd.
Now the obvious candidate for the root system of Hˇ with respect to the maximal
torus Sˇσ(ΛT ) would be the projected root system σ(R0) ⊂ σ(ΛT ), but we have seen that
in general it is not reduced. We define the root system
Ξ ⊂ σ(ΛT )
to be all of the projected roots α ∈ σ(R0) satisfying 2α 6∈ σ(R0). In other words, if
σ(R0) is reduced, then we take Ξ to be all of the projected roots σ(R0), but if σ(R0) is
non-reduced, then we take Ξ to be all of the projected roots σ(R0) except we discard
the shorter root of any pair along a single ray.
Theorem 10.6.1. The group Hˇ is reductive with root system Ξ ⊂ σ(ΛT ).
Proof. We first identify the root system of the maximal reductive quotient Hˇred with
respect to the image of the maximal torus Sˇσ(ΛT ) under the natural projection Hˇ →
Hˇred.
Proposition 10.6.2. The root system of Hˇred contains a root in every direction in
which the root system Ξ contains a root.
Proof. By definition, the root directions of the root systems Ξ and σ(R0) coincide.
Since the roots of Hˇred are a subset of σ(R0), the Weyl group of Hˇred is a subgroup of
the Weyl group of σ(R0). By Proposition 8.6.2, the Weyl group of Hˇred is isomorphic
to the small Weyl groupWGR so that their actions on σ(ΛT ) agree. It is a standard fact
that WGR is the Weyl group of the root system σ(R), and so the Weyl group of σ(R0)
is a subgroup of WGR . We conclude that the Weyl group of Hˇred, the Weyl group of
σ(R0), and the small Weyl group WGR must all coincide. Since the root directions of
a root system are the negative eigenspaces of the simple reflections of its Weyl group,
the assertion follows. 
Since the roots of Hˇred are a subset of σ(R0), if σ(R0) is reduced, so that Ξ coincides
with it, then the proposition immediately implies that Ξ is the root system of Hˇred.
If σ(R0) is non-reduced, then it contains roots α and 2α, and by the proposition, the
root system of Hred contains either α or 2α. By definition, the root system Ξ contains
2α not α. To arrive at a contradiction, suppose the root system of Hˇred contains α not
2α. Then the zero weight space of any representation of Hˇred with non-empty α weight
space must also be non-empty. In particular, the irreducible representation of highest
weight α0 a Weyl group translate of α must have non-empty zero weight space. It must
correspond to the intersection cohomology sheaf ICα0 of the stratum Grα0
R
Lemma 10.6.2. Assume the root system σ(R0) is non-reduced and contains both α and
2α. Then the intersection of the orbit S0
R
through the zero coweight with the stratum
Grα0
R
satisfies
dimR(S
0
R ∩Gr
α0
R
) < 〈ρˇ, α0〉.
Proof. It suffices to show that none of the components of the intersection S0 ∩ Grα0
is preserved by the conjugation θ of Gr. By the explicit description provided by
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Lemma 10.6.1, the coweight α0 is in fact a coroot of G, and the intersection cohomology
sheaf ICα0 of the stratum Grα0 corresponds to a summand in the adjoint representation
of Gˇ. It is easy to check that each irreducible component of the intersection S0 ∩Grα0
contains a unique simple coroot of G in its closure. But by the explicit description
provided by Lemma 10.6.1, none of the simple coroots in the stratum Grα0 are fixed
by the conjugation θ. 
By Proposition 8.6.1, the real weight functor F 0
R
for the zero weight space vanishes
on ICα0 , and we arrive at a contradiction. Therefore by Proposition 10.6.2, the root
system of Hˇred contains the root 2α not α, and thus coincides with Ξ.
It remains to show that Hˇ is reductive, or in other words, that its unipotent radical
Hˇu is trivial. Since Hˇu is connected, the following suffices.
Lemma 10.6.3. The Lie algebra hˇu is trival.
Proof. Consider the Lie algebra lˇ0 of the Levi subgroup Lˇ0 as a representation of Hˇ.
It contains hˇ as a subrepresentation which in turn contains hˇu as a subrepresentation.
In what follows, references to the weights of these representations are with respect to
the torus Sˇσ(ΛT ).
The zero weight space of lˇ0 is the Cartan subalgebra tˇ. Since the intersection hˇu ∩ tˇ
is trivial, the zero weight space of hˇu is empty. Therefore the weights of hˇu lie in the
projection σ(R0) of the roots of Lˇ0. Furthermore, if α is a weight of hˇu, then α is
not a root of Hˇred since otherwise the zero weight space of hˇu would be non-empty.
In summary, we see that the weights of hˇu lie in the complement of the roots of Hˇred
within the projection σ(R0) of the roots of Lˇ0. Therefore if the root system σ(R0) is
reduced, so that Ξ coincides with it, then we are done.
It remains to consider the case when the root system σ(R0) is non-reduced. We may
assume that G is simple and adjoint, so that by the classification we have G = PGLnC
and GR = PU(p, q) with p + q = n odd. The standard representation of Gˇ = SLnC
corresponds to the intersection cohomology sheaf of P(Cn). The specialization of this
stratum is topologically equivalent to the map that collapses the disjoint union of the
linear subvarieties P(Cp) and P(Cq) to a point. Thus the specialization in this case is
clearly semisimple. But if hˇu were not trivial, then the restriction of this representation
to Hˇ would not be a direct sum of irreducibles. 
This completes the proof of the theorem. 
Corollary 10.6.1. The Weyl group of Hˇ is isomorphic to the small Weyl group of GR.
Proof. Follows from Proposition 8.6.2 as was noted in the proof of Proposition 10.6.2.

Corollary 10.6.2. The category Q(GrR) is semisimple. Its object are sheaves isomor-
phic to a direct sum of intersection cohomology sheaves ICλ of the closures of strata
GrλR, for λ ∈ σ(ΛT ), with coefficients in trivial local systems. In particular, convolution
and perverse specialization are semisimple.
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10.7. Fixed points of automorphisms. In this section, we explain how the subgroup
Hˇ ⊂ Gˇ may be realized as the identity component of the fixed points of an involution
of a certain Levi subgroup Lˇ1 ⊂ Gˇ. To make the discussion self-contained, we begin by
collecting notation and results from previous sections.
We have fixed a minimal parabolic subgroup PR ⊂ GR, with Levi factor MR ⊂ PR,
maximal torus TR ⊂ MR, and maximal split torus SR ⊂ TR. We write P for the
complexification of PR, M for that of MR, T for that of TR, and S for that of SR.
In Section 2.1, we have seen that the conjugation of G with respect to GR induces
an involution θ of the coweight lattice ΛT . The real coweight lattice ΛS is precisely
the fixed points of the involution θ, and we have a projection σ : ΛT → ΛS defined by
σ(λ) = θ(λ) + λ.
In Section 10.2, we have seen that the dual group Gˇ comes equipped with a distin-
guished Borel subgroup Bˇ ⊂ Gˇ, and maximal torus Tˇ ⊂ Gˇ which is identified with the
torus dual to T . We write ∆Bˇ,Tˇ ⊂ ΛT for the simple roots of Gˇ with respect to Bˇ and
Tˇ .
In Section 10.4, we have seen that the subgroup Hˇ ⊂ Gˇ is in fact a subgroup of the
Levi subgroup Lˇ0 ⊂ Gˇ which is the centralizer of 2ρˇM under the adjoint representation.
Here as usual 2ρˇM is the sum of the positive roots of the Levi subgroup M ⊂ G.
The simple roots ∆0 ⊂ ∆Bˇ,Tˇ of the Levi subgroup Lˇ0 ⊂ Gˇ with respect to the Borel
subgroup Bˇ ∩ Lˇ0, and maximal torus Tˇ , satisfy
α ∈ ∆0 if and only if 〈2ρˇM , α〉 = 0.
Note that we have θ(∆0) = ∆0 thanks to the identity θˇ(2ρˇM ) = −2ρˇM , where θˇ is the
dual involution.
To define the Levi subgroup Lˇ1 ⊂ Gˇ, for each simple root α ∈ ∆0, choose a basis
vector Xα in the simple root space (b ∩ l0)α. Define elements τ(α) ∈ ΛT to be
τ(α) = α− θ(α), if [Xα,Xθ(α)] 6= 0
τ(α) = 0, if [Xα,Xθ(α)] = 0.
Clearly the elements τ(α) are independent of the choice of basis vectors Xα.
Define the Levi subgroup Lˇ1 ⊂ Gˇ to be the centralizer of the span of 2ρM and the
elements τ(α), for all simple roots α ∈ ∆0, under the coadjoint representation. Here as
usual 2ρM is the sum of the positive coroots of the Levi subgroup M ⊂ G.
The simple roots ∆1 ⊂ ∆Bˇ,Tˇ of the Levi subgroup Lˇ1 ⊂ Gˇ with respect to the Borel
subgroup Bˇ ∩ Lˇ1, and maximal torus Tˇ , are of two types
α ∈ ∆1, for α ∈ ∆0 with [Xα,Xθ(α)] = 0, and
α+ θ(α) ∈ ∆1, for α ∈ ∆0 with [Xα,Xθ(α)] 6= 0.
Note that we have a similar description for the simple coroots ∆ˇ1.
The involution θ preserves the set ∆1, and similarly the dual involution θˇ preserves
the set ∆ˇ1. Therefore they provide an involution of the based root datum
Ψ(Lˇ1, Bˇ ∩ Lˇ1, Tˇ ) = (ΛT ,∆1, ΛˇT , ∆ˇ1)
of the Levi subgroup Lˇ1 ⊂ Gˇ. To lift the involution to an involution of Lˇ1, we must
choose for each simple root β ∈ ∆1, a basis vector Xβ in the corresponding simple root
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space (bˇ∩ lˇ1)β. Then there is a unique lift of the involution to an involution of Lˇ1 which
we denote by θˇ1 such that
θˇ1(Bˇ ∩ Lˇ1) = Bˇ ∩ Lˇ1 θˇ1(Tˇ ) = Tˇ θˇ1(Xβ) = Xθ(β).
For any other choice of basis vectors, the resulting lift will be conjugate to θˇ1 via an inner
automorphism. Moreover, this inner automorphism may be realized as conjugation by
a unique element of Tˇ /Z(Lˇ1), where Z(Lˇ1) is the center of Lˇ1.
Remark 10.7.1. We mention here a criterion for Lˇ1 to equal Lˇ0. For all simple roots
α ∈ ∆0, we have
[Xα,Xθ(α)] = 0
if and only if for each connected component C in the Dynkin diagram of Lˇ0 with θˇ0(C) =
C, there is a node c ∈ C such that θ(c) = c.
Alternatively, one can realize the Levi subgroup Lˇ1 as the fixed points of an inner
automorphism ηˇ0 of the Levi subgroup Lˇ0. For each simple root α ∈ ∆0, consider the
new basis vectors X ′α defined by
X ′α = Xα, if [Xα,Xθ(α)] = 0,
X ′α = kαXα, if [Xα,Xθ(α)] 6= 0,
for any non-zero numbers kα. Then there is a unique inner automorphism ηˇ0 of the
group Lˇ0 such that
ηˇ0(Bˇ ∩ Lˇ0) = Bˇ ∩ Lˇ0 ηˇ0(Tˇ ) = Tˇ ηˇ0(Xα) = X
′
α,
and it does not depend on the choice of the basis vectors Xα. If one takes the numbers
kα to be different from 1, then the Levi subgroup Lˇ1 is the fixed points in the Levi
subgroup Lˇ0 of the inner automorphism ηˇ0.
Theorem 10.7.1. There is a choice of basis for the simple root spaces of the Levi
subgroup Lˇ1 ⊂ Gˇ such that the subgroup Hˇ ⊂ Gˇ associated to the real form GR is the
identity component of the fixed points of the involution θˇ1.
Proof. In Section 10.5, we have seen that the torus Sˇσ(ΛT ) = Spec(C[σ(ΛT )]) is a
maximal torus of Hˇ. Here as usual σ(ΛT ) denotes the image of the projection σ :
ΛT → ΛS .
Lemma 10.7.1. The identity component of the fixed points of the restriction of the
involution θˇ1 to the torus Tˇ is equal to the torus Sˇσ(ΛT ).
Proof. By definition, the restriction of the involution θˇ1 to the torus Tˇ is induced by
the involution θ of the lattice ΛT . 
We write R0 ⊂ ΛT for the roots of Lˇ0 with respect to Tˇ , and R1 ⊂ ΛT for the roots
of Lˇ1 with respect to Tˇ . In Section 10.6, we have seen that the roots Ξ ⊂ σ(ΛT ) of
the group Hˇ with respect to Sˇσ(ΛT ) consist of those projected roots σ(α) ∈ σ(R0) such
that 2σ(α) 6∈ σ(R0).
Lemma 10.7.2. For a root α ∈ R0, we have σ(α) ∈ Ξ if and only if α ∈ R1. Therefore
we have the inclusion Hˇ ⊂ Lˇ1.
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Proof. Follows from the definition of Lˇ1, and Lemma 10.6.1. 
It remains to show that there is a choice of basis vectors Xβ for the simple root spaces
of Lˇ1 such that the simple root spaces of Hˇ are the fixed subspaces of the involution
θˇ1. For a simple root in Ξ, there are two possibilities: one simple root β ∈ ∆1 projects
to it, or two simple roots β1, β2 ∈ ∆1 project to it. If only one simple root β projects
to a root in Ξ, we take Xβ to be any non-zero vector in the corresponding root space.
Lemma 10.7.3. If two simple roots β1, β2 project to a root in Ξ, then the intersection
of hˇ with the span of the corresponding simple root spaces is exactly one-dimensional,
and the projection of the intersection to either of the two root spaces is an isomorphism.
Proof. In Section 10.6, we have seen that the intersection is at least one-dimensional.
Since Sˇσ(ΛT ) is a maximal torus of Hˇ, the intersection is no greater than one-dimensional,
and can not lie entirely in either simple root space. 
If two simple roots β1, β2 project to a root in Ξ, we choose any non-zero vector in
the intersection, and take Xβ1 ,Xβ2 to be its images under the projections.
It is straightforward to check that the subalgebra hˇ is exactly the fixed points in lˇ1
of the involution θˇ1 constructed with respect to this basis. 
Alternatively, one can define an automorphism of the Levi subgroup Lˇ0 ⊂ Gˇ such
that the subgroup Hˇ ⊂ Gˇ is the identity component of its fixed points. In the definition
of the inner automorphism ηˇ0, for each pair of simple roots α, θ(α) ∈ ∆0 such that
[Xα,Xθ(α)] 6= 0, if one takes the numbers kα, kθ(α) to be any pair such that kαkθ(α) =
−1, then the subgroup Hˇ ⊂ Gˇ is the identity component of the fixed points of the
automorphism θˇ0 ◦ ηˇ0 of the Levi subgroup Lˇ0. For example, for the choice kα = 1 and
kθ(α) = −1, the automorphism θˇ0 ◦ ηˇ0 is of order 4.
11. Appendix: Identification of the dual group
Let G be a connected reductive complex algebraic group with fixed Borel subgroup
B ⊂ G, and maximal torus T ⊂ B. We sketch here how to show the Tannakian group
Aut⊗(H) of the category PG(O)(Gr) with fiber functor H : PG(O)(Gr)→ Vect is a dual
group for G. We must show that Aut⊗(H) is a connected reductive complex algebraic
group, and find a canonical isomorphism of based root data
Ψ(Aut⊗(H)) ≃ Ψˇ(G).
In what follows, for λ ∈ Λ+T , we write IC
λ for the intersection cohomology sheaf of the
closure of the G(O)-orbit Grλ ⊂ Gr, with coefficients in the trivial one-dimensional
local system.
Proposition 11.0.1. The category PG(O)(Gr) is semisimple, with simple objects iso-
morphic to ICλ, for λ ∈ Λ+T .
Proof. The stabilizer in G(O) of a coweight λ ∈ Gr is the parahoric subgroup Pλ which
is connected. Therefore the simple objects of the category PG(O)(Gr) are as asserted,
and there are no self-extensions of simple objects. By Proposition 3.2.1, the strata
Grλ in a given component of Gr are either all even-dimensional or all odd-dimensional.
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By [Lus83, Section 11, c)], the stalks of ICλ have the parity vanishing property: they
are non-zero only in the parity of the dimension of Grλ. Therefore there are no other
extensions, and we conclude that the category PG(O)(Gr) is semisimple. 
Corollary 11.0.1. The Tannakian group Aut⊗(H) is a connected reductive complex
algebraic group.
Proof. Choose generators λ1, . . . , λr ∈ Λ
+
T , and for λ ∈ Λ
+
T , write λ =
∑
i niλi. Then
the open part of the support of the convolution (ICλ1)
⊙n1 ⊙ · · · ⊙ (ICλr )
⊙nr contains λ,
and so ICλ appears as a summand in the convolution. Therefore by the proposition, the
direct sum ⊕i IC
λi is a tensor generator for the category PG(O)(Gr), and so by [DM82,
Proposition 2.20(b)], the group Aut⊗(H) is algebraic.
For λ ∈ Λ+T , the open part of the support of the convolution (IC
λ)⊗n contains nλ,
and so ICnλ appears as a summand in the convolution. Therefore by the proposition
and [DM82, Corollary 2.22], the group Aut⊗(H) is connected.
Finally, by the proposition and [DM82, Proposition 2.23], the group Aut⊗(H) is
reductive. 
The character functor Ch : PG(O)(Gr) → VectΛT , which is by definition the sum
Ch =
∑
λ∈ΛT
F λ of the weight functors F λ : PG(O)(Gr) → Vect, and the canonical
isomorphism H ≃ F ◦Ch : PG(O)(Gr) → VectΛT , where F : VectΛT → Vect is the
forgetful functor, provide a canonical homomorphism from the dual torus Tˇ = Aut⊗(F)
to Aut⊗(H).
Proposition 11.0.2. The homomorphism Tˇ → Aut⊗(H) is the embedding of a maxi-
mal torus.
Proof. For λ ∈ Λ+T , we clearly have F
λ(ICλ) ≃ C, so by [DM82, Proposition 2.21 (b)],
the homomorphism is injective. The rank of Aut⊗(H) equals the rank of PG(O)(Gr),
and by the previous proposition, the rank of PG(O)(Gr) equals the rank of G. This
in turn equals the rank of Tˇ , and so the image of the homomorphism is a maximal
torus. 
A Borel subgroup Bˇ ⊂ Aut⊗(H) containing Tˇ is equivalent to the choice of a Tˇ -
invariant line Lλ in each irreducible representation V λ, for λ ∈ Λ+T such that L
λ⊗Lµ =
Lλ+µ under the projection V λ⊗V µ → V λ+µ. The Borel subgroup Bˇ ⊂ Aut⊗(H) is the
stabilizer of the lines, or conversely the lines are the highest weight lines of the Borel
subgroup. Using the canonical isomorphism H ≃ F ◦Ch, we take Lλ = F λ(ICλ), for
λ ∈ Λ+T .
It remains to show there is a canonical isomorphism of based root data
Ψ(Aut⊗(H), Bˇ, Tˇ ) ≃ Ψˇ(G,B, T ).
Proposition 11.0.3. With respect to the given Borel subgroups and maximal tori, (i)
the set of dominant weights of Aut⊗(H) coincides with the set of dominant coweights
of G as subsets of ΛT , and (ii) the set of simple roots of Aut
⊗(H) coincides with the
set of simple coroots of G as subsets of ΛT .
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Proof. Assertion (i) is immediate: the weights of the lines Lλ ⊂ H(Gr, ICλ) coincide
with the dominant coweights of G.
For assertion (ii), it suffices to show that for λ ∈ Λ+T , and µ ∈ ΛT , the weights
Fµ(ICλ) vanish if λ − µ is not a non-negative integral linear combination of positive
coroots α ∈ Rpos, and for a simple coroot α ∈ ∆B,T , the weights F
λ−α(ICλ) do not
vanish. Proposition 8.1.1 implies the vanishing, and Propositions 8.1.1 and 8.4.1, and
the explicit description of the weights given in [MV00, Section 5] implies the non-
vanishing. 
Now we have the asserted isomorphism of based root data. The simple coroot direc-
tions of Aut⊗(H) are the extremal rays of the positive semigroup dual of the dominant
weights of Aut⊗(H). Similarly, the simple root directions of G are the extremal rays
of the positive semigroup dual of the dominant coweights of G. By part (i) of the
proposition, these rays coincide. For a root αˇ and the corresponding coroot α, one has
〈αˇ, α〉 = 2. Therefore the simple coroots of Aut⊗(H) coincide with the simple roots of
G since they are in the same rays and since, by part (ii) of the proposition, the simple
roots of Aut⊗(H) coincide with the simple coroots of G.
Remark 11.0.2. For Levi subgroups L ⊂ G other than the torus T , one may generalize
the character functor Ch : PG(O)(Gr)→ VectΛT to tensor functors ChL : PG(O)(Gr)→
PL(O)(GrL). In particular, for each simple coroot of G, this provides an explicit em-
bedding of an sl2-triple into the Lie algebra of Aut
⊗(H). For more details, see for
example [BG02, Section 4.3.1]. This is used in [BG01, Theorem 2.2] to construct crys-
tals for gˇ.
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