This paper investigates the ability of a new hybrid forecasting model based on empirical mode decomposition (EMD), cluster analysis and Autoregressive Integrated Moving Average (ARIMA) model to improve the accuracy of fishery landing forecasting. In the first step, the original fishery landing was decomposed into a finite number of Intrinsic Mode Functions (IMFs) and a residual by EMD. The second stage, the cluster analysis was used to reconstruct the IMFs and residual into high frequency, medium frequency and low frequency components, and then every component are modelled using ARIMA model. Finally, these predicted results are aggregated into an ensemble result as final prediction. For illustration and verification purposes of the proposed model, monthly fishery landing record data from East Johor has been used as a cases study. The result shows that the proposed model obtained the best forecasting result compared with ARIMA and EMD-ARIMA models.
Introduction
Fishery is one of the most important industries and has been creating huge contribution to the economic growth of Malaysia by providing employment especially in rural areas and potential of exports fishery products to other part of the world. Therefore, the forecasting of future fishery landings is the most important and challenging tasks for decision-making to establish priorities and strategies for proper management in the Malaysian fishery sector.
In recent literatures, many forecasting models have been applied to forecast the landings and catch per unit effort of many fish and invertebrate such as linear regression, moving average, autoregressive integrated moving average (ARIMA), Artificial Neural Networks (ANN), fuzzy methods, fuzzy expected interval models [1, 2, 5, 6, 8, 10, 13, 14, 17] . For modeling fisheries sciences time series data, ARIMA models based on the stochastic theory have been widely used for time series modeling. The ARIMA model has several advantages due to their statistical properties, such as the well-known Box-Jenkins methodology, provides systematic searching in each stage (identification, estimation and diagnostic check) for identification an appropriate model. However, ARIMA technique models are limited because the models only linear and stationary processes so they always not satisfactory to capture the series have a great deal of highly nonlinear, non-stationary and seasonality patterns.
Due to the limitations of the ARIMA model, another approach that has been used for dealing with non-stationary and non-linear data is employ the empirical mode decomposition (EMD) method. The EMD as a new data preprocessing technique, was first introduced by [7] . By using EMD, any complicated time series can be decomposed into a small number of Intrinsic Mode Functions (IMFs), which have simpler frequency components thus are easier and more accurate to forecast. Therefore, the EMD has been applied in many applications and hybrid model based on EMD with other model prove superior compare with individual forecasting model [4, 7, 9, 15] .
In establishing these hybrid models for forecasting, the decomposition ensemble methods discussed above mostly use one technique for all the decomposed modes, ignoring their different data characteristics. The main aim of this paper is to improve existing decomposition-ensemble models, especially by formulating a component reconstruction based on the data characteristics. In this methodology, the original fishery landing series is decomposed into a series of modes using EMD technique. Then, cluster analysis was used to reconstruct the component sequences based on data characteristics into high frequency, medium frequency and low frequency. Finally, the forecasted value of the proposed model can be obtained by summing the forecasted value of each components. In this paper, Hilbert Transform and cluster analysis was used to analyze the characteristics of data.
Methodology

ARIMA Model
The ARIMA models are widely used in time series forecasting and its well perform in many situations [3] . The ARIMA models used for seasonal time series are ARIMA
These models can be expressed as followed and Q are integers, p and q are the order of non-seasonal autoregressive and moving average, P and Q are the order of seasonal autoregressive and moving average, respectively. d is the number of non-seasonal difference, D is the order of seasonal difference and t a is the random error. The Box-Jenkins methodology is basically divided in the three steps. In the first step, the autocorrelation (ACF) and partial autocorrelation function (PACF) are used to determine whether or not the series is stationary in order to identify the appropriate ARIMA model. Then, after the tentative model is identified, the parameters of the model are estimated. The last step of this model building is the diagnostic checking for model adequacy. Adequacy of the model was performed through diagnostic checks of residual using Ljung-Box test.
The process is repeated several times until a satisfactory model is finally selected. The forecasting model was then used to compute the fitted values and forecasts values. The Akaike's Information Criterion (AIC) is used to identify the best model.
Hilbert Transform
Hilbert Transform can be defined as [16] 
where p is the Cauchy principal value. The instantaneous frequency ) (t
K-Means Clustering and Silhouette Analysis
K-means [11] is one of the simplest algorithms for clustering problem. The aims k-means clustering is to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean, serving as a prototype of the cluster. Given a set of observations (x1, x2, …, xn), k-means clustering aims to partition the n observations into k (≤ n) sets A = {A1, A2, …, Ak} so as to minimize the within-cluster sum of squares. In other words, its objective is to find
where i  is the mean of points in Ai. Silhouette analysis provides a graphical representation of how well each point lies within their cluster. Silhouette can be defined
where ) (i a is the average distance from point i to all other points within the same cluster, and ) (i b is the minimum average distance from point i to all points in another cluster. For ) (i s to be close to 1 indicate that the strong structure of cluster has been found [12] .
Empirical Mode Decomposition
The EMD method is used to decompose the original data into several of intrinsic mode function (IMF) components and a residual. An IMFs is a function that must satisfies two conditions: (1) the number of extreme points and the number of zero-crossings must either equal or differ at most by one; and (2) at any point, the mean value of the envelope constructed by the local minima and local maxima is zero. The algorithm of EMD can be described as follows (i) Identify all the local maxima and minima in time series, ) (t y .
(ii) Connect all local maxima and minima by a spline interpolation method to get the upper envelope ) ( and repeat steps (i)-(iii).
By using the above algorithm, the original time series ) (t y can be expressed as a sum of all the IMF components and one residual component.
where m is the number of IMFs. 
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The Architecture of Hybrid Modified EMD-ARIMA
The procedure for forecasting the fishery landing with the proposed method comprises four stages as shown in Figure 1 . In detail, the basic process of model building is as follows. (i) Firstly, EMD is applied to decompose fishery landing data.
(ii) Secondly, we calculate instantaneous frequency of each point of each IMF and residual by using Hilbert. Then cluster analysis was used to reconstruct of instantaneous frequency of IMFs and residual into several clusters. The silhouette plot is used to choose an optimal value for the number of clusters. Then, the instantaneous frequency whose falls in the same cluster are reconstructed into high frequency, medium frequency and low frequency components. (iii) Thirdly, the ARIMA models are used to predict of the three different reconstructed components individually. (iv) In the final stage, the predictions are aggregated to attain the final forecasting results.
Results
Study Areas and Data
The fishery landing data set used in this study is from East Johor collected from the Annual Fisheries Statistics through the official website of Department of Fisheries Malaysia, Ministry of Agriculture and Agro-Based Industry Malaysia. The sample monthly data covers a period of 144 months from January 2001 to December 2012.
In the process of establishment of the prediction model, the fishery landing data needs to be partitioned into two parts, the last 12 months of the entire data series from January 2012 to December 2012 as testing dataset and the rest of the data as the training data.
Performance Criteria
In order to evaluate the performance of the forecasting models, two prediction accuracy criteria were selected, they are the root mean squared error (RMSE), mean absolute error (MAE) which are calculated as Figure 4 .1 presents the plot of the original series and the sample autocorrelation function (ACF) of monthly fishery landing series. The ACF is damping out in sine-wave manner with significant spikes near lags 1, 2, 6, 12 and 18, suggested the series was seasonality. For seasonal data, ARIMA(p,0,q)x(P,0,Q)s models were considered, where s = 12 is the seasonal frequency. Due to the high number of significant lags, the maximum p and q was set to the lag order 5 and the maximum P and Q was 2. The ARIMA model that yielded the best results in terms of AIC on the modelling dataset was chosen and subsequently used in the forecasting. After extensive investigation, the model finally selected was an ARIMA(2,0,0)x(2,0,0)12. The model can be expressed as 
Forecasting Results
Fitting ARIMA model to the data
Fitting EMD-ARIMA to the Data
The fishery landing data is first decomposed by EMD into decomposed into six IMFs and one residual (see Figure 4. 3). Then the sub-series are modeled by ARIMA models. Finally, the forecast of hybrid model is obtained by aggregating the prediction results of all the sub-series. This model is denoted by EMD-ARIMA.
Fitting MEMD-ARIMA Model to the Data
In the first stage of the proposed hybrid approach, the fishery landing data is decomposed by EMD into six IMFs and one residual. In stage 2, clustering analysis by using the k-means and silhouette plot were used to partition of instantaneous frequency of each components IMFs and residual components into k-clusters. According to Figure 4 In order to verify the superiority of the proposed MEMD-ARIMA model, the single ARIMA models, and EMD-ARIMA models are introduced for comparison purpose. The forecasting performance of the selected forecasting models in term of RMSE, MAE and Dstat is shown in Table 4 .1.
The RMSE, MAE and Dstat of the proposed MEMD-ARIMA model are, 1086.18, 958.55 and 90.9%, respectively. The results show that the MEMD-ARIMA outperforms that in the forecast experiment. But the hybrid EMD-ARIMA model in forecast experiment underperform when compared with results of the original ARIMA model, which indicate the EMD-ARIMA model is not suitable for real forecasting monthly fishery landing in present study. It has been observed that the proposed forecast procedures using the MEMD-ARIMA model was able to improve the RMSE, MAE and R 2 in comparison with the single ARIMA model by about 15.642%, 13.382% and 4.0544%, respectively. When comparing the forecasting models, the EMD-ARIMA model mostly ranks the last, while proposed model produce far better results. The reason may be that ARIMA is a typical linear model, which is not suitable for capturing the nonlinear and seasonal characteristic of fishery landing series.
The actual fishery landing data and forecasted values for the MEMD-ARIMA ARIMA, and EMD-ARIMA models are illustrated in The overall results obtained in this study indicate that due to the seasonal, nonlinear and non-stationary appearance of monthly fishery landing, nonlinear models are more suitable for forecasting than linear methodologies. The proposed nonlinear MEMD-ANN, which is of effective seasonal decomposition and nonlinear prediction, can be used as a promising tool for the time series forecasting with nonlinear and seasonality.
Conclusion
Fishery time series forecasting is one of the most challenging tasks in the fishery science field. This study proposes a new methodology, MEMD-ARIMA ensemble learning paradigm for fishery landing forecasting. EMD is used to decompose the original fishery landing series into several IMF and one residual component. For every IMF and residual, Hilbert Transform and cluster analysis we proposed to reconstruct them into high frequency, medium frequency and low frequency components. Then, the three components are forecasted respectively using ARIMA models. The final forecasted result for fishery landing series is produced by aggregating all the forecasted results. Empirical results show that the proposed MEMD-ARIMA model outperforms the EMD-ARIMA as well as the ARIMA models without time series decomposition. Thus it can be concluded that the proposed MEMD-ARIMA model is suitable for fishery landing time series forecasting with seasonality variations and nonlinearity. 
