In this paper, we consider the situation under a life test, in which the failure time of the test units are not related deterministically to an observable stochastic time varying covariate. In such a case, the joint distribution of failure time and a marker value would be useful for modeling the step stress life test. The problem of accelerating such an experiment is considered as the main aim of this paper. We present a step stress accelerated model based on a bivariate Wiener process with one component as the latent (unobservable) degradation process, which determines the failure times and the other as a marker process, the degradation values of which are recorded at times of failure. Parametric inference based on the proposed model is discussed and the optimization procedure for obtaining the optimal time for changing the stress level is presented. The optimization criterion is to minimize the approximate variance of the maximum likelihood estimator of a percentile of the products' lifetime distribution.
Introduction
The lifetime experiments have received attention recently, partly because the high reliability of the manufactured products is important in the current intense economical competition between trading firms. Over time, several lifetime tests for assessing the lifetime probability distribution of the products are developed, ranging from simple Constant Stress Life Test (CSLT) to the Step Stress Accelerated Degradation Test (SSADT). Two useful survey of available results are given in the books of Nelson ,1990 and Bagdonavicius and Nikulin, 2010 . For some recent papers time distribution.
The rest of this paper is organized as follows. In Section 2, we introduce the SSALT model with a bivariate Wiener process and derive the joint distribution of failure times and the marker process. Parametric Inference based on the proposed model is discussed in Section 3. The optimization criterion is described in Section 4. Finally an illustrative example is presented in Section 5.
The Model
Consider a two-dimensional Wiener diffusion process {(X(r), Y (r))}, for r ≥ 0 with (X(0), Y (0)) = (0, 0) (see Cox and Miller, 1965) . In other words, under the normal stress level S 0 (X(r), Y (r))|S 0 ∼ N 2 (rµ X 0 , rµ Y 0 , rσ
where N 2 stands for the bivariate normal distribution. Assume further that µ X 0 ≥ 0, which guarantees the degradation process X(r) to be stochastically increasing in r.
The component X(r) assumed to be a degradation process that represents the level of deterioration of an item. An item fails as soon as X(r) reaches a threshold D > 0. This first passage time of the degradation process through the threshold is denoted by a random variable T , namely T = inf{t|X(t) ≥ D}.
(2.1)
The failure time T follows an inverse Gaussian distribution (see for instance, Chhikara and Folks, 1989) , with the cumulative distribution function (cdf) under the normal stress level S 0 as follows
where Φ is the cdf of the standard normal distribution. The degradation process X(r) is assumed to be unobservable. The component Y (r) represents a marker process that is correlated with the degradation process and tracks its progress. Thus, results of the experiment are based on observations on the marker process, supplemented by failure times of failed items. We focus on the situation where marker measurements are taken only at the failure or censoring times.
Consider the above bivariate process to model a SSALT problem. Under a SSALT, each item is first tested subject to a stress level S 1 (S 1 > S 0 ) for a specified duration [0, τ 1 ). If the item does not fail, it is tested again at a higher stress level S 2 (S 2 > S 1 ) for another specified duration [τ 1 , τ 2 ). The experiment is continued until the time C, under m ≥ 2 stress levels S m > S m−1 > · · · > S 2 > S 1 . The stress level of the experiment is then defined as
where the pre-specified values 0 < τ 1 < τ 2 < · · · < τ m−1 < C are called the stress changing times. Under a SSALT model, each item has two possible observation outcomes during the period (0, C]:
• Surviving (Censored) item: The item survives to the censoring time C at which a marker level of Y (C) = y(C) is recorded. This occurrence constitutes a censored observation of failure time with T > C.
• Failing item: The items fails at some time T = t during the period (0, C] and a marker level of Y (T ) = y(t) is recorded at the moment of failure.
The distribution of failure time and marker covariate
For the aforementioned plan, under the stress S j , for j = 1, 2, . . . , m, we have
Assume further that the Arrhenius reaction model is used to model the relationship between the location parameters µ X j and µ Y j and the temperature stress S j , that is
Consider any sample path of the component X, under stress S j , over a time interval (0, r] and partition this sample path at arbitrary time points 0 = r 0 < r 1 · · · < r k = r, k ≥ 1. Let ∆r i = r i − r i−1 and ∆x i = x(r i )− x(r i−1 ), for i = 1, · · · , k. Denote the set of realized increments {∆x 1 , . . . , ∆x k } by P . Then we have clearly
where for j = 1, . . . , m,
The conditional distribution in (2.4) is the same as the conditional distribution Y (r)|x(r). Hence (2.4) holds for any sample path of X.
Therefore, for a surviving path, the conditional distribution of the marker given the degradation at the censoring time C is as follows
The resulting conditional probability density function (p.d.f) of the surviving path then is
where φ is the pdf of the standard normal distribution and
For a failing item at time t, the distribution of Y (t)|x(t) is equal to (2.4) with r replaced by t and x(r) replaced by x(t) = D. The corresponding p.d.f then is
A similar argument to that in Lu, 1995 can be used to derive the p.d.f. of a surviving item, that is P(X(C) = x, T > C), as follows
It is easy to verify that the p.d.f. of T in (2.1) of a failing item is
where
We combine the preceding results to obtain the p.d.f. for each type of observation outcome, as follows:
For a censored item which survives beyond time C, the joint p.d.f. of the marker Y (C) and the latent degradation X(C) is given by p 1 (y|x; θ)p 3 (x; θ), where p 1 and p 3 are given in (2.5) and (2.6), respectively. Since the X(C) = x is not observed, we integrate it out of the joint density to obtain
For a failing item, the joint p.d.f of Y (T ) and T equals
The likelihood
Assume that n items are on test subject to SSADT over the observation period (0, C]. The sample log-likelihood then is given by
ξ j = j k=0 ν k and ν 0 = 0, in which ν j is the number of failed items under stress S j , for j = 1, . . . , m, (y k , t k ), for k = ξ j−1 + 1, . . . , ξ j , denote the sample failing items for the stress level S j , j = 1, . . . , m, y k , for k = ξ m−1 + 1, . . . , n, denote the sample surviving (censored) items,
in which
Furthermore, integrating (2.7) results in
and
Parametric Inference
In this section, we develop the parametric inferential procedures based on the proposed models. The maximum likelihood and Bayesian estimation methods are considered for inferential purpose. From Section 2, it is apparent that the models are analytically intractable. Thus, the finite sample performance of the maximum likelihood and Bayesian estimators could be examined through a simulation study. To perform a simulation study, we set m = 2, D = 1, C = 700, S 1 = 1200, S 2 = 1400, and τ = 300, 400, 500. Because of the invariance property of the maximum likelihood estimators, the maximum likelihood estimates of the parameter vector
and those of the transformed parameter vector
can be obtained from each other. In the following, we assume the transformed parameter vector θ * as in Table 1 . 
.00301472, 0.006496424, 0.009744636).
Maximum likelihood
First, we deal with maximum likelihood estimation of the model parameters. Suppose n = 30 independent items are tested subject to SSALT over the observation period (0, C]. The maximum likelihood estimators (MLEs) of the model parameters can be obtained by maximizing the loglikelihood (2.9). It is not possible to obtain the MLEs of the parameters in a closed form. Thus, numerical computational methods are used for obtaining the MLEs. A Monté Carlo simulation with 10,000 iterations is conducted using software R 2.14.2 to obtain the estimated relative root of mean square error (RRMSE) and estimated relative bias (Rbias) of the ML estimators of the parameters. These results are summarized in Table 2 . One can observe from Table 2 that the performance of the estimates are quite satisfactory in terms of RRMSE and Rbias. 
Bayesian approach
The Bayesian approach is appealing to statisticians and reliability engineers, since it provides a method of using their past experiences and/or prior convictions for inference. From a Bayesian point of view, we can treat the unknown parameters as a random variable with a known prior probability distribution. Then, we can combine information from the random sample and prior probability distribution to obtain the Bayesian estimators for the parameters of the model. However, in most practical applications, where the Bayesian approach is used, it is difficult to compute analytically the posterior distribution. The Markov chain Monté Carlo (MCMC) method uses to generate a sample from the posterior distribution large enough so that any desired feature of the posterior distribution can be accurately obtained. Because of the restrictions µ X 1 < µ X 2 and µ Y 1 < µ Y 2 , we have to consider joint priors for the vectors (µ X 1 , µ X 2 ) and (µ Y 1 , µ Y 2 ), while we can consider independent priors for the transformed parameters a, b, c and d. To simplify the calculations, we perform the Bayesian approach for the transformed parameter Table 3 presents simulated data sets by using the parameters in Table 1 for τ = 300, 400, 500. We consider the Bayes estimation of the transformed parameter vector, θ * , based on data sets in Table 3 , under the square error and absolute error loss functions. An analytic calculation of estimators and their risks for comparison is far from reach. To carry out an empirical comparison, a simulation study was conducted using software R 2.14.2 to generate a sequence of parameter values from the posterior density of θ * given the generated data set of Table 3 by making use of the random walk Metropolis-Hasting algorithm.
To facilitate the Bayesian approach, we assume independent prior distributions for the model parameters, that is
where π 1 (a), π 2 (b), π 3 (c) and π 4 (d) are assumed to be the low informative normal densities with zero mean and the variance equal to 10 4 , π 5 (σ 2 X ) and π 6 (σ 2 Y ) are assumed to be the non-informative Jeffrey's priors π(σ 2
and π 7 (ρ) is taken to be the non- informative uniform(−1, 1) prior. The random walk Metropolis-Hasting algorithm is executed 50000 times and the last 40000 were used for the sake of convergency. The empirical posterior densities of the model parameters and two dimensional plots of the generated model parameters (a, b, c, d) are shown in Figures 2  and 3 , respectively, for τ = 400. Using these empirical densities we estimate the mean, standard deviation (Std), MCMC error (MC-er), the median and other critical quantiles of parameters. These numerical results are summarized in Table 4 .
For the sake of brevity, only the values of the Bayse estimates (BEs) based on the square error loss, as well as their Rbias, MC-er were typically given in Table 5 to be compared with the corresponding values of the ordinary MLEs. Similar comparisons can be made between BEs 
5.64×10
−5 based on the absolute error loss and the MLEs.
Optimal test plan
For m = 2 stress levels, we have
is called the stress ratio.
The optimization criterion considered in this paper has to find the optimal stress changing time 0 < τ * < C which minimizes the Approximate variance (Avar) of the ML estimate of the 100p th percentile of the distribution of T ,ξ p , under the normal stress level S 0 . The Avar ofξ p is a function of the stress changing time τ and the parameter vector θ. Hence, before performing the optimization procedure, one have to estimate the parameter vector θ using a lifetime data in normal conditions. This is done via the ML estimation using (2.9) and based on a pilot study.
The Avar ofξ p can be obtained as a function of the approximated variance of the MLE of θ ( the inverse of the Fisher information matrix, I(θ)), using the delta method as
where f T 0 (t) is the corresponding pdf of G 0 (t) in (2.2) and
X are the MLEs of µ X1 , µ X2 and σ 2 X , respectively, which are computed numerically using the log-likelihood in (2.9).
In order to calculate the estimate of the Fisher information matrix of the data at θ, that is I(θ) = ((I r,s (θ) 
. The random vector (ν 1 , ν 2 ) in (2.9) follows a multi-nomial distribution with parameters n,
, where G j (t), j = 1, 2 are as in (2.2) with µ X 0 replaced by µ X j , j = 1, 2 respectively. We havê
One may write
where The functions α r,s and ζ j (r, s) for j = 1, 2 are simplified and given in the Appendix. It is straightforward that if
∂θr∂θs is a function of T only, the expectation can be taken on f T instead of P f j . The functions h(y; r, s) and g(y; r) are simplified as
and h(y; r, s) =
where, Φ (j) is the j th derivative of Φ and the coefficients λ(y; r, k, j 1 , j 2 ) and γ(y; r, s, k, j 1 , j 2 ) are given in the Appendix. 
Illustrative example
In order to illustrate the results of previous sections, let us study a numerical example. Whitmore et al., 1998 presents a real data set on failure age and three potential markers for aluminum reduction cells in a Canadian aluminum smelter. The production process of Aluminum consists of electrolysis of molten alumina and cryolite in reduction cells. Cryolite lowers the melting point of alumina to S 0 =950 • C. The cell's cathode is a carbon-lined steel box which is subject to severe thermal, chemical and mechanical stresses. The degradation of these cells can be marked by physical distortion of the steel box. Suppose that n = 29 reduction cells are subjected to a step stress accelerated life test with m = 2 stress levels S 1 =1200 • C and S 2 =1400 • C. Table  6 provides an example of marker and failure data for 29 cells of a particular design that were operated to failure under uniform conditions in the Aluminum smelter. The censoring time is set to C = 700 days. The table shows the failure age (in days of service) and the values at failure age of a marker for each cell, namely, the horizontal distortion of the steel box (in inches). For these data the threshold is taken to be D = 1, the stress changing time is τ = 400 days and no item is censored. We use these data to illustrate the theoretical results of the optimization procedure. Using these data, one can obtain the ML estimates of the parameters using the likelihood in The optimization process for minimizing Avar(ξ p ) is performed using the optimization procedures of software R.2.14.1. The results includingξ p , the optimized approximated coefficient of variation ofξ p (minimum C.V.), the optimized time τ * , the probability of failure under the stress level S 1 that is G 1 (τ * ) and the probability of failure under the stress level S 2 , i.e. G 2 (C)−G 2 (τ * ), are obtained for p = 0.1(0.1)0.9 and tabulated in Table 7 . Figure 4 shows the plot of τ * as a function of p. The values of the optimized approximated coefficient of variation ofξ p are also plotted for different values of p in Figure 5 . As it can be seen from Figures 4 and 5 , the optimal time τ * is an increasing function of p. It is legal to have such a result, since under a higher stress level the items fail more rapidly and such failures contain more information about lower quantiles of the lifetime distribution of the products. As one can observe from Figure 5 , the precision of the optimal estimate ofξ p decreases for the upper percentiles of the products' lifetime distribution. 2 (y; 2, 1) = −τ η 3 , c [2] 2 (y; 1, 1) = c 2 (y; 1, 1) = c [3] 2 (y; 2, 1) = τ η 2 η 3 , c [4] 2 (y; 1, 1) = c [4] 2 (y; 2, 1)
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