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Abstract
Given a polynomial of degree n, a test of O(n2) elementary operations and growth factor
1 is presented in order to check the Routh–Hurwitz conditions. This optimal growth factor
guarantees that the test presents better stability properties than other known tests. We also
present a test of O(n3) elementary operations and growth factor 1 in order to check if a matrix
is strictly totally positive. Finally, totally positive matrices are characterized by their symmet-
ric-triangular decompositions.
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1. Introduction
The Routh–Hurwitz conditions provide necessary and sufficient conditions for all
the zeros to have negative real parts. On the other hand, let us recall that a matrix
is called totally positive (respectively, strictly totally positive) if all its minors are
nonnegative (respectively, positive), and then it is denoted by TP (respectively, STP).
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Other authors use the following alternative definitions: a TP matrix is called totally
nonnegative and an STP matrix is called totally positive. In Section 2 we recall that
the zeros of a polynomial satisfy the Routh–Hurwitz conditions if a matrix associated
to the polynomial (the Hurwitz matrix) is TP.
In this paper we present stable tests to check the Routh–Hurwitz conditions and
the (strict) total positivity of a matrix. Practical tests should take into account the
computational complexity and the growth factor. The growth factor of a numerical
algorithm is the quotient between the ∞-norm of the output and the ∞-norm of the
initial data. In general, the growth factor is an indicator of stability. In particular, it
is well known that the stability of an elimination procedure that transforms a nonsin-
gular matrix into an upper triangular matrix depends on the corresponding growth
factor.
Several tests to check the Routh–Hurwitz conditions for a given polynomial of
degree n with O(n3) or more elementary operations are analyzed in [16]. In partic-
ular, a test using Gauss elimination with partial pivoting is proposed. In this case,
the growth factor is bounded above by 2n, although usually it is not greater than 10
(see [9]). In order to speed the algorithm, a pivot relaxation by means of a relaxation
factor is used in [16], which still controls the growth factor although it can be greater
than with partial pivoting. In Section 2, we present a test of O(n2) elementary opera-
tions to check the Routh–Hurwitz conditions and the corresponding growth factor is
optimal: 1.
Section 3 includes stable tests to check if a matrix is STP (Theorem 3.1) and if a
matrix is nonsingular TP (Theorem 3.3). These tests (of O(n3) elementary operations
if the matrix is n× n) are closely related with the corresponding tests included in [5],
but we include here an additional requirement of checking the sign of more elements
in order to get the optimal stability (that is, growth factor 1).
Golub and Yuan have recently introduced (see [10]) a symmetric-triangular
decomposition of nonsingular matrices. In Section 4 we provide characterizations
of STP and nonsingular TP matrices by means of this symmetric-triangular decom-
position.
2. Optimal test for the Routh–Hurwitz conditions
In many fields (such as control theory and dynamical systems, for instance), it is
convenient to know if all zeros of a given polynomial have negative real parts. In
particular, a matrix is stable (i.e., asymptotically stable in the Lyapunov sense) if its
characteristic polynomial satisfies this property (see, for instance, [13,16]).
Let us introduce some basic notation. Given a polynomial of real coefficients
p(z) = d0zn + d1zn−1 + · · · + dn, d0 > 0, (2.1)
we define the Hurwitz matrix associated with it
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Hn := (d2j−i )1i,jn =


d1 d3 d5 d7 · · · 0
d0 d2 d4 d6 · · · 0
0 d1 d3 d5 · · · 0
0 d0 d2 d4 · · · 0
...
...
...
...
...
0 0 0 0 · · · dn


, (2.2)
where dk = 0 for k < 0 or k > n.
Given positive integers k, n, 1  k  n, Qk,n will denote the set of all increas-
ing sequences of k natural numbers less than or equal to n. Let A be a real n×m
matrix of order n. For k  n, l  m, and for any α ∈ Qk,n and β ∈ Ql,m, we denote
by A[α|β] the k × l submatrix of A containing rows numbered by α and columns
numbered by β. For brevity we shall write A[α] := A[α|α].
The well known Routh–Hurwitz conditions characterize the stable polynomials,
i.e., polynomials such that all the real parts of their roots are negative:
Proposition 2.1. The polynomial given by (2.1) has all its zeros in the open left half
plane if and only if dk > 0 for all k = 0, 1, . . . , n and detHn[1, . . . , k] > 0 for all
k = 1, . . . , n.
It is known that, if the Routh–Hurwitz conditions hold, then the Hurwitz matrix
is TP (see [1,2,8,11,12]). Although we could apply the tests of the following section
to check the total positivity of the Hurwitz matrix (and so the Routh–Hurwitz condi-
tions), the special structure of the Hurwitz matrix allows us to present a test adapted
to its structure and with complexity O(n2) (instead of the complexity O(n3) of the
tests of Section 3).
Taking into account Proposition 2.1, an obvious test to check the Routh–Hurwitz
conditions is provided by the positivity of all pivots obtained after performing the
Gauss elimination of Hn. However, this test does not control the growth factor (see
[16]). On the other hand, let us recall that the Routh Criterion as presented in p.
180 of [4] uses the Routh scheme (see p. 179 of [4]) and checks (for a polynomial
(2.1) with d0 > 0) that all the elements of the the first column are positive. In Exam-
ple 2.5 we show that the growth factor corresponding to the Routh scheme can be
arbitrarily large. On the other hand, we already commented in the introduction that
several tests with O(n3) elementary operations or greater complexity and growth
factor greater than 1 are given in [16]. In this section, we show that it is not necessary
to increase the computational complexity O(n2) corresponding to the Routh scheme
in order to control the growth factor and we even can achieve the optimal growth
factor. It can be checked that all the elements obtained by the Routh scheme are
those d(k)i (1  k  n, k  i  n) obtained in the test presented in Section 2 and
that the first column of the Routh scheme is formed by the diagonal elements d(i)i
(1  i  n) of our test. Hence, our test is equivalent to the Routh–Hurwitz scheme
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with an additional requirement of positivity of all the elements d(k)i (instead of requir-
ing only the positivity of the elements d(i)i ). In conclusion, we present a test of O(n2)
elementary operations and optimal growth factor to check the Routh–Hurwitz con-
ditions. In addition, all steps of the test preserve the Hurwitz matrix structure in the
corresponding submatrices H(k)n [k, . . . , n].
Let us describe the elimination procedure used in our test to check the stability
of a polynomial. We start with the polynomial p(z) of (2.1) and, by Proposition
2.1, we can assume that p(z) has all coefficients dk > 0 for all k (otherwise, the
polynomial is unstable). Then we form the matrix H(1)n := Hn of (2.2) and let us
denote by d(1)k := dk for all k ∈ {0, . . . , n}. Let H(2)n be the matrix obtained from
H
(1)
n by subtracting from every even row of H(1)n d(1)0 /d
(1)
1 times the previous row.
Then we get
H(2)n =


d
(1)
1 d
(1)
3 d
(1)
5 d
(1)
7 · · · 0
0 d(2)2 d
(2)
4 d
(2)
6 · · · 0
0 d(2)1 d
(2)
3 d
(2)
5 · · · 0
0 0 d(2)2 d
(2)
4 · · · 0
...
...
...
...
...
0 0 0 0 · · · d(2)n


, (2.3)
where d(2)2i+1 = d(1)2i+1 = d2i+1 for all i  0. If d(2)2i  0 for some i  1, we stop
the elimination procedure (observe that it is sufficient to look at the elements of
the second row of H(2)n ). Otherwise, we can continue by subtracting from the odd
rows 2i + 1 (i  1) of H(2)n d(2)1 /d(2)2 times the previous row. Then we obtain the
matrix
H(3)n =


d
(1)
1 d
(1)
3 d
(1)
5 d
(1)
7 · · · 0
0 d(2)2 d
(2)
4 d
(2)
6 · · · 0
0 0 d(3)3 d
(3)
5 · · · 0
0 0 d(3)2 d
(3)
4 · · · 0
...
...
...
...
...
0 0 0 0 · · · d(3)n


, (2.4)
where d(3)2i = d(2)2i for all i  1. If d(3)2i+1  0 for some i  1, we stop the elimi-
nation procedure (observe that it is sufficient to look at the elements of the third
row of H(3)n ). Otherwise, we can iterate the previous procedure in a similar way.
At most, we can perform n− 1 steps of the elimination process until obtaining the
upper triangular matrix
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H(n)n =


d
(1)
1 d
(1)
3 d
(1)
5 d
(1)
7 · · · 0
0 d(2)2 d
(2)
4 d
(2)
6 · · · 0
0 0 d(3)3 d
(3)
5 · · · 0
0 0 0 d(4)4 · · · 0
...
...
...
...
...
0 0 0 0 · · · d(n)n


(2.5)
(observe that d(n)n = dn > 0).
Let us assume that H(m)n (1  m  n) is the last matrix in which we have calcu-
lated elements before stopping the elimination procedure. So, we have calculated ele-
ments of the form d(k)i > 0, k  m, before the first nonpositive entry appears (when
that nonpositive entry appears, we only need to check its nonpositivity and the algo-
rithm stops, and so we do not take its size into account for the growth factor). As
usual, we can define the growth factor of the elimination procedure as the number
ρ := maxi,k |d
(k)
i |
maxi |di | ( 1), (2.6)
using the numbers d(k)i (> 0) calculated before stopping the test. Obviously ρ  1
and we show in the following result that our elimination procedure has optimal sta-
bility ρ = 1. In the proof we denote the integer part of a number x by x.
Theorem 2.2. Let p(z) be the polynomial given by (2.1). Then:
(i) The polynomial p(z) has all its zeros in the open left half plane if and only if we
can perform all the steps of the previous elimination procedure (and so d(k)i > 0for all 1  k  n, k  i  n).
(ii) The test suggested by (i) can be performed in O(n2) elementary operations.
(iii) The growth factor of (2.6) is ρ = 1.
Proof. (i) Let us now assume that we can perform all the steps of the previous
elimination procedure. Since the leading principal minors of Hn coincide with the
leading principal minors of the upper triangular matrix H(n)n , we deduce that
detHn[1, . . . , k] = d(1)1 d(2)2 · · · d(n)n > 0
and the result follows from Proposition 2.1.
Conversely, let us assume that the polynomial p(z) given by (2.1) has all its zeros
in the open left half plane and let us prove by induction on n that we can apply all
the steps of the previous elimination procedure to the corresponding matrix Hn. It
trivially holds for n = 1. Let us assume that it holds for n− 1 and let us prove it
for n.
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By Proposition 2.1, di > 0 for all i ∈ {0, . . . , n} and we can obtain the matrix
H
(2)
n . Let us observe that the leading principal minors of H(1)n are related with the
leading principal minors of H(2)n by
detH(1)n [1, . . . , k] = d(1)1 detH(2)n [1, . . . , k − 1]
= d1 detH(2)n [1, . . . , k − 1]. (2.7)
By Proposition 2.1, all leading principal minors of Hn are positive and, taking into
account that d1 > 0 and formula (2.7), the same property holds for all leading prin-
cipal minors of H(2)n . The entries d(2)2 , d
(2)
4 , . . . , d
(2)
2 n2  of the second row of H
(2)
n are
Schur complements and satisfy
d
(2)
2i =
detH(2)n [1, 2|1, i + 1]
d1
= detHn[1, 2|1, i + 1]
d1
, 1  i 
⌊n
2
⌋
.
(2.8)
Since the diagonal entries d2i−1, d2i of the submatrix Hn[1, 2|1, i + 1] are positive
for all i ∈ {1, . . . , n2 }, we deduce from Theorem 2 of [12] that detHn[1, 2|1, i +
1] > 0 and, by (2.8), d(2)2i > 0 for all i ∈ {1, . . . , n2 }.
In conclusion, by Proposition 2.1 the polynomial d(2)1 z
n−1 + d(2)2 zn−2 + · · · +
d
(2)
n (corresponding to the Hurwitz matrix H(2)n [2, . . . , n]) has all its zeros in the
open left half plane. Hence, by the induction hypothesis, we can perform all the
steps of the previous elimination procedure to the matrix H(2)n [2, . . . , n] and, so, to
the matrix Hn.
(ii) Let us observe that in the first step of the elimination procedure we only have
to calculate the elements d(2)2 , d
(2)
4 , . . . , d
(2)
2 n2 . It requires 1 division (corresponding
to d(1)0 /d
(1)
1 ), n/2 multiplications, n/2 subtractions and to check the sign ofn/2 elements. In the second step of the elimination procedure we only have to
calculate the elements d(3)3 , d
(3)
5 , . . . and it requires 1 division (corresponding to
d
(2)
1 /d
(2)
2 ), (n− 1)/2 multiplications, (n− 1)/2 subtractions and to check the
sign of (n− 1)/2 elements. Continuing analogously, we can deduce that, if the test
stops at step m( n− 1), then it requires no more than m divisions, (m(2n−m+
1))/4 multiplications, (m(2n−m+ 1))/4 subtractions and (m(2n−m+ 1))/4
comparisons to zero.
(iii) At each step k (1  k  m) of the elimination procedure we subtract from the
positive numbers d(k)i the product of the positive number d
(k)
k−1/d
(k)
k and the nonnega-
tive number d(k)i+1 in order to obtain the numbers d
(k+1)
i . If the elimination procedure
continues after calculating d(k+1)i , then d
(k+1)
i > 0 and this implies that d
(k+1)
i 
d
(k)
i . Thus ρ = 1. Observe that we have defined the growth factor (2.6) using the
elements of the form d(k)i > 0 before the first nonpositive entry appears (there is no
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control on the size of this entry, but the algorithm only checks its nonpositivity and
then stops). 
In the proof of the previous result, we have seen that the matrices H(k)n [k, . . . , n]
obtained in the elimination procedure are also Hurwitz matrices. Observe also that
the algorithm given in (i) essentially corresponds to the factorization from Theorem
3 of [11].
Remark 2.3. Given the polynomial p(z) in (2.1), we can define p˜(z) := p(−z) and
then we can check if p(z) has all its zeros in the open right half plane by applying
the previous stability test to p˜(z).
The following remark shows some circumstances under which it is not necessary
to apply our test.
Remark 2.4. In many problems, one knows a priori that a given polynomial has all
its zeros real. By Proposition 2.1, this and its stability implies that all its coefficients
in (2.1) have the same strict sign. But, if all zeros are real, by the Descartes’ rule of
signs this property of the coefficients is also sufficient for the polynomial stability
because it implies that the polynomial has no positive roots and so the roots are
all negative. Analogously, by applying this result to the polynomial p˜(z) defined in
Remark 2.3, we can deduce that, if a polynomial has all its roots real, then all its
zeros are positive if and only if its coefficients di in (2.1) satisfy didi+1 < 0 for all
i = 0, 1, . . . , n− 1.
Since the Routh–Hurwitz conditions of Proposition 2.1 only require (in addition
to the positivity of the coefficients of the polynomials) the positivity of the leading
principal minors of the Hurwitz matrix Hn, we could have characterized stable poly-
nomials in Theorem 2.2 only with the positivity of the elements d(k)k , k = 1, . . . , n,
continuing the elimination procedure in spite that d(j)i  0 for some j > i. The fol-
lowing example shows that, if we do not require the positivity of all elements d(j)i ,
then the growth factor can be arbitrarily large instead of 1.
Example 2.5. Let k be any arbitrary positive integer and let ε be such that 0 < ε <
1
k
. In order to study the stability of the polynomial p(z) = kz5 + kz4 + 2z3 + z2 +
εz+ k, let us form the corresponding Hurwitz matrix H5 and the matrix H(2)5 of
(2.3):
H5 =


k 1 k 0 0
k 2 ε 0 0
0 k 1 k 0
0 k 2 ε 0
0 0 k 1 k

 , H (2)5 =


k 1 k 0 0
0 1 ε − k 0 0
0 k 1 k 0
0 0 1 ε − k 0
0 0 k 1 k

 .
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If we apply Theorem 2.2, then we conclude that the polynomial is not stable because
d
(2)
4 = ε − k < 0. But, if we only look at the positivity of the leading principal
minors of H5 (or, equivalently, the positivity of the elements d(k)k , which form the
first column of the Routh scheme, as commented above), then we have to continue
the elimination process, increasing the computational cost and the growth factor. In
fact, we would obtain the matrix
H
(3)
5 =


k 1 k 0 0
0 1 ε − k 0 0
0 0 1 + k2 − εk k 0
0 0 1 ε − k 0
0 0 0 1 + k2 − εk k

 .
At this moment the growth factor is already
ρ = 1 + k
2 − εk
k
> k
and we would have to calculate H(4)5 before stopping the test (d
(4)
4 < 0). Let us
observe that, if we would have applied the usual Gauss elimination in order to check
the sign of the pivots, they would have coincided with the elements d(k)k and the
growth factor also would have been greater than k.
3. Optimal tests for total positivity
The following definitions will be useful in the sequel. A consecutive row-initial
(respectively, consecutive column-initial) submatrix of A is the submatrix formed
by consecutive initial rows (columns) and consecutive columns (rows). The determi-
nant of a consecutive row-initial or a consecutive column-initial submatrix is called
consecutive initial minor. A lower (respectively upper) triangular matrix is said to be
-STP if all minors detA[α|β], with α, β ∈ Qk,n and αi  βi (respectively αi  βi)
for all i, are positive (all the other minors are trivially zero).
Neville elimination (NE) is a procedure to create zeros in a matrix by means of
adding to a given row a suitable multiple of the previous one. A general description of
this procedure is presented in [5] and we include here a description of the case that we
shall use, i.e., of NE without row exchanges. For an n×m matrix A = (aij )1jm1in , it
consists of r − 1 major steps (with r = min{n,m}) resulting in a sequence of matri-
ces as follows:
A := A(1) → A(2) → · · · → A(r) = U,
where A(t) = (a(t)ij )1jm1in has zeros below its main diagonal in the (t − 1) first col-
umns. The matrix A(t+1) is obtained from A(t) (t = 1, . . . , r) according to the for-
mula:
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a
(t+1)
ij :=


a
(t)
ij − (a(t)it /a(t)i−1,t )a(t)i−1,j if i  t + 1, j  t and a(t)i−1,t /= 0
a
(t)
ij otherwise.
In this process the element
pij := a(j)ij , 1  j  r, j  i  n,
is called the (i, j) pivot of the NE of A. The pivots pii are called diagonal pivots.
The process would break down if any of the pivots pij (j  i < n) is zero. In that
case we can move the corresponding rows to the bottom and proceed with the new
matrix, as described in [5]. The complete Neville elimination (CNE) of A consists of
performing the NE of A (until obtaining A(r) = U ) and, afterwards, performing the
NE of the matrix V := UT:
V := V (1) → V (2) → · · · → V (r) = D,
where the matrix D will have null elements outside its main diagonal. We say that
the CNE of A is possible without row or column exchanges if there have not been
any row exchanges in the NE of A or of V = UT. The (i, j) pivots of the NE of
V = UT will be denoted pji .
We present a test in which we have to perform (at least, partially) the CNE of a
matrix A. Then we can define the corresponding growth factor as the number
ρ := max
{
maxi,j,k |a(k)ij |
maxi,j |aij | ,
maxi,j,k |v(k)ij |
maxi,j |aij |
}
( 1), (3.1)
using the numbers a(k)ij , v
(k)
ij calculated in the CNE before stopping the test. By Theo-
rem 4.1 of [5], the positivity of the pivots of the CNE is sufficient to ensure the strict
total positivity of a matrix. However, in the test provided by the part (i) of the follow-
ing theorem we also require the positivity of more elements in order to get minimal
growth factor (analogously as shown in Example 2.5 with the test provided to check
the Routh–Hurwitz conditions, where the additional requirements of positivity were
necessary to ensure growth factor 1). In this test, the CNE will stop as soon as one
of the conditions of Theorem 3.1 (i) fails and then we shall conclude that the matrix
is not STP.
Theorem 3.1
(i) A matrix A = (aij )1jm1in is STP if and only if we can perform the CNE of A
without row or column exchanges and, for all k = 1, . . . , r = min{n,m}, a(k)ij >
0 for all i, j  k and v(k)ij > 0 for all i, j with i  j  k.
(ii) The test given in (i) to check if A is STP can be performed in O(s3) (s =
max{n,m}) elementary operations.
(iii) The growth factor (3.1) of the test provided by (i) is ρ = 1.
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Proof. (i) Let us assume that A is STP. By Theorem 4.1 of [5], we can perform the
CNE of A without row or column exchanges and all the pivots are positive. Besides,
a
(1)
ij = aij > 0 for all i, j and, by Lemma 2.6 (1) of [5], for k  2 and i, j  k
a
(k)
ij =
detA[i − k + 1, i − k + 2, . . . , i − 1, i|1, 2, . . . , k − 1, j ]
detA[i − k + 1, i − k + 2, . . . , i − 1|1, 2, . . . , k − 1] , (3.2)
which is positive.
Let us now prove that the remaining elements v(k)ij (for all i, j with i  j  k) are
positive. These elements satisfy v(1)ij = uji∀i, j and, if k  2, then by Lemma 2.6 (1)
of [5],
v
(k)
ij = u(k)ji =
detV [i − k + 1, i − k + 2, . . . , i − 1, i|1, 2, . . . , k − 1, j ]
detV [i − k + 1, i − k + 2, . . . , i − 1|1, 2, . . . , k − 1]
= detU [1, 2, . . . , k − 1, j |i − k + 1, i − k + 2, . . . , i − 1, i]
detU [1, 2, . . . , k − 1|i − k + 1, i − k + 2, . . . , i − 1], (3.3)
for i  j  k. Let us first consider the case n  m (and so r = m). The matrix A¯ :=
A[1, . . . , m] is STP and if L¯D¯U¯ is its LDU -decomposition, then we know by Theo-
rem 2.1 of [3] that the triangular matrices L¯, U¯ are -STP matrices and the diagonal
matrix D¯ has positive diagonal elements. Therefore D¯U¯ is -STP. Clearly, D¯U¯ =
U [1, . . . , m]. Hence V [1 . . . , m] = UT[1 . . . , m] is also -STP and all the elements
v
(1)
ij and (by (3.3)) v(k)ij for (m )i  j  k  2 are positive.
Let us now suppose that m > n (and so r = n). Since we can perform the NE of
V = UT (which coincides with its CNE because it has zeros above the main diag-
onal) without row exchanges and all the pivots are nonnegative, we conclude from
Theorem 5.4 of [5] that V (and so U ) is totally positive. The same argument shows
the total positivity of all matrices V (k) (and so of U(k) = (V (k))T). Then, since by
Lemma 2.5 of [5] the elements v(k)ij (i  j  k) are either elements of V or quo-
tients of certain determinants of V , we get that all these elements are nonnegative
and it remains to see that they cannot vanish. Observe that the diagonal elements
p11, . . . , pnn of V do not change under its NE because the elements above them are
null:
v
(k)
hh = u(k)hh = phh > 0, ∀h, k = 1, . . . , n. (3.4)
Let us assume that there exists an element 0 = v(k)ij (= u(k)ji ) for some i  j  k.
Since the pivot elements of the CNE of A are positive, j > k and, by (3.4), we also
have i > j . Since the pivots of the NE ofUT = V are positive, we have u(k)ki = pki >
0 and, by (3.4), u(k)jj = pjj > 0. Then∣∣∣∣∣u
(k)
kj u
(k)
ki
u
(k)
jj u
(k)
j i
∣∣∣∣∣ = −u(k)ki u(k)jj < 0,
which contradicts the total positivity of U(k).
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The converse follows from Theorem 4.1 of [5], taking into account that all pivots
pij = a(j)ij of the NE ofA and all pivots pji = v(j)ij of the NE of V = UT are positive.
(ii) The complexity of performing the NE of a matrix A coincides with the com-
plexity of performing its Gauss elimination (approximately s3/3 elementary opera-
tions). Then the CNE of A requires approximately s3/2 elementary operations. In
addition, we also have to check the sign of at most s3 elements.
(iii) At each step of the CNE we subtract from a positive numbers a(k)ij or v(k)ij the
product of positive numbers. If the elimination procedure continues after calculat-
ing an element a(k+1)ij or v
(k+1)
ij , then this element is positive and this implies that
a
(k+1)
ij < a
(k)
ij and v
(k+1)
ij < v
(k)
ij . Thus ρ = 1. 
The following example shows that a similar test using Gaussian elimination in-
stead of NE does not guarantee the total positivity of a matrix.
Example 3.2. Let A be the matrix
A =

1 1 11 3 2
1 2 2

 .
The matrix is not TP because detA[2, 3|1, 2] < 0. However all nontrivial interme-
diate elements of the “complete” Gauss elimination of A are positive. Let us first
consider the Gauss elimination of A:
A →

1 1 10 2 1
0 1 1

→

1 1 10 2 1
0 0 1/2

 = U
and afterwards, the Gauss elimination of V = UT:
V →

1 0 00 2 0
0 1 1/2

→

1 0 00 2 0
0 0 1/2

 = D.
Let us also recall that checking if an n× n matrix is a P -matrix (i.e., with all its
principal minors positive) requires O(2n) elementary operations (see [17]). So the
computational complexity O(n3) to check if it is STP is clearly low. In fact, the CNE
is necessary in order to check the positivity of all consecutive initial minors of A
and, by Theorem 4.1 of [5], this condition is sufficient to guarantee the strict total
positivity of the matrix.
The following result provides a stable test to check the nonsingularity and total
positivity of a square matrix. Parts (ii) and (iii) can be proved analogously as in
Theorem 3.1.
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Theorem 3.3
(i) A square matrix A = (aij )1i,jn is nonsingular and TP if and only if we can
perform the CNE of A without row or column exchanges, the diagonal pivots
are positive and, for all k = 1, . . . , n, a(k)ij  0 for all i, j  k and v(k)ij  0 for
all i, j with i  j  k.
(ii) The test given in (i) to check the total positivity of A can be performed in O(n3)
elementary operations.
(iii) The growth factor (3.1) of the test provided by (i) is ρ = 1.
Proof. (i) If A is a nonsingular TP matrix, then by Corollary 5.5 of [5] we can
perform the CNE of A without row or column exchanges and all the pivots are
nonnegative. The performance of the CNE of A without row exchanges and the
nonsingularity of A imply that all diagonal pivots are positive and that all matrices
A(k), V (k) (1  k  n) are nonsingular. Applying again Corollary 5.5 of [5] to each
of these matrices we deduce their total positivity and so the nonnegativity of the
elements required in (i).
As for the converse, the nonsingularity follows from the positivity of the diagonal
pivots of A and the total positivity follows from Corollary 5.5 of [5]. 
Finally, let us mention that we could provide in a similar way a stable test to
check the total positivity of a matrix by using Theorem 5.4 of [5] and imposing the
nonnegativity of all intermediate elements (not only the pivots).
4. Symmetric-triangular decomposition of TP and STP matrices
NE provides a natural factorization of TP and STP matrices in terms of bidiag-
onal matrices (see [7]). Other characterizations have been provided by using other
factorizations: the LU decomposition (see [3]), the QR factorization (see [6]), the
Schur and the singular value decompositions (see [14]). Recently, Golub and Yuan
have studied in [10] a symmetric-triangular (SR) decomposition of a nonsingular
matrix. We finish this paper by characterizing nonsingular TP and STP matrices in
terms of this decomposition.
In the previous section we introduced the concepts of consecutive initial, consec-
utive row-initial and consecutive column-initial minor. We now need to generalize
these concepts (note that we use here a notation different from [5]). A row-initial
(respectively, column-initial) submatrix of A is the submatrix formed by consecutive
initial rows (columns) and any columns (rows). The determinant of a row-initial or a
column-initial submatrix is called initial minor. Let us recall that a leading principal
minor of A has the form detA[1, . . . , k]. With these definitions we can reformulate
the equivalence of (1) and (3) in Theorem 4.1 of [5] and Theorem 3.1 of [6] in the
following way:
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Proposition 4.1
(i) A matrix is STP if and only if all its consecutive initial minors are positive.
(ii) A nonsingular matrix is TP if and only if all its initial minors are nonnegative
and all its leading principal minors are positive.
Other determinantal characterizations of TP matrices appear in [15]. In Theorem
4.1 of [10] it is proved that a nonsingular square matrix A whose leading principal
minors are nonzero admits a decomposition A = SR, where S is symmetric and R is
unit upper triangular (that is, upper triangular with unit diagonal). We now present a
characterization of TP and STP matrices in terms of their SR-factorization.
Theorem 4.2. Let A be a nonsingular matrix. Then A is TP (resp., STP) if and
only if A = S1R1 and AT = S2R2, where S1 and S2 are symmetric TP (resp., STP)
matrices and R1 and R2 are unit upper triangular.
Proof. Let us assume that A is TP (resp., STP). Since A is also nonsingular, we
deduce from Corollary 3.8 of [1] that A has positive leading principal minors and
so we can apply Theorem 2.1 of [10] and get A = S1R1 and AT = S2R2, where S1
and S2 are symmetric matrices and R1 and R2 are unit upper triangular (in fact, it is
sufficient to take the LDU-factorization of A, write A = (LDLT)(LT)−1U and per-
form an analogous decomposition to AT). The column-initial minors of S1 coincide
with those of A and the row-initial minors of S2 with those of A. So, by Proposi-
tion 4.1 (ii) (resp., Proposition 4.1 (i)), S1 has all its column-initial minors (resp.,
consecutive column-initial minors) nonnegative (resp., positive) and all its leading
principal minors positive and, by its symmetry, it also has all its row-initial minors
(resp., consecutive row-initial minors) nonnegative (resp., positive). Thus, S1 is TP
(resp., STP) by applying again Proposition 4.1 (ii) (resp., Proposition 4.1 (i)). In a
similar way it can be proved that S2 is TP.
As for the converse, the positivity of the leading principal minors of S1 and the
nonnegativity (resp., positivity) of the row-initial minors (resp., consecutive row-
initial minors) of S1 imply the same property on the corresponding minors of A.
Analogously, the nonnegativity (resp., positivity) of the column-initial minors (resp.,
consecutive column-initial minors) of S2 imply the same property on the correspond-
ing minors of A. Then the result follows from Proposition 4.1 (ii) (resp., Proposition
4.1(i)). 
In the results of this section have appeared symmetric TP and STP matrices. We
can adapt the tests of the previous section to check if a given symmetrix matrix is STP
(resp., nonsingular TP) by replacing the CNE of A by the NE of A (and so, deleting
the requirement for the elements v(k)ij ). In fact, if A = LDLT is the LDU-factoriza-
tion of A, by the uniqueness of this factorization DLT = U , the matrix obtained after
the NE of A and then it is easy to prove that the positivity (resp., nonnegativity) of the
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elements obtained in the NE of V = UT(= LD) can be derived from the positivity
(resp., nonnegativity) of the elements obtained in the NE of A.
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