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a b s t r a c t
Near ﬁeld effects are found to create systematic errors, within the range of about 5–15%, in thickness
estimations from Impact-Echo (IE) testing. This paper studies near ﬁeld effects from a point source in a
combined Multichannel Analysis of Surface Waves (MASW) and Impact-Echo analysis. The near ﬁeld
creates deviations in the measured velocity of the P-wave and the Rayleigh-wave, which lead to an
underestimated thickness. This systematic error is identiﬁed in both a numerical and a real ﬁeld case.
The results are also compared with the conventional Impact-Echo method.
& 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction
In civil engineering, efﬁcient non-destructive quality control plays
an important role in the optimization of resources for manufacturing,
maintenance, and safety. For concrete construction, the thickness of
plate-like structures is a parameter of particular interest [1–3].
Several techniques have emerged for determining this thickness in
a non-destructive manner [4]. The Impact-Echo (IE) method is one
such technique which provides a straightforward estimation of the
thickness of a structure with only one accessible side.
Early studies using the IE method report thickness estimation
accuracies within 3% [5]. Although recent advances show promis-
ing results for implementing non-contact scanning measurements
[6], studies with more signiﬁcant deviations exist [1,7,2]. In these
studies the thickness is underestimated in 18 of 19 locations with
a mean error of 8%. In many IE thickness testing applications,
e.g. nuclear reactor containment walls or load carrying structures
in bridges, a veriﬁcation with a drilled core sample is often not
possible. Further studies, as this paper, which can clarify and
highlight difﬁculties and potential error sources, about IE thick-
ness testing are therefore valuable.
The conventional IE method uses two estimated parameters:
the thickness resonance frequency fr and the P-wave velocity VP
[8]. The thickness resonance is measured from the dynamic
response to a transient impact. The P-wave velocity is either
measured or assumed. The thickness h is subsequently determined
using the empirical relation:
f r ¼
βVP
2h
ð1Þ
where β is an empirical correction factor that is usually assigned
the value 0.96 for concrete. In fact, the exact value of fr corre-
sponds to the minimum frequency of the ﬁrst symmetric Lamb
mode (S1) dispersion curve [9]. The group velocity is zero at this
speciﬁc point (S1-ZGV) [10]. The next thickness resonance is
related to the second anti-symmetric Lamb mode (A2), which is
also a zero-group velocity point (A2-ZGV).
To properly evaluate plate properties such as the thickness
parameter, Lamb wave theory must be used. Lamb wave theory
states that a laterally inﬁnite isotropic plate is deﬁned by three
independent parameters: the shear wave speed VS, Poisson's ratio
ν, and thickness h. Consequently, the accuracy of this type of non-
destructive evaluation of plates is solely dependent on these three
variables. As a result, traditional IE methods are usually comple-
mented with some sort of surface velocity measurement to most
accurately determine the thickness [11]. However, if exact values
of fr and VP are known, an exact value of the thickness can be
obtained using Eq. (1) only if a correct value of β is assumed. An
alternative method of increasing accuracy is to calibrate a velocity
that satisﬁes Eq. (1) using an exact thickness measurement from a
core sample. This approach is, however, not applicable in the case
of plates with one-sided access if non-destructive testing is
desired.
VP is usually estimated from the time taken by the ﬁrst arriving
wave to travel between two points separated by a known distance.
One major source of uncertainty of the ﬁrst arrival velocity is the
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identiﬁcation of the correct ﬁrst arrival time. This uncertainty is
due to the small displacement magnitude of the surface normal
component of the ﬁrst arriving wave. A common procedure is to
identify the ﬁrst value above a certain threshold, and to assume
that this wave corresponds to a pure P-wave. Another approach,
which may improve the identiﬁcation, is to study the trend of the
measured signal [12]. The velocity of the P-wave may also vary
through the thickness due to a material gradient resulting from
the casting of a concrete slab, if larger aggregates concentrate near
the bottom of the slab [1]. Gibson showed a systematic difference
between the P-wave velocity measured along the surface and
through the thickness [4]. A gradient with an increasing P-wave
velocity with depth has been observed by [1,13–15]. Popovics et al.
proposed an additional correction factor to compensate for the
slower P-wave velocity along the surface [1].
An alternative approach that eliminates difﬁculties in identify-
ing the ﬁrst arrival is to calculate VP from the Rayleigh wave
velocity VR, estimated by means of spectral analysis of surface
waves (SASW) [16]. This approach requires an assumed value of ν.
Poisson's ratio can, for example, be determined from the ratio
between the frequencies of S1-ZGV and A2-ZGV [10] or the ratio
between the S1-ZGV frequency and VR [17]. The latter approach
requires a known value of the thickness.
More recent approaches use a combination of a multichannel
recording and a multichannel IE analysis [18,19,7]. The speciﬁc
evaluation procedures differ slightly in their approaches. However,
the main concept is to introduce additional information from
surface wave analysis, for example, by estimating VR. Since at least
three parameters are accessible, it is possible to incorporate Lamb
wave theory. Then, all three plate parameters (VS, ν, h) can be
determined simultaneously. Compared with the traditional IE
method, these types of analyses are not affected by the uncertainty
of assuming a correct value of β.
A possible source contributing to the uncertainty in fr is the
presence of multiple peaks in the frequency response spectrum
[20]. The use of a time frequency analysis has been suggested to
enhance the identiﬁcation of the correct S1-ZGV frequency [21,22].
The use of multichannel recordings is another approach to facil-
itate the identiﬁcation of the correct S1-ZGV frequency. Summa-
tion of the traces in close vicinity to the point source can be used
to make the S1-ZGV frequency more pronounced [18]. A similar
approach uses a quantity described as a multicross spectral
density [23].
Although several improvements to the IE method have been
proposed, a remaining systematic error may result in an under-
estimated thickness [1,7,2]. This underestimation can occur if the
P-wave velocity is underestimated or if the S1-ZGV frequency is
overestimated (Eq. (1)). Of these two parameters, a velocity
representative of the complete through thickness seems to be
the most difﬁcult parameter to measure. Most proposed methods
are based on a P-wave and/or Rayleigh wave velocity measure-
ment along the surface. A possible source of underestimated
velocities along the surface may be due to near ﬁeld effects, which
in this case are due to the cylindrical spreading of waves from a
point source and the interference of different wave modes [24–28].
To the authors' knowledge, the near ﬁeld effect has not been
previously studied in this context of combined IE and velocity
measurements.
This study adopts a combined Multichannel Analysis of Surface
Waves (MASW) and IE method. In conformance with the IE
method, this type of analysis also assumes that the P-wave
velocity can be obtained by studying the ﬁrst arrival wave. The
combined MASW/IE method measures the P-wave velocity (VP),
the Rayleigh wave velocity (VR), and the S1-ZGV frequency
(f S1ZGV ). These three parameters are used to estimate the plate
parameters VS, ν, and h. The systematic variations of the measured
parameters VP, VR, and f S1ZGV due to near ﬁeld effects are studied
for a plate without a velocity gradient with depth. These types of
variations, within a few thickness distances from the source, are
not speciﬁc for the studied MASW/IE method; in fact, they are
present in all evaluations related to surface wave analysis and/or IE
analysis. The results are therefore general for many cases. Finally,
the inﬂuence of the evaluated thickness is further explored with
both a synthetic and an experimental ﬁeld case. The results from
the MASW/IE method are also compared with the results obtained
using the conventional IE method.
2. Lamb waves
Only two different wave types can exist in an isotropic inﬁnite
body, the P-wave and the S-wave [29]. In a laterally inﬁnite plate,
an additional boundary condition requires the stress traction to be
equal to zero at the surfaces. Thus, it is possible for guided waves
or Lamb waves to exist. Lamb waves are created from combina-
tions of P- and S-waves that satisfy the traction-free boundary
condition. An inﬁnite number of combinations which satisfy this
boundary condition exist. They are, however, governed by the
same equation, the so-called Lamb wave equation:
tan ðβh=2Þ
tan ðαh=2Þ ¼ 
4αβk2
ðk2β2Þ2
" #71
ð2Þ
where
α2 ¼ ω
2
V2P
k2
β2 ¼ ω
2
V2S
k2
The Lamb wave equation is based on an assumption of plane wave
propagation, and enforces that only certain combinations of wave
numbers k and frequencies ω are possible. This is the origin of the
dispersive nature of Lamb waves. No simple analytical solutions of
the equation exist, and instead, numerical methods must be used
[29]. The Lamb wave theory forms the basis for linear elastic wave
propagation in plates.
The dispersive nature of Lamb waves can be illustrated in many
ways. One possibility is to present dispersion curves in the
frequency–phase velocity domain. Fig. 1a shows a selection of
the dispersion curves (Lamb modes A0, S0, A1, and S1) for a plate
with ν¼0.2. The axes are normalized with the thickness h and the
shear wave speed VS. The curves are thus only dependent on ν. The
curves in Fig. 1a are valid for all plates with ν¼0.2.
The dispersion curves contain important information about the
plate characteristics. The Rayleigh wave velocity can, for example,
be determined by tracking the convergence of the phase velocity
for the A0 and the S0 modes. The S1-ZGV point, which is the point
of the minimum frequency of the S1-mode, is another quantity
which can be determined. As mentioned before in Section 1, this
point corresponds to the thickness resonance fr used in the
traditional IE method (Eq. (1)).
An expanded view of the S1-ZGV points for different values of ν
is shown in Fig. 1b. The variations of the locations for the S1-ZGV
points are only affected by ν. This implies that the value of fh=VS
for the S1-ZGV point is constant for a ﬁxed value of ν, and serves as
the theoretical link between the empirical β factor used in the IE
method and an analytical expression as a function of ν [9,17]. The
constant value of fh=VS provides a direct way of determining the
plate thickness once VS, ν, and f S1ZGV are known.
The constant value of fh=VS also reveals how the estimated
thickness is affected by uncertainties in the quantities VS, ν,
or f S1ZGV (Fig. 1b). An overestimation of f S1ZGV yields an
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underestimated thickness, whereas an overestimation of VS yields
an overestimated thickness, assuming that the other two constants
are exact. Finally, an overestimation of ν results in an overesti-
mated thickness (Fig. 1b).
In practice, the plate parameters VS, ν, and h are in most cases
not directly accessible. Therefore, they must be determined
indirectly using other parameters. One possibility is to measure
VP, VR, and f S1ZGV , for example, by means of a combined MASW/IE
method [18]. These three quantities provide the necessary infor-
mation to determine VS, ν, and h, and this approach was adopted in
this study. The accuracy of the thickness estimation, which is of
particular interest, is therefore dependent on the accuracy of the
indirect parameters VP, VR, and f S1ZGV .
3. Numerical modeling
The presented theory in Section 2 assumes plane wave propa-
gation, which at several wavelength's distance is a good approx-
imation even for waves generated by a point source. As the radial
distance of the studied waves decreases, this assumption becomes
less valid, and near ﬁeld effects are present. Furthermore, close to
the source several different wave modes (e.g. P-waves, S-waves,
Rayleigh waves) interfere with each other. A suitable approach for
studying these two factors (i.e. near ﬁeld effects) and the transi-
tion to the far ﬁeld is to use a numerical model. A synthetic model,
by means of Finite Elements (FE), was created in order to
investigate the accuracy of the VP, VR, and f S1ZGV estimates
determined by a combined MASW/IE technique. The model was
created using commercial ﬁnite element software, Comsol Multi-
physics [30]. A 2D axial symmetric plate was deﬁned using a linear
elastic material with Young's modulus of 36.1 MPa and a density of
2197 kg/m3. The model was calculated using Poisson's ratios of 0.1,
0.2, 0.3, and 0.4, thus, covering a wide range of possible materials.
The thickness was set to 0.261 m and the length of the plate
was 25 times longer than the thickness (Fig. 2). A short line load at
the top surface was applied to simulate a point source. The load
started at the symmetry axis and had a radius of 0.0025 m.
The plate was studied in the frequency domain, solving for the
complex steady state response. A triangular element mesh with
quadratic shape functions was used. A ﬁne mesh with a minimum
element length of 0.0025 m was used around the source location.
In the rest of the model the element mesh was adjusted to have at
least 10 elements per wavelength of the A0 mode. The mesh was
thus adjusted for the solved frequencies using a coarse mesh for
the low frequencies and a ﬁner mesh for the high frequencies [31].
A silent boundary was created by a gradually increasing
damping ratio in the absorbing region [32]. This region was added
as an extension to the plate (Fig. 2). The length of the absorbing
region was adjusted for the solved frequency with a length of
3 times the wavelength of the P-wave. The deﬁned mesh and
absorbing parameters were determined by a parametric conver-
gence study of the theoretical Rayleigh wave velocity and S1-ZGV
frequency.
In order to simulate the Impact-Echo and surface wave test, three
synthetic force pulses were deﬁned. The pulses were based on the
Gaussian mono-pulse with different frequency contents (Fig. 3). The
Gaussian mono-pulse was chosen to avoid energy at 0 Hz, as this
energy can be difﬁcult to handle in frequency domain simulations of
a free plate. The pulses can be characterized as a low-frequency, mid-
frequency, and high-frequency pulse with regard to the S1-ZGV
frequencies (7–9 kHz) of the simulated plates.
The frequency domain responses along the upper surfaces of
the plates from the pulses were calculated using the result from
Fig. 1. (a) Lamb wave dispersion curves (A0, S0, A1, and S1 modes). (b) Expanded view around S1-ZGV points (S1 mode).
Fig. 2. FE-model sketch.
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the steady state analysis (Fig. 2). Subsequently, an inverse Fourier
transform was performed to generate the response for the pulses
in the time domain [32]. This concept was used to create synthetic
multichannel datasets (Fig. 4a). The datasets were transformed
into the phase velocity–frequency domain (Fig. 4b) [33]. It could
be seen that the theoretical Lamb wave curves correlated well
with the synthetic datasets. A detailed analysis of the difference
between the simulated and theoretical values will be studied in
the subsequent Results section.
4. Results
Estimates of the ﬁrst arrival P-wave velocity (VP), the Rayleigh
wave velocity (VR), and the S1-ZGV frequency (f S1ZGV ) have been
studied as a function of distance from the source in order to
quantify the inﬂuence of the near ﬁeld. In all the presented result
plots the distance from the source has been expressed as radius
divided by thickness ðr=hÞ. This scale is used to emphasize that
results are roughly applicable to any plate thickness although an
Fig. 3. Force pulses: (a) time domain, (b) frequency domain.
Frequency [kHz]
P
ha
se
 v
el
oc
ity
 [k
m
/s
]
10 20 30
1
2
3
4
5
6
0 1 2 3
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Trace offset (r) [m]
Ti
m
e 
[m
s]
S1−ZGV mode
Longitudinal wave
Rayleigh wave
Fig. 4. Dataset: (a) time domain, (b) phase velocity–frequency domain.
O. Baggens, N. Ryden / NDT&E International 69 (2015) 16–27 19
exact normalization in both time (frequency) and space (wave-
length) is not possible.
4.1. P-wave velocity
The variation of the ﬁrst arrival P-wave velocity as a function of
distance was studied for plate models with different values of ν.
The models were studied in the time domain using the mid-
frequency pulse (see Fig. 3). Fig. 5a shows the surface normal
acceleration response to the mid-frequency pulse for the plate
with ν¼0.2. The surface normal acceleration response was subse-
quently used to determine the ﬁrst arrival P-wave.
Signals were gained in order to enhance the picture of the wave
ﬁeld and the ﬁrst arrivals (Fig. 5b). In this type of commonly used
seismic plot, the ﬁrst arrival velocity close to the impact source
appears to be close to the Rayleigh wave velocity. At a distance of
about 1/4 of the thickness, there is a jump to a faster ﬁrst arrival
velocity which is closer to the P-wave velocity. The hidden ﬁrst arrival
of the P-wave is a consequence of the huge difference in amplitude of
the Rayleigh wave and the P-wave (interference of modes).
First arrivals were picked for each trace at time points corre-
sponding to the ﬁrst absolute values above a threshold limit
(Fig. 5b). The threshold limit was set at 104 of the maximum
absolute value of the amplitude in each individual trace. Conse-
quently, the threshold limit was reduced with an increasing radial
distance. Fig. 5b also shows the theoretical ﬁrst arrival P-wave
velocity (VP) along with the slightly slower quasi-P-wave velocity
in plates (VP2D), marked with dotted lines. VP2D corresponds to
the low frequency asymptotic value of the S0 Lamb mode in plates
(Fig. 1a) and is the expected low frequency P-wave velocity in a
plate [29]. The theoretical ﬁrst arrivals were adjusted to intersect
with the ﬁrst arrival of the ﬁrst trace.
The P-wave velocity was calculated by adjusting a slope to the
ﬁrst arrivals using linear regression. This evaluation was repeated
while adding new traces to the array, and thus the length of the array
was gradually extended. In all evaluations, the ﬁrst trace was located
at a ﬁxed offset of 0.005 m from the impact center. This type of
evaluation corresponds to a typical combined MASW/IE analysis.
In order to simulate the procedure used in the IE standard, the
ﬁrst arrival P-wave velocity was also calculated using two traces
only. The ﬁrst trace was selected at an offset of 0.005 from the
impact center, and the second trace was selected at a distance of
0.3 from the ﬁrst trace. The time difference of the ﬁrst arrivals and
the known distance of 0.3 m between the traces were used to yield
the ﬁrst arrival P-wave velocity. This calculation was repeated for
different offset locations of the two traces, while maintaining a
ﬁxed internal distance between the traces of 0.3 m. This type of
evaluation corresponds to the conventional Impact-Echo proce-
dure when the ﬁrst transducer is located at an offset of 0.15 m
from the impact center [11].
The results from the MASW/IE and the IE type of analysis of the
ﬁrst arrivals are shown in Fig. 6a and b, respectively. The extracted
velocities have been normalized with the theoretical P-wave
velocity for each Poisson's ratio. In both types of analysis the
initial normalized ﬁrst arrival velocity close to the impact source is
lower than the theoretical values. At a greater distance from the
source, the normalized ﬁrst arrival velocity gradually approaches
the theoretical value. It can also be noticed that the sign of
acceleration response (i.e., the direction) of the ﬁrst arrivals is
not constant and causes a discontinuity in the curve located at an
offset of about 1/4 thickness. This shift of sign explains the
momentarily high velocities of the IE type of analysis (Fig. 6b).
For Poisson's ratios 0.1 and 0.4, there are also other phase shifts
at greater distances from the source. These phase shifts are caused
by Lamb wave dispersion and generate extreme velocities in the
IE analysis. Therefore, the ﬁrst arrival P-wave velocity was only
tracked until such an event occurred (Fig. 6b). The MASW/IE type
of analysis is not affected in the same way, and it presents a more
stable trend since it is based on an evaluation using multiple
traces. It is also observed that the results for both evaluation
methods are dependent on ν.
The above studied methods for determining the ﬁrst arrival
P-wave velocity are time domain evaluations, as are normally
performed in practice. This type of analysis does not account for
the dispersion which is typical for Lamb waves (Fig. 4b). Therefore,
the dependency of frequency needed to be explored further.
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The plate model with ν¼0.2 was chosen for a study using different
pulses. The variation of the ﬁrst arrival P-wave velocity as a function
of distance was studied for the low, mid-, and high-frequency pulses.
The surface normal acceleration responses of the low- and high-
frequency pulses are shown in Fig. 7a and b, respectively.
It can be seen that the response of the low-frequency pulse
(Fig. 7a) creates a larger zone with a slower ﬁrst arrival velocity
compared to that of the high-frequency pulse (Fig. 7b). This is
consistent with the condition that a low-frequency pulse gener-
ates a response with a longer wavelength. The same type of
evaluations for the ﬁrst arrival P-wave velocity based on the
MASW/IE and IE methods was performed for the different pulses.
The results are shown in Fig. 8a and b. It can be noticed that
variations in the estimated ﬁrst arrival P-wave velocities are also
dependent on the frequency content of the exciting pulses.
4.2. Rayleigh wave velocity, S1-ZGV frequency
The variation in VR was studied for the plates with different
values of ν. The mid-frequency pulse was used to create the
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datasets. VR was estimated by tracking the convergence of the A0
and S0 modes of the datasets in the frequency–phase velocity
domain. This evaluation was made for different array lengths. The
array was extended by adding new traces as with the study of the
ﬁrst arrival P-wave velocity. The extracted velocity is shown in
Fig. 9a. It can be observed that VR is underestimated close to the
source, i.e. when the array in the combined MASW/IE method is
short. Thereafter, the estimated velocity gradually increases and
converges with the theoretical velocity when the array lengthens.
The estimated velocity is dependent on ν. However, the main
behavior is generally the same for all values of ν. The observed
phenomena are in agreement with the results obtained by [26,28]
for VR in a half space. Roesset [26] showed analytically how the
phase velocity for the response at the surface increases with the
distance from the source in the case of a homogeneous half-space.
This slower phase velocity close to the source is related to the
variation in the interference between the bulk wave modes. For
the studied case shown in Fig. 9a, the near-ﬁeld effect is likely to
Fig. 8. First arrival velocity: (a) MASW/IE, (b) IE.
Fig. 9. (a) Rayleigh-wave velocity. (b) S1-ZGV frequency.
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be even more complicated, since the geometry is a plate instead of
a half-space. Furthermore, the use of an array as well as the
frequency content of the impulse may also add additional com-
plexity to the problem. Therefore, the result shown in Fig. 9a
should not be interpreted exactly quantitatively but rather as a
general trend partly explaining the observed underestimated
thickness.
The S1-ZGV frequency was estimated using an offset summa-
tion technique [18]. This technique was used in the combined
MASW/IE analysis to enhance the S1-ZGV resonance frequency
peak [7]. The evaluation was made for different array lengths in
the same manner as with the evaluation of VR. The results from the
S1-ZGV frequency estimations are shown in Fig. 9b. These estima-
tions do not provide a completely constant value; instead, they
oscillate slightly. These minor variations were assumed to be
associated with uncertainties inherited from the nature of numer-
ical modelling and evaluations. However, in comparison with the
estimations of VP and VR, the estimations of f S1ZGV can be
considered as accurate.
4.3. Thickness
The above demonstrated variations in the estimations of VP and
VR indicate that a systematic error is present using the MASW/IE or
the IE method. Thus, a systematic error is also present if the
thickness is calculated from the estimations of VP and VR.
An estimate of the thickness as a function of distance was
therefore calculated by combining the results in Figs. 6 and 9 from
the mid-frequency source (fc¼10 kHz). These calculations were
made using both the MASW/IE and IE techniques. In the MASW/IE
analysis, ν was calculated from ratio of the ﬁrst arrival P-wave
velocity and the Rayleigh wave velocity. In this evaluation the ﬁrst
arrival P-wave velocity was assumed to correspond to the theore-
tical velocity of VP. Thereafter, the thickness was calculated from
the constant value of the quantity fh=VS, as described in Section 2.
The IE analysis used values of the ﬁrst arrival P-wave velocity from
Fig. 6b and a ﬁxed value of the S1-ZGV frequency. This ﬁxed value
was extracted from the frequency spectrum of one single trace at a
distance of 0.05 m from the source. The thickness was subse-
quently estimated using Eq. (1) with β¼0.96 to mimic a real case
evaluation where ν in general is not known beforehand. The
estimated thicknesses by the MASW/IE and the IE method are
shown in Fig. 10a and b, respectively.
For the MASW/IE analysis, ν was generally underestimated due
to the underestimated ratio between the ﬁrst arrival P-wave
velocity and the Rayleigh wave velocity. Therefore, in the case of
the model with a ν¼0.1, it was not possible to estimate the
thickness since the Lamb wave equation only was solved for
values of ν from 0.10 to 0.45 (with increments of 0.01). This ﬁxed
increment of 0.01 explains the discontinuities in the curves in
Fig. 10a. It can be observed that the MASW/IE type of method
underestimates the thickness (Fig. 10a). As the estimates of VP and
VR become more accurate, the estimated thickness subsequently
becomes more accurate. Similar results were obtained from
datasets with source frequencies fc¼5 kHz and fc¼15 kHz,
although they are not plotted here. It should also be noticed that
the alternative interpretation of the ﬁrst arrival P-wave velocity as
VP2D does not improve the results.
The estimated thickness from the IE method shows a more
ﬂuctuating result with a higher relative error compared to the
MASW/IE analysis (Fig. 10b). The variation in the thickness
(Fig. 10b) follows the variation of the estimated value of VP
(Fig. 6b), since the values for β and fr were given a constant value
when Eq. (1) was evaluated. It can be observed that the IE method
for the case of this quite unrealistic value of ν¼0.4 overestimates
the thickness. This is due to the ﬁxed value of β¼0.96. A more
suitable value would have been around 0.80 [9,17]. However, with
real case data, the value of ν typically is not known beforehand.
The analysis was therefore made with a ﬁxed value of 0.96 for the
β factor.
In the standard IE velocity measurement of the ﬁrst arrival
P-wave the estimated thickness is actually quite close to the true
value (within 4%) after r=h42. With this set-up the problematic
near ﬁeld effect for a homogeneous plate is effectively minimized.
Fig. 10. Estimated thickness: (a) MASW/IE, (b) IE.
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For the studied plate and source frequency this result is valid for
all Poisson's ratios, except the quite unrealistic value of ν¼0.4 for
concrete.
5. Field case
The systematic error presented in Fig. 10 was further explored
by studying a real ﬁeld case. The aim of this ﬁeld study was to
investigate to which extent the near ﬁeld effects could be observed
in a real practical case. Field data was obtained from a Portland
concrete cement plate cast on a granular base at The Advanced
Transportation Research and Engineering Laboratory (ATREL),
University of Illinois at Urbana-Champaign (UIUC). This plate is
at the same location as location 5 in [7]. In this point the thickness
was underestimated with all tested seismic techniques (4–13%).
Time-synchronized multichannel data were obtained using one
accelerometer and a hammer with a trigger connected to a DAQ
computer [34]. The accelerometer measured the surface normal
component of the acceleration response. Data were collected over a
distance of 1 m with an interval distance of 0.02 m between each
hammer impact. The data could therefore be used for a MASW/IE
and an IE analysis using the same evaluation techniques previously
described. A core sample was also extracted from the center of the
1 m long MASW/IE array. The thickness was measured to 0.337 m [7].
A plot of the data in time domain and frequency–phase velocity
domain can be seen in Fig. 11a and b, respectively. The locations of
the ﬁrst arrivals are marked with black dots in Fig. 11a. The ﬁrst
arrivals were identiﬁed at time points corresponding to the ﬁrst
absolute value exceeding a threshold limit. This threshold limit
was set at 2:5 103 of the maximum absolute value in each
individual trace. As in the synthetic case, the threshold limit was
reduced with an increasing radial distance.
The indirect plate parameters VP, VR, and f S1ZGV were esti-
mated in the same way as with the synthetic dataset. Estimations
of the parameters were repeated using a different number of
signals from the dataset, i.e., for different lengths of the measuring
array. Thus, it was possible to create plots, similar to those
previously presented, for the variation of the parameters with
respect to the array length.
5.1. P-wave and Rayleigh wave velocity, S1-ZGV frequency
The variation of the ﬁrst arrival P-wave velocity for the MASW/
IE analysis can be seen in Fig. 12a. Fig. 12b shows the variation of
the ﬁrst arrival P-wave velocity using the IE type of measurement.
It can be observed that the ﬁrst arrival P-wave velocity
increases with the array length or the location of the sensors. This
is the same general trend as with the synthetic case. The observed
low resolution in Fig. 12b is a consequence of the low sample rate
in the ﬁeld data (dt¼ 5 μs) compared to the synthetic data case
(dt¼ 0:1 μs). Ideally, a higher sample rate with lower value than
dt¼ 5 μs should therefore be used.
It should be noted that a refracted P-wave can cause a similarly
increasing velocity with distance due to an increasing stiffness
within the concrete layer. In the analyzed test location, a velocity
gradient (VP¼4450 m/s, 4765 m/s, 4828 m/s, from top to bottom)
was actually observed by ultrasonic pulse velocity measurements
of different sections of the extracted core sample. Assuming a top
lower velocity layer with a thickness 0.05 m, a two-layer refraction
model analysis can be made. From this, it is possible to estimate
the radial distance for an appearance of a refracted P-wave [35]. It
was found that a higher velocity from refraction could be pre-
dicted at a distance starting from about 1.5 thicknesses. Thus, it
can be concluded that the material gradient cannot be the only
explanation of the slower velocity close to the source in Fig. 12.
Therefore, the consequence of the gradient in this case may act as
an additional contribution to an increasing velocity with distance.
The estimations of the Rayleigh wave velocity and the S1-ZGV
frequency are shown in Fig. 13a and b, respectively.
It can be seen in Fig. 13a that the Rayleigh wave velocity takes a
lower value close to the source. Regarding the S1-ZGV frequency in
Fig. 13b, a minor variation of the frequency is found. It was
assumed that the S1-ZGV frequency also in this case could be
Fig. 11. Field data: (a) time domain, (b) phase velocity–frequency domain.
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estimated with good accuracy. These observations for the Rayleigh
wave velocity and S1-ZGV frequency are in agreement with the
results obtained from the synthetic case.
Although the variations of the estimated parameters in Figs. 12
and 13 are not identical to the results from the synthetic dataset, it
is possible to identify a common general behavior. It can also be
observed that the estimated ﬁrst arrival P-wave velocity shows the
largest relative variation of the estimated quantities. The Rayleigh
wave velocity shows the second largest relative variation, whereas
the estimation of the S1-ZGV frequency only shows a minor
relative variation. This result of the relative variation in the
estimated parameters is in agreement with the result from the
synthetic case.
5.2. Thickness
The estimations of VP, VR, and f S1ZGV were then subsequently
used to calculate the variation in the corresponding estimated
thickness. This calculation was made for the MASW/IE and IE types
of methods, and followed the same procedure as for the synthetic
case. The variation of the estimated thickness for the MASW/IE
and IE types of methods can be seen in Fig. 14a and b, respectively.
Fig. 12. First arrival velocity: (a) MASW/IE, (b) IE.
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Fig. 13. (a) Rayleigh-wave velocity. (b) S1-ZGV frequency.
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Fig. 14a shows that the MASW/IE analysis underestimates
the thickness, especially when the array length is short. For the
IE method in Fig. 14b, the thickness is underestimated in most
cases. The IE method also shows a more ﬂuctuating result due to
the variation of VP. It should be noted that part of this ﬂuctuation
originates from the relatively low sample rate. The general trend in
Fig. 14 agrees qualitatively with the synthetic data presented in
Fig. 10 within a distance of 3 thicknesses. It should be noted that
longer array lengths are often unsuitable in practice and not
desired since local plate properties are then smeared out. The
observed larger underestimation in the ﬁeld case, compared with
the synthetic case, could be caused by the velocity gradient within
the layer [1].
6. Conclusions
Numerical results show that near ﬁeld effects can cause a
systematic error in the estimation of thickness using a MASW/IE or
a conventional IE method. The major source of error in the
thickness estimations is related to the interpretation of the ﬁrst
arrival as a pure P-wave velocity. Detailed numerical analyses close
to the point source reveal strong interference between the P-wave
and the Rayleigh wave in the near ﬁeld. This results in a zone
where the ﬁrst arrival velocity cannot be directly linked to the
theoretical P-wave velocity. Furthermore, the size of this zone
close to the point source is dependent on the plate properties and
the source frequency content. This near ﬁeld effect leads to an
underestimated P-wave velocity from the picked ﬁrst arrivals.
These results further verify the inherently difﬁcult and question-
able task of estimating the P-wave velocity from ﬁrst arrivals of
dispersive Lamb waves.
The Rayleigh wave is also affected by the near ﬁeld effect. Close
to the point source, a lower value than the theoretical Rayleigh
wave velocity is observed.
The S1-ZGV frequency is in general estimated with good
accuracy.
The combined errors due to the near ﬁeld effects create a
systematic error which underestimates the thickness. This predicted
systematic error of the estimated thickness from the MASW/IE and IE
methods is found to be about 5–15% depending on Poisson's ratio,
measurement set-up and source pulse. These ﬁndings are important
for future improvements of non-destructive methods, such as the
MASW/IE and IE methods.
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