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In this paper, some relations between the decompositions of codes and the groups of codes
are investigated. We first show the existence of an indecomposable, recognizable, and
maximal code X such that the group G(X) is imprimitive, which implies that the answer
to a problem put forward by Berstel, Perrin, and Reutenauer in their book ‘‘Codes and
Automata’’ is negative. Then, we discuss a special kind of code, that is, rectangular group
codes, and show that a completely simple code is a rectangular group code if and only if
it can be decomposed as a composition of a complete and synchronized code and a group
code.
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1. Introduction
Let A be a nonempty set called an alphabetwhose elements are called letters. Finite sequences of elements of A are called
words over A. Let A∗ be the set of all words, which is a monoid under the concatenation operation of two words; the empty
sequence is the identity element called the empty word, and is denoted by 1. The monoid A∗ is called the free monoid on A.
Let A+ = A∗ \ {1}. Ifw = a1a2 · · · an is a word with ai ∈ A, then n is called the length ofw, and is denoted by |w|. For a ∈ A,
the number of occurrences of a inw is denoted by |w|a. For anyw ∈ A∗, denote by alph(w) the set of letters occurring inw.
Let alph(X) =w∈X alph(w) for any X ⊆ A∗.
x ∈ A∗ is called a prefix (respectively, suffix) of y ∈ A∗ if there exists a u ∈ A∗ such that y = xu (respectively, y = ux).
x ∈ A∗ is called a factor of y ∈ A∗ if there exist u, v ∈ A∗ such that y = uxv.
Usually, subsets of A∗ are called languages over A. X ⊆ A∗ is called a prefix set (respectively, suffix set) if no element of X
is a prefix (respectively, suffix) of another element of X . X is called a bifix set if it is both a prefix set and a suffix set. Let X be
a language over A. The submonoid (respectively, subsemigroup) generated by X is denoted by X∗ (respectively, X+).
The following algebraic tool is useful in investigating languages. For any subset X of a monoidM , the relation
σX =

(x, y) ∈ M ×M | (∀u, v ∈ A∗) uxv ∈ X if and only if uyv ∈ X
is a congruence onM , called the syntactic congruence of X . The quotient monoidM(X) = M/σX is called the syntactic monoid
of X . The canonical homomorphism ϕX fromM ontoM(X) is called the syntactic homomorphism of X .
For an equivalence ρ of a monoidM , we often use xρy to represent (x, y) ∈ ρ; that is, x and y are in the same ρ-class.
A nonempty subset I of a semigroup S is called an ideal of S if IS ∪ SI ⊆ I . An ideal I of S is said to be minimal if there is
no ideal of S properly contained in I . Since, for any two ideals I and J of a semigroup S, IJ ⊆ I ∩ J , we know that, if a minimal
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ideal of S exists, then it is unique. We call the uniqueminimal ideal K of S (if it exists) the kernel of S, and denote it by ker(S).
Clearly ker(S) exists if and only if the intersection of all ideals of S is not empty. In this case, ker(S) = {I | I is an ideal of S}.
Notice that, if ker(S) exists, it is a simple semigroup (a semigroup is said to be simple if it has no proper ideal).
A subset X of a monoidM is said to be dense inM if it meets all ideals ofM . Dense subsets of A∗ are called dense languages.
Clearly, a language X ⊆ A∗ is dense if any word w ∈ A∗ is a factor of some word in X . A language which is not dense is said
to be thin. If X∗ is dense in A∗, then X is said to be complete. A language X is said to be very thin if there exists a word x ∈ X∗
which is not a factor of word in X . Clearly, any very thin language is thin. Conversely, a thin language is not always very thin.
However, a thin and complete language is very thin (see Section 9.4 of [1]).
Let X ⊆ A+. X is called a code over A if any wordw ∈ A∗ has at most one X-factorization. That is,
x1x2 · · · xm = y1y2 · · · yn, xi, yj ∈ X, i = 1, 2, . . . ,m, j = 1, 2, . . . , n
implies thatm = n and xi = yi, i = 1, 2, . . . , n.
It is well known that a prefix set (respectively, suffix set, bifix set) other than {1} is a code, which is called a prefix code
(respectively, suffix code, bifix code).
We now introduce a proposition which characterizes the submonoid X∗ of A∗ for a code (respectively, prefix code, suffix
code, bifix code) X . LetM be amonoid. A submonoidN ofM is said to be stable inM if, for any u, v, w ∈ M , u, v, uw,wv ∈ N
implies that w ∈ N . N is said to be right unitary (respectively, left unitary) in M if, for any u, v ∈ M , u, uv ∈ N implies that
v ∈ N (respectively, u, vu ∈ N implies that v ∈ N). N is said to be biunitary inM if it is both right and left unitary.
Any submonoid M of A∗ has a unique minimal set X of generators (see Proposition 2.2.1 of [1]). X is usually called the
base ofM .
Proposition 1.1 (Propositions 2.2.3, 2.2.5, and 2.2.7 of [1]). A submonoid M of A∗ is stable (respectively, right unitary, left
unitary, biunitary) if and only if its base is a code (respectively, prefix code, suffix code, bifix code) over A.
A [prefix, suffix, bifix] code X over A is said to bemaximal if, for anyw ∈ A∗ \ X , X ∪ {w} is not a [prefix, suffix, bifix] code
over A. On maximal codes, the following theorem is fundamental.
Theorem 1.2 (Theorems 2.5.5 and 2.5.13 of [1]). Any maximal code is complete. Conversely, any thin and complete code is
maximal.
The class of group codes plays a critical role in the theory of codes. Let G be a group, let H be a subgroup of G, and let
ϕ : A∗ → G be a surjective homomorphism. Then the base X of the submonoid ϕ−1(H) is a code called a group code over
A. It is well known that any group code is a bifix code as well as a maximal code. This class of codes has many remarkable
properties; see Sections 2.2 and 11.3 of [1] for details.
We now give the concept of compositions of codes, which can be found in Section 2.6 of [1]. Let Y and Z be two codes
over B and A, respectively, with B = alph(Y ). If there exists a bijection β from B onto Z , then the codes Y and Z are called
composable (through β). Notice that such a bijection β can be extended to an injective homomorphism from B∗ to A∗ (see
Proposition 2.1.1 of [1]), and hence X = β(Y ) is a code contained in Z+ (see Corollary 2.1.6 of [1]), which is called the
composition of Y and Z (by means of β), and is denoted by X = Y ◦β Z , or simply X = Y ◦ Z when the context permits it.
Let G be a transitive permutation group over Q . An imprimitivity equivalence of G is an equivalence relation θ over Q
that is stable for the action of G. The action of G on the classes of θ defines a transitive permutation group over Q/θ , denoted
by Gθ , called the imprimitivity quotient of G for θ . For any q ∈ Q , denote by [q] the equivalence class of qmod θ . Let Kq be
the transitive permutation group over [q] formed by the restrictions to [q] of the permutations g ∈ G that globally stabilize
[q]. It can be easily checked that the groups Kq, q ∈ Q , are all equivalent. Any one of these groups is called the induced group
of G on the classes of θ , and is denoted by Gθ . A transitive permutation group G over Q is said to be primitive if the only
imprimitivity equivalences of G are the equality relation and the universal relation over Q . A transitive permutation group
G over Q is said to be regular if all elements of G other than the identity have no fixed point. For more about permutation
groups, see [8], for instance.
Let X be a very thin code over A, let A∗D(X) be the flower automaton of X , and let ϕD be the associated representation.
The group of the code X is, by definition, the Suschkewitch group of the monoid ϕD(A∗), denoted by G(X). It is a transitive
permutation group of finite degree, and its degree is called the degree of the code X , denoted by d(X) (see Section 9.5 of [1]). If
the group G(X) is a regular permutation group, we also say that the code X is regular (see Definition 4.7 of [6]). Some recent
progress on groups of prefix codes can be found in the survey paper [2].
The following proposition tells us that we can construct codes with given groups from suitable syntactic monoids.
Proposition 1.3 (See Exercises 9.5.1 of [1]). Let X be a thin and complete code, let M = M(X∗), let K = ker(M), let H be an
H -class in K that meets ϕ(X∗), and let H ′ = ϕ(X∗)∩ H. Then the representation of H over the right cosets of H ′ is injective, and
the permutation group obtained is equivalent to G(X).
The following proposition shows the basic relations about the groups of codes and the decompositions of codes.
Proposition 1.4 (Proposition 11.1.2 of [1]). Let X be a very thin code which decomposes into X = Y ◦Z, with Y a complete code.
Then there exists an imprimitivity equivalence θ of G = G(X) such that
Gθ = G(Y ), Gθ = G(Z).
In particular, d(X) = d(Y )d(Z).
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The converse of the above proposition also holds in the case of maximal prefix codes.
Proposition 1.5 (Proposition 11.1.6 of [1]). Let X be a thin and maximal prefix code. If the group G = G(X) admits a
imprimitivity equivalence θ , then there exists a decomposition of X into
X = Y ◦ Z
such that Gθ = G(Y ) and Gθ = G(Z).
In [1], the authors put forward the following problem.
Problem 1.6 (See Appendix of [1]). Does Proposition 1.5 hold for arbitrary thin and maximal codes?
Proposition 1.5 has the following consequence.
Corollary 1.7 (Corollary 11.1.7 of [1]). Let X be a thin and maximal prefix code. If X is indecomposable, then the group G(X) is
primitive.
Then the following problem can be naturally raised.
Problem 1.8. Let X be an indecomposable, thin and maximal code. Is the group G(X) primitive?
Clearly, if the answer to Problem 1.6 is positive, so is the answer to Problem 1.8.
The following proposition describes regular, thin, and maximal prefix codes.
Proposition 1.9 (Proposition 11.2.3 of [1]). Let X be a thin and maximal prefix code. Then X is regular if and only if
X = U ◦ V ◦W ,
where V is a regular group code and U, W are synchronized codes.
One can ask whether the above proposition holds for arbitrary thin and maximal codes. Clearly, by Proposition 1.4, the
sufficiency has no problem. How about the necessity? We have the following.
Problem 1.10. Let X be a regular, thin, and maximal code. Are there a regular group code V and two synchronized codes U, W
such that
X = U ◦ V ◦W?
In the next section, we will construct an example to show that the answers to the above three problems are all negative.
In Section 3, we investigate decompositions of rectangular group codes. A code X is a rectangular group code if ker(M(X∗))
is a rectangular group. This class of codes is defined in [6] and includes group codes and complete and synchronized codes
as subclasses. We will show in Section 3 that a completely simple code is a rectangular group code if and only if it can be
decomposed as a composition of a complete and synchronized code and a group code. In the last section, we give some
concluding remarks and problems related to this works.
2. An indecomposable code with imprimitive groups
Let X be a language over A. A homomorphism ϕ from A∗ onto a monoidM is said to recognize X if
ϕ−1(ϕ(X)) = X .
In this case, we also say the monoidM recognizes X . X is said to be recognizable1 if it is recognized by a finite monoid. It can
be easily shown that the syntactic homomorphism ϕX recognizes X . Furthermore, we have the following.
Lemma 2.1 (See Proposition 1.4.4 of [1]). Let X ⊆ A∗, and let ϕ : A∗ → M be a surjective homomorphism recognizing X. Then
there exists a homomorphism ψ from M ontoM(X) such that ϕX = ψ ◦ ϕ. Consequently,M(X) is the least monoid recognizing
X in the sense thatM(X) is a homomorphic image of every monoid M recognizing X.
Thus we have the following well-known result.
Corollary 2.2. A language X over A is recognizable if and only ifM(X) is finite.
X ⊆ M is said to be disjunctive in a monoidM if σX = 1M , the equality relation onM . The following lemma can be easily
deduced from the definition of disjunctivity and Lemma 2.1.
Lemma 2.3 (See [4]). If X is a language over A, then ϕX (X) is a disjunctive subset ofM(X).
Conversely, if M is a monoid containing a disjunctive subset N, ϕ : A∗ → M is a surjective homomorphism, and X = ϕ−1(N),
then M ∼= M(X).
Proof. See Proposition 5.3 in Chapter 6 of [4] and its proof for details. 
1 Recognizable languages are also called regular languages in some literature, but we do not use this name, since the term ‘‘regular’’ has already
represented another concept in this paper (see Section 1).
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The following two lemmas are obvious.
Lemma 2.4. Let X ⊆ A∗, and let ϕ be a homomorphism from A∗ onto a monoid M recognizing X. Then X is a stable (respectively,
right unitary, left unitary, biunitary) submonoid of A∗ if and only if ϕ(X) is a stable (respectively, right unitary, left unitary,
biunitary) submonoid of M.
Lemma 2.5. Let X ⊆ A∗, and let ϕ be a homomorphism from A∗ onto a monoid M recognizing X. Then X is dense in A∗ if and
only if ϕ(X) is dense in M.
The following proposition is a consequence of Proposition 1.1, Corollary 2.2, and Lemmas 2.3–2.5, which is useful in our
main construction.
Proposition 2.6. If X is a recognizable and complete code over A, then M(X∗) is finite and ϕX∗(X∗) is a disjunctive, dense, and
stable submonoid ofM(X∗).
Conversely, if M is a finite monoid containing a disjunctive, dense, and stable submonoid N, ϕ : A∗ → M is a surjective
homomorphism, and X is the base of ϕ−1(N), then X is a recognizable and complete code over A and M ∼= M(X∗).
Before going on, to fix notation, we need give a brief introduction to the structure of completely simple semigroups.
A semigroup S is said to be completely regular or a union of groups if S is a disjoint union of a family of groups. A
completely regular and simple semigroup is called a completely simple semigroup. Detailed information about completely
regular semigroups and completely simple semigroups can be found in [3] and [7].
Let G be a group, let I andΛ be two nonempty sets, and let P = (pλi) be aΛ× I-matrix with entries in G. Then I ×G×Λ
is a semigroup under the following multiplication:
(i, g, λ)(j, h, µ) = (i, gpλjh, µ).
This semigroup is called a Rees I × Λ-matrix semigroup over the group G with sandwich matrix P and index sets I and Λ, and
is denoted byM (I,G,Λ; P). Any such kind of semigroup is briefly called a Rees matrix semigroup. The identity of the above
group G is denoted by ı in this paper. The following Rees Theorem is well known.
Lemma 2.7 (Rees Theorem; see Theorem III.2.6 of [7]). A semigroup S is completely simple if and only if it is isomorphic to a Rees
matrix semigroupM (I,G,Λ; P).
The Rees matrix semigroupM (I,G,Λ; P) isomorphic to S in the above lemma is called a Rees matrix representation of S.
Let S = M (I,G,Λ; P), let x = (i, g, λ), and let y = (j, h, µ) ∈ S. Then it is clear that xRy if and only if i = j; xL y if and
only if λ = µ; and xH y if and only if i = j and λ = µ, whereR,L andH are Green relations. x = (i, g, λ) is an idempotent
if and only if g = p−1λi , the group inverse of pλi in G.
Now, we give the main construction of this section.
Definition 2.8. Let I = Λ = {1, 2, 3}, let G = Z/4Z be the cyclic group of order 4, and let P = (pλi) be aΛ× I-matrix over
G defined as
P =
 ı α ı
α ı ı
ı ı ı

,
where ı is the identity of G and α is a generator of G. Let K = M (I,G,Λ; P) be the Rees I × Λ-matrix semigroup over the
group Gwith sandwich matrix P and index sets I andΛ. Let s /∈ K , and letM = K ∪ {1, s}. We define a multiplication ‘‘·’’ on
M as follows.
(1) 1 is the identity of the multiplication.
(2) For any x, y ∈ K , the multiplication of x and y follows the definition of the semigroup K .
(3) For i = 1, 2, 3, define
i∗ =

i+ 1 if i = 1, 2;
3 if i = 3. (2.1)
And, for any x = (i, g, λ) ∈ K , let
s · x = (i∗, α2g, λ) (2.2)
and
x · s = (i, gα2, λ∗). (2.3)
(4) s · s = (3, ı, 3).
Finally, let
N = {(i, ı, λ) | i, λ ∈ {1, 3}} ∪ {1} .
In the rest of this section,M and N follow the above definition.
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Proposition 2.9. M is a finite monoid and N is a disjunctive, dense, and stable submonoid of M.
Proof. Clearly,M contains 3× 4× 3+ 2 = 38 elements. SinceM is finite, one can easily check the proposition by using a
computer program. However, we still give a traditional mathematical proof below.
(1) We first show thatM is a monoid. For this, we need only check the associative law:
(∀x, y, z ∈ M) (x · y) · z = x · (y · z). (2.4)
Clearly, by the definition of M , if x, y, z ∈ K or at least one of x, y, z equals 1, then (2.4) holds. So we need only discuss
the following cases.
(i) x = s and y, z ∈ K . Suppose that y = (i, g, λ) and z = (j, h, µ). Then
(x · y) · z = (s · (i, g, λ)) · (j, h, µ)
= (i∗, α2g, λ) · (j, h, µ)
= (i∗, α2gpλjh, µ)
= s · (i, gpλjh, µ)
= s · ((i, g, λ) · (j, h, µ))
= x · (y · z).
(ii) x, y ∈ K and z = s. Similar to (i).
(iii) x, z ∈ K and y = s. First, notice that, for any i ∈ I , λ ∈ Λ,
pλ∗i = α ⇔ i = 1, λ = 1⇔ pλi∗ = α.
This shows that pλ∗ i = pλi∗ . Now, suppose that x = (i, g, λ) and z = (j, h, µ). Then
(x · y) · z = ((i, g, λ) · s) · (j, h, µ)
= (i, gα2, λ∗) · (j, h, µ)
= (i, gα2pλ∗jh, µ)
= (i, gα2pλj∗h, µ)
= (i, gpλj∗α2h, µ)
= (i, g, λ) · (j∗, α2h, µ)
= (i, g, λ) · (s · (j, h, µ))
= x · (y · z).
(iv) x ∈ K and y = z = s. Suppose that x = (i, g, λ). Then
(x · y) · z = ((i, g, λ) · s) · s
= (i, gα2, λ∗) · s
= (i, gα2α2, (λ∗)∗)
= (i, g, 3) (since (λ∗)∗ always equals 3.)
= (i, g, λ) · (3, ı, 3)
= (i, g, λ) · s2
= x · (y · z).
(v) x = y = s and z ∈ K . Similar to (iv).
(vi) x = z = s and y ∈ K . Suppose that y = (i, g, λ). Then
(x · y) · z = (s · (i, g, λ)) · s
= (i∗, α2g, λ) · s
= (i∗, α2gα2, λ∗)
= s · (i, gα2, λ∗)
= s · ((i, g, λ) · s)
= x · (y · z).
Therefore,M is a finite monoid.
(2) Clearly, {(i, ı, λ) | i, λ ∈ {1, 3}} is a subsemigroup of the completely simple semigroup K . Hence N is a submonoid
ofM .
(3) It can be easily checked that N is dense inM; that is,
(∀w ∈ M)(∃u, v ∈ M) uwv ∈ N.
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In fact, ifw = (i, g, λ) ∈ K , we need only let u = (3, g−1, 3) and v = (3, ı, 3); ifw = s, we need only let u = (3, α2, 3) and
v = (3, ı, 3); ifw = 1, we let u = v = (3, ı, 3). Then uwv = (3, ı, 3) ∈ N .
(4) We now prove that N is stable inM; that is,
(∀u, v, w ∈ M) u, uw,wv, v ∈ N ⇒ w ∈ N. (2.5)
If at least one of u, v, w equals 1, then (2.5) holds trivially. So, we can suppose that u, v, w ≠ 1. Then u, v ∈ N implies
that u, v ∈ K . Let u = (i, ı, λ) and let v = (j, ı, µ).
If w = s, then, by (2.2) and (2.3), uw = (i, α2, λ∗) /∈ N , wv = (j∗, α2, µ) /∈ N . So, we can suppose that w ≠ s; that is,
w ∈ K .
Now, suppose that w = (k, g, ν). Then uw = (i, pλkg, ν) and wv = (k, gpνj, µ). So, u, uw,wv, v ∈ N implies that
i, j, k, λ, µ, ν ∈ {1, 3} and pλkg = gpνj = ı. Then pλk = pνj = ı. So g = ı. Therefore,w ∈ N . That is, (2.5) holds.
(5) Finally, we prove that N is disjunctive inM; that is, σN = 1M . For this, we need only show that the following Property
(D) holds for any x and ywith x ≠ y. 
Property (D) There exist u, v ∈ M such that exactly one of the two elements uxv and uyv is in N .
It is useful to observe that, if exactly one of x and y is in N , then Property (D) holds with u = v = 1. So we can suppose
that x, y ∈ N or x, y /∈ N . We consider the following cases.
(i) x, y /∈ K ; that is, x, y ∈ {1, s}. This case has just been excluded by the fact that x, y ∈ N or x, y /∈ N .
(ii) x = (i, g, λ) ∈ K and y = 1 (x = 1 and y ∈ K can be discussed symmetrically). Then x ∈ N . Let u = (i, p−12i , 2), and
let v = 1. Then uxv = x ∈ N and uyv = u /∈ N .
(iii) x = (i, g, λ) ∈ K and y = s (x = s and y ∈ K can be discussed symmetrically).
If λ ∈ {1, 3}, letting u = (1, g−1p−11i , 1) and v = 1, then uxv = (1, ı, λ) ∈ N and uyv = (1, g−1p−11i α2, 2) /∈ N .
If λ = 2, letting u = (3, α2, 3) and v = 1, then uxv = (3, α2g, 2) /∈ N and uyv = (3, ı, 3) ∈ N .
(iv) x, y ∈ K . Suppose that x = (i, g, λ) and y = (j, h, µ).
If i ≠ j, without loss of generality, we suppose that i < j. Then (i, j) = (1, 2), (2, 3), or (1, 3).
If i = 1 and j = 2, letting u = 1 and v = (3, g−1, 1), then uxv = (1, ı, 1) ∈ N and uyv = (2, hg−1, 1) /∈ N .
i = 2 and j = 3 can be discussed similarly.
If i = 1 and j = 3, letting u = s and v = (3, h−1α2, 3), then uxv = (2, gh−1, 3) /∈ N and uyv = (3, ı, 3) ∈ N .
Therefore, if i ≠ j, then Property (D) holds. So we can suppose that i = j in the following discussion. Symmetrically, we
can suppose that λ = µ. Since x ≠ y, we have g ≠ h; that is, g−1h ≠ ı. Let u = (3, g−1, 3) and let v = (3, ı, 3). Then
uxv = (3, ı, 3) ∈ N and uyv = (3, g−1h, 3) /∈ N .
Thus, in all cases, Property (D) holds, and hence N is disjunctive inM .
Clearly, by Definition 2.8,M is generated by the two elements r = (1, α, 1) and s. Now let A = {a, b}, and let ϕ : A∗ → M
be a homomorphism which maps a and b to r and s, respectively. Then ϕ is surjective. Let X be the base of ϕ−1(N). Then, by
Propositions 2.6 and 2.9, X is a recognizable and complete (hencemaximal) code over A andM ∼= M(X∗). By the construction
ofM and Proposition 1.3, G(X) ∼= Z/4Z is a regular and imprimitive group.
Proposition 2.10. The code X is indecomposable.
Proof. Suppose that X = Y ◦ Z and Z ≠ X . We need only prove that Z = A.
X = Y ◦ Z implies that X∗ ⊆ Z∗. Let N ′ = ϕ(Z∗). Then N = ϕ(X∗) ⊆ N ′. Moreover, we have that the above inclusion is
proper. In fact, if N = N ′, then
Z∗ ⊆ ϕ−1(N ′) = ϕ−1(N) = X∗.
Hence Z∗ = X∗, and then Z = X , since X and Z are codes, a contradiction. That is,N ′ is a submonoid ofM properly containing
N . We complete the proof with the following two steps.
(1) We first show that t = (3, α2, 3) ∈ N ′.
Letm be an element in N ′ \ N .
Ifm = s. Then t = m3 ∈ N ′. So we can suppose thatm ∈ K .
Letm = (i, αj, λ), where i, λ ∈ {1, 2, 3} and j ∈ {0, 1, 2, 3}.
If j ∈ {1, 2, 3}, letm′ = (3, ı, 3). Sincem′ ∈ N ⊆ N ′, we have
(3, αj, 3) = m′mm′ ∈ N ′.
So, if j = 2, then t ∈ N ′; if j = 1, 3, then t = (3, αj, 3)2 ∈ N ′.
If j = 0, sincem /∈ N , at least one of i and λmust be 2 in this case. Without loss of generality, we suppose that i = 2. Let
m′′ = (3, ı, 1). Sincem′′ ∈ N ⊆ N ′, we have
t = (3, α, 3)2 = (m′′mm′)2 ∈ N ′.
(2) Now, by using (1), we show that Z = A.
First, since t ∈ N ′ = ϕ(Z∗), there exists a word z ∈ Z∗ such that ϕ(z) = t . Since ts = st = (3, ı, 3) ∈ N and ϕ(b) = s,
we have
zb, bz ∈ ϕ−1((3, ı, 3)) ⊆ ϕ−1(N) = X∗ ⊆ Z∗.
Hence z, zb, bz ∈ Z∗ implies that b ∈ Z∗ by the stability of Z∗. This implies that s = ϕ(b) ∈ N ⊆ N ′.
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Table 1
A nondeterministic automaton.
1 2 3 4 5 6 7 8 9 10 11 12 13 14
a 2 3 4 1, 5 - - 2 3 4 1, 5 - 3 1, 5 4
b 6 7 8 9 10 1, 11 12 6, 14 13 - 14 13 12 -
Fig. 1. The action on nontrivial subsets.
Fig. 2. The action on four-element subsets.
Second, since p = (1, ı, 1) ∈ N ⊆ N ′, we have
q = (1, α3, 1) = psp ∈ N ′ = ϕ(Z∗).
Then there exists a word z ′ ∈ Z∗ such that ϕ(z ′) = q. Since qr = rq = p ∈ N and ϕ(a) = r , we have
z ′a, az ′ ∈ ϕ−1(p) ⊆ ϕ−1(N) = X∗ ⊆ Z∗.
Hence z ′, z ′a, az ′ ∈ Z∗ implies that a ∈ Z∗ by the stability of Z∗.
Now a, b ∈ Z∗ clearly implies that a, b ∈ Z , since a and b are indecomposable. That is, A ⊆ Z , which implies that Z = A,
since Z is a code.
Then we have the following theorem.
Theorem 2.11. There exists an indecomposable, regular, recognizable, and maximal code X such that the group G(X) is
imprimitive. In particular, the answers to Problems 1.6, 1.8 and 1.10 are all negative.
Dominique Perrin (personal communication) has given an unambiguous automaton recognizing the code X , as explained
below. This presentation avoids having to verify the associative law of the monoidM .
Consider the nondeterministic automatonA = (Q , 1, 1) on the alphabet A = {a, b} given by its transitions in Table 1.
The action of the letters a, b on pairs of states reachable from a single state is shown in Fig. 1. It shows that there is no
letter which collapses any of these pairs, and thus that the automatonA in unambiguous.
Let ϕA(A∗) be the transition monoid of A. The minimal rank of the elements of ϕA(A∗) is 4. Indeed ϕA(a) is of rank 4
with I = {{1, 5}, 2, 3, 4} as the set of nonzero rows, and the action of the letters on I gives two other sets of four-element
subsets:
J = {{6, 10}, 7, 8, 9}, K = {{1, 11}, 12, {6, 14}, 13}.
The action of the letters on these sets is indicated in Fig. 2. The second component of the label in Fig. 2 corresponds to the
right Schützenberger representation of ϕA(A∗) relative to the idempotent e = r4 and the coordinate system formed of the
pairs (s, r), (s2, r4)with r = ϕA(a) and s = ϕA(b). The permutation α is the cycle (1234) on the set of fixpoints of e.
The minimal ideal of ϕA(A∗) is a 3× 3 D-class represented in Fig. 3. The sets U, V ,W are the sets of nonzero columns of
the elements r , sr , and s2r , which are the following.
U = {{1, 7}, {2, 8, 12}, {3, 9, 14}, {4, 10, 13}}
V = {{2, 6}, {3, 7, 13}, {4, 8, 11}, {5, 9, 12}}
W = {{1, 8}, {2, 9, 12}, {3, 6}, {4, 7, 13}}.
Now, it is clear that ϕA(A∗) is isomorphic to the monoid M defined in Definition 2.8, and that X∗ is recognized by the
automatonA.
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I J K
U r rs rs2
V sr
W s2r s2
Fig. 3. The minimal ideal of ϕA(A∗).
From Theorem 2.11, we know that the relationship between a code X and its group G(X) is complicated in general. In
the next section, we shall show that, if ker(M(X∗)) is orthodox (i.e., the multiplication of any two idempotents is also an
idempotent), then the code X has a pretty good decomposition.
3. Decompositions of rectangular group codes
To characterize the compositions of maximal codes, the author defines a class of codes called completely simple codes
in Section 3 of [5] and systematically characterizes this class of codes in [6].
A code X over A is said to be completely simple if ker(M(X∗)) is a complete simple semigroup. The well-known thin codes
are particular kinds of completely simple codes (see Theorem 2.7 of [6]). Keeping the following hierarchy of codes in mind
is helpful:
F ( R ( T ( CS,
where F, R, T, and CS represent classes of finite codes, recognizable codes, thin codes, and completely simple codes,
respectively.
Rectangular group codes are special kinds of completely simple codes which are defined and studied in Section 3 of [6].
This class of codes is a kind of generalization of group codes. In this section, we shall give a combinatorial characterization
of rectangular group codes by using code decompositions.
A semigroup S is called a
• right zero semigroup if xy = y for any x, y ∈ S;
• left zero semigroup if xy = x for any x, y ∈ S;
• rectangular band if x2 = x and xyx = x for any x, y ∈ S, or, equivalently, S is isomorphic to the direct product of a left
zero semigroup and a right zero semigroup;
• right group if S is isomorphic to the direct product of a right zero semigroup and a group;
• left group if S is isomorphic to the direct product of a left zero semigroup and a group;
• rectangular group if S is isomorphic to the direct product of a rectangular band and a group.
The class of rectangular groups is an important subclass of completely simple semigroups. Right (respectively, left) zero
semigroups, rectangular bands, groups, and right (respectively, left) groups are all subclasses of rectangular groups.
Rectangular groups have the following useful equivalent characterization.
Lemma 3.1 (Theorem III.5.2 of [7]). A completely simple semigroup S is a rectangular group if and only if S is orthodox (that is,
the multiplication of any two idempotents of S is also an idempotent).
Now, we begin to discuss some subclasses of completely simple codes, each of which can be defined by a certain subclass
of completely simple semigroups.
From Theorem 2.5 of [6], we know that, if X is a complete code over A, then X is a group code if and only if ker(M(X∗)) is
a group. This motivates us to give the following definition.
Definition 3.2 (Definition 3.2 of [6]). Let K be a class of completely simple semigroups. A complete code X is called a
K -code if ker(M(X∗)) ∈ K . In particular, X is called a right group code (respectively, left group code, rectangular group
code) if ker(M(X∗)) is a right group (respectively, left group, rectangular group).
For the class of rectangular group codes and its subclasses, the author gives some characterizations in [6].
Lemma 3.3 (Theorem 3.3 of [6]). Let X be a complete code. Then X is a right group code (respectively, left group code, group code)
if and only if X is a rectangular group code and a prefix code (respectively, suffix code, bifix code).
Synchronized codes are important kinds of very thin codes when we study the groups of codes since we have the
following.
Lemma 3.4 (Proposition 10.1.11 of [1]). A code is synchronized if and only if it has degree 1.
Synchronized codes also have many practical applications owing to their good combinatorial properties. The definition
and systematic characterizations of synchronized codes can be found in Section 3.6 and 10.1 of [1]. In particular, complete
and synchronized codes have the following useful characterization.
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Lemma 3.5 (See Section 10.1 of [1]). Let X ⊆ A+ be a code. Then X is complete and synchronized if and only if there exists a
word x ∈ X∗ such that xA∗x ⊆ X∗.
Complete and synchronized codes are also particular kinds of rectangular group codes, as shown in the following lemma.
Lemma 3.6 (Corollary 3.5 of [6]). Let X be a complete code. Then X is a synchronized code (respectively, synchronized prefix code,
synchronized suffix code) if and only if ker(M(X∗)) is a rectangular band (respectively, right zero semigroup, left zero semigroup).
To prove our main result of this section, we need the following lemmas.
Lemma 3.7 (Lemma 3.4 of [5]). Let X be a code over A, let M = M(X∗), let ϕ = ϕX∗ , and let G be a subgroup of M. If H =
ϕ(X∗) ∩ G is not empty, then it is a subgroup of G. In particular, if a subgroup G of M meets ϕ(X∗), then the identity of the group
G is contained in ϕ(X∗).
Lemma 3.8 (Proposition 4.3 of [6]). Let X be a completely simple and complete code, let M = M(X∗), let K = ker(M), let H be
anH -class in K , let e be the identity of the group H, and let H ′ = ϕ(X∗)∩H. Then {e} is the only normal subgroup of H contained
in H ′.
Lemma 3.9. Let X = Y ◦ Z such that X is a completely simple and complete code and Z a bifix code. Then ϕX∗ recognizes Z∗.
Hence there exists a homomorphismψ fromM(X∗) ontoM(Z∗) such that ϕZ∗ = ψ ◦ϕX∗ . In particular,M(Z∗) is a homomorphic
image ofM(X∗).
Proof. By Lemma 2.1, we need only show that ϕX∗ recognizes Z∗.
Let M = M(X∗), let K = ker(M), and let ϕ = ϕX∗ . Since X is completely simple, K is a completely simple semigroup.
Since X is complete, ϕ(X∗) ∩ K ≠ ∅. Let e ∈ ϕ(X∗) ∩ K . Then, by Lemma 3.7, we can suppose that e is an idempotent. Let
x ∈ ϕ−1(e). Then
x ∈ ϕ−1(ϕ(X∗)) = X∗ ⊆ Z∗.
To prove ϕ recognizes Z∗, we need to show that
(∀m ∈ ϕ(Z∗)) ϕ−1(m) ⊆ Z∗.
Let H be theH -class of e. We discuss this in the following three steps.
(1) We first consider a special case; that is, m ∈ H . Let m′ be the group inverse of m, let z ∈ ϕ−1(m) ∩ Z∗, and let y ∈
ϕ−1(m′). Then
zy, yz ∈ ϕ−1(e) ⊆ ϕ−1(ϕ(X∗)) = X∗ ⊆ Z∗. (3.1)
Hence z, zy, yz ∈ Z∗ implies that y ∈ Z∗ by the stability of Z∗. Notice that (3.1) also holds for any z ∈ ϕ−1(m). Hence y, zy,
yz ∈ Z∗ implies that z ∈ Z∗ by the stability of Z∗ again. Thus, ϕ−1(m) ⊆ Z∗.
(2) We next consider a slightly general case; that is, mRe. In this case, me ∈ H . Since m, e ∈ ϕ(Z∗), me ∈ ϕ(Z∗). Then,
by (1), ϕ−1(me) ⊆ Z∗. So, for any y ∈ ϕ−1(m), yx ∈ ϕ−1(me) ⊆ Z∗, and x ∈ Z∗ implies that y ∈ Z∗, since Z is a suffix code.
Thus, ϕ−1(m) ⊆ Z∗.
(3) We now consider the general case. Clearly, emRe, since K is the completely simple kernel of M . And m, e ∈ ϕ(Z∗)
implies that em ∈ ϕ(Z∗). Then, by (2), ϕ−1(em) ⊆ Z∗. So, for any y ∈ ϕ−1(m), xy ∈ ϕ−1(em) ⊆ Z∗, and x ∈ Z∗ implies that
y ∈ Z∗, since Z is a prefix code. Thus, ϕ−1(m) ⊆ Z∗ for allm ∈ ϕ(Z∗).
Now we are ready to obtain our main result of this section.
Theorem 3.10. Let X be a completely simple code. Then X is a rectangular group code if and only if X = Y ◦ Z for some complete
and synchronized code Y and group code Z.
Proof. (⇒) Let X be a rectangular group code over A, let M = M(X∗), let K = ker(M), and let ϕ = ϕX∗ . Then K is a
rectangular group. Let e be an idempotent of K such that the H -class H of e meets ϕ(X∗) and H ′ = ϕ(X∗) ∩ H . Then, by
Lemma 3.7, H ′ is a subgroup of the group H and, in particular, e ∈ ϕ(X∗).
Now, we consider a mapping ψ : A∗ → H which maps each w ∈ A∗ to eϕ(w)e. Clearly, ψ is surjective. We show that
it is a homomorphism as follows. Since K is a rectangular group, K ∼= I × G × Λ for some left zero semigroup I , group G,
and right zero semigroupΛ. Let e = (i, ı, λ), where ı is the identity of G. For any x, y ∈ A∗, since eϕ(x)Re and ϕ(y)eL e, we
have eϕ(x) = (i, g, µ) and ϕ(y)e = (j, h, λ) for some j ∈ I , g, h ∈ G, and µ ∈ Λ. Then eϕ(x)e = (i, g, µ)(i, ı, λ) = (i, g, λ),
eϕ(y)e = (i, ı, λ)(j, h, λ) = (i, h, λ), and
ψ(xy) = eϕ(xy)e
= eϕ(x)ϕ(y)e
= (i, g, µ)(j, h, λ)
= (i, gh, λ)
= (i, g, λ)(i, h, λ)
= (eϕ(x)e)(eϕ(y)e)
= ψ(x)ψ(y).
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Let Z be the base of ψ−1(H ′). Then Z is a group code. Since ψ(X∗) = eϕ(X∗)e = H ′, we have X∗ ⊆ Z∗. Notice that X is a
maximal code,2 we have X = Y ◦β Z by Proposition 2.6.14 of [1], where β : B∗ → A∗ is an injective homomorphism which
maps B onto Z , and Y is a code over B.
We show that Y is complete and synchronized. Let x ∈ ϕ−1(e). Then x ∈ X∗. Moreover,
xZ∗x ⊆ ϕ−1(ϕ(xZ∗x)) = ϕ−1(eϕ(Z∗)e) = ϕ−1(ψ(Z∗)) = ϕ−1(H ′) ⊆ ϕ−1(ϕ(X∗)) = X∗.
Let y ∈ β−1(x). Then x ∈ X∗ implies that y ∈ Y ∗ and xZ∗x ⊆ X∗ implies that yB∗y ⊆ Y ∗. Then, by Lemma 3.5, Y is complete
and synchronized.
(⇐) Let X = Y ◦β Z with Y a complete and synchronized code over B and Z a group code over A, let M = M(X∗), let
K = ker(M), let N = M(Z∗), let ϕ = ϕX∗ , and let ϕ′ = ϕZ∗ . Then N is a group. We need to prove that K is a rectangular
group.
By Lemma 3.9, ϕ recognizes Z∗, and there exists a homomorphismψ fromM onto N such that ϕ′ = ψ ◦ϕ. We first show
that the restriction of ψ to anyH -class in K is injective.
Since Y is a complete and synchronized code over A, yB∗y ⊆ Y ∗ for some y ∈ Y ∗. Let x = β(y). Then x ∈ X∗ ⊆ Z∗ and
xZ∗x ⊆ X∗. Since, for anyw ∈ B∗, y′ = ywy also satisfies the property y′B∗y′ ⊆ Y ∗, we can further suppose that e = ϕ(x) is
an idempotent in K . Let H be theH -class of e and let H ′ = ϕ(X∗) ∩ H .
We now prove that ϕ(Z∗) ∩ H = ϕ(X∗) ∩ H . Notice that, since H = eMe = ϕ(xA∗x), we have, for any m ∈ ϕ(Z∗) ∩ H ,
that there exists a word w ∈ A∗ such that m = ϕ(xwx). Since m ∈ ϕ(Z∗) and ϕ recognizes Z∗, we have xwx ∈ Z∗.
Notice that, since Z is a bifix code and x ∈ Z∗, we have w ∈ Z∗. So xwx ∈ xZ∗x ⊆ X∗, and hence m ∈ ϕ(X∗) ∩ H . Thus
ϕ(Z∗) ∩ H ⊆ ϕ(X∗) ∩ H . Note that the inverse inclusion is clear, since X∗ ⊆ Z∗. So we have ϕ(Z∗) ∩ H = ϕ(X∗) ∩ H .
Now, we are ready to prove a special case; that is, that the restriction of ψ to H is injective. We also denote by 1 the
identity of N . Since 1 ∈ ϕ′(Z∗), ϕ′ recognizes Z∗, and ϕ is surjective, we have
ψ−1(1) ⊆ ψ−1(ϕ′(Z∗)) = ϕ(ϕ−1(ψ−1(ϕ′(Z∗)))) = ϕ(ϕ′−1(ϕ′(Z∗))) = ϕ(Z∗).
Hence
ψ−1(1) ∩ H ⊆ ϕ(Z∗) ∩ H = ϕ(X∗) ∩ H = H ′.
Thenψ

H , the restriction ofψ toH , is a group homomorphism fromH toN with ker(ψ

H) = ψ−1(1)∩H ⊆ H ′. This implies
ker(ψ

H) = {e}, since {e} is the only normal subgroup of H contained in H ′ by Lemma 3.8. Thus, the restriction of ψ to H is
injective.
Next we cope with the general case. Let H1 be an arbitrary chosenH -class in K . Since K is a regular D-class, there exist
s, s′ ∈ M such that τ : m → s′ms is an isomorphism from H1 onto H (see the proof of Proposition 2.3.6 of [3] for detail). We
shall show that the restriction of ψ to H1 is injective. In fact, ifm1,m2 ∈ H1 satisfy ψ(m1) = ψ(m2), then
ψ(τ(m1)) = ψ(s′m1s) = ψ(s′m2s) = ψ(τ(m2)).
Since the restriction of ψ to H is injective, the above equation implies that τ(m1) = τ(m2). Then m1 = m2, since τ is an
isomorphism. Thus, the restriction of ϕ to H1 is injective. Then, we have proved that the restriction of ψ to anyH -class in
K is injective.
Now, we can easily deduce that K is a rectangular group. In fact, for any idempotents e1, e2 ∈ K , suppose that H1 is the
H -class of e1e2 and that e3 is the idempotent of H1. Then we have ψ(e1) = ψ(e2) = ψ(e3) = 1, since 1 is the only
idempotent of N . So ψ(e1e2) = 1. Since the restriction of ψ to H1 is injective and e1e2, e3 ∈ H1, we have e1e2 = e3.
Therefore, the multiplication of any two idempotents of K is also an idempotent. Then, by Lemma 3.1, K is a rectangular
group, and hence X is a rectangular group code.
By Lemma 3.3 and Theorem 3.10, we have the following.
Corollary 3.11. Let X be a completely simple code. Then X is a right (respectively, left) group code if and only if X = Y ◦ Z for
some complete and synchronized prefix (respectively, suffix) code Y and group code Z.
Note that the hypothesis ‘‘X is a completely simple code’’ in the above theorem and corollary is necessary. In fact, a
composition of a complete and synchronized code Y and a group code Z is not necessary a completely simple code, as
shown in the following example.
Example 3.12. Let A = {a, b}, let Z = D be the Dyck code3 over A, and let B be a countable infinite alphabet. Let
Z1 =

w ∈ Z | |w| = 2n for some positive integer n
and let Z2 = Z \ Z1. It can be easily checked that Z1 and Z2 are both countable infinite. Partition B into two countable infinite
subsets B1 and B2, let Y = B∗2B1, and let β be an arbitrarily chosen bijection from B onto Z which maps Bi onto Zi, i = 1, 2.
2 A rectangular group code is alwaysmaximal since it is complete by its definition and the fact that any completely simple and complete code is maximal
(see Theorem 2.8 of [6]).
3 Dyck code is the base of the submonoid {w ∈ A∗ | |w|a = |w|b} of A∗ .
80 Y. Liu / Theoretical Computer Science 443 (2012) 70–81
Then, clearly, Y is a complete and synchronized prefix code over B, and Y and Z are composable through β . Let X = Y ◦β Z .
We show that X is not completely simple, as follows.
We first note that, since B1 ⊆ Y ⊆ Y ∗ and B2 ∩ Y ∗ = ∅, we have Z1 ⊆ X∗ and Z2 ∩ X∗ = ∅.
Next, we show that, if (x, y) ∈ σX∗ , then |x| = |y|. Suppose on the contrary that |x| ≠ |y|. Without loss of generality,
suppose that |x| > |y|. Let u, v ∈ A∗ be such that uxv ∈ Z∗, let p = |uxv|, let q = |uyv|, let r be an integer such that 2r ≥ 3p,
let u′ = ap+(2r−3p)/2, and let v′ = bp+(2r−3p)/2. Then, clearly, u′uxvv′ ∈ Z andu′uxvv′ = u′+ |uxv| + v′ = (p+ (2r − 3p)/2)+ p+ (p+ (2r − 3p)/2) = 2r .
Hence u′uxvv′ ∈ Z1 ⊆ X∗. Now, if
u′uyvv′a ≠ u′uyvv′b, then u′uyvv′ /∈ Z∗, and hence u′uyvv′ /∈ X∗. If u′uyvv′a =u′uyvv′b, then, by the choice of u′ and v′, u′uyvv′ ∈ Z . Moreover, we haveu′uyvv′ = u′+ |uyv| + v′ = (p+ (2r − 3p)/2)+ q+ (p+ (2r − 3p)/2) = 2r − (p− q).
Since 2r ≥ 3p, we have 2r−1 > p − q > 0, and hence 2r−1 < u′uyvv′ < 2r . Thus u′uyvv′ ∈ Z2, which implies that
u′uyvv′ /∈ X∗, since Z2∩X∗ = ∅. Therefore, in any case, u′uxvv′ ∈ X∗ and u′uyvv′ /∈ X∗. That is, (x, y) /∈ σX∗ , a contradiction.
Therefore, (w,w2) /∈ σX∗ for any w ∈ A+ and {1} is a singleton σX∗-class. Hence M(X∗) \ {1} is a subsemigroup that
contains no idempotent. Then ker(M(X∗)) cannot be a completely simple semigroup, since completely simple semigroups
contain idempotents. Thus X is not a completely simple code.
Since compositions of thin codes are always thin (see Proposition 2.6.4 of [1]) and a group code is thin if and only if it
is recognizable (see Proposition 2.5.20 and Example 2.5.22 of [1]), Theorem 3.10 has the following corollary, which well
characterizes thin rectangular group codes.
Corollary 3.13. A code X is a thin rectangular group code (respectively, right group code, left group code) if and only if X = Y ◦ Z
for some complete and synchronized code (respectively, prefix code, suffix code) Y and recognizable group code Z.
Note that one can directly prove the above corollary, and the proof can be simplified by using Proposition 1.4 and
Lemma 3.4.
Since a group code X over A is finite if and only if X = Ad for some positive integer d (see Theorem 11.3.1 of [1]), we have
the following.
Corollary 3.14. A code X is a finite rectangular group code (respectively, right group code, left group code) if and only if X = Y ◦Ad
for some finite, complete and synchronized code (respectively, prefix code, suffix code) Y and positive integer d.
In this case, d is the degree of X and the group G(X) is cyclic. In particular, X is regular.
Note that, in general, a rectangular group code is not necessarily regular. In fact, the class of rectangular group codes and
the class of regular completely simple codes are not comparable under set inclusion, as shown in Theorem 5.1 of [6]. On the
other hand, a regular finite maximal code is not necessarily a rectangular group code (see the proof of Theorem 5.1 of [6]).
4. Conclusion remarks
We conclude this paper with some remarks.
First, we can now completely discuss the relationship between the indecomposability of codes and the primitivity of
their groups. There are three cases.
(1) If X is a thin and maximal bifix code, then
X is indecomposable ⇔ G(X) is primitive.
(2) If X is a thin and maximal prefix code, then
X is indecomposable ⇒: G(X) is primitive.
(3) If X is a thin and maximal code, then
X is indecomposable ;: G(X) is primitive.
In fact, (1) is Theorem 11.4.7 of [1]. The arguments from left to right in (2) and (3) have been stated in Corollary 1.7 and
Theorem 2.11, respectively. For the other direction, we need only let X = Y ◦ Z such that Y is a nontrivial synchronized
maximal prefix code and Z is a nontrivial thin and maximal prefix code with G(Z) primitive. Then, by Proposition 1.4 and
Lemma 3.4, G(X) is equivalent to G(Z). Therefore, X is a decomposable, thin, and maximal prefix code with G(X) primitive.
Second, the code X constructed in Section 2 is infinite. In fact, one can easily check that a2(ab)na2 ∈ X for all nonnegative
integers n. It is not knownwhether the counterexamples to Problems 1.6, 1.8 and 1.10 can be chosen to be finite. We cannot
efficiently construct such examples by using this method, since, for a code X , we do not know any conditions forM(X∗) and
ϕX∗(X∗) to characterize the finiteness of X . Perhaps such a condition cannot easily be found since we do not even know any
conditions for G(X) to ensure a code X to be finite in general.
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Third, it is natural to ask the following question: What is the relation between the decomposition of a thin and maximal
code X and the structure of ker(M(X∗)) in general?
Finally, we know from this paper that, when we investigate the syntactic structure (includingM(X∗) and G(X)) of a thin
andmaximal code X , the really complicated case is that the completely simple semigroup ker(M(X∗)) is not orthodox. So, we
can exclude rectangular group codes when we study the syntactic structures of thin and maximal codes in many situations.
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