Abstract. We propose a new method for solving univariate global optimization problems by combining a lower bound function of αBB method (see [1] ) with the lower bound function of the method developed in [4] . The new lower bound function is better than the two lower bound functions. We add the convex/concave test and pruning step which accelerate the convergence of the proposed method. Illustrative examples are treated efficiently.
Introduction
We consider the following problem
with f of class C 2 and nonconvex on [s 0 , s 1 ] an interval of R. Several methods have been studied in the literature for univariate global optimization problems. Let us mention some works, in [5] a branch and prune algorithm is proposed, the pruning step(outer and inner) consists in solving linear equation, the linear bounding function is obtained by interval analysis. In [3] a branch and bound algorithm is presented for Holder functions. In [6] , the improved linear bounding function is used and discard regions which do not contain the minimum global by the pruning step(outer) as in [5] . In [2] a review of recent advances in global optimization is presented. Univariate global optimization problems attract attention of researchers not only because they arise in many real-life applications but also the methods for these problems are useful for the extension for the multivariable case or by reducing the multidimensional case to the univariate case. One class of deterministic approaches, which called lower bounding method, emerged from the natural strategy to find a global minimum for sure. The efficiency of a method is in the construction of tight lower bound and to discard a big regions which do not contain the global minimum as quickly as possible. The aim of this paper is to combine the lower bound function of the method which was already proposed (see [1] ) with the lower bound function of the method developed in [4] by constructing a better lower bound function. The convergence is accelerated by adding the convex/concave test and the pruning step, this is done by using the parameters of the two methods and by solving quadratic equations respectively. The structure of the paper is as follows. The two lower bound functions in [1] and in [4] with their properties are presented in section 2. In section 3, a new lower bound is stated. In section 4, the algorithm is described and its convergence is shown. Section 5 presents illustrative examples.
Background

Lower bound in αBB method
The lower bound in αBB method on the interval [s 
. For details see [1] .
Quadratic lower bound
The quadratic lower bound developed in [4] 
For details see [4] .
3 New lower bound function 
If the optimal solution is found at iteration k and the stopping rule U B k − LB k < ε isn't satisfied, the pruning method allows us to confirm this solution and to stop the algorithm.
We present two simple examples.
Remark 4. If we take b(s)
The minimum of LB q (s) is attained at s = π, and LB q (π) = −1 − π 2 . The minimum of LB α (s) is attained at the point s = Remark 5. By using LB(s), we are sure that this lower bound function is always better than the two lower bound functions LB α (s) and LB q (s). .
Algorithm and its convergence
We now describe the algorithm 
We solve the convex problem
we obtain, 
Example 2 ( we take the same example 2 as in section 3)
we obtain, z 
