Abstract-An offline transmission completion time minimization problem for an energy harvesting transmitter is considered.
for the transmission of information. Optimal adaptation of transmission rate has recently been analyzed under various problem formulations [2] [3] [4] [5] [6] [7] [8] [9] [10] . In [2] , the transmission time mimimization problem on an AWGN channel of data packets arriving at arbitrary but known time instants, using energy harvests occuring again at arbitrary, known time instants was formulated and solved. In [3] and [4] , the formulation was extended to a broadcast channel with a static data pool. This was extended to cover the case of new data arriving during transmission in [5] , [6] . In [7] , [8] bounds on the capacity of an energy harvesting AWGN channel were obtained. The results were extended to a fading channel in [9] . The solution of the transmission completion time minimization problem on a fading channel with a static data pool and known harvest times and channel states was reported in [10] . In this paper we extend the formulation of [10] by relaxing the static data pool assumption.
The main contribution of this paper is hence to develop an offline solution for the time minimizing packet scheduling problem of a rechargeable transmitter under fading conditions. In addition to the causality constraints which dictate that resources can only be used after they arrive, a battery capacity constraint is included in the formulation. When the battery capacity is set to a finite value, the schedule needs to ensure it is not too frugal in its use of energy, as unused energy beyond the storage limit will be wasted. The transmission policy needs to thus adapt its transmission power and rate to the changes arXiv:1202.0690v1 [cs.IT] 3 Feb 2012 in fade level, buffer conditions and energy harvests in order to exploit the harvested energy in the best way. This will sometimes mean reducing rate to work at a low energy per bit level, in order to prevent data queue idleness, and sometimes, increasing the power level to transmit at a high rate to prevent battery overflow. Examining this behavior is useful for gaining insight for online operation. After making the problem statement precise, we show the uniqueness of its solution through equivalence to a related throughput maximization problem.
The solution is first obtained for the equivalent convex problem by unconstrained sequential minimization technique (SUMT) and the optimal allocation of the completion time minimization problem is shown to be achievable through iterative runs of SUMT. We begin with the problem statement in the next section.
II. SYSTEM MODEL
Consider a point-to-point communication system under fading channel with additive Gaussian noise. In this offline formulation, we shall assume channel side information (CSI) is available at transmitter through a non-causal perfect feedback channel so that transmitter has knowledge of future channel states before transmission starts. Transmission is supplied by the harvested energy, arriving at arbitrary instances, which are also known at t = 0. We also let data packets to arrive at arbitrary known times during the course of transmission. The transmitter is capable of storing harvested energy and data in the battery and a data buffer, respectively. We constrain the battery size so that at a given time instance, the stored energy cannot exceed E max . An example arrival and fade level sequence is shown in Fig. 1 . In this model, we assume energy and data to become available instantly and until a given time instance t, total amount of harvested energy and arrived data are denoted by E(t) and B(t), respectively. In addition, fade 
The received signal is y = √ hx + n, where x and √ h are the discrete time channel input symbol and channel gain, and n is zero-mean unit variance Gaussian noise. Given an average power constraint P , capacity of the channel is given by,
The transmitter is assumed to achieve this rate with a certain tolerable error probability so that it is possible to transmit a finite number of bits with a finite amount of energy. We are interested in finding the schedule, that is, sequence of rate and power allocation, in order to minimize the overall transmission completion time for packets arriving by a certain time window
An optimal policy should respect causality constraints (at any time, only resources available up to that point may be used). Due to the concavity of rate as a function of power, one can further narrow down the possible set of allocations by considering schedules that do not change power levels within epochs. With this statement, we are now ready to state the problem in terms of power allocation to each epoch. A final technical assumption, which is that there is at least a feasible schedule completing transmission within the first k up epochs, is required to guarantee the existence of the solution. 
In problem 1, k * denotes the last epoch used in an optimal schedule. Equations (2) and (3) state the energy and data causality constraints, respectively. In addition, (4) guarantees that energy stored in the battery never exceeds E max . Finally, (5) ensures transmission completion of all the data bits.
III. AN EQUIVALENT PROBLEM & SOLUTION
In the previous section we have defined the problem in terms of a non-convex optimization problem. For the solution of the Problem 1, we follow a similar approach as in [11] .
Specifically, we define another optimization problem which we will show to be convex and equivalent to the Problem 1.
Given a deadline constraint T , Problem 2 aims to find an optimal scheme which maximizes the number of transmitted bits. The problem is again built on the causality and maximum battery size constraints. However, this time we do not restrict the number of available data bits in the last epoch so that there will always be a solution to the problem. Note that, the reason for formulating Problem 2 is to find a solution to the Problem 1. In the following lemma we state the equivalence of these two problems. Convexity of Problem 2 is shown next.
Lemma 2: Problem 2 is a convex optimization problem.
Proof. Since the feasible set of allocations forms a convex region and objective function of the problem is a non-negative weighted sum of increasing concave functions, problem 2 is convex [12] . See the Appendix for a detailed proof.
Corollary 1: Solution of Problem 1 is unique.
Proof. Uniqueness of Problem 2 follows from the convexity of the problem. Since any solution of Problem 1 is also a solution to Problem 2, Problem 1 must also have a unique solution. In the next, we will loosely refer to Problem 1 as the "primal problem", without establishing a Lagrangian duality between the two problems.
A. Solution of the Equivalent Problem
As shown in Lemma 2, Problem 2 is a convex optimization problem. To solve this problem, we use the same optimization technique as in [11] . Specifically, sequential unconstrained minimization technique (SUMT) is applied for the setting of Problem 2. This technique is based on formulating a constrained convex problem as an unconstrained optimization problem with additional penalty terms. For our case, Problem 2 can be redefined as an unconstrained minimization problem as follows:
Problem 3: Unconstrained Minimization Problem:
where g(p i ) = 1 2 log(1 + h i p i ) and
Due to constraints (6), (7), (8), (9) and (10), we add penalty terms (11), (12), (13), (14) and (15) to the objective function.
Note that, if an allocation is feasible, corresponding additional penalty becomes zero. The algorithm begins with an initial constant power allocation, consuming all the harvested energy without considering causality or battery size constraints, and an initial penalty parameter µ. After each iteration parameter µ, which determines the effect of penalty terms, is doubled and power allocation vector is updated by Newton's method.
Newton's method is a powerful optimization technique for unconstrained minimization problems. This method iteratively approaches the global minimum working over first and second order partial derivatives. After the n th iteration revised power allocation vector is as follows:
In this method, Newton decrement is an important quantity and defined as:
The algorithm terminates if either µ reaches a predefined value or the Newton decrement becomes smaller than a predefined threshold. This algorithm is the basis of the solution of Problem 1, which we detail in the next subsection.
B. Solution of Problem 1
So far we have we have shown a way to solve Problem 2.
To the solution of primal problem, our approach is to utilize the equivalence of these two problems. 
For numerical evaluation, we consider the event sequence depicted in Fig. 2 and a bandwidth of 1 KHz. Under these circumstances, time minimization algorithm is run for both 40J and infinite battery cases. Final schedules are obtained as shown in Fig. 2 .
V. CONCLUSION
The offline minimum completion time packet scheduling problem on an energy harvesting fading channel, with or without energy storage limitations, is solved. It is shown that application of the SUMT algorithm iteratively solves any instance of the problem. This is achieved through exhibiting equivalence to a throughput maximization problem that is proved to be convex. It is proved that due to convexity, the throughput maximization problem has a unique solution which coincides with the solution of the original problem. Examining the properties of this solution (which is left to an extended version of this paper) provides insight for simple online heuristics. In some scenarios, the harvest profile may be known in advance or easy to predict, and likewise for data arrivals. In that case, the offline solution would apply for a static channel. On a fading channel with an ergodic channel state process, an online algorithm such as waterfilling could run on top of the offline adaptation. When the data and/or harvest arrivals are also unknown, the offline solution here can be combined with a prediction or learning scheme or a simple look-ahead policy.
VI. APPENDIX

A. Proof of Lemma 2
Consider two feasible power allocation vectors p A and p B and let p be a linear combination of these. We will show that power allocation vector p = θp A + (1 − θ)p B is also feasible and transmits more than θD A (T ) + (1 − θ)D B (T ) number of data. First, let us compute the number of transmitted data corresponding to p .
(16) follows from the strict concavity of logarithm function and equality holds only if p A = p B or θ ∈ {0, 1}. With this inequality, p allocation transmits more than θD A (T ) + (1 − θ)D B (T ) number of bits, we are now ready to check feasibility of the allocation. We begin with the energy causality constraint, (7).
(17) states the satisfaction of energy causality constraint. Similarly, p also respects data causality, (8) .
As p A and p B are two feasible schedules, (18) implies that p satisfies data causality constraint. In addition, we also require the satisfaction of battery size constraint, (9) . Remaining energy in the battery at t k is as follows:
and we have the following when the transmission ends:
(19) and (20) shows the satisfaction of (9) and (10), respectively. At the end, we have shown that feasible allocations form a convex region, i.e., any linear combination of two feasible schedules is also feasible. Combining this result with (16), we conclude that problem 2 is a convex optimization problem.
