Abstract. In this paper we study the diffeomorphism centralizer of a vector field: given a vector field it is the set of diffeomorphisms that commutes with the flow. Our main theorem states that for a C 1 -generic diffeomorphism having at most finitely many sinks or sources, the diffeomorphism centralizer is quasi-trivial. In certain cases, we can promote the quasi-triviality to triviality. We also obtain a criterion for a diffeomorphism in the centralizer to be a reparametrization of the flow.
Introduction
Given a dynamical system, it is natural to try to understand its different types of symmetries. For diffeomorphisms, one set of these symmetries that has been studied it is the so-called centralizer.
Let M be a connected compact riemannian manifold. Given a diffeomorphism g : M → M , the C r -centralizer of g is the set of C r -diffeomorphisms f that commutes with g. If the centralizer is generated by g, then it is called trivial. In [Sma91] and [Sma98] , Smale asked the following question:
Question 1 ( [Sma91] , [Sma98] ). Is the set of C r diffeomorphisms with trivial centralizer a residual set? That is, does it contain a dense G δ -subset of the space of C r diffeomorphisms?
This question remains open in this generality. However, there are several partial answers, see for instance [Kop70] , [PY89(1)], [PY89(2)], [Bu04] , [Fi08] , [Fi09] and [BF14] for some of these results. In [BCW09] , Bonatti-Crovisier-Wilkinson proved that the centralizer of a C 1 -generic diffeomorphism is trivial, giving a positive answer to Question 1 for r = 1.
For vector fields there are different types of symmetries that one can consider. Given a C r -vector field X, one can look at the C r -vector field centralizer of X, which is the set of C r -vector fields Y that commute with X. There are several works that study the different types of triviality of the vector field centralizer (see [LOS18] for the different notions of triviality). In [KM73] the authors proved that an Anosov flow has quasi-trivial vector field centralizer. This result was extended to (Bowen-Walters) expansive flows by Oka in [Oka76] . In [Sad79] , Sad proved the triviality of the vector field centralizer for an open and dense subset of C ∞ -Axiom A vector fields that verify a strong transversality condition. In [BRV18] , Bonomo-Rocha-Varandas proved the triviality of the centralizer of transitive Komuro expansive flows, which includes the Lorenz attractor.
Bonomo-Varandas proved in [BV19] that a C 1 -generic divergence free vector field has trivial vector field centralizer (they also obtain a generic result for Hamiltonian flows in the same paper). In a different paper, [BV18] , Bonomo-Varandas obtain that C 1 -generic sectional axiom A vector fields have trivial vector field centralizer (see the introduction of [BV18] for the definition of sectional axiom A).
Recently, the author with Leguil and Santiago in [LOS18] have proved that C 1 -generic vector fields have quasi-trivial vector field centralizer, "extending" the result of [BCW09] for this type of centralizer.
In this work, we will study a different type of centralizer. Given a C r -vector field X, we denote by X t the flow on time t generated by X. For any 1 ≤ s ≤ r, we define the C s -diffeomorphism centralizer of X as This is the set of diffeomorphisms that commutes with the flow. Throughout this paper we will refer to the C 1 -diffeomorphism centralizer of a vector field X as the C 1 -centralizer of X. We remark that this type of centralizer is less rigid than the vector field centralizer, see section 5 for a discussion on that.
We define two types of "triviality" for this centralizer. Given a C r -vector field X, we say that it has quasi-trivial C s -centralizer if for any f ∈ Z s Diff (X), f is a reparametrization of the flow X t , that is, there exists a continuous function τ :
s -centralizer and for every element of the centralizer f , the function τ (.) is constant, then we say that the C s -centralizer is trivial. Observe that the set {X t (.) : t ∈ R} is always contained in the centralizer of X. So a vector field has trivial centralizer if the centralizer is the smallest possible. In this paper, we are interested in the following version of Question 1 for flows:
In what follows, we refer the reader to section 2 for precise definitions of basic dynamical objects.
It is natural to study generic systems that present some form of "hyperbolicity". In this paper we will focus on C 1 -generic vector fields that have at most finitely many sinks or sources. In [ABC06] , the authors proved that such systems have a weak form of hyperbolicity named dominated splitting (see theorem 2.4). Our main result is the following: Theorem A. There exists a C 1 -residual subset R ⊂ X 1 (M ) such that if X ∈ R has at most finitely many sinks or sources, then X has quasi-trivial C 1 -centralizer. Moreover, if in addition X has at most countably many chain-recurrent classes, then X has trivial C 1 -centralizer.
We state some consequences of this theorem. In [Pei60] , Peixoto proved that a C 1 -generic vector field on a compact surface is Morse-Smale. Recall that a vector field is Morse-Smale if the non-wandering set is the union of finitely many hyperbolic periodic orbits and hyperbolic singularities, and it verifies some transversality condition. In particular, the non-wandering set is finite. As a consequence of Theorem A and the result of Peixoto, we have the following corollary.
Corollary A. Let M be a compact connected surface. Then, there exists a residual subset R † ⊂ X 1 (M ) such that for any X ∈ R † , the C 1 -centralizer of X is trivial.
A C 1 -vector field X is Axiom A if the non-wandering set is hyperbolic and the periodic points are dense in the non-wandering set. It is well known that Axiom A vector fields have finitely many chain-recurrent classes.
Corollary B. A C 1 -generic Axiom A vector field has trivial C 1 -centralizer.
Remark 1.1. Corollary B actually holds for more a general type of hyperbolic system called sectional Axiom A.
Another corollary is for C 1 -vector fields far from homoclinic tangencies in dimension three (see [CY17] for precise definitions). By the proof of the Palis conjecture in dimension three given in [CY17] , a C 1 -generic X ∈ X 1 (M ) which cannot be approximated by such vector fields is singular axiom A (or sectional axiom A), in particular, it has a finite number of chain-recurrent classes. Hence:
Corollary C. Let M be a compact connected 3-manifold. Then there exists a residual subset R ‡ ⊂ X 1 (M ) such that any vector field X ∈ R ‡ which cannot be approximated by vector fields exhibiting a homoclinic tangency has trivial C 1 -centralizer.
To prove Theorem A, we will need the proposition below. This proposition deals with the construction of the reparametrization of the flow, given a diffeomorphism in the centralizer that fixes orbits. We remark that this type of construction does not appear for diffeomorphisms. Observe that in Theorem A, without the additional assumption of at most countably many chain recurrent classes, we do not get the triviality of the C 1 -centralizer for a C 1 -generic vector field that has at most finitely many sinks or sources. What is missing to obtain the triviality of the C 1 -centralizer in this case it is to prove that for a C 1 -generic vector field every invariant continuous function is constant. This was conjectured (without precision on the regularities) by René Thom ([Thom] ).
Conjecture 1 ( [Thom] ). For a C 1 -generic vector field, any C 1 (or C 0 ) invariant function of the manifold is constant.
Also, after the work [LOS18] , to conclude that a C 1 -generic vector field has trivial C 1 -vector field centralizer it is equivalent to proving Thom's conjecture. Our approach to prove Theorem A is an adaptation for flows of the approach used by Bonatti-Crovisier-Wilkinson in [BCW09] . We organize this paper as follows. In section 2 we will introduce some basic notions and notations of vector fields that we will use, we will also recall the main tools from C 1 -generic dynamics that will be used. The proof of proposition 1.2 is given in section 3. The proof of Theorem A is given in section 4. We conclude this paper with one example that justifies our claim that the diffeomorphism centralizer is less rigid than the vector field centralizer, in section 5.
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Preliminaries
In this section we introduce the notations we will use throughout this article and state some preliminary results on C 1 -generic dynamics that will be used in our proofs.
2.1. General notions on vector fields. Let M be a smooth manifold of dimension d ≥ 1, which we assume to be compact and boundaryless. For any r ≥ 1, we denote by X r (M ) the space of vector fields over M , endowed with the C r topology. A property P for vector fields in X r (M ) is called C r -generic if it is satisfied for any vector field in a residual set of X r (M ). Recall that R ⊂ X r (M ) is residual if it contains a dense G δ -subset of X r (M ). In the following, given a vector field X ∈ X 1 (M ), we denote by Sing(X) := {x ∈ M : X(x) = 0} the set of singularities (or zeros) of X. The set of (non-singular) periodic points will be denoted by Per(X), and we set Crit(X) = Per(X)∪Sing(X).
For any x ∈ M and any interval I ⊂ R, we also let X I (x) := {X t (x) : t ∈ I}. In particular, we denote by orb(x) := X R (x) the orbit of the point x under X.
Let X ∈ X 1 (M ) be some C 1 vector field. The non-wandering set Ω(X) of X is defined as the set of all points x ∈ M such that for any open neighbourhood U of x and for any T > 0, there exists a time t > T such that U ∩ X t (U ) = ∅.
Let us also recall another weaker notion of recurrence. Given two points x, y ∈ M , we write x ≺ X y if for any ε > 0 and T > 0, there exists an (ε, T )-pseudo orbit connecting them, i.e., there exist n ≥ 2, t 1 , t 2 , . . . , t n−1 ∈ [T, +∞), and x = x 1 , x 2 , . . . , x n = y ∈ M , such that d(X tj (x j ), x j+1 ) < ε, for j ∈ {1, . . . , n − 1}. The chain recurrent set CR(X) ⊂ M of X is defined as the set of all points x ∈ M such that x ≺ X x. Restricted to CR(X), we consider the equivalence relation given by x ∼ X y if and only if x ≺ X y and y ≺ X x. An equivalence class under the relation ∼ X is called a chain recurrent class: x, y ∈ CR(X) belong to the same chain recurrent class if x ∼ X y. In particular, chain recurrent classes define a partition of the chain recurrent set CR(X).
An X-invariant compact set Λ is hyperbolic if there is a continuous decomposition of the tangent bundle over Λ, T Λ M = E s ⊕ X ⊕E u into DX t -invariant subbundles that verifies the following property: there exists T > 0 such that for any x ∈ Λ, we have
A periodic point x ∈ Per(X) is hyperbolic if orb(x) is a hyperbolic set. Let p ∈ Per(X) be a hyperbolic periodic point and γ p be its orbit. We define its strong stable manifold as
The stable manifold theorem states that W ss (p) is an immersed submanifold of dimension dim(E s (p)) tangent to E s (p) at p. We define the stable manifold of the orbit of p as
A hyperbolic periodic orbit is a sink if the unstable direction is trivial. It is a source if the stable direction is trivial. A hyperbolic periodic orbit is a saddle if it is neither a sink nor a source.
2.2. C 1 -generic dynamics, the unbounded normal distortion and large normal derivative properties. In this part we will present the main tools from C 1 -generic dynamics that we will need to prove Theorem A. Let us first fix some notation.
For a given vector field X ∈ X 1 (M ), we define the non-singular set as M X := M − Sing(X). Observe that for a fixed riemannian metric, for any point p ∈ M X , it is well defined the subspace orthogonal to the vector field direction,
⊥ . This define the normal bundle
Whenever it is clear that we have fixed a vector field X, we will denote the normal bundle and othogonal projection by N and Π.
On N X we have a well defined flow, called the linear Poincaré flow defined as follows: for any point p ∈ M X , vector v ∈ N X (p) and time t ∈ R, the image of v by the linear Poincaré flow is
Next, we define two notions that will be crucial in our proof.
Definition 2.1 (Unbounded normal distortion (UND)). Let X ∈ X 1 (M ) be a C 1 -vector field. We say that X verifies the unbounded normal distortion property if the following holds: there exists a dense subset D ⊂ M − CR(X), such that for any K ≥ 1, x ∈ D and y ∈ M − Ω(X) verifying y / ∈ orb(x), there is n ∈ (0, +∞), such that | log det P n (x) − log det P n (y)| > K.
Definition 2.2 (Unbounded normal distortion on stable manifolds (UND s )). Let X ∈ X 1 (M ) be a C 1 -vector field. We say that X verifies the unbounded normal distortion on stable manifolds property if the following holds: for any p ∈ Crit(X), there exists a dense subset
Given a vector field X that has the UND s property, we define
In [BCW09] , the authors introduce these notions for diffeomorphisms and they use it as the main ingredient to obtain triviality of the centralizer in an open and dense subset of the manifold. They prove that these properties actually hold C 1 -generically. For vector fields, the C 1 -genericity of the UND property was proved in [LOS18] , and the C 1 -genericity of the UND s property was proved in [BV18] . We summarize it in the following theorem:
Theorem 2.3 ( [LOS18] and [BV18] ). There exists a residual subset R 1 ⊂ X 1 (M ) such that any vector field X ∈ R 1 verifies the UND and UND s properties.
Given a non-singular invariant set Λ ⊂ M X , we say that it admits a dominated splitting for the linear Poincaré flow if there exists a P t -invariant, non-trivial decomposition of the normal bundle N X Λ = E ⊕ F and a constant T > 0 such that for any
In [ABC06] , the authors proved that C 1 -generically for a diffeomorphism far from the existence of infinitely many periodic sinks or sources (Newhouse phenomenon), one can obtain that the non-wandering set is decomposed into the disjoint union of finitely many periodic sinks or sources and invariant sets each of which admits a dominated decomposition. The key ingredient in their proof is a result of BonattiGourmelon-Vivier (see corollary 2.19 in [BGV06] ), which is a generalization of a previous theorem in [BDP03] . In [BGV06] , the authors also prove a version of corollary 2.19 for flows, given by corollary 2.22. Using this, it is easy to adapt the proof of Abdenur-Bonatti-Crovisier to obtain the following statement:
). There exists a residual subset R 2 ⊂ X 1 (M ) such that for any X ∈ R 2 , either (1) or (2) holds:
(1) the non-wandering set admits a decomposition
such that Sink(X) is the set of periodic sinks of X, the set Source(X) is the set of periodic sources of X, and each Λ i − Sing(X) admits a dominated splitting for the linear Poincaré flow; (2) there are infinitely many periodic sinks or sources.
In [BCW09] , the authors also introduce the notion of large derivative for diffeomorphisms (see section 2.3 in [BCW09] ). This is the key property to pass from triviality of the centralizer in an open and dense subset of M to triviality in the entire manifold. For vector fields we introduce the following similar definition:
Definition 2.5 (Large normal derivative (LND)). A vector field X ∈ X 1 (M ) satisfies the LND property if for any K > 0, there exists T = T (K) > 0 such that for any p ∈ M X and t > T , there exists s ∈ R that verifies:
If the chain-recurrent set admits a decomposition as in (2.2), then the LND property holds. This was remarked for diffeomorphisms by Bonatti-Crovisier-Wilkinson (see remark 8 of Appendix A in [BCW09] ). The same holds in our context for flows, we make it precise in the following corollary:
Corollary 2.6. Let R 2 ⊂ X 1 (M ) be the residual subset from theorem 2.4. If X ∈ R 2 and X does not have infinitely many sinks or sources, then X has the LND property.
In the next statement, we summarize some other C 1 -generic properties that we will use.
Theorem 2.7. There exists R 3 ⊂ X 1 (M ) a residual subset such that any X ∈ R 3 verifies:
• every periodic orbit, and singularity, is hyperbolic (Kupka-Smale);
• two distinct periodic orbits have different periods;
• any connected component O of the interior of Ω(X) is contained in the closure of the stable manifold of a periodic point [BC04] ).
3. Proof of Proposition 1.2
Throughout this section we fix a vector field X ∈ X 1 (M ) whose periodic orbits and singularities are all hyperbolic. We also fix f ∈ Z 1 Diff (X) a C 1 -diffeomorphism in the centralizer of X that verifies the conditions of proposition 1.2. The goal of this section is to construct an X-invariant continuous function τ : M → R such that f (.) = X τ (.) (.).
3.1. Non-critical points. In this subsection we construct the function τ for noncritical points. This is given in the following lemma:
Lemma 3.1. There exists an X-invariant continuous function
Proof. Let p ∈ M − Crit(X). Since p is a non-critical point and f fixes its orbit, there is an unique T p ∈ R such that f (p) = X Tp (p). We claim that for any q ∈ orb(p) we have f (q) = X Tp (q).
Indeed, let q ∈ orb(p) and let s ∈ R be such that q = X s (p). Hence
Define τ 1 (p) = T p for any p ∈ M − Crit(X).
Claim 1. The function τ 1 is continuous on M − Crit(X).
Proof. Let T > 0 be the constant that appears in the hypothesis of proposition 1.2, that is, for any q ∈ M , f (q) ∈ X [−T,T ] (q). Fix p ∈ M − Crit(X), we will prove that τ 1 is continuous on p.
For each δ > 0, define N (p, δ) := exp p (N (p, δ) ), where exp p is the exponential map on p and N (p, δ) is the ball of radius δ inside N (p) ⊂ T p M . For δ small enough, the following map is a C 1 -diffeomorphism
Let V = Im(Ψ). The pair (Ψ −1 , V ) is a flow box around the piece of orbit
By the continuity of f , we obtain that lim
This claim concludes the proof of lemma 3.1.
Periodic points.
In this subsection we prove that there exists a continuous extension of the function τ 1 constructed in the previous section to the periodic points. We prove the following lemma:
Lemma 3.2. There exists an X-invariant continuous function τ 2 : M −Sing(X) → R that verifies the following:
Proof. Let p ∈ P er(X) be a hyperbolic periodic point and let π(p) be the period of p. Notice that the equation X s (p) = f (p) has infinitely many solutions for s ∈ R, thus the same strategy that we used for non-periodic points does not apply in this case. However, we will prove that the function τ 1 is constant on W s (p) and W u (p). This will allow us to extend it to the periodic orbit.
Claim 2. The function τ 1 is constant on W s (p) − orb(p) and W u (p) − orb(p).
and that the strong stable manifolds forms a foliation of the stable manifold, in
, hence, the function τ 1 is well defined on W s (p) − orb(p). Since the function τ 1 is also X-invariant, it is enough to prove that τ 1 is constant along W ss (p) − {p}. Since f is a C 1 -diffeomorphism that commutes with the flow, it is well known that f (W ss (p)) = W ss (f (p)). If τ 1 was not constant along W ss (p) there would be two points x, y ∈ W ss (p) such that 0 < |τ 1 (x) − τ 1 (y)| < π(p). Hence, 
However, since p is a hyperbolic periodic point and T 2 = T 1 , we have
. This is a contradiction and τ 1 is constant on W s (p).
Claim 2 implies that if p is a periodic sink or source, then the function τ 2 has a continuous extension to the orbit of p.
Let us assume that p is a hyperbolic saddle. We remark that the following claim is independent of claim 2.
Claim 3. There is a constant
Proof. The proof of this fact is the same as the proof of Proposition 4.4 in [LOS18] . For the sake of completeness we will repeat it here.
Fix a point p s ∈ W s (p) − orb(p). We will prove that for any point p u ∈ W u (p) − orb(p), we have τ 1 (p u ) = τ 1 (p s ). By the X-invariance of τ 1 , it is enough to consider p u ∈ W 
which is non-periodic. It is immediate that q n → p s , as n → +∞. Since the function τ 1 is continuous on M X − Crit(X), we have that τ 1 (q n ) → τ 1 (p s ). We also have that X tn (q n ) → p u as n → +∞. Hence, τ 1 (X tn (q n )) → τ 1 (p u ). By the X-invariance of τ 1 , we obtain
This implies that for any
. Analogously, we can prove that for a fixed p
From this claim, we can define an extension of τ 1 to the set of periodic points by setting τ 2 | orb(p) := c p , for p ∈ P er(X). Let us prove that τ 2 is continuous on M − Sing(X).
Fix p ∈ P er(X). Since τ 2 is constant on W s (p), in the case that p is a sink, it is immediate that τ 2 is continuous on p. Similarly, we conclude continuity of τ 2 on p in the case that p is a source. Suppose that p is a saddle and let (p n ) n∈N ⊂ M − Sing(X) be a sequence converging to p.
Suppose first that the sequence (p n ) n∈N is formed by non-periodic points, hence, by the continuity of τ 1 and using the same argument as in the proof of claim 3, we can conclude that lim
In the case that (p n ) n∈N is formed by periodic points, we may choose a sequence of points (q n ) n∈N ⊂ M − Crit(X) such that each n ∈ N, the point q n is contained in the stable manifold of p n and d(q n , p n ) < 1 n . Observe that lim n→+∞ q n = p. By claim 3, we have that
We conclude that τ 2 is continuous.
3.3. Singularities. We conclude the proof of proposition 1.2, by extending continuously the function τ 2 from lemma 3.2 to the singularities. This extension will give us the function τ that we wanted. We separate the proof into the case when the singularity is a saddle and when the singularity is a sink or source. This is given by the two lemmas below.
Lemma 3.3. Let σ ∈ Sing(X) be a hyperbolic singularity which is a saddle. Then the function τ 2 can be extended continuously to σ.
Proof. The proof of this lemma is the same as the proof of claim 3 (see also Proposition 4.4 in [LOS18] ).
Lemma 3.4. Let σ ∈ Sing(X) be a singularity which is a sink. Then the function τ 2 is constant on W s (σ), in particular, it can be extended continuously to σ. A similar statement holds if σ is a source.
Proof. Suppose that τ 2 is not constant on W s (σ), then there exists an open set U ⊂ W s (σ) such that τ 2 (U ) = (a, b), where a = b. Suppose also that (a, b) ⊂ (0, +∞). For each t ∈ (a, b) we fix a point x t ∈ U such that τ 2 (x t ) = t. Thus, f (x t ) = X t (x t ). By the X-invariance of the function τ 2 , we obtain that f n (x t ) = X nt (x t ). Let λ 1 , · · · , λ l ∈ C be the eigenvalues of DX(σ). For each j ∈ {1, · · · , l}, consider the number c j = R(λ j ), where R(.) is the real part of a number. Since σ is a hyperbolic sink for X, we have that c j < 0, for each j = 1, · · · , l. For each t ∈ (a, b) the value
belongs to the set
Since σ is a fixed point of the
Notice that the sets C t varies continuously with t ∈ (a, b). Observe also that the set (a, b) is uncountable and the set A is finite. Therefore, there exists t 0 ∈ (a, b) such that C t0 ∩ A = ∅. By (3.1) and (3.2) this is a contradiction, since h t0 ∈ A and h t0 ∈ C t0 .
We conclude that τ 2 is constant on W s (σ). If (a, b) ⊂ (−∞, 0) we can repeat this argument for f −1 and we would obtain the same conclusion. This implies that the function τ 2 can be continuously extended to a function τ defined on σ.
Proof of Theorem A
In this section we prove Theorem A. Let R 1 , R 2 and R 3 be the residual subsets given by theorems 2.3, 2.4 and 2.7, respectively. Consider the residual set R = R 1 ∩ R 2 ∩ R 3 . We claim that R is the residual subset that verifies the conditions of Theorem A.
From now on we fix X ∈ R such that X does not have infinitely many sinks or sources, and we fix f ∈ Z 1 Diff (X). Since X is fixed, we will denote Π X , and N X , by Π, and N .
We want to prove that f verifies the conditions of 1.2. Let D and D s be the subsets given by the UND and UND s properties.
Lemma 4.1. For each x ∈ D ∪ D s , we have that f (orb(x)) = orb(x).
Proof. Fix x ∈ D. Since f commutes with the flow X t , it is easy to see that M − Ω(X) is an f -invariant set.
Notice that DX t (f (x)) = Df (X t (x))DX t (x)Df −1 (f (x)). Since the vector field direction, X , is invariant by Df , Df −1 and DX t , we have that
Since f is a C 1 -diffeomorphism and its derivative preserves the vector field direction, there exists a constantK > 1 such that
Therefore, for every t ∈ R we have that
Take K > 2 logK. If f (x) did not belong to the orbit of x, by the UND property there would be T ∈ R such that
This is a contradiction with (4.1). Hence, f fixes the orbit of x.
Let x ∈ D s . Since f commutes with the flow, it takes periodic orbits into periodic orbits of the same period. For a generic vector field, any two distinct periodic orbits have different periods. We conclude that f fixes each periodic orbit. Since f also takes stable manifolds into stable manifolds, we obtain that f fixes stable manifolds. Therefore, we can apply the same calculations made before, restricting the jacobian to the stable manifolds and this will imply that f fixes the orbit of x. The result then follows.
This lemma states that the UND and UND s properties provide some type of "local" triviality of the centralizer, meaning that f fixes a dense set of orbits. Now we want to be able to extend this to the entire manifold. For that, we will use the LND property. We will need the following lemma to work with points in M − CR(X):
There exists an open set V ⊂ M − CR(X), which is dense in M − CR(X), and a
Proof. For each x ∈ D, there is an unique number T x ∈ R such that f (x) = X Tx (x). Let p ∈ D. By Conley's theory, there is an open set U such that X 1 (U ) ⊂ U and p ∈ U − X 1 (U ) (see chapter 4 in [AN07] ). Since f fixes the orbit of p, there is an unique n ∈ Z such that f (p) ∈ X n−1 (U ) − X n (U ).
Recall that for each δ > 0, we defined N (p, δ) := exp p (N (p, δ) ). Consider the map Ψ(t,
Since D is dense, for each point z ∈ N (p, δ), we can take a sequence (z n ) n∈N contained in N (p, δ) ∩ D and converging to z. Let I p = [−2|T p |, 2|T p |], By the continuity of the flow, we have
Since f (z n ) ∈ X Ip (z n ) and lim n→+∞ f (z n ) = f (z), we conclude that f (z) ∈ X Ip (z). In particular f fixes the orbit of z. Therefore, for each z ∈ N (p, δ), there is a number T z ∈ R such that f (z) = X Tz (z). For each x ∈ V p , consider the functionτ (x) = T x . Since f and Ψ −1 are C 1 , we have that Ψ −1 • f is also C 1 . For any z ∈ N (p, δ), we have Ψ −1 (f (z)) = (τ (z), z). From this formula, sinceτ is constant along orbits and
Observe thatτ is uniquely defined on V (since f fixes orbits of V and its points are non critical) and it is a C 1 -function such that f (.) = Xτ (.) (.) on V .
To deal with points in int(Ω(X)) we need the following lemma:
Lemma 4.3. For each hyperbolic periodic point p ∈ Per(X), there exists a number T p ∈ R such that for any q ∈ W s (p) it is verified that f (q) = X Tp (q).
Proof. Let p ∈ Per(X) be a hyperbolic periodic point of X. 
We claim that τ s (.) is constant on V s p . The proof of this fact is essentially contained in the proof of claim 2 in lemma 3.2. We sketch the proof of this fact here, for more details on the arguments see the proof of claim 2 in lemma 3.1.
First we prove that τ s is constant on each connected component of V s p . If it was not the case, we could find two points x, y ∈ W ss (p) − {p} such that 0 < |τ . This easily implies that f (q) = X Tp (q), for any q ∈ W s (p).
By theorem 2.7, in each connected component O of int(Ω(X)), there exists a periodic point p whose stable manifold is dense in O. From lemma 4.3, there exists a number T p such that f (q) = X Tp (q), for any q ∈ W s (p). This implies that f (q) = X Tp (q) for any q ∈ O.
Consider the open and dense set W = V ∪int(Ω(X)). From the discussion above, there is a C 1 -functionτ : W → R such that f (.) = Xτ (.) (.) on W .
Lemma 4.4. There exists a constant T > 0 such that |tau(x)| ≤ T for any x ∈ W .
Proof. For x ∈ W and any vector v ∈ T x M , the following formula holds:
Df (x)v = DXτ (x) (x)v + X(Xτ (x) (x))Dτ (x)v (4.2)
From this formula, one can see that Π(f (x)) • Df (x)| N (x) = Pτ (x) (x). Take K > f C 1 and let T = T (K) > 0 be the uniform time given by the LND property. Ifτ was not uniformly bounded, there would be a point x ∈ W such that |τ (x)| > T . By the LND property, there exists a point y ∈ orb(x) such that max{ Pτ (x) (y) , P −τ (x) (Xτ (x) (y)) } > K.
Then, max{ Df (y) , Df −1 (f (y)) } ≥ max{ Pτ (x) (y) , P −τ (x) (Xτ (x) (y)) } > K.
This is a contradiction since K > f C 1 . Therefore,τ is uniformly bounded on W .
Let I = [−T, T ]. From lemma 4.4, we obtain that for any point x ∈ W , it is verified that f (x) ∈ X I (x). Since W is dense, for any point z ∈ M , there is a sequence (y n ) n∈N contained in W such that lim n→+∞ y n = y. Since X I (y n ) n→+∞ − −−−− → X I (y), and by the continuity of f , we conclude that f (y) ∈ X I (y). In particular, f fixes every orbit of X and f (p) ∈ X [−T,T ] (p), for any p ∈ M .
By proposition 1.2, there is a continuous function τ : M → R such that f (.) = X τ (.) (.). This proves that the centralizer is quasi-trivial.
In the case that X has at most countably many chain-recurrent classes, since the function τ is an X-invariant continuous function, using the same arguments as in section 6.4 of [LOS18] , we conclude that τ is a constant function. In particular, the centralizer is trivial.
A remark on the centralizers
As we mentioned before, the diffeomorphism centralizer is less rigid than the vector field centralizer, mentioned in the introduction. In this section we give one example that justifies it.
By the work of [KM73] the vector field centralizer of an Anosov flow is trivial. However, it is easy to construct an Anosov flow and a diffeomorphism that commutes with the flow and which does not fixes the orbits of the flow. For example, one can take two hyperbolic matrices A, B ∈ SL(n, Z) that commute and such that the group they generate is isomorphic to Z 2 ; that is, A l B k = Id if and only if l = k = 0. For example, in dimension 3 one may consider the matrices
