Abstract
Introduction
The need for efficient storage and retrieval of large multidimensional datasets arises in many situations in scientific computing. Typical examples are long running simulations of time-dependent phenomena which generate a sequence of snapshots of the state. These snapshots are later analyzed for trends and transients. Examples include Direct Simulation Monte Carlo (DSMC), simulation of a flame sweeping through a volume etc. Volume of data generated per time-step varies from a few megabytes to a few hundred megabytes and the number of time-steps varies from tens to a few thousands [7, 191. Frequent operations on these datasets include volume visualization, detecting transients, computing trends and averages and composition [7, 19, 231 . For data retrieval, all of these translate to multidimensional range queries. Most such datasets are used by a small number of users and the metric of importance is response ' This work was supported in part by the Advanced Research Projects Agency under contract No. DABT63-94-C-0049 and the Office of Naval Research under contract No. NO00 14-94-1-0661 The authors assume all responsibility for the contents of the paper.
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time. In this paper, we study data declustering techniques for multidimensional datasets with the primary goal of minimizing response time and the secondary goal of maximizing disk space utilization.
Three classes of approaches have been suggested for storage and retrieval of multidimensional datasets: chunking [21] , grid files [I81 and tree-based data structures [5, E] . Chunking is usually tied to a single application. It divides the data into disjoint subspaces based on the processing requirements of the associated application and stores the subspaces in an order which directly reflects the structure of this application. Grid files partition the dataset into disjoint subspaces and maintain a grid-based index; tree-based data structures partition the dataset into possibly overlapping subspaces and build an index tree in which edges represent containment. Both the grid-based and tree-based data structures allow the use of all or subset of the multiple attributes as independent primary keys. They have both been successfully used for storing multidimensional datasets. In this paper, we have taken a grid-based approach.
Several index-based declustering schemes have been proposed for Cartesian product files which are similar to grid files; the primary difference between the two structures is that every subspace in a Cartesian product file is stored in a separate disk page whereas subspaces in grid files can, and often are, merged to conserve space. We extend the three best-known schemes, disk modulo(DM) [2] ,jieldwisexor(FX)[l2], and Hilbert curve(HCAM) [3] for grid files. By simulation experiments, we show that the scalability of DM and FX for multidimensional range queries is limited.
That is, as the number of disks is increased beyond a threshold, the response time no longer decreases. This result is corroborated by an analytical study. The response time for HCAM scales better than DM or FX, but the difference from the best possible response time becomes larger as the degree of skew in the data distribution increases.
We present an altemative declustering algorithm based on a proximity measure and present simulation-based empirical evidence of its greater scalability on both synthetic and real data sets. We have implemented this scheme on our 16 processor SP-2. Some preliminary results from the experiments on the SP-2 are presented in [ 161.
Index-based Declustering Algorithms
Several index-based declustering schemes have been proposed for Cartesian product files which are similar to grid files. In this section, we present extensions of three best-known schemes, disk modulo,jeldwise xor, and Hilbert curve for grid files. Based on simulation results, we show that the scalability of these schemes for multidimensional range queries is limited.
The 
Extension to Grid files
As mentioned previously, the difference between Cartesian product files and grid files is that every subspace in a Cartesian product file is stored in a separate data bucket whereas subspaces in grid files are often merged to conserve space. This implies that subspaces in a Cartesian product file can be uniquely represented by their indices ( z l , z 2 , . . . , i n ) ; this is not the case in a grid file because multiple subspacescan be merged into a single disk page.
The index-based declustering algorithms described above assign each subspace to a disk. Since subspaces can be merged in grid files, conflicting assignments can result. Therefore, to extend these index-based declustering schemes to grid files, a tie-breaking or conflict resolution mechanism of some sort is required. In the following, we present four heuristics for conflict resolution and compare their performance in terms of response time for range queries.
Random selection assigns a merged region by randomly selecting among conflicting alternatives.
Most frequent .is a variation of the random selection heuristic for the case where multiple conflicting altematives assign a bucket to the same disk. If there are multiple such disks, it chooses the disk that occurs the most often in the conflicting mappings. If this fails to break ties, it uses random selection.
Data balance is based on the assumption that frequency with which the disk is accessed depends on the the number of buckets residing on the disk. It makes its decisions so as to achieve an even data distribution over all disks.
Area balance is based on the assumption that the frequency with which a disk is accesseddepends on the total area or volume of the subspace corresponding to the buckets residing on it. It makes its decisions so as to achieve an even distribution of the subspace area or volume over all disks.
As an example, the data balance heuristic can be implemented as follows:
Algorithm 1 data balance heuristic
set of assignment alternatives for a bucket b,.
Step
For all ,i (1 5 j 5 M ) , B(j)+-O where B ( j ) is the number of data buckets assigned to disk j , and M is the number of disks.
Step2. For all b, such that IC(b,)l = I, d i s k ( b ; ) t d , , ;
Step3.
The area balance heuristic can be implemented similarly. All of these heuristics are of linear cost in the number of subspaces. All the index-based declustering algorithms described previously are also linear. Therefore, these heuristics do not change the complexity of the index-based algorithms.
B(d,,)+B(d,,) + 1.
B ( d , , ) t B ( d i , ) + I.
Experiments
Through simulation experiments, we evaluated the scalability of each of the thre:e index-baseddeclustering algorithms combined with each of the four conflict resolution heuristics described above. Our simulator reads in the dataset and declusters it to separate files corresponding to every disk being simulated.
For a given query q, the response time, which is defined as m a x z , { N , ( q ) } where N, ( q ) is the number of buckets retrieved from disk z to pro(-ess q, was used as the primary performance metric. The degree of data balance was used as a secondary measure of performance. This measure is defined as B,,, x MIB,,, where B,,, = max,,,{B(z)} and B,,, = c,=, B ( i ) and B ( i ) is the number of data buckets assigned to disk z. The simulator assumes raw disk I/O (that is, no caching by the file system) and no temporal locality in data retrieval requests. Lastly, the simulator assumes that the time to read a bucket from all the disks is the same.
We used three synthetic datasets in these experiments, one with a uniform distribution of data points and the other two with uniform.2d includes uniformly distributed data points. In this grid file, only 4 out of 252 buckets consist of merged subspaces. hotspot.2d contains a hot spot in the center of the 2-dimensional region where the density of data is higher. This data set is generated by overlaying a normally distributed dataset with 5,000 points on a uniformly distributed dataset with 5,000 points. In this grid file, 169 out of 241 buckets consist of merged subspaces.
correl.2d represents data sets in which attributes are correlated or functionally dependent on each other (temperature and pressure, for instance). The points are in a normal distribution along the diagonal line y = 2 . In this grid file, 164 out of 242 buckets consist of multiple subspaces.
The number of disks was varied between 4 and 32, and the bucket size was fixed at 4 kilobytes. For each configuration (declustering algorithm, conflict resolution, number of disks and dataset), 1000 randomly generated square range queries were processed and the average of response times was used as the measure of performance. The centers of the queries are uniformly distributed over the entire data domain. The side lengths of the queries are governed by a ratio r (0 < r < 1) with respect to the size of the data domain. Specifically, the k-th dimensional side length of a query ( l k ) is determined by l k = T ' /~ x L k where d is the dimensionality of dataset and Lk is the length of k-th dimension in the data domain. We ran experiments with three different values of T : 0.01,0.05 and 0.1. A total of 1044 experiments were run for each value of T .
Results
Due to the limitations of space, we present only a few results and their summaries; details are in [16] . In all the results presented in this section, the ratio of query size r was 0.05. The parameter of greatest interest is the number of disks. For comparison, we include the optimal response time, computed by dividing the average number of buckets accessed by the total number of disks, in all the graphs.
Conflict resolution heuristics For all configurations, data balance had the best response time. The spread between the performance of different conflict resolution heuristics depended on the declustering algorithm used and the dataset. The response time of Hilbert curve was relatively insensitive to the choice of conflict resolution heuristic. The response time of the other two declusOverall, data balance and area balance performed clearly better than the others with data balance being a little better than urea balance.
tering schemes are more sensitive to the choice of the heuristic. Figure 2 The similar trend is observed for h o t . 2d and c o r r e l .2d, the crossover point and the magnitude of the difference of performance depending on the datasets. Table 1 compares the data balance achieved by the threedeclustering algorithms with data balance heuristic for the h o t . 2d dataset. It shows that the degree of data balance depends on the choice of declustering algorithm. The best data balance was achieved by HCAM, followed by DM and FX 
Declustering algorithms
From these results, we draw the following conclusions:
Data balance is a definite winner among proposed conflict resolution techniques because it minimizes the response time and maximizes disk space utilization.
For a small number of disks, disk modulo with data balance is the best among all possible combinations of declustering algorithms and conflict resolution techniques.
For a large number of disks, Hilbert curve with data balance achieves the lowest response time and best disk space utilization.
To help understand the limited scalability of DM and FX, we analyzed the operation of these algorithms for Cartesian product files. The next subsection describes our results.
Analytic study of DM and FX for Cartesian product files
We have been able to analytically prove that DM and 
where M is the number of disks and p = 1 mod M .
Proof. Given in [ 151. 0 Theorem 1 gives closed form expressions of response time as well as the necessary and sufficient condition for the strict optimality of disk modulo algorithm. Theorem 1 (i) is more general than Theorem 3 of Li et al. E131 which essentially states only the first clause. Based on this, they reach the conclusion that disk modulo is optimal for range queries on Cartesian product files for almost all cases. While this might have been true in the past when configurations with large number of disks were not usual, it is no longer true. In addition, for any M 2 3, 
Proof. Given in [ 151. U
From property (i) of Theorem 2, it can be shown that,fieldwise xor is strictly optimal for any 2" x 2" square range query if M = 2" and n 5 m. However, this is not a necessary condition due to the left inequality of the property (ii). Many examples can be found where FX is strictly optimal even when R > m.
Property (iii) of Theorem 2 gives an intuition to the scalability of FX declustering algorithm. If a declustering algorithm has ideal scalability, then it must be the case that Ropt(2"+') = iTLopt(2") for any n. Thus, the scalability of FX is far from ideal when n > m. As shown by our experiments, the actual scalability of FX is even worse than this theorem suggests.
It is widely believed that Hilbert curve achieves better clustering among other linearization methods such as column-wise scan, z-curve and Gray coding [9] . We are currently working on the analysis of the scalability of HCAM.
Proximity-based Declustering Algorithm
As we observed in Section 2, there is room for improvement between the response times for HCAM and the optimal response times, and it tends to grow as the skew in the data distribution increases. While the index-based algorithms do try to exploit locality in some way, they do not make an explicit attempt to place buckets that are spatially close to each other on different disks. This section presents andevaluates an algorithm that uses a proximity measure to try to place neighboring buckets on different disks.
Proposed Algorithm
This algorithm maps the grid file declustering problem into a graph partitioning problem. The graph is generated by creating a vertex for every bucket and creating an edge for every pair of buckets. The edges are weighted by the probability that their adjacent vertices will be accessed together by a query. Declustering for M disks corresponds to an M-way partitioning of this graph. Since our goal 11s to minimize response time by maximizing parallelism in disk alxesses, buckets (vertices in a graph) that are likely to be accessedlogether should be on different disks (subgroups of vertices). This problem is a variant of the well-known Max-Cut problem, which is known to be NP-complete [6] .
Several heuristic algorithms have been proposed for the MaxCut problem and its analogue, the Min-Cut problem. They include Recursive Spectral Bisection [22] , Kemighan-Lin partitioning algorithm [I l ] and similarity-based declustering algorithms [4, 141. Recursive Spectral Bisection is not suitable for this problem since it assumes unit weights on all edges, and there appears to be no obvious way to allow arbitrary edge weights. The KemighanLin algorithm does not have this limitation, but it is a multi-pass algorithm and requires O ( N 2 x p ) disk accesses, where N is the number of buckets and p is the number of passes. Even though the number of passes p is usually low, there is no bound on the number of passes[ 1 11. In particular, there is no evidence that it will terminate in a polynomial number of passes and, as a result, may require an unacceptably high number of disk accesses for declustering. The similarity graph-based approach proposed by Liu and Shekhar [14] requires no less disk accesses since Kernighan-Lin algorithm is used to find an initial partition.
The similarity-based algorithms, minimal spanning tree IMST) and short spanning path (SSP), introduced by Fang et al. [4] eliminate the factor p . They attempt to generate partitions that are similar to each other. Two groups of points, G I and G2 are defined to be similar if, for every point U in G I , there exists at least one point v in G2 such that U is a nearest neighbor of U or v is a nearest neighbor of U . These algorithms have non-trivial drawbacks: (1) MST does not guarantee that the partitions are balanced in their sizes, which means some partitions may be impractically large, and (2) SSP avoids this but may produce partitions that are less similar to each other. This means that disk accesses are less likely to be evenly distributed across multiple disks.
We present a minimax spanning tree algorithm that has the following characteristics: (1) (O( N 2 ) ) disk accesses are required to decluster a grid file with N data buckets; (2) perfectly balanced partitions are generated, i.e., each disk is assigned at most [ N / M 1 buckets; (3) if a data bucket z is most likely to be accessed together with a data bucket y, then the likelihood that they are assigned to the same disk is very low.
The key idea of this algorithm is to extend Prim's minimal spanning tree algorithm [20] to generate M partitions. Prim's algorithm expands a minimal spanning tree by incrementally selecting the minimum cost edge between the vertices already in the tree and the vertices not yet in the tree. This is efficiently implemented by maintaining, for each vertex not in the tree, a minimal cost to the vertices in the tree, and by choosing the edge whose value is smallest. This selection criterion does not ensure that the increment in the aggregate cost (that is the sum of all edge weights) due to a newly selected vertex is minimized. Instead, our minimax spanning tree algorithm uses a minimum ofmaximum cost criterion. For every vertex that has not yet been selected, we compute a maximum of all edge weights between it and the vertices already selected. The selection procedure picks the vertex that has the least such value. This, by itself, does not generate partitions. This is done by growing M minimax spanning trees and selecting vertices for them in round robin order.
An outline of the algorithm: 
2.
3. 4. K t l .
5.
the M seeds by adding vertices from B into
Find a vertex y E B such that M A X , ( I I )
MAX,(Ii)-max{c(y, z), MAX,(K)}, for all z E B.
B + B -{ y } .
The algorithm terminates with the partitions A I , A2. . . , AM (At n AI = 0 for 1 5 z, 1 5 M), each of which corresponds a subset of data buckets assigned to a disk. Since the vertices are assigned in a round-robin manner, the maximum number of buckets assigned to a disk is rN/M1. This algorithm does not guarantee that two buckets closest to each other are always distributed over different disks. However, results presented in the next section indicate that this happens rarely (see Table 2 ). To complete the description of the algorithm, we need to specify a way to generate the edge weights. We have chosen the proximity index proposed by Kame1 and Faloutsos [lo] . The altemative we considered, Euclrdean distance is suitable for point objects that occupy zero area in the problem space but does not capture the distinction among pairs of partially overlapped spatial objects such as grid buckets'.
Experiments
We used the same simulation procedure as used for the experiments described in the previous section to compare the performance of the minimax spanning tree algorithm with the extended index-based declustering algorithms discussed in Section 2. The data balance conflict resolution heuristic was used for all three index-based algorithms. In addition, one of the similarity-based algorithms, SSP, mentioned previously was also included in the experiments. Three query sizes were used: T = 0.01,0.05 and 0.1. For information about the simulation procedure and the experimental setup, see Section 2.2.
We used two real three-dimensional snapshot datasets and the h o t . 2 d synthetic dataset as benchmarks. DSMC.3d DSMC is a technique for modelling rarefied gas dynamics widely used in aerospace applications. This data set is generated by dumping one snapshot of 3-dimensional DSMC simulation which runs on parallel machines [17].
I By partially overlapped objects we mean that projected images of two disjoint d-dimensional objects intersect on at least any one of d dimensions. Figure 4 compares the performance of the five algorithms on the hot. 2d, DSMC. 3d and stock. 3d datasets respectively. These graphs correspond to the ratio of query size T = 0.01. As Figure 3 illustrates, the portion of uniformly distributed data of DSMC .3d is higher than that of hot. 2d. This explains reason that the response time curves of index-based declustering techniques for the DSMC . 3d are flattened earlier than for the hot. 2d dataset. As for the stock. 3d dataset, while both the date vs. stock id slice and date vs. price slice are uniformly distributed, the stock id vs. price slice i6 not uniformly distributed and consists of a series of hot-spots, each corresponding to an individual stock over a time period. Due to the nature of stock data, this dataset has a greater likelihood of being correlated than DSMC .3d. We believe that it has characteristics similar to both the hot. 2d and the correl. 2d datasets.
Results
The minimax algorithm consistently achieves a smaller response time than all the other algorithms (with a few exceptions when the number of disks is small). SSP achieves the second best performance but HCAM with data balance comes quite close, in particular as the number of disks is increased. DM and FX come distant fourth and fifth. These results provide additional evidence for the limited scalability of DM and FX. Neither DM nor FX strictly dominates the other. Table 2 tabulates the number of closest pairs of buckets that are mapped to the same disk by the different algorithms. It shows that this number is rarely above zero for the minimax algorithm for the 120K records stock. 3d dataset. A table for the DSMC. 3d dataset is in [ 161. This provides evidence that the algorithm achieves a distribution quite close to optimal. Of the others, DM and FX have a consistent high number of closest pairs mapped to the same disk. SSP achieves the second lowest numbers but rarely achieves zero, in particular for larger datasets.
All the results and analysis presented as yet has been concerned with scalability with respect to number of disks, and the query size has been held constant. Performance effects of change in query size are reported in [16] .
Conclusioiis and Future Work
The minimax algorithm proposed in this paper scales well and consistently achieves a better response time than all the other algorithms (with a few exceptions when the number of disks is small). It also achieves perfect data balance and maximizes disk space utilization. Furthermore, it rarely maps buckets that are close in the data space to the same disk indicating that the distributions it generates are probably quite close to the optimal distribution. Its complexity, however, is O ( N 2 ) .
SSP achieves the second best performance but HCAM with data balance comes quite close, in particular as the number of disks is increased. This is true for both response time as well as thefairness of the data distribution. However, as the data set size increases, the raimess of the distribution of both these schemes can drop. Their respective complexities are O ( N 2 ) and O ( N ) .
DM and FX lag far behind in performance. For both synthetic and real datasets, their performance saturates after a relatively small number of disks. The number of disks at which the performance saturates depends on the size of the query. In addition to simulation results presented in this paper, we have analytically shown that as the number of disks grows for a fixed query size, the performance of both DM and FX saturates. We have also established other conditions under which the performance of these well-known techniques does not scale. We have not been able to establish if either of these techniques dominates the other. Based on our simulation results, we speculate that neither dominates in all situations. 'Their complexities are O( N ) .
We have implemented this scheme on our 16 processor SP-2 with 112 disks. (seven disks per processor) and are in the process Table 2 . The number of closest pairs assigned to the same disk: stock.3d of evaluating its performance on two large data sets consisting of snapshots from DSMC and MHD respectively, both of which are time-dependent scientific simulations. Some preliminary results were presented in [16] . We will continue to work on various access patterns such as particle tracing with larger datasets. 
