We consider the numerical solution of projected algebraic Riccati equations using Newton's method. Such equations arise, for instance, in model reduction of descriptor systems based on positive real and bounded real balanced truncation. We also discuss the computation of low-rank Cholesky factors of the solutions of projected Riccati equations. Numerical examples are given that demonstrate the properties of the proposed algorithms.
Introduction
Consider generalized algebraic Riccati equations of the form
where E, F , G, H ∈ R n,n are given matrices and X ∈ R n,n is unknown. If E is nonsingular, then (1) can be transformed into a standard Riccati equation with E = I n . Such equations arise in many control problems for dynamical systems including the linear-quadratic optimal regulator problem, H 2 /H ∞ controller design, spectral factorization and balancing-related model reduction, e.g., [19, 21, 28, 31] . The generalized Riccati equation (1) with singular E occurs in control problems for differential-algebraic equations or descriptor systems [3, 31, 45] . Unfortunately, the analysis of such an equation is more complicated compared to the standard case. In the literature, different types of generalized Riccati equations have been introduced for descriptor systems, e.g., [25, 26, 36, 50] . However, most of them are restricted to index one problems.
In this paper, we study the projected algebraic Riccati equation (PARE) of the form
where the pencil λE −F is assumed to be regular, i.e., det(λE −F ) = 0 for some λ ∈ C, and P r and P l are the spectral projectors onto the right and left deflating subspaces of λE −F corresponding to the finite eigenvalues along the right and left deflating subspaces corresponding to the eigenvalue at infinity. We will also assume that G and H are both symmetric and positive semidefinite. Such equations play a fundamental role in positive real and bounded real balanced truncation model reduction of descriptor systems [35, 36] .
For standard Riccati equations many different numerical methods have been proposed over the last thirty years. These are the Schur vector method [29] , the sign function method [13] , the structured doubling algorithm [14] , Krylov subspace methods [22, 23] and symplectic methods [12] . All these methods rely on a Hamiltonian eigenvalue problem. Another approach is based on considering the Riccati equation (1) with E = I n as a system of nonlinear equations. Such a system can be solved by Newton's method [4, 9, 27, 44] . In this paper, we present an extension of this method to the PARE (2) .
Throughout the paper, the open left half-plane is denoted by C − . The matrices A T and A * stand for the transpose and conjugate transpose of A, respectively, and A −T = (A −1 )
T . An identity matrix of order n is denoted by I n or simply by I. For symmetric matrices A, B ∈ R n,n , we write A > B (A ≥ B) if A − B is positive definite (semidefinite). We denote by A 2 and A F the spectral and Frobenius matrix norms of A ∈ R n,m . This paper is organized as follows. In Section 2, we discuss the solvability of the PARE (2) . In Section 3, we present Newton and Newton-Kleinman iterations for solving this equation. We also study the convergence of these methods and discuss the computation of a stabilizing initial guess. Section 4 contains low-rank versions of Newton-type methods. Finally, some results of numerical experiments for the presented algorithms are reported in Section 5.
Preliminaries
In this section, we give basic definitions and some notations from matrix analysis and control theory that will be used in the following. We also study the solvability of the PARE (2) .
Any regular pencil λE − F can be transformed into its Weierstrass canonical form
where T l and T r are the left and right nonsingular transformation matrices, F f ∈ R n f ,n f and E ∞ ∈ R n∞,n∞ are matrices in Jordan canonical form, and E ∞ is nilpotent with index of nilpotency ν, see [17] . The eigenvalues of F f are the finite eigenvalues of λE − F , and E ∞ corresponds to an eigenvalue at infinity. The number ν is called the index of λE − F . The pencil λE − F is called stable if all its finite eigenvalues have negative real part. Using the Weierstrass canonical form (3), the spectral projectors P r and P l onto the right and left deflating subspaces of the pencil λE − F corresponding to the finite eigenvalues can be represented as
A solution X * of the PARE (2) is called stabilizing if X * is symmetric and the pencil λE − F − EX * GP r is stable. If this pencil has all finite eigenvalues in the closed left-half plane, then the symmetric solution X * of (2) is called semi-stabilizing. The following theorem gives sufficient conditions for the existence of a unique stabilizing solution of (2). This contradicts (8) .
Analogously, we can show that the detectability of (E, F, H) implies the detectability of the pair (F f , H 11 ) in the classical sense. In this case, the Riccati equation (7) has a unique symmetric solution X 11 such that all the eigenvalues of F f + X 11 G 11 have negative real part, see [28, Chapter 8] . For this X 11 , the matrix X in (6) is symmetric and the pencil λE − F − EXGP r is stable. Thus, the PARE (2) has a unique stabilizing solution.
Note that in Theorem 2.1 we make no assumptions about the index of the pencil λE − F . Similarly to the standard case with E = I, see [28, Section 8.5] , the detectability condition can be weakened. If only a semi-stabilizable solution of (2) is required, then also stabilizability can be relaxed. Moreover, for projected Riccati equations arising in passivity-preserving balanced truncation of structured passive circuit equations, these conditions can be removed at all [35] .
Newton's method
Observing that the first equation in (2) is a system of nonlinear equations, it suggests itself to solve it using Newton's method.
Let P be a projector and let S P = { X ∈ R n,n : X = X T and X = P XP T }. Consider a Riccati operator R : S Pr → S P l given by
The Frechét derivative of R at X ∈ S Pr is a linear operator R ′ X : S Pr → S P l defined as
for N ∈ S Pr . Taking into account that N = P r N = N P T r , we have
Then Newton's method for the PARE (2) can be written as
The standard formulation of this method is given in Algorithm 1.
Algorithm 1 Newton's method
Input: E, F, G, H ∈ R n,n , projectors P r and P l , a stabilizing initial guess X 0 ∈ S Pr . Output: An approximate solution of the PARE (2). FOR j = 0, 1, 2, . . .
Compute
F j = F + EX j GP r .
Solve the projected algebraic Lyapunov equation (PALE)
3. Compute X j+1 = X j + N j .
END FOR
As in the standard case [27] , we can combine the second and third steps in Algorithm 1 and compute the new iterate X j+1 directly from the projected Lyapunov equation as presented in Algorithm 2.
Algorithm 2 Newton-Kleinman method
Compute
Solve the PALE
END FOR Although Algorithms 1 and 2 are mathematically equivalent, they behave differently in finite precision arithmetic and there are significant differences in their implementation especially for large-scale problems. We will compare the Newton and Newton-Kleinman methods in Section 4.5.
Remark 3.1 Due X j = P r X j and P l E = EP r , the matrices F j in Algorithms 1 and 2 satisfy F j = F +EX j GP r = F +P l EX j GP r . Then using the Weierstrass canonical form (3) and representations (4), we obtain that P l and P r are the spectral projectors onto the left and right deflating subspaces corresponding to the finite eigenvalues not only of λE − F but also of λE − F j .
Convergence
First, we investigate the convergence of Algorithms 1 and 2. The following theorem establishes that the PALEs (9) and (10) are solvable and the iterate X j converges in both algorithms to a stabilizing solution of the PARE (2) for every stabilizing X 0 ∈ S Pr . Theorem 3.2 Let X 0 ∈ S Pr be chosen such that the pencil λE − F − EX 0 GP r is stable. Assume that the PARE (2) with G = G T ≥ 0 has a unique stabilizing solution X * . Then for the iterate X j in Algorithm 1 or 2, we have: (i) the pencil λE − F j with F j = F + EX j GP r is stable for all j ≥ 0;
(iv) there exists a constant γ > 0 such that X * − X j+1 ≤ γ X * − X j 2 for j ≥ 1, i.e., the iterate X j converges globally and quadratic to X * .
Proof. This theorem can be proved in two different ways. The first approach is based on transforming the pencil λE − F into the Weierstrass canonical form (3) and applying the classical convergence results [5, 44] to the standard Riccati equation (7) . On the other hand, these results can be reformulated in terms of the original data. We choose the second approach.
(i) The stability of λE−F j with F j = F +EX j GP r , j = 0, 1, . . ., can be proved by induction. The pencil λE − F 0 is stable by the choice of X 0 . Assume now that λE − F j is stable. Then the PALE (9) has a unique symmetric solution N j [40] . Since X 0 is symmetric, the iterate X j+1 = X j + N j is also symmetric. Subtracting equation (10) for X j+1 from the PARE (2) with X replaced by X * , we obtain that the difference D j+1 = X * − X j+1 satisfies the PALE
Since λE − F j is stable and the right-hand side in the first equation in (11) is symmetric and negative semidefinite, then (11) has a unique symmetric, positive semidefinite solution D j+1 , see [40] . Thus, X j+1 ≤ X * . We now show that λE − F j+1 is stable. The first equation in (11) can be written as
Assume that λE − F j+1 has an eigenvalue λ 0 with Re(λ 0 ) ≥ 0. Let v = P l v be a left eigenvector of λE − F j+1 corresponding to λ 0 , i.e., λ 0 v * E = v * F j+1 . Pre-multiplying (12) by v * and postmultiplying by v, we obtain that
Since D j+1 and G are both symmetric, positive semidefinite and Re(λ 0 ) ≥ 0, we have
This contradicts the stability of λE − F j . Thus, λE − F j+1 is stable.
(ii) It follows from the equations (2) with X = X * and (9) that
Since λE − F j is stable and R(X j ) is symmetric, positive semidefinite, the PALE (9) has a unique symmetric, positive semidefinite solution
(iii) Since the sequence {X j } j≥1 is non-decreasing and bounded above by X * , this sequence is convergent, i.e., lim j→∞ X j = X ∞ with symmetric X ∞ ≤ X * . Hence the relation (13) implies lim j→∞ R(X j ) = 0. Passing to the limit in (10), we obtain that X ∞ solves the PARE (2). Replacing X by X ∞ and X * in (2) and considering the difference of the resulting equations, we find that
with F * = F + EX * GP r . Since λE − F * is stable and G is symmetric, positive semidefinite, the PALE (14) has a unique symmetric, positive semidefinite solution X ∞ − X * , i.e., X ∞ ≥ X * . Thus,
(iv) Subtracting equation (10) for X j+1 from the PARE (2) with X replaced by X * , we obtain that the difference D j+1 = X * − X j+1 satisfies the PALE
Since λE − F * is stable, this equation has a unique solution given by
see [40] . Taking norms, we get
Since 0
It follows from the proof of Theorem 3.2 that the stabilizing solution X * of the PARE (2) is minimal in the sense that X * ≤ X for all symmetric solutions X of (2). Theorem 3.2 also shows that in each step of Algorithms 1 and 2, all iterates X j are stabilizing once the initial guess X 0 is chosen to be stabilizing. Such a matrix exists, if, for example, (E, F, G) is stabilizable. If this condition is violated, it is still possible, similarly to the standard case [7] , to construct a convergent Newton-Kleinman iteration for computing a minimal solution of (2) .
Note that the existence of a stabilizing solution of the PARE (2) guarantees a quadratic convergence of the Newton iteration. However, if (2) has only a semi-stabilizing solution X * , then the quadratic convergence may be lost. For the standard Riccati equation with negative (semi)definite quadratic term (G ≤ 0), a modification of the Newton iteration has been proposed in [20] which has a linear rate of convergence under assumption that the purely imaginary eigenvalues of λE − F − EX * GP r are semi-simple. This result can also be extended to the PARE (2) with positive semidefinite quadratic term.
At each iteration step of Algorithms 1 and 2, we have to solve the PALEs (9) and (10), respectively. For small and medium size problems, such equations can be solved using the generalized Schur-Bartels-Stewart method or the generalized Schur-Hammarling method [39] . For large dense problems, we can use the modified sign function method [41] , whereas projected Lyapunov equations with large-scale sparse matrix coefficients can be solved using the generalized alternating direction implicit method [42] or Krylov subspace methods [43] . We will discuss a combination of Lyapunov solvers with Newton iteration in Section 4 in more detail.
Computing the stabilizing initial guess
The convergence of Algorithms 1 and 2 relies on a stabilizing initial guess X 0 that also satisfies X 0 ∈ S Pr . If λE − F is stable, then X 0 = 0 trivially satisfies these demands. This is often the case in applications, but certainly not always. Thus, computing such X 0 is required in the unstable situations. The stabilization of descriptor systems using partial stabilization, i.e., computing X 0 such that the stable and infinite eigenvalues of λE − F remain unchanged and the unstable ones are moved to the open left half-plane, is considered in [6] . The suggested procedures basically use a numerically robust variant to compute a block form as in (3), where the nonzero blocks are not required to have a special structure. Then using the decomposition as in (5), the stabilization problem can be solved using the Bass algorithm or an algebraic Bernoulli equation as in the standard case. Though the symmetry condition X 0 ∈ S Pr is not considered in [6] , using the same decomposition as in (5) with G = 0 and the resulting form of the solutions X as in (6) of the Lyapunov or Bernoulli equations, it is easy to show that the associated X 0 matrices satisfy this symmetry equation. The solution of these Lyapunov or Bernoulli equations can also be obtained in factored forms as in [1, 2, 41, 42] . 4 Stabilizing solution in factored form and its low-rank approximation
Computing the Cholesky factor of the stabilizing solution
In many control applications including positive real and bounded real balanced truncation model reduction, the matrices G and H in the PARE (2) are given in factored form G =G TG and H =HH T , whereG ∈ R p,n andH ∈ R n,m . In this case, the stabilizing positive semidefinite solution of (2) can also be determined in factored form X * =X * X T * . Note that the computation of the Cholesky factorization X * =X * X T * should be avoided because the computed Cholesky factor X * has usually lower accuracy than X * . Fortunately, the factorX * of X * can be computed directly without calculating X * itself. This can be done in two different ways based on Algorithms 1 and 2, respectively. We consider first Newton's method in Algorithm 1. It follows from EP r = P l E, F P r = P l F and
In this case, the PALE (9) can be replaced by
with K j = EN j−1G T for j > 0. Since λE − F j is stable, (17) has a unique symmetric, positive semidefinite solution N j that can be factorized as N j =Ñ jÑ T j . For stable λE − F , we can start with X 0 = 0 and solve the PALE
for a Cholesky factorÑ 0 of N 0 =Ñ 0Ñ T 0 . Otherwise, we first compute the Cholesky factorization R(X 0 ) = K 0 K T 0 for some stabilizing starting guess X 0 and determine the Cholesky factor of the solution of the PALE
with
is indefinite, one can compute the solution of (9) for j = 0, and then employ (17) starting with j = 1. Once we have X j =X jX T j and N j =Ñ jÑ T j , then the next iterate can be obtained in factored form as
, 0]Q j with orthogonal Q j . Note that the Cholesky factorsÑ j of the solutions of the PALEs (17) - (19) can be determined directly without computing N j itself by using the generalized Schur-Hammarling method [39] . This method does not require the preliminary computation of the projectors P r and P l . It is based on reducing the pencil λE − F j to the generalized Schur form [18] and solving the generalized Sylvester and Lyapunov equations. Using the fact that the pencils λE − F and λE − F j have the same deflating subspaces corresponding to the finite eigenvalues, we do not need to compute the generalized Schur form of λE −F j at every Newton iteration. It is enough to reduce λE −F into the Algorithm 3 Newton-Schur-Hammarling method
Input: E, F ∈ R n,n ,G ∈ R p,n ,H ∈ R n,m and a stabilizing initial guess X 0 ∈ S Pr . Output: An approximate solutionXX T of the PARE (2).
Compute the generalized Schur form
where V and U are orthogonal, E 11 is upper triangular, nonsingular and E 22 is upper triangular with zeros on the diagonal, F 11 is upper quasi-triangular and F 22 is upper triangular, nonsingular.
2. Solve the generalized Sylvester equation
3. Compute the matrices
Compute the Cholesky factorizations
and the matrix F 11,0 = F 11 + E 11 X 11,0G
T 1G1 . 5. Solve the generalized Lyapunov equation 
for the Cholesky factorÑ 11,j of N 11,j =Ñ 11,jÑ generalized Schur form and solve the projected Lyapunov equations on the subspace corresponding to the finite eigenvalues. We summarize the resulting Newton's method in Algorithm 3. For computing the generalized Schur form (20), we can use the QZ algorithm [18, 48] or the GUPTRI algorithm [15, 16] . To solve the generalized Sylvester equation (21) one can use the generalized Schur method [24] . The Cholesky factor of the solutions of the generalized Lyapunov equations (22) and (23) can be determined using the generalized Hammarling method [33] . The Newton-Schur-Hammarling method for the PARE (2) costs O(n 3 ) flops and has the memory complexity O(n 2 ).
Low-rank approximation to the stabilizing solution
If the eigenvalues of the stabilizing solution X * decay to zero very rapidly, then X * can be well approximated by a matrix of low rank. Such a low-rank approximation can be computed in factored form X * ≈XX T withX ∈ R n,k , k ≪ n, by solving the PALEs (17) and (18) for low-rank approximate solutions. For this purpose, we can use an extension of the low-rank sign function method, the low-rank alternating direction implicit method or Krylov subspace methods to projected Lyapunov equations as presented in [41, 42, 43] .
Algorithm 4 Low-rank Newton method
Input: E, F ∈ R n,n such that λE −F is stable,G ∈ R p,n ,H ∈ R n,m , projectors P r , P l . Output: A low-rank Cholesky factor of the stabilizing solution of the PARE (2).
Solve the PALE (18) for the low-rank Cholesky factorÑ
3. FOR j = 1, 2, . . . a) Solve the PALE (17) for the low-rank Cholesky factorÑ j such that N j ≈Ñ jÑ
END FOR
The computation of the low-rank Cholesky factor of the stabilizing solution of the PARE (2) with stable λE −F is summarized in Algorithm 4. Note that in each iterative step in this algorithm the number of columns of the approximate Cholesky factorX j of the solution of (2) increases by the number k j of columns of the approximate Cholesky factorÑ j of the solution of the PALE (18) . In case of large k j or slow convergence of the Newton iteration, a large workspace is required to storeX j+1 . In order to keep low-rank structure inX j+1 , one can replace this iterate by its low-rank approximation computed via a rank-revealing QR decomposition
where Q j has orthogonal columns, Π j is a permutation matrix, R j,1 has full row rank and R j,3 F ≤ τ [X j ,Ñ j ] F for some small tolerance τ . Setting R j,3 = 0, we can proceed with the new iterateX j+1 = Π j [ R j,1 , R j,2 ]
T . Note that in (24) we do not need to accumulate the matrix Q j .
Low-rank Cholesky factors of the stabilizing solution of the PARE (2) can also be computed using the Newton-Kleinman method in Algorithm 2. Such an approach has been considered previously for the case E = I in [44] . An extension of this approach is given in Algorithm 5.
If λE − F is stable, in Step 3 of Algorithm 5 we can solve the PALE
Algorithm 5 Low-rank Newton-Kleinman method
Input: E, F ∈ R n,n ,G ∈ R p,n ,H ∈ R n,m , projectors P r and P l , a low-rank matrix X 0 such thatX 0 = P rX0 and λE − F − EX 0X T 0G T P r is stable. Output: A low-rank Cholesky factor of the stabilizing solution of the PARE (2).
1. SetX 1,0 =X 0 andX 2,0 = 0.
FOR
b) Solve the PALEs
for the low-rank Cholesky factorsX 1,j+1 andX 2,j+1 such that X 1,j+1 ≈X 1,j+1X
and X 2,j+1 ≈X 2,j+1X
T 2,jmax )G TG P r for the low-rank Cholesky factor
Note that in Algorithms 4 and 5, the projectors P l and P r are required in explicit form. The computation of these projectors is, in general, very expensive. Fortunately, in many applications including control of fluid flow, electrical circuit simulation and constrained multibody systems, the matrices E and F have some special block structure. This structure can be exploited to construct the projections P l and P r explicitly and cheaply, see [35, 42] .
Low-rank ADI iteration for projected Lyapunov equations
In this section, we briefly discuss the computation of approximate solutions to the PALẼ
with given E,F ∈ R n,n ,K ∈ R n,g and unknown Z ∈ R n,n . According to Remark 3.1 we can assume that P l and P r are the spectral projectors onto the left and right deflating subspaces of λE −F corresponding to the finite eigenvalues. For solving the PALE (28), we use the alternating direction implicit (ADI) method. This method has been first proposed for standard Lyapunov equations [9, 30, 34, 46] and then extended in [42] to projected Lyapunov equations. Recently, a more efficient version of the ADI iteration for standard Lyapunov equations was proposed in [8] which allows a cheap computation of the Lyapunov residuals. Here, we extend this result to projected Lyapunov equations.
The generalized ADI iteration for the PALE (28) is given by
with an initial matrix Z 0 = 0 and shift parameters τ 1 , . . . , τ k ∈ C − . Solving the first equation for Z k−1/2 and the second equation for Z k , we obtain
Since the solution of the PALE (28) also satisfies this equation, we get the following expression for the error
where
If the pencil λE −F is stable, then Z k converges toward the solution of the PALE (28) . The rate of convergence depends strongly on the choice of the shift parameters. The optimal shift parameters providing the superlinear convergence satisfy the generalized ADI minimax problem
where Sp f (E,F ) denotes the finite spectrum of the pencil λE−F . Similarly to [34] , the suboptimal ADI parameters can be obtained from a set of largest and smallest in modulus approximate finite eigenvalues of λE −F computed by an Arnoldi procedure. Other parameter selection techniques developed for standard Lyapunov equations [10, 38, 47] can also be used for the PALE (28) . The ADI iteration is terminated if the normalized residual satisfies the condition
where tol is a user defined tolerance, and
is the Lyapunov residual. The following theorem shows that even though L(Z k ) is a large and dense matrix, it has a low rank.
Theorem 4.1
The Lyapunov residual at step k of the ADI iteration has the form
Proof. It follows from (28) and (30) that
Since P r and P l are the spectral projectors onto the right and left deflating subspaces of the pencil λE −F corresponding to the finite eigenvalues, one can show using the Weierstrass canonical form of λE −F that
It follows from (32) that L(Z k ) is of rank at most g and its Frobenius norm can be computed as
. We now show that the matrix W k can be obtained iteratively at low cost.
It has been shown in [42] that the iterate Z k can be determined in factored form Z k =Z kZ T k , where
The iterate V k can also be written as
for k ≥ 2. Then we have
Summarizing, we obtain the following algorithm for computing a low-rank approximate solution of the PALE (28).
Algorithm 6 The generalized LR-ADI for the projected Lyapunov equation
Input: E,F ∈ R n,n ,K ∈ R n,g , projector P l , shift parameters τ 1 , . . . , τ q ∈ C − , and tolerance tol. Output: A low-rank approximation Z ≈Z kZ T k to the solution of the PALE (28).
To keep the low-rank structure inZ k for large gk, we can compress the columns ofZ k using the rank-revealing QR factorization as described in [11] . Furthermore, in order to guarantee for the factorsZ k to be real in case of complex shift parameters, we take these parameters in complex conjugate pairs {τ k , τ k+1 = τ k } and computeZ k as in (33) if τ k is real and [42] for details. Finally, note that if the LR-ADI method is used in the inner Newton iteration, then we need to compute the products (E+τ kF ) −1 w with some vector w ∈ R n and E+τ kF = (E+τ k F )+τ k K jG P r with low-rank matricesGP r ∈ R p,n and K j ∈ R n,p depending on the Lyapunov equation to be solved. For this purpose, we can use the Sherman-Morrison-Woodbury formula [18, Section 2.1.3]
−1 K j can be determined either by computing (sparse) LU factorizations and forward/backward substitutions or by using iterative Krylov subspace methods [37] .
Stopping criteria for Newton's method
The iterations in Algorithms 4 and 5 can be stopped as soon as the normalized residual norm satisfies the condition
where · is the spectral or Frobenius matrix norm and tol is a user-defined tolerance, or a stagnation of the residual norms is observed. Unfortunately, the computation of R(X jX T j ) by forming the residual matrix R(X jX T j ) is memory-intensive for large-scale problems. IfX j has a small number of columns n j , then the residual norm can be determined efficiently using a factorization based approach proposed in [9] for standard Riccati equations. In Algorithm 4, we have
Then computing an "economy size" QR decomposition
where Q (j) has orthonormal columns and R (j) has full row rank, we find
A similar procedure can also be applied to determine R(X 1,jX
T 2,j ) in Algorithm 5. Thus, the evaluation of the residual norms reduces to the computation of the norm of much smaller matrices. Though this is much cheaper than computing the residual matrix explicitly, the verification of the stopping criterion (35) can still be much more expensive than computingX j itself.
Another approach for computing the Riccati residuals in Algorithm 4 is based on the relation (16) . If the PALE (17) is solved for N j exactly, then (16) leads to
However, if we solve the PALE (17) approximately using the LR-ADI method, then
T , and F k = F k−1 + K kG P r for k = 1, . . . , j − 1. Thus, the Riccati residual can be estimated as
Note that (37) implies that the Lyapunov residuals accumulate during the Newton iteration. This means that the tolerance for the Lyapunov residuals should be taken smaller than the tolerance for the Riccati residuals.
In Algorithm 4, the Newton iteration can also be stopped as soon as the changes inX j become small, i.e., Ñ j F / X j F ≤ tol.
Comparison of the Newton and Newton-Kleinman methods
We now compare the low-rank formulations of the Newton and Newton-Kleinman iterations with respect to complexity and numerical robustness.
Consider first the case when λE − F is stable. While in each Newton iteration in Algorithm 4, only one PALE (17) has to be solved, the Newton-Kleinman iteration in Algorithm 5 involves solving two PALEs (25) and (26) in each iteration plus one PALE (27) at the end. Since equations (25) and (26) differ in the right-hand side only, they can be solved simultaneously. If we solve the PALE
for the low-rank Cholesky factorZ
T using the generalized LR-ADI method in Algorithm 6, then the low-rank Cholesky factorsX 1,j+1 andX 2,j+1 can be extracted fromZ
Since the right hand-side in the PALE (17) has smaller rank than that in the PALE (38) , Algorithm 4 is less expensive than Algorithm 5. Moreover, the computation of the normalized residual in Algorithm 4 is much cheaper than that in Algorithm 5. Finally, as numerical experiments show, each Newton (outer) iteration requires usually less (inner) ADI iterations compared with the Newton-Kleinman step. It should, however, be noted that Algorithm 4 can be used only if the pencil λE − F is stable, whereas Algorithm 5 can also be applied to unstable problems provided a stabilizing initial guess is available. Furthermore, the inexact version of the Newton method may be unstable. As shown in Section 4.4, due to the approximate solution of the PALE (17) in Algorithm 4, the residuals accumulate over the iterations that may even cause the iteration to diverge.
Numerical examples
In this section, we present some results of numerical experiments to demonstrate the properties of the presented methods for solving the PARE (2). As mentioned earlier, projected Riccati equations arise in balancing-related model reduction of the descriptor system
where E, A ∈ R n,n , B ∈ R n,m , C ∈ R p,n , x ∈ R n is the state, u ∈ R m is the input and y ∈ R p is the output. A transfer function of (39) is given by G(s) = C(sE − A) −1 B. It can be additively decomposed as G(s) = G sp (s) + G 0 (s), where G sp (s) is a strictly proper part of G(s) satisfying lim s→∞ G sp (s) = 0 and
In order to compute a reduced-order model for (39), we have to solve the PARE (2) (and also its dual), where the matrix coefficients have one of the following form depending on the applied balanced truncation approach [36] :
• positive real balanced truncation
• bounded real balanced truncation
• bounded real balanced truncation via a Moebius transformation
whereP l andP r are the spectral projectors onto the left and right deflating subspaces of λE− A + BC corresponding to the finite eigenvalues and
Note that the PARE (2) with (42) is just the bounded real PARE of the Moebius-transformed systemĜ(s) = (I −G(s))(I +G(s))
Example 5.1 The first example is a three-port RC circuit. This circuit is modelled by a descriptor system of index 1 in modified nodal analysis (MNA) form. It has n = 2007 state variables and m = p = 3 inputs and outputs. Under some conditions on circuit topology guaranteeing that the transfer function G is positive real, i.e., G is analytic in C + and G(s) + G(s) * ≥ 0 for all s ∈ C + , one can show that the positive real PARE (2), (40) (the PR-PARE for short) and also the PARE (2), (42) (the BR(M)-PARE for short) are solvable. We compute the semi-stabilizing solutions of these equations using the Newton-Schur-Hammarling method as in Algorithm 3. Figure 1 (a) shows the normalized residual ̺ R (XX
One can see that for both Riccati equations, the Newton iteration has a linear convergence only. This can be explained by the fact that R ′ X * is singular. In Figure 1(b) , we present the condition number κ 2 (E, F j ) of the operator R ′ Xj or, equivalently, of the PALE (9), which is defined as κ 2 (E, F j ) = 2 E 2 F j 2 Z j 2 , where Z j solves the PALE [39] . As expected, in both cases, the condition number increases, as X j approaches X * . The transfer function of this system is bounded real, i.e., G is analytic in C + and I − G(s)G(s) * ≥ 0 for all s ∈ C + , that guarantees the solvability of the bounded real PARE (2), (41) . We compute the low-rank approximations to the solution of this equation using the low-rank Newton (LR-N) and low-rank Newton-Kleinman (LR-NK) methods as in Algorithms 4 and 5, respectively, combined with the LR-ADI iteration. The inner ADI iterations have been stopped as soon as the normalized residuals for the PALE (28) satisfy (31) with tol = 10 −13 . In Table 1 , we present the number j of outer Newton iterations (# outer), the normalized Riccati residuals ̺ R (X j ) given in (35) , the number of the inner ADI iterations (# inner) and the reached normalized Lyapunov residuals ̺ L (Z kZ T k ) as in (31) for the LR-N and LR-NK methods. The problem dimensions are n = 10679 and m = p = 5. Figure 2(a) shows the normalized residuals ̺ R (X j ), whereas in Figure 2(b) , we present the number of ADI iterations for both methods. Example 5.3 Consider a constrained damped mass-spring system from [32] . The vibration of this system is described by the single-input single-output descriptor system (39) which is of index 3 and has a bounded real transfer function. We compute the low-rank approximations to the solution of the bounded real PARE (2), (41) using the low-rank Newton (LR-N) and low-rank NewtonKleinman (LR-NK) methods as in Algorithms 4 and 5, respectively, combined with the LR-ADI iteration. For both methods, we present in Figure 3 (a) a comparison of CPU time in seconds for problems of different state space dimension ranging from 101 to 10001. This figure confirms that the Newton-Kleinmann iteration is more expensive than the Newton iteration. Figure 3(b) shows the convergence history (the normalized residual norms) for the problem of state space dimension n = 10001.
Conclusions
In this paper, we have presented efficient and reliable numerical methods for solving projected Riccati equations as they arise in positive real and bounded real balanced truncation of descriptor systems. These methods are based on the Newton and Newton-Kleinman iterations. We have also considered the computation of the Cholesky factors and low-rank Cholesky factors of the stabilizing, positive semidefinite solutions of projected Riccati equations. The convergence analysis has been presented for Newton's iteration. The numerical experiments for different types of descriptor systems and different forms of projected Riccati equations illustrate the properties of the presented numerical algorithms.
In [49] , a quadratic ADI method has been proposed for standard Riccati equations. An extension of this method to projected Riccati equations remains for future work.
