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Introduction
1.1 The Basics of X-ray Crystallography
X-ray crystallography is based on the interaction of crystalline matter with short wave-
length electromagnetic radiation, causing diffraction. The diffraction pattern of a sub-
stance in the crystalline state can be used for the reconstruction of the electron density.
If the resolution of the diffraction pattern is sufficient the atomic coordinates of the
molecule can be obtained.
We may consider the process of diffraction as the interaction of X-ray waves with
just the electrons of the atoms involved because scattering of X-rays by atomic nucleus
is negligible. If we suppose coherent scattering i.e. that the incident X-ray beam is
scattered by every scattering center (typically an electron cloud around every atom) of
the molecule without the loss of energy of its photons, then all the scattered waves have
the same wavelength of the incident wave and coherent interference occurs between those
scattered in the same direction. Incoherent scattering occurs as well but it can be ignored
as it is detectable only as background radiation.
Assuming a constant wavelength, every wave can be uniquely and completely repre-
sented by a pair of numbers (F, α) where F is the amplitude of the wave and α is its
phase. It is convenient to use vectors from the complex plane for the representation of
waves. Then a wave is represented by the vector F = F. exp(ıα) from the complex plane
(ı denotes an imaginary unit, ı2 = −1) and it can be easily shown that the wave resulting
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from the interference is represented by vector F =
∑
i Fi =
∑
i Fi. exp(ıαi). In this way,
interference between waves can be described as a summation over vectors (under the
assumption of coherence of waves).
Let us suppose N point scatterers (in the approximation, every atom with an electron
cloud can be considered as a point scatterer) along the path of the incident beam. Let
us denote s0 as the unit vector in the direction of the incident beam and s as the unit
vector in an arbitrary (but fixed) direction of the scattered beam. Then the phase αi of
i-th wave (scattered by the i-th scatterer) can be expressed by αi = 2pir
∗.ri where ri is
the vector from a chosen origin point to the i-th scatterer and r∗ = λ−1(s− s0) (all s0,
s, r∗, ri being 3-dimensional vectors, λ the wavelength). Thus, the total diffracted wave
represented by F(r∗) is the following:
F(r∗) =
N∑
i=1
Fi. exp(2piır
∗.ri) (1.1)
F(r∗) is called the structure factor. The amplitude Fi is expressed in crystallography by
the atomic scattering factor of the i-th atom, defined as
fi(r
∗) =
∫
ρi(r) exp(2piır
∗.r)dr (1.2)
where ρi(r) is the electron density of the i-th atom in point r. This leads to
F(r∗) =
N∑
i=1
fi. exp(2piır
∗.ri) (1.3)
In nonperiodical structures, the structure factors are very small quantities. Only the
regular constructive interference between the waves from a great number of unit cells
periodically repeating in a crystal makes the waves detectable by standard detectors.
According to Bragg’s law (Bragg, 1912), constructive interference occurs for those pairs
(s0, s) which fullfill the condition |r
∗| = 2 sin θ/λ, where θ is one half of the angle between
s and s0 and will be referred to as the Bragg angle. If we consider the scattering by a
3-dimensional crystal then the set of vectors r∗ which fulfill this condition form a lattice
called the reciprocal lattice with basis vectors a∗,b∗,c∗. The coordinates of vector r∗
in the space with basis a∗,b∗,c∗ are usually denoted as (h, k, l) ≡ H and are known as
Miller indices. As every r∗ for which the Bragg equation holds is a node in the reciprocal
lattice, the Miller indices H must be integer values. Because the derivation of Bragg’s
14
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law considers diffraction as reflection by crystal lattice planes, diffraction spots are often
referred to as reflections and are denoted by r∗ or H. The linear space spanned by the
basis a∗,b∗,c∗ is called the reciprocal space of the crystal while the space spanned by the
unit cell vectors a,b,c is referred to as the real space of the crystal.
Constructive interference between the waves from different cells means that the sum-
mation over all N scattering centers of the crystal can be replaced by the summation
over the number of the scattering centers Na in the single cell:
F(r∗) =
N∑
i=1
fi. exp(2piır
∗.ri) = K
Na∑
i=1
fi. exp(2piır
∗.ri) (1.4)
Now it’s reasonable to set the origin of ri vector to the origin of the cell, i.e. to consider
ri as the vector from the origin of the cell unit to the i-th point scatterer in the cell.
If we suppose that the entire crystal is diffracting during the whole of the measurement
then the constant K should be the same for every reflection (and equal to the number
of unit cells in the crystal). As is explained later in this chapter, we can only get the
quantitative information about structure factors from the experiment on a relative scale
and thus we do not need to consider the constant K.
Equation (1.4) with atomic scattering factors expressed by (1.2) does not take into
account the thermal motion of atoms. Isotropic thermal motion of individual atoms can
be described by the following modification of the equation:
F(r∗) =
Na∑
i=1
fi. exp(−Bi(r
∗/2)2). exp(2piır∗.ri) (1.5)
where Bi is the atomic temperature factor of the i-th atom. Since the thermal motion
is effectively changing the scattering power of the atom, it is convenient to consider the
thermal motion term as a part of the scattering factor:
f
′
i = fi. exp(−Bi(r
∗/2)2) (1.6)
If we consider the scattering factor to be defined by this equation and omit the prime,
then equation (1.4) includes the thermal motion.
It’s usual to use the fractional coordinates xi ≡ (xi, yi, zi) of ri = (ri1, ri2, ri3) within
the unit cell, defined as xi = ri1/a, yi = ri2/b, zi = ri3/c where a,b,c are the lengths of
15
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the unit cell base vectors. It enables us to get the most used formulation of F :
F(H) =
Na∑
i=1
fi. exp(2piıH.xi) (1.7)
The continuous form of equation (1.4)
F(r∗) =
∫
V
ρ(r). exp(2piır∗.r)dr (1.8)
shows that the structure factor can be considered as the Fourier transform of the electron
density ρ(r). Then the inverse Fourier transform has the form
ρ(r) =
∫
V ∗
F(r∗). exp(−2piır∗.r)dr∗ (1.9)
or in the discrete form used in numerical evaluations
ρ(x) =
∑
H
F(H). exp(−2piıH.x) (1.10)
Thus, the knowledge of the structure factors (both amplitude and phase) allows the
reconstruction of the molecule’s electron density and the determination of the atomic
coordinates of the molecule.
The X-ray diffraction experiment provides us with a number of intensities of those
waves for which Bragg’s law is fulfilled (other intensities are too small to be measured).
However, no measurable diffraction occurs at high Bragg angles as a consequence of a
disorder present in the crystal. The lattice distance |r∗|min corresponding to the high-
est Bragg angle θmax at which the diffraction intensity is not hindered by measurement
errors is taken as the resolution of the diffraction data. Thus, we obtain a set of pairs
(r∗, Ir∗) or equivalently (H, IH) where Ir∗ (IH) is the intensity of diffracted beam of
reflection r∗ (H) from the experiment. The measured intensities are proportional to the
squares of the amplitudes of the corresponding structure factors |F(H)|2, providing us
with the estimates of structure factor amplitudes on a relative scale. Unfortunately, only
an estimate of amplitudes is known from the experiment and no direct measurement of
phases is possible. However, the phases are necessary for electron density reconstruction
by the use of equation (1.10). This is known as the phase problem in X-ray crystallog-
raphy. There is no general solution that can be applied for any diffraction experiment
in an automatic way. The phase problem is usually solved in several steps. At first, the
16
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initial phase estimates are calculated. There are a few methods to produce the initial
estimates:
1. Direct methods. The measured amplitudes and the phases of structure factor are
not independent as they are related through the electron density (1.9). Direct
methods are based on the relationship between phases and amplitudes (Haupt-
man & Karle, 1953). They are of routine use for small molecules but their use in
macromolecular X-ray crystallography is limited to heavy atom substructure deter-
mination and ab initio solution of smaller macromolecules when atomic resolution
is available.
2. The Patterson method. The Patterson function (Patterson, 1934) gives the esti-
mates of heavy atom positions if they are present in a molecule. With this knowl-
edge, the phases can be estimated. The method can be used for smaller molecules
involving heavy atoms or substructure determination for macromolecules.
3. The isomorphous replacement method (Green,Ingram & Perutz, 1954). Derivatives
of molecule are synthetised (typically by soaking) in order to add heavy atoms to
the crystal. The changes in the structure and cell that can arise from the heavy
atom addition are referred to as non-isomorphism and complicate the use of the
method. The measurements are done with the native compound and its derivatives
and from the differences between structure factors the estimates of phases can be
obtained under the assumption that the heavy atoms added do not change the
original structure significantly. A laborious method which was until recently the
preferred method for macromolecules.
4. The anomalous diffraction method (Ramachandran & Raman, 1956). This method
is based on the anomalous scattering phenomena which can be significant when
heavy atoms are present in a molecule and an appropriate wavelength is selected.
The measurements can be repeated with different wavelengths and from the struc-
ture factor differences, estimates of phases can be calculated. The method is mostly
used for larger molecules and has become popular method for macromolecular struc-
ture solution due to the availability of synchrotrons and technical improvements
over the last years.
17
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5. The molecular replacement method (Rossmann & Blow, 1962). The structural
similarity of the unknown structure to an already known structure is exploited to
determine initial phases.
Having the initial phase estimates, the phases can be improved by several means. The
density modification procedure is usually applied for macromolecules. In the process of
density modification we try to improve phase estimates using all available information
about the structure (“prior information”), e.g. noncrystallographic symmetry, the infor-
mation about the solvent, the property of non-negativity of electron density, the structure
can be already partially known, etc. Part of this information relates to reciprocal space
and part of it relates to real space. The phases are improved by applying the changes
leading to better reproduction of the prior information in our model of the structure in
both spaces and by repeated recycling between the spaces. The last step towards the
structure of the molecule is the process of model building and refinement which is covered
in the next sections.
1.2 Building of Crystal Structures
Once the phase problem is (at least partially) solved and reasonable initial phase es-
timates have been obtained and improved, we can finally try to “build” the structure,
i.e. fit a model of the structure to the electron density that we obtained. The crystal-
lographic model of the structure consists of the positions of the centre of the electron
cloud of each atom in the unit cell, the type of each atom, the occupancy of the atom at
the given position and the parameters describing the (usually isotropic) thermal motion
of the atoms.
An initial electron density map is obtained using the structure factors phase estimates
together with the amplitudes measured in an X-ray experiment in equation (1.10). This
map may already be relatively close to the real electron density of the unit cell and
the positions and types of the atoms in the unit cell can be estimated from the peaks
in the density and the prior information about the content of the structure. However,
especially in macromolecular X-ray crystallography, the phase estimates can contain
large errors and the initial electron map is not easily interpretable. Traditionally, the
18
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building of the macromolecular structures has been a time-consuming, manual and error-
prone procedure, requiring much “structural intuition” to correctly trace a model from
an distorted electron density map. Only recent advances in crystallographic software
enabled complete or partial automation of the building process in many cases: the first
extensively used automated model building program for macromolecules is ARP/wARP
(Perrakis et al., 1999).
In the ARP/wARP implementation, the electron density map is at first automati-
cally interpreted as a hybrid model consisting of a conventional protein model (chains of
connected amino acids) and a set of free atoms (unconnected atoms of uniform atomic
type) which are temporarily added to the model to describe the uninterpreted density.
The refinement of this model follows, improving the overall quality of the phases which
can in turn be used to construct a slightly improved density map, enabling better inter-
pretation. The building and refinement cycles are then repeated iteratively in an attempt
to improve the quality of the model.
1.3 Refinement
Refinement is the process of optimisation (typically minimisation in the crystallographic
context) of a given target function by adjusting the values of model parameters. A target
function is a mathematical function of model parameters which would ideally have the
property that the lower the function value for a given set of model parameters, the better
the model represents the experimental data. The global minimum of the target function
then describes the model which is the closest representation of the data.
Currently, there are two major refinement target functions used in the X-ray crystal-
lography: the maximum likelihood target function and the least squares target function.
Estimation of parameters by maximum likelihood (Fisher, 1922) is a general statistical
method where the target function is constructed as the probability of the model given the
observations and any prior information about the model; the probability is denoted by
P (model; observations, prior). Prior information is any information available about the
model besides the observations, such as the contents of the molecule, the typical geome-
try of chemical groups and others. The function P (model; observations, prior) is called
a posterior probability in statistics. The best model then has the highest probability
19
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assigned by the posterior function.
It should be noted that the distinction between the prior information and the ob-
servations as used here is only an arbitrary choice made by us, for our convenience in
organizing the chain of logical inference (Jaynes, 2003). Indeed, most of the “prior in-
formation” that we have about the model are observations which came from another
experiments. The same results would be achieved if we considered all the known infor-
mation as the observations, not using the term of prior information at all. Traditionally,
the distinction is used though, since it may lead to an easier formulation of the problem.
Thus, the terms “prior” and “posterior” as used here do not correspond to the terms “a
priori” and ”a posteriori” used in philosophy, denoting a strictly non-empirical knowledge
and a knowledge dependend on experience, respectively.
The posterior probability can be expressed by Bayes’ theorem:
P (model; observations, prior) = P(model; prior)
P (observations;model, prior)
P (observations; prior)
(1.11)
In the refinement process we only deal with a single set of observations and always the
same observations are used during the refinement. Even if we have more observations, it
is always preferable to use all the available experimental information in the refinement
at once to increase the precision of the model. Clearly, the prior information does not
change. Therefore, P (observations; prior) does not change during the refinement process
and can be considered as a normalization constant. Since the position of the optimum
of the function does not change with a scale of this function, the P (observations; prior)
constant can be omitted from the equation.
The probability distribution P (observations;model, prior) is called the likelihood
function. It is the central distribution in the maximum likelihood method. If there is
no prior information, or if it is ignored, the posterior function becomes equivalent to the
likelihood function (except for the scale) and it is the likelihood function that is optimised
in refinement. Although the likelihood function is formally not a function of the model
parameters (they are a given), we consider it dependent on a model in the context of the
maximum likelihood method since we deal with different models and a fixed observation
data set.
We do not need to consider the prior information in P (observations;model, prior) for
the same reasons why P (observations; prior) can be omitted. The likelihood function
20
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can also be considered to absorb the normalization constant for the posterior probability
distribution. It is usually denoted by L instead of P , giving us the following form of the
posterior:
P (model; observations, prior) = P (model; prior)L(observations;model) (1.12)
In crystallographic structure refinement, the observations are the intensities of re-
flections from the X-ray experiment, with their error estimates. Using the diffraction
theory outlined in the first section of this chapter, it is possible to calculate the values
of intensities for any set of structural model parameters via Fourier transforms. These
intensities determined from the model are referred to as calculated intensities. The target
function should then be considered as a measure of consistency between the calculated
intensities and the observed intensities, taking into account various sources of errors.
Alternatively, the observed intensities can be converted into structure factor amplitudes
and the structure factor amplitudes are compared (instead of intensities). The likelihood
function for a single reflection then has the following form:
LH(observations;model) = L(|F
o
H|; |F
c
H|) (1.13)
The likelihood functions for single reflections now have to be combined to a joint
likelihood for the entire set of reflections. If we consider the intensities of different
reflections to be independent, the single reflection likelihood functions can be multiplied
and we get
Ltotal(observations;model) =
∏
H
LH =
∏
H
L(|F oH|; |F
c
H|) (1.14)
The assumption of independence of reflection intensities is not completely valid, for in-
stance, direct methods are based on the dependence between specific reflection intensities.
However, it is a reasonable approximation here since the correlations between most of the
reflections are relatively weak. For convenience, the negative logarithm of the likelihood
function is usually used and minimisation of L is performed instead of maximisation:
L = − log
(∏
H
L(|F o
H
|; |F c
H
|)
)
= −
∑
H
log
(
L(|F o
H
|; |F c
H
|)
)
(1.15)
Under certain assumptions, the most important one being the assumption of a Gaus-
sian distribution of observation errors, maximum likelihood turns into the least squares
21
Chapter 1
method. Traditionally, the least squares target has been used for the crystallographic
refinement (Konnert, 1976), (Konnert & Hendrickson 1980). In this approach, the target
function has a form of the weighted sum of squares of differences between the observed
and calculated intensities over all the measured reflections:
P =
∑
H
wH(I
o
H − I
c
H)
2 (1.16)
The weight is often set to the inverted value of the square of the standard deviation of
the |Io
H
| measurement (wH = 1/σ
2
IH
). In some practical implementations (e.g. SHELX
- Sheldrick & Schneider, 1997 ), the intensity based least squares method is used. If
structure factor amplitudes are used instead of intensities (TNT - Tronrud et al., 1987;
X-PLOR - Bru¨nger, 1992), the least squares target has the form
P =
∑
H
wH(|F
o
H| − |F
c
H|)
2 (1.17)
However, the assumption of a Gaussion distribution of structure factor amplitudes (or
intensities) is not justified. In the next chapter, it is shown that to a good approximation,
the distribution of structure factors can be considered a 2-dimensional Gaussian in struc-
ture factors - not in the amplitudes of structure factors. Furthermore, the more general
formalism of maximum likelihood allows for better incorporation of non-measurement
sources of errors (such as errors in the model which can be estimated) over the least
squares method. Therefore, the least squares method has been to a great extent replaced
by the theoretically more justified maximum likelihood methods in macromolecular crys-
tallography refinement (Murshudov et al., 1997; Pannu and Read, 1996; Bricogne and
Irvin, 1996). In the last stages of the refinement when the model is of very good quality
or in the crystallographic studies of small molecules, the traditional least squares method
is sufficient.
Clearly, the higher the number of observations and the lower the number of param-
eters, the better the refinement will proceed. Therefore, the observation-to-parameters
ratio is very important in any refinement. Refinement is difficult if not impossible if
the ratio is less than one, and significant bias is usually introduced if the ratio is not
significantly higher than one. The ratio is usually high for small molecules but very low,
sometimes even close to one, for macromolecules, because of the enormous number of
22
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parameters and the typically lower data resolution from diffraction of macromolecular
crystals. In order to alleviate this problem, all available prior information should be used,
thus effectively increasing the ratio of observations to unknowns. Prior information about
geometry (Engh and Huber, 1991) has been used as a standard in refinement programs,
usually implemented in the form of geometrical restraints, expressed by P (model; prior).
In order to find the phases, a source of phase information must always be present which
may be included as prior information in refinement too. The current way of incorporating
prior phase information in macromolecular model building and refinement suffers from
several problems. The problems and the proposed solution are explained in more detail
in the next chapter.
1.4 Anomalous Scattering
If the photon energy of the direct X-ray beam is close to the difference between energy
levels of an electron in the sample, the electron can get excited to a higher energy level
by absorption of the photon. The wavelength corresponding to the transition energy
is often referred to as the absorption edge. When the electron transfers back to its
original energy level, the photon is emitted again, however, with a phase shift compared
to the photons which were not absorbed but scattered immediately. This effect is not
accounted for by the definition of the atomic scattering factor (1.2) given previously. The
term “anomalous scattering” began to be used for the effect as opposed to the “normal”
scattering assumed before. Quantum-mechanical studies (Ho¨nl, 1933) suggested that the
effect can be modelled by the replacement of the traditional real atomic scattering factor
f by a complex anomalous scattering factor fanom:
fanom = f + f
′ + ıf ′′ (1.18)
f ′ and f ′′ are the real and imaginary correction terms and are related to each other via
the Kramers-Kronig equation (Kramers, 1926; Kronig, 1926):
f ′(ω) =
2
pi
∫ ∞
0
ω′f ′′(ω′)
ω2 − ω′2
dω′ (1.19)
where ω denotes the wavelength. Both f ′ and f ′′ are tabulated for a given atom type and
wavelength, however, their precise value is dependent on other factors, such as the local
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chemical environment. Therefore, the actual f ′′ is often obtained via a fluorescence mea-
surement and the f ′ factor is calculated via the Kramers-Kronig equation. Anomalous
scattering is very small for the lighter atoms of macromolecules such as hydrogen, car-
bon, nitrogen or oxygen, however, it is significant for the heavier atoms, such as metals,
especially close to their absorption edge.
The effect of anomalous diffraction on structure factors is visible by considering the
Friedel pair reflections, i.e. the reflections with opposite Miller indices, FH and F−H,
also denoted by F+
H
and F−
H
. If we assume no anomalous scattering, using (1.7) we get
F+
H
=
Na∑
i=1
fi. exp(2piıH.xi) = (F
−
H
)∗ (1.20)
where ∗ (star) denotes the complex conjugate. Consequently,
|F+
H
|2 = |F−
H
|2 (1.21)
i.e. the intensities of the Friedel pairs in the absence of anomalous scattering are the
same: this result is known as the Friedel’s law (Friedel, 1913). However, if anomalous
scattering is considered and the crystal does not have a center of symmetry (which is
always the case for crystals from naturally occuring proteins), then Friedel’s law is no
longer valid.
The differences in the intensities of Friedel pairs caused by anomalous scattering
can be used as a source of phase information. This is of special importance for macro-
molecules when direct methods or Patterson methods can hardly be used as a (single)
source of phase information. Because of measurement errors and the negligible anoma-
lous scattering of light atoms, the presence of heavier atoms in the sample is required.
In macromolecules, the heavy atoms can either be intrinsic, such as the metals in met-
alloproteins or sulphur atoms, or can be incorporated to the protein, which is called the
derivatization of the protein. The genetic engineering replacement of methionines by se-
lenomethionines (e.g. Doublie, 1997; Skinner, 1994) along with more recently developed
quick cryosoaking methods with halides and cations (Dauter et al., 2000; Nagem et al.,
2001) provide rapid and convenient ways of protein crystal derivatization. The anoma-
lous scattering from intrinsic sulphur atoms may be enough to get the phase estimates of
sufficient quality if good quality data have been measured (Hendrickson & Teeter, 1981;
Wang, 1985; Dauter et al., 1999; Micossi et al., 2002).
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In order to explain the principle of phase determination by anomalous scattering,
let us assume an error-free X-ray diffraction experiment on a protein crystal containing
heavy atoms. Let us also assume that all the heavy atom parameters, including the
positions in the unit cell, are known. We can divide the structure factors into the protein
part FH(P ) and the heavy atoms part FH(H):
FH = FH(P ) + FH(H) (1.22)
FH(P ) =
NP∑
i=1
fi. exp(2piıH.xi) (1.23)
FH(H) =
NH∑
i=1
fi. exp(2piıH.xi) (1.24)
where NP and NH denotes the number of protein and heavy atoms, respectively, in the
unit cell. For clarity, the index H will be omitted in the following equations. If we
assume that anomalous scattering only takes place for the heavy atoms, then from (1.20)
F+(P ) = (F−(P ))∗ = F(P ) for the protein part while the total structure factors for the
Friedel pairs are
F+ = F(P ) + F+(H) (1.25)
(F−)∗ = F(P ) + (F−(H))∗ (1.26)
Using the cosine formula, the squares of Friedel pairs amplitudes are the following:
|F+|2 = |F(P )|2 + |F+(H)|2 − 2|F(P )||F+(H)| cos
(
α+(H)− α(P )
)
(1.27)
|F−|2 = |(F−)∗|2 = |F(P )|2+ |F−(H)|2−2|F(P )||F−(H)| cos
(
−α−(H)− α(P )
)
(1.28)
|F+|2, |F−|2 are assumed to be known from the experiment and |F+(H)|, |F−(H)|,
α+(H), α−(H) can be calculated using (1.7) if the heavy atom parameters are known so
that (1.27) with (1.28) constitute the system of two equations with two unknowns, |F(P )|
and α(P ). It is easy to solve this system analytically, yielding two solutions representing
the possible choices of phase α(P ).
If there is no anomalous scattering, equations (1.27), (1.28) are the same and can-
not provide any information about phases. In reality, the anomalously scattered part of
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X-rays is usually very small compared to the non-anomalously scattered part and the
use of the anomalous signal is hindered by measurement errors, the errors in the heavy
atom parameters determination and the model errors. Therefore, the system of equations
(1.27), (1.28) is usually ill-conditioned in all real applications. Instead, statistical estima-
tors need to be constructed, such as those based on the maximum likelihood approach,
to take into account the signal from anomalous scattering optimally.
The probability based phase estimators can be expected to be bimodal, i.e. provide
two peaks of higher probability of phase. This ambiguity can be resolved by performing
X-ray diffraction experiments on the same crystal using a different wavelength. This
method of obtaining phase information is called multiple wavelength anomalous diffrac-
tion (MAD). However, single wavelength anomalous diffraction (SAD) experiments may
provide sufficient information to successfully solve a structure, when combined with other
phase improvement techniques, such as density modification (Wang, 1985). The SAD
experiment is usually performed at the wavelength corresponding to the peak of the f ′′
spectrum and it can be preferable to MAD especially if the radiation causes a rapid crys-
tal decay during the measurement (Rice, Earnest & Bru¨nger, 2000). The phase ambiguity
of the SAD experiment can also be resolved by the measurement of the native crystal
intensities; this combination of anomalous scattering with isomorphous replacement ex-
periment is referred to as single isomorphous replacement with anomalous scattering
(SIRAS).
SAD and MAD diffraction experiments usually require only a single crystal for full
structure determination, thus the traditional labour-intensive isomorphous replacement
experiments have been largely replaced by anomalous diffraction methods in the last
decade. The availability of modern synchtrotron sources with the high brilliance and
wavelength tunability have played an essential role.
1.5 The Layout of this Work
The previous sections provided a brief introduction to the macromolecular crystallog-
raphy relevant for the explanation of the work done by the author of this thesis. The
explanation of the work is given in the next chapters:
The second chapter describes and derives a general multivariate joint likelihood distri-
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bution which can be used in model building and refinement of structures. The motivations
behind the function are explained in detail, followed by the derivation of the function in
the most general form of E experimental observations and M models. The special case
of E = 1, M = 1 is shown to be equivalent to the likelihood function currently most
widely used for model building and refinement of the macromolecular structures.
Chapter 3 aims at the specific form of this general function for the SAD experiment.
Details neccessary for the implementation of the SAD target are provided and the im-
plementation of the SAD target in the refinement program REFMAC5 by the author of
this thesis is described. The SIR experiment is considered as well.
The implementation of the SAD function as is described has been tested in auto-
matic model building with iterative refinement. A large number of these tests, on real
crystallographic data, is discussed in chapter 4. The performance of the SAD target is
compared with the currently used targets in order to identify the possible advantages
and disadvantages of this novel approach.
The fifth chapter is aimed at the use of the general function for model building
and refinement using SIRAS data directly. The problems in implementation of this
distribution are described and a solution is proposed. This solution is then used for the
implementation of the SIRAS function and results are reported.
Finally, the structure solution of cytochrome C6 from Nostoc sp. is described in
chapter 6, using the SAD method for phasing and automatic model building with the
SAD function based refinement.
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A General Multivariate
Likelihood Function for
Protein Crystallography
partly published in
Skubak P., Murshudov, G.N. & Pannu, N.S. (2004). Acta Cryst., D60, 2196-2201.
2.1 Motivation
A great deal of information is gained in the process of phasing the reflections resulting
from a macromolecular diffraction experiment. This information may be used in model
building and refinement to improve the observation-to-parameters ratio which is typi-
cally low in macromolecular crystallography. Yet, the default procedure for automated
model building procedures combined with iterative structure refinement (Perrakis et al.,
1999), (Terwilliger, 2003) considers only the diffraction data obtained from the native
crystal and neglects any available experimental phase information once the initial map
is constructed.
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2.1(a) 2.1(b) 2.1(c)
Figure 2.1: The structure solution with refinement target (a) with no prior phase
information, (b) using prior phase information indirectly by passing probability
distribution Pprior(α) from phasing, (c) using prior phase information directly
from all data available.
Previously, the incorporation of prior phase information has been shown to strengthen
model refinement (Pannu et al., 1998). However, the functional form of the likelihood re-
finement target encodes the prior phase information statically in the form of Hendrickson-
Lattman coefficients AHL, BHL, CHL, DHL (Hendrickson and Lattman, 1970). The prior
phase probability distribution is then represented in the following form:
Pprior(α) = N exp(AHL cos(α) +BHL sin(α) + CHL cos(2α) +DHL sin(2α)) (2.1)
And, the likelihood function incorporating prior phase information via Hendrickson-
Lattman coefficients can be obtained as follows:
P (|Fo|;Fc) =
∫
α
P (|Fo|, α;Fc)Pprior(α)dα (2.2)
This likelihood function, which will be referred to as the MLHL function, is then de-
pendent on the reliability and accuracy of the phasing program used to generate the
Hendrickson-Lattman coefficients and does not allow for the simultaneous refinement of
the associated heavy atom and model parameters. Finally, the derivation of the cur-
rent refinement target incorporating prior phase information assumes the prior phase
distribution is independent of the model. This assumption is incorrect, as the phase
information is used to build the model. All of the above probably contributed to the
reluctance among developers to include prior information into automated model building
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procedures. Indeed, it was shown that the indirect use of prior phase information may
lead to worse results than not using it at all, probably because of the above-mentioned
shortcomings (Calderone, 2004).
To overcome these shortcomings, a multivariate analysis directly modelling the corre-
lations and errors in a phasing experiment and model refinement should be applied - the
resulting multivariate function would directly consider the diffraction data collected in
the experiment. Multivariate statistics have played an important role in crystallography
(e.g. (Bricogne, 2000)), and recently joint probability distributions have led to promising
results in substructure detection (Burla et al., 2002) and phasing (Giacovazzo & Siliqi,
2001a,b, 2004), (Pannu et al., 2003), (Pannu & Read, 2004).
Bru¨nger (2005) stated that the use of the MLHL target with iterative and manual
improvement of both the heavy atom model and the experimental phase probability dis-
tribution was crucial for the solution of structures with low resolution data. Since the
multivariate likelihood function incorporates phase information directly and dynamically,
it should be able to push the resolution limits for automated model building further in a
compact and non-iterative fashion. Full automation of macromolecular model building at
lower resolutions is an important challenge to high-throughput structure determination
since interactive model building of large structures can be both time consuming and chal-
lenging. Significant progress in this field has been achieved at medium to low resolution
in automated model building with MAID (Levitt, 2002), RESOLVE (Terwilliger, 2004)
and ARP/wARP (Morris et al., 2004). However, as Badger (2003) shows, there is still
room for further improvement, especially at resolutions around 3A˚.
Below, a multivariate likelihood function is derived which directly incorporates all
the measured data sets and the associated calculated model structure factors into struc-
ture refinement. The function allows for the simultaneous refinement of the heavy atoms
and model parameters and thus directly and dynamically considers the experimental
phase information from an X-ray experiment during refinement. Although a special
P (model; prior) distribution exists in the maximum likelihood formalism which is ex-
pected to express the prior information, the prior phase information will be incorporated
directly into the likelihood function by this approach. As was already mentioned, the
distinction between the prior information and information from the experiment is only an
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Figure 2.2: An example of (a) distribution with no prior phase information (Rice
target) (b) distribution using prior phase information (SAD target), as functions
of the calculated structure factor Fc = (A,B). The probable phases correspond
to the two peaks of the SAD distribution while no phase information is included
in the Rice target.
arbitrary choice made by us in order to achieve an easier and clearer formulation. Since
the prior information about phases from isomorphous replacement and anomalous scat-
tering methods is derived from the experimental data, it is easier and more reasonable
to include it directly in the likelihood function.
2.2 Derivation of the Function
The conditional probability distribution of E observed structure factor amplitudes, given
M model structure factors will be derived. In the case of more observed amplitudes, they
are usually coming either from different but intensity-related measurements of a single
reflection (such as in the case of isomorphous replacement), from a single experiment
measuring different but intensity-related reflections (such as in the case of SAD) or the
combination of them (SIRAS,MAD). The total likelihood function can be then obtained
using the equation (1.15).
In the derivation, the atomic positions will be considered as random variables. If we
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further assume that there is a high number of these variables, they are equally distributed
and none of them is dominant, the central limit theorem can be applied. Although
these assumptions are not always completely justified, they form the basis of succesful
implementations of maximum likelihood in the context of macromolecular heavy atom
substructure refinement (de La Fortelle and Bricogne, 1997), (Pannu et al., 2003) and
structure refinement (Murshudov et al., 1997), (Pannu & Read, 1996), (Bricogne & Irwin,
1996).
Using the central limit theorem, the starting point for the derivation will be the
multivariate complex Gaussian probability distribution of structure factors. N structure
factors will be considered F1, . . . ,FE ,FE+1, . . . ,FN , where F1, . . . ,FE represent the
“observed” structure factors, FE+1, . . . ,FN represent the “model” structure factors and
N = E+M . The amplitude of a structure factor Fi will be denoted by |Fi| and its phase
by αi.
P (F1,F2, . . . ,FN ) =
1
piN det(CN )
× exp

− N∑
i=1
N∑
j=1
F∗i zijFj

 (2.3)
In the above expression, CN is the Hermitian covariance matrix of this N -dimensional
Gaussian probability distribution and zij denotes the ij-th element of the inverse matrix
of CN . The equation can be rewritten by separately summing over the diagonal and
off-diagonal terms:
P (F1,F2, . . . ,FN ) =
1
piN det(CN )
×exp

− N∑
i=1
(
|Fi|
2zii +
N∑
j=i+1
2ℜ (F∗iFjzij)
) (2.4)
After transformation to polar coordinates and simplification, we obtain the following:
P (|F1|, α1, |F2|, α2, . . . , |FN |, αN ) =∏N
i=1 |Fi|
piN det(CN )
× exp
(
−
N∑
i=1
(
|Fi|
2aii+
N∑
j=i+1
(
2|Fi||Fj |
(
aij cos(αj − αi)− bij sin(αj − αi)
))))
(2.5)
In the above equation, aij and bij represent the real and imaginary components of the
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inverse covariance matrix. The unknown phase angles α1, . . . , αE are now integrated out.
P (|F1|, . . . , |FE |, |FE+1|, αE+1, . . . , |FN |, αN ) =∏N
i=1 |Fi|
piN det(CN )
exp
(
−
E∑
i=1
|Fi|
2aii −
N∑
i=E+1
(
|Fi|
2aii+
N∑
j=i+1
(
2|Fi||Fj |
(
aij cos(αj − αi)− bij sin(αj − αi)
))))
×
∫ 2pi
0
. . .
∫ 2pi
0
exp
(
−
E∑
j=2
N∑
i=j+1
(
2|Fj ||Fi|
(
aji cos(αi − αj)− bji sin(αi − αj)
)))
×
∫ 2pi
0
exp
(
−
N∑
i=2
(
2|F1||Fi|
(
a1i cos(αi−α1)−b1i sin(αi−α1)
)))
dα1 dα2 . . . dαE
(2.6)
The inner integral can be solved analytically:
∫ 2pi
0
exp
(
−
N∑
i=2
(
2|F1||Fi|
(
a1i cos(αi − α1)− b1i sin(αi − α1)
)))
dα1 =
∫ 2pi
0
exp
(
− cosα1 × 2|F1|
N∑
i=2
(
|Fi|
(
a1i cosαi − b1i sinαi
)
−
sinα1 × 2|F1|
N∑
i=2
(
|Fi|
(
a1i sinαi + b1i cosαi
)))
dα1 =
2piI0
(√√√√4|F1|2(( N∑
i=2
|Fi|(a1i cosαi − b1i sinαi)
)2
+
( N∑
i=2
|Fi|(a1i sinαi + b1i cosαi)
)2) )
(2.7)
I0(x) is the modified Bessel function of zero order. Unfortunately, an analytical solution
for the remaining E−1 integrals was not found and it is necessary to find an approxima-
tion in the implementation of the function in a refinement program. After the analytical
integration of α1, the marginal probability distribution can be expressed in the following
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form:
P (|F1|, . . . , |FE |, |FE+1|, αE+1, . . . , |FN |, αN ) =
2
∏N
i=1 |Fi|
piN−1 det(CN )
exp
(
−
E∑
i=1
|Fi|
2aii −
N∑
i=E+1
(
|Fi|
2aii+
N∑
j=i+1
(
2|Fi||Fj |
(
aij cos(αj − αi)− bij sin(αj − αi)
))))
×
∫ 2pi
0
. . .
∫ 2pi
0
exp
(
−
E∑
j=2
N∑
i=j+1
(
2|Fj ||Fi|
(
aji cos(αi − αj)− bji sin(αi − αj)
)))
×
I0(2|F1|ξ(α2, . . . , αE)) dα2 . . . dαE (2.8)
where
ξ(α2, . . . , αE) =√√√√ N∑
i=2
(
|Fi|2(a21i + b
2
1i) +
N∑
j=i+1
2|Fi||Fj |
(
(a1ia1j + b1ib1j) cos(αj − αi)+
(a1jb1i − a1ib1j) sin(αj − αi)
))
(2.9)
Using the definition of conditional probability, the required probability distribution can
be obtained as follows:
P (|F1|, . . . , |FE |; |FE+1|, αE+1, . . . , |FN |, αN ) =
P (|F1|, . . . , |FE |, |FE+1|, αE+1, . . . , |FN |, αN )
P (|FE+1|, αE+1, . . . , |FN |, αN )
(2.10)
P (|F1|, |F2|, |F3|, α3, . . . , |FN |, αN ) is given by (2.8) and P (|F3|, α3, . . . , |FN |, αN ) can be
obtained from (2.5), denoting the corresponding covariance matrix by CN−E and the
ij-th element of its inverse by cij+ idij . Thus, the required distribution can be expressed
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as follows:
P (|F1|, . . . , |FE |; |FE+1|, αE+1, . . . , |FN |, αN ) =
2|F1| . . . |FE | det(CN−E)
piN−E−1 det(CN )
exp
(
−
E∑
i=1
|Fi|
2aii −
N∑
i=E+1
(
|Fi|
2(aii − cii)+
N∑
j=i+1
(
2|Fi||Fj |
(
(aij − cij) cos(αj − αi)− (bij − dij) sin(αj − αi)
))))
×
∫ 2pi
0
. . .
∫ 2pi
0
exp
(
−
E∑
j=2
N∑
i=j+1
(
2|Fj ||Fi|
(
aji cos(αi − αj)− bji sin(αi − αj)
)))
×
I0(2|F1|ξ(α2, . . . , αE)) dα2 . . . dαE (2.11)
2.3 The Special Case of One Observation and One
Model
In most of the current implementions of maximum likelihood in macromolecular refine-
ment, the distribution of a single observed structure factor amplitude given a single model
structure factor is used. Even if the data provides more non-identical but related obser-
vations for a reflection or set of related reflections, either only one of them is chosen and
used or they are averaged to a single value (approximating that they are theoretically
identical and ignoring any additional information). Though this approach might not be
optimal and the above-derived function is able to use information from more observa-
tions and modelled by more models, the form of this multivariate general function for
the special case of E = 1, M = 1 should be similar to the currently most used univariate
refinement target.
The likelihood function employed by the macromolecular refinement package REF-
MAC5, has the following form (Murshudov et al., 1997):
P (|F o|;Fc) =
2|F o|
2σ2o +Σwc
exp
(
−
|F o|2 + |Fwc|
2
2σ2o +Σwc
)
I0
(
2|F o||Fwc|
2σ2o +Σwc
)
(2.12)
where σo is the estimated standard measurement error of |F
o| and
Σwc = Σq +Σp(1−D
2)
Fwc = DF
c (2.13)
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where index q relates to the missing part of the structure, index p denotes the modelled
part of the structure and D is the Luzzati error parameter (Luzzati, 1952) which accounts
for the errors in the model.
If we set E = 1 and M = 1 in the general function (2.11) and change the notation
from F1,F2 to F
o,Fc, we get
P (|F o|;Fc) =
2|F o| det(C1)
det(C2)
exp
(
−|F o|2a11 − |F
c|2(a22 − c22)
)
I0
(
2|F o||F c|
√
a212 + b
2
12
)
(2.14)
In order to compare the functions (2.12) and (2.14), we need to express the covariance
matrices C1, C2 and find their determinants and inverse matrices to them. For the
covariance matrix C2 terms we get:
< Fo(Fo)∗ > = < |F o|2 >≡ ΣN (2.15)
< Fc(Fc)∗ > = < |F c|2 >≡ ΣP (2.16)
< Fo(Fc)∗ > = < |F o||F c|(cos(αo − αc) + ı sin(αo − αc)) >= DΣP (2.17)
There is no reason why the true α should be systematically bigger or smaller than αc
either overall or based on the length of amplitude of F. Therefore, the imaginary part
of (2.17) ı < |F o||F c| sin(αo − αc) > is very close to zero and the D parameter can
be considered real, still absorbing the errors in both the model phases and amplitudes.
Under this assumption, the covariance matrix C2 is also real.
The previous covariance terms did not take into account the measurement errors. If
we assign a complex experimental error to every hypothetical Fo vector and assume that
the experimental errors of Fo are distributed by a 2-dimensional Gaussian with zero mean
and deviation of σo in each direction, then the true structure factor can be expressed as
Fo + σo(1 + ı) and the first covariance matrix term will become
< (Fo + σo(1 + ı))(F
o + σo(1 + ı))
∗ >= < |F o|2 > + < 2σ2o >= ΣN + 2σ
2
o (2.18)
The assumption of 2-dimensional Gaussian can be inadequate especially for small F o/σo
ratios, however, it makes the addition of experimental errors straightforward and is widely
used in the macromolecular crystallography programs, including REFMAC5. Now the
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covariance matrix has the following form:
C2 =

 ΣN + 2σ2o DΣP
DΣP ΣP

 (2.19)
The covariance matrix C1 is the submatrix of C2 containing only covariances between
model structure factors, thus
C1 = (ΣP ) (2.20)
and it is easy to get all the terms required by (2.14) :
det(C2) = ΣP (ΣN + 2σ
2
o −D
2ΣP )
det(C1) = ΣP
a11 =
1
ΣN + 2σ2o −D
2ΣP
a12 = −
D
ΣN + 2σ2o −D
2ΣP
(2.21)
a22 =
ΣN + 2σ
2
o
ΣP (ΣN + 2σ2o −D
2ΣP )
c22 = 1/ΣP
b12 = 0
leading to
P (|F o|;Fc) =
2|F o|
ΣN + 2σ2o −D
2ΣP
exp
(
−
|F o|2 −D2|F c|2
ΣN + 2σ2o −D
2ΣP
)
I0
(
2|F o|D|F c|
ΣN + 2σ2o −D
2ΣP
)
(2.22)
Thus, (2.22) is equivalent to the function (2.12) used by REFMAC5 if ΣN = Σp + Σq.
Since ΣN is coming from the observation, it includes the contributions from both the
modelled atoms and atoms missing in the model and can be considered a very good
estimate of Σp + Σq indeed. It is not surprising that the two equations are identical
since they both are derived using the same assumptions of a Gaussian distribution of
structure factors and experimental errors. As described in the next chapter in more
detail, the multivariate function (2.11) was implemented by the author of this thesis in
the REFMAC5 package, using most of the original REFMAC5 routines. The fact that
the form of the function for the special case E = 1, M = 1 is equivalent to the function
38
2.3. THE SPECIAL CASE OF ONE OBSERVATION AND ONE MODEL
currently used by REFMAC5 is then important for the interpretation of the performance
differences between the multivariate function with higher E and the current REFMAC5
target: any improvements achieved by incorporating prior information directly using
(2.11) over the currently used target (2.12) should be caused by the use of the extra
information rather than different assumptions or differences in implementation.
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The Theory and
Implementation of the SAD
Function
partly published in
Skubak P., Murshudov, G.N. & Pannu, N.S. (2004). Acta Cryst., D60, 2196-2201.
3.1 The Form of the SAD function
In the previous chapter, the general probability distribution (2.11) of E observations
given N models was derived. The SAD probability function is a special case of this
general distribution when there are two observations (i.e. E = 2):
|F1| = |F
+
o |
|F2| = |F
−
o | (3.1)
41
Chapter 3
In the most natural implementation, there will also be two model structure factors,
F3 = F
+
c
F4 = (F
−
c )
∗ = |F−c | exp(α
−∗
c ) = |F
−
c | exp(−α
−
c ) (3.2)
The complex conjugate of F−c is used instead of F
−
c , in order to compare the same Miller
indices for F3 and F4. The same holds for observed structure factors, i.e. F2 = (F
−
o )
∗.
The conditional probability distribution for a SAD experiment then has the following
form:
PSAD = P (|F
+
o |, |F
−
o |; |F
+
c |, α
+
c , |F
−
c |, α
−∗
c )
=
2|F+||F−| det(C2)
pi det(C4)
exp(−a11|F
+
o |
2 − a22|F
−
o |
2 − (a33 − c33)|F
+
c |
2)×
exp(−(a44−c44)|F
−
c |
2−2|F+c ||F
−
c |((a34−c34) cos(α
+
c −α
−∗
c )−(b34−d34) sin(α
+
c −α
−∗
c )))×∫ 2pi
0
exp(−2|F−o ||F
+
c |(a23 cos(α
−∗
o − α
+
c )− b23 sin(α
−∗
o − α
+
c )))×
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where,
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−
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−∗, |F+c |, α
+
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−
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−∗
c ,C
−1
4 ) =(
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12) + |F
+
c |
2(a213 + b
2
13) + |F
−
c |
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c |
(
(a12a13 + b12b13) cos(α
+
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−∗
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−∗
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(a13a14 + b13b14) cos(α
−∗
c − α
+
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−∗
c − α
+
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(3.4)
In the above equations, C4 is the (Hermitian) covariance matrix of the complex
Gaussian distribution P (F+, (F−)∗,F+c , (F
−
c )
∗) with the elements of its inverse denoted
zjk = ajk + ıbjk. C2 is the covariance matrix of the bivariate Gaussian distribution
P (F+c , (F
−
c )
∗) with real and imaginary components of its inverse denoted as cij and dij .
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In order to calculate the covariance matrices C4 and C2, we need to express the
variances and covariances between structure factors. Clearly, the variances of F+o and
(F−o )
∗ will be very close for large numbers of reflections. It is reasonable to assume that
they are the same and use a single variance:
< F+o (F
+
o )
∗ >≈< (F−o )
∗((F−o )
∗)∗ >≈
< |F+o |
2 + |F−o |
2 >
2
≡ ΣN (3.5)
For the covariance between F+o and (F
−
o )
∗ we get
< F+o ((F
−
o )
∗)∗ >=< |F+o ||F
−
o |
(
cos(α+o − α
−∗
o ) + ı sin(α
+
o − α
−∗
o )
)
> (3.6)
In general, the covariance term is complex, however, the imaginary term is small com-
pared to the real term for a large number of reflections. Therefore, below the imaginary
part will be omitted. In order to validate this assumption in practice, several data
sets from chapter 4 were used to compare the performance of the function with the full
complex covariance terms and with the imaginary part omitted. Similar results were
obtained in both cases, with slightly quicker and smoother behavior in the case of real
terms only. However, the real part is still a function of the difference between ‘observed’
phases which are unknown. If we approximate this difference with the difference between
model phases, we finally get
< F+o ((F
−
o )
∗)∗ >≈< |F+o ||F
−
o | cos(α
+
o −α
−∗
o ) >≈< |F
+
o ||F
−
o | cos(α
+
c −α
−∗
c ) >≡ Σ
′
N
(3.7)
Another approach to the problem of the unknown observed phase differences may be the
inclusion of a refinable scaling error parameter. However, this approach turned out to
yield poorer results in the test cases. A possible reason for this problematic behavior
may be overparameterisation.
The model variance and covariance terms can be expressed easily in analogy to the
observation variance and covariance terms:
< F+c (F
+
c )
∗ >≈< (F−c )
∗((F−c )
∗)∗ >≈
< |F+c |
2 + |F−c |
2 >
2
≡ ΣP (3.8)
< F+c ((F
−
c )
∗)∗ >≈< |F+c ||F
−
c | cos(α
+
c − α
−∗
c ) >≡ Σ
′
P (3.9)
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For the covariance between observed and calculated F+ we get
< F+o (F
+
c )
∗ >=< |F+o ||F
+
c |
(
cos(α+o − α
+
c ) + ı sin(α
+
o − α
+
c )
)
>≈
< |F+o ||F
+
c | cos(α
+
o − α
+
c ) >≈ DΣP (3.10)
where D is a refinable Luzzati error parameter (Luzzati, 1952), absorbing the errors in
both model phases and amplitudes. Similarly,
< (F−o )
∗((F−c )
∗)∗ >≈< |F−o ||F
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c | cos(α
−∗
o − α
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c ) >≈ DΣP
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−
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+
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′
P (3.11)
< (F−o )
∗(F+c )
∗ >≈< |F−o ||F
+
c | cos(α
−∗
o − α
+
c ) >≈ DΣ
′
P
The complete SAD covariance matrix, including the measurement errors incorporated
as discussed in the previous chapter, then has the following form:
C4 =


ΣN + 2(σ
+
o )
2 Σ′N DΣP DΣ
′
P
ΣN ΣN + 2(σ
−
o )
2 DΣ′P DΣP
DΣP DΣ
′
P ΣP Σ
′
P
DΣ′P DΣP Σ
′
P ΣP


(3.12)
and C2 is its right bottom 2x2 submatrix:
C2 =

 ΣP Σ′P
Σ′P ΣP

 (3.13)
Since we assume that the covariance matrices are real, the SAD function can be simplified
to the following form:
PSAD =
2|F+||F−| det(C2)
pi det(C4)
exp(−a11|F
+
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+
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c |
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−
c |((a34 − c34) cos(α
+
c − α
−∗
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+
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√
ξ(|F+|, |F−|, |F+c |, α
+
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−
c |, α
−∗
c ,C
−1
4 ))dα
−∗ (3.14)
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Figure 3.1: The organisation of code for the direct use of prior phase information
in REFMAC5.
where,
ξ(|F+o |, |F
−
o |, α
−∗, |F+c |, α
+
c , |F
−
c |, α
−∗
c ,C
−1
4 ) =
|F−o |
2a212 + |F
+
c |
2a213 + |F
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c |
2a214 + 2|F
−
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+
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2|F−o ||F
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c |a12a14 cos(α
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−∗
o ) + 2|F
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c ||F
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c |a13a14 cos(α
−∗
c − α
+
c ) (3.15)
The implemented SAD likelihood function is the sum over all reflections of the nega-
tive natural logarithm of the derived probability distribution (3.14).
3.2 Implementation
The SAD likelihood function derived above was implemented in the program REFMAC5
(Murshudov et al., 1997) from the CCP4 (1994) package. Figure (3.2) describes the
structure of the computer source code organisation of the implementation in REFMAC5.
3.2.1 Likelihood class layer
The SAD function itself (denoted as layer four in fig. 3.2) was written as a standalone
C++ template class with single or double precision. The class contains the code for the
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calculation of the functional value and the first and second derivatives of the function
with regards to the calculated structure factor and Luzzati D parameters. The derivatives
are performed analytically, yielding higher precision as well as speed over a numerical
derivation.
Since only one phase integration can be performed analytically, numerical integration
is needed if more than one data set is present (E > 1). The Gaussian integration method
employing Legendre polynomials was chosen for this purpose, using the ‘Gauss’ C++
class from the BP3 project. Precision tests performed with real data sets suggest that
25-30 integration nodes provide a good tradeoff between speed and precision for the SAD
integral evaluation. The SAD integral has the form
I =
∫ 2pi
0
exp(f(α))I0(g(α))dα (3.16)
Since both the I0(x) and exp(x) functions are unbounded and quickly rising, it is nec-
essary to avoid possible overflows in the evaluations. In order to avoid Bessel function
overflow in Bessel I0(x) function evaluation, it is weighted by the negative exponent of
its argument:
I =
∫ 2pi
0
exp(f(α) + g(α))EI0(g(α))dα (3.17)
where EI0(x) is the bounded weighted Bessel function defined by
EI0(x) ≡ exp(−x)I0(x) (3.18)
In order to avoid overflow in the exponential term exp(f(α) + g(α)), the values of the
argument f(α) + g(α) are precalculated for all nodes and the exponent of the maximum
argmax is taken to the front of integral:
I = exp(argmax)
∫ 2pi
0
exp(f(α) + g(α)− argmax)EI0(g(α))dα (3.19)
The EI0(x) and EI1(x) functions (the latter is needed by the evaluation of the function
derivatives) are calculated by C code from the Cephes Math Library (www.moshier.net),
using Chebyshev polynomials. However, in order to improve the speed of these eval-
uations which consume a significant part of the SAD function runtime, the functions
were tabulated on the (0, 50) interval as a polynomial of the fourth degree, using the
first five terms of the Taylor series expansion, with a relative precision of 10−6. The
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Chebyshev polynomials based calculation is only used for arguments greater than 50
which are very rare. In a similar fashion, the exp(x), cos(x) and sin(x) functions were
tabulated, which is especially useful in the inner loops of the code. The use of tabulated
functions significantly improved the speed of the calculation of the SAD function and its
derivatives.
The eigenvalues of the covariance matrix are determined using the LAPACK package
(Anderson et al., 1999) for the calculation of the inverse of the covariance matrix. The
covariance matrices must be positive definite, however, a wrong estimate of Luzzati
parameters may cause the SAD covariance matrix to lose this property. Since the SAD
covariance matrix is symmetric (or Hermitian if the imaginary terms are not neglected), it
is positive definite if (and only if) all its eigenvalues are positive. Whenever an eigenvalue
is negative or close to zero, the Luzzati parameters are changed to make the matrix
positive definite. Usually this only happens at the beginning of the refinement, when the
initial estimates of Luzzati parameters may not be optimal.
3.2.2 Bridge layer
The likelihood template class was written with respect to its reusability by any program
wishing to employ the likelihood functions from the class. It means that the interface to
the class is general and a REFMAC5 specific layer of code is needed for the implementa-
tion in REFMAC5. The main task of the bridge layer is to pass the calls and parameters
between the REFMAC5 part and the SAD likelihood function in both directions, check
for the validity of the input and output that are implementation specific and not included
in the class, precalculate input to the SAD function and postcalculate output from the
SAD function to a form required by REFMAC5. The instantiation of the likelihood class
takes place in the bridge layer, at the beginning of the modified REFMAC5 run.
The likelihood class provides the derivatives of the SAD function with respect to
F+c and F
−∗
c which, after necessary transformations, are used for the refinement of the
protein model parameters as well as the heavy atom parameters. REFMAC5 (version
5.2.x) does not support the refinement of several models concurrently. Therefore, the
heavy atoms model is treated separately from the original REFMAC5 code, in the bridge
and modified REFMAC5 layers. It includes all the input, output, calculation and change
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(refinement) of the heavy atom model parameters. In order to refine the protein model
and heavy atom substructure model separately, it is needed to transform the derivatives
with regards to Bijvoet pairs of structure factors into the derivatives with regards to the
protein structure factors Fc and the structure factors FcH from the substructure. Based
on the equations (1.25) and (1.26), we can write
F+c = Fc + F
′
cH + F
′′
cH
F−c = Fc + F
′
cH − F
′′
cH (3.20)
where
F′cH ≡
NH∑
i=1
(fi + f
′
i). exp(2piıH.xi) (3.21)
F′′cH ≡
NH∑
i=1
f ′′i . exp(2piıH.xi) (3.22)
and fi, f
′
i , f
′′
i scattering factors also contain the thermal motion of the atom and its
occupancy. Using the chain rule, the required derivatives of the likelihood function can
be obtained in the form
∂L
∂Fc
=
∂L
∂F+c
+
∂L
∂F−c
(3.23)
∂L
∂F′cH
=
∂L
∂F+c
+
∂L
∂F−c
(3.24)
∂L
∂F′′cH
=
∂L
∂F+c
−
∂L
∂F−c
(3.25)
Similarly, the second derivatives can be derived. All these derivatives are calculated in
the bridge layer and passed to the modified REFMAC5 layer where they are used for the
separate refinement of the substructure and protein model.
3.2.3 Modified REFMAC5 layer
The direct use of prior phase information implementation does not require any modifica-
tion for most of the original REFMAC5 code files, only several files need to be modified
to make REFMAC5 aware and able to use the previously described layers. The modifi-
cations are mainly required in order to ensure
• input, output and availability in code for the extra data set information F+o , F
−
o ,
using the standard CCP4 libraries for input and output of mtz files
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• harvesting of the input keywords specific for direct use of prior phase information
• calling of the bridge layer procedures, including precalculation of some input pa-
rameters
• refinement of all the SAD function parameters using the output of the SAD target
function
The first three items can be considered of technical rather than scientific character and
won’t be discussed in more detail here.
Due to strong correlations between the Luzzati error parameters and the model atom
parameters, the refinement of Luzzati parameters is usually separated from the refinement
of the atomic parameters to prevent overfitting (Kleywegt & Bru¨nger, 1996). At first,
the Luzzati parameters are refined, followed by the refinement of the atomic parameters.
The refinement of the SAD Luzzati parameters required only small changes to the code
for the refinement of Luzzati parameters of the Rice target (2.12) used by default in
REFMAC5. The first and second derivatives of the SAD function with regards to the
Luzzati parameters are passed from the bridge layer, directly replacing the derivatives of
the Rice target in the minimization procedure. As is discussed in more detail in the next
chapter, the use of the free set of reflections (Bru¨nger, 1992) instead of the working set
of reflections, which is default for the Rice function, turned out to give better results.
REFMAC5 uses the scoring method with a Fisher information matrix for the refine-
ment of the parameters of protein atoms (Steiner et al., 2003). It is a quasi-Newton
optimisation method which uses the Fisher matrix instead of the Hessian matrix. The
Fisher information matrix is defined as the expected value of the squared gradient of the
likelihood function in its minus logarithm form. In the context of maximum likelihood
crystallographic refinement, the (i, j)-th term of the Fisher matrix is expressed by
I(pi, pj) =
∑
H
ε
(
∂Fc
∂pi
)(
∂Fc
∂pj
)∗
(3.26)
where pi denotes the i-th refined parameter and ε is the likelihood function dependent
factor. Steiner et al. have derived an approximation of the ε factor for the Rice target
in REFMAC5. Unfortunately, the calculation of the ε factor for the SAD target would
either require multiple numerical integration for every H, making the evaluation too
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slow, or advanced approximations which would have to be developed and implemented.
Therefore, the Hessian matrix is used instead of the Fisher matrix in the SAD function
minimisation in the current version of the modified REFMAC5. The calculation of Fisher
matrix for SAD minimization remains a challenge for the future.
As is explained in the previous section, the refinement of the substructure atomic
parameters is carried out separately from the protein parameters. The code for the sub-
structure refinement was added to the modified REFMAC5 layer. The Newton method
is employed again, using the first and second derivatives with respect to F′cH and F
′′
cH .
These derivatives need to be transformed into the derivatives with respect to the refined
parameters - equations (3.21),(3.22) can be used directly to obtain the transformations.
As can be seen from equations (3.23) and (3.24), the gradient for the minimisation of Fc
and F′′cH is the same, providing yet another reason for the separate refinement of protein
and substructure parameters.
3.3 SAD related functions
The likelihood template class does not only contain the SAD function evaluation - in-
stead, the multivariate function (2.11) for up to three data sets and any number of
models is implemented here. The general form of the implementation also allows for
relatively straightforward addition of functions with higher E into the class, however,
the approximations to the multidimensional integration must be added (see chapter 5 for
the approximations used in case of SIRAS function for three data sets).
The same form of the function with two observations as it is used for refinement based
on SAD data can be applied for a variety of other crystallographic data coming from two
differing but related measurements. The major difference would arise in the covariance
matrix only, as it is different for different observations and models. An important example
is the SIR experiment, where a data set from an X-ray diffraction of the crystal in a native
form and a data set from another crystal of a heavy atom derivative of the same protein
can be used in the joint refinement, using the phase information that is implicitly present
in the data sets. In a natural implementation, two observations corresponding to these
two data sets and crystal structure factors by FN and the derivative crystal structure
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factors by FD, the SIR covariance terms can be expressed as
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N
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D
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D
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The imaginary terms are neglected since all the sin(αN−αD), sin(αNo −α
N
c ) and sin(α
D
o −
αDc ) terms are all close to zero for larger numbers of reflections, analogous to the SAD
covariance matrix approximation. The D1 error parameter is similar to the SAD D
parameter and accounts for the errors between the observed and calculated phases and
amplitudes. The D2 error parameter accounts for the errors between the native and
derivative structure factors arising because of the non-isomorphism between the native
and derivative crystals.
The SIR covariance matrix consisting of the terms from (3.27) was implemented in
the likelihood class along with the complex and real-only SAD covariance matrices. After
the necessary additions to the bridge and modified REFMAC5 layers were made, the SIR
function was tested on several SIR data sets, providing satisfactory results. The function
succeeded to build the structure when the original Rice function failed. However, the
indirect use of the prior phase information via the MLHL target gave similar results as
the SIR target. Extensive tests of the SIR function, similar to the tests described in the
next chapter for SAD function would be needed to draw further conclusions about the
performance of the SIR function.
Similar distributions as they are used for SAD and SIR experiments (differing in the
semantics of the structure factors used in the distribution and the covariance matrix) can
also be used for the refinement of structure and structure-ligand complexes that directly
model the correlation between the observations and the models. Combining the diffrac-
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tion information from a native structure and a structure in complex may help emphasize
the differences between them, which is usually of major interest to structural biologists.
Considering all available information directly may lead to more efficient structure deter-
minations.
A likelihood function conditional on N models may also be applied to multiple models
outputted from an NMR experiment, from simulated annealing optimization techniques
(Rice & Bru¨nger, 1994), or when refining N related models obtained from conditional
dynamics (Scheres & Gros, 2001).
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The SAD Function in Practice
published in
Skubak P., Ness S.R. & Pannu, N.S. (2005). Acta Cryst., D61, 1626-1635.
4.1 Methods
The use of the prior phase information can be expected to be of higher importance
for incomplete models with higher phase errors. Such models are typically present in
the early and middle stages of model building. In this chapter, the multivariate SAD
function is compared to the currently most used refinement targets in automated model
building with iterative refinement on a set of seventeen different, previously solved protein
structures. This random sample of data sets exhibits a wide variety of resolution limits,
data quality, number of protein residues, anomalous signal and both number and type of
anomalous scatterers. The overall statistics for all the data sets are shown in Table 4.1.
All the tests were performed on an personal computer with a 2.6 GHz Intel Pentium
4 processor running the GNU/Linux Mandrake 10.1 operating system. The automated
model building program ARP/wARP (Perrakis et al., 1999; version 6.1.1) employing the
model refinement program REFMAC5 (Murshudov et al., 1997; version 5.2.0005) from
the CCP4 (1994) package (version 5.0.2) was used. In the tests, three likelihood targets
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Molecule Substructure Reso- Resi- Map correl. wARP
type total found f”(appr) lution dues after DM cycles
GerE Se 12 12 3.9 2.73 384 0.5127 20
MutS Se 46 45 5.0 3.00 1542 0.6606 20
Bacteriophage T4 Hg 1 1 11.0 2.74 198 0.6566 50
Transhydrogenase Se 16 16 4.0 2.48 364 0.6506 30
AEP transaminase Se 66 66 6.5 2.55 2169 0.7660 20
Cyanase Se 40 39 3.9 2.40 1560 0.7433 30
Ribonuclease Pt 5 5 6.9 2.50 192 0.4287 30
Crustacyanin S 12 12 0.72 2.60 362 0.3704 30
Beta-mannosidase Se 4 3 5.4 2.00 351 0.7340 10
Thioesterase I Br 22 20 5.0 1.80 458 0.6984 10
PSCP Br 9 8 5.0 1.80 371 0.4420 10
Lysozyme 360◦ S,Cl 12 9 0.56 1.64 129 0.7537 10
Lysozyme 270◦ S,Cl 12 8 0.56 1.64 129 0.5924 30
Lysozyme 180◦ S,Cl 12 7 0.56 1.64 129 0.4701 30
Ferredoxin Fe 8 8 1.25 0.94 55 0.7441 10
Insulin Zn 2 2 2.23 0.98 102 0.4101 30
Thionein Cu 8 8 3.84 1.64 36 0.8573 20
Table 4.1: Data set statistics
differing in the manner of utilizing prior phase information are compared: the target
lacking any prior phase information (Murshudov et al., 1997; Bricogne & Irwin, 1996;
Pannu and Read, 1996) denoted below as the Rice target, the function using the phase
information indirectly and encoded in Hendrickson-Lattman coefficients (Pannu et al.,
1998) denoted as MLHL and the target incorporating the information about phases from
a SAD experiment directly, denoted as the SAD target. The Rice and MLHL targets are
already present in REFMAC5, while REFMAC5 (of the same version) was modified to
include the SAD function as was described in the previous chapter.
The sequence information for the protein was supplied to ARP/wARP and sequence
docking was performed for the second half of the building process, as it improved results
in a few difficult test cases. Trying to dock the sequence in earlier stages leads to incorrect
docking and subsequent model building problems in a few difficult test cases (such as
gerE or bacteriophage T4). The seleno-methionine residues in the sequence were replaced
by methionines in the input to ARP/wARP, since version 6.1.1 does not recognize the
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seleno-methionine residue.
The models automatically built by ARP/wARP from experimental phases do not
contain any heavy atoms and the program does not allow to input the substructure
model known from heavy atom refinement. However, the anomalous information derived
from the substructure model is essential for the calculation of the model part of the SAD
covariance matrix and for the calculation of model Friedel pair structure factors required
as input to the SAD function. Thus, the heavy atom parameters were still available in a
separate substructure file. The parameters were refined if the SAD function was used as a
target. Since the real substructure contributions to structure factors are already modelled
by the structure factors coming from dummy atoms which are used by ARP/wARP to fill
the uninterpreted electron density, only the imaginary substructure contributions were
taken into account by the SAD function.
For all data sets, we randomly selected 5% of reflections for the free set (Bru¨nger,
1992). Default settings were used in Luzzati error parameter estimation: for the Rice
and MLHL functions, the working set of reflections was used and for the SAD function,
the set of free reflections was used. Since this was the only option that was not the
same for the different functions, we also ran all the tests using non-default settings. The
results of these tests can be found in subsection 4.2.14 and show that the options chosen
yield the best results for every function considered.
The REFMAC5 “XNON NO” option (Garib Murshudov, personal communication)
was used in all runs: this option causes only the diagonal terms of the second derivatives
matrix to be used in the minimization. Consistently better results were achieved using
this option for all the tested functions. No resolution cut-offs were used for any data set.
The number of building cycles was different for every test case according to the rate of
model building but it was the same for all the targets used to refine the same protein
(see Table 4.1). The number of cycles was set to the maximum required by the different
targets so that model building was never stopped while the model was still improving
(as was judged by the improvement in map correlation). All other parameters were used
as default in the running of the program for all the tests, unless stated otherwise below.
For all test cases, the steps of heavy atom detection, phasing and density modification
were performed using the Crank (Ness et al., 2004) (version 0.9) suite. Crank uses the
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direct methods program CRUNCH2 (de Graaff et al., 2001) using difference E-values
calculated by DREAR (Blessing and Smith, 1999) or the program SHELXD (Schneider
and Sheldrick, 2002) for substructure detection, BP3 (Pannu & Read, 2004) for substruc-
ture refinement and phasing, and DM (Cowtan, 1999) for density modification. In most
of the cases, the process of substructure detection, refinement and phasing and density
modification was done automatically using the default Crank values. In a few cases,
input parameters such as resolution cutoff for substructure detection, solvent content for
density modification or the number of cycles of Crank subprograms, were changed in
order to get better results. Information about non-crystallographic symmetry was not
used and only the single-wavelength anomalous diffraction data set was used throughout.
The model building was always performed with the same single-wavelength anomalous
diffraction data set as was used for phasing.
The MLHL function requires the indirect phase information in the form of Hendrickson-
Lattman (HL) coefficients. In most of the cases, the coefficients from BP3 provided better
results than HL coefficients from DM, so the MLHL results reported in all the following
tables will refer to the use of HL coefficients generated by BP3. Those cases where the
results were better using HL coefficients from DM are presented in the text.
The substructure atomic parameters required by the SAD function were obtained
from BP3. All the atoms found were used as input, including any incorrect ones. In
most cases, the occupancies of incorrect atoms were refined to very small values by BP3
and thus did not disturb the subsequent building and refinement by the SAD function.
The heavy atom coordinates were fixed since they are usually well refined by BP3 and
only isotropic temperature factors and occupancies of the substructure were refined by
the SAD function.
4.2 Results
To compare models built using refinement against the Rice, MLHL and SAD multivariate
likelihood refinement targets, we report the total number of backbone residues built by
ARP/wARP. Because part of the model built might be traced incorrectly or misplaced, we
also include the number of “correctly built” residues. A residue is regarded as “correct”
if its Cα atom is placed within 1 A˚ of a Cα position from the final model (e.g. Badger,
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2003). We also quote the quality of this “correct” part of the model by the root-mean-
square (RMS) error of Cα positions of the “correctly” placed residues. The number
of correct residues and RMS error of the correct part of the model are calculated by
a compare-protein script (Ness & Skubak, unpublished) within the Crank suite. The
map correlation with the final model is also reported and was computed by the program
SFTOOLS (Bart Hazes, unpublished).
Figure 4.1: The number of correctly built residues (solid part) and incorrectly
built residues (cross hatched part) using the Rice function (in green), the MLHL
function (in blue) and the SAD function (in red). Only the cases with successfully
built models are shown.
Figure 4.1 shows a global summary of the performance of all of the target functions
for the data sets in terms of number of residues built. Below, the results are described
for each data set. The discussion is split into two sections, based on resolution.
The statistics reported in the following tables are the numbers from the end of
ARP/wARP model building runs. The map correlation before the last model build-
ing cycle is reported. In a few cases, the models built become worse as the building
process continues. This is a consequence of problems in the refinement performed be-
tween the building cycles. For these cases, we present the number of built residues at
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the beginning of the run in the text.
Test cases with 2.4 A˚ or lower resolution
4.2.1 GerE
Bacillus subtilis regulatory protein GerE derivative consists of six monomers with two
seleno-methionine residues in each monomer (Ducros et al., 2001). The SAD function
with the direct use of prior phase information was essential in the improvement of the
initial maps and also in building a significant part of the model as can be seen in Figure
4.2.1(a). Both the MLHL and Rice functions failed in automated building and both
targets demonstrated a great deal of overfitting as shown in Figure 4.2.1(b) by a plot of
the R-factors as a function of building cycle for all the functions. When refinement was
performed against the SAD target, the overfitting was significantly reduced.
Despite the low resolution of the data (2.73 A˚) with relatively poor initial maps
and phases (phase error of 62.8◦ after density modification), a large part of the model
was traced by ARP/wARP and REFMAC5 using the SAD function (Table 4.2). One
monomer was built to a high degree (83%) and docking part of the side chains correctly.
Almost all missing residues of this monomer were present in the fragments of the other
built monomers. Although almost 8% of residues built were classified as incorrect, they
did not form incorrectly built regions and their displacement was often just slightly above
the 1 A˚ correctness criterium.
GerE Rice MLHL SAD
Map correlation 0.3808 0.533 0.6876
Residues built 0 31 221
Correct residues 0 13 204
RMS error of model (A˚) - 0.533 0.547
Total runtime (min.) 68.1 78.87 117.3
Table 4.2: The results of GerE model building.
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Figure 4.2: The dependence of (a) map correlation and (b) R factor on au-
tomated model building cycle for all three likelihood functions in the GerE test
case. The green curve shows the change in the R factor for the Rice function, the
blue curve is for MLHL and the red curve is for the SAD function.
Interestingly, even better results with the SAD function were achieved when we did
not refine the occupancies of the Se atoms. Over 250 backbone residues were correctly
traced with an RMS error of 0.46A˚ and over 150 side chains were correctly docked.
However, this behavior was specific for the GerE case, since the refinement of substructure
occupancies improved the model building in the other test cases.
4.2.2 MutS
The structure of Escherichia coli DNA repair protein MutS was originally determined
from a 3 A˚ resolution MAD diffraction data and a higher resolution (2.2 A˚) data set all
from a seleno-methionine crystal (Lamers, Perrakis et al., 2000). Automated substructure
detection, phasing and density modification from the peak 3.0 A˚ SAD data set with
default parameters yielded a good initial map for model building (Table 4.1).
For all refinement targets, around 800 residues were traced in the first building cycle,
over 600 of which were placed correctly. Subsequent building cycles with the Rice and
MLHL functions worsened the quality of the electron density map resulting in only 11
residues built with Rice and 190 with MLHL at the end of the building process (Table
4.3). ARP/wARP with the SAD function was able to improve the initial maps further
and was able to correctly build over 70% of the backbone (almost 1100 residues). Plots
of the change in map correlation and R factor with increasing model building cycles
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MutS Rice MLHL SAD
Map correlation 0.5643 0.7074 0.8745
Residues built 11 190 1224
Correct residues 2 139 1092
RMS error of model (A˚) 0.759 0.609 0.385
Total runtime (min.) 327.77 378.33 533.08
Table 4.3: The results of MutS model building.
resemble those for GerE (Figure 4.2.1), with bigger differences between the MLHL and
SAD curves.
Contrary to the other test cases, the MLHL refinement was better with static phase
information from DM. 784 residues were traced with this approach, 659 of which were
correct. The quality of the map was slightly improved at the beginning of the automated
model building process and then remained unchanged for the rest of process, with the
final map correlation reaching 0.80.
4.2.3 Bacteriophage T4
The structure of the receptor binding domain of the bacteriophage T4 was originally
solved using the SIRAS method (Thomassen et al., 2003). The anomalous signal from
the single mercury turned out to be of sufficient quality to solve the structure using the
SAD method. Density modification again played an essential role in the breakdown of
phase ambiguity as it improved the phase error from 73.4◦ to 48.1◦, because of the very
high solvent content of the crystal.
Bacteriophage T4 Rice MLHL SAD
Map correlation 0.6564 0.8811 0.8679
Residues built 64 173 197
Correct residues 51 168 194
RMS error of model (A˚) 0.548 0.268 0.247
Total runtime (min.) 337.74 368.03 429.74
Table 4.4: The results of bacteriophage T4 model building.
60
4.2. RESULTS
For this protein, the process of model building was significantly slower than in the
other test cases. ARP/wARP was only able to build a small part of the structure without
prior phase information (Table 4.4), although the overfitting was not as strong as in the
MutS case and the refinement did not cause worsening of map quality. Very complete
models were built with targets utilizing prior phase information. Building with the SAD
function was more rapid than for MLHL but still approximately 35 rebuilding cycles were
required to build the model. However, at the end of building, 98% of the model was built
correctly with an RMS error of less than 0.25 A˚.
4.2.4 Transhydrogenase
The structure of domain III of human heart transhydrogenase (NADP(H)-binding com-
ponent) (White et al., 2000) was determined using SeMet derivative crystal diffracting
to 2.48A˚. All 16 selenium atoms were correctly identified and a reasonable map (with a
correlation of 65%) was output by Crank.
The differences between the functions in terms of the quality of the maps produced
are large, as can be observed in Figure 4.3. These differences are reflected in the number
of traced residues and the RMS of models as stated in Table 4.5. With the SAD function,
over 95% of model was built correctly including correct docking of all side chain residues.
One of the two monomers in the asymmetric unit was built almost completely, with
only two outer residues missing of the total of 182 residues. Using the Rice or MLHL
functions, no monomer was completely built, the one most complete missing 55 residues.
Transhydrogenase Rice MLHL SAD
Map correlation 0.6697 0.7686 0.892
Residues built 182 255 348
Correct residues 151 244 347
RMS error of model (A˚) 0.523 0.376 0.219
Total runtime (min.) 178.87 189.05 206.94
Table 4.5: The results of transhydrogenase model building.
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4.3(a) 4.3(b) 4.3(c)
Figure 4.3: Electron density maps of a small transhydrogenase region at the
end of ARP/wARP procedures superimposed on the final deposited model. The
maps (all contoured at 1 sigma) obtained when using (a) Rice, (b) MLHL and (c)
SAD targets for refinement are shown.
4.2.5 AEP Transaminase
The crystal structure of 2-aminoethylphosphonate (AEP) transaminase was originally
determined by a multi-wavelength anomalous diffraction experiment (Chen et al., 2002).
The protein consists of more than 2100 residues in the asymmetric unit and a strong
anomalous signal from 66 selenium atoms. The automated process of substructure de-
termination, phasing and density modification yielded a very good density map which
was successfully traced by ARP/wARP using all the refinement functions, despite the
moderate resolution of 2.55 A˚.
The number of residues built was greater than 2000 and similar for all functions,
but there were significant differences in the quality of the models built. The differences
are reflected in the map correlations after building and in the RMS statistics of the
model built (Table 4.6) - the correlation coefficient produced with the SAD function was
significantly higher and the RMS error of the model was lower.
Figure 4.2.5 shows the improvement of map correlation during the process of building
for different refinement targets. It also demonstrates the positive effect of sequence
docking at the second half of model building (signified by rising of curves after cycle 11).
The proper use of sequence information as another source of prior information yields
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AEP Transaminase Rice MLHL SAD
Map correlation 0.8415 0.8982 0.9322
Residues built 2056 2049 2117
Correct residues 2024 2043 2105
RMS error of model (A˚) 0.397 0.243 0.213
Total runtime (min.) 658.88 650.17 719.07
Table 4.6: The results of AEP transaminase model building.
significantly higher map correlations. The rise is higher if the actual map correlation
is better, this is caused by incorrect docking of part of the model when using the map
of worse quality. In case of the Rice function, almost 200 of 1945 docked residues were
docked incorrectly. All side chains docked with MLHL (1945 residues) and SAD function
(2075 residues) were identified correctly.
4.2.6 Cyanase
Escherichia coli cyanase enzyme crystallizes in the spacegroup P1 and contains one
homodecamer in the asymmetric unit. The structure was originally solved using MAD
with a SeMet derivative at 2.4 A˚ and a 1.65 A˚ resolution native data set (Walsh et al.,
2000). Using only the SAD data set collected at the peak wavelength, Crank found 39
5 10 15 20
wARP cycle
0.8
0.82
0.84
0.86
0.88
0.9
0.92
Map correlation
Figure 4.4: The improvement of map correlation during the building process
of AEPT using ARP/wARP with Rice function shown in green, MLHL function
shown in blue and SAD function in red.
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Cyanase Rice MLHL SAD
Map correlation 0.5592 0.9328 0.9333
Residues built 600 1524 1522
Correct residues 472 1515 1512
RMS error of model (A˚) 0.686 0.178 0.181
Total runtime (min.) 608.05 826.38 727.41
Table 4.7: The results of cyanase model building.
of 40 Se atoms, phased the structure with 53.6◦ phase error and subsequently improved
the phase error to 43.0◦ using density modification, with default values of all input
parameters.
In this case, the performance of automated model building was strongly dependent on
the use of experimental phase information. With the default ARP/wARP Rice function
(i.e. using no phase restraints) the overall map correlation decreased from the initial 0.77
to 0.56 after 20 building cycles probably due to high overfitting in refinement. Therefore,
the best models were built during the first building cycles with approximately 800-900
backbone residues reported, ∼ 90% of which were placed correctly. In contrast, both
functions using prior phases build very complete, high quality models with 97% of the
backbone of all ten subunits and more than 90% of the correct side chains docked. The
only significant difference between the SAD and MLHL functions was in the speed of
building - ARP/wARP with the SAD function built the model significantly faster than
with MLHL.
4.2.7 Ribonuclease and crustacyanin
Automated model building failed for both the Streptomyces aureofaciens ribonuclease
(Sevcik et al., 1996) 2.5 A˚ platinum derivative data set and crustacyanin (Gordon et al.,
2001) 2.6 A˚ sulphur SAD data set, regardless of the refinement target used. The map
correlation after phasing and density modification were only around 0.4 due to the small
anomalous signal, although all substructure atoms were correctly identified.
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Test cases with a resolution higher than 2.4 A˚
4.2.8 Beta-Mannosidase, Thioesterase I, PSCP and Lysozyme
(360◦)
For most of the test data, significant differences existed between the results of automated
model building when comparing the results of any target function with another. How-
ever, for the cases of beta-mannosidase (Boraston et al., 2003), thioesterase I (Devedjiev
et al., 2000), PSCP (Pseudomonas serine-carboxyl proteinase) (Dauter et al., 2001) and
lysozyme collected over 360 degrees (Weiss, 2001), we found no significant differences
using ARP/wARP with different target functions (except using MLHL with HL coeffi-
cients from DM will be described below). The model building was always very rapid,
with very complete models containing correct side chains (more than 90% of the model)
in less than ten building cycles. The results of the automated model building for all four
test cases are summarized in Table 4.8.
Unexpected results were obtained using the MLHL target with Hendrickson-Lattman
coefficients from DM. Of these four data sets, only the PSCP model was built with a
similar number and quality of built residues as yielded by the other three approaches
(Table 4.8), although more building cycles were required. The building provided only
191 residues for beta-mannosidase, 107 residues for thioesterase and 34 for lysozyme,
with significantly worse RMS errors and map correlations. The complete models of all
these proteins can be built using ’blurred’ DM probability distributions of phases as
suggested by Murshudov (Pannu et al., 1998):
CHLnew = S exp(−B|r
∗|2/4)CHLold (4.1)
where CHL denotes the Hendrickson-Lattman coefficients AHL, BHL, CHL, DHL; S and
B are scale and B values for blurring - the pair (S, B) is referred to as blurring factor.
Blurring factors with scales lower than 0.4 or very high B factors were required to build
the complete thioesterase model, higher blurring scales were sufficient to build beta-
mannosidase and lysozyme models. However, when applying blurring factors with such
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Rice MLHL SAD
Beta-mannosidase
Map correlation 0.9528 0.9509 0.9546
Residues built 341 333 340
Correct residues 339 333 340
RMS error of model (A˚) 0.097 0.091 0.08
Total runtime (min.) 73.8 76.72 78.47
Thioesterase I
Map correlation 0.8902 0.8948 0.8986
Residues built 428 440 445
Correct residues 427 439 444
RMS error of model (A˚) 0.157 0.153 0.157
Total runtime (min.) 58.78 61.21 65.45
PSCP
Map correlation 0.6042 0.6106 0.6066
Residues built 349 352 356
Correct residues 349 352 355
RMS error of model (A˚) 0.355 0.351 0.351
Total runtime (min.) 84.13 85.71 94.84
Lysozyme 360◦
Map correlation 0.9576 0.9533 0.9527
Residues built 124 121 123
Correct residues 124 121 123
RMS error of model (A˚) 0.077 0.104 0.081
Total runtime (min.) 31.39 32.21 35.52
Table 4.8: The results of model building of beta-mannosidase, thioesterase,
PSCP and lysozyme 360◦.
a low scale, it is questionable whether these truly qualify as phase restraints. Since the
models can be built without any prior phase information, the success of building with
very low blurring scales is expected regardless of the prior phase distributions used.
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4.2.9 Lysozyme (270◦)
The model building results obtained building of lysozyme from the data collected over
a rotation of 270◦ (Weiss, 2001) are significantly different from building using the data
collected on the same crystal over the whole sphere. Fewer sulphur atoms were identified
with a greater RMS error (most likely due to the smaller redundancy of the data, leading
to a smaller signal to noise ratio). This caused Crank to produce a map for model
building with a correlation over 15 % less than in the case of 360◦ data, as can be seen
in Table 4.1.
The map turned out to be of insufficient quality to be traced by ARP/wARP at the
beginning of the building process. Thus any building relied on the improvement of maps
in the refinement process. With either of the current REFMAC5 refinement targets, the
improvement of maps stopped after a certain number of cycles, as is shown in Figure
4.2.9 and was not sufficient to build any residues. In contrast, rapid improvement was
achieved by direct incorporation of phase information into the refinement target, yielding
an almost complete lysozyme model. It is interesting to observe that the quality of the
model built is outstanding and similar to that obtained from the 360◦ data (Tables 4.9,
4.8), although the initial map and phase error before building were much worse.
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Figure 4.5: The improvement of map correlation during the building process of
lysozyme collected over 270◦. The green curve stands for use of no prior phase
information, the blue curve is for its indirect use and the red curve shows its direct
use by SAD function.
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Lysozyme 270◦ Rice MLHL SAD
Map correlation 0.633 0.7062 0.9562
Residues built 0 0 120
Correct residues 0 0 120
RMS error of model (A˚) - - 0.068
Total runtime (min.) 39.2 40.53 92.92
Table 4.9: The results of lysozyme 270◦model building.
4.2.10 Lysozyme (180◦)
The lower redundancy of lysozyme data collected over 180◦ (Weiss, 2001) caused a lower
success rate of substructure determination. In this run, 7 atoms were correctly identified,
providing map with 0.47 correlation to the final one. Although there were clear differences
in the map improvement using the the automated building with different refinement
targets, the maps were never of sufficient quality to automatically trace the model. As
in the case of the lysozyme 270◦ data set, changing the input parameters in CRANK for
substructure detection in either CRUNCH2 or SHELXD led to a more complete sulphur
substructure and higher quality input maps that could be traced.
4.2.11 Ferredoxin
The crystal structure of ferredoxin from Clostridium acidurici has been solved using data
extending to 0.94 A˚ (Dauter et al., 1997). Owing to a very strong anomalous signal from
the iron atoms from two [4Fe-4S] clusters, the map correlation after BP3 was already
very high (0.726). As ARP/wARP reported an error building with the default building
algorithm, we used the other available algorithm for model building. Despite good maps
and high resolution, all backbones built are less than 90% complete. ARP/wARP using
the SAD functions can build several more residues than with MLHL which is again several
residues better than Rice (Table 4.10). The quality of all the models built is excellent as
all Cα atoms are correctly placed with an RMS deviation of ∼ 0.05 A˚.
68
4.2. RESULTS
Ferredoxin Rice MLHL SAD
Map correlation 0.8429 0.8799 0.9129
Residues built 40 44 48
Correct residues 40 44 48
RMS error of model (A˚) 0.05 0.045 0.045
Total runtime (min.) 20.99 23.23 25.18
Table 4.10: The results of ferredoxin model building.
4.2.12 Insulin
The insulin data set was collected to 1.0A˚ and although it has less than 75% completeness
of Friedel pairs, it is possible to phase this protein with the SAD method using the
anomalous signal of the two zincs (Dauter et al., 2002). However, in this single test
case we were not able to phase the structure using only automated procedures in Crank.
The complication was caused by the fact that both atoms lie on special positions: the
three-fold symmetric axis of the R3 (hexagonal setting) spacegroup. Although in Crank
runs, CRUNCH2 was able to find the approximate positions of both zinc atoms, they
were displaced from the symmetry axis and their position could not be corrected in
heavy atom refinement. Thus, phasing under these conditions was unsuccessful, yielding
a phase error of more than 80◦. Since the atoms were close to special positions, we
editted the scripts produced by Crank and we manually shifted the atoms to the exact
special position and kept them fixed on the three-fold axis, only allowing them to move
along the axis in heavy atom refinement, as is consistent with the location of the special
position. This treatment provided phases with phase error of 74.0◦. Subsequently, DM
was run from a script produced by Crank - improving the phases slightly to 72.0◦.
In spite of poor initial phases, ARP/wARP could trace almost the complete model by
using prior phase information in the refinement. Using the Rice function with a default
working set of reflections for Luzzati error parameter refinement, the maps were greatly
improved, having a map correlation of approximately 0.71. However, further refinement
did not yield more improvement and no residues could be traced from the density map
obtained. An interesting improvement was achieved using the Rice function by using the
free set of reflections for Luzatti parameters refinement only. Using this approach, the
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Insulin Rice MLHL SAD
Map correlation 0.7119 0.8891 0.903
Residues built 0 93 95
Correct residues 0 93 94
RMS error of model (A˚) - 0.123 0.117
Total runtime (min.) 111.9 209.99 212.91
Table 4.11: The results of insulin model building.
map improvement continued significantly longer, allowing over 60 residues to be built.
Usually, the correct tracing of additional residues increases the map quality and allows
for tracing of more residues in the next building cycles. However, this trend was not
observed in this case as the map correlation was not improved after a great number of
residues was traced.
Just ten building cycles were required to improve the phases by more than 40◦ and
to build the majority of the model with the MLHL and SAD functions. The quality
of models was further improved by correct docking of all residues in the second part of
building process. However, no model could be built using the MLHL function with HL
coefficients from density modification. The refinement process with this approach was
the worst of all, and gave no significant increase of map correlation, which was 0.428 at
the end of refinement. Although the refinement was improved applying blurring factors,
the improvement was not sufficient to build the model. The best results achieved using
DM phases with any combination of blurring scale and blurring B factor were similar to
those produced without any use of prior phase information.
4.2.13 Thionein
The truncated copper thionein from yeast (Calderone et al., 2004) consists of 8 Cu
atoms surrounded by 36 protein residues (Figure 4.6), with the anomalous signal being
approximately 15% of the total scattering. The very high anomalous signal and small
number of residues are similar to the ferredoxin test case and the results obtained are
also very similar: Crank was able to find all heavy atoms and produced an outstanding
map with a correlation of 0.857 with the final map which was surprisingly difficult to
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4.6(a) 4.6(b)
Figure 4.6: The models of thionein as built by ARP/wARP using the (a) Rice
and (b) SAD functions, shown in white, superimposed on the final deposited model
in orange. No model was built using the MLHL function.
trace. Using the Rice function for refinement, 21 residues were traced at the end of the
building. However, the number of traced residues fluctuated rapidly between 0 and 25
during building (Figure 4.2.13) which is very unusual and was not observed in any of the
other test cases.
No residues were traced if we used ARP/wARP with MLHL for refinement although
the map correlation in the first cycles was comparable with that of the Rice function and
did not significantly decrease during the building. The reason for this behavior is not
understood but the results are in accordance with those obtained in the original structure
Thionein Rice MLHL SAD
Map correlation 0.7156 0.7827 0.8736
Residues built 21 0 34
Correct residues 21 0 34
RMS error of model (A˚) 0.143 - 0.071
Total runtime (min.) 39.81 37.51 48.35
Table 4.12: The results of thionein model building.
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Figure 4.7: Number of built thionein residues during the ARP/wARP run for
Rice (in green), MLHL (in blue) and SAD (in red) functions.
determination. ARP/wARP with the SAD function built a very good model of low RMS
error consisting of 34 residues (Table 4.12), all of which were correctly docked.
4.2.14 The bias in Luzzati parameters refinement
As was mentioned earlier, the refinement of error parameters is kept apart from the
refinement of atomic parameters in most of maximum likelihood refinement programs,
in order to prevent overfitting. However, using the same set of reflections for Luzzati
parameters refinement as for refinement of the atomic parameters refinement causes bias
which is manifested in an overestimate of the Luzzati parameters. The use of the free set
of reflections in Luzzati parameter refinement limits the bias and improves the reliability
of Luzzati parameter estimates (Bru¨nger, 1992), (Kleywegt & Bru¨nger, 1996).
However, the theoretical advantage of using the free set of reflections to refine the
Luzzati parameters is not always confirmed in practice. The default for the Rice and
MLHL functions in REFMAC5 (version 5.2.0005) is the use of the working set of reflec-
tions in the refinement of error parameters. In order to get more insight into the practical
effects of the problem, we performed the ARP/wARP model building with REFMAC5
refinement against Rice, MLHL and SAD functions, using both working and the free
sets of reflections in Luzzati error parameters refinement, for all data sets tested in this
paper. The results are presented in Table 4.13.
The results show that the choice between the free set or the working set in Luzzati
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Molecule Rice MLHL SAD
working free working free working free
Beta-mannosidase 0.9528 0.9523 0.9509 0.9537 0.9518 0.9546
Thioesterase I 0.8902 0.8802 0.8948 0.9015 0.8929 0.8986
Pseudomonapepsin 0.6042 0.5949 0.6106 0.5979 0.6048 0.6066
Lysozyme 360◦ 0.9576 0.9547 0.9533 0.951 0.9519 0.9527
AEP transaminase 0.8415 0.8509 0.8982 0.8972 0.9153 0.9322
Ferredoxin 0.8429 0.816 0.8799 0.8773 0.9065 0.9129
Cyanase 0.5592 - 0.9328 0.9283 0.8957 0.9333
GerE 0.3808 - 0.533 0.5088 0.6123 0.6876
Insulin 0.7119 0.8172 0.8891 0.8981 0.8971 0.903
Lysozyme 270◦ 0.633 0.6189 0.7062 0.679 0.6825 0.9562
Transhydrogenase 0.6697 - 0.7686 0.5328 0.8891 0.892
Thionein 0.7156 0.7033 0.7827 - 0.8641 0.8736
MutS 0.5643 0.6078 0.7074 0.67 0.8414 0.8745
Bacteriophage T4 0.6564 0.6548 0.8811 0.8573 0.786 0.8679
Table 4.13: The final map correlations achieved by automated model building
with refinement against Rice, MLHL and SAD functions, using free or working
sets of reflections in Luzzati parameters refinement. In cases where a dash is
present instead of a number, the run aborted due to an error.
parameter refinement is not important in a number of cases, especially the easy ones
such as the molecules from Section 4.2.8. However, important differences were observed
in some difficult cases for all the functions. For the Rice and MLHL functions, the use
of the working set of reflections provided, in general, better results. In a few cases, the
runs with the free set of reflections were even aborted due to errors, as the refinement
led to poor maps. Two exceptions where using the free set gave significantly better
map correlations were observed for the Rice function. The differences in the MutS case
are hardly important, since the initial map correlation decreased to very low values and
no model was built at the end in both cases with free or working set usage. Thus, the
only important exception is the insulin model building and refinement, described in more
detail in section 4.2.12. In contrast, the use of free set of reflections in Luzzati parameters
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Figure 4.8: The percentage of the model built as a function of map correla-
tion before building and the resolution of data for all tested data sets. From
left to right, the results obtained using (a) Rice, (b) MLHL and (c) SAD target
for refinement are shown using “traffic light colors”: green represents an almost
completely built model (80-100% of backbone residues built), yellow and red rep-
resent partially built models (50-80% and 20-50%, respectively) and black shows
unsuccessful model building (0-20%).
refinement is clearly yielding better results for the SAD refinement target.
It is hard to determine the reasons for the different behavior. The failures of currently
used targets with free set are not caused by the instability due to small number of free
reflections, as is proved by the tests with larger set of free reflections. The results clearly
showed that the Luzzati parameters are refined to higher values if the working set of
reflections is used when compared to the use of the free set of reflections. This effect
was expected and can be explained by overfitting. However, the biased, higher values of
Luzzati parameters seem to be beneficial for the Rice and MLHL targets’ performance.
4.3 Discussion
From the test cases, the SAD refinement target is shown to extend the limits of phase
quality and resolution needed over currently used functions. In the difficult cases, such as
GerE, 270◦ lysozyme, transhydrogenase, thionein or MutS, direct use of this information
in the more theoretically justified SAD function is shown to generate more complete mod-
els of higher quality. The majority of the 3 A˚ MutS model (Table 4.3) or ∼ 2.75 A˚ bacte-
riophage T4 and GerE models (Tables 4.4 and 4.2) were successfully built by ARP/wARP
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using the SAD function. This is beyond the currently recommended ARP/wARP res-
olution limit of 2.6 A˚ (Morris et al., 2004). However, if the resolution and the phase
quality of the data are lower, automated building is likely to fail. The current limits of
phase quality and resolution for successful model building using ARP/wARP with the
SAD function can be estimated from Figure 4.8. Besides extending the phase quality
and resolution limits, the figure also demonstrates that the use of the SAD function
can be surprisingly beneficial in some cases of high map correlation and resolution (the
left-upper part of the plots) not traced completely using current methods. Table 4.14
summarizes the results on the basis of the resolution of the data set.
Correct part of model Rice MLHL SAD
Resolution better than 2.4 A˚ 63.9% 68.8% 93.9%
Resolution 2.4 A˚ or lower 27.2% 50.7% 73.1%
Table 4.14: The mean value of the ratio of correctly built to the total number
of residues in the final model from the fourteen test cases that were successfully
built as a function of resolution.
The performance of the indirect use of prior phase information turned out to be
strongly dependent on the source of the static phase distributions used. Taking the
phase distributions from a phasing program usually provided better models than those
obtained with the phase distributions obtained from density modification. However,
this behavior may be dependent on the programs used for phasing (BP3) and density
modification (DM), as well as on the input parameters to these programs. In some cases,
refinement with the phases from DM was improved when blurring factors with low scales
or high B factors were applied. However, in the insulin case, when the proper prior phase
information was required to build the complete model, the blurring of phase distributions
from density modification was not sufficient to build the model although it could be built
using the phase distributions from Hendrickson-Lattman coefficients from BP3. These
results show that it is crucial that the phase distributions used by refinement with the
MLHL target are as accurate as possible and unbiased. Therefore, the performance
of the indirect use of prior phase information without the refinement of substructure
parameters and/or Luzzati error parameters may be less than optimal in some cases.
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All these problems are avoided if the SAD function is used which directly reconstructs
the phase information from the available information and allows for the refinement of
substructure and error parameters.
The use of the SAD function did not slow down the building process greatly, typical
run times are increased by approximately 10% compared to model building without any
prior phase information (section 4.2.8). The larger differences between building run times
with different functions which are found sometimes are caused by a different number of
residues built and treated.
Use of the SAD function is certainly not limited to any particular refinement program.
The target may be incorporated into the refinement sections of other autobuilding pro-
grams, such as RESOLVE or recent developments using conditional dynamics (Scheres
& Gros, 2004).
Most of the above mentioned structures were solved automatically from SAD data,
requiring only basic information about the data and protein as user input, even though
MAD or SIRAS phasing was originally used to determine the structure. Although the
proper use of all available information, whether it be from a SIRAS or a MAD experiment,
may lead to better building statistics than can be obtained using SAD data alone. Thus,
implementing the multivariate likelihood functions that directly incorporate prior phase
information from SIRAS and MAD experiments may be useful. The implementation of
a SIRAS function is described in the next chapter.
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The SIRAS Function
(to be submitted)
5.1 The form of the function
The SIRAS experiment is a combination of SIR and SAD techniques when a single data
set from the native crystal and Friedel pair data sets from the derivative crystal are
collected:
|F1| = |F
N
o |
|F2| = |F
D+
o | (5.1)
|F3| = |F
D−
o |
The corresponding model structure factors are
F4 = F
N
c
F5 = F
D+
c (5.2)
F6 = (F
D−
c )
∗
For simplicity, the D superscript will be omitted in the following - the Friedel pair
structure factors are always implicitly assumed to come from the derivative structure.
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Furthermore, the complex conjugate sign will be omitted and F− will be used to denote
the complex conjugate of the “minus” derivative structure factor. The generalFi notation
of structure factors (left part of equations (5.1), (5.2)) will be used in cases when it enables
more compact mathematical formulas.
In order to take into account all the correlations between the three observations and
three models, a 6x6 covariance matrix must be constructed. Considering the previously
derived SAD covariance matrix (3.12) and SIR covariance terms (3.27), the following
covariance matrix arises:
C6 =


ΣN + 2(σ
N
o )
2 D2ΣN D2ΣN D1ΣP D1D2ΣP D1D2ΣP
D2ΣN ΣN2 + 2(σ
+
o )
2 Σ′N2 D1D2ΣP D1ΣP2 D1Σ
′
P2
D2ΣN ΣN2 ΣN2 + 2(σ
−
o )
2 D1D2ΣP D1Σ
′
P2 D1ΣP2
D1ΣP D1D2ΣP D1D2ΣP ΣP D2ΣP D2ΣP
D1D2ΣP D1ΣP2 D1Σ
′
P2 D2ΣP ΣP2 Σ
′
P2
D1D2ΣP D1Σ
′
P2 D1ΣP2 D2ΣP Σ
′
P2 ΣP2


(5.3)
with the model part covariance matrix C3 being the right bottom 3x3 submatrix of (5.3):
C3 =


ΣP D2ΣP D2ΣP
D2ΣP ΣP2 Σ
′
P2
D2ΣP Σ
′
P2 ΣP2

 (5.4)
The error parameters have similar meanings as in the SIR case: The D1 parameter
accounts for the errors between the observed and calculated phases and amplitudes and
theD2 error parameter accounts for the errors between the native and derivative structure
factors caused by non-isomorphism. The imaginary terms are disregarded for the same
reasons as described previously (see chapter 3). The ΣN2, Σ
′
N2, ΣP2 and Σ
′
P2 terms are
defined in analogy to ΣN , Σ
′
N , ΣP , Σ
′
P terms from the SAD convariance matrix (3.12):
ΣN2 =
< |F+o |
2 + |F−o |
2 >
2
Σ′N2 =< |F
+
o ||F
−
o | cos(α
+
c − α
−
c ) >
ΣP2 =
< |F+c |
2 + |F−c |
2 >
2
(5.5)
Σ′P2 =< |F
+
c ||F
−
c | cos(α
+
c − α
−
c ) >
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and definitions of the ΣN , ΣP terms correspond to the ΣN , ΣP definitions used for the
SIR matrix (3.27):
ΣN =< |F
N
o |
2 >
ΣP =< |F
N
c |
2 > (5.6)
The SIRAS function is a special case of a general crystallographic multivariate like-
lihood probability distribution (2.11) with E = 3, M = 3. Excluding the imaginary
covariance matrix terms, the function is:
P (|F1|, |F2|, |F3|; |F4|, α4, |F5|, α5, |F6|, α6) =
2|F1||F2||F3| det(C3)
pi2 det(C6)
×
exp
(
−
3∑
i=1
|Fi|
2aii−
6∑
i=4
(
|Fi|
2(aii−cii)+
6∑
j=i+1
2|Fi||Fj |(aij−cij) cos(αj−αi)
))
×
∫ 2pi
0
exp
(
−
6∑
i=4
2|F3||Fi|a3i cos(αi − α3)
)
×
∫ 2pi
0
exp
(
−
6∑
i=4
2|F2||Fi|a2i cos(αi − α2)− 2|F2||F3|a23 cos(α2 − α3)
)
×
I0
(
2|F1|
√√√√ 6∑
i=2
|Fi|2a21i +
6∑
j=i+1
2|Fi||Fj |a1ia1j cos(αj − αi)
)
dα2 dα3 (5.7)
In order to evaluate the function, a two-dimensional numerical integration is needed.
The Gaussian method successfully implemented and tested for the SAD integration eval-
uation would be a simple and straightforward approach. Since approximately 30 integra-
tion nodes were required for the SAD function, at least 30x30 nodes may be expected to
be needed for the evaluation of the double integral in the SIRAS target. Unfortunately,
the refinement with SIRAS target, using the Gaussian method with 30x30 integration
nodes, turned out to be very unstable in the tests performed. The reason was found
in a poor precision of the integral evaluations for certain reflections. In some cases, up
to 500x500 nodes would be required in order to achieve an acceptable precision, as is
documented in Table 5.1.
The SIRAS refinement would already be significantly slower compared to the Rice
or SAD functions if 900 nodes per reflection were used and it would be several orders of
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Number of nodes function value der. wrt FNc der. wrt α
N
c
30x30 15.9375 -0.003585 3.8090
100x100 17.1296 -0.003558 3.8080
200x200 17.7865 0.0007890 4.4907
300x300 17.9602 0.01355 2.6109
500x500 17.9687 0.01687 1.3077
1000x1000 17.9687 0.01686 1.3068
Table 5.1: The evaluation of function value and its derivatives with regards to
F
N
c using Gaussian integration method for a single reflection from gerE test case.
Huge loss of precision can be observed if less than approximately 500x500 nodes
are used.
magnitude slower if 250000 nodes per reflection should be used. Clearly, more advanced
approximations to the integral evaluation are needed. Several general approximative
numerical methods were considered, such as the saddle point approximation, Monte-
Carlo methods, tabulation of part of the function or series expansions. Finally, another
solution to the problem was found and adopted, based on the specific properties of the
SIRAS integral.
5.2 Properties of the 3-dimensional SIRAS integral
Let us consider the integral and its properties before the analytical integration is per-
formed. From equation (2.6), the integral is as follows:
I ≡
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
( 3∑
i=1
N∑
j=i+1
2|Fi||Fj |aij cos(αi − αj)
)
dα1 dα2 dα3 (5.8)
For simplicity, let us define wij term as
wij ≡ 2|Fi||Fj |aij (5.9)
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and after expanding the integrand by using the trigonometric relations and rearranging
the terms
I =
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
( 3∑
i=1
N∑
j=i+1
wij cos(αi − αj)
)
dα1 dα2 dα3
=
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
(
− w12 cos(α1 − α2)− w13 cos(α1 − α3)− w23 cos(α2 − α3)
−
N∑
i=4
(
w1i cos(αi − α1) + w2i cos(αi − α2) + w3i cos(αi − α3)
))
dα1 dα2 dα3
=
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
(
− w12 cos(α1 − α2)− w13 cos(α1 − α3)− w23 cos(α2 − α3)
− cos(α1)
N∑
i=4
w1i cos(αi)− sin(α1)
N∑
i=4
w1i sin(αi)− cos(α2)
N∑
i=4
w2i cos(αi)
− sin(α2)
N∑
i=4
w2i sin(αi)− cos(α3)
N∑
i=4
w3i cos(αi)− sin(α3)
N∑
i=4
w3i sin(αi)
)
dα1 dα2 dα3
(5.10)
If we now define vectors Wi, i = 1, 2, 3 by
Wi =
(
W ci ,W
s
i
)
≡
( N∑
j=4
wij cos(αj),
N∑
j=4
wij sin(αj)
)
(5.11)
and denote their length and phase by Wi and ϕi resp., then
I =
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
(
− w12 cos(α1 − α2)− w13 cos(α1 − α3)
− w23 cos(α2 − α3)− cos(α1)W
c
1 − sin(α1)W
s
1 − cos(α2)W
c
2 − sin(α2)W
s
2
− cos(α3)W
c
3 − sin(α3)W
s
3
)
dα1 dα2 dα3
=
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
(
− w12 cos(α1 − α2)− w13 cos(α1 − α3)− w23 cos(α2 − α3)
−W1
(
cos(α1) cos(ϕ1) + sin(α1) sin(ϕ1)
)
−W2
(
cos(α2) cos(ϕ2) + sin(α2) sin(ϕ2)
)
−W3
(
cos(α3) cos(ϕ3) + sin(α3) sin(ϕ3)
))
dα1 dα2 dα3
(5.12)
and we finally get the simplified form of the integral with the integrand consisting of only
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six terms:
I =
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
(
−w12 cos(α1 − α2)− w13 cos(α1 − α3)−w23 cos(α2 − α3)
−W1 cos(α1 − ϕ1)−W2 cos(α2 − ϕ2)−W3 cos(α3 − ϕ3)
)
dα1 dα2 dα3 (5.13)
Thus, the integral depends on nine real number parameters: the w-parameters W1, W2,
W3, w12, w13, w23 and phases ϕ1, ϕ2, ϕ3, so we can look at it as a function of nine real
variables I = I(W1,W2,W3, w12, w13, w23, ϕ1, ϕ2, ϕ3) (in what follows, the set of nine
variables will be denoted as an ennead). We can now reduce the range of the definition
of this function.
Let the ennead ǫ ≡ (W1,W2,W3, w12, w13, w23, ϕ1, ϕ2, ϕ3) be I-equivalent to en-
nead (W ′1,W
′
2,W
′
3, w
′
12, w
′
13, w
′
23, ϕ
′
1, ϕ
′
2, ϕ
′
3) if I(W1,W2,W3, w12, w13, w23, ϕ1, ϕ2, ϕ3) =
I(W ′1,W
′
2,W
′
3, w
′
12, w
′
13, w
′
23, ϕ
′
1, ϕ
′
2, ϕ
′
3).
Furthermore, define wab as w-least in ǫ if |wab| <= |w12|, |wab| <= |w13| and |wab| <=
|w23|.
Then the the following statement holds:
Statement: For any ennead ǫ ≡ (W1,W2,W3, w12, w13, w23, ϕ1, ϕ2, ϕ3) an ennead
ǫ
′ ≡ (W ′1,W
′
2,W
′
3, w
′
12, w
′
13, w
′
23, ϕ
′
1, ϕ
′
2, 0) exists which is I-equivalent with ǫ and for
which all W ′1,W
′
2,W
′
3 are non-positive and all w
′
12, w
′
13, w
′
23 up to the w-least in ǫ
′ are
non-positive.
Proof. We will construct ǫ′ in two steps. At first, let us construct ǫ′′ ≡ (W ′′1 ,W
′′
2 ,W
′′
3 ,w
′′
12,
w′′13,w
′′
23,ϕ
′′
1 , ϕ
′′
2 , ϕ
′′
3 ) I-equivalent with ǫ for which all w
′′
12, w
′′
13, w
′′
23 up to the w-least in
ǫ
′′ are non-positive. Four distinct cases can occur:
a) All w12, w13, w23 are non-positive. Then trivially ǫ
′′ = ǫ.
b) Exactly one of w12, w13, w23 is positive. If w-least in ǫ is positive, ǫ
′′ = ǫ. Let
us assume that the only positive parameter is not w-least in ǫ. Because of the
formal symmetry of I with regards to indices 1, 2, 3, we can freely choose w12 to be
positive and w13 to be (non-positive) w-least in ǫ without the loss of generality (the
proof would be symbolically the same for any other permutation of positive and
w-least variables). Performing the following linear transformation of the integral
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from (α1, α2, α3) to (α
′
1, α
′
2, α
′
3):
α′1 = α1 − pi
α′2 = α2 (5.14)
α′3 = α3
I =
∫ 2pi
0
∫ 2pi
0
∫ pi
−pi
exp
(
− w12 cos(α
′
1 + pi − α
′
2)− w13 cos(α
′
1 + pi − α
′
3)− w23 cos(α
′
2 − α
′
3)
−W1 cos(α
′
1 + pi − ϕ1)−W2 cos(α
′
2 − ϕ2)−W3 cos(α
′
3 − ϕ3)
)
dα′1 dα
′
2 dα
′
3
=
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
(
w12 cos(α
′
1 − α
′
2) + w13 cos(α
′
1 − α
′
3)− w23 cos(α
′
2 − α
′
3)
−W1 cos(α
′
1 + pi − ϕ1)−W2 cos(α
′
2 − ϕ2)−W3 cos(α
′
3 − ϕ3)
)
dα′1 dα
′
2 dα
′
3
(5.15)
If we now set w′′12 ≡ −w12, w
′′
13 ≡ −w13, ϕ
′′
1 ≡ ϕ1 − pi then
I =
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
(
−w′′12 cos(α
′
1−α
′
2)−w
′′
13 cos(α
′
1−α
′
3)−w23 cos(α
′
2−α
′
3)
−W1 cos(α
′
1 − ϕ
′′
1 )−W2 cos(α
′
2 − ϕ2)−W3 cos(α
′
3 − ϕ3)
)
dα′1 dα
′
2 dα
′
3
(5.16)
Thus ǫ′′ = (W ′′1 ,W
′′
2 ,W
′′
3 , w
′′
12, w
′′
13, w
′′
23, ϕ
′′
1 , ϕ
′′
2 , ϕ
′′
3) = (W1,W2,W3,−w12,−w13,
w23, ϕ1−pi, ϕ2, ϕ3) is I-equivalent with ǫ, the w-least in ǫ
′′ is w′′12 and both w
′′
13, w
′′
23
are non-positive.
c) Exactly two of w12, w13, w23 are positive. Again, we can freely choose w12 and w13
to be positive and the proof would be symbolically the same for any other choice.
The linear transformation (5.14) shows that ǫ′′ = (W1,W2,W3,−w12,−w13, w23,
ϕ1, ϕ2, ϕ3) is I-equivalent with ǫ and all w
′′
12, w
′′
13, w
′′
23 are non-positive.
d) All w12, w13, w23 are positive. If we choose w23 to be w-least in ǫ, then again the
transformation (5.14) ensures that ǫ′′ = (W1,W2,W3,−w12,−w13, w23, ϕ1, ϕ2, ϕ3)
is I-equivalent with ǫ, w′′23 is w-least in ǫ
′′ and w′′12, w
′′
13 are non-positive.
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Now ǫ′ will be constructed from ǫ′′. At first, assume that all W1,W2,W3 are non-
positive. The transformation
α′1 = α1 − ϕ
′′
3
α′2 = α2 − ϕ
′′
3 (5.17)
α′3 = α3 − ϕ
′′
3
turns I(ǫ′′) into
I =
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
(
− w′′12 cos(α
′
1 + ϕ
′′
3 − α
′
2 − ϕ
′′
3)− w
′′
13 cos(α
′
1 + ϕ
′′
3 − α
′
3 − ϕ
′′
3 )
− w′′23 cos(α
′
2 + ϕ
′′
3 − α
′
3 − ϕ
′′
3 )−W
′′
1 cos(α
′
1 − ϕ
′′
1 + ϕ
′′
3 )−W
′′
2 cos(α
′
2 − ϕ
′′
2 + ϕ
′′
3 )
−W ′′3 cos(α
′
3 − ϕ
′′
3 + ϕ
′′
3 )
)
dα′1 dα
′
2 dα
′
3
=
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
(
− w′′12 cos(α
′
1 − α
′
2)− w
′′
13 cos(α
′
1 − α
′
3)− w
′′
23 cos(α
′
2 − α
′
3)
−W ′′1 cos(α
′
1 − ϕ
′′
1 + ϕ
′′
3 )−W
′′
2 cos(α
′
2 − ϕ
′′
2 + ϕ
′′
3 )−W
′′
3 cos(α
′
3)
)
dα′1 dα
′
2 dα
′
3
(5.18)
Now if we set ǫ′ = (W ′1,W
′
2,W
′
3, w
′
12, w
′
13, w
′
23, ϕ
′
1, ϕ
′
2, ϕ
′
3) to (W
′′
1 ,W
′′
2 ,W
′′
3 , w
′′
12, w
′′
13, w
′′
23,
ϕ′′1−ϕ
′′
3 , ϕ
′′
2−ϕ
′′
3 , 0) then we have shown that ǫ
′ is I-equivalent with ǫ′′. Since the property
of I-equivalency is transitive from definition, from ǫ′ being I-equivalent with ǫ′′ and ǫ′′
being I-equivalent with ǫ we get directly that ǫ′ is I-equivalent with ǫ. Clearly, all W ′1,
W ′2, W
′
3, w
′
12, w
′
13, w
′
23 up to w-least in ǫ
′ are non-positive.
So far we assumed that all W ′′1 ,W
′′
2 ,W
′′
3 are non-positive. If any of W
′′
i , i ∈ 1, 2, 3 is
positive, then lets take the W ′′i cos(α
′
i − ϕ
′′
i ) term from the integrand of I and shift ϕ
′′
i
by pi:
W ′′i cos(α
′
i − ϕ
′′
i ) = −W
′′
i cos(α
′
i − ϕ
′′
i − pi) (5.19)
Now the transformation (5.17) shows that ǫ′ = (W ′1,W
′
2,W
′
3, w
′
12, w
′
13, w
′
23, ϕ
′
1, ϕ
′
2, ϕ
′
3)
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where
W ′i ≡


W ′′i if W
′′
i ≥ 0
−W ′′i if W
′′
i < 0
(5.20)
ϕ′i ≡


ϕ′′1 − ϕ
′′
3 if W
′′
i ≥ 0
ϕ′′1 + pi − ϕ
′′
3 if W
′′
i < 0
(5.21)
wij
′ ≡ wij
′′ (5.22)
is I-equivalent with ǫ and all W ′1,W
′
2,W
′
3, w
′
12, w
′
13, w
′
23 up to w-least in ǫ
′ are non-
positive.
Since the proof is constructive, it provides a way of transforming any integral I(ǫ)
coming from real data to I(ǫ′), reducing the definition range of I. Because ϕ′3 is fixed, we
could reduce the ennead ǫ′ into an octad. However, this will break the formal symmetry
of I, causing several formulas to become slightly more complicated. Therefore the ennead
form will be used in the following sections. For simplicity, the primes will be omitted
and ǫ will be used instead of ǫ′.
5.3 Integrand maximum localisation
If the values of the w-parameters are small, the surface of the function I(α1, α2, α3)
(for a given ǫ) is flat and a small number of sampling points over the whole integration
range is sufficient for reasonable precision of the numerical integration of I. However,
higher values of w-parameters generally give rise to sharp and high peaks and very dense
integration sampling would be required if we wanted to sample over the whole integration
area. Therefore, the position of the peak of the integrand in three-dimensional space
(α1, α2, α3) is important for the numerical integration of I. The following statement
provides partial localisation of the maximum position if certain conditions hold for ǫ.
Statement: Let us have the function F (αa, αb, αc) ≡ exp[−wab cos(αa − αb)−
wac cos(αa−αc)−wbc cos(αb−αc)−Wd cos(αd−ϕd)−We cos(αe−ϕe)−Wf cos(αf −ϕf )],
where {a, b, c} = {d, e, f} = {1, 2, 3}, |wab| = max |wij | > 0, |wbc| = min |wij |, |Wd| =
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max |Wi| and all Wd,We,Wf , wab, wac are non-positive. If
wab ≤
∑
i6=d
Wi(1− cos(ϕi − ϕd)) (5.23)
then the maximum of F is at most
arccos
[
1−
∑
i6=dWi(1− cos(ϕi − ϕd))− 2max{0, wbc}
wab
]
(5.24)
distant from the plane αa = αb.
Proof. Since the exponential function (exp) is an increasing function, it is sufficient to
prove the statement for the function F ′(αa, αb, αc) ≡ −wab cos(αa − αb)−wac cos(αa −
αc)−wbc cos(αb−αc)−Wd cos(αd−ϕd)−We cos(αe−ϕe)−Wf cos(αf−ϕf ). Let us discuss
the case when wbc ≤ 0 first. We need to show that
|αmaxa − α
max
b | ≤ arccos
[
1−
∑
i6=dWi(1 − cos(ϕi − ϕd))
wab
]
(5.25)
Clearly,
F ′(αmaxa , α
max
b , α
max
c ) ≤ −wab cos(α
max
a − α
max
b )− wac − wbc −
∑
i
Wi (5.26)
Take the function value at point (ϕd, ϕd, ϕd):
F ′(ϕd, ϕd, ϕd) = −wab − wac − wbc −Wd −
∑
i6=d
Wi cos(ϕi − ϕd) (5.27)
Since F ′(ϕd, ϕd, ϕd) ≤ F (α
max
a , α
max
b , α
max
c ), from (5.26),(5.27) we get
−wab−wac−wbc−Wd−
∑
i6=d
Wi cos(ϕi−ϕd) ≤ −wab cos(α
max
a −α
max
b )−wac−wbc−
∑
i
Wi
(5.28)
leading to
1−
∑
i6=dWi(1− cos(ϕi − ϕd))
wab
≤ cos(αmaxa − α
max
b ) (5.29)
From the assumptions, 0 ≤ 1−
P
i6=d Wi(1−cos(ϕi−ϕd))
wab
≤ 1, therefore, the arccosine of this
expression is always well defined and (5.25) holds.
Let wbc > 0. Then
F ′(αmaxa , α
max
b , α
max
c ) ≤ −wab cos(α
max
a − α
max
b )− wac + wbc −
∑
i
Wi (5.30)
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which together with (5.27) means that
−wab−wac−wbc−Wd−
∑
i6=d
Wi cos(ϕi−ϕd) ≤ −wab cos(α
max
a −α
max
b )−wac+wbc−
∑
i
Wi
(5.31)
1−
∑
i6=dWi(1− cos(ϕi − ϕd))− 2wbc
wab
≤ cos(αmaxa − α
max
b ) (5.32)
The assumptions assure that 0 ≤ 1−
P
i6=d Wi(1−cos(ϕi−ϕd))−2wbc
wab
≤ 1, thus
|αmaxa − α
max
b | ≤ arccos
[
1−
∑
i6=dWi(1− cos(ϕi − ϕd))− 2wbc
wab
]
(5.33)
The crucial assumption of the sentence above is given in expression (5.23), which is
equivalent to
|wab| − |
∑
i6=d
Wi(1− cos(ϕi − ϕd))| > 0 (5.34)
The bigger the difference, the better the localisation of the maximum. Now the question
arises: what are the typical values of this difference in the case of protein SIRAS data?
Typically the structure factor contributions of heavy atoms are much smaller than the
contributions from protein atoms, F1 ≈ F2 ≈ F3 and α4 ≈ α5 ≈ α6. From F1 ≈ F2 ≈ F3
and definition (5.9)
wij ≈ kaij (5.35)
where k is constant for all wij in this broad approximation. Furthermore, from α4 ≈
α5 ≈ α6 and the definition (5.11),
Wi ≈
6∑
j=4
wij ≈ k
6∑
j=4
aij (5.36)
Let us now take the definition of the covariance matrix for the SIRAS function C6 from
equation (5.3) which must be positive definite. Using the analytical solution of the inverse
of the covariance matrix, it can be shown that
a23 = K
(
− (1 −D21)ΣH1 + (1−D
2
1)ΣH2 + (1−D
2
2)(ΣN −D
2
1ΣP )
)
(5.37)
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a24 + a25 + a26 = a34 + a35 + a36 = KD1(1−D2)(1−D
2
1)ΣH1 (5.38)
where
ΣH1 = ΣN2 − ΣN2′ (5.39)
ΣH2 = ΣN2 − ΣN (5.40)
K = ΣH1ΣP (ΣH1 − 2(ΣH2 +ΣP −D
2
2ΣP ))(ΣN −D
2
1ΣP )/ detΣ (5.41)
Usually, 0 < Di < 1 which means that
D1(1−D2)(1−D
2
1)ΣH1 < (1−D
2
1)ΣH1 (5.42)
Furthermore, the real part of the atomic scattering factor f + f ′ of a heavy atom is
typically much bigger than its imaginary part f ′′ and subsequently ΣH2 ≈
∑
fi + f
′
i ≫
ΣH1 ≈ 2
∑
f ′′i . Since it can be proved that (ΣN −D
2
1ΣP ) > 0 from the positive definite-
ness of Σ, we get
(1−D21)ΣH2 + (1−D
2
2)(ΣN −D
2
1ΣP )≫ (1−D
2
1)ΣH1 (5.43)
and because of (5.42) also
(1−D21)ΣH2 + (1−D
2
2)(ΣN −D
2
1ΣP )≫ D1(1 −D2)(1−D
2
1)ΣH1 (5.44)
meaning that |a23| ≫ |a24 + a25 + a26|, |a23| ≫ |a34 + a35 + a36| and subsequently
|w23| ≫ |W2|, |w23| ≫ |W3| according to (5.35) and (5.36). This means that in a typical
case, |wab| ≫ |
∑
i6=dWi(1− cos(ϕi − ϕd))| and therefore, the assumption (5.23) of the
previous sentence is fulfilled for most of the reflections. Indeed, the statistics from several
SIRAS data sets which can be found later in this chapter (Table 5.2) shows that (5.23)
is valid for the vast majority (99-100%) of reflections.
5.4 Implementation
From the previous sentence and the following discussion it may be concluded that the
position of the maximum of I is close to a certain plane for the majority of reflections
in a typical SIRAS experiment. This information can be used to limit the high number
of sampling points needed in the numerical integration if the w-parameters are bigger.
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Let us assume that a and b indices from the previous sentence are equal to 2 and 3
respectively, i.e. the maximum lies close to the plane α2 = α3 (we have shown that the
typical values of these indices are 2 and 3 indeed). Let us rotate the coordinate system
(α1, α2, α3) to (α
′
1, α
′
2, α
′
3) so that the plane α2 = α3 is equivalent with the plane given
by coordinate axes α′1, α
′
2. The following transformation can be used
α′1 ≡ α1
α′2 ≡
1
2
(α2 + α3) (5.45)
α′3 ≡
1
2
(−α2 + α3)
transforming the integral I(α1, α2, α3) to
I =
∫ 2pi
0
∫ 2pi
0
∫ 2pi
0
exp
(
− w12 cos(α
′
1 − α
′
2 + α
′
3)− w13 cos(α
′
1 − α
′
2 − α
′
3)− w23 cos(2α
′
3)
−W1 cos(α
′
1 − ϕ1)−W2 cos(α
′
2 − α
′
3 − ϕ2)−W3 cos(α
′
2 + α
′
3 − ϕ3)
)
dα′1 dα
′
2 dα
′
3
(5.46)
The maximum is now close to plane given by axes α′1, α
′
2 and sampling of the variable α
′
3
over a short range around 0 in the numerical integration is sufficient to cover the peak.
The largest required range can be estimated from the maximal distance of the maximum
to the plane given by the expression 5.24.
Based on the previous results and discussions, the following algorithm was imple-
mented in REFMAC5 for the SIRAS function integral (and its first and second deriva-
tives) calculation:
1. The ennead ǫ is calculated using definitions (5.9) and (5.11) and if required, trans-
formations (5.14) and (5.17) are applied so that all the w-parameters up to the
w-least in ǫ are non-positive.
2. The upper limit of the maximum peak height (let us denote it by ζ) is calculated
as the sum of the absolute values of all w-parameters. If this value is bigger than a
given threshold and |wab| is bigger than a given threshold, the reflection is classified
into class A, otherwise into class B. The reflections in class A can be expected to
give rise to bigger peaks while the function I(α1, α2, α3) is considered flat for class
B reflections.
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3. If the reflection belongs to class A, then the validity of assumption (5.23) is verified.
If the assumption holds, the reflection is classified into class A1, otherwise into class
A2.
4. If the reflection belongs either to class B or to class A2, then the required sampling
of both integration variables is estimated according to the value of ζ (the higher ζ,
the denser sampling) and the numerical integration is performed according to (5.7),
without the transformation (5.45) of the function and over the whole integration
area.
5. If the reflection belongs to class A1, the transformation (5.45) is performed. The
variable α′3 is only sampled over a short range around 0. If the maximal peak to
plane distance (5.24) is shorter than a given threshold, the approximation α2 ≈ α3
may be used, leading to a better estimation of ζ and hence a better sampling
estimate.
The evaluation of the SIRAS function and its derivatives with regards to structure
factors and D parameters was implemented in the likelihood class described in section
3.2.1. Due to the general implementation of the likelihood class, a large part of the code
from the class could be reused: the above mentioned algorithm for the integral evaluation
and SIRAS covariance matrix definition were the major source code additions required.
The exponentially weighted Bessel functions 3.18, tabulated functions and calculation of
eigenvalues by LAPACK were used in the same way as in case of the SAD function.
In order to make REFMAC5 use the SIRAS function from the likelihood class, SIRAS
specific additions to the bridge and modified REFMAC5 layers are required. The deriva-
tives with regards to FNc , F
+
c and F
−
c output by the SIRAS function need to be trans-
formed to the derivatives with respect to Fc, F
′
cH and F
′′
cH , where F
′
cH , F
′′
cH are defined
by (3.21) and (3.22). Using the relations
FNc = Fc
F+c = Fc + F
′
cH + F
′′
cH (5.47)
F−c = Fc + F
′
cH − F
′′
cH
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the following transformations can be derived:
∂L
∂Fc
=
∂L
∂FNc
+
∂L
∂F+c
+
∂L
∂F−c
∂L
∂F′cH
=
∂L
∂F+c
+
∂L
∂F−c
(5.48)
∂L
∂F′′cH
=
∂L
∂F+c
−
∂L
∂F−c
Refinement is performed in the same way as in case of the SAD function: at first, the
D parameters are refined, followed by the refinement of substructure atomic parameters
using the derivatives with respect to F′cH , F
′′
cH and finally, the derivatives with regards
to Fc are used for the protein model refinement. Since the calculation of the SIRAS
Fisher matrix would be even more complicated than the SAD Fisher matrix, the Hessian
matrix is used instead.
5.5 Results
The precision and speed of the above mentioned algorithm was tested on six SIRAS data
sets and the results are summarised in the Table 5.2. For a small number of reflections,
the Rice target is used instead of the SIRAS target because of missing observations in one
of the data sets; these reflections are excluded from the statistics. In all the test cases,
approximately 90-95% of reflections belong to class A, i.e. are considered to give rise to
higher peaks. The average number of nodes required for class A2 reflections (reflections
from class A which do not fulfill the assumption (5.23)) is high, however, it does not
substantially slow down the evaluation because the number of reflections is very small
(0.0-1.2% of class A). The vast majority of class A reflections fulfill the assumption and
the rotated function with restricted sampling can be used for the integral evaluation,
leading to relatively small number of nodes required (approximately 130). On average,
less than 150 integration nodes per reflection were used for every data set.
The precision of the function evaluation for every data set can by judged by the
average relative error (the fifth column of Table 5.2):
EL =
∑
H
1
N c
∣∣∣∣LcH − LrHLr
H
∣∣∣∣ (5.49)
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where Lc
H
is the evaluated function value for reflection H, Lc
H
is the “real” function value
calculated using the double Gaussian integration with very dense sampling of 2000x2000
points and N c denotes the number of reflections. The weighted average relative error is
stated for the function derivatives
E∂L =
∑
H
|∂Lr
H
/∂FHc|∑
H′
|∂Lr
H′
/∂FH′c|
∣∣∣∣∂LcH/∂FHc − ∂LrH/∂FHc∂Lr
H
/∂FHc
∣∣∣∣ (5.50)
The weight is proportional to the absolute derivative value since the higher the absolute
value of the derivative, the more important is the contribution of the reflection to the
total gradient. The (weighted) average relative error for the evaluations of the function
and its derivatives is better than 10−4 for all data sets. This high precision suggests
that there may be room to decrease the sampling density in order to gain more speed
while still preserving a reasonable precision. Indeed, tests showed that less than 120
points for every data set are enough to get the same performance of the SIRAS function.
However, the safer, conservative approach as reported above should be used until more
comprehensive tests are performed.
The same five data sets were used to test the performance of the SIRAS function in
model building with iterative refinement, using ARP/wARP (version 6.1.1) employing
REFMAC5 (version 5.2.0019 from CCP4 6.0.1). The tests were performed under the
same conditions as described in chapter 4. Table 5.3 shows that in contrast to SAD
function tests, the differences between the performance of different targets are rather
subtle. The prior phase information is essential in the building of soxy, with sligtly
more residues built using the SIRAS target than the MLHL target. In the case of gerE,
Num. of reflections/Aver.num. of integ.nodes (Weighted) relative error [%]
class A1 class A2 class B total function der. wrt F der. wrt α
GerE 9612/135 0/- 1347/224 10959/146 0.000464 0.00458 0.00662
Thioesterase 31475/133 86/1421 1627/178 33188/139 0.000465 0.00510 0.00732
GCN5P 10784/118 0/- 656/104 11440/117 0.000957 0.00570 0.00746
Elastase 14214/135 60/622 430/254 14704/141 0.000564 0.00506 0.00667
Ribonuclease 6439/128 73/1563 348/146 6860/144 0.000653 0.00403 0.00520
Soxy 6304/120 0/- 201/100 6505/120 0.000691 0.00415 0.00650
Table 5.2: Test of SIRAS precision and speed.
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Rice MLHL SIRAS total
GerE 31 12 76 384
Thioesterase 508 523 521 572
GCN5P 111 112 110 116
Elastase 238 235 236 245
Ribonuclease 175 183 185 192
Soxy 26 91 147 246
Table 5.3: The number of residues built using different refinement targets.
more than 100 residues are built right at the beginning of the model building process
but refinement with any target function does not improve the phases. Subsequently,
the number of residues built is slowly decreasing. Almost complete models can be built
in all other four test cases, however, again there is almost no difference using different
functions. This behavior resembles the four SAD test cases from section 4.2.8 when the
prior phase information is also not necessary to build the complete models due to the
good quality of the data and the initial density maps. Thus, it appears that more data
sets, especially with a less phasing signal, will be required to evaluate the differences in
performance of the different target functions.
Significantly worse results were achieved when the MLHL target with Hendrickson-
Lattman coefficients from density modification was used, failing to build the elastase
structure at all. It is clear that the problem of quality and reliability of indirectly used
phase distributions is removed by the use of direct SIRAS function.
The model building with SIRAS function was approximately 15-20% slower compared
to the simple Rice target in the tests above which is satisfactory given the computational
complexity differences between the two targets. Thus, we can conclude that the SIRAS
function implementation is sufficient in terms of both performance and time consumption.
It is also a promising result towards the direct use of prior phase information in the
MAD experiment: according to a preliminary analysis, a modified partial localisation of
the maximum sentence could also be applied to the four dimensional MAD integration
problem. Since the MAD experiment is a popular method for solving the phase problem
in the protein X-ray crystallography, a proper implementation of the MAD function with
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the direct use of prior phase information and modelling all the correlations is a very
important challenge for the future.
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The Application of a Direct
Prior Phase Target to the
Structure Determination of
Cytochrome c6
(to be submitted)
6.1 Introduction
To enable photosynthetic electron transfer reactions, mobile electron carriers are re-
quired between membrane-bound protein complexes. In certain cyanobacteria and algae,
cytrochrome c6 acts as an electron shuttle between the membrane bound complexes form-
ing a remarkly weak and transient, yet specific, complex with the cytochrome f subunit
of the cytochrome b6f complex (Crowley et al., 2001). To determine the structure of this
transient complex from Nostoc sp. PCC 7119 using paramagnetic solution NMR, the
individual crystal structures of both cytochrome c6 and cytochrome f are needed. Below
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the structure of cytochrome c6 from this cyanobacterium is solved using the anomalous
signal from the intrinsic heme iron atom. This is a new structure solved using the SAD
likelihood function developed in chapter 3.
6.2 Methods
6.2.1 Crystallization and data collection
Cytochrome c6 was produced with a recombinant expression system in Escherichia coli
by Irene Diaz-Moreno (University of Sevilla, Spain) and purified according to published
procedures (Diaz-Moreno et al., 2005). Crystals of cytochrome c6 were grown by Davide
Cavazzini and Gian Luigi Rossi (University of Parma, Italy) in 3.2 M ammonium sulfate,
0.1 M Tris buffer pH 7 and 10 mM CuCl2. The crystals were frozen using cryo-protectant
and diffraction data were collected at BM16 beamline of ESRF synchrotron, Grenoble
by Daniel de Geus, Ellen Thomassen and Irakli Sikharulidze (Leiden University, the
Netherlands) on a MAR 165 CCD detector at the peak wavelength of the iron (1.5418A˚,
f’≈ 8.0, f”≈ −4.0). The complete reciprocal sphere (i.e. 360 degrees) were collected,
without any noticeable crystal decay. The data were processed by MOSFLM (Leslie,
1990) from CCP4 (version 5.0.1) with an average mosaicity of 0.47. SCALA (Evans,
1993) from CCP4 of the same version was used for scaling and merging the anomalous
pairs separately. The overall statistics of the collected data set are reported in Table 6.1.
6.2.2 Substructure detection, phasing and density modification
An automatic CRANK (Ness et al., 2004) procedure consisting of substructure detection
by CRUNCH2 (de Graaff et al., 2001), SAD phasing and heavy atom refinement by BP3
(Pannu & Read, 2004) and density modification by DM (Cowtan, 1999) was used to
obtain the phase estimates. The Matthews coef program (Matthews, 1968; Kantardjieff
and Rupp, 2003) from CCP4 indicated that the most probable number of cytochrome c6
molecules in the asymmetric unit is 6, corresponding to a Matthews coefficient of 2.28
A˚3/Dalton. In order to detect all the iron atoms present and account for the possibility
of more than 6 molecules in the asymmetric unit, eight iron atoms were specified in
the input to CRANK (each cytochrome molecule contains 1 heme group and thus 1
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Crystal system orthorhombic
Space group P21212
Unit cell parameters a=77.72A˚ b=79.80A˚ c=80.15A˚
Resolution 1.80 A˚
Number of unique reflections 46993
Overal data completeness 99.33 %
Anomalous completeness 99.30 %
Overal Rmerge 0.083
Anomalous Rmerge 0.066
∆F/F ratio 0.11
∆F/σ∆F ratio 2.28
R factor 19.71 %
Rfree factor 24.13 %
rmsd bond lengths 0.016 A˚
rmsd bond angles 1.856o
Table 6.1: The crystallographic data for cytochrome c6.
iron). After heavy atom refinement by BP3, the occupancies of 2 substructure atoms
were close to zero while the remaining 6 atoms had occupancies above 0.9, giving strong
evidence that 6 cytochrome molecules are present in the asymmetric unit. At this stage,
no non-crystallographic symmetry was used and no other manual intervention to the
CRANK automatic procedure was required to obtain the complete substructure and a
good quality initial electron density map. The exceptional quality of the electron density
is not surprising given the strong anomalous signal: ∆F
F
was 0.11 and ∆F
σF
was 2.28.
6.2.3 Model building and structure refinement
The automatic model building program ARP/wARP (Perrakis et al., 1999; version 6.1.1)
using the iterative refinement with the SAD target described in chapter 3 and 4 from
the modified REFMAC5 (Murshudov et al., 1997; version 5.2.0005) provided a good
quality model of the structure consisting of 483 backbone residues, 478 of which were
(correctly) docked. Some of the chains traced missed several residues from either the C-
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or N -terminus, however, one chain contained all the residues fitting well in the electron
density. The heme group was fitted manually into the chain that was built completely
at this stage. The resulting completely built cytochrome c6 molecule was superimposed
using the program LSQKAB (Kabsch, 1976) on the five other cytochrome molecules
present in the asymmetric unit to fit in any missed residues present in the density as well
as the other heme groups. The model obtained in this way was refined by REFMAC5
with tight NCS restraints, yielding R and Rfree factors of 0.225 and 0.269, respectively.
Since the fit of several terminal residues of some chains to electron density was not
that good, manual corrections were made, followed by refinement with REFMAC5 with
loose NCS restraints. The XtalView package (McRee, 1992) was used for visualisation
and manual intervention. The solvent atoms were modelled using ARP/wARP in “build
solvent atoms” mode, followed by manual inspection of the solvent atoms. The final R
and Rfree factors are 19.7% and 24.3%, respectively.
6.3 Results and Discussion
Over 95% residues are in the most favorable regions of the Ramachandran plot as defined
by MOLPROBITY (Lovell et al., 2003) and no residues are classified as Ramachandran
outliers. The MOLPROBITY statistics on separate chains shows that the build quality
of different chains is similar, excepting a few residues from either C- or N -terminus,
where the density is unclear in some chains. The RMS deviations between the pairs of
molecules are in the range of 0.25-0.45 A˚, a significant part of this deviation coming from
the terminus areas. Translational non-crystallographic symmetry between the molecules
is present and is visible by a large, non-origin native Patterson peak.
The structure superimposes with an RMS deviation of 1.1 A˚ over the Cα atoms of the
cytochrome c6 from Porphyra yezoensis (Yamada et al., 2000). The sequence identity
with this structure is 58% and the BLAST (Altschul et al., 1990) sequence similarity
score was 90.1. The most important difference between the structures is that the second
α-helix and the two β-strands of Porphyra yezoensis cytochrome c6 are missing in the
structure solved here (Figure 6.1). The BLAST search over Protein Data Bank (Bern-
stein et al.,1977) structures revealed that the Synechococcus elongatus cytochrome c6
(Beissinger et al., 1998) has higher sequence identity (67%), however, the RMS devia-
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6.1(a) 6.1(b)
Figure 6.1: (a) The solved Nostoe cytochrome c6 structure, (b) The Porphyra
yezoensis cytochrome c6. Figure prepared by MOLSCRIPT (Kraulis, 1991)
tion in the superposition of the Cα atoms is almost 2A˚. All other PDB structures have
residues insertions in their sequence compared to the structure solved, resulting in bigger
deviations.
Despite the high similarity between the previously solved structures, molecular re-
placement using MOLREP or PHASER was unsuccessful, probably due to the transla-
tional NCS.
The wild type Nostoe cytochrome c6 structure presented here is now being used for
the paramagnetic NMR solution structure of the transient complex with cytochrome f
(Marcellus Ubbink, personal communication).
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Summary and Conclusions
Proteins are involved in most of the molecular processes in the cell, since they are the
executors of the genetic information in all living organisms. In order to understand the
function of a protein on a molecular level, the complete three-dimensional structure of
the protein is required. Besides X-ray crystallography, several other methods exist which
are being used to determine three-dimensional structures of proteins, such as nuclear
magnetic resonance, cryo-electron microscopy or infrared spectroscopy. However, almost
90% of all protein structures collected in the Protein Data Bank (Bernstein et al.,1977)
have been determined using X-ray crystallography on a single crystal (PDB Statistics
of RCSB Protein Data Bank, www.pdbbeta.rcsb.org), making X-ray crystallography the
primary method of protein structure determination. The method is not limited to pro-
teins but may be used for the structure determination of any crystallizable molecule,
including non-protein biological macromolecules or macromolecular complexes.
Despite recent rapid improvements in both the instrumentional and computational
methods of X-ray crystallography and the rapid growth of the number of macromolecular
structures determined, the process of de novo structure determination may still mean
many months or years of work or may not be successful at all. One of the major problems
is the crystallization of the molecule of interest in order to obtain the well diffracting
crystals. No definite rules exist determining crystallization conditions. These conditions
are molecule specific and are usually determined by a trial and error search. However,
the battle is still not won when well diffracting crystals are obtained: in many cases,
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the diffraction pattern does not provide enough information to build the model of the
structure by current computational methods or the structure determination from given
diffraction data sets can be very time-consuming.
The research described in this thesis is aimed at the improvement of the current meth-
ods used for model building and refinement of macromolecular structures. A novel way
of incorporating experimental phase information is proposed: the multivariate likelihood
function is derived, directly using all the diffraction data which may be collected from
a variety of crystallographic experiments and models the correlations and errors that
occur in the experiment and refinement process. As a result the likelihood function can
refine and improve the model and heavy atom parameters together, allowing for direct
and dynamic use of the available experimental phase information. The use of this prior
information by the refinement target function helps to improve the ratio of observations
to parameters, which is typically very low for macromolecular structures. The general
likelihood function derived has been applied to SAD, SIR and SIRAS crystallographic
experiments and implemented in the refinement program REFMAC5.
Simultaneous refinement of available parameters combined with the use of the prior
phase information by the multivariate SAD likelihood function appeared to result in a
synergic effect that enabled the automated model building program ARP/wARP with it-
erative model refinement with the modified REFMAC5 to successfully build molecules in
several test cases when currently used refinement targets completely or partially failed.
Indeed, the SAD function revealed its potential by pushing the resolution limits for
successful model building. It also appeared that if the starting experimental phase in-
formation and the data collected are of good quality, the existing likelihood functions
are good enough to enable successful model building and refinement. Besides the tests
performed on the data sets of previously solved structures, the SAD function has also
been used successfully to solve the novel cyanobacteria cytochrome c6 structure.
The implementation of the derived likelihood function requires multi-dimensional
numerical integration for experiments involving more than two data sets, leading to
the necessity of approximations in order to achieve an efficient implementation. The
approximations to the integral should in general be preferable over the approximations
to the functional form. Based on the properties of the three-dimensional integral of
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the SIRAS function, an algorithm for the evaluation of this integral was proposed and
implemented in REFMAC5. The algorithm has been tested on several SIRAS data sets,
showing good precision and speed of the calculations. The tests of SIRAS function
have shown satisfactory performance of the target, more data sets would be required
to reveal further differences between the performance of the SIRAS function and the
current refinement targets. In the near future, the possibility that the algorithm used
for the evaluation of the SIRAS integral could be modified and used for an efficient
implementation of the multivariate likelihood target for a MAD experiment, will be
investigated.
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Eiwitten zijn betrokken bij de meeste moleculair processen in de cel, aangezien zij de
expressie zijn van de genetische informatie in alle levende organismen. Meestal is ken-
nis van de volledige driedimensionale structuur van een eiwit nodig om de functie op
moleculair niveau te begrijpen. Naast de structuurbepaling met behulp van Rontgen
straling bestaan verscheidene andere methoden die worden gebruikt om driedimensionele
structuur van eiwitten te bepalen, zoals nuclear magnetic resonance, cryo-elektron mi-
croscopie of infrarode spectroscopie. Nochtans is bijna 90% van alle eiwitstructuren
verzameld in de EiwitDatabase (Bernstein et al., 1977) bepaald met behulp van Ro¨nt-
genstraal kristallografie op e´e´n kristallen (PDB Statistieken van RCSB EiwitDatabase,
www.pdbbeta.rcsb.org). Dit feit maakt van de Ro¨ntgenstraal kristallografie de primaire
methode voor eiwitstructuurbepaling. De methode is niet beperkt tot eiwitten maar kan
voor de structuurbepaling van ieder kristalliseerbaar molecuul worden gebruikt, inclusief
niet-eiwithoudende biologische macromoleculen of macromoleculaire complexen.
Ondanks recente, snel beschikbaar komende verbeteringen van zowel instrumentele
als computer methoden in de Ro¨ntgenstraal kristallografie en de snelle groei van het
aantal macromoleculaire structuren dat is bepaald, kan het proces van de novo struc-
tuurbepaling vele maanden of jaren van werk betekenen. Bovendien is de methode niet
altijd succesvol. E´e´n van de belangrijkste problemen is de kristallisatie van het molecuul
van interesse, met het doel goed verstrooiende kristallen te verkrijgen. Duidelijke regels
die de kristallisatievoorwaarden bepalen zijn er niet. Succesvolle condities zijn molecuul-
specifiek, zij worden meestal gevonden met behulp van trial en error. Desalniettemin
is de slag nog niet gewonnen wanneer goed verstrooiende kristallen zijn verkregen: in
veel gevallen bevat het diffractiepatroon niet genoeg informatie om het model van de
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structuur met de huidig beschikbare software te bouwen. Ook kan de structuurbepaling
uit diffractiegegevens zeer tijdrovend zijn.
Het onderzoek dat in dit proefschrift wordt beschreven is gericht op de verbeter-
ing van de huidige methoden die voor modelbouw en verfijning van macromoleculaire
structuren worden gebruikt. Een nieuwe manier om experimentele faseinformatie te
gebruiken wordt voorgesteld: de multivariate waarschijnlijkheidsfunctie wordt afgeleid,
direct gebaseerd op alle diffractiegegevens die uit een verscheidenheid van kristallografis-
che experimenten kunnen worden verworven. De correlaties en de fouten afkomstig uit
het experiment en het verfijnings algorithme zo goed als mogelijk is modelleren is hi-
erbij van groot belang. Dientengevolge kan de waarschijnlijkheidsfunctie de model en
zware atoom parameters tegelijkertijd verfijnen, door direct en dynamisch gebruik van
de beschikbare experimentele faseinformatie toe te staan. Het gebruik van deze prior
informatie door de verfijnings functie helpt om de verhouding van waarnemingen en pa-
rameters, die typisch zeer laag is voor macromoleculaire is structuren, te verbeteren.
Toepassingen van de algemeen afgeleide waarschijnlijkheidsfunctie op SAD, SIR and
SIRAS kristallografische experimenten zijn beschreven evenals de implemantatie van de
verfijnings doelfunctie in het programma REFMAC5. De gelijktijdige verfijning van
beschikbare parameters die door het gebruik van de prior faseinformatie door de mul-
tivariate SAD waarschijnlijkheidsfunctie resulteerde in een synergisch effect. Het mod-
elbouwprogramma ARP/wARP, gebruik makend van iteratieve modelverfijning met het
gewijzigde REFMAC5 programma bouwde moleculen van verscheidene proef datasets
met succes, terwijl hetzelfde programma + REFMAC5, gebruikmakende van de conven-
tionele verfijnings doelfuncties volledig of gedeeltelijk faalde. De SAD doelfunctie toonde
zijn potentieel door de resolutiegrenzen voor succesvolle modelbouw omlaag te brengen.
Tevens bleek dat als de beschikbare experimentele faseinformatie bij het begin van het
bouwproces en de verzamelde diffractiegegevens van goede kwaliteit zijn, de bestaande
waarschijnlijkheidsfunctie goed genoeg zijn om succesvolle modelbouw en verbetering
toe te laten. Naast de tests die gebaseerd zijn op diffractiegegevens van eerder opgeloste
structuren, is de SAD functie ook met succes gebruikt om de onbekende structuur van
cyanobacterium cytochrome c6 op te lossen.
De implementatie van de afgeleide waarschijnlijkheidsfunctie vereist multidimensionele
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numerieke integratie voor experimenten die meer dan twee datasets omvatten. Dit leidt
tot de noodzaak van benaderingen om een efficinte implementatie mogelijk te maken.
Benaderingen van de integraal zijn in algemeen verkieslijk boven de benaderingen van de
functionele vorm. Gebaseerd op de eigenschappen van de driedimensionele integraal van
de SIRAS functie, wordt een algorithme voor de evaluatie van deze integraal voorgesteld,
gevolgd door implementatie in REFMAC5. Het algorithme is getest op verscheidene
SIRAS datasets, die goede precisie en snelheid van de berekeningen tonen. De tests van
de SIRAS functie hebben bevredigende prestaties getoond, tests op meer datasets zijn
vereist om verdere verschillen tussen de prestaties van de SIRAS functie en de huidige
verfijningsfuncties te illustreren. In de nabije toekomst zal de mogelijkheid worden on-
derzocht het algoritme dat voor de evaluatie van de SIRAS integraal is voorgesteld, te
gebruiken voor een efficinte implementatie van het multivariate waarschijnlijkheidsdoel
voor een MAD experiment.
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