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We present a comprehensive and self-consistent analysis for the thrust distribution by using the
Principle of Maximum Conformality (PMC). By absorbing all nonconformal terms into the running
coupling using PMC via renormalization group equation, the scale in the running coupling shows
the correct physical behavior and the correct number of active flavors is determined. The resulting
PMC predictions agree with the precise measurements for both the thrust differential distributions
and the thrust mean values. Moreover, we provide a new remarkable way to determine the running
of the coupling constant αs(Q
2) from the measurement of the jet distributions in electron-positron
annihilation at a single given value of the center-of-mass energy
√
s.
PACS numbers: 12.38.Bx, 13.66.Bc, 13.66.Jn, 13.87.-a
The event shape observables in electron-positron an-
nihilation play a crucial role in understanding Quantum
Chromodynamics (QCD). In the last three decades, the
event shape observables have been extensively studied ex-
perimentally and theoretically. In particular, the event
shape observables have been used to precisely determine
the coupling constant (see e.g. [1] for a review).
Due to the simple initial leptonic state, the event
shapes can be measured with a high precision, especially
at Z0 peak [2–6]. The precision of experimental mea-
surements calls for an equally precise theoretical predic-
tion for event shapes. The next-to-leading order (NLO)
QCD calculations are known since 1980 [7, 8], and the
next-to-next-to-leading order (NNLO) calculations have
been carried out in Refs.[9, 10]. Despite the significant
progress made in the last years for both the pQCD calcu-
lations [11] and the resummation of large logarithms (see
e.g. [12, 13]), the main obstruction to achieve an accurate
value of αs is not the lack of precise experimental data
but the dominant uncertainties of the theoretical calcu-
lations, mainly due to the choice of the renormalization
scale µr.
It is well known that using the conventional scale set-
ting, the renormalization scale is simply set at the center-
of-mass energy µr =
√
s, and the uncertainties are evalu-
ated by varying the scale within an arbitrary range, e.g.
µr ∈ [
√
s/2, 2
√
s]. The event shape distributions using
the conventional scale setting do not match the experi-
mental data, and the extracted values of αs in general
deviate from the world average [14].
The conventional procedure of setting the renormal-
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ization scale introduces an inherent scheme-and-scale de-
pendence for the pQCD predictions. The scheme depen-
dence of the pQCD violates the fundamental principle
of the renormalization group invariance. The conven-
tional procedure gives wrong predictions for the Abelian
theory–Quantum Electrodynamics (QED), where the
scale of the coupling constant α can be set unambigu-
ously by using the Gell-Mann-Low procedure [15]. The
resulting perturbative series is in general factorially di-
vergent at large orders like n!βn0 α
n
s –the “renormalon”
problem [16]. It has always been discussed whether the
inclusion of higher-order terms would suppress the scale
uncertainty; however, by simply varying the scale within
a given range of values fixed a priori, the estimation of
unknown higher-order terms is unreliable, and one can-
not judge whether the poor pQCD convergence is the
intrinsic property of pQCD series, or is due to improper
choice of scale.
The Principle of Maximum Conformality (PMC) [17–
21] provides a systematic way to eliminate renormaliza-
tion scheme-and-scale ambiguities. Since the PMC pre-
dictions do not depend on the choice of the renormal-
ization scheme, PMC scale setting satisfies the princi-
ples of renormalization group invariance [22, 23]. The
PMC provides the underlying principle for the Brodsky-
Lepage-Mackenzie (BLM) method [24] and reduces in the
Abelian limit, NC → 0 [25], to the standard Gell-Mann-
Low method. The PMC scales are fixed by absorbing the
β terms that govern the behavior of the running coupling
via the renormalization group equation (RGE). The di-
vergent renormalon terms disappear and the convergence
of pQCD series can be thus greatly improved.
The thrust (T ) variable [26, 27] is one of the most fre-
quently studied event shape observables, which is defined
as
T = max
~n
(∑
i |~pi · ~n|∑
i |~pi|
)
, (1)
2where the sum runs over all particles in the final state,
and the ~pi denotes the three-momentum of particle i.
The unit vector ~n is varied to define the thrust direction
~nT by maximizing the sum on the right-hand side. In
general, the range of values is 0 ≤ (1 − T ) ≤ 1/2, where
(1−T )→ 0 corresponds to the two back-to-back jets and
(1 − T ) → 1/2 is the spherically symmetric events. For
the three-particle events, we have 0 ≤ (1−T ) ≤ 1/3 [28].
At the center-of-mass energy
√
s, the differential dis-
tribution for thrust variable τ (τ = (1 − T )) for renor-
malization scale µr =
√
s ≡ Q can be written as
1
σ0
dσ
dτ
= A(τ) as(Q) +B(τ) a
2
s(Q) +O(a3s), (2)
where as(Q) = αs(Q)/(2π), σ0 is tree-level hadronic
cross section. The A(τ), B(τ), ... are perturbative coeffi-
cients. The experimentally measured thrust distribution
is normalized to the total hadronic cross section σh,
1
σh
dσ
dτ
= A¯(τ) as(Q) + B¯(τ) a
2
s(Q) +O(a3s). (3)
The perturbative coefficients A¯(τ) = A(τ), and B¯(τ) =
B(τ) − 3/2CFA(τ), ... and their general renormaliza-
tion scale µr dependence A¯(τ, µr), B¯(τ, µr), ... can be
restored from the RGE.
The perturbative coefficients can be expressed by the
nf -term, e.g., the NLO coefficient B¯(τ, µr) = B¯(τ, µr)in+
B¯(τ, µr)nf · nf . After applying the PMC scale setting,
we obtain
1
σh
dσ
dτ
= A¯(τ)as(µ
pmc
r ) + B¯(τ, µr)cona
2
s(µ
pmc
r ) +O(a3s),(4)
the conformal coefficient can be written as
B¯(τ, µr)con =
11CA
4TR
B¯(τ, µr)nf + B¯(τ, µr)in, (5)
where CA = 3, and TR=1/2. The PMC scale is
µpmcr = µr exp
[
3B¯(τ, µr)nf
4TRA¯(τ)
+O(as)
]
. (6)
The PMC scale µpmcr is independent of the initial renor-
malization scale µr. Multiplied by the scale-independent
conformal coefficient, the resulting PMC prediction elim-
inates the renormalization scale uncertainty. The PMC
scale for the NLO-term is set equal to that of the LO-term
in order to preserve the renormalization scheme indepen-
dence of thrust variable [29].
We have used the RunDec program [30] to evalu-
ate the MS scheme running coupling from αs(MZ) =
0.1181 [14]. The NLO coefficients are calculated by us-
ing the EVENT2 [8] with a high precision. The NNLO
coefficients can be calculated using the EERAD3 [9], and
are checked using the results of Ref.[10].
We have calculated the thrust differential distributions
for the wide range of
√
s, which have been measured at
LEP experiments. Another important event shape ob-
servable C-parameter has also been calculated. The most
precise data are obtained at
√
s = MZ . In this paper,
in order to draw definitive conclusions, we present the
thrust differential distributions at
√
s =MZ .
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FIG. 1: The PMC scales up to leading logarithmic order
(LLO) and next-leading logarithmic order (NLLO) accuracy
for the thrust distribution at
√
s =MZ .
The PMC scale is fixed by absorbing the βi-terms into
the running coupling; it is a perturbative expansion series
in αs and in general shows a fast pQCD convergence. For
the present thrust observable, the inclusion of the NNLO
correction [9, 10] only slightly changes the PMC scale at
NLO level; the PMC scale shows a fast pQCD conver-
gence, as shown explicitly in Fig.(1). In the following
analysis for the thrust distribution and the extraction of
αs, we take the PMC scale at NLLO level as determined
by using the NNLO correction [9, 10].
The renormalization scale is simply set at µr = MZ
using the conventional method. The PMC scale is not a
single value but it monotonously increases with (1 − T ),
reflecting the virtuality of the QCD dynamics. It thus
yields the correct physical behavior of the scale and has
bound in the two-jet region. Also the number of active
flavors nf changes with (1 − T ) according to the PMC
scale. As the argument of the αs approaches the two-
jet region, the pQCD theory becomes unreliable and the
non-perturbative effects must be taken into account. One
can adopt the light-front holographic QCD [31] to eval-
uate the αs at the low scale region. In Refs.[32, 33], the
correct physical behavior of scale for three-jet process is
also obtained. The soft collinear effective theory deter-
mines the thrust distribution at different energy scales
and also shows that the contribution in two-jet region is
affected by the non-perturbative effects [12].
The thrust differential distributions using the conven-
tional and PMC scale settings is shown in Fig.(2). In the
case of the conventional scale setting, we observe that:
• The NLO and NNLO contributions are always large
and positive, except in the two-jet region. The per-
turbative series for the thrust differential distribu-
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FIG. 2: The thrust differential distributions using the con-
ventional (Conv.) and PMC scale settings. The dotdashed,
dashed and dotted lines are the conventional results at LO,
NLO and NNLO [9, 10], respectively. The solid line is the
PMC result. The bands for the theoretical predictions are
obtained by varying µr ∈ [MZ/2, 2MZ ]. The PMC predic-
tion eliminates the scale µr uncertainty and its error band is
obtained by using αs(MZ) = 0.1181 ± 0.0011 [14]. The ex-
perimental data are taken from the ALEPH [2], DELPH [3],
OPAL [4], L3 [5] and SLD [6] experiments.
tion shows a slow convergence.
• Estimating the magnitude of unknown higher-order
QCD corrections by varying the µr ∈ [
√
s/2, 2
√
s]
is unreliable, i.e., the NLO calculation do not over-
lap with LO prediction; the NNLO calculation also
almost do not overlap with NLO prediction.
• The conventional predictions are plagued by scale
µr uncertainty, and even up to NNLO QCD cor-
rections the conventional predictions do not match
the precise experimental data.
• By fitting the conventional predictions to the ex-
perimental data, the extracted coupling constants
are deviated from the world average, and are also
plagued by significant µr uncertainty [34].
Due to the kinematical constraints, the domain of the
thrust distribution and of the PMC scale at LO is re-
stricted to the range of 0 ≤ (1−T ) ≤ 1/3. After applying
the PMC, in addition to the small values and the mono-
tonically increasing behavior of the PMC scale, the mag-
nitude of the conformal coefficients are small and its be-
havior is very different from that of the conventional scale
setting. The resulting PMC predictions are in agreement
with the experimental data with high precision over the
(1−T ) region, while they show a slight deviation near the
two-jet and multi-jet regions. Based on the conventional
scale setting, Ref.[9] has also found that due to the pres-
ence of large logarithmic contributions and outside of the
region of 0.04 ≤ (1 − T ) ≤ 0.33, the pQCD predictions
are unreliable. Thus, in order to improve the predictions
near the two-jet and multi-jet regions, the higher pQCD
calculations may be needed for the PMC analysis and the
resummation of large logarithms should be included. In
addition, as we have already mentioned above, the non-
perturbative effects should be taken into account in the
two-jet region.
In addition to the differential distribution, the mean
value of event shapes have also been extensively mea-
sured and studied. Since the calculation of the mean
value involves an integration over the full phase space, it
provides an important platform to complement the differ-
ential distribution that afflict the event shapes especially
in the two-jet region and to determinate the coupling
constant.
The mean value 〈τ〉 (τ = (1− T )) of thrust variable is
defined by
〈τ〉 =
∫ τ0
0
τ
σh
dσ
dτ
dτ, (7)
where τ0 is the kinematical upper limit for the thrust
variable.
The electron-positron colliders have collected large
numbers of experimental data for the thrust mean value
over a wide range of center-of-mass energy (14 GeV ≤√
s ≤ 206 GeV) [2–6, 35]. However, the pQCD predic-
tions based on the conventional scale setting substantially
deviate from the experimental data. Currently, the most
common way is to split the mean value into the perturba-
tive and non-perturbative contributions, which has been
studied extensively in the literature. However, some ar-
tificial parameters and theoretical models are introduced
in order to match the theoretical predictions with the ex-
perimental data. It is noted that the analysis of Ref.[2]
obtains a large value of αs and suggests that a better de-
scription for the mean value can be in general obtained
by setting the renormalization scale µr ≪
√
s.
The pQCD calculations for the mean value variables
have been given in Refs. [36, 37]. After applying the
PMC scale setting to the thrust mean value 〈1 − T 〉, we
obtain the optimal PMC scale,
µpmcr |〈1−T 〉 = 0.0695
√
s, (8)
which monotonously increases with
√
s, and is 0.0695
times the conventional choice µr =
√
s and thus
µpmcr |〈1−T 〉 ≪
√
s. We notice that by taking
√
s =MZ =
91.1876 GeV, the PMC scale µpmcr |〈1−T 〉 = 6.3 GeV. This
is reasonable, since we have shown in Fig.(1) that the
PMC scales of thrust differential distribution are also
very small in wide region of (1− T ). By excluding some
results in multi-jet regions, the average of the PMC scale
〈µpmcr 〉 of thrust differential distribution is also close to
the µpmcr |〈1−T 〉. This shows that the PMC scale setting
is self-consistent.
We present the thrust mean value 〈1 − T 〉 versus the
center-of-mass energy
√
s using the conventional and
PMC scale settings in Fig.(3). In the case of the con-
ventional scale setting, the perturbative series shows a
slow convergence and the estimation of the magnitude
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FIG. 3: Similar to Figure (2), but for the thrust mean value
〈1−T 〉 versus the center-of-mass energy√s. The conventional
result at NNLO is taken from [36, 37]. The measurements are
taken from the ALEPH, DELPH, OPAL, L3, SLD, JADE,
TASSO, MARKII, HRS and AMY experiments [2–6, 35].
of unknown higher-order QCD corrections by varying
µr ∈ [
√
s/2, 2
√
s] is unreliable. The predictions are
plagued by scale µr uncertainty, and substantial devi-
ate from the experimental data even up to NNLO [36].
These cases are similar to those of the thrust differential
distributions based on the conventional scale setting.
In contrast, the PMC prediction for the thrust mean
value is increased especially in the small center-of-mass
energy region. Fig.(3) shows that the scale-independent
PMC prediction is in excellent agreement with the ex-
perimental data in the wide center-of-mass energy range.
This suggests that the substantial deviation between
the conventional predictions and the experimental data
is caused by the improper choice of the renormaliza-
tion scale. The PMC provides a rigorous explanation
for the experimental data without introducing any non-
perturbative corrections or artificial parameters.
By taking
√
s =MZ = 91.1876 GeV, in the case of the
conventional scale setting, the NLO correction increases
the LO prediction by 37% (LO:NLO∼ 0.0395 : 0.0144).
After applying the PMC, the NLO correction decreases
the LO prediction only by 3% (LO:NLO∼ 0.0667 :
−0.0022); the PMC prediction at LO is largely increased
and the NLO correction is negative and very small. Thus,
due to the absorption of the divergent renormalon terms,
a strikingly much faster pQCD convergence can be ob-
tained by using the PMC. This leads us to believe that
although the higher-order correction is sizeable using con-
ventional scale setting, it will be largely suppressed after
using the PMC scale setting.
The thrust distributions have been extensively used to
precisely determine the coupling constant. In the case of
the conventional scale setting, the extracted αs indicate
a large values compared to the world average. For ex-
ample, at
√
s =MZ , a large value αs(MZ) ∼ 0.1446 [34]
is obtained by fitting the NLO thrust differential dis-
tribution with experimental data, which is improved to
be αs(MZ) = 0.1274 ± 0.0047 [34] (with a perturbative
uncertainty of 0.0042) by the inclusion of NNLO cor-
rection. The main source of uncertainty for extracted
values of αs is the choice of the renormalization scale.
Moreover, the recent determination of αs by matching
the resummation calculations up to N3LL accuracy is
αs(MZ) = 0.1135 ± 0.0011 [12], which is rather smaller
than the PDG world average [14].
We now analyze the extraction of αs from the thrust
differential distribution at
√
s = MZ using the PMC.
The pQCD calculation corresponds to a parton-level
distribution, while the experimental measurements are
the hadron-level. Some previous extractions of αs ap-
plied Monte Carlo generators to correct the effects of
hadronization. In our present analysis, we adopt the
method similar to [38] to extract αs.
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FIG. 4: The extracted αs(Q
2) in the MS scheme from the
comparison of PMC predictions with ALEPH data [2] at√
s = MZ . The error bars are from the combination of the
experimental and theoretical errors. The three lines are the
world average evaluated from αs(MZ) = 0.1181± 0.0011 [14].
A definitive advantage of using the PMC scale setting
is that since the PMC scale varies with (1 − T ), we can
extract directly the strong coupling αs at a wide range
of scales using the experimental data at single center-of-
mass-energy,
√
s = MZ . In this case we have used the
most precise data from the ALEPH [2]. We have calcu-
lated the thrust differential distribution at each bin corre-
spondingly to the bins of the experimental data. We can
then extract the αs at different scales bin-by-bin from the
comparison of PMC predictions with experimental data.
The extracted αs are explicitly presented in Fig.(4). It
shows that in the scale range of 3.5 GeV < Q < 16 GeV
(corresponding (1−T ) range is 0.05 < (1−T ) < 0.29), the
extracted αs are in excellent agreement with the world
average evaluated from αs(MZ) [14].
In the case of the conventional prescription, the scale
is always simply set as µr =
√
s =MZ , and thus only one
value of αs at scaleMZ can be extracted. In addition, for
most of the previous work of extracted αs, the fit range
of the thrust (1 − T ) distribution is in general narrow.
5termination of αs at different scales over a wide range of
the thrust distribution. Moreover, since the PMC predic-
tions eliminate the renormalization scale uncertainty, the
extracted αs are not plagued by any uncertainty in the
choice of µr. Remarkably, the PMC provides a new way
to determine the running of αs(Q
2) and verify asymptotic
freedom from the measurement of the jet distributions in
e+e− annihilation at a single energy of
√
s.
In conclusion, the thrust variable in e+e− annihilation
is an ideal platform for testing the QCD. In the case of the
conventional scale setting, the predictions are scheme-
and-scale dependent and do not match the precise exper-
imental results; the extracted coupling constants in gen-
eral deviate from the world average. In contrast, after
applying PMC scale-setting, we obtain a comprehensive
and self-consistent analysis for the thrust variable results
including both the differential distributions and the mean
values. The PMC scale reflects the virtuality of the QCD
dynamics. Moreover, a new remarkable way of extract-
ing αs at different scales is obtained by comparing the
PMC predictions with the experimental data measured
at a single center-of-mass-energy
√
s. Our analysis shows
the importance of a correct renormalization scale setting,
and we expect that the PMC method will be applied
to the other event shape variables in electron-electron,
electron-proton or proton-proton collisions.
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