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A VALO´SZI´NU˝SE´GELOSZLA´S HATA´SA AZ EGYU¨TTES VALO´SZI´NU˝SE´GI
FELTE´TELLEL KORLA´TOZOTT SZTOCHASZTIKUS PROGRAMOZA´SI
FELADATOK OPTIMUM E´RTE´KE´RE1
SZA´NTAI TAMA´S
A dolgozat fo˝ ce´lkitu˝ze´se annak a vizsga´lata, hogy egy egyu¨ttes valo´sz´ı-
nu˝se´ggel korla´tozott sztochasztikus programoza´si feladat optimum e´rte´ke´ben
mekkora va´ltoza´sokat eredme´nyezhet, ha megva´ltoztatjuk az egyu¨ttes valo´-
sz´ınu˝se´geloszla´s tipusa´t, miko¨zben u¨gyelu¨nk arra, hogy az o¨sszes elso˝ e´s ma´-
sodik momentum (va´rhato´ e´rte´k, szo´ra´s, korrela´cio´) azonos legyen. Ha´rom
eloszla´st tekintu¨nk: a to¨bbdimenzo´s norma´lis eloszla´st, a Dirichlet-eloszla´st
e´s a Pre´kopa–Sza´ntai-fe´le to¨bbdimenzio´s gamma eloszla´st. Mivel a Dirichlet-
eloszla´s komponensei ko¨zt mindig negat´ıv, a vizsga´lt to¨bbdimenzio´s gamma
eloszla´s komponensei ko¨zt mindig pozit´ıv a korrela´cio´, aze´rt ezek az elo˝´ırt fel-
te´teleink mellett egyma´ssal nem hasonl´ıthato´k o¨ssze. Eze´rt mindke´t eloszla´st
a to¨bbdimenzio´s norma´lis eloszla´ssal hasonl´ıthatjuk csak o¨ssze. Megadunk
egy e´letszeru˝ tesztfeladatot, melyre nyert numerikus eredme´nyeink azt iga-
zolja´k, hogy az optimum e´rte´kek a va´lasztott to¨bbdimenzio´s eloszla´sok sze-
rint megleheto˝sen nagy elte´re´seket mutathatnak. A nyert eredme´nyek arra
is ra´vila´g´ıtanak, hogy azonos t´ıpusu´ egyu¨ttes valo´sz´ınu˝se´geloszla´s alkalma-
za´sa esete´n a korrela´cio´s ma´trix ku¨lo¨nbo¨zo˝se´ge hasonlo´an jelento˝s elte´re´sekre
vezethet az optimum e´rte´kekben.
1. Bevezete´s
Ebben a cikkben a ko¨vetkezo˝ sztochasztikus programoza´si feladatot fogjuk
a benne szereplo˝ valo´sz´ınu˝se´gi va´ltozo´k ku¨lo¨nbo¨zo˝ egyu¨ttes valo´sz´ınu˝se´geloszla´sa
1Jelen cikk le´nyege´ben az [5] angol nyelven megjelent ko¨zleme´ny magyar ford´ıta´sa. Aze´rt
is sza´nom ezt az Alkalmazott Matematikai Lapok Pre´kopa Andra´s emle´ke´nek szentelt ko¨te-
te´be, mert 1997-es megjelene´se miatt Andra´s a [2] ko¨nyve´ben ezeket az eredme´nyeket me´g nem
szerepeltethette. Megismerni is mondhatni ve´letlenu¨l ismerte meg a 2000-es e´vek eleje´n, mikor
meglepo˝dve la´tta a c´ıme´t a pulika´cio´s lista´mban. Ro¨gto¨n elke´rte to˝lem a konferenciako¨tetet
e´s elolvasva a cikkemet igen e´rdekesnek tala´lta a benne ismertetett numerikus eredme´nyeket.
Hiszem, hogy a mostani magyar nyelvu˝ megjelene´se
”
elo˝seg´ıtheti az ele´rt eredme´nyek mine´l
elo˝bbi, sze´les ko¨ru˝ hazai felhaszna´la´sa´t”.
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mellett megoldani:
P

d11x1 + . . .+ d1nxn ≥ β1
...
...
...
ds1x1 + . . .+ dsnxn ≥ βs
 ≥ p
a11x1 + . . .+ a1nxn = b1
...
...
...
am1x1 + . . .+ amnxn = bm
x1 ≥ 0, . . . , xn ≥ 0
min ( c1x1 + . . .+ cnxn)
ahol β1, . . . , βs tetszo˝leges egyu¨ttes valo´sz´ınu˝se´geloszla´ssal b´ırhatnak, csak azzal a
felte´teleze´ssel e´lu¨nk, hogy a komponenseik va´rhato´ e´rte´kei rendre
E (β1) = µ1, . . . , E (βs) = µs,
szo´ra´sai rendre
D2 (β1) = σ
2
1 , . . . , D
2 (βs) = σ
2
s ,
a korrela´cio´s egyu¨tthato´ik ma´trixa pedig
R =

1 r12 . . . r1s
r12 1 . . . r2s
...
...
. . .
...
r1s r2s . . . 1
 .
Meg fogjuk vizsga´lni azt, hogy a ku¨lo¨nbo¨zo˝ egyu¨ttes valo´sz´ınu˝se´geloszla´sok
haszna´lata mekkora ku¨lo¨nbse´geket hozhat le´tre a ce´lfu¨ggve´ny optimum e´rte´ke´-
ben. A vizsga´lt egyu¨ttes valo´sz´ınu˝se´geloszla´sok a to¨bbdimenzio´s norma´lis elosz-
la´s, a Dirichlet-eloszla´s egy alkalmas transzforma´ltja e´s a Pre´kopa–Sza´ntai-fe´le
to¨bbdimenzio´s gamma eloszla´s lesznek. A sza´rmaztatott nemlinea´ris programo-
za´si feladatokat a Veinott-fe´le ta´maszs´ık algoritmus egy mo´dos´ıtott va´ltozata´val
oldottuk meg (la´sd [4]). A to¨bbdimenzio´s norma´lis eloszla´st ismertnek te´telezzu¨k
fel, a 2. szakaszban megadjuk a Dirichlet-eloszla´st e´s annak alkalmaza´si mo´dja´t;
a 3. szakaszban ugyanezt tesszu¨k a to¨bbdimenzo´s gamma eloszla´sra, e´s ve´gu¨l a
4. szakaszban futa´si eredme´nyeket ismertetu¨nk, melyek seg´ıtse´ge´vel ke´pet kapha-
tunk az egyes to¨bbdimenzio´s valo´sz´ınu˝se´geloszla´soknak a ce´lfu¨ggve´ny optimum
e´rte´ke´re gyakorolt hata´sa´ro´l.
Alkalmazott Matematikai Lapok (2018)
A VALO´SZI´NU˝SE´GELOSZLA´S HATA´SA A SZTOCHASZTIKUS PROGRAMOZA´SI
FELADATOK OPTIMUM E´RTE´KE´RE 59
2. A Dirichlet-eloszla´s e´s tulajdonsa´gai
A ξ1, . . . , ξs valo´sz´ınu˝se´gi va´ltozo´k ϑ1 > 0, . . . , ϑs > 0, ϑs+1 > 0 parame´teru˝
Dirichlet-eloszla´su´ak, ha az egyu¨ttes su˝ru˝se´gfu¨ggve´nyu¨k
f (x1, . . . , xs) =
Γ (ϑ1 + . . .+ ϑs + ϑs+1)
Γ (ϑ1) · · ·Γ (ϑs) Γ (ϑs+1)x
ϑ1−1
1 · · ·xϑs−1s (1− x1 − . . .− xs)ϑs+1−1 ,
ha x1 ≥ 0, . . . , xs ≥ 0 e´s x1 + . . .+ xs ≤ 1.
Ekkor a ξ1, . . . , ξs valo´sz´ınu˝se´gi va´ltozo´k va´rhato´ e´rte´kei, szo´ra´sne´gyzetei e´s
kovariancia egyu¨tthato´i a ko¨vetkezo˝k:
E (ξi) =
ϑi
ϑ1 + . . .+ ϑs + ϑs+1
,
D2 (ξi) =
ϑi (ϑ1 + . . .+ ϑi−1 + ϑi+1 + . . .+ ϑs + ϑs+1)
(ϑ1 + . . .+ ϑs + ϑs+1)
2
(ϑ1 + . . .+ ϑs + ϑs+1 + 1)
,
cov (ξi, ξj) =
−ϑiϑj
(ϑ1 + . . .+ ϑs + ϑs+1)
2
(ϑ1 + . . .+ ϑs + ϑs+1 + 1)
(i ̸= j) .
Mivel a Dirichlet-eloszla´su´ valo´sz´ınu˝se´gi vektorva´ltozo´ minden komponense
nulla e´s egy ko¨zti e´rte´keket vesz fel, az egyu¨ttes valo´sz´ınu˝se´ggel korla´tozott szto-
chasztikus programoza´si feladatokban ezeknek a komponenseknek egy-egy alkal-
mas linea´ris transzforma´ltja´t kell haszna´lni. Eze´rt az alkalmazott valo´sz´ınu˝se´gi
korla´t a ko¨vetkezo˝ alakot o¨lti:
P

d11x1 + . . .+ d1nxn ≥ β1 = a1 + (b1 − a1) ξ1
...
...
...
ds1x1 + . . .+ dsnxn ≥ βs = as + (bs − as) ξs
 ≥ p,
ahol ξ1, . . . , ξs ϑ1 > 0, . . . , ϑs > 0, ϑs+1 > 0 parame´teru˝, Dirichlet-eloszla´su´
valo´sz´ınu˝se´gi va´ltozo´k. Minthogy a βi, βj valo´sz´ınu˝se´gi va´ltozo´k ko¨zti korrela´-
cio´s egyu¨tthato´k ugyanazok, mint a ξi, ξj valo´sz´ınu˝se´gi va´ltozo´k ko¨zo¨ttiek, eze´rt
az egyu¨ttes valo´sz´ınu˝se´gi korla´tban a jobboldalon szereplo˝ valo´sz´ınu˝se´gi va´lto-
zo´k korrela´cio´s ma´trixa´t a ϑ1 > 0, . . . , ϑs > 0, ϑs+1 > 0 parame´ter e´rte´kek
va´laszta´sa meghata´rozza. Ugyanakkor nyilva´nvalo´an E (βi) = ai + (bi − ai)E (ξi)
e´s D2 (βi) = (bi − ai)2D2 (ξi), eze´rt a βi, i = 1, . . . , n valo´sz´ınu˝se´gi va´ltozo´k
E (βi) , i = 1, . . . , n va´rhato´ e´rte´kei e´s D
2 (βi) , i = 1, . . . , n szo´ra´sne´gyzetei az
ai, bi, i = 1, . . . , n parame´terek alkalmas megva´laszta´sa´val ro¨gz´ıtheto˝ek. Megje-
gyezzu¨k, hogy ezek a parame´terek a βi, i = 1, . . . , n valo´sz´ınu˝se´gi va´ltozo´k lehet-
se´ges legkisebb, illetve legnagyobb e´rte´keit jelentik.
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3. A to¨bbdimenzio´s gamma eloszla´s e´s tulajdonsa´gai
Az egyva´ltozo´s gamma eloszla´s su˝ru˝se´gfu¨ggve´nye
f (z) =
λϑzϑ−1e−λz
Γ (ϑ)
, z > 0
e´s f (z) = 0, ha z ≤ 0, ahol λ > 0, ϑ > 0 parame´terek.
Ha λ = 1, akkor a gamma eloszla´st standardnak nevezzu¨k. Ha ξ a fenti su˝ru˝se´g-
fu¨ggve´nnyel b´ır, akkor ko¨nnyu˝ azt bela´tni, hogy ζ = λξ standard gamma eloszla´su´.
A [3] cikkben a szerzo˝k olymo´don vezettek be egy to¨bbdimenzio´s standard gamma
eloszla´st, hogy vette´k annak a ζT = (ζ1, . . . , ζn) ve´letlen vektornak a to¨bbdimen-
zio´s eloszla´sa´t, amelyet u´gy definia´ltak, hogy:
ζ = Aη,
ahol A egy olyan n× (2n − 1) me´retu˝ ma´trix, amely oszlopai az o¨sszes lehetse´ges
0, 1 komponensekbo˝l a´llo´, nem azonosan nulla vektorok, e´s η egy 2n − 1 kompo-
nensu˝, fu¨ggetlen, standard gamma eloszla´su´ komponensekkel b´ıro´ ve´letlen vektor.
Megjegyezzu¨k, hogy a cikk szerzo˝i az η valo´sz´ınu˝se´gi vektorva´ltozo´ ba´rmelyik ηi
komponense´re megengedte´k, hogy a ϑi parame´tere´nek nulla legyen az e´rte´ke. Ezen
nyilva´n azt kell e´rteni, hogy ηi ≡ 0. Ezt az egyu¨ttes eloszla´st e´s annak empirikus
adatokhoz to¨rte´no˝ illeszte´se´nek a mo´dszere´t a szerzo˝ik egy olyan hidrolo´giai alkal-
maza´s kapcsa´n dolgozta´k ki, amely sora´n egyma´st ko¨veto˝ ido˝perio´dusok v´ızhozam
adatainak ez egyu¨ttes valo´sz´ınu˝se´geloszla´sa´t kellett le´ırniuk.
A to¨bbdimenzio´s gamma eloszla´su´ valo´sz´ınu˝se´gi vektorva´ltozo´ komponenseivel
fel´ırt egyu¨ttes valo´sz´ınu˝se´gi korla´t a mi alkalmaza´sunkban a ko¨vetkezo˝ alakot o¨lti:
P

d11x1 + . . .+ d1nxn ≥ β1 = 1λ1 ξ1
...
...
...
ds1x1 + . . .+ dsnxn ≥ βs = 1λs ξs
 ≥ p,
ahol a ξ1, . . . , ξs valo´sz´ınu˝se´gi va´ltozo´k a fent le´ırt standard gamma egyu¨ttes elosz-
la´su´ak ϑ1 > 0, . . . , ϑs > 0 parame´terekkel. Ekkor, ha adottak az E (βi) , D
2 (βi)
e´s cov(βi, βj) ≥ 0 e´rte´kek, akkor a λ1, . . . , λs;ϑ1, . . . , ϑs parame´terek a ko¨vetkezo˝
o¨sszefu¨gge´sekbo˝l sza´molhato´k:
E (βi) = E
(
1
λi
ξi
)
=
1
λi
E (ξi) ,
D2 (βi) = D
2
(
1
λi
ξi
)
=
1
λ2i
D2 (ξi) .
Mivel a standard gamma eloszla´su´ ξi valo´sz´ınu˝se´gi va´ltozo´kra
E (ξi) = D
2 (ξi) = ϑi,
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aze´rt azt kapjuk, hogy
λi =
E (βi)
D2 (βi)
,
ϑi =
E2 (βi)
D2 (βi)
.
Mivel a βi, βj valo´sz´ınu˝se´gi va´ltozo´k ko¨zti korrela´cio´s egyu¨tthato´ ugyanaz, mint
a ξi, ξj valo´sz´ınu˝se´gi va´ltozo´k ko¨zo¨tti, aze´rt a jobboldali valo´sz´ınu˝se´gi va´ltozo´k
(β1, . . . , βs) ko¨zo¨tti korrela´cio´s szerkezet le´trehozhato´ aza´ltal, hogy a ξ1, . . . , ξs
valo´sz´ınu˝se´gi va´ltozo´k standard gamma egyu¨ttes eloszla´sa´t illesztju¨k az empirikus
korrela´cio´s egyu¨tthato´khoz.
A Dirichlet-eloszla´sro´l tova´bbi re´szletek a [6] ko¨nyvben, a to¨bbdimenzio´s gamma
eloszla´sro´l pedig a [3] cikkben olvashato´k. Az egyu¨ttes valo´sz´ınu˝se´gi eloszla´sfu¨gg-
ve´ny e´s parcia´lis deriva´ltjai e´rte´keinek numerikus meghata´roza´sa´ro´l pedig a [2]
ko¨nyvben tala´l tova´bbi re´szleteket az e´rdeklo˝do˝ olvaso´.
4. Numerikus eredme´nyek egy teszt feladatra
Tekintsu¨nk egy ha´romfe´le ka´ve´ kevere´ket (1. po¨rko¨lt ka´ve´, 2. po¨rko¨lt ka´ve´ e´s
3. po¨rko¨lt ka´ve´) elo˝a´ll´ıto´ ka´ve´po¨rko¨lo˝ u¨zemet. Az u¨zem szigoru´ ko¨vetelme´nye-
ket fogalmazott meg a ha´romfe´le po¨rko¨lt ka´ve´ kevere´k fo˝ mino˝se´gi tulajdonsa´gait
illeto˝en:
1. po¨rko¨lt ka´ve´ 2. po¨rko¨lt ka´ve´ 3. po¨rko¨lt ka´ve´
savassa´g ≤ 3, 5 ≤ 4, 0 ≤ 5, 0
koffein tartalom ≤ 2, 8 ≤ 2, 2 ≤ 2, 4
v´ız tartalom ≥ 7, 0 ≥ 6, 0 ≥ 5, 0
ero˝sse´g ≤ 2, 5 ≤ 3, 0 ≤ 7, 8
aroma tartalom ≥ 7, 0 ≥ 5, 0 ≥ 4, 0
Az elo˝rejelze´sek szerint az u¨zem ha´romfe´le po¨rko¨lt ka´ve´ kevere´ke´bo˝l a ko¨vetkezo˝
ho´nap sora´n ve´letlen mennyise´gekre lesz ige´ny az ala´bbi va´rhato´ e´rte´kekkel e´s
szo´ra´sokkal:
va´rhato´ e´rte´k szo´ra´s
1. po¨rko¨lt ka´ve´ 3000 1000
2. po¨rko¨lt ka´ve´ 30000 10000
3. po¨rko¨lt ka´ve´ 15000 5000
Az egyik ho´nap elso˝ napja´n az u¨zem azt la´tja, hogy 8 ku¨lo¨nbo¨zo˝ t´ıpusu´ nyers-
ka´ve´ a´ll ku¨lo¨nbo¨zo˝ mennyise´gekben a rendelkeze´se´re. A ko¨vetkezo˝ ta´bla´zat meg-
adja, hogy az egyes nyerska´ve´-fe´lese´geknek mennyi volt a beszerze´si a´ra; a rendel-
keze´sre a´llo´ mennyise´ge; e´s hogy az o¨tfe´le elo˝´ırt mino˝se´gi tulajdonsa´got (savassa´g,
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koffeintartalom, v´ıztartalom, ero˝sse´g e´s aroma) illeto˝en milyen e´rte´kkel rendelkez-
nek:
a´r mennyise´g savassa´g koffeintartalom v´ıztartalom ero˝sse´g aroma
(eFt/kg) (kg) (pH) (%) (%) index index
1 0,35 25000 4,0 1,8 6 2 8
2 0,20 75000 4,5 1,0 5 7 4
3 0,44 5000 3,0 3,0 8 2 7
4 0,41 20000 4,0 2,0 6 2 7
5 0,36 5000 3,5 1,5 6 3 9
6 0,34 4000 3,6 1,1 6 4 7
7 0,36 5000 3,2 1,4 6 3 8
8 0,19 100000 5,1 1,7 5 9 1
Az u¨zemnek azt kell meghata´roznia, hogy a rendelkeze´sre a´llo´ nyerska´ve´kbo´l
po¨rko¨le´s uta´n mennyit haszna´ljon az egyes ka´ve´kevere´kek elo˝a´ll´ıta´sa´ra. Ehhez
egy egyu¨ttes valo´sz´ınu˝se´ggel korla´tozott sztochasztikus programoza´si feladatot kell
megfogalmaznia, amelyben elo˝´ırt (magas) valo´sz´ınu˝se´ggel megk´ıse´rli kiele´g´ıteni a
ka´ve´kevere´kekre vonatkozo´ ve´letlen ige´nyeket, miko¨zben a leheto˝ legkevesebbet
igyekszik kifizetni a felhaszna´lt nyerska´ve´ke´rt. Ennek a sztochasztikus programo-
za´si feladatnak a megfogalmaza´sa megtala´lhato´ a [4] cikkben e´s a [2] ko¨nyvben is.
Eze´rt ezt itt most nem ı´rjuk fel.
Az o¨sszes megoldott tesztfeladatban a β1, β2, β3 valo´sz´ınu˝se´gi va´ltozo´kra azt
tesszu¨k fel, hogy
E (β1) = 3000, E (β2) = 30000, E (β3) = 15000,
D (β1) = 1000, D (β2) = 10000, D (β3) = 5000,
e´s az elo˝´ırt megb´ızhato´sa´gi szint minden esetben p = 0, 9.
A ko¨vetkezo˝ ke´t ta´bla´zat a tesztfeladatok egy sorozata´nak eredme´nyeit adja
meg. Mindke´t ta´bla´zatban az elso˝ ha´rom oszlop a korrela´cio´s egyu¨tthato´kat tar-
talmazza, a ko¨vetkezo˝ ke´t oszlop pedig a ce´lfu¨ggve´ny ke´t ku¨lo¨nbo¨zo˝ egyu¨ttes valo´-
sz´ınu˝se´geloszla´s alkalmaza´sa melletti optimum e´rte´ke´t adja meg. Az elso˝ ta´bla´zat
esete´ben ezek a Dirichlet e´s a norma´lis eloszla´sok, mı´g a ma´sodik ta´bla´zat esete´-
ben a gamma e´s a norma´lis eloszla´sok. Az utolso´ oszlopban mindig a ke´t optimum
e´rte´k ko¨zti elte´re´s sza´zale´kos e´rte´ke tala´lhato´ a norma´lis eloszla´shoz tartozo´ opti-
mum e´rte´k sza´zale´ka´ban.
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1. ta´bla´zat
corr(β1, β2) corr(β1, β3) corr(β2, β3) Dirichlet norma´lis elte´re´s
−0, 41 −0, 44 −0, 47 23540 22407 5, 06%
−0, 20 −0, 21 −0, 22 24361 22382 8, 84%
−0, 13 −0, 14 −0, 14 24531 22374 9, 64%
2. ta´bla´zat
corr(β1, β2) corr(β1, β3) corr(β2, β3) gamma norma´lis elte´re´s
0, 0 0, 0 0, 0 23396 22345 4, 70%
0, 1 0, 3 0, 4 23085 22200 3, 99%
0, 2 0, 6 0, 8 22689 21776 4, 19%
0, 8 0, 8 0, 8 22166 21514 3, 03%
0, 98 0, 98 0, 98 21131 20775 1, 71%
Az eddigi vizsga´lataink azt mutatja´k meg, hogy az egyu¨ttes valo´sz´ınu˝se´ggel
korla´tozott sztochasztikus programoza´si feladatok optimuma mennyire robusztus
a feladatokban szereplo˝ ve´letlen mennyise´gek ku¨lo¨nbo¨zo˝ eloszla´st´ıpusaira ne´zve.
Megjegyezzu¨k azonban, hogy a ke´t ta´bla´zat eredme´nyeibo˝l az is leolvashato´, hogy
mekkora elte´re´s lehet az optimum e´rte´kek ko¨zt akkor is, ha a to¨bbdimenzio´s egyu¨t-
tes eloszla´s jellege´t nem, hanem csak a komponensek ko¨zti korrela´cio´kat va´ltoztat-
juk meg. I´gy pe´lda´ul, ha a legnegat´ıvabban korrela´lt komponensekkel b´ıro´ egyu¨ttes
norma´lis eloszla´s eredme´nye´t (1. ta´bla´zat elso˝ sora) viszony´ıtjuk a legpozit´ıvabban
korrela´lt komponensekkel b´ıro´ egyu¨ttes norma´lis eloszla´s eredme´nye´hez (2. ta´bla´-
zat utolso´ sora), az elte´re´s a kisebbik optimum e´rte´k sza´zale´ka´ban 7, 86%. Ugyanez
a legnegat´ıvabban korrela´lt komponensekkel (1. ta´bla´zat elso˝ sora) e´s a legkeve´sbe´
negat´ıvan korrela´lt komponensekkel b´ıro´ (1. ta´bla´zat utolso´ sora) Dirichlet-eloszla´s
esete´ben 4, 04%. Ve´gu¨l a fu¨ggetlen komponensekkel b´ıro´ (2. ta´bla´zat elso˝ sora) e´s
a legpozit´ıvabban korrela´lt komponensekkel b´ıro´ (2. ta´bla´zat utolso´ sora) gamma
eloszla´s esete´ben 10, 72%.
Hasonlo´ vizsga´latokat ve´gzett Chopra e´s Ziemba ([1]) a portfo´lio´ va´laszta´s prob-
le´ma´ja´ra. Mega´llap´ıtotta´k, hogy az optima´lis portfo´lio´ra a legnagyobb hata´ssal a
ve´letlen hozamok va´rhato´ e´rte´kei vannak, ma´sodik legnagyobb hata´ssal a szo´ra´s-
ne´gyzeteik e´s csak harmadsorban vannak hata´ssal a hozamok ko¨zti kovariancia´k.
A cikku¨nkben nem vizsga´ltuk az egyu¨ttes valo´sz´ınu˝se´ggel korla´tozott sztochasz-
tikus programoza´si feladatokban szereplo˝ ve´letlen mennyise´gek va´rhato´ e´rte´kei,
illetve szo´ra´sne´gyzetei megva´ltoztata´sa´nak a hata´sa´t, mert azt trivia´lisnak tar-
tottuk. Arra azonban keve´sbe´ lehetett sza´mı´tani, hogy csupa´n a kovariancia´k
va´ltoztata´sa´val is ilyen nagy sza´zale´kkal meg tudnak va´ltozni a feladatok opti-
mum e´rte´kei.
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5. Tova´bbi kutata´si leheto˝se´gek
Tova´bbi e´rdekes kutata´si leheto˝se´g lehet az, hogy hogyan va´ltozik meg egy
egyu¨ttes valo´sz´ınu˝se´ggel korla´tozott sztochasztikus programoza´si feladat optimum
e´rte´ke az egyu¨ttes eloszla´s megva´ltoztata´sa´val, me´g ha bizonyos sza´mu´ momen-
tumot nem is va´ltoztatunk meg. Az is e´rdekes ke´rde´s lehet, hogy egyre to¨bb
momentum ro¨gz´ıte´se´vel maximum mennyire ku¨lo¨nbo¨zhetnek a ku¨lo¨nbo¨zo˝ elosz-
la´sokkal kapott optimum e´rte´kek, valamint, hogy ez a feladat egye´b szerkezeti
tulajdonsa´gaito´l (pe´lda´ul, va´ltozo´k sza´ma, korla´toza´sok sza´ma, konstansok nagy-
sa´ga, specia´lis struktu´ra stb.) hogyan fu¨gg. Me´g u´jabban a jelen cikk szerzo˝je
e´s Kova´cs Edith konferencia elo˝ada´sokban megmutatta, hogy kopula fu¨ggve´nyek
a´ltal genera´lt fu¨ggo˝se´gi rendszerrel b´ıro´ egyu¨ttes valo´sz´ınu˝se´geloszla´sok alkalma-
za´sa ugyancsak jelento˝s hata´ssal lehet az egyu¨ttes valo´sz´ınu˝se´ggel korla´tozott szto-
chasztikus programoza´si feladatok optimum e´rte´ke´re. Eze´rt is e´s aze´rt is, mert a
kopula fu¨ggve´nyek egyre sze´lesebb ko¨rben nyernek alkalmaza´st a sztochasztikus
modelleze´sben, fontos lehet ebbben az ira´nyban is kutata´sokat folytatni.
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PROBABILISTIC CONSTRAINED PROGRAMMING AND
DISTRIBUTIONS WITH GIVEN MARGINALS
Tama´s Sza´ntai
The paper examines the effect of the joint probability distributions with different margi-
nals on the optimum value of a probabilistic constrained stochastic programming problem. The
investigated joint probability distributions are the multivariate normal, the Dirichlet and a mult-
ivariate gamma probability distributions. A real life test problem is formulated. Numerical
results of this problem show that the optimum values may differ significantly when changing
the joint probability distribution of the random parameters involved in the problem. Further
interesting research directions are also formulated at the end of the paper.
This paper is a Hungarian version of the paper published by the author in the conference
volume [5].
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