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VOORWOORD 
Het Colloquium Numerieke Programmatuur, waarvan het eerste deel werd ge-
houden in de eerste helft van 1976, werd georganiseerd door de Afdeling 
Numerieke Wiskunde van het Mathematisch Centrum. Het doel van de lezingen 
was voornamelijk om geinteresseerden vertrouwd te maken met het gebruik 
van de programmatheken ACCULIB (ALGOL 60 en FORTRAN), IMSL (FORTRAN), 
NAG (ALGOL 60 en FORTRAN) en NUMAL (ALGOL 60). !let colloquium was dan ook 
vooral bestemd voor, wat men bij de rekencentra noemt, de gebruiker. Hier-
mee worden de vele personen aangeduid, die voor de oplossing van hun 
fysische, chemische, statistisch of andere problemen gebruik kunnen maken 
van numerieke algoritmen die in de vorm van routines beschikbaar zijn in 
de genoemde programmatheken bij de verschillende rekencentra. Er is dan 
ook zoveel mogelijk geprobeerd om aan de hand van konkrete praktijk-
problemen het gebruik van de beschikbare programmatuur toe te lichten. 
Het gebied van de numerieke wiskunde dat in het eerste deel van dit col-
loquium is bestreken is zeer ruim. Het omvat lineaire algebra, differen-
tiaalvergelijkingen, speciale funkties, Fouriertransformaties en optimali-
sering. 
Wij hopen dat de twee boekjes waarin de lezingen van dit colloquium 
zijn weergegeven voor de bovengenoemde gebruiker een nuttige gids kunnen 
zijn bij de selektie van de juiste programmatuur voor de oplossing van zijn 
problemen. Tenslotte wil de redakteur zijn dank betuigen aan degenen die 
aan de totstandkoming van deze syllabus hebben meegewerkt, met name ook aan 
mevr. I. Pins voor het typen van het manuscript en aan D. zwarts en 
J. Schipper voor het drukken en binden van deze boekjes. 
J.C.P. B. 

1 . LINEAIRE ALGEBRA 
1.1. Oplossing van stelsels lineaire vergelijkingen en inversie 




Bezien we het totale gebied van de numerieke wiskunde dan kunnen we wel 
konkluderen dat de numerieke (lineaire) algebra een van de meest uitgewerkte 
deelgebieden is. Met name voor de oplossing van stelsels lineaire vergelij-
kingen bestaan vele goed geanalyseerde algoritmen en iedere programmatheek 
bevat dan ook een uitgebreide verzameling programmatuur op dit gebied. Wij 
zullen ons in deze bijdrage beperken tot vier programmatheken welke op het 





(ALGOL 60 en FORTRAN); 
(FORTRAN); 
(ALGOL 60 en FORTRAN) ; 
(ALGOL 60). 
Het doel van deze bijdrage is tweeledig. Enerzijds willen wij een over-
zicht geven van de programmatuur voor het oplossen van stelsels lineaire ver-
gelijkingen en inversie, welke beschikbaar is in deze vier programmatheken. 
Anderzijds willen we aan de hand van een probleem uit de molecuulfysika, de 
knelpunten aangeven bij het gebruik van deze programmatuur voor het oplossen 
van bepaalde problemen. 
1.1.2. Overzicht van de beschikbare programmatuur 
We beschouwen het probleem een lineair stelsel 
(1.1.2.1) Ax b 
op te lossen, waarbij A een (nxm)-matrix, x een m-vektor en b een n-vektor 
is. Dikwijls zal men bij een gegeven matrix de oplossing van (1.1.2.1) wil-
len vinden voor verschillende rechterleden b. We kunnen dit noteren als: 
los op 
(1.1.2.1) AX B, 
waarbij Been (nxp)-matrix is van p rechterleden (kolommen van B); de 
kolommen van de (mxp)-matrix X zijn dan de overeenkomstige oplossingen. 
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We zullen een overzicht van de programmatuur in de vier beschouwde 
programmatheken geven door middel van een aantal tabellen. In tabel 1 wordt 
een ruwe indeling gegeven van de verschillende stelsels lineaire vergelij-
kingen, waarbij naar de tabellen 2 t/m 6 wordt verwezen voor de te gebruiken 
procedures of routines. In tabel 7 wordt de programmatuur voor het inverteren 
van een matrix gegeven en in tabel 8 die voor het berekenen van de pseudo-
inverse. De pseudo-inverse A+ van een matrix A wordt gedefinieerd door: 
A, 
+ A A, 
+ A I 
+ AA • 
A+ is hierdoor eenduidig gedefinieerd voor elke A. Voor de berekening 
van A+ zij verwezen naar sektie 1.2. 
TABEL 1 
Ruwe indeling van stelsels lineaire vergelijkingen. 
Eigenschappen Verwijzing naar 
van de matrix tabel 
reeel,vol 2 
n = m, rang = n 
reeel,vol 




rang s min(n,m) 
reeel, ijl 5 
n = m, rang = n 
complex 6 
In de verschillende tabellen worden routines, die uitsluitend geschikt 
zijn voor het oplossen van een lineair stelsel met een rechterlid, aange-
geven door een asterisk (*) voor de naam. Bij de routines uit ACCULIB 
duidt (A) en (F) op de programmeertaal ALGOL 60 resp. FORTRAN. Evenzo duidt 
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bijvoorbeeld F04AAA/F in. de NAG programmatheek op de routines F04AAA in 
ALGOL 60 en F04AAF in FORTRAN. IMSL bevat alleen FORTRAN subroutines, ter-




Programmatuur voor het oplossen van lineaire stelsels 







DET + SOL (A) 
*CROSOL (F) 





dee + sol 
*gsssol 
gsselm + solelm 








gsselm + itisol 
Oplossen met berekening bovengrens fout 
NUMAL *gsssolerb 
gsserb + solelm 
*gssitisolerb 











ACCULIB SYMDEC + SYMSOLE (A) 
*DETSOLSYM2 (A) 
DETSYM2 + SOLSYM2 (A) 
*DSOLSY (F) 
CHO DEC + SOLSYM (F) 
IMSL LEQTlP 
NAG FOlBFA/F + F04AQA/F 
NUMAL *chldecsoll 
chldecl + chlsoll 
*chdecsol2 
chldec2 + chlsol2 







IMSL LEQ1S 1) 
NUMAL *symdecsoll 
1) 
symdecl + symsoll 1) 
*symdecsol2 1) 
symdec2 + symsol2 1) l ~ioo•en met ieteratief verbeteren 
IMSL LEQ2S 
l) De methode, die gebruikt is in de IMSL programmatheek is stabiel voor 





Programmatuur voor het oplossen van lineaire overbepaalde stelsels 






DECOMPOSE + SOLVLQ (A) 
DCMPOS + SOLVLQ (F) 
F01AXA/F + F04ANA/F 
*lsqortdecsol 
lsqortdec + lsqsol 
Oplossen met iteratief verbeteren 
NAG F04AMA/F 
TABEL 4 
Programmatuur voor het oplossen van lineaire stelsels met 
reele matrix van orde nxm; niet noodzakelijk van volle rang. 





qrisngvaldec + solsvdovr 
Oplossen onderbepaalde stelsels (n<m) 
NUMAL *solund 
qrisngvaldec + solsvdund 
Oplossen homogene vergelijking 
(rechterlid is nulvektor) 
NUMAL homsol 
TABEL 5 
Programmatuur voor het oplossen van stelsels lineaire 




















decbnd + solbnd 
Oplossen met iteratief verbeteren 








chldecbnd + chlsolbnd 
Oplossen met iteratief verbeteren 
IMSL LEQ2PB 
Alleen oplossen 
NUMAL : *decsoltri 
dectri + soltri 
*decsoltripiv 
dectripiv + soltripiv 
Alleen oplossen 
NUMAL : *decsolsymtri 










Programmatuur voor het oplossen van stelsels lineaire 






Oplossen met iteratief verbeteren 
IMSL LEQT2C 
TABEL 7 
Programmatuur voor inversie van een reele, niet-singuliere matrix. 
Alleen inversie 
geen nadere ACCULIB DETINV (A) 






Inversie met iteratief verbeteren 
IMSL LINV2F 















ACCULIB DETINVSYM2 (A) 















Inversie met iteratief verbeteren 
IMSL LIN2PB 
l) De methode, die gebruikt is in de IMSL programmatheek is stabiel voor 
indefiniete matrices. Dit geldt niet voor de methode die is gebruikt in 
de NUMAL. 
TABEL 8 






N.B. Meestal zal berekening van de pseudo-inverse niet nodig zijn en is een 
singuliere waarden dekompositie voldoende, evenals inversie van een matrix 
meestal niet nodig is maar de ontbinding voldoende. 
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Opmerkingen 
1. Als ergens in de tabellen twee routines tezamen worden gegeven, bijv. in 
tabel 2: dee + sol, dan wordt daarmee aangeduid dat voor de oplossing van 
het probleem eerst de eerste routine (dee) moet worden aangeroepen, gevolgd 
door een of meer aanroepen van de tweede routine (sol). 
2. Bij verschillende routines in de IMSL programmatheek bestaat de mogelijk-
heid een test op de precisie uit te voeren door een zekere integer waarde 
aan de parameter IDGI' mee te geven. Als aan de test is voldaan dan betekent 
dit dat de gevonden oplossing de exacte oplossing is van een lineair stelsel 
met een matrix die in IDGT decimalen overeenstemt met de gegeven matrix. 
Het gebruik van deze parameter kan tot verwarring leiden omdat het niets 
zegt omtrent het aantal korrekte decimalen in de berekende oplossing. Dit 
blijkt duidelijk uit het volgende voorbeeld. 
We losten een lineair stelsel op met de routines LEQT1F en LEQT2F. 
De konditie van de matrix was 108 . We deden dit voor IDGT = 0,2,4,6,8,10,12, 
14. Het bleek dat LEQT1F een oplossing berekende met een relatieve fout van 
210 - 7, terwijl alleen voor IDGT = 14 een waarschuwing werd gegeven over 
de precisie. 
De situatie bij gebruik van LEQT2F waarvan wordt gezegd dat de op-
lossing in hoge precisie wordt berekend is nog verwarder. We geven de resul-
taten in tabel 9. 
Voor IDGT = 14 wordt gemeld dat slechts 6 decimalen niet veranderden 
na iteratief verbeteren, wat de indruk geeft als zou de gevonden oplossing 
slechts in 6 decimalen korrekt zijn. 
Het blijkt dus dat de gebruiker, indien hij niet weet dat de konditie 
van de matrix ongeveer 1 is, beter IDGT = 0 kan invoeren als hij LEQT2F ge-
bruikt en een zo hoog mogelijke precisie in de oplossing wil verkrijgen. 
In dat geval wordt namelijk geen precisie test uitgevoerd en altijd itera-
tief verbeterd. Dezelfde opmerkingen gelden ook voor de andere routines die 
deze parameter hebben. 
TABEL 9 
Gebruik van LEQT2F voor oplossing van een slecht 
gekonditioneerd stelsel voor verschillende waarden van IDGT. 
IDGT fout in berekende waarschuwing 
oplossing gegeven 
0 410-15 nee 
2 210-17 nee 
4 210- 7 nee 
6 210- 7 nee 
8 210- 7 nee 
10 210- 7 nee 
12 210- 7 nee 
14 410-15 ja 
1.1.3. Gebruik van de programmatuur aan de hand van een probleem uit de 
molecuul-fysika. 
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Het fysisch probleem waar het hier om gaat wordt uitgebreid beschreven 
door HUBERS & LOS [1975]. Wij zullen kort op de achtergronden ingaan. 
Bij reaktieve botsingen tussen zekere atomen en moleculen bij variabele 
temperatuur wordt de doorsnede voor de produktie van een specifiek ion bij 
gegeven temperatuur T gegeven door 
(1.1.3.1) Q(Erel'Sl f f_<Ei,S)cr(Erel'Ei)dEi, 
0 
met Erel 
S = 1/kT, 
relatieve kinetische energie; 
k is de Boltzmann-konstante; 
totale trillingsenergie van het molecuul; 
de fraktie moleculen die trillingsenergie Ei hebben bij 
temperatuur T; 
cr(Erel'Ei): de specifieke doorsnede. 
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Het doel is o(Ei) = o(Erel'Ei) te bepalen bij gegeven relatieve 
kinetische energie. Zij nu p(Ei) de dichtheid van de moleculaire trillings-
toestanden bij energie Ei dan geldt voor de z.g. verdelings-funktie 
(1.1.3.2) 








waarbij n het aantal trillingstoestanden is, v. (j=l, ••. ,n) de verschillende 
J 
frequenties en h een schalingskonstante. Met gebruik van de Maxwell-Boltzmann 
distributie en de experimenteel bepaalde relatie 
(1.1.3.3) Q(Erel'S) = Cexp(A/S), 
voor zekere konstanten C en A, krijgen we na enig omwerken 
(1.1.3.4) Z(S)Q(S) 
waarbij Ei en o1 door eenvoudige transformaties uit Ei en a worden verkregen 
en £(f(x)) de Laplace getransformeerde van f(x) aanduidt. Dus uit (1.1.3.2), 
(1.1.3.3) en (1.1.3.4) krijgen we 
n -1 Cexp(A/Sl n [sinh(Shv./2)] 
2n j=l J 
Van het rechterlid is niet analytisch de Laplace-inverse te berekenen. 
Daarom willen we op het interval [A0 ,A 1J de funktie 
n 
n 
2nA j=l sinh(hvj/2A) 
benaderen door een polynoom in A van graad N 
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Dan geldt namelijk onder zekere voorwaarden 
~ (Ei_)JJ/2 
Cl\ xI (2/AE~), 
µ=0 \A lJ lJ l. 
met IlJ de µ-de orde gemodificeerde Besselfunktie en A 
geven p dan a 1 en dus a kan worden berekend. 
1/$; zodat bij ge-
Na transformatie, diskretisatie en gebruik van de euclidische norm 
komen we op het volgende probleem. 
N 
Bepaal een polynoom PN(t) = x0 + x 1t + ..• + xNt van graad Nop het 
interval [0,1] , zodanig dat 




i/m, i 0, ..• ,m, 
n 
f(t) = --- n 1/(sinh(hv./2A(t))); 
2nA(t) j=1 J 
A(t) = 200k(4t+1); n = 15; 
k = 8.61706510-5; 
















kiezen m 32. 
Wij bepalen de beste graad N als volgt. Onder de aanname van enige 
statistische veronderstellingen, geldt dat de variantie 
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onafhankelijk is van k, voor k ~ N. 
In de praktijk betekent dit dat we o~ berekenen voor k = 1,2, ••. , 
k 1 Z 1 2 ld d kl . . d 2 . ( ) b < m - . o ang ok+l vo oen e einer is an ok, is Pk+l t een 2etere 
benadering van f(t) en kennelijk is o2 nog afhankelijk van k. Als ok niet 
meer voldoende daalt voor k > k 1 , dan kiezen we N = k 1 . (Zie ook FORSYTHE 
[1957] en de daarin genoemde referenties.) Opgemerkt moet worden dat dit 
niet een zeer eff iciente benadering is omdat m polynoom evaluaties nodig 
zijn voor de berekening 2 naast de oplossing het optimali-van ok, nog van 
seringsprobleem. Dit is echter niet bezwaarlijk, omdat ons doel niet is het 
gestelde probleem zo efficient mogelijk op te lossen, doch veeleer om de 
problemen te schetsen die men ervaart wanneer het met de voor de hand liggen-
de methoden wordt opgelost. 
Noteren we voor zekere k ~ 1 
F 
en 
dan krijgen we voor (1.1.3.6) 
(1.1.3.7) ~(x) = (Vx-F)T (Vx-F), 








dx ~(x) 0. 
Dit leidt tot de oplossing van het lineaire stelsel met symmetrische posi-
tief definiete matrix: 
(1.1.3.8) T V Vx 
Een dergelijke vergelijking staat ook bekend als de normaal-vergelij-
king behorend bij het overbepaalde lineaire stelsel Vx =F. 
Direkte toepassing van de in paragraaf 1.1.2. gegeven tabellen voor de 
oplossing van de vergelijking (1.1.3.8) leidt tot routines die Cholesky's 
methode gebruiken (tabel 2). We hebben dit geprogrammeerd op een aantal 
verschillende manieren. 
1. Met gebruik van de NUMAL: 
a. door eenvoudig oplossen van (1.1.3.8) met chldecsol2, waarbij VTV 
en VTF in enkele precisie worden berekend; 
b. door eenvoudig oplossen van (1.1.3.8) met chldecsol2, waarbij VTV 
en VTF in dubbele precisie worden berekend. 
2. Met gebruik van de IMSL: 
door oplossen van (1.1.3.8) met LEQT2P. 
3. Met gebruik van de NAG(FORTRAN): 
oplossen van (1.1.3.8) met F04ASF. 
N.B. In de IMSL en NAG programmatheek worden de inwendige produkten altijd 
in dubbele precisie berekend, zodat een onderscheid zoals bij NUMAL niet 
mogelijk is. Deze programma's worden gegeven in de bijlage, evenals de 
resultaten. 
De vraag die we ons kunnen stellen is: wat is de relatieve fout in de 
verkregen coefficienten? De relatieve fout in de oplossing van het vier-
kante lineaire stelsel van orde n: 
Ax b 
is evenredig met: 
(1.1.3.9) H6xH / HxU = K(A)g(n)E, 
waarbij E de machine-precisie is, g(n) een funktie die afhangt van de orde 
n en K(A) is het konditiegetal van de matrix A: 
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Beschouwen we de matrix van het stelsel (1.1.3.8) voor grote m dan 






titjdt l ~ m m/(i+j+l). l.J µ=0 µ µ 
0 
Dus VTV lijkt, afgezien van een konstante faktor m, op het (k+l)-ste 
segment van de Hilbertmatrix. Het konditiegetal hiervan loopt snel op bij 
toenemende orde. (Voor orde 10 is het konditi~getal ongeveer 10+12). 
-14 Bij de gegeven machine-precisie van 10 kunnen we dus op grond van 
(1.1.3.9) wel konkluderen dat bij de orde 12 of 13 mogelijk geen enkel 
cijfer in de resultaten meer zinvol is. Hoe ernstig dit in de praktijk is 
blijkt ook uit de verschillen in resultaten van de programma's la en lb. 
Hoewel de in dubbele precisie berekende matrix en rechterlid slechts ongeveer 
-12 10 verschillen, is de een singulier bij orde 12 en de ander bij orde 13, 
terwijl ook de varianties verschillen. In de beschikbare programmatheken 
bestaat niet de mogelijkheid een bovengrens voor de fout te berekenen bij 
Cholesky's methode. Dit kan wel als we gaus-eliminatie gebruiken en dus 
geen gebruik maken van de symmetrie, met behulp van de NUMAL. In de bijlage 
wordt een programma gegeven waarin de oplossing van (1.1.3.8) met gauss-
eliminatie wordt berekend. Een a-priori bovengrens voor de fout wordt be-
rekend (deze is meestal vrij pessimistisch) ; als deze grens kleiner is 
dan l0-3 (ongeveer de relatieve precisie van de data) dan wordt het stelsel 
gewoon opgelost, anders wordt de oplossing ook iteratief verbeterd en wordt 
een nieuwe, realistische bovengrens voor de fout berekend. Het blijkt dat, 
als de a-priori fout te groot wordt, ook iteratief verbeteren geen redelijke 
foutgrens meer geeft. 
Een stabieler wijze om de oplossing van (1.1.3.8) te berekenen is met 
behulp van Householder orthogonalisatie. We ontbinden de matrix V: 
V QR, 
waarbij Q een orthogonale (m+l) x (k+l) matrix is en R een (k+l) x (k+l) 
bovendriehoeksmatrix. Als V, en dus R, niet singulier is krijgen we 
(1.1.3.10) Rx T Q F. 
Deze oplossingsmethode is equivalent met de berekening van de 
kleinste-k1Jxui:t>atenoplossing van bet overbepaalde lineaire stelsel 
(1.1.3.11) Vx F. 
Met behulp van tabel 3 komen we tot de volgende programma's: 
1. met NUMAL: oplossing met lsqortdecsol; 
2. met NAG: oplossing met F04AMF. 
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Programma's en resultaten worden gegeven in de bijlage. Het blijkt dat 
de coefficienten die we nu krijgen v6lkomen verschillen van die welke we 
verkregen met Cholesky's methode (in dubbele lengte berekende matrix). Ook 
breekt de berekening nu pas af bij graad 21 i.p.v. bij graad 13. De rela-
tieve fout bij deze berekening voldoet ook aan (1.1.3.9), maar nu voor bet 
stelsel (1.1.3.11). Dus bet konditiegetal is K(V) = /K(VTV) als we de spec-
traalnorm gebruiken. 
Een methode die eveneens een kleinste-kwadratenoplossing berekent van 
(1.1.3.11) kan worden verkregen met behulp van de singuliere waarden ont-
binding (zie sektie 1.2). Dit is mathematisch equivalent met de berekening 
van 
+ 
x V F, 
waarbij V+ de pseudo-inverse is van V. Het voordeel van deze methode is dat 
hij ook stabiel is als de matrix in de gegeven rekenprecisie niet van volle 
rang is. Met gebruik van tabel 4 zien we dat de procedure solovr uit NUMAL 
en de routine LLSQAR uit IMSL hiervoor beschikbaar zijn. Programma's en re-
sultaten zijn gegeven in de bijlage. Bij vergelijking van solovr met de 
met Householder orthogonalisatie uit de NUMAL verkregen resultaten blijkt 
dat slechts de grootste coefficienten in een a twee cijfers overeenstemmen. 
De oorzaak van de problemen die we bier signaleren ligt in wezen bij 





Echter, de polynomen tJJ, JJ = 0,1, ... ,N, vormen niet een voldoende on-
afhankelijke basis voor de ruimte van polynomen van graad N, voor wat 
grotere waarden van N. Dit is de oorzaak van de (numerieke) afhankelijk-
heid van de kolommen in de matrix Ven dus van de slechte konditie van V. 
We kunnen PN(t) representeren met behulp van orthogonale polynomen: 
PN(t) 






x q (t), 
]J ]J 
0,1, ... ,N, polynomen zijn van graad ~ N welke voldoen aan 
l q (t.) q (t.) ]J J_ \) J_ 0, ]J f v, i=O f 0, ]J \). 
De matrix van het stelsel lineaire vergelijkingen die we op deze wijze 
krijgen is een diagonaalmatrix en dus is dit stelsel eenvoudig en op sta-
biele .wijze oplosbaar. Voor een nadere beschouwing over approximatie van 
funkties met behulp van orthogonale polynomen zij verwezen naar FORSYTHE 
[1957]. 
Het probleem de coefficienten te bepalen van een polynoom Pn(t) zodat 
$n (cf. (1.1.3.6)) optimaal is blijft echter een slecht gesteld probleem 
omdat bij hoge graad, het verschil tussen twee polynomen PN(t) en P~(t) op 
een interval klein kan zijn, terwijl toch de coefficienten aanzienlijk ver-
schillen. Oplossing van (1.1.3.5) op een andere wijze dan door middel van 
polynoom fitten moet dan ook zeker worden overwogen. 
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"BfGIN" "C0Hi.tE"IT" PRr\GRA'~"A V~1riR POLV;lOu'' F'ITT!NG 4 fT NORMAALVERG. rn CHOLESKY DEC0' 1Pi!S IT TE I VJOR8EELOPP.OGRAHt-'4 VOuR r.EBRUIK IN H£T llAO~R VAN HE.T COLLOJU!U'' t11J:1ERIEKE PP.OGRAl1"ATUUR, 7b01!31 JUUS1 
"PROCEDURE~ DUPVEC(L,U,S,A,B>; •co~E· 31030; "PROCEDUR~" DUPHATCLR,UP.,LC,UC,A,8); "CODE" 31035; 
"PROCEDURE" DU~COLVECCL,U,J,A 1 B)1 "CODE• 3!03Qp 
•REAL" "PROCEDllRf" TAM"1AT(L,u,r,J,A,9J r "CODE" 3LIOlllJ 
''PROCEDURE" LtlGTA:l 4 ATCL,U, I,J,A,B,C:,CC,i),DD) 1 "CODE" :Slfll1Qr 
"PP.uCEDJ;:)E" F"Ul TA'IVCC CLR,UR, LC, :.JC, A,13,C:J I "CODE" 315011 
11 PROCEDJRE• LllGFULTA"VfCCLP,UR,LC,llC,A,B,Cl1 •CODE" 3150&; 
•PROCEDURE" CHLDECSOL2(A,~ 1 AUX,U); 11 CODE" 3q392J 
"INTfGER" N, M, '"'11 
N;: 15: M;: 321 Mli= M + 11 
"BEGI.~" 
"REAL" 11 PROCEDURE" FCTl; "VALUE" T1 "REAL" TJ "~EG!N" "REAL" LABOA, PROU1 "I~TFGER" l1 
"REiil" •PROCE'DURE" S!ilH(X) J "CDDf" 35111' 
LABDA1= er * Q + 1) * K * 2u0; 
PROD:= lJ "f0R" I;= I •ST£P• 1 •lltlTIL" 1i •oo• PROiJ:: PROD I SH!flCttNU!Il I CLABDA 1t 2)JJ 
F:: PROD I (LABDA * 2 ** ~) 
"E/\ID" F1 
"REAL" •PP,nCE:DURE" POL(lll<, X, T) 1 "VALUE" NN, f; "I~TEGER" ~Nr "REAL" TI "ARRAY• X1 
"0EGI1~" "IflTEGEFI" !1 "RU.L" PRODr PROD!= XW"l + 11, "FOR" I;= NN •STEP" •1 *UllTIL" 1 •oc• PROD&: PROD* ft X[IJ1 POL;: PROD 
"END" POLJ 
"PROCEDURE" OUT(BG, BV, COEF)J "INTEGER" BG; "Rf.AL" BVJ "A~RAY" COEF1 
"BEGIN" "INTEGER" IJ 
OUTPIJT(71 1 "("// 1 "("DE l:lESTE GRAAD IS ")" 2ZDBS, •(•~ET VARIA~TIE 11 )•,D,4D"+3DB,//")", BG, !V); 
OUTPl1iC7!, "C""C"l.JE C0fFF'lClE1HP1 ZIJN "l".t")")J 
"FOR" f:: 0 "STEP" l "U~TIL" B~ "DO" 
OUTPUTC71, "("2lDLi,i.i+.t4D"+30fl,/")", lr COEFtltl1llGJ) "E~JO• OIJT1 
"INTEGER" N~, I, J, BESTEGRAAD1 1 6EST£GRAAD2s ·~OOLEAN" SNG, SflGD1 
"REAL" K, NRM 1 BESTEVARlr BESTEVAR2t 
"ARR4Y" H!IU[t;PJJ, SlGMAl, SIG:lA2[1H1•1l, Fflt;Hl], AUXC2i31, COEFI, c:nE;r2t1iH.tiM•ll1 A!U.'11,l!"l• AJA, ATADC11'-l,t;MJ, A'(F 1 ATFD tl ;HJ I 
K;: 8.&170b5"•51 SNG~= SNGD1: "FALSE"J OUTPUTC71 1 "("/,"C"CHULLSKY DECOMPOSlTIE")",l")")J 
"FOR" I1= I "STEP• I •UNTIL" N •DO" 
I;·IPIJT(70 1 "C"/.+,5D"t30")" 1 H!l'ltil >1 
•roR• Jp: 0 "STLP• I "UtHlL" fl •no• Ff Cl t 11 p: F(I/M)' 
"FOR" II= 0 "ST~P· 1 •UHTIL" H •oo• 
"FOR• J;: Cl "STEP" l "UflTIL" M .. 1 •[Ii)" 
Atl + 11 J t 11:: "II"" J = 0 "T:!CT' I "ELSE'" "If" t = 0 "THEN" 0 "ELSE" ( I/t') "" J1 
MRH;: o; "Foq• I:= 1 "STEP" 1 "UNTIL" H •oo" 
"FOR" J;: I "ST[P" 1 "!l.lTIL" l 11 00" 
·~C:GIN" "KEAL" LJ, DD, AAI, AADI; 
ATAtI, JI;: ATACJ, II;: AA!:= TAM~1ATC1, Mt, I, J, A, A); 
LNGTAHMAT(t, "'1• I, J, A, A, O, O, D, DDlJ 
ATAD [I, JJ i: ATAD tJ, 11 ;: AADI:: D t DDJ 
NRM;: NRH + (AAl • AAD!) ** 2 * 2 
"END" BEREKENI'~G VAN liORM.AAUIATRtX1 
OUTPUTC71 1 "("// 1 "C"Dl5KREPA~TIE TUSSEN MORHAALMATR, BEREKEND")" 1,•c• MET DUBBELE L~NGTL LN ENKELE LENGTE Isa ")"B,20•+20,1•1•. 
5QRTCNR1'1l) r 
FULTAMVEC(!, Ht, 1, H, A, FF, ATF)t 
L:<GFUL.TAMVEC(l, Mt, 11 tl, A, FF, ATFD)S 
AJX t2l i:: "•14; BESH.GRAAD11;; 6ESTEGRAAD2i= 1J 
RESTFVARI;= ~lSTEVAR2;: "1001 
OUTP!ITC71, "("//, "C"GR.t.AD VAl'lA:lTIEl VARIANTIE2") "1 //")")I 
"FOR" NN:= 1 "STEP" I •UNTIL" H • 1 •oo• 
"BEG!~" "INTEGE~" N11 
"BOOLEA:J" •rPOCEOURl" OIOL.ESKYCi1AT, tJ, AllX, B, SIG, COEF, 
BG, OVl; 
"VALLIE" M; •J!JTEG(P• ll, BG1 "REAL" 8111 
"ARRAY" "AT, AUX, 81 SIG, CUfFJ 
"BEGIN" "INTEGER" Ii "REAL" DEL, SG; "BOOLEAN" OKJ 
"ARRAY" ' 1ATI r1ii1,1::n, llBtl;NJ I 
DUPHATCl, '1 1 1 1 N 1 :1AT1, ~IAT>J 
!:'UPVEC C 11 'l, O, BO, B) I 
CillOECSuL2UIATI 1 tl, AUX, BS) t 
CdOLESKY:= DK;: AUX[3l : "11 "IF• OK "THEN" 
"BEGIU" rJUPCOLVECC\ 1 N, :ir-:, COFF, BB); DELi::; OJ 
"FOil" Ip: 0 "STEP" 1 "'J'.lTIL" H •oo• 
DEL:= DEL. CPOL(NN, as, I/~). Ff[l t 1])· ~· 21 
SGi: S!G IWJJ 1= DEi. I ('1 • N"l) I 
OUTPUTC71, "("B,aD"t3DB•)•, SG)r 
"IF" SG < BI/ "AND" BV > "•B "THEN• 




"l1i= UN + 1: OUTPUT(71, "C"l:lBZOBB")", NN)J 
"IF" '"SllG "THEN" 
SNG;= ~CHOLLSKYCATA, NI, ALIX, AT~, SIGMA!, COEF1, 
BESTEGRAAD1 1 BEST[VAR1)J 
"IF" ~SNGO •THEN" 
SNGDi: ~CHOLESKYCATAD, N1, AUX, ATFD, SIGHA2 1 COEFZ, 
BESTEGRAAD2, BEST~VARZlJ 
QUTPUTC711"C"l"l"l1 
"lF" SflG "AllD" .SNGO "THEN" •GOTO" EXIT 
"END" LOOP1 
EXITi UUTPUTC71, •c•1,•c•DE RESULTATE~ IN ENKELE LENGTE ZIJNn)•, 
//")")I OUT(RESTfGR4AD!, ~ESTEVA~1, COEF!)I 
OUTPUTC71 1 "C"l,"C"OE RESULTATE~ 1~ DUBBELE LENGTE ZIJN">"• 






DlSKREPANTIE TUSSEN NORMAALMATP. BERFKEND MET DU6BELE LENGTE EN ENKELE LENGTE ISg ,15"•12 
GR A AD VARIANTIEi VARYANTIE2 
1 • t.899"t003 ,!899"+003 
2 0 B737"t002 ,8737"t002 
3 ,2875"tOOC' ,2875"t002 
4 ,6b72"t001 ,6b72"+001 
5 ,1012•+001 .1012•+001 
b , 1 lb3"t000 .1163"+000 
7 ,A234"•002 ,82311"•002 
8 ,3042• .. 003 ,3o42"•003 
9 ,9475"•005 ,9475"•005 
10 0 15b5"•00o , 13118"•00& 
11 ,!395"•007 ,1989"•007 
12 ,6382"•009 .,2&50"•007 
13 
"' * 
DE RESULTATEN IN ENKELE LENGTE ZIJN 
DE BESTE GRAAD IS 12 MET VARIANTIE ~8382"•009 














OE RESULTATEN IN DUBBELE LENGTE ZXJN 
DE BESTE GRAAO IS 11 MET VARIANTIE ~1989"•007 













"BEGIN" "COMMENT" PROGRAHMA VOOR POLVNOOM FlTTI~G MET NORHAALVERG 1 
EN SEREKENING VAN DE FOUT, VOORGEELDPROGRAM~A VOOR GE6RUIK IN HET 
KADER VAN HET COLLOQUIUM NUMERIE~E PROGRAHHATUUR, 7b01131 JSUS1 
"PROCEDURE" DUPVECCL,U,S,A,BlJ "CODE" 310301 
•PROCEDURE• DUPMATCLR,UP,LC,UC,A,0); "CODE" 310351 
"PROCEDURE" DUPCOLVECCL,U,J,A,B)J "CODE" 31ti3Qr 
"REAL" "PROCEDURE" TAHHAT(L,u;1,J,A,~)I "CODE" 3Q01QI 
"PROCEDURE" FULTAHVECCLR,UR,LC,UC,A,8,C)I "CODE• 315011 
"PROCEDURE" GSSERB(A,~,AUX,RI,CI)J "CODE" 3Q2Q2J 
•PROCEDURE• SOLELH(A, N, RI, CI, S)J •CODE" 3QOb11 
"PROCEDURE" ITISOLERB(A 1 LU,N,AUX,RI,Cl 1 Bl; "CODE" 3Q251J 
"INTEGER" N, M, Ml1 
Nr: 151 M;: 321 ~11• M t 1J 
"BEGIN" 
•REAL" •PROCEDURE" FCTlJ "VALUE• T1 "REAL" TJ 
"6£GIN• "REAL" LABDA, PROD1 "INTEGER" I1 
"REAL" •PROCEDURE" SINH(X)J "CODE• 35111J 
LABDA1: CT * Q + 1) • K * 200J 
PROD1: 11 "FOR" 11: 1 "STEP" 1 •UNTIL" N "DO" 
PRODi: PROD I SINH(HNU Ill I (l,ABDA * 2)) J 
F;: PROD I CLABDA * 2 •~ N) 
"ENO• FJ 
"REAL" "PROCEDURE" POLCNN, X, T)1 "VALUE" NN, T1 
"I~TEGER" NN1 "REAL" TI "ARRAY" X1 
"BEGIN" "INTEGER" I1 "REAL" PRODJ 
PROD~: XtNN t 111 "FOR• I;= NN •STEP" •1 •UNTIL" I "DO" 
PRODi:; PROD * T + X tll 1 POL;:; ?ROD 
"E~D" POLJ 
•INTEGER" NN, I, J, BESTEGRAAOI 
"REAL" K, BESTEVARJ 
"ARRAY" HNUtt;NJ, SIGHAt11M•il1 FFC11Hll1 AUX[O;Ul, 
COEFlliHdlH•ll, A[liM1.1&"'l• ATAtl:fj,l;MJ, ATFt11Ml1 
Kg: 8.b170b5"•5J 
OUTPUTC71, •c•1,•c•GAUSSELI~INATIE HET FOUTBEREKENIHG•)•,/")")J 
"FOR" 11= 1 "STEP" 1 "lllHIL" N •oo• . 
INPUTC7D, "("/rt.5D"+30"J", HNU[IJ)J 
"FOR" I;= 0 "STEP" I "UNTIL" H •oo• FF[! t 111= F(I/M)1 
"FOR" I:= 0 "STEP• 1 "UNTIL" H •oo• 
"FOR• J;: 0 "STEP• I •U1H IL" M .. 1 •oo• 
A !I + lr J t 11 ;: "lf'" J ;: O "THEI~" 1 "ELSE" "IF" I : 0 "THEN" 
0 "ELSE" Cl/M) ** Ji 
"FOR• I;: 1 "STEP" 1 "UNTIL" M •DO" 
"FOR" J1= l "STEP• l •UNTIL" l •oo• 
ATAtl1 J]p1 AT4tJ1 llg: TAMt-IATC11 "111 I, J, A, A)J 
23 
24 
FULTAMVECCl 1 Mt, 1 1 M, A, FF, ATF"lr AUX LOJ i::AUX C2J i;:: "•ILi; AUX !Ql p: 11; AUX lr,l 1: "•131 AUX [8] i: •,.qJ AUX(IOI ;: "•II; AUXl12l :: 10: l:iCSTE.G!lAAD;: I; llE:H£VAR;: "1001 OUTPUTC71,•c•11,•c•GRAAD VARIAtJTIE FOUT"l 11 .t/")"l1 
"FOR• NN~= I "STEP" I "UNTIL" M • 1 "00" 
"BEGIN" "I~TEGER" Ii.NI: 
. 
"ARRAY" MAT[1l'IN+1 1 1:11Nt1J, B6[!1NNt1l I 
"INTEGER• "ARRAY" R!~ CI[lrNNt!l1 
"lti: N11 + 11 OUTPUT(711 "("2BZD2B"l"• NN)J DUP~1ATC1, 'H• 1 1 Nl, MAT, ATA)I DUPVECCl, Nlr O, BB, ATF)J 
GSSERBCMAT, Nl, AUX, RI, C!l J 
"lf" AUX 13i = 'Jt •rnrn• 
"BEGIN" ~INTEGER" I; "REAL" DEL; "BOOLEAN" BOOL1 BOOL1= "f"ALSE"1 "lF" ABSCAUXlllJ) < "•3 "THEN• SOLELMCMAT, Nlr RI, Cl, BBl "~LSE" 
"BEGIN" ITISOLERB(ATA 1 MAT, N!, AUX, RI, Cl, BB)I BOOLU •TRUE" 
"END"l 
DUPCOLVECCt, HI, NN, COEF", BB)r DEL1: 01 
"FOR" I;: 0 "STEP" 1 "UNTIL" M •oo• DEL;: DEL~ CPOLCNN, BB, l/H) •FF!! t 11) ** 21 SIGMA t'Hll I: DEL I U1 ,. t4N) J OUTPl.1TC71 1 11 C"2(B ... 'ID"+3Df.ll">"• S!GHA[flNJ 1 AUX(1tJ l1 
"IF" S!GMA[NNJ < BESTEVAR "AND" ~ESTEVAR > "•8 "THEN" 
"BEGIN" OESTEGRAAD1: N~; BESTEVAR:: SIGHAINNl "END"I 
"IF" ABSCAUX[11Jl>"•3 "THE~" OUTPUTC711"C""C"FOUT"l""l") 
"ELSE" •IF" BOOL "THEN" OUTPUTC71 1 "C""C"VERBETERD"l""I" )J OUTPUTC71,•c•1•)•) 
"END" "ELSE" 




EXIT! OJTPUTC71, •c•11,•c•DE BEST[ GRAAD IS ")",2ZD6B, 
"("MET VARIANTIE ")",B.'ID"t3DB,//")", BESTEGRAAD, BESTEVARlJ 0UTPUTC711"C""C"DE COEFFICIENTEH ZIJN ">"• /")")I 
"FOR" I1= 0 "STEP" 1 •UNTIL" BESTE.GRAAD •oo• . OUTPUTC71 1 "C"2l08 1 B+,14D"+3D6,/")", 11 COEF!l+l16ESTEGRAADll 
"ENO" 
"END" 
GAUSSELIMINATIE MET FOUTBEREKENING 
GHAAD VARIANTIE FOUT 
1 ,1899"+003 ,81'59"•011 
z ,6737"+002 ,11071"•009 
3 ,2B7'5"t002 ,24117"•007 
4 ,0&12•+001 .l19b"•005 
s ,1072•+001 ,'Slllb"•OOll 
& .1103"+000 •,1000"+001 FOUT 
7 ~6234"•002 •.1000"+001 FOUT 
8 ,31>42"•003 .. ,1000•+001 FOUT 
9 p9£175"•00$- .. ,1000•+001 FOUT 
10 .1:n11•.ooo •,1000"+Q01 FOUT 
11 SlNGi.JL.AR 
DE BESTE GRAAD IS 10 MET VARIANTIE el3311"•00b 







b t 1 S7153288b58972"+004 
7 •,98766178139396"+004 





"BEGIN" "COMMENT" PROGRAHMA VUDR POLYNOOM FITTIN~ MET HOUSftiDLDER ORTrlClGOt;ALISA TIE VrlJRoE[LD"ROGRAMMA rn HET KADt:R VAN HET COLL.OQU!UM tW·'1ERILK[ PROGRAMMATUUR, H>011t., JBUS1 
•PROCEDURE• DUPVECCL,U,S,A,BJ1 "CODE" 310301 
"PROCEDURE" DUPHAT(LR,UR,LC,UE,A,8l; "CODE" 310351 
•PRDClDURE" DUPCOLVlCCL,U,I,A,R)1 "CODE" 310341 
•PROCEDURE" L.SQORTDtCSOL(A,H,M,AUX,DIAG,B)1 "CODE• 341l5J 
"INTEGER• N, M, M1J 
Nj: 1$1 M;: 32J Ml!G M + 11 
"BEGIN" 
•REAL" •PROCEDURE• FCTl; "VALUE• Tr "REAL" TI 
"BEGIN" "REAL" LABO&, PROD; "INTEGER" !1 
•REAL" •PROCEDURE" SlNHCXJ1 "CODE" 351111 LABDA;: CT • 4 t ll * K * 2001 PR001= 11 •FOR" I;= I •STEP• 1 •UNTIL" N •oo• PROD:: PROO I SINHCHNUlll I CLABDA * 2))1 F1: PROO I (LABDA * 2 ** N) 
"END" FJ 
"REAL" •PROCEDURE" POL(tl~I, X, T) I "VALUE" NN, T1 
"INTEGER" NN1 ·~EAL" T1 "ARRAY" Xs 
"HEGIN" "INTEGER" 11 •REAL" PROD1 PRCD1= XINN +Ill "FOR• Ii: NN •STfP" •1 •UNTIL" 1 •oo• PROD:= PROO* T + XCIJ1 POL;: PROD 
"ENO" POLJ 
"INTEGER" NN, I, J, BESTfG~AADr "REAL" K, DEL, BESTEVAR1 
"ARRAY" HNIJ (11NJ, SIGf1A [\;~•II, FF [I iHI I, AUxt2;5J, COEF[lfM•ld!H•!l 1 AlliM1 1 !;MJ r 
K;: 6.&170b5"•5J OUTPUTC71, •c•1,•c•HOUSEHOLDER ORT~OGONAL!SATIE")",/"J")r 
"FOR" I;= I "ST[;P• I "UtlTlL" N •oo• INPUTC70, "C"l.t.50"+3D"J", H~~UCIJl1 
"FOR" I;: O "STEP• 1 "UllTIL" 11 "DO" FFII t 11 ;: F(I/"4)1 
"FOR" I;= 0 "STEP" 1 "UNTIL" H •oo• . 
"FOR• J1= 0 "STEP" 1 ·u~TIL" H • I •oo• A tI + 11 J + 11 ;: "If'" J :; O "THEN" 1 "ELSE• "IF" I : 0 "THEN" O "ELSE" CI/H) ** J1 AUX t2l i= "•lLIJ bESTf::GRAAD;: 11 BESTEVllR:: "IOOJ OUTPUTC711"C"// 1 "C"GRAAD VARIANTlE ")" 1 /1")")1 
"f0R" NNi: I "STEP" 1 "UNTIL" M • 1 "DO• 
"dEGIN" "l~TEGER" ~11 "RFAL" SIG1 
"ARRAY" MAT[ll~ldlilN +I), Btl;Ml), OIAGtl;Nt1+1]1 
NII= NN + 1; OUTPUT(71 1 "t"B8Z,8A"l" 1 NN)J 
DUPMAT(1, M11 1, 1H, MAT, A)I 
OUPvEcc1, ~1. o, B, Ff"l; 
LSQORTDlCSCIL(MAT, ~1, _Nl, AUX, DIAG, 8) 1 
"lF"" AIJX13l " "II "HiEIJ" 
"BEGII<" OJPCOLVlC (1 1 NI, NN, COEF 1 Bl I DFL1: 01 
"FOR• I:= 0 "STEP" 1 "UNTIL" M "DO" 
DELI= O~L t cPnL(NN, B, I/~) • FF"tI • 11) ** 21 
SIG;: SIGMA [~J,j) ;: DEL I CH • i•N) I 
DUTPUTC71, •c•B,40"t3DB 1 /•)•, SIGlJ 
"IF" SIG < BEST[VAR "AND" -(BESTEVAR < "•8l" THEN• 
"BEGIN" BESTEGRAA01: NN1 BESTEVAR1: SIG "~ND" 
"END" "ELSE" 
"BEGIN" OUTPUTC71, •c••c• SINGULAR "l"1/"l"l1 
"GOTO" EXIT 
"END" 
"END" LOOPr . 
EXIT: OUTPUTC71, •c•11,•c•OE BESTE GRAAD IS "l",2ZOBB, 
"C"MET VAR!ANTIE "l", B,4D"t3DB,l/"J", 8ESTEGRAA0 1 BESTEVAR)1 
OUTPUTC71, "C""C"DE CUEFFIC!ENTEN ZIJN •) 0 ,/")")I 
"FOR" 1;: 0 "STEP" 1 •UiHlL" Bf:STEGKAAD •oo• 





























OE BESTE GRAAO IS 11 MET VARIANTIE ,8848"•009 













"bEGIN" 11 C011'iUJT" PROGRA'H1A VUOR POLVtJOO" F'ITTING MET 
SINGULIERE ~AAPDEN DEKOMPOSITIE, VOORBEELDPROGRAMMA IN HET 
KADER VAN HET COLLOQUIUM NUl1ERIEK[ PROGRAMMATUUR, 
7o01lbr JBUS1 
•PROCEDURE" DUPVECCL,U,S,A,B)J "CODE" 310301 
"PROCEDURE" DUPHATCLR,UR,LC 1 UC,A,d)J "CODE" 310351 
•PROCEDURE" DUPCOLVECCL 1 U,! 1 A 1 B)1 "CODE• 3103Qp 
"INTEGER· "PROCEDUR~· SOLOVR(A,H,N,X,E~)I •coo~· ~42611 
"INTEGER" N, M, M1F 
N:: !~I M;: 321 M11: Mt 11 
"BEGIN" 
"REAL" •PROCfDURE" FCTl; "VALUE" T1 "REAL" TI 
"BEGIN" "REAL" LABDA, PROD1 "INTEGER" 11 
•REAL" •PROCEDURE" SlNH(X)J "CODE" 351111 
LABDA;: CT ~ 4 + 1) * K * 200J 
PRODi= 11 "FOR" I;= I •STEP" 1 •UNTIL" N •oo• 
PROO~: PROD I SINH(HNUlll I CLABDA ~ 2))1 
F:= PROD I CLABDA * 2 •* N> 
"END" FJ 
"REAL" •PROCEDURE• POL(NN, X, T)I "VALUE" NNr T1 
"!'HEGER" NN1 "REAL" T1 "ARRAY" XJ 
"BEGIN" "INTEGER" I1 "REAL" PRODJ 
PROD1: X!NN + 111 "FOR" Ig: NN •STEP" •1 "UNTIL" 1 "DO" 
PRODi: PROD* T + Xtill POLI= PROO 
"END" PDLJ 
"INTEGER" NN, I, J, BESTEGRAAD1 "REAL" K, DEL, BESTEVARJ 
"ARRAY" HtlU[ll'JJ, SIGMAttP• .. lJ, tf[11MIJ, AUXt0;7J, 
COEFt1!H.11H•ll, Atti~ll,t;MJ1 
I<;:• 8.&l 70&5"•51 
OUTPUTC71, •c•1,•c•sINGULIERE WAARDEN ONTBINDING"l"1l">">1 
"FOR" I;= I "STEP" I "UNTIL" N ·DO" 
INPiJTC70, "C"l.t.5D"+3D"l"r HNUtill1 
"FOR" I;= 0 "STEP" 1 •UtHlL" M •Do• FFII + 11i= F(I/M)J 
"F0~" I;: 0 "STEP" I "Uiilll" H "DO" 
"FOR" J;= 0 "ST[P• I "lillTiL" H .. 1 •oo• 
A [I + 11 J t 1l :: "IF" J : O "THEN" .I "ELSE• "IF" I : 0 "THEN" 
0 "ELSE" CI/ 11 ) ** J1 
RESTEGQAAD:: 11 RlSTEVAR1: "100; 
AuX(Ol:= "•10; A!IX[2J:= 11 Al21 AUX[~I:= 10 "'~·1 AUX!ol:= ""IOI 
OuTPUTC71,"C"// 1 "C"GRAA{J VAf'IArJTIE ")",l/"l"ll 
29 
30 
"FOR" NN1= 1 •STEP" 1 ·u~TIL" M • l •oo• 
"BEGIN" "INTFGER" Nts "REAL" SIGr 
"ARRAY" HATtlP"'l.tiN .. + llr Btl:MllJ Nli= NN + 11 OUTPUTC71, "C"BBZDBB">"• NN)J DUPMAT(1 1 Ml, 11 NI, MAT, A)J 
DUPVEC(l, Ml, 0 1 B, ff)J 
"IF" SOLOVR(MAT, Mt, NI, B1 AUX) : 0 •THEN" 
"BEGIN" OUPC0LVECC1 1 N! 1 NN, COEF 1 B)J DEL~: OS 
"FOR• I;: 0 •STEP" 1 "UNTIL" M •oo• 
OELI= DEL + CPOL(NN, B, I/M) • FFtI + lJ) ** Zf SIG1: SIGMAINNJ;: DEL I CM• NN)1 0UTPUTC711 •c•B.QD"t3DB,I•)•, SIG>r 
"lF" SIG < BESTEYAR "AND" BESTEVAR > "•8 •THEN• 
"BEGIN" BESTEGRAAD1: NNJ OESTEVAR1= SIG "END" 
"END" "ELSE• 




EXIT! OUTPUTC71, •c•11,•c•o£ BESTE GRAAD IS •)•,2zoas, 
"("MET VARIANTIE ")", B0 4D"t3DB 1 1/")" 1 BESTEGRAAD, BESTEVAR)1 OUTPUTC71, •c••c•oE COEFFIClENTEN ZIJN .,.,,.,.,, 
"FOR• Ia= 0 "STEP• 1 •unTIL" BESTEGRAAO •oo• OUTPUTC71, •c•2zoe,e+,l4D"+3DB,/")", 1. COEF[l+lrBESTEGRAADJ) 
"END" 
"END" 





4 0 bb72"tOil! 
5 1 1072"tOOI 
b 0 I lb:S"tOiJO 
7 ,6234"•0u? 
6 ,30Q2• .. ou~ 
9 ,9475"•0(15' 
10 , 1:331" .. ovo. 
11 ,16\Q"•Oub 
12 ,1414"•006 
n .·1e11;1• .. 010 
14 o 1290"•013 
15 ,2816"•013 
lb ,52b7"•0l3 
17 ,529'1"•01 I 
16 ,3054"•009 
19 ,0740"•012 












DE 6ESTE GRAAD IS 12 HET YARIANTIE 1 1414"•006 






5 +0 1tu09!34?64974"+u03 
b •,4051t>07~6443~3"tv03 








SUBROUTINE DUPVEC(L, U, A, B, N) 
C COPlEERT DE VECTOR IN ARRAY B(L ~. Ul NAAR DE VECTOR IN C ARRAY ACL ,, U) 
INTEGER Lr U 
REAL. ACN), BCN> 
DO 10 I a L, U 
10 A(I) a BCl) 
RETURN 
END 
SUBROUTINE DUPCVCL, U, J1 A, e, R, Cl C COPIEERT DE VECTOR BCL •• U) NAAR DE KOLOM VECTOR IN ACL •• U, Jl INTEGER L1 U, J, R, C 
REAL. ACR, C), B(R) 
DO 10 t< = L, U 
10 A(t< 1 J) a B(K) 
RETURN 
END 
SUBROUTINE DUPMATCLR, UR, LC, UC, A, 81 R, C) C COPlEERT DE' ~ATRIX IN ARRAY B(LR ,, UR, LC·" UCl NAAR DE MATRIX C IN ARRAY ACLR ~. UR, LC ~. UC)~ 
INTEGER LR, UR, LC, UC, R, C 
REAL A(R, C), B(R, C) 
INTEGER ROW, COL. 
DO 10 ROW = LR, UR 
DO 10 COL = LC, UC 
10 A(ROW, COL) c B(ROW, COL) 
RETURN 
END 
REAL FUNCTION F(T) 
C DE TE BENADEREN FUNCT!E, 
CO~MO~ M, N, K, HNU 
REAL. K, HNU 
DIMENSION HNUC15) 
REAL. LABDA, PROD 
REAL SINH 
SlNHCXl a CEXP(X) + EXPC•Xl) • TANH(X) I Z 
LABDA = 200 * K * (q * T t 1> PROD :; 1.0 
DO 1 0 I :i 11 N 
10 PROD ~ PROD I SINHC HNUC%) I (2 • LABOA) ) 
F a PROO I ( 2 ** N * LABDA) 
RETURN 
END 
SUBROUTINE INIA(A, M1 Hl) 
C DE VANOERMONDE MATRIX WORDT Ill ARRAY A OPGESLAGEN, 
REAL A(Ml1 M) 
MMINl : M • 1 
DO 10 I : 11 Ml 
A(l 1 .1) :: 1,0 
T :: Cl • ll I FLOAT(M) 
DO 10 J :: 11 HHIN! 




SUBROUTINE INIFF(fF, ~1) 
33 
C DE VECTOR VAN FUNCTIE~AARDEN lN DE OISCRETISERINGSPUNTEN WOROT IN 
C ARRAY FF OPGEBORGEN, 
REAL fF(M1) 
COMMON M, N, K, HNU(15) 
REAL K, HNU 
00 10 I : 1, Mt . 
10 FFCl) = FC CI • 1) I FLOATtMl ) 
RETURN 
END 
REAL FUNCTION POL(N, X, T, M) 
C BEREKENT VOOR ARGUMENT T HET POLYNDO~ VAN DE GRAAD N MET 
C COEFF!CIENTEN IN ARRAY X~ 
REAL XCM) 
P =i >C(N t 1) 
DO 10 I : 11 N 
10 P ~ P * T t XCN + 1 • l> 





C FIT EEN PLOYNOOH HET EEN KLEI~STE KHADRATEN OPLOSSING VAN C 1,3.11 MET BEHULP VAN SlNGULIERE WAARDEN ONTBINOING DOOR AANROEP C VAN LLSQAR UIT l~SL 0 C POLFIT1 ROfPT DIR~CT OF INDIRECT DE VOLGENDE SU6ROUTINES OF C FUNCTIONS AAN i C DUPVEC, DUPCV, OUPMAT, F, INIA, INIFF, POL CZIE VOORAFGAANDE), C GRAAD1 1 LSTSQl CZIE VERVOLG), C LLSQAR CUlT IHSL>, C HET PROGRAMMA VERHACHT OE GETALLEN HNU AlS INVOER, 
COMMON H, N, K, HNUC15) 
REAL AC3l 1 32), COEF(ll, ll), SIGMA(l2) 1 HNU, K, FF(ll) INTEGER DEGREE, DEGREEl 
EXTERNAL GRAA01 
INTEGER GRAAD1 
M a 32 S Mt w H t S N ~ l~ K : B,b170o5Ev5 
DO 10 I = 1, N 
10 READ *• HNU(I) 
CALL 1NIACA 1 H, Ml) 
CALL lNIFFCFF, Ml) 
DEGREE : GRAA01CA 1 FF, SIGMA, COEF, M, Ml) DEGREE! : DEGREE t 1 
PRINT 100 
PRINT 120, DEGREE 
PRINT 130 1 SIGMACOEGREE) 
PRINT 140 
DO 20 I : 1, DEGREE! 
20 PRINT 150, COEFCI, DEGREE) 100 FORMATC"IPOLYNOOM•FITTING, KLEINSTE KWADRATENOPLOSSING,"1 C "SINGULIERE WAAROEN ONT~INDING MET LLSQAR UIT IMS~ 1 •) 120 FORMATC"OGRAAO ; •,14, /) 
130 FORMATC" VARIANTIE g•, E24,1G 1 /) 
100 FORMATC" COEPFICIENTEN I "/) 150 FORM4TCE24,14) 
END 
SUBROUTINE L.STSQ1 (MAT, N, B, SJG, COEF, M, Mt) 
C BIJ GEGEVEN GRAAD WOROT EEN KLFINST~ ~WADRATENOPLOSStNG MET 
C LLSQAR BEREKEND, EN OE UIJBEHORENDE VARlANTIE, 
REAL MATCM1 1 H) 1 BCM1J, SlG(M), COEFCH1 1 M1) 
REAL ACH,. 32), l'F03), WKAREAC1300) 
Nl :: N t 1 
CALL DUPMAT(l, Ml, 11 Nl, 4, HAT, Mir M) 
CALL DUPVEC(t, H1 1 FF, B1 Ml) 
CALL L.LSQAR(A 1 FF', Ml, N1 1 1 1 Ml, M1, 141 WKAREI., IER) 
CALL. DUPCVCl1 Nl, N, COEF, FF, M1 1 Mt) 
DEL. = o.o 
DO 10 I = 1, Ml 
T = Cl • 1) I FLOAT(M) 
10 DEL. :: DEL + C POL.CN, FF, T, M) • 6Cl) l ** Z 
SlG(N) : DEL. I ( H • N ) 
RETURN 
END 
INTEGER FUNCTION GRAA01(MAT 1 B, SIG 1 COEF, H, Ml) 
C BEPAAL.T DE BESTE GRAAO~ 
REAL. HATCH1 1 H), B(H1) 1 SIGCH), COEF(M1 1 Ml) 
MM1N1 : M • 1 
DO 10 NN ~ 11 MMIN1 
CALL L.STSr,H(MAT, NN, B, SlG 1 COEF, M1 Ml) 
IF C NN .Ea, 1 ) GOTO 10 
IF ( SIGCNN) .L.T, SlG(NN w ll l GOTO 100 
GRAAD1 :: NN • 1 
RETURN 
100 IF ( SIGCNN) ,GT, lE•Bl GOTO 10 
GRAADl :: NN 
RU URN 
io CONTINUE 





POLYNOOH•FITTING. KLEINSTE KWADRATENOPLOSSING,SINGULIERE WAARDEN ONTOINDING HET LLS~AR UlT IMSL, 















PROGRAM POLFIT2CINPUT,OUTPUTl C FIT EE~ PDLV~OOH HET EEN KLll~STE KWAORATENOPLOSSING VAN C 1,3.11 MET OErlULP VAN F04AMF UIT NAG, C POLFIT2 ROEPT DIRECT OF INDIRECT OE VOLGENDE SUBROUTINES OF C FUNCTIONS AANg 
C DUPCV, F, INIA, rtlIFF, POL CZIE VOORAFGAANDE) 1 C LSTSQ2, GRAAD2 CZIE VERVOLG), C F04A~F (UlT NAG), 
C HET PROGRAHMA VERWACHT DE GETALLEN H~U ALS INVOER, COMMON M, N, K, HNUClS) 
REAL AC33 1 32) 1 COEFC33 1 33), SlGMA(32) 1 HNU, K1 FFC33) INTEGER M, N, I, DEGREE, DEGREEl 
EXTERNAL GRAA02 
INTEGER GRAAD2 
M : 32 S Ml a H + $ N q 19 
K :: B.617065E•S 
DO 10 I :: 11 N 
10 READ *• HNU(t) 
CALL INIA(A, M, H1) 
CALL INIFFCFF, Mt) 
DEGREE = GRAAD2(A, FP, SIGMA, COEf 1 ~, Mi) 
DEGREE! : DEGREE t 1 
PRINT 100 
PRINT 120 1 DEGREE 
PRINT 130 1 SIGMACOEGREE} 
PRINT 140 
DO 20 I c t, DEGREE! 
20 PRINT 150, COEFCI, DEGREE) 
100 FORMATC"tPOLVNOOM.FITTING. KLEINSTE KWADRATENO?LOSSlNG."i C " F04AMF UIT NAG,") 
120 FORHATC"OGRAAD2 i " 1 14, /) 
tlO FORHATC" VARIANTIE :•, E24,14 1 /) 140 FORMAT(" COEFFICIENTEN I "/) 
150 FORHATCE24 1 1Q) 
END 
l.OGICAL FUNCT!Oll LSTS02("1AT 1 N, B, SIG, COEF, M, Hl) 
Rt;;AL MATC~lt, M) 1 6(1-1), SIGCMl 1 CO[f('l11 Ml) 
REAL A(33, 32), ALPHAC32) 1 EC32), YC32), ZC32), RC32), Ff(33) 
INH.GE:R IPIVC32) 
ETA :: 2 0 0 ** (•'17) 
IP : IFAIL : 1 S NI = N + 1 
CALL FO'IHff(MAT, Mt, FF', H1 1 B, Ml, 141, Nlr IP, ETA, A, Ml, 
C ALPHA, E, Y, z, R, lPIV, lF'ULl 
IF C lf'AIL ,EQ~ 1 ) GOTO 100 
IF ( lFAIL 1 EQ 0 2 l GOTO 200 
C IfAlL ,EQ, 0 I 
CALL DUPCVC11 Nl, N, COEF, FF, Mt, Ml) 
D!::L : 0 0 0 
DO 10 I : 11 Ht 
T : Cl • 1) I F'LOAT(H) 
10 DEL : DEL + C POl.CN, FF, T, M) • BCll ) ** 2 
c 
100 
SlG(N} : DEL I (H • N) 
LSTSQ2 ;; , TRUE~ 
RETURN 
IFAIL ~EQ, 1 g 
P~INT • 1 "SINGULIER VOOR GRAA02 
L.STSQ2 :: ,FALSE, 
RETURN 
C !FAIL. ,EQ, 2 ~ 
"' N 
200 PRINT *• •GEEN POGJNG OPLOSSING TE VtNDEN, GRAAD t" 1 N 
LSTSQ2 : ,FALSE, 
Rt; TURN 
END 
INTEGER FUNCTION GRAAD2(HAT 1 B, SIG, COEF, H, Ml) 
REAi. HATCM1 1 "1) 1 B(M1) 1 SIGCHl, COEF(Ml, Ml) 
EXTERNAi. LSTSQ2 
LOGICAL VAROK, l.STSQ2 
MHINI :i: H • 1 
DO 10 NN ~ lo HMIN1 
IF C LSTSQ2(HAT, NN, B, SIG, COEF', M, Ml) ) GOTO 100 
200 GRAAD2 : NN • 1 
RETURN 
250 GRAAD2 a NN 
RETURN 
100 IF C NN .Ea. 1 l GOTO 10 
IF C SIG(NN) ,GE~ SIG(NN•1) ) GOTO 200 
IF C SIGCNN) .LE, 1E•8 ) GOTO 250 
10 CONTINUE 





POLYNOOM•FlTTING, ~LEINSTE KWADRATENOPLOSSlNG, F04AMF UIT NAG, 















C f IT EEN POL Y"l00/-1 DOOR DE !lORMAAL. VERGEl.l JK l'iG 1 0 3, B MFT 
c CttOL.ESKY' s t1ETHODE. OP n: L.OSSEIJ 11£.:T BEHULP VAN LE.\lT2P UIT x11s1.. 
C POLFIT3 ROEPT DIRECT OF INDIRECT DE VOLGENDE SUijRQUTINES OF 
C FUNCTIONS AANg 
C DUPCV, OUPVEC, INIA, INIFF, F, POL CZIE VOORAFGAANDEJ, 
C GRAADJ, CrlLSKY3 1 lNIATF CZIE VERVOLGJ, 
C LEQT2P, VTPROF (UIT IMSLl. 
C HET PROGR~MHA VER~ACHT DE GETALLEN HNU ALS INVOER, 
COMMON M, N, K, HNUC15) 
REAL AC33, 32), ATAC528), ATFC3Zl 1 C0EF(321 32)1 $IGMA(32)4 
C HNU, I<, F'f(33) 
INTEGER DECREE, DEGREEt, ue 
EXTERNAL GRAAD3 
INTEGER GRUD3 
M : 32 S M1 : M t 1 S N a 15 
U~ ; M * (M + 1) I 2 
K : 8,bl70bSE,.5 
DO 10 I : 11 N 
10 READ *• HNU(l) 
CALL INlA(A, H, Ml) 
CALL INIFFCFF, Mt) 
CALL VTPROF(A 1 Hi, M , Ht, ATA) 
CALL lNlATF(A, FF, ATF, M, Hi) 
DEGREE : GRAAD3(ATA 1 ATF, SIGMA, COEF, H, Hl, FF, UB) 
DEGREE! : DEGREE t 1 
PRINT 100 
PRINT 120 1 DEGREE 
PRINT 130 1 SIGMACOEGREE) 
PRINT 1110 
DO 20 I : 1, DEGREE! 
20 PRINT 150, COEFCI, DEGREE) 
100 FORHATC"IPOLYNOOM•FITTING. NORHAALVERGELIJKING EN CHOLESKY", 
C ~ ONTaINDING, LEQT2P UIT lMSL 1 " 1 /) 
120 FORMATC"OGRAAD3 i " 1 14 1 /) 
130 FORM~TC" VARIANTIE i•, £211.141/) 
1110 FORMAT(" COEFFICIENTEN g "/) 
150 FORMATCE211,14) 
END 
SUBROUTINE INIATF(A, FF, ATF, M1 Ml) 
REAL ACHl 1 Ml, FF(M1) 1 ATFCHl 
DOU~LE PRECISION SUM 
DO 10 I r; t, 11 
51,)M : 0,001 
DO 20 J c lr H1 
20 Sl,JM :: SUM + DBU:c A(J,IJ ) " DBLEC F!"(J) ) 





LOGICAL FUNCTION CHLSKYJ(HAT, N1 ATF, SIG, COEF, H, Ml, FF, UBl 
INTEGER UB 
REAL HAT(U6) 1 ATf(M), SIG(M), COEFCH, M), fFCHt) 
REAL BBC32) 1 WKAREA(592) 
INTEGER IDGT, IER, 11 N! 
LOGICAL OK 
Nl : N t 1 
CALL OUPVEC(t, Nl 1 68 1 ATf, M) 
CALL LEQT2P(MAT 1 l• Nt, M, B6 1 IOGT, 01 1 02 1 WKAREA, lER) 
CHLSKY3 : OK : ( IER .NE~ 129 ) 0 ANO. ( IER ,NE, 130 ) 
IF ( , NOT• OK l RETURN 
CALL OUPCV<l. H1, N, COEF, ee, M, M) 
DEL 111 0,0 
DO 10 I :: 11 HI 
T : Cl • 1) I FLOAT(M) 





SlG(N) : DEL I CM • N) 
RETURN 
ENO 
INTEGER FUNCTlON GRAA03(MAT 1 6 1 SlG 1 tOEF, M, M11 Ff, UB) 
INTEGER M, Ht, UB 
REAL MATCUB), B(M), SlG(M), COEF(M 1 H) 1 FF(H1) 
EXTERNAL CHLSKY3 
l.OGlCAL CrlLSKY3 
INTEGER NN, MHINi 
LOGlCAL VAROK 
MMINl 11 H • 1 
DO 10 NN :: 11 HHINl 
IF ( CHLSKY3CHAT, NN, 81 SIG, COEF, M, Ml, FF, UB) ) GOTO 100 
GRAA03 : NN • 1 
RETURN 
GRAAD3 ;; NN 
RETURN 
IF t NN ,EO, 1 ) GOTO 10 
IF ( SIGCNN) ,GE, SIGCNN•l> ) GOTO ~00 
IF t &IGCNN) .LE. 1E•8 ) GOTO 250 
CONTINUE 
GRAA03 ;: HMlNl 
Rf;TURN 
ENO 
POLYNODH•FITTlNG, NQRHAALVERGLLIJKING EN C~OLESKY DNTBI~DlNG. LlQTZP 
UlT IHSL~ 

















PROGRAM POLrIT4(INPUT,OUTPUTl C F1 T EEN POL Y~~OOH DOOR DE :IORMAAL VlRGELI JK I MG le 3,8 HET C CHOLESKY'S METHODE OP TE LOSSEN H[T BEHULP VAN F04ASf UIT NAG, C POLFlT4 ROEPT DIRECT OF ItJDIRECT OE VOLGENDE SUBROUTINES OF C FUNCTIONS AAN; 
C DUPCV, !NIA, INIFf, POL CZIE VOORAFGAANOE), C CHLSKY4 1 GRAAD4, INIATAF CZIE VERVOLG), C F01CJF, F01CKF, F04ASF (UIT NAGJ. C HET PROGRAMMA VERWACHT DE GETALLEN H~U ALS INVOER, COMMON M, N, K, HNU(15l 
REAL AC33 1 32), ATAC32r 32) 1 ATFC32)1 COEFC32, 32)1 SlGHA(32l1 C HNU, K, fF(33) 
INTEGER DEGREE, DtGREEl 
EXTERNAL GRAA04 
INTEGER GRAAD4 
M : 32 S M1 ~ H • $ N ~ 15 K : B,o170bSE•S 
DO 10 I = 11 N 
10 READ i., HNU(I) 
CALL l~IA(A, H, M1) 
CALL lNlFFCFF, Ml) 
CALL INIATAFCA, AJA, ATF, Ff, H, HI) DEGREE : GRAAD4(ATA 1 ATF, SIGMA, COEF, H, Ml 1 Ff) DEGREEl : DEGREE t 1 
PRINT 100 
PRINT 120 1 DEGREE 
PRINT 130 1 SIGMACDEGREEJ 
PRINT 1410 
DO 20 I = 11 DEGREE1 
20 PRINT 150, COEFCI, DEGREE) 
100 FORHATC"!POLYNOOMeFITTING, NORMAALVERGF~IJKING EN CHO~ESKY•, C " ONTBINDING, FOQASF UIT NAG 0 ") IZO FORHATC"OGRAAOU I ",ta, /) 130 FORHATC" VARIANTI~ 1•, E241,141/) 1410 FORHATC" CO~FFICIENTEN I •/) 150 FORMATCE241 9 14) 
END 
SUBROUTINE INIATAFCA, AJA, ATF, Ff, ~, Ml) REAL ACM! 1 Ml 1 ATA[M, M), ATF (M), ff[H1) 
REAL ATC32, 33), ZCI) 
IFAIL = O 
CALL F01CJFCAT, A, M, M1, 01 IFAIL) CALL F01CKF(ATA 1 AT, A, H, M, Ml, z, 11 11 IF'AIL> CALL f01CKF'(ATF, AT, Ff, M, 1 1 111 1 z, 11 11 IFAll.) RETURN 
END 
LOGICAL FUNCTION CHLSKY4(t1AT, N, 13, SIG, COEF, M, Ml, FF> 
REAL MATCM 1 ~), B(M) 1 SlG(M), CUEf(M, M), fFCM1) 
REAi. SOL.(32), WK! (32), WK2C32), DEL, T 
N1 :;: N + 1 
If AIL : 1 
CALL FoqASF("AT, M, a, Nt, SOL, WKl, WK2, IfAlL) 
IF t !FAIL • 1 l 300, 200 1 100 
C IFAIL 0 EQ 1 2 ; 
100 PRINT *• "MATRIX TE SLECHT GECONDITIONEERO, GRAAD i*, N 
CHLSKY4 : ,FALSE, 
RETURN 
C If AIL 0 EQ, 1 l 
200 PRINT *r "MATRIX NIET POSITlEF DEFINIET, GRAAD I "• N 
CHLSKY4 : ,FALSE. 
RETURN 
C IFAlL ~EQ, 01 AANROEP WAS SUCCESVOL, 
300 CHLSKV4 : .TRUE, 
CALL DUPCVC11 Nl, N, COEF, SOL, M, H) 
DEL : O,O 
D010I:l,M1 
T : Cl • 1) I FLOAT(MJ 
10 DEL : DEL + C POLC N, SOL, T, M) • fF(I) ) u 2 
SIG(N) :;: OEL I (M • N) 
RETURN 
END 
INTEGER FUNCTION GRAA04(MAT 1 Br SlG1 COEF, M, Ml, FFl 
INTEGER M, Hl 
REAL HAT(M,M) 1 BCH), SIGCH>, COEF(M,M), FFCHt) 
EXTERNAL CHLSKY4 
LOGICAL CHLSKYll 
INTEGER NN, MHIN1 
MHIN1 : M • l 
DO 10 NN : 11 MHINt 
IF ( CHLSKY4CMAT, NN, B, SIG, COEF, M, Ml, FF) ) GOTO 100 
200 GRAAD4 a NN • t 
RETURN 
250 GRAAD4 = NN 
RETURN 
100 IF C N"l ,EQ, 1 l GOTO 10 
IF ( SIGCNN) 1 GE 0 S!G(NN•1l ) GOTO ~00 
IF C SIGCNN) 0 LE 0 lE•8 ) GOTO 250 
10 CONTINUE 





POLVNOOH·FITTING. NORHAALVERGELIJKJNG EN C~OLESKY ONTB!NDING. roaASF 
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1. LINEAIRE ALGEBRA 
1.2. Het eigenwaardenprobleem en de 
singuliere waarden ontbinding 





Evenals voor het onderwerp lineaire stelsels bestaan er ook voor het 
eigenwaardenprobleem en de singuliere waarden ontbinding goed geanalyseerde 
algoritmen. We zullen bekijken wat de programmatheken ACCULIB (ALGOL 60 en 
FORTRAN), IMSL (FORTRAN), NAG (ALGOL 60 en FORTRAN) en NUMAL (ALGOL 60) ons 
op dit gebied te bieden hebben. Tevens zullen we, om meer inzicht in de 
singuliere waarden ontbinding te verkrijgen, het probleem aangeroerd bij 
het onderwerp lineaire stelsels met deze ontbinding trachten op te lossen. 
Ter verduidelijking is bij alle programmatuur uit ACCULIB met een A 
(ALGOL 60) of een F (FORTRAN) aangegeven voor welke taal de betreffende 
routine geschikt is. In de NAG programmatheek komt iedere routine twee maal 
voor, voor beide programmeertalen eenmaal, dit is aangegeven door een A of 
een F aan het eind van de routinenaam. Wij hebben deze routines overal 
samengenomen door de laatste letter te vervangen door A/F. Zo staat 
F02AXA/F voor de twee routines F02AXA (ALGOL 60) en F02AXF (FORTRAN). 
1.2.2. Overzicht beschikbare programmatuur voor het eigenwaardenprobleem 
We beschouwen het (gegeneraliseerde) eigenwaardenprobleem 
(1.2.2.1) Ax ABX, 
waarbij A en B gegeven n bij n matrices zijn, x een n-vector is (een eigen-
vector) en A een scalar is (een eigenwaarde) . Het is bekend dat vergelijking 
(1.2.2.1) n eigenwaarden heeft, die echter niet noodzakelijk verschillend 
zijn. Heeft deze vergelijking verder n lineair onafhankelijke eigenvectoren, 
dan noemen we de vergelijking niet-defect. In het defecte geval heeft de 
vergelijking dus minder dan n lineair onafhankelijke eigenvectoren en is in 
feite incompleet. 
Het eigenwaardenprobleem is het probleem een of meerdere eigenwaarden 
en/of eigenvectoren van (1.2.2.1) te berekenen. 
Aangezien er geen programmatuur beschikbaar is voor defecte vergelij-
kingen beperken we ons tot de niet-defecte vergelijkingen. In de volgende 
gevallen is van te voren bekend dat de vergelijking niet-defect is, in 
andere gevallen is dat niet of moeilijk te bepalen: 
a) A reeel symmetrisch, B reeel symmetrisch en niet singulier; 
b) A complex hermitisch, B complex hermitisch en niet singulier; 
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(B mag dus in beide gevallen de eenheidsmatrix zijn). 
We gaan nu het probleem uitsplitsen in het gewone eigenwaardenprobleem, 
waarbij B de eenheidsmatrix is. 
(1.2.2.2) Ax AX 
en het gegeneraliseerde eigenwaardenprobleem, met B ongelijk aan de een-
heidsmatrix. 
1.2.2.1. Het gewone eigenwaardenprobleem 
We hebben de beschikbare programmatuur ondergebracht in een aantal 
tabellen. Tabel 1 bevat een ruwe indeling van het type matrix (A) en ver-
wijst naar tabellen 2 tot 5. We hebben speciale vormen van A (zoals tridia-
gonaalvorm etc.) weggelaten omdat de meeste routines er vanuit qaan dat die 
speciale vorm bereikt is met andere routines uit dezelfde programmatheek. 
TABEL 1 
A reeel, symmetrisch zie Tabel 2 
A reeel, niet-symmetrisch zie Tabel 3 
A complex, hermitisch zie Tabel 4 
A complex, niet-hermitisch zie Tabel 5 
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Alleen eigenwaarden 















disktri + tql2 + treigv (F) 1) 
Beperkt aantal eigenwaarden 

















1) Speciaal geschikt voor zeer grote matrices. 
2) Berekent naar wens de eigenvectoren. 
TABEL 3 










Beperkt aantal eigenwaarden NAG F02AGA/F 
+ eigenvectoren 
1) Berekent naar wens de eigenvectoren. 
2) Alleen te gebruiken als van te voren bekend is dat alle eigenwaarden 
reeel zijn. T 









Eigenwaarden + eigenvectoren 
Beperkt aantal eigenwaarden 











1) Berekent naar wens de eigenvectoren. 
Alleen eigenwaarden 
Eigenwaarden + eigenvectoren 



































Er is geen programmatuur beschikbaar voor complexe matrices. Het reele 
geval kunnen we onderverdelen in: 
1) A is symmetrisch, B positief definiet 
2) Aan 1) is niet voldaan 
zie tabel 6; 
zie tabel 7. 
In geval 2) moeten we er rekening mee houden dat eigenwaarden oneindig 
kunnen zijn, en zelfs ongedefinieerd (als Ax= Bx= 0). 
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Alleen eigenwaarden 
Eigenwaarden + eigenvectoren 
Alleen eigenwaarden 














1) Berekent naar wens de eigenvectoren. 




Met behulp van de eigenwaardenroutines voor symmetrische matrices kan 
men de nulpunten van orthogonale polynomen berekenen. Hiervoor is nog slechts 
een routine voorgesteld {in NUMAL). Wel is er in NUMAL een routine {polzeros) 
die met behulp van de routines voor berekening van eigenwaarden de nulpunten 
van een reeel polynoom berekenen. De zo berekende nulpunten zijn niet erg 
nauwkeurig, ze kunnen echter goed gebruikt worden als beginschattingen voor 
andere routines. 
1.2.3. Programmatuur voor de singuliere waarden ontbinding 
De singuliere waarden ontbinding van een n bij m matrix A wordt ge-
definieerd door 
(1.2.3.1) A 
met U en V unitaire matrices en L een diagonaal matrix. De elementen op de 
diagonaal van L dienen positief of 0 te zijn, en heten singuliere waarden. 
We kunnen de singuliere waarden ontbinding, onder andere, in de volgen-
de gevallen gebruiken: 
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a. Bepaling van de rang van A. De rang is gelijk aan het aantal singuliere 
waarden ongelijk aan 0. Als we numeriek te werk gaan zullen we natuur-
lijk singuliere waarden kleiner dan een bepaald (klein) getal als nul 
beschouwen. 
b. Bepaling van de pseudo-inverse van A (voor definitie zie hoofdstuk 1.1.). 
De pseudo-inverse van A wordt bepaald door 
(1.2.3.2) A+ 
+ 
waarbij r ook een diagonaal matrix is, met nullen op de diagonaal waar 
r ook nullen heeft, en verder de inversen van de singuliere waarden 
(zie ook de opmerking bij a.). 
c. Oplossing van een kleinste-kwadratenprobleem. Laat gegeven zijn het 
stelsel 
(1.2.3.3) Ax b 
met de vraag x zodanig te bepalen dat de lengte van de vector r 
minimaal is. In dit geval is 
(1.2.3.4) x 
Ax - b 
een oplossing, en wel, indien er meerdere oplossingen zijn, de oplossing 
van minimale lengte. 
d. Bepaling eigenwaarden en eigenvectoren van AHA. De eigenwaarden zijn 
gelijk aan de kwadraten van de singuliere waarden van A, en de eigen-
vectoren staan in matrix V (want AHA = vrHrVH) . De singuliere waarden 
ontbinding is nauwkeuriger dan wanneer we eerst AHA berekenen en daarna 
hiervan het eigenwaardenprobleem oplossen. 
H -1 H -1 H 
e. Bepaling van de inverse van A A. De inverse is eenvoudig vr (L ) V . 
Ook hier is weer de singuliere waarden ontbinding stabieler. 
f. In het algemeen de oplossing van stelsels Ax = b. Vaak is oplossing met 
behulp van de singuliere waarden ontbinding stabieler dan met de andere 
methoden (vgl. hoofdstuk 1.1.). Dit geldt vooral als A een slechte kon-
ditie heeft. 
In de volgende tabel kunnen we aflezen welke routines voor de singu-
liere waarden ontbinding beschikbaar zijn (er zijn geen routines voor com-
plexe matrices). 
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1) Berekent niet de ontbinding ULVT, maar L, Ven bij een gegeven matrix 
B: UTB, dit is een deel van de berekening van A+B. 
1.2.4. Gebruik van de singuliere waarden ontbinding 
1) 
In het probleem, vermeld in hoofdstuk 1.1.3. komen we uiteindelijk tot 
de volgende wiskundige formulering: 








minimaal is, waarbij m, fen ti gedefinieerd zijn als in hoofdstuk 1.1.3. 
Noteren we voor zekere N ~ 1. 
F 
en 
en verder nog de zg. Vandermonde matrix: 
v 
dan wordt dus gevraagd de lengte van de vector Vx-F te minimaliseren, en 
dat is precies het kleinste-kwadratenprobleem uit voorbeeld 1.2.3.c. 
SS 
Verder willen we natuurlijk dat het polynoom PN(t) van zo laag moge-
lijke graad is. Orn dit te verwezenlijken laten we N lopen vanaf 1 en be-
palen de rang (numeriek) van matrix V. Aangezien het aantal rijen van V 
grater is dan het aantal kolollllllen (N+l) is de rang dus maximaal N + 1. Geldt 
nu vanaf zekere N0 dat de rang niet maximaal is, dan had toevoeging van de 
(N0+1)ste kolom geen zin, en kunnen we stoppen. Voor het uitgewerkte voor-
beeld zie men het bijgevoegde programma. 
Ter bepaling van de numerieke rang werd de routine qrisngvaldec uit de 
NUMAL programmatheek gebruikt; en om uiteindelijk de vector x te berekenen 
werd de routine solsvdovr uit NUMAL gebruikt. 
1.2.5. Aanvullende notities 
1.2.5.1, De·"performance indicator" in de IMSL programmatheek 
De "performance indicator" wordt gebruikt in verscheidene routines. Hij 
geeft aan hoe goed het proces verlopen is. Een waarde groter dan 100 be-
tekent slecht verloop, waardeloze resultaten, een waarde kleiner dan 1 be-
tekent een gunstig verloop. Dit laatste wil zeggen dat, gegeven een matrix 
A, een vector x en een scalar A, er kleine verstoringen 6A, 6x en 6A zijn 
opdat (A+.b.A)(x+~) = (A+~A) (x+~). Dit betekent dat A dicht bij een echte 
eigenwaarde van A ligt, echter geenszins dat x dichtbij een eigenvector van 
A ligt. 
1.2.5.2. De routines reaeigval, reaeigl en reaeig3 uit NUMAL 
Deze routines werken alleen maar correct als alle eigenwaarden reeel 
zijn. Zijn niet alle eigenwaarden reeel dan leveren de routines de reele 
delen van de eigenwaarden af en eigenvectoren die nergens op slaan. Uiter-
aard kan men altijd comeigval en comeigl gebruiken, en deze routines zijn 
vaak sneller, 66k als alle eigenwaarden reeel zijn! 
1.2.5.3. Structuur van de routines 
Alle routines transformeren de invoermatrix (matrices) eerst naar een 
speciale vorm, waarbij eigenwaarden c.q. singuliere waarden behouden 







AX, A reeel symmetrisch 
of complex hermitisch 









Hierna wordt het iteratieve proces losgelaten op de speciale vorm. 
Is de matrix al in speciale vorm, dan kunnen we de transformatiefase 
overslaan; dit is echter niet nodig omdat direct ontdekt wordt dat deze 
fase leeg is. Bovendien als we deze fase overslaan en we willen eigenvec-
toren of de volledige singuliere waarden ontbinding berekenen, dan dienen 
we speciale kunstgrepen toe te passen. 
1.2.5.4. Berekenen van eigenrijen 
Alleen de routine eigen uit ACCULIB berekent eigenrijen. Willen we 
deze berekenen met een van de andere routines, dan dienen we het getrans-
poneerde probleem in te voeren, immers de eigen vectoren van AT zijn de 
eigenrijen van A etc. 
1.2.5.5. Singuliere waarden ontbinding van matrices met meer kolommen dan 
rijen 
Alle routines voor de singuliere waarden verwachten dat het aantal 
rijen groter ,is dan of gelijk is aan het aantal kolommen. Is dit niet het 
geval, dan voeren we de getransponeerde matrix in. 
1.2.5.6. Vierkante matrix U bij de singuliere waarden ontbinding 
Soms bestaat er behoefte aan een vierkante matrix U terwijl de invoer-
matrix niet vierkant is. We lossen dit op door de invoermatrix met een aan-
tal aanvullende nulkolommen vierkant te maken. 
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2. BEGINWAARDE- en BEGIN-RANDWAARDEPROBLEMEN 
2.1. Beginwaardeproblemen voor stelsels gewone 
differentiaalvergelijkingen 




2.1.1. Inleiding; Inventarisatie programmatuur 
Veel verschijnselen en problemen zijn wiskundig te beschrijven door 
middel van een stelsel gewone differentiaalvergelijkingen, waarvan de 
oplossing in een bepaald punt gegeven is 
y' f(x,y), 
f en y mogelijk vectoren. 
Dikwijls zal men van deze beginwaardeproblemen de oplossing in een of 
meerdere punten willen weten. Als deze oplossing moeilijk of in het geheel 
niet analytisch te bepalen is (wat meestal het geval is), dan zal men 
zijn toevlucht moeten nemen tot numerieke methoden. In totaal zijn hiervoor 
in de te bespreken programmatheken (ACCULIB, IMSL, NAG en NUMAL) zo'n 30 
procedures (subroutines) beschikbaar. 
Een overzicht van deze programmatuur wordt gegeven in tabel 1. Voor 
eventuele verwijzingen zijn de procedures (met welke naam voor het gemak 
ook subroutines bedoeld kunnen zijn) van een nummer, met toevoeging A 
(ALGOL procedure) en/of F (FORTRAN subroutine), voorzien. 
Na deze inleiding zullen allereerst de belangrijkste (stuur)parameters, 
die men bij een procedure voor het oplossen van beginwaardeproblemen kan 
tegenkomen, worden besproken. Vervolgens zullen, afhankelijk van probleem-
eigenschappen en specifieke wensen van de gebruiker, adviezen worden gege-
ven ten aanzien van de te gebruiken procedure(s). 
Tenslotte zal, door middel van een tweetal voorbeelden, de praktijk 
van het oplossen, in de vorm van programma's, worden bekeken. 
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TABEL 1 
Inventarisatie van de beschikbare programmatuur. 
Programmatheek Procedurenaam Nummer Algoritme 
ACCULIB DIFFSYS lA Bulirsch-Stoer 
IMSL DASCRU 2F Merson 
DCSLDE 3F 
DREES 4F Bulirsch-Stoer 
DVOGER SF Gear 
NAG 
AA(F) 
D02ABA(F) 6AF Merson 
D02AEA(F) 7AF Gear 
D02AHA(F) 8AF Krogh 
NUMAL MULTISTEP 9A Gear 
IMP EX lOA 
LINIGERlVS 11A Liniger-Willoughby 
RKE 12A Runge-Kutta 
RK4NA 13A Runge-Kut ta 
RKSNA 14A Runge-Kutta 
RK2N lSA Runge-Kut ta 
RK3N 16A Runge-Kut ta 
EXP.F.TAYLOR 17A Taylor 
EFERK 18A Runge-Kut ta 
EFSIRK 19A Runge-Kutta 
GMS 20A Multistep 
DIFFSYS 21A Bulirsch-Stoer 
MODIFIED TAYLOR 22A Taylor 
EFRK 23A Runge-Kut ta 
LINIGER 2 24A Liniger-Willoughby 
ARK 25A Runge-Kutta 
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2.1.2. Belangrijke (stuur)parameters 
Zeals bij de meeste procedures het geval is, onderscheiden we oak 
bij procedures voor beginwaardeproblemen input (i-), output (o-) en 
input/output (io-) parameters. Vear de naamgeving van de hieronder te 







Het aantal componenten van y. Sommige procedures hebben een 
analogon voor scalarvergelijkingen (lA, 12A - 16A). 
io-parameter. 
De onafhankelijk variabele waarin meestal de beginwaarde x0 
meet warden meegegeven. 
i-parameter. 
Eindpunt van het integratieproces. De beschrijvingen van 2F, 
12A, 15A en 16A maken duidelijk dat 66k b < x0 mag zijn. 
Bij sommige procedures (13A en 14A) mag b een oplossings-
afhankelijke expressie zijn. 
Als een gebruiker geinteresseerd is in een rij waarden 
N {y(xi)}i=l dan meet hij in de regel (uitzonderingen: SF, 9A, lOA) 
de door hem gebruikte procedure N-maal aanroepen. 
io-parameter. 
De afhankelijk variabele, meestal een array ter lengte n, 
waarin bij aanroep de beginwaarden gegeven moeten zijn. 
der Een procedure, door de gebruiker te schrijven, waarin de afge-
leide wordt berekend. 
Sams wordt deze procedure componentsgewijs aangeroepen 
(3F, 13A - 16A). 
jac Een procedure, w~~r door de gebruiker te schrijven, waarin de 
jacobiaan - dat is de matrix met elementen af./ay. - wordt be-
i J 
rekend. In vele gevallen zal men dit liever numeriek willen 
doen. Als de hoofdprocedure hiervoor geen optie heeft, kan men 
in iedere programmatheek wel een geschikte hulpprocedure voor 





Relatieve en absolute precisie waarmee de naw»keu:rvigheid 
van het integratieproces wordt gestuurd. De verkregen 
naw»keu:righeid in de oplossing zal in de regel toenemen bij 
kleinere waarden van deze stuurparameters. 
Dikwijls zijn rp en ap arrays. 
De procedures 4F - BAF willen van de gebruiker een indicatie 
omtrent de te voeren stuurprecisie (relatief, absoluut of 
beide). 
o-parameter. 
Geschatte fout (mogelijk componentsgewijs) in de oplossing. 
Over het algemeen zal e slechts de grootte-orde van de 
werkelijke fout benaderen. Men mag dan ook geen al te groot 
belang toekennen aan deze foutschatting. 
h,hmin,hmax - io-parameters. 
sigma 
out 
Respectievelijke begin-, minimale- e~ maximale stap voor 
het integratieproces. De waarde hmin zal in de regel 
slechts gebruikt worden als er zich moeilijkheden voordoen 
tijdens integratie; om deze mogelijke knelpunten het hoofd 
te bieden verdient het aanbeveling om hmin een veilige 
(= behoorlijk kleine) waarde te geven. 
Voor integratie met een door de gebruiker voorgeschreven 
stap, kan men terecht bij de procedures lA - 6AF, 23A en 
24A. 
De eenstapsprocedures lA, 4F en SF geven na iedere stap 
een suggestie voor de grootte van de volgende stap. 
Ook bij veel andere dan de genoemde procedures kan men de 
stap, door middel van hmin = hmax, zelf regelen. 
i-parameter. 
Een schatting van de spectraalradius of dominante eigen-
waarde (n) van de jacobiaan. Deze parameter komt alleen voor 
in de specialistische NUMAL procedures llA, 17A - 20A en 
22A - 25A. 
0-procedurP.. 
Bij sommige procedures zijn de resultaten hierdoor na 
iedere integratiestap beschikbaar. 
68 
foutmeldingen De meeste procedures zijn beperkt in hun mogelijkheden 
tot het signaleren van fouten. Het afbreken van het inte-
gratieproces door het gedwongen gebruik van een te kleine 
integratiestaplengte (mogelijke oorzaak: hmin te groot) 
geeft de meest voorkomende foutmelding. 
2.1.3. Aanbevolen procedures 
Tabel 2 geeft via een boomstructuur de aanbevolen procedures voor het 
oplossen van beginwaardeproblemen voor gewone differentiaalvergelijkingen. 
Deze aanbevelingen kunnen worden gedaan op grond van 
a. de resultaten beschreven in de testrapporten van HULL et al. [1972], 
CRANE & FOX [1969] en KROGH [1973]; 
b. specifieke kenmerken van het op te lessen probleem, zoals stijfheid en 
grootte; 
c. de door de gebruiker gewenste nauwkeurigheid van de oplossing. 
De punten b. en c. zullen we nader bespreken aan de hand van de ingangen 
van tabel 2. 
n klein/n groat 
De tak - n groat - slaat op problemen waarvan 
(i) het aantal componenten, n, moeilijkheden geeft met betrekking tot 
de geheugencapaciteit, ofwel 
(ii) het aantal componenten, n, het gebruik van bepaalde procedures 
3 praktisch onmogelijk maakt op grond van daarin optredende O(n ) en/of 
2 O(n ) processen (bijvoorbeeld LU-decomposities en matrixvermenigvul-
digingen). 
De overige problemen worden gedef inieerd door n kZein. De problemen met 
n groat komen meestal uit de hoek van de (gediscretiseerde) parti§le 
differentiaalvergelijkingen. 
niet stijf/stijf 
Stijve problemen worden gekenmerkt door zeer snel vari§rende componenten 
in de oplossing (samenhangend met een speciaal eigensysteem van de 
jacobiaan). De indeling niet-stijf/stijf is zinvol omdat stijve problemen 




n klein n groot 
niet st l:ijf st . jf niet ~tijf st' jf 
;peciaal hoge prec. lage prec. speciaal niet speciaal speciaal niet speciaal speciaal 
13A BAF 6AF 17A 7AF 22A 2F 17A 
14A 21A 12A 23A 9A 2SA 6AF 23A 
1SA (1A,4F I SF I (2F,22A,2SA) ( 1lA,18A, 19A, (3F I SF I 10A) (12A,2SA) 
16A 7AF,9A) 20A,24A) °' \0 
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niet speciaal/speciaal 
De kwalificatie speciaal slaat enerzijds op de procedures die speciale 
informatie over het spectrum van de jacobiaan vragen en anderzijds op 
procedures die speciale eigenschappen bezitten, zoals het kunnen integreren 
tot het nulpunt van een expressie (13A en 14A) of het direct kunnen oplossen 
van tweede orde differentiaalvergelijkingen (15A en 16A). 
hoge precisie/lage precisie 
Omdat de verhouding (afgeleverde precisie) : (hoeveelheid rekenwerk) niet 
constant is voor een willekeurige procedure en een willekeurig probleem, 
is het belangrijk am het onderscheid hoge precisie/lage precisie te kun-
nen maken. 
Opmerkingen en aanwijzigingen 
1. Gebruik een kleine hmin, en een hmax, die niet grater is dan de mini-
male afstand tussen twee punten waarin u de oplossing wil~ weten. 
2. Gebruik voor een stijf probleem geen procedure waarvan de beschrijving 
niet expliciet vermeldt dat die procedure voor stijve problemen ge-
schikt is. Omgekeerd kunt u wel "stijve" procedures op niet-stijve 
problemen loslaten (b.v. SF, 7AF en 9A). 
3. Als u geen idee heeft van de grootte-orde van de oplossing, dan doet u 
er verstandig aan am het integratieproces - zo mogelijk - met een 
relatieve en absolute precisie te sturen. 
4. Kies de stuurprecisies niet te groat, maar oak niet onredelijk klein. 
Een goede stelregel is: niet grater dan 10-3 en niet kleiner dan 10-10 • 
De meeste procedures !open "lekker" bij stuurprecisies in de buurt van 
10-4 - 10-5• 
5. De nauwkeurigheid van de oplossing kunt u controleren door ofwel het 
probleem enige malen met dezelfde procedure, met verschillende stuur-
precisies, op te !assen, ofwel door het probleem met verschillende pro-
cedures op te !assen. 
2.1.4. Voorbeelden 
Probleem 1. 
In FRAZHO [1974] warden, door middel van een aantal differentiaalver-
gelijkingen, simulatiemodellen gegeven voor de groei van twee algensoorten 
("groene" en "blauwgroene") antler invloed van anorganische stikstof en 
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fosfor, de intensiteit van het zonlicht en de watertemperatuur van het meer 
waarin het proces zich heet af te spelen, Het model dat hier als voorbeeld 
wordt gebruikt, ziet er uit als volgt: 
dA 







Ag' ~g' N en P de concentraties van respectievelijk groene algen, blauw-
groene algen, stikstof en fosfor; 
fosfor en stikstof toevoer; 
PI en NI zijn als (experimentele?) functies van de tijd, 
t, gegeven in de vorm van grafieken; 
groeisnelheden van de algen. 
Deze functies van de temperatuur T zijn ook in grafiek-
vorm gegeven evenals de afhankelijkheid van T met betrek-
king tot t (seizoenen!). 
In het artikel worden verder de overige functies en constanten van 
(2.1.4.1), alsook de beginvoorwaarden gegeven. 
De vraag is hoe de algenconcentraties er over een tijdvak van 8 maan-
den (1 maart - 1 november) uit zullen zien. 
De oplossing is een kromme met een g-.:-oeiexplos.i.e (voor de groene 
algen) omstreeks begin juni. In de bijlage staat een programma dat deze 
kromme als output geeft. Het probleem is niet stijf, maar wel moeilijk 
te integreren voor een aantal procedures. 
Probleem 2. 
Om ook een "stijve" methode te illustreren, beschouwen we een 
chemische reaktie met protoneringsevenwichten (de meer chemische kanten 
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en achtergronden zijn te vinden in BORKENT [1976]. 
kl 
p + B -r Am + H, 
k2 
Am + B -r A + H , 
Ph::;::::: P + H, evenwichtsconstante K1 , 
Amh :;::Am+ H, evenwichtsconstante ~, 
Inh ~In + H, evenwichtsconstante Kin' 
met 
p een diamine, 
B een bezoylchloride, 
Am een tussenprodukt, 
A het nuttig produkt, 
In een indikator, 
Ph, Amh, Inh, geprotoneerde vormen van respectievelijk, 
P, Am en In. 
De bovenstaande reakties zijn te beschrijven door een beginwaarde-
probleem van 9 afhankelijke differentiaalvergelijkingen. Het stelsel is dan 
ook te herleiden tot het kleinere stelsel (met een bepaalde stof wordt nu 




dt - r 1 + r2 , 






rl k 1PB, 
r2 k2AmB, 
r3 k3 (Ph - PH/Kl) I 
r4 k4 (Amh - AmH/K2) I 
r5 k5 (Inh - InH/K. ) , in k3,k4,k5 >> kl ,k2, 
In + Inh In0 , 
p +Am+ A+ Ph + Amh PO' 
B + Am + 2A + Amh BO' 
Ph + H + Inh Am + 2A, 
en, op t = O, P0 , BO en In0 gegeven. 
Het vrijwel direkt op evenwicht liggen van de laatste 3 reakties van 
(2.1.4.2) is kenmerkend voor de stijfheid van dit probleem. 
De probleemstellers zijn geinteresseerd in de concentraties van de 
verschillende stoffen opt= i/20, i = 1(1)20. In de bijlage geven we een 
programma wat de concentraties aan protonen op deze tijdstippen berekent. 
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Bijlagen 
PROGRA~ ALG(OUTPUT, JNALG 1 TAPE4=INALG) 
C QPLOSS!NG HILIEUPROBLfEM M,B,V, DASCRU(IMSL) 
INTEGER ISYMC100) 
RE.AL XC4),WKC1bl 
COMMON /OATA/ RBG, RKN, SHALLN, TAU, W1 RG, RKP, BIGV 
+ /MUBG/ XHUBGC18l 1 FMUBGC18) /HUG/ XMUG(23), FHUGC23) 
+ /TEMP/ XTEHPC!S), FTEMP(15) /NI/ XN!(18), FNIC18) 
+ /PI/ XPIC!S), FP1C15) 
EXTERNAL f' 
OATA lSYM, RBG, RKN, SMALLN, TAU, W , RG, RKP, BIGV 
+I 100•1Ht, ,5 , ,25, ~25 , ,S , 12,, 2,, ,03, ,01/ 
READC4 1 t) (XHUBG(I), I= lr IS), (FHUBG(!), I= 11 16) 1 
+ (XMUG(l), I:; 1' 23), (FMUGCl), t: l• 23), 
+ (XTEHP(I), I: 1• 15) 1 (FTEMP(I), I: 11 15) 1 
+ (XNICI), I: 11 18) 1 (FNICI), I: 11 18), 
+ CXPICI), I: 11 15), CFPICJ), I= 11 15) 
A: ,O $ B: ,125 $ H: !E•S S N:; 4 
X(I)= X(2): ~5 $ X(3): ,05 S XC4J3 I, 
DO 2 J: 11 b4 
CALL DASCRU(F, A, B, Hp M, X, WK, IER) 
IPOS: IFIXCXC1l • S + .S> 
PRINT 11 CISYM(ll 1 1= 11 !POS) 
FORMATC1X1 100A!) 
h B 
2 B: B t 0 125 
END 
SUBROUTINE FCX, T, N, XP) 
REAL XP(4), X(/.I) 
COMMON /OATA/ RBG, RKN, SHALLN, TAU, W, RG, RKP, BIGV 
Vt: X(3) I (RKP + X(3)) S V2: X(4) I (RKN + X(/.I)) S VQ: FXMUG(T) 
VS= FXMUBGCTl S Vb: VI.I * XCll * V2 S V7: VS * XC2) 
V3= CXCQ) t SHALLN) I CRKN + XCQ) + SHALLN) 
XPC1>= (V4 * Vi * V2 • TAU • RG) * xc1> 
XPCZ): CVS * Vl * V3 • TAU • RBG) * X(2) 
XPC3): PI(T) • XC:S) * TAU• BIGY • Vl * CVb + V7 * V3) 
XPCQ): FXNI(T) • XC/.ll * TAU • Vl * (V~ t V7 * V2) I W 
RETURN 
END 
REAL FUNCTION FXMUBG(X) 
COMMON /MUBG/ XMU0GC18), fMUBGC16) 
Xl: TEMPCX) 
IF (X1 .LT, 5 0 ) Xt= 5~ 
IF tX1 ,GT, 25.) X1• 25 0 
DO 1 I= 2 I 18 
IF CXl .LE, XMUBG(tll GO TO 2 
l CONTINUE 
2 FXMUBG: CCX1 • XMUBGCI•ll) • FMUBGC%) • CX1 • XHUBG(lJ) 
+ * FHUBG(I•1)) I CXMUBGCl) • XHUSG(l•1l) 
RETURN 
END 
REAL FUNCTION fXMUG(X) 
COHHON /MUG/ XHUG(23), FMUGC23) 
Xl= TEHPCX) 
IF CX1 .LT, S.> Xt• S, 
IF CXl 0 GT. 25 0 ) Xt: 25. 
DO 1 I= 2 1 23 
IF CX1 .LE. XHUGCI>> GO TO 2 
1 CONTINUE 
2 fXMUG: CCXI • XHUGCl•l)) * fMUG(I) • (X1 • XMUG(l)) 
t * FMUGCI•1)) I CXMUG(I) • XMUG(l•l)) 
RETURN 
END 
REAL FUNCTION TEMPCX) 
COMMON /TEMP/ XTEHPC!S), fTEMP(lS) 
DO 1 l= 2, 1 S 
IF ex .LE. XTEMPCI>> GO TO 2 
1 CONTINUE 
2 TEMP= CCX • XTEHPCI•l)) * FTEHP(I) • ex • XTEMP(l)) 
+· * FTEMPCl•l)) I CXTEMP(I) • XTEMPCI•1)) 
RETURN 
END 
REAL FUNCTION fXNICX) 
COMMON /Nl/ XNIC18), FN1C18) 
DO 1 I= 2, 18\ 
IF ex .LE, XNI(l)) GO TO 2 
1 CONTINUE 
2 FXNI= CCX • XNICt•1l) * FNl(l) • (X • XNI(t)) * FN1Cl•1)) I 
+ CXNICI) • XNlCI•l)) 
RETURN 
END 
REAL FUNCTION PlCX> 
COMHO~ /Pl/ XPI(l5l, FPIC15) 
DO 1 l= 21 1 S 
IF ex .LE. XPICl)) GD TO 2 
1 CONTINUE 
2 PI= C(X • XPI(I•l)) * FPICl) • ex • XPICI)) * FPJ(I•l)) I 
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"BEGlN" "COMMENT• OPLOSSING CHEMISCHE RfACTIES M.s.v. MULTISTEPCNUHAL)J 
"INTEGER" I, NfE1 
"REAL" Kl I K2, K3, Kii, K'5, KKl I KK2, KKIN, x, XE, 
RI 1 R2, R3, Rll, RS, P, 8 1 AM, H1 A, PH, AMH, INH, lN 1 
PO, Bo, lNUs 
"ARRAY" Y ll I 301 1 SAVE t•38 I 301, JAC 11 ; 5, 1 i SJ, YHAX [1 g SI 1 
"SOUL.EA N" F'l I 
"PROCEDURE" DER(OY)I •ARRAY" OV1 
"BEGIN• P;: vttl 1 81: Y t2J 1 AHi;; 'I' [311 Hi;; 'ftq] J Ai:; '((Sl I 
AMHi: • 2 * A t BO • AH • 61 PHi: PO • P • AH • A • AMHt 
INHi: 2 • A t AM • PH • Hr INi: INO • lNHJ 
Rl;:Kt * P * B; R21= 1<2 • AM* BJ R3;: C•P * H /KK1 t PH) * K31 
Rlll=C•AM * H I KK2 t AHH) * Kii; RS1=C•lN * H I KKIN t INHl• KSa 
Dvtll i= R3 " Rll DY C2l ;: • Rl .. R21 DY 13l i: Rt • R2 t RllJ 
DYt4Ji: Rt t R2 + R3 + Rll t R51 DYtSJi: R21 NfEi: NfE t 1 
"END" DERJ 
"PROCEDURE" OUT(H, Kl1 "VALUE• H, Kr •REAL" H1 •INTEGER• KJ 
"1F" SAVE t• 1l 8 :: 0 "THEN" 
"BEGIN" OUTPUTCb1 1 "C""C"SERIOUS TROUBLES ENCOUNTERED AT X :•)"1 
zo,30, ,.,., X)I "GOTO• ESC 
"END"r 
"PROCEDURE" MULTISTEPCPARSl1"CODE" 33080S 
Poi= ,01751 Boi= .01s2, INoi= "•SJ 
t1= 1J "FOR" Hi= PO, BO, o, o, 0 •oo• 
"BEGIN" Y!Il 1:: HI YHAXfil ;• 11 Ii:c I t 1 •END"t 
Klt: 50001 K2;: 20&01 KK11= ,244"u4J KK21: 0 358"•41KKlN1= 0 3437"•~1 
K3i:: KQ;: KSI~ "bi 
Xg:: 01 NFEi: 01 
OUTPUTCblr •c••c• TIME CONCENTR. H+•)•, //")")t 
"fOR" XEi= 0 05, XE t 0 05 "WHILE" XE <: 1~01 "DO" 
"BEGIN• FI1: XE = .os1 
MULTISTEP(X, XE, v, • .. e, .os, VMAX, • .. &, n, SAVE, 
DER, "FALSE•, JAC, •TRUE", 5, OUT)J 
DUTPUTCbt, •en 2ZD.30, 48, •D,3D"tD, ,.,., x, Vt4JJ 
"END"I 
OUTPUTCbt, "C"//, "C" NUMBER Of FUNCTIQN EVALUATIONS ;")", 3ZO, 1 1 
•c• LOCAL ERROR BOUND EXCEEDED 1•)•, 3ZD, •c• TIMES•)•, I •)•, 
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2. BEGINWAARDE- EN BEGIN-RANDWAARDEPROBLEMEN 
2.2. Begin-randwaardeproblemen voor partiele 
differentiaalvergelijkingen 





De numerieke oplossing van begin-randwaardeproblemen voor partiele 
differentiaalvergelijkingen is een zeer gevarieerd onderwerp dat nog volop 
in ontwikkeling is. Er zijn tientallen oplossingstechnieken ontwikkeld en 
dit aantal groeit nog steeds. Uiteraard is het onmogelijk om hier een over-
zicht van al deze algoritmen te geven, te meer daar deze algoritmen veelal 
voor precies een probleem ontwikkeld zijn. Numerieke programmatuur voor par-
tiele differentiaalvergelijkingen is dan ook (nog) vrij zeldzaam; het is 
weinig zinvol voor een enkel probleem een algoritme in een programmatheek op 
te nemen en uitvoerig te documenteren, tenzij het probleem in kwestie van 
voldoende importantie is, dat wil zeggen dat anderen dan alleen de auteur 
van het algoritme, hetzelfde probleem, met bijvoorbeeld andere begin- en 
randvoorwaarden, ook willen oplossen. In het algemeen echter zou men een 
algoritme pas dan in een programmatheek willen opnemen wanneer een voldoend 
grote klasse van begin-randwaardeproblemen hiermee opgelost kan worden; maar 
hoe groter de toepasbaarheid, hoe geringer de efficientie en daarmee deste 
groter de neiging van de gebruiker om of het zelf maar te programmeren of 
naar een numericus te stappen om hem de zaak te laten opknappen. Hoe het 
ook zij, geen van de vier programmatheken waaraan dit colloquium gewijd is, 
hebben programmatuur waarmee reahtstreeks begin-randwaardeproblemen opge-
lost kunnen worden. (Voor de volledigheid willen we hier nog wel wijzen op 
enkele programmatuurpakketten die geen deel uitmaken van een grotere pro-
grammatheek en speciaal ontwikkeld zijn voor bepaalde klassen van partiele 
differentiaalvergelijkingen; het betreft de pakketten van MORRIS en 
SCHIESSER [1968], CANDENAS en KARPLUS [1970], ZELLNER [1970], SINCOVEC en 
MADSEN [1975] en van COHEN en GROSSMAN [1975].) Het ontbreken van partiele 
differentiaalvergelijkingen-programmatuur in een programmatheek wil niet 
zeggen dat dit soortproblemen dan maar apart geprogrammeerd moet worden. In 
deze voordracht zullen we een methods bespreken waarmee een begin-randwaar-
deprobleem tot een beginwaardeprobleem voor gewone differentiaalvergelijkin-
gen gereduceerd kan worden, zodat we dan alleen nog maar een programmatheek 
met goede "gewone differentiaalvergelijkingen-integratoren" nodig hebben. 
2.2.2 Concrete practijkproblemen 
Aan de hand van een drietal practijkproblemen willen we laten zien hoe 
men toch met behulp van de programmatheken ACCULIB, IMSL, NAG en NUMAL 
niet-triviale problemen kan oplossen wanneer we zelf ook een "klein beetje 
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werk willen verzetten". In deze paragraaf wordt een korte bespreking ge-
geven van de gekozen practijkproblemen. Het eerste probleem betreft een niet-
lineaire warmte-diffusie in een staaf waarin aanvankelijk een temperatuur-
sprong voorkomt. Dit probleem is afkomstig van het FOM-laboratorium en is 
op het MC uitvoerig bestudeerd. Het tweede probleem is ontleend aan HOUGHTON 
en KASAHARA [1968], genoemd in SINCOVEC en MADSEN [1975], en beschrijft de 
niet-lineaire stroming over een geisoleerde barriere in een rivierbedding. 
Het derde probleem, de voorspelling van de waterstanden op de Noordzee, is 
in het kader van de Delta-commissie ingesteld na de stormramp van 1953, diep-
gaand onderzocht op het MC, zowel wat de analytische als de numerieke as-
pecten betreft. 
2.2.2.1 Niet-lineaire diffusie met discontinue beginvoorwaarden 
Gegeven de eendimensionale, parabolische differentiaalvergelijking 
(2.2.2.1) 8T [ o2 1 () l at = (a.T+fl) -- + - - T ()x2 X dXj 
voor alle niet-negatieve waarden van de plaatsvariabele x en de tijdsvaria-
bele t, met de randvoorwaarden 
(2.2.2.2) 8T ()x(t,0) 0 
T(t,oo) 0 
en de beginvoorwaarde 
(2.2.2.3) T(O,x) 
,0 s t s 
voor 0 s x s 
0 voor x > 1 
Gevraagd de oplossing van (2.2.2.1) - (2.2.2.3) met een nauwkeurigheid 
van 1% voor een reeks waarden van a. < 0 en S > 0 voor O s x s 2 en tot het 
tijdstip waarop T(t,0) ~ 2 T(t,2). 
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2.2.2.2 Niet-lineaire stroming over een parabolische drempel 
Gegeven het eendimensionale stelsel van hyperbolische differentiaalver-
gelijkingen 
au au a 
Clt = - u- - ~(h+b) ax 
(2.2.2.4) ,0 $ t $ 1.83, Ix! $ 400 
ah a 
Clt = - -(hu) ax 
waarin u de horizontale snelheid, h de diepte, b de bedding, x de coordinaat 
langs de rivier, t de tijd en g de versnelling van de zwaartekracht (g 
2 
= 980 cm/sec) voorstelt (zie SINCOVEC en MADSEN [1975]); de functie b wordt 
gegeven door 
(2.2.2.5) b(x) 
de beginvoorwaarden door 
(2.2.2.6) u(O,x) 40, h(O,x) 20-b(x) 
en de randvoorwaarden door 
(2.2.2.7) u(t,-400) u(t,400) 40, h(t,-400) h(t,400) 20. 
Gevraagd de oplossing van (2.2.2.4) - (2.2.2.7) in de rechthoek 
Jxl $ 400, 0 $ t $ 1·83 met een nauwkeurigheid van 1%. 
2.2.2.3 Gelineariseerd Noordzeemodel 
Gegeven het stelsel 2-dimensionale, hyperbolische vergelijkingen 
au a 
at" = - AU + WV - g dX Z + fX, 
dV d (2.2.2.8) . at"= - WU - AV - g Cly z + fy, 
a z - h-9.._ u - h-9.._ v 
at" = 3x Cly ' 
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waarin z en h respectivelijk de verhoging en de diepte van de zee 
in rust, u en v de horizontale snelheidscomponenten, A de bodemwrijvings-
-6 -6 
coefficient (A= 25 10 /sec), w de Coriolisparameter (w = 125 10 /sec), 
2 
g de versnelling van de zwaartekracht (g = 9.8 m/sec ), fx en f de horizon-y 
tale componenten van de door de wind uitgeoefende schuifkracht, x en y de 




voor 0 s x s 4 105 0 
(2.2.2.9) 
u(t,0,y) 5 u(t,4 10 ,y) 
en de beginsvoorwaarden 
0 voor 
(2.2.2.10) u(O,x,y) v(O,x,y) z(O,x,y) 0. 
Gevraagd de oplossing van (2.2.2.8) - (2.2.2.10) in het gebied 
0 s x S 4 105 , 0 s y s 8 105 , 0 s t s 36 103 voor het windveld 
(2.2.2.11) f 
x 
o, f y 




Gevraagde nauwkeurigheid 10%. 
2.2.3. Semi-discretisatie 
+ (_Y )2] 
\8 105 . 
Onder semi-discretisatie (ook wel parti~le discretisatie of de methode 
der lijnen genoemd) verstaat men de vervanging van het door de plaatsvaria-
~ 
belen doorlopen gebied door een rooster met roosterpunten x., de vervanging 
.... · J 
van de afhankelijke variabelen door op de roosterpunten x. gedefinieerde J 
roosterfuncties, en tenslotte de vervanging van alle differentiaties naar 
plaatsvariabelen door op het rooster gedefinieerde differentiaalquotienten. 
Bijvoorbeeld wanneer men in het (x,y)-vlak de roosterpunten 
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.... (2.2.3.1) x. 
J 
(kllx,.llly) , j (k,.l), 
waarin k en .l gehele getallen, llx en lly gegeven roosterpunt-afstanden zijn, 
definieert dan zou men a;ax en a/ay kunnen vervangen door differentie-
operatoren [a/ax] en [a/ay] gedefinieerd door 
(2.2.3.2) Lax] f(xk,y.t) 
f(~+llx,y.t)-f(~-llx,yl) 
2llx 
en iets analoogs voor [a/ayJ. 
Op deze wijze kan een begin-randwaardeprobleem voor een partiele dif-
ferentiaalvergelijking in een beginwaardeprobleem voor een stelsel gewone 
differentiaalvergelijkingen omgezet worden. We zullen dit uitvoeren voor de 
drie in de vorige paragraaf genoemde problemen. 
2.2.3.1 Het diffusie-probleem 
In de oorspronkelijke behandeling van dit probleem werd de partiele 
differentiaalvergelijking eerst getransformeerd met behulp van de transfor-
matiefunctie 
(2.2.3.3) 
z = 3x 
z = x voor < 4 x - s' 
4 6 
z = x + 5 voor x ~ S' 
tot de vergelijking 
(2.2.3.4) 
~ voor lx-11 ~ S' 
( d2z 1 dz) a l + -+-- -J T. dx2 x dx az 
Hiermee wordt bereikt dat een equidistant rooster op de z-as correspondeert 
met een zeer fijn rooster in de buurt het kritische punt x = 1 op de x-as. 
Verder zullen we in de buurt van het kritische punt z = 7/5 (i.e. x = 1) de 
beginvoorwaarde vervangen door 
(2.2.3.5) T(O,x(z)) = ! [1+cos(5~-6rr)], ~ ~ z ~ ~-
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We zijn nu zover om de semi-discretisatie uit te voeren: we vervangen 
de continue variabele z door de discrete variabele j 6 z, waarin 6 z de 
roosterpunt-afstand is. Verder schrijven we kortheidshalve 
(2.2.3.6) 
(~)2 = a(z), a(j6z) = aj, 
d2z 1 dz . 
- 2-+-d=b(z), b(]6Z) b], 1 dx x x 
T(t,x(j6z)) T, (t) 
J 
en benaderen we in j 6 z, aT/az en a2T/az2 door respectievelijk 
(2.2.3.7) 
T, 1-2T, +T, l J+ J r 
(6zl 2 
We vinden dan het volgende stelsel gewone differentiaalvergelijkingen: 
dTO 4 
dt = (6z)2 (aTO+S) aO (Tl-TO)' 
dTj = l 
d --2 (aT.+6) [a .-i6b .)T. 1-2a,T .+(a.+i6zb.)Tj 1J,j t (6.z) J J J J- J J J J + 1, 2 I • • • • 
Dit is een oneindig groot stelsel; in de practijk integreert men uiteraard 
alleen de relevante vergelijkingen, dat wil zeggen wanneer j zo groot is 
(j6z zo groot) dat T. beneden een bepaalde drempel gezakt, worden geen 
J 
verdere differentiaalvergelijkingen meer beschouwd. In het begin van het 
integratieproces is het aantal vergelijkingen nog gering (nl. 8/56z) maar 
wordt groter naarmate de warmte zich naar rechts uitbreidt. 
2.2.3.2 Het drempel~probleem 
Kiezen we een uniform rooster met roosterpunten j 6 x langs de rivier, 






d~ = - 21x (uj+l-uj-1) - 2~x(hj+l+bj+l-hj-lbj-1)' 
dh. 




dt - 2 ,x (800-h. 1u. 1>. '-' Jo- Jo-
400-6x Hierin is j 0 =~en loopt j van -j0 + 1 tot en met j 0 - 1. 
2.2.3.3 Het Noordzee-probleem 
Kies in het (x,y)-vlak een rooster met vierkante maten van 6 x by 6 x 
meter; om de notatie wat compacter te maken definieren we de getallen 
4 105 8 10 5 
K = -s:;;:- I L = -s:;;:-
en de schuif-operatoren X± en Y± gedefinieerd door 
~+1,l 
~,l±l 
waarin u de numerieke benadering voor u(k6x,l6x) voorstelt. 
Het begin-randwaardeprobleem (2.2.2.8) - (2.2.2.10) kan nu benaderd 
worden door het stelsel differentiaalvergelijkingen: 
(2.2.3.lOa) Interne punten du ~ dt = - A u + w v - 26x (X+-X_)z + fx' 
(k=l,2, •.. ,K-1, dv a dt = - w u - A v - ----"-- (Y -Y )z + f 26x + - y' 
l=l ,2, ... ,L-1) dz h dt = - 26x ((X+-X_) u + (Y+-Y_)v); 
(2.2.3.lOb) Hoekpunten 
du dvo O dvK o 
~ = --'- = __ ,_ = 
dt dt dt 





(2.2.3.lOc) Zuidkust du _L dt = - A u - 26x (X+-x_lz + fx' 
dv (k=l, .•• ,K-1, dt = 0, 
l=O) 
(2.2.3.lOd) Westkust du dt = O, 
(k=O, _L(y -Y ) z + f , 26x + - y 
l=l, .•• ,L-1) dz = - _E._ (2X u+(Y -Y )v}; dt 26x + + -
(2.2.3.lOe) Oostkust du = dt O, 
(2.2.3.lOf) 
(k dv _L dt = - A v - (Y -Y ) z + f , 26x + - y K, 
l=l, ... ,L-1) dz = - ~2h (-2X u+(Y -Y }v); dt 6x - + -
Oceaan-punten ddtu = - A u + w v - -L (X -x ) z + fx' 26x + -
dv _!I_ (k=l, .•• ,K-1, dt = - w u - A v + y z + f, 26x - y 
l=L) dz dt = o. 
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2.2.4. Kenmerken van door semi-discretisatie verkregen stelsels 
Een gemeenschappelijk kenmerk van de stelsels (2.2.3.8), (2.2.3.9) en 
(2.2.3.10) is het relatief grote aantal vergelijkingen. In het diffusie-
probleem zal bij een maaswijdte van 6z = 1/10 (dan wordt de beginvoorwaarde 
in het critische interval 6/5 ~ z ~ 8/5 door 5 punten gepresenteerd) , het 
aantal differentiaalvergelijkingen minimaal 16 bedragen en kan oplopen tot 
100 vergelijkingen. In het d:t>errrpel-probleem krijgen we voor 6x ~ 1 een 
stelsel van 797 differentiaalvergelijkingen en het Noordzee-probleem telt 
voor mazen van 10 bij 10 km, 3(K+1) (L+l) = 9963 differentiaalvergelijkingen. 
Een tweede kenmerk is dat het spectrum van de Jacobiaan van door partiele 
discretisatie verkregen stelsels meestal of in een strook langs de negatieve 
as (parabolische vergelijkingen) of in een strook langs de imaginaire as 
(hyperbolische vergelijkingen) ligt. We zullen dit nagaan voor de stelsels 
(2.2.3.8) en (2.2.3.9); voor het stelsel (2.2.3.10) verwijzen we naar 
FISCHER [1959]. 
2.2.4.1. Het diffusie-probleem 
De matrix van partiele afgeleiden van het rechterlid van 2.2.3.8 (de 
Jacobiaan van het stelsel) is van de vorm: 
- 4a0 (d0+a(T0-T1>> 4a0d0 0 0 0 
d 1 c~ -2a1d 1+e1 + 0 0 dlcl (2.2.4.1.) 




c. a. ± 6 z bj, J J 
d. a T. + S, J J 
a(c~ + e. T. 1-2a. T. +c. T. 1) . J J J- J J J J+ 
We hebben te maken met een tridiagonale matrix; hiervan is bekend dat de 
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eigenwaarden reeel zijn wanneer de neven-diagonaalelementen allen hetzelfde 
teken hebben (zie e.g. Wilkinson [1968, p. 333]). Aangezien de diffusie-
± 
coefficient d. positief verondersteld mag worden gaan we na hoe c. zich ge-
J J 
± ± • "f draagt; volgens de definitie van c. geldt in elk geval dat alle c. pos~t~e 
2 J J 
zijn als ~ z ~ 0 (a= (az/ax) ), zodat het voor de handligt om de voor-
waarde 
a. 
(2.2.4.2) ~ z < 2 lb]-, j 
J 
0,1,2, ••• , 
te stellen. Het is eenvoudig na te gaan dat in het geval (2.2.3.3) aan 
(2.2.4.2) zeker voldaan is als ~ z ~ 1/10; zodat conditie (2.2.4.2) slechts 
een geringe beperking voor het rooster vormt. 
Een verdere analyse van de Jacobiaan (2.2.4.1) leert dat de diagonaal-
elementen als negatieve getallen beschouwd kunnen worden omdat T0-T1 en de 
termen ej verwaarloosd kunnen worden ten op zichte van 4 a0 d0 en 2 aj dj. 
Toepassing van de stelling van Gerschgorin leert dan dat de eigenwaarden 
van (2.2.4.1) ongeveer in het interval 
(2.2.4.3) 
liggen. Substitutie van aj en dj geeft het "veilige" eigenwaarde-interval 
(2.2.4.3 1 ) [- 168 2 I 0] • 
(~z) 
2.2.4.2. Het drempelprobleem 








0 g 0 0 
-g 0 g 0 
J12 
0 
-g 0 g 
0 -g 0 
hl . 0 0 
-Jo 
-h 
-jo 0 h2 . 0 -Jo 
J21 
0 -h 0 h. 2 j0-2 J -0 
0 0 -h. 
Jo-1 
0 
en waarin J 22 uit J 21 afgeleid kan worden door h door u te vervangen. 
Omdat de roosterfuncties u. en h. als langzaam met j varierende func-
J J 
ties beschouwd kunnen worden (uiteraard voor een voldoend fijn rooster) zijn 
de matrices Jrk "bijna" scheefsymmetrisch. Men kan aantonen dat voor con-
stante roosterfuncties u. en h. de eigenwaarden van dit type matrices zuiver 
J J ' 
imaginair zijn (methode van constante coefficienten van VON NEUMANN (zie 
RICHTMYER-MORrON [1967])); de eigenwaarden van J blijken namelijk voor u. 
J 
en hj constant dezelfde te zijn als die van de matrix 
i sin (yllx) 
llx 
waarin Y de waarden ± 1, ± 2, ... doorloopt. We vinden voor de eigenwaarden 
c: 
(2.2.4.5) c u±/gh . 
-~ J. sin (yllx), 
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waaruit het imaginaire eigenwaarde-interval 
(2.2.4.6) [ - lul+/gh. lul+/gh.] ~x i, ~x i 
volgt. Voor niet-constante roosterfuncties neemt men aan dat de eigenwaarden 
van J "ongeveer" in het grootste van de door de methode der constante coef-
ficienten verkregen intervallen liggen. 
2.2.4.3. Het Noordzee-probleem 
Op dezelfde wijze als voor het drempel-probleem kan men afleiden dat 
de eigenwaarden bij het Noordzeeprobleem (2.2.3.10) "ongeveer" liggen in het 
grootste van de lokale intervallen (vergelijk FISCHER [1959]) 
(2.2.4.7) 
2.2.5. Numerieke integratie van de stelsels differentiaalvergelijkingen 
Bij de keuze van een routine uit de bibliotheken ACCU, IMSL, NAG en 
NUMAL voor de integratie van de drie gestelde problemen zijn de voornaam-
ste richtlijnen: 
1. het betreft grate tot zeer grate stelsels 
2. d_e gevraagde nauwkeurigheid is niet meer dan 1%. 
Hiermee vallen in principe alle irrrpliciete of semi-irrrpliciete en alle 
hage arde methoden af. Uit de documentatie van de genoemde programmatheken 
blijkt dan dat overblijven de in onderstaande tabel genoemde routines. 
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TABEL 1 
Routines beschikbaar voor de integratie van de stelsels 
(2.2.3.8), (2.2.3.9) en (2.2.3.10) 
Programmatheek Routine Geheugen Geschikte problemen 
IMSL DASCRU = 2F Sn Diffusie; Drempel 
NAG r:i AA(F) 02A BA(F) = 6 AF Sn Diffusie; Drempel 
NUMAL EXP.FIT.TAY. = 17A 3n 
MOD.TAY. = 22A 2n 
EFRK = 23A 2n 
ARK(MAT) = 2SA 3n Diffusie; Drempel; Zee 
Deze routines komen overeen met degenen die in de ochtendbijeenkomst ge-
noemd werden (in de routine-kolom is de codering uit hoofdstuk 2.1 aan de 
routinenaam toegevoegd) . We zullen deze routines afzonderlijk nader toe-
lichten. 
2.2.S.1. De routine DASCRU 
DASCRU is gebaseerd op de Merson-algorithme, een 4e orde Runge-
Kuttamethode met ingebedde foutenformule. Hiervoor zijn S rechterlid-
evaluaties per stap nodig; de algorithme is vrij optimaal geimplementeerd 
en vraagt slechts ruimte voor Sn plaatsen (n is het aantal differentiaal-
vergelijkingen) plus nog wat werkruimte. Het diffusie- en het drempel-
probleem met respectievelijk minder dan 100 en ongeveer 800 vergelijkingen 
kan zonder moeite geintegreerd worden. Omdat DASCRU niet geschreven is 
voor stelsels afkomstig van partiele differentiaalvergelijkingen is de 
routine wel een wat dure integratiemethode voor problemen als het diffusie-
en drempelprobleem; zo is de stapkeuze-strategie, gebaseerd op een referen-
tie-oplossing, wat luxe voor ons bijzondere geval en zou een stapkeuze op 
grond van het stabiliteitsgebied van de algorithme veel tijd uitsparen. 
Ook de orde 4 is rijkelijk hoog voor een gevraagde nauwkeurigheid van 1%. 
In tabel 2.2.2 zijn wat numerieke resultaten opgenomen; deze zijn ontleend 
aan li!Xperimenten uitgevoerd door J. Petiet op de CYBER van SARA. Wat het 
Noordzeeprobleem met zijn ongeveer 10.000 vergelijkingen betreft, wij 
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hebben de voorkeur gegeven dit probleem met een meer op partiele differen-
tiaalvergelijkingen gerichte routine te integreren (zie paragraaf 2.2.5.4). 
2.2.5.2. De routine D02AAA(F)/BA(F) 
Dit viertal routines (2 in FORTRAN en 2 in ALGOL 60) is ook gebaseerd 
op de Merson-aZgorithme. De FORTRAN-implementaties vragen een geheugen-
ruimte van de orde Sn, de ALGOL 60-versies zouden zelfs 22n plaatsen 
vragen, althans volgens de betreffende documentatie. Voor het overige 
gelden dezelfde opmerkingen als gemaakt voor DASCRU. 
·Numerieke resultaten weer ontleend aan experimenten gedaan door J. Petiet 
vindt men in tabel 2. 
2.2.5.3. De routines EXP.FIT.TAY, MOD.TAY en EFRK 
Deze routines zijn weliswaar gebaseerd op algorithmen speciaal ont-
worpen voor grote stelsels, maar minder geschikt voor de beschouwde pro-
blemen. EXP.FIT.TAY. en MOD.TAY. omdat ze behalve de rechterlid-functie 
ook haar afgeleiden nodig heeft, en EFRK omdat deze procedures pas tot z'n 
recht komt bij eigenwaarden-spectra waarin de eigenwaarden in clusters 
gegroepeerd zijn. 
2.2.5.4. De routine ARK 
Deze routine is speciaal ontworpen voor de integratie van niet-
Zineaire partieZe differentiaaZvergeZijkingen. Het geheugengebruik is ver-
houdingsgewijs gering, de orde van de methode is 1, 2 of 3 en kan door de 
gebruiker gekozen worden, en het stabiliteitsgedrag kan afgestemd worden 
op de te integreren vergelijking door het kiezen van het zogenaamde 
stabiliteitspolynoom en het opgeven van de spectrale radius van de Jaco-
biaan. Dit is dan tevens ook het nadeel van deze ~daptieve-!unge-!_utta­
methode: men moet het spectrum van de Jaeobiaan onderzoeken en daarbij 
de eoeffieienten van een gesehikt stabiZiteitspoZynoom (het array data 
[l:m]) opgeven. Voor verdere details en literatuur-verwijzingen raadplege 
men de NUMAL-manual. Hier volstaan we met een tweetal voorbeelden van 
stabiliteitspolynomen: 
(2.2.5.1) 2 1 3 l+z+iz +16z induceert een 2e orde methode, 




(2.2.5.2) 1 + z + ~ z 2 + 1 z3 induceert een 2e orde methode, 
geschikt voor hyperbolische verge-
lijkingen (imaginaire eigenwaarden) 
Het eerste polynoom is gebruikt voor de integratie van het dif fusiepro-
bleem, ~et tweede polynoom voor het drempelprobleem; resultaten van J. 
Petiet vindt men in tabel 2. 
2.2.5.5. De routine ARKMAT 
ARKMAT is een 2-dimensionale versie van ARK, dat wil zeggen de 
differentiaalvergelijking kan aangeboden worden in de vorm 
dY 
dt F(t,Y), 
waarin Y een (rechthoekige) matrix is en F een matrix-functie van t en Y 
is. Voor de integratie van stelsels afkomstig van 2-dimensionale partiele 
differentiaalvergelijkingen is zo'n matrix-versie handig, anders zouden 
de 2-dimensionale roosterfuncties in een een-dimensionaal array opgeslagen 
moeten worden, hetgeen een bron van vergissingen kan worden. 
Met ARKMAT en het polynoom (2.2.5.2) zijn de Noordzeevergelijkingen 
(2.2.3.10) geintegreerd door H.G.J.Rozenhart; de resultaten vindt men in 
tabel 3. Hierbij moet wel opgemerkt worden dat de integratie van om-
vangrijke problemen als het Noordzeeprobleem, het verantwoord maken "ad 
hoe" methoden te ontwikkelen die dan veel efficienter kunnen zijn dan 
ARKMAT. Anderzijds werden onderstaande resultaten binnen 2 weken ver-
kregen, terwijl b.v. een "special purpose" methode zoals die van LEENDERTSE 
[1967] vele manmaanden heeft gevergd. 
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Numerieke resultaten verkregen voor het diffusie- en het drempel-probleem 
DASCRU tijd x = 0 x = 0.8 x = 0.959 x = 1.041 x = 1.2 x = 2.0 
diffusie probl. 0.63 1.00 0.84 0.62 0.51 0.32 0.03 
LIZ= 0.1 4.0 0.69 0.52 0.45 0.41 0.34 0.16 
a = -0.263, S = 0.291 
D02A 
diffusie probl. 0.63 1.00 0.84 0.62 0.51 0.32 0.03 
LIZ= 0.1 4.0 0.69 0.52 0.45 0.41 0.34 0.16 
a,13 + DASCRU 
ARK 
diffusie probl. 0.63 1.00 0.84 0.62 0.51 0.32 0.03 
LIZ= 0.1 4.0 0.69 0.52 0.45 0.41 0.34 0.16 
a,13 + DASCRU 
DASCRU tijd x = -40 x = -20 x = 0 x = 20 x = 40 x = 60 
drempel probl. 0.5 22.1 21.5 19.7 18.2 19.9 18.9 
fix = 1 1.0 21. 7 20.5 17.8 10.3 19.8 19.8 
bij t = 1.5 een TIME LIMIT 
D02A tijd x = -40 x = - 20 x = 0 x = 20 x = 40 x = 60 
drempel probl. 0.5 22.09 21.5 19.7 18.2 19.9 18.9 
fix = 1 1.0 21. 7 20.5 17.8 10.3 19.8 19.8 
bij t = 1.5 een foutmelding (D02AF WITH ERROR 1) 
ARK tijd 
drempel probl. 0.5 22.1 21.5 19.7 18.2 19.9 18.9 
fix = 1 1.0 21. 7 20.5 17 .9 10.4 19.8 19.7 
















01 -01 .42 -01,44 
02 -04 -18 -04.33 
03 -06.08 -06.52 
04 -06.97 -07.60 
05 -08.07 -08.74 
06 -09.68 -10.55 
07 -11.13 -12.45 
08 -12.39 -13.95 
01 -02.25 -02.34 
02 -04·17 -04.54 
03 -05·83 -06.13 
04 -07.41 -07.84 
05 -09.01 -08.80 
06 -10.75 -10 .15 
07 -12,06 -11.18 
08 -13.58 -12.86 
01 -02.22 -02.42 
02 -04.25 -04 .59 
03 -05.95 -06.37 
04 -07.49 -07.76 
05 -09.15 -08.74 
06 -10,48 -09. 72 
07 -11. 83 -11. 07 
08 -13.43 -12.63 
TABEL 3 
Numerieke resultaten verkregen voor het Noordzeeprobleem met ARI<MAT en nx resp. 40, 20 en 10 km 
waterstanden zuidkust in m waterstanden oostkust in m 
-01 .45 -01 .46 -01 .48 -00.60 +00 .16 +oo .10 +00.20 +00.22 
-04.49 -04.69 -04.76 -01. 76 +00. 77 +01.08 +01. 29 +01. 35 
-06.90 -07.68 -07.66 -03.10 +01.15 +02.49 +03. 32 +03.55 
-07.79 -09.42 -08.79 -04. 79 +00.22 +03.45 +05.47 +06. 32 
-07.91 -10.22 -08.50 -06. 76 -02 .17 +02.99 +06.47 +08.82 
-08.34 -10.74 -08.17 -08.51 -04.87 +00.94 +05.52 +10.33 
-09.37 -11.36 -08.68 -09.49 -06.46 -01.83 +02.91 +10.35 
-10.73 -12 .30 -09.83 -09.84 -06.68 -04.06 -00.08 +08.79 
-02.43 -02.47 -02.52 -02.62 -02.64 +00 .15 +00.38 +00.38 +00.39 +00.40 +00.41 
-04.99 -05.25 -05.56 -06.23 -06.21 -00.60 +01-84 +02.04 +02.18 +02.22 +02.24 
-06.53 -06.62 -07.04 -07.48 -07.01 -03.62 +02 .12 +03.47 +04.38 +04.80 +04.83 
-08.37 -08.11 -08.64 -08.44 -08.01 -05.49 -oo.58 +02.45 +04.76 +06.94 +07.47 
-08.85 -08.44 -09.07 -09.66 -09.50 -05.53 -02. 97 -00.32 +02 .34 +07. 36 +10.07 
-09.60 -09.03 -09.59 -10.18 -07.47 -06.88 -03.00 -01. 95 -00.31 +05.01 +11. 93 
-10.62 -09.86 -10.54 -10.63 -09.86 -07.91 -03.80 -02. 23 -00.79 +02.01 +11.59 
-12.32 -11.22 -11.72 -11. 52 -10.91 -07.74 -05.31 -03.20 -01,35 +01.12 +08.66 
-02.66 -02.81 -02,97 -03.34 -03.54 +00.48 +00.64 +00.64 +00,64 +00.65 +00.65 
-04.95 -05.14 -05.34 -05.55 -05.41 -01.15 +02.31 +02.50 +02.53 +D2-53 +02.52 
-06.80 -06.99 -07 .10 -07.22 -07.46 -03.26 +01. 72 +03.95 +04.81 +05.06 +05.05 
-08.02 -08.07 -08.16 -08.54 -08.64 -04.89 -00.89 +01. 52 +04.62 +07.54 +07.81 
-08.55 -08.72 -08.95 -09.28 -09.38 -05.51 -01. 75 +00.24 +01. 70 +07.37 +10.56 
-09.36 -09.32 -09.42 -09.85 -10. 19 -06.75 -02.97 -01.40 +01.01 +04. 14 +12.61 
-10.51 -10.38 -10.23 -10. 29 -10,53 -07.11 -03.93 -01. 91 -00.61 +03-33 +11 .'53 





















































3.1. Oplossen van tweepunts randwaardeproblemen 








Voor tweepunts randwaardeproblemen bestaat weinig programmatuur die 
eenvoudig toegankelijk is. In de programmatheken ACCULIB en IMSL vinden 
we geen programma's die direkt in staat zijn een tweepunts randwaarde-
probleem op te lossen. In de NAG-programmatheek vinden we 2 routines en 
in de NUMAL vinden we 4 routines voor bepaalde klassen van tweepunts rand-
waardeproblemen. Bovendien vinden we in NUMAL een routine voor het schatten 
van onbekende parameters, die ook voor tweepunts randwaardeproblemen ge-
bruikt kan worden. 
De oorzaak van dit gebrek aan algemene routines voor randwaardepro-
blemen kan wellicht gevonden worden in het feit dat programma's voor deze 
problemen praktisch altijd efficienter worden wanneer ze zich beperken tot 
een deelklasse van problemen. Dit houdt in dat men snel geneigd zal zijn 
voor ieder probleem afzonderlijk een programma te schrijven dat juist dat 
ene probleem efficient oplost. We vinden dan ook, naast de routines die 
speciaal bestemd zijn voor randwaardeproblemen, in de meeste programma-
theken een arsenaal van routines voor het oplossen van ijle lineaire stel-
sels. Deze routines maken het mogelijk om randwaardeproblemen op te lossen 
nadat de gebruiker ze zelf heeft gediscretiseerd. Voor de tweepunts rand-
waardeproblemen zijn hier vooral nuttig de routines die lineaire stelsels 
oplossen waarvan de matrix een bandstructuur heeft. 
Deze noodzaak tot het schrijven van ad hoe programma's zal echter ver-
dwijnen als er toch voldoend efficiente programma's voor algemene proble-
men gemaakt worden. Naast de programmatuur die in de programmatheken be-
schikbaar is, zijn er op verschillende plaatsen programma's in voorbe-
reiding. We willen hier in het bijzonder vermelden een programma van 
Bulirsch en Stoer, gebaseerd op de multiple-shooting techniek (de defini-
tieve publicatie is voralsnog onbekend) en programma's door Keller en 
Pereyra die gebaseerd zijn op een discretiserings-methode. 
3.1.2. Oplossings methoden 
Vele studies zijn verricht op het gebied van het numeriek oplossen 
van tweepunts randwaardeproblemen en nog steeds worden nieuwe en betere 
algoritmen ontwikkeld. Hoewel het onmogelijk is hier een overzicht te 
geven van de bestaande theorieen en methoden, is het toch van belang de 
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belangrijkste principes kort uiteen te zetten. 
Een tweepunts randwaardeprobleem bestaat uit een (stelsel) differen-
tiaalvergelijking (en) die gedefinieerd is (zijn) op een interval [a,b]; 
bovendien zijn condities van de functie gegeven in a en b. Voor het 
numeriek oplossen van deze problemen onderscheiden we twee klassen van 
methoden: de sahietmethoden en de disaretiseringsmethoden. Voor de beide 
basisprincipes zijn veel varianten mogelijk. 
Schietmethoden 
Schietmethoden reduceren het probleem tot een serie beginwaardepro-
blemen. De differentiaalvergelijking wordt geschreven als een stelsel van 
n eerste orde vergelijkingen en aan de rand (zeg x =a) wordt een aantal be-
ginwaarden gekozen die in overeenstemming zijn met de randcondities voor 
x = a. De ontbrekende beginvoorwaarden bij x = a worden geintroduceerd als 
onbekende parameters. 
Met verschillende waarden voor deze parameters wordt het beginwaarde-
probleem geintegreerd van a naar b. Aan de hand van de verkregen oplossing 
in b worden de parameters, in een iteratief proces, zodanig bepaald dat 
het beginwaardeprobleem aan de condities van het randwaardeprobleem vol-
doet. Verschillende varianten op deze schietmethode zijn mogelijk: 
1. integratie van het beginwaardeprobleem van b naar a i.p.v. van a naar b. 
2. integratie van a naar r, a < r < b, en van b naar r. In deze variant 
worden aan beide randen onbekende parameters geintroduceerd. Deze para-
meters worden nu z6 bepaald dat de oplossingen op de intervallen (a,r) 
en (r,b) op elkaar aansluiten in x = r (continuiteit van de oplossing). 
3. multiple-shooting. 
Hierbij wordt het interval [a,b] verdeeld in meer deelintervallen 
b. 
Op ieder deelinterval wordt een beginwaardeprobleem opgelost. De para-
meters voor de onbekende beginvoorwaarden worden nu zodanig bepaald dat 
de uiteindelijke oplossing continu is in alle punten xi, 1 ~ i ~ N - 1, 
en zodat aan de randvoorwaarden wordt voldaan. 
De belangrijkste moeilijkheid bij het oplossen van tweepunts rand-
waardeproblemen met een schietmethode is de mogelijk grote instabiliteit 
van een probleem. We illustreren dit met het volgende, eenvoudige probleem 
104 
y" - (p+q)y' + pq y s, a s x s b, 
y(a) a, y(b) 13. 
Dit probleem is stabiel wanneer pq < O; d.w.z. als pq < 0 dan veroorzaakt 
een kleine verstoring in de gegevens s,a of 13 oak een kleine storing in de 
oplossing y. Het beginwaardeprobleem dat wordt opgelost wanneer een schiet-
methode wordt toegepast heeft een Jacobiaan met eigenwaarden p en q wanneer 
het in voorwaartse richting wordt geintegreerd of met eigenwaarden -p en -q 
als het in achterwaartse richting wordt geintegreerd. Voor een stabiel twee-
punts randwaardeprobleem verschillen p en q van teken. Het beginwaardepro-
bleem is instabiel. Als voor een eigenwaarde (zeg p) bovendien JpJ groat is, 
dan is het beginwaardeprobleem stijf (p<O) of sterk instabiel (p>O). In 
beide gevallen is het berekenen van de onbekende parameters een slecht ge-
conditioneerd probleem. 
Discreteriseringsmethoden 
Discretiseringsmethoden gaan uit van een partitie van het interval 
[a,b], d.i. een (groat) aantal punten xi zodat a= x0 < x 1 < •.. < xn b. 
De oplossing wordt nu berekend voor deze van te voren gegeven x-waarden. 
Hiertoe warden de differentiaaloperator en het rechterlid van de vergelij-
king gediscretiseerd. Voor discretisatie behoeft de vergelijking niet ge-
reduceerd te warden tot een stelsel eerste orde vergelijkingen. De discre-
tisering kan op vele verschillende manieren plaatsvinden. Het uiteindelijke 
resultaat is echter dat de differentiaalvergelijking en de randcondities 
warden teruggebracht tot een (groat) stelsel algebraische vergelijkingen. 
De oplossing van dit stelsel levert de waarden van de gevraagde functie 
op de te voren gegeven partitie. 
De belangrijkste varianten van de discretiseringsmethoden zijn de 
differentiemethoden en de globale methoden. 
Differentiemethoden zijn het eenvoudigst. Hierbij warden de differen-
tiaaloperatoren direkt vervangen door differentieoperatoren. De differen-
tiemethoden warden voornamelijk toegepast voor een lage orde van nauwkeu-
righeid en voor uniforme partities. 
Globale methoden baseren de discretisering op de keuze van een eindig 
aantal basisfuncties {~.} in de lineaire ruimte van alle mogelijke oplos-1 
singsfuncties. Een numerieke oplossing 
M 
l a.~.(x) j=O J J 
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wordt nu bepaald zodat yh(x), aan de hand van zekere criteria, zo goed mo-
gelijk aan de differentiaalvergelijking en aan de randcondities voldoet. 
Tot deze groep van methoden behoren o.a. de aolloaatiemethoden, de Galerkin~ 
methoden en de kleinste-kwadratenmethode. 
Globale methoden kunnen eenvoudig op een niet-uniforme partitie worden toe-
gepast en de constructie van deze methoden met een hoge orde van nauwkeurig-
heid is eenvoudiger dan voor differentiemethoden. 
3.1.3. OVerzicht van de beschikbare programmatuur 
In de programmatheken NAG en NUMAL zijn de volgende routines beschik-
baar voor het oplossen van tweepunts randwaardeproblemen. 
1. D02ADA/F (NAG) 
Deze routine lost een tweepunts randwaardeprobleem op voor een stelsel 
gewone differentiaalvergelijkingen over een interval [a,b] 
(3.1.3.1) 
dyi 
dx = fi(x,yl, .•• ,yN), i 1,2, ••• ,N. 
De procedure gebruikt de bovengenoemde variant no. 2 van de schietmethode. 
De gebruiker specificeert een getal r, a < r < b, waarna beginwaardeproble-
men worden opgelost van a naar r en van b naar r. Naast de N vergelijkingen 
(3.1.3.1) moet de gebruiker N randwaarden opgeven, sommige voor x = a, de 
andere voor x = b. Bovendien moet de gebruiker een beginschatting geven 
voor de ontbrekende randwaarden van y. 
De procedure levert na afloop de berekende waarden van y voor x = a 
en x = b en, als daarom gevraagd wordt, de berekende waarden van y op een 
equidistante partitie van [a,b]. De beginwaardeproblemen worden in 
D02ADA/F opgelost met een Runge-Kutta-Merson methode, de onbekende para-
meters worden bepaald met een vorm van Newton-iteratie. 
2. 1D02AGA/F (NAG) 
Deze routine heeft veel overeenkomst met D02ADA/F. Het randwaarde-
probleem wordt weer opgelost met een schietmethode, variant 2 (met de 
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Runge-Kutta-Merson integratiemethode en Newton-iteratie) . De routine is 
echter algemener in die zin, dat ook parameters die geen randwaarden zijn 
(eigenwaarden, coeffienten in de vergelijking etc.) bepaald kunnen worden. 
Het randwaardeprobleem dat kan worden opgelost luidt 
a < x < b, 
y(a) M ~ N. 
De functies fi' a, b, ya en yb moeten door de gebruiker worden gespecifi-
ceerd. Ook het punt r, a < r < b, waar de oplossingen van de beginwaarde-
problemen aan elkaar gepast moeten worden, kan worden opgegeven afhankelijk 
+ 
van p 1 , ••. ,pM. De procedure heeft een beginschatting voor p nodig en levert 
-+ 
een verbeterde waarde van p af. 
3. PEIDE (NUMAL) 
Deze procedure berekent parameters p1 , .•. ,pM zodanig dat 
(3.1.3.3) 
J 2 l I y. <x. > - s. I , j=l l. J J J 2: M, 
J geminimaliseerd wordt. Hierin is {(xj,sj)}j=l een gegeven verzameling pun-




dx = fi(x,y1•Y2•···•YN'P1•···•PM), i = 1., ••• ,N 
(3.1.3.4) 
Zo bepaalt PEIDE parameters in de vergelijking en in de randvoorwaarden, zo-
danig dat de oplossing van de vergelijking een gegeven verzameling "obser-
vaties" zo dicht mogelijk passeert. 
De routine gebruikt de multiple-shooting techniek waarbij punten 
x., a<x,<b, gebruikt kunnen worden als partitie-punten. De beginwaarde-
J J 
problemen worden opgelost met Gear's methode (geschikt voor stijve differ-
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entiaalvergelijkingen). De minimalisering van het residu (3.1.3.3) gebeurt 
met de methode van Marquardt. Hierbij maakt de procedure gebruik van, door 




i,k 1, ... ,N; j 1, ... ,M. 
De procedure PEIDE kan gebruikt worden voor het oplossen van het tweepunts-
randwaardeprobleem (3.1.3.1) door te nemen 
(3.1.3.5) 
Yi (a) = ya(pl,p2, ... ,pM) 
xj = b, sj = yi(j) (b), j 1,2, ••• ,M. 
4. FEMLAG, FEMLAGSYM, FEMLAGSKEW (NUMAL) 
Deze procedures lessen een probleem op van de vorm 
-(p(x)y'{x))' + r(x) y(x) f(x), 
(3 .1. 3. 6) 
-y"(x) + q(x)y'(x) + r(x) y(x) 
met de randvoorwaarden 
c 1y(a) + c 2y• (a) c 3 , 
c 4y(b) + c 5y• (b) c 6 • 
a s x s b, of 
f (X) I a s x s b, 
De oplossing wordt verkregen op een, van te voren gegeven, partitie 
a= x0 < x 1 < ••• < xN =b. Er zijn geen beginschattingen voor parameters 
nodig. Deze procedures gebruiken een Galerkin-methode en zijn zeer nauw-
keurig. De orde van nauwkeurigheid kan worden opgegeven en is O(h2), O(h4) 
of O(h6 ), waarin h de maaswijdte van de partitie is. De coefficient p(x) 
moet positief zijn. 
5. FEMHERMSYM (NUMAL). 
Deze procedure lost een 4-de orde differentiaalvergelijking op van 
de vorm 
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(3.1.3.7) (p(x) y"(x))" - (q(x) y'(x))' + r(x) y(x) 
met de randvoorwaarden 
y(a) 
y(b) 
c 1 , y' (a) 
c 3 , y' (b) 
f(X) I a ~ x ~ b, 
De waarden van y(x) en y' (x) op een van te voren gegeven partitie worden 
berekend met een Galerkin-methode. De orde van nauwkeurigheid is O(h4J, 
OCh6 J of O(h8 J. 
3.1.4. Het gebruik van de programmatuur 
In deze sectie lichten we het gebruik van de programmatuur toe aan de 
hand van een drietal problemen. Deze problemen zijn op verschillende ma-
nieren opgelost. De betreffende programmatuur en de bijbehorende numerieke 
resultaten kunnen worden gevonden in de bijlagen. 
3.1.4.1. Een zuiver tweepunts randwaardeprobleem 
We willen de hoek berekenen waaronder een projectiel afgeschoten 
moet worden om een bepaalde horizontale afstand af te leggen. De bewegings-
vergelijkingen zijn voor x(t) en y(t) 
{ x'' 
2 
sin </> -o.v (3.1.4.1) 
. y" 2 cos </> - g -o.v 
waarin 
v .1cx•J 2 + (y 1 J 2 (de snelheid van het projectiel) 
</> arctan(dy/dx) (de hoek met de horizontale richting) 
zodat de baan van het projectiel beschreven wordt door het stelsel 
(3.1.4.2) 
~ - tan"' dx - 'I' 
dv dx = g tan(</>)/v - o.v cos(<f>) 
d</> 2 dx = - g/v 
Met de constanten g = 9. 80665, a 0.0007 en de randvoorwaarden 
O,v 150 voor x 0 y 
y 0 voor x = 1500, 
willen we ~(0) berekenen. We schatten de (overige) randwaarden als 
~(0) = 1.15; ~(1500) = - 1.2; v(1500) = 135. 
3.1.4.2. Een parameter-schat probleem 
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Dit praktijkprobleem is ontleend aan de besliskunde. Orn een curve 
y(x) te berekenen die een optimale verkoopstrategie bepaalt, moeten we een 
parameter p > 0 bepalen, zodanig dat 
y' (x) 1 + p + log(3) exp(-niy) 
·~· [y n-2 1 . 1 n-1 1 . ] (3.1.4.3) l -:--;-(niy) J - I' l -:--;-(niy) J 
j=O J. j=O J· 
waarin i = i(x) = 3x+O.Ol en n > 1 een geheel getal. 
Deze vergelijking geldt op het interval [0,1]; de randvoorwaarden zijn 
y(O) = 0, y(l) = 2. Omdat weliswaar p > 0, maar de orde van grootte p 
onbekend is, introduceren we de nieuwe parameter P = log(p). We bepalen de 
waarde van p voor n = 10 en n = 20. 
3.1.4.3. Een niet-lineaire tweede orde vergelijking 
We willen het volgende probleem oplossen met een schietmethode en met 
een globale methode 
(3.1.4.4) {
y" = ey 
y(O) = y(l) = 0. 
op [0,1], 
De analytische oplossing is bekend en luidt 
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y(x) 2ln( c ) + ln2, 
cos(e(x-0.5)) 
(3.1.4.5) 
c P:l 0.6680278475. 
Voor de schietmethode schrijven we het probleem als 
(3.1.4.6) {y' = v 
v' = ey 
y(O) = y(l) O. 
Orn het probleem op te lossen met een globale methode gebruiken we de pro-
cedure FEMLAG. Deze procedure is alleen geschikt voor lineaire problemen en 




-yn+l + [e ]yn+l 
y 
[e n(y -1)]. 
n 
3.1.4.4. Een probleem dat niet opgelost kon worden met de beschikbare 
programmatuur 
Vele tweepunts randwaardeproblemen leveren toch grote moeilijkheden 
op wanneer we alleen beschikken over de programmatuur die in sectie 3.1.3 
genoemd is. Zo bleek het niet mogelijk om met een van de genoemde routines 
het volgende probleem op te lossen 
(3.1.4.8) 
waarin 
Epy" = g(y-z) 
{ pz" = -g(y-z) 
y' (0) 
y(l) 
O, z(O) = 0, 
1 1 Z I (0) = 0 I 
(3.1.4.9) £ = 0.143, p = 0.1743, n = 17.19. 
op [0,1] 
Dit probleem heeft zo een duidelijk stijf karakter. Ook echter met de para-
meters (waarmee het probleem minder stijf is) 
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£ = 0.685, p 4.028, n 17.23 
bleken de schietmethoden te falen. We wijten dit aan de sterke niet-linea-
riteit van het probleem die te grate moeilijkheden veroorzaakt voor de ge-
bruikte integratiemethoden. 
3.1.5. De algemene routines ontwikkeld door Pereyra en zijn medewerkers 
Zeals in de inleiding tot dit hoofdstuk reeds werd aangegeven, bestaan 
er nauwelijks algemene routines voor het oplossen van tweepunts rand-
waardeproblemen. 
Het is bekend, dat a.a. Keller en Pereyra, elk met hun medewerkers, 
aktief zijn op dit gebied. PEREYRA [1974] is echter de enige die een alge-
meen bruikbare routine (SYSSOL) gepubliceerd heeft; bovendien heeft hij 
reeds de beschikking over een experimentele, verbeterde versie (PASVAR), 
waarmee oak niet-uniforme roosters behandeld kunnen warden. 
Bij zijn ontwikkeling van algemeen bruikbare routines voor het oplos-
sen van randwaardeproblemen heeft Pereyra de bedoeling •. to achieve the 
quality and high standards of the general purpose software available for 
initial value problems. En ons inziens is hij daarin vrijwel geslaagd. 
We zullen ons beperken tot tweepunts randwaardeproblemen van het type:_ 
~ = f(x,y) 
(3.1.5.1) a ~ x ~ b 
met 
y en f: M-dimensionale vektorfunkties, 
A en B: konstante (MxM) matrices, 
C: konstante M-vektor. 
We nemen aan dat de gezochte oplossing y van (3.1.5.1) bestaat en 
geisoleerd is. Het gestelde probleem is dan: 
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Bereken een oplossing Y die over het gehele interval [a,b] 
slechts met een bij voorbaat aangegeven tolerantie van de 
exakte oplossing y mag afwijken. 
De door Pereyra behandelde voorbeelden en enkele toepassingen van ons lij-
ken de konklusie te wettigen dat de routines SYSSOL en vooral PASVAR het 
betrekkelijk automatisch en simpel oplossen van problemen als (3.1.5.1) 
mogelijk maken. 
De struktuur van SYSSOL en PASVAR is globaal als volgt. De basis is 
een discretiseringsmethode (vgl. 3.1.2), waarbij gebruik gemaakt wordt van 
eindige differenties. 
Dit betekent o.a. dat een bepaald rooster (partitie, mesh of grid) 
gegeven moet zijn. Bij een gegeven rooster leidt de discretisering tot een 
stelsel van eindig veel niet-lineaire vergelijkingen. De methode van Newton 
wordt toegepast om dit stelsel op te lossen, vgl. PEREYRA [1968, 1974, 
1975], KELLER [1974]. Op een efficiente wijze wordt door PEREYRA [1974] 
gebruik gemaakt van de bandstruktuur. 
Na de oplossing van dit stelsel vergelijkingen is dus een benadering 
van de exakte oplossing op het gegeven rooster bekend. Maar hoe goed is 
deze benadering? 
PEREYRA [1968] past nu de techniek van Iterated Deferred Corrections 
(IDC) toe om op het gegeven rooster een schatting van de fout te bepalen 
en vervolgens de benaderde oplossing (iteratief) te verbeteren. 
N.B. Pereyra claimt dat IDC efficienter is dan een techniek als Richardson 
extrapolatie, die b.v. door KELLER [1974] wordt toegepast. 
Wanneer verder verbetering niet mogelij~ of zinnig lijkt, wordt het 
rooster verfijnd. 
In de gepubliceerde routine SYSSOL is het slechts mogelijk met een uniform 
rooster te werken; dit rooster wordt door halvering verfijnd. 
In de versie PASVAR kan met een niet-uniform rooster worden gestart; 
verfi.jning van het rooster is i.h.a. niet uniform. Er wordt naar een zo-
danig rooster gestreefd, dat de geschatte fout van de oplossing uniform 
over het interval verdeeld is (dus b.v. veel roosterpunten bij grotere 
gradienten): het begrip "equidistribution" wordt hier gehanteerd. 
De overgangen tussen de verschillende genoemde f asen worden via een 
aantal strategieen geregeld. De "tuning" van deze overgangen is deels op 
basis van experimenten bepaald. 
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Afgezien van de gevallen waarin de subroutine op een abnormale wijze 
beeindigd wordt (b.v. onjuiste invoergegevens), leveren beide subroutines 
op "automatische" wijze een berekende oplossing, die in het algemeen aan de 
door de gebruiker opgegeven n.aUlJJkeurigheid voldoet. 
De deklaratie van de subroutine SYSSOL is als volgt: 
SUBROUTINE SYSSOL (M,N,A,B,C,Al,Bl,TOL,DELEPS,X,Y,ABT,FF,JACOB,JERROR). 
De parameters M,A,B,C,A1,B1,X en Y hebben dezelfde betekenis als in 
(3.1.5.1). N is het aantal roosterpunten (inclusief de beide randpunten) 
waarmee wordt begonnen. FF en JACOB zijn de door de gebruiker te definieren 
subroutines voor de berekening van de rechterleden f van (3.1.5.1) en van 
de jacobiaan (af/ay) van f. TOL is de door de gebruiker op te geven abso-
lute nauwkeurigheid. 
Voor de betekenis van DELEPS en ABT en voor verdere details wordt verwezen 
naar PEREYRA [1974]. 
De subroutine is eenvoudig te gebruiken en snel uit de literatuur over te 
nemen. 
Enkele voorbeelden 
a. Een randwaardeprobleem uit de elektriciteitsleer. 
d2 
e:p _]f_ = g(y-z) , 
dt2 
d2z 
-g(y-z), 0 p 
dt2 = 
~ t ~ 1, 
t 0 dy -dt - 0, z O, 
t 1 y dz 1, dt = O, 
g(x) 2 exp (- 3nx), 
e; = 0.143; p 0 .1743; n 17.19. 
De met PASVAR c.q. SYSSOL berekende oplossing is in de volgende tabel op 
genomen. 
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dt dz t y z dv dt 
0.000 0.033 0.000 o.ooo 0.899 
0.125 o. 103 0.102 0.762 0.790 
0.250 0.201 0.201 0.786 0.787 
0.375 0.299 0.299 0.787 0.787 
0.500 0.397 0.397 0.787 0.787 
0.625 0.496 0.496 0.787 0.787 
0.750 0.594 0.594 0.793 0.786 
0.875 0.700 0.691 0.987 0.758 
! .OOO 1.000 0.761 6.287 o.ooo 
De grenslaagstruktuur bij t = 0, en vooral bij t = 1, is duidelijk te zien. 
Wanneer £ groter wordt gekozen gaan y en z meer uiteen; er ontstaat dan 
een minder uitgesproken grenslaagstruktuur. 
Dit probleem is met behulp van (elementair) schieten, vgl. (3.1.2) 
niet of nauwelijks oplosbaar. 
Dit probleem is zowel met SYSSOL als met PASVAR opgelost. Bij SYSSOL 
was een uniforme verfijning nodig tot 156 intervallen. 
Bij PASVAR met gelijke nauwkeurigheidseis, werd een niet-uniforme ver-
fijning toegepast tot 84 intervallen, waarbij 16 kleine op het deelinter-
val [~~ 1 1]; dit geeft aan dat het rooster aangepast werd aan het karakter 
van de oplossing. 
Een wat eenvoudiger probleem behoort bij de parameterwaarden 
£ = 0.685; p = 4.028; n = 17.23. De oplossing is dan: 
t 21'.. dz y z dt dt 
o.ooo 0.348 0.000 0.000 1.001 
o. 125 0.365 0. 114 0.247 0.832 
0.250 0.406 o. 211 0.401 o. 726 
0.375 0.464 0.296 0.518 0.646 
0.500 0.536 0.373 0.629 0.570 
0.625 0.621 0.439 0.740 0.494 
0.750 o. 722 0.495 0.882 0.397 
0.875 0.844 o. 537 1.085 0.258 
I .OOO I .OOO 0.555 1.461 0.000 
Reeds bij 29 intervallen werd hier de gewenste nauwkeurigheid (meer dan 
de gegeven cijfers) bereikt. 
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b. Een probleem dat voortkomt uit de berekening van de warmte- en impuls-
overdracht tussen een bewegende cylinder en een stilstaande omgeving 
t d3y3 - (ddt\2 + (y-1) (d2y2 - .!._ dy\ o, 
dt t/ 'dt t dt/ 
2 
td z + dz dt2 (py+l)dt = 0, 
t to y = 0, ~- t; z 1, dt 
t = tl : 
dy - 0, z O, dt -
t 0 = 0.005; t 1 = 20; p = o.72. 
De met PASVAR berekende oplossing is: 
dt i dz t _J_ y dy dt 2 z dt 
0.005 o.ooo 0.005 0.835 I .OOO -28.056 
0.010 0.000 0.009 0.716 0.898 -13.600 
0.020 o.ooo 0.015 0.607 0.805 - 7.002 
0.102 0.003 0.052 0.342 0.576 - 1.368 
0.210 0.010 0.082 0.230 0.476 - 0.666 
0.06 0.124 0.163 0.032 0.254 - 0. 125 
2. I I 0,303 0. 171 -0.007 o. 167 - 0.057 
3.16 0.477 0.158 -0.015 o. 121 - 0.034 
4. 21 0.635 o. 141 -0.016 0.092 - 0.023 
5.27 o. 775 o. 125 -0.015 0.072 - 0.016 
20.0 I. 536 o.ooo -0.006 o.ooo - 0.001 
Dit probleem kon ook met schieten opgelost worden. 
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Het is interessant te zien dat PASVAR een duidelijk niet-uniform 
rooster genereert. In het uiteindelijke rooster: hmin = 0.0002125 en 
hmax = 1.05237, dus een verhouding hmax/hmin = 4950. 
Diskussie 
Wanneer we eenvoud van gebruik als een der belangrijke criteria zien, 
dan blijken deze routines van Pereyra zeer duidelijk gunstig uit te steken 
boven alternatieve aanpakken als schieten. De routines lessen "automatisch" 
het gestelde probleem op en bovendien doen ze dat efficient. 
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Bijlagen 
PR06L£EM 3.1.4.1 H,a.v. PEIDE CNUMAL) 
"BEGIN» "INTEGER" M, NN, NOBS, NBPs 
"ARRAY" PAR t1 I 1] 1 RES 11 i IJ, JTJINV tl 1.11 1 l U1 IN tog ol, OUT Cl I 8]; •INTEGER" "ARRAV 11 OP 10 3 11 s 
~REAL" TIME, FA, G, DJ 
"PROCEDURE" PEIDE CN, M, NO, NB, P, R, BP, J, I, 01 D, JOY, JDP, CV, 
DA, HO)J "CODE" 344441 
•PROCE:DURE" COMMUNICATION CP, F 1 M, N, NO, NP, PA, R, BP, J, 11 O, H, 
NI)J "CODE" 344451 
•BOOLEAN" •PROCEDURE• JAC DfDP (PAR, y, X, fP)p 
•REAL" XI •ARRAY" PAR, v, FP1 
"BEGIN" FP t!, 111= FP [2, 11 i= FP t3, 111= OJ JAC OFDPi= "TRUE" 
•END" JAC DFDPJ 
•PROCEDURE• DATA (NOBS, TOSS, 065 1 COBS)J 
"VALUE" NOBS1 "INTEGER" NOBS1 "ARRAY" roes, oes, COBSJ 
"OEGIN" 
TOBS tOJi:;: 01 TOBS tllia 1soo1 COBS C11Sll IJ OBS t!Ji;:; 0 
"END" DATAJ 
•PROCECURE• CALL YSTART (PAR, Y, YMAX)s 
"ARRAY" PAR 1 y, YMAXJ 
"BEGIN" Y Cll ;: O; Y t2J i:: 1501 Y [31 ;= PAR !ll 1 
YMAX tll i:: 10001 YHAX !21 p: 1501 YMAX [31 i; 1P 
V !ZlJi:; 1 
"END" CALL YSTART1 
•BOOLEAN" •PROCEDURE" DERIV CPAR, V, X, DF)J 
"RFAL" XI "ARRAY" PAR, v, DFs 
"BEGIN" "REAL" c, S, VJ 
c:: COS CY 131>1 
Sg: 51N CY t3J)I 
VI: Y [ 21 J 
DF t 11 s: S I C I 
OF t2l p; "G * S I CC 11 V) "' D * V I CJ 
OF CJJ1: ,.G I CV* V>1 
DERIV;: C > 0 
"END" DERlVI 
"pOOLEAN" •PROCEDURE" JAC DFDY 
"REAL" XI "ARRAY" PAR, V, FYJ 
"BEGIN" "l4TEGER" I, JI "REAL" 
q: COS CY t3J) I 
S;= SlN CV t3J )J 
V1: V [2]J 
(PAR, y, X, FY>s 
c' s, v 1 
•FOR" Ig: 1 "STEP" 
•FOR" Jgs 1 "STEP" 
•UNTIL" 3 8 00" 
•UNTIL" 3 •oo• FY tI, J] g: o, 
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f"Y tt, 31;: l I CC* C)1 
FY t?, 21 ;:: CG * S I CV * V) " D> I CJ 
FY tz, 311= (•G I v • D * v * S) I cc * C) r 
FY t3, 21 p: 2 * G I CV * V * V> I 
JAC DFDY1: C > 0 
"END" JAC OFDYJ 
"PROCEDURE" ~ONITOR CPOST 1 NCOL, NROW, PAR, RES, WEIGHT, NIS)J 
"VALU~• POST, NCOL, NROw, WEIGHT, NISJ 
"INTEGER" POST, NCOL, NROW, WEIGHT, NISJ •ARRAY" PAR, RESJ 
OUTPUT 1&1 1 "("/SZO, SB, N/")"1 POST, PAR [1J)p 
Ga: 9 1 80bb'5J Di= 0.000071 
PAR c111= 1.1s1 NBP1= 01 
lN t31 p; "•bJ IN tlll p:; "•I" IN tSl i:; SOJ IN !bi 311 "•10J 
IN 1111=1 "•'H IN (ZJ 1: "•bi FA1: OJ IN IOI ia "•1111 
NNI: 31 Ma: NOllS&i;i l 1 BP [OJ ii= BP 111 p:1 OJ 
TIME;: CLOCKt 
COMMUNICATION (1, FA, NN, M, NOBS, NBP, PAR, RES, BP, JTJINV, IN, 
OUT, O, Olr 
PEIDECNN, 11 11 NBP, PAR, RES, BP, JTJINV, IN 1 OUT, OERIV 1 JAC DFDV, 
JAC OFDP, CALL YSTART, DATA 1 MONITOR)J 
TlMEi: CLOCK • TIMEJ 
COMMUNICATION C2, FA, NN, M1 N06S 1 NBP, PAR, RES, BP, JTJINV, IN, 
our, o, 011 
OUTPUT Cbl1 "C"315B "C"THE CALCULATION I~ PEIDE CONSUMED")", 
ezzo.ooaa, •c•SECONDS">"·•"J", TIHEJ 
STARTING VALUES OF THE PARAMETERS 
+,1150000" tl 
NUMSER OF EQUATIONS I 3 
NUMBER OF OSSERVATIONS~ 1 
MAC~INE PRECISION 
RELATIVE LOCAL ERROR BOUND FOR INTEGRATION 
RELATIVE TOLERANCE FOR RESIDUE 
ABSOLUTE TO~ERANCE FOR RESIDUE 
MAXlMU~ NU~6ER OF INTEGRATIONS TO PERFORM 
RELATIVE STARTING VALUE OF LAMBDA 
RELATIVE HINIHAL STEPLENGTH 
THERE ARE ~o BREAKePOlNTS 




















NORMAL TERMINATION OF THE PROCESS 
LAST INTEGRATION WAS PERFORMED WITHOUT BREAK•POINTS 
EUCL. NORM OF THE LAST RESIDUAL VECTOR 1,8&0Q400" •7 EUCL. NORM OF THE FIRST RESIDUAL VECTORJ,1300138" +2 NUMBER OF INTEGRATIONS PERFORMED J 8 LAST IMPROVEMENT OF THE EUCLIDEAN NORM J,1275210" •S CONDITON NUMBER OF. J'•J 11 1000000" +1 LOCAL ERROR BOUND WAS EXCEEDED (MAXlM,)J 0 
THE LAST RESIDUAL VECTOR 
1 REStIJ 
1 +,8&09" •7 
THE CALCULATION lN PEIDE CONSUMED 43,77 SECONDS 
C PROBLEEM j~l.4.1 
C M,B.V, 002ADFCNAG) 
c 
PROGRAM MASTER (OUTPUT, TAPE b : OUTPUT) 
EXTERNAL DERIV, OUT 
121 
DlMENSION U Cl, 2), V C3, 2), E 0), Y (6, 3), G (3, 3l, INT (3), 
1WSP (3 1 5) 1 WS (3) 1 VO (3) 1 EE (3), AA (3), B6 (3)·, CC (3), DO (3) 
u (l, 1) i!! o.o 
V (1, 1) II 0e0 
u (1, 2) I! o.o 
V f11 2) II 0e0 
u c2. 1> 111 1so.o 
V (21 1) II 0e0 
u c2, 2> 11 1:ss·.o 
v c2. 2J .. 1.0 
U (3, 1) II lo15 
v (3, 1) i!! 1.0 
U (3, 2) II ,.1,2 
V (3, 2) II 1o0 
R D 750 
x = o,o 
Xl : 1500,0 
E (1) II 1E•2 
E C2l :: 1E•2 
E (3) 11 SE•S 
H : 0,01 
N II 3 
Ml a b 
M ::: 1 
WRITE Cb1 96) 
96 FORMAT (26H1 CURRENT PARAMETER VALUES, 
1 qx, 23HERRORS IN v111 AT x = R, 1sx, 17HSUM <ERRORS ** 2)) 
CALL D02ADf CU, V, Er V, H, x, Xl, R, N, Ml1 DERIV, OUT, G1 
1 INT, WSP, ws, YO, EE, AA, BB, CC, OD, 11) 
IF (M .GT, 0) GOTO 3 
WRITE (b, 99) 
99 FORMAT ClbHO FINAL SOLUTION) 
DO 2 I ::: 11 b 
WRITE Cb1 100) 11 CV CI, J>, J ;; l• 3) 
100 FORMAT C1H1 12, 3f10~4) 
2 CONTINUE 
3 WRITE (b, 101) M 





SUBROUTINE DER!V (G, z, X) 
DIMENSION C C3l, Z (3) 
GG ;; 9 0 80bbS 
D : 0,00001 
G Cl) = SlN CZ (3)) I COS CZ (l)) 
G CZl : eCG * G Cll I Z C2) • D * Z (2) I COS CZ (3J) 
G 0) : •CG I CZ (2) * l (2)) 
RETURN 
END 
SUBROUTINE OUT (A, B, F, R, N) 
DIMENSION A (N, 2), B CN, 2), F' CN), W (3) 
J = 1 
00 .3 K : 1 r 2 
DO 2 I ;:;: l 1 N 
If (B ex. K) .rn. o.O) GOTO 2 
W CJ) a A CI 1 K) 
J a J t 1 
2 CONTINUE 
3 CONTINUE 
WRITE Cb, 100) CW CJ), J • 11 3), CF C!J, I • 11 3), R 100 FORMAT (!HO, 3F9,4, 3El3~4, ElS,4) 
RETURN 
ENO 
CURRENT PARAMETER VALUES ERRORS IN Ytil AT X a R 
1.1soo 135,oooo -1.2000 
1.1549 137.4487 •1.1905 
1.1ss1 137.5017 •1.1902 
1.15so 131,so21 .1.1~02 
•,2927Et02 •,2037E+01 ,1~34!+00 
•,5354Et00 •eb099E•01 ,27boE•02 
•,9342E•01 ,14o7E•01 1 3008E•03 
,2198E•02 e 0 3529Eu03 • 0 3118E•04 
FINAL SOLUTION 
1 0,0000 150,0000 
2 SSS,2828 100,8934 
3 848,4029 b3.4423 
4 8b3.1451 59,9158 
5 58b,3j46 93,1578 
b O,OOOQ 137,5021 

















M,B,V, PEIDE CNUMAL) 
"BEGIN" "INTEGER" I, J, M, NN, N, NOSS, N6PJ 
"ARRAY" PAR Cl I 1], RES 11 i 1l1 JTJINV t1 r 1, 1 I 111 IN to I 6!, 
OUT 11 I Bl 1 •INTEGER" "ARRAY" BP !O & 1), FAC [O i 2Sl I 
"REAL" TIME, f'A1 
"PROCEDURE" PEIDE (N, M, NO, NB, p, R, BP, J, I, 01 D, JDY, JOP, CY, 
OA, MOl1 "CODE" 34444r 
"PROCEDURE" COMMUNICATION CP 1 F, H, N, NO, NP, PA, R, BP, J, 11 01 H, 
NI)J "CODE" 3Q4Q5s 
"REAL" •PROCEDURE" SUH cI, L. u, T>r •VALUE" Us 
"lNTEGER" Ir L1 UJ "REAL" T1 
"BEGIN" "REAL" Sr S;: OJ 
•FOR• I1: L "STEP• 1 •UNTIL" u •DO" 
S:: S + T1 SUH1: S 
"END" SUMJ 
"BOOLEAN" "PROCEDURE" JAC DFDP (PAR, y, X, FP)t 
"REAL" XI "ARRAY" PAR, y, FP1 
"BEGIN" FP tl I 11 := EXP (PAR tll). 
JAC DFDPI: "TRUE" 
"END" JAC DFDPJ 
"PROCEDURE• DATA (NOBS, Toes, OBS, CDBS>r 
"VALUE" NOBSJ "INTEGER" NOBSr "ARRAY" TOBS, oes, coesr 
"Bf~IN 8 
TOBS tOJi=; 01 TOBS tlli:i ir COBS t1Ji:;; 1r OBS tllp: 2 
"END" DA TAJ 
8 PROCECURE• CALL YSTART (PAR, Y1 YMAX)t 
"ARRAY 0 PAR, y, YMAX1 
"BEGIN" Y [11 gra 01 YMAX [1] i• 4 
·~ND" CALL YSTART1 
"BOOLEAN" •PROCEDURE" DERiV (PAR, V1 X, DF>I 
"REAL" XI "ARRAY" PAR, Yr DFJ 
"BEGIN" "REAL" YI, NLY, EMNLYJ 
Yli= Y tlll NLY;: N * L CX) * Yll 
EHNLY;: EXP (eNLY)J 
OF t11 i: 1 t EXP (PAR [1]) 
+ LN (3) * CY [11 * EMNLY * SUM CJ, O, N•2, NLV ** J I FAC tJJ) 
• EMNLY *SUM CJ, 01 N•l1 NLY **JI FAC tJI) I L (X))J 
DERlV1: •TRUE• 
"END" OERIVJ 
"BOOLEAN" •PROCEDURE" JAC DFDY (PAR, Yr X, FY)J 
"REAL" XI "ARRAY" PAR, y, FYI 
"BEGIN" "REAL" Y1 1 NLY1 EMNLYJ 
Y1ia; Y tlll NLY;:: N * L. CX) *YU 
EHNLY;= EXP C•NLV)J 
FY tl 1 11 p1 LN (3) * EMNLY * SUH CJ, O, N•le NLY *lr J I FAC !JJ )J 
JAC DFDY1u "TRUE" 
"END" JAC DFDYt 
"PROCEDURE" MO'JITOR CPOST, NCOL, llROW, PAR, RES, wE!GHT, NIS) 1 
"VALUE" POST, NCOL, NRO~, WEIGHT, NtS1 
"INTEGER" POST, NCOL, NROw, WEIGHT, N1S1 •ARRAY" PAR, RES1 
OUTPUT (bl, •c•1szo,sa,N/")", POST, PAR tll)t 
"REAL" •PROCEDURE" L CX>1 "VALUE" X1 "REAL" X1 
Lt= I I C3 * X t 0,01)t 
F'AC [OJ 1= M;: I J 
"FOR" I 1=1 "STEP" 1 "UNTIL" 25 "DO" F'AC [ll gia Mp1 M * IJ 
N;: 101 
PAR 11! 1= 01 NBPi=o Op 
IN t3J 1;; "•71 IN till p; "•71 IN C5l i:; 501 IN t&l PI "•lJ 
IN ttl i= • .. q, IN t2l i;:; "•71 FA1;; or IN tOl i:; "•1111 
NNi= Mi= NOBS;= , , BP [Olp:: BP ttl 11: or 
TIME;.i: CLOCKr 
COMMUNICATION Cl, F'A, NN, M, NOBS, NBP, PAR, RES, BP, JTJlNV, IN, 
our, o, o>r 
PEIDECI, 1, 11 NBP, PAR, RES, BP, JTJINV, IN, OUT, DERIV, JAC DfDYa 
JAC DFDP, CALL YSTART, DATA, HONITOR>1 
TIME!= CLOCK • TIME1 
COMMUNICATION (2, FA, NN, M, NOBS, NBP, PAR, RES, BP, JTJINV, IN, 
our, o, 0>1 
OUTPUT (&1, "("3/SB "<"THE CALCULATION lN PEIDE CONSUMED")", 




STARTING VALUES OF THE PARAMETERS 
+1 0000000" tO 
NUMBER OF EQUATIONS I 
NUMBER OF 06SERVATIUNSi 
MACHINE PRECISION 
RELATIVE LOCAL ERROR BOUND FOR INTEGRATION 
R~LATlV~ TOLERANCE FOR RESIDUE ABSOLUTE TOLERANCE FOR RESIDUE 
MAXIMUM NU~~ER OF INTEGRATIONS TO PERFORM RELATIVE STARTING VALUE OF LAMBDA 
RELATIVE HINIMAL STEP~ENGTH 
THERE ARE NO BREAK•POlNTS 


















NORMAL TERMlNATlON OF THE PROCESS 
lAST INTEGRATION WAS PERrORMEO WITHOUT BREAK•POINTS 
EUCL, NORM OF THE LAST RESIDUAL VECTOR 10 1590742" •7 
EUCL. NORM OF THE FIRST RESIDUAL VECTOR;.6q9oo53" +O 
NUMBER OF INTEGRATIONS PERFORMED l 8 
LAST IMPROVEMENT OF THE EUCLIDEAN NORM 1 0 12685&5" •b 
CONOITON NUMBER OF Jl•J g,1000000" +1 
LOCAL ERROR BOUND WAS EXCEEDED (MAXJM,)g 0 
THE LAST RESIDUAL VECTOR 
l REStIJ 
1 +,1591" •7 
THE CALCULATION IN PEIDE CONSUMED 15,31 SECONDS 
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C PROSLEEH 3.1.4 0 2 
C M0 A.V, 002AGF (NAG) 
c 
PROGRAM MASTER2 (OUTPUT, TAPE b • OUTPUT) 
REAi. MAT 
D1MENSION PARAH Cl) 1 PARERR C1)1 ERROR (1), C CZ1 1)1 HAT Cl1 1)1 
1 COPY (1, 1), WSPACE (1, 9) 1 G (1), lil (1) 
EXTERNAL AUX 1 PRSOl. 1 RNAUX,6CAUX 








CALI. D02AGF CH,ERROR,PARERR,PARAM,C,N,N1 1 Ml 1 AUX 1 BCAUX, 
1 RNAUX,PRSOL,MAT,COPV 1WSPACE,G 1 G1 1IFAIL) 
WRITECb 19002)1FAII. 
9002 FORMAT(lH0,7HirAIL= ,I3/17HOFINAI. PARAMETERS) 
WRITE(b,9003)(PARAM1I)1l•l1Nl) 
9003 FORHATC1H 13E1o 1 8) 
WRITE(&, 9004) 
9004 FORHATC1H0 1 1UHF1NAL SOLUTION/2bH X•VAl.UE ANO COMPONENTS OF, 
19H SOLUTION) 
CALL RNAUXCx,x1,R,PARAM) 
H : Xi • X 
DO 1 l ;: 11 2 
DUM:XtFLOATCI•1)•H 
WRITECb 1 9005)0UH,(CCI 1 J),J•11N) 




SUBROUTINE PRSOLCPARAM,RESID1N1 1 ERRJ 
DIMENSION PARAH(Nl),ERR(Nl) 
WRITECo 1 9000)(PARAMC1)rERRC1>) 




REAi.. L. 1 NL. V 
OlHENSION F' cp, Y (1), PARAM (1) 
N II 10 
L. 11 1 / cs ~ x + o.ot> 
VY II y Cl) 
NL.V : N * L * VY 
JFAC :: l 
SOM = o.o 
NN 111 N • 2 
00 1 J :: l 1 NN 
JFAC ;; JFAC * J 
SOM 111 SOM t NLY kn J I JFAC 
CONTINUE 
$0M1 :; SOH t 1~0 
SOM2 111 SOMl t Nl,..Y ** (N • 1) I (JFAC * (N • 1)) 
F Cl) 111 1.0 + EXP (PARAH Cl)) + AL.OG (3,0) * EXP (•NLY) * 
1 CYY k $0M1 • SOH2 I 1,..) 
RETURN 
ENO 
SUBROUTINE RNAUXCX,X1 1 R1 PARAM) 
DIMENSION PARAH(l) )( = o.o 
X1 ;; 1.0 















RES I DU •,179E+OO 
PARAMETER ,l77171l2Et00 




RESlDU 9 838E•OS 
PARAMETER 0 110481119Et00 









M.a.v. PEIDE (NUMAL) 
"BEGIN• "INTEGER" M, NN, NOBS, NBPJ 
"ARRAY" PAR Cl I ll 1 RES 11 i 1J, JTJINV t1 I 11 1 3 111 IN (0 I bl, 
OUT [1 I 811 "INTEGER" "ARRAY" BP IO I 11 J 
"REAL" TIME, FA; 
"PROCEDURE" PEIDE CN, M, NO, NB, P, R, BP, J, 11 0 1 0 1 JOY, JOP, CY, 
DA, MO) I "CODE" 3/.IQ/Hll 
"PROCEDURE• COMMUllICATION (P, F, M, ~i, ND, NP, PA, R, BP, J, lr O, W, 
NI)1 "CODE" 31.1/.IQSJ 
•BOOLEAN" •PROCEDURE" JAC DfOP (PAR, y, X, FP)r 
"REAL" XI "ARRAY" PAR, v, FP1 
"BEGIN" FP t1 1 111'• fP [2, 1l is OJ 
JAC OFDP1: •TRUE" 
"END" JAC DfDPg 
•PROCEDURE" DATA (NOBS, roes, OBS, COBS)t 
"VALUE" NOBSr "INTEGER" NOBS1 "ARRAY" TOBs. OBS, coas, 
"BEGIN" 
TOBS [OJi:: 01 TOBS tlJi: 11 COBS t!Ji:: 1t DBS tllJ• 0 
"END" DATA1 
"PROCECURE• CALL YSTART (PAR, Y, YMAXJJ 
"ARRAY" PAR, y, YMAXJ 
•BEGIN" Y 1111= OJ Y t21 i: PAR t1l r 
n1AX [Iii:: YMAX [2]p: 11 
v [14J 1:: ! 
"END" CALL YSTART1 
"BOOLEAN" •PROCEDURE" DERIV (PAR, Y, X, DF)I 
"REAL" XI "ARRAY" PAR, y, DFS 
"BEGIN" 
OF tlli= '( t2l1 
OF t2)1:: EXP (Y [1J)f 
DERlV;:: "TRUE" 
"END" DERIV1 
"BOOLEAN" "PROCEDURE" JAC DFDY (PAR, y, X, 'FY)f 
"REAL" XI "ARRAY" PAR, Y, FYI 
"BEGIN" 
n tt. 11 ;:: rv c2, 211= 01 
FV tt, 211: 11 fY [2, II i:: EXP CV [1l H 
JAC DFDY1: "TRUEw 
•END" JAC DFDV1 
"PROCEDURE• MONITOR (POST, NCOL, NROW, PAR, RES, WEIGHT, Nl$)J 
"VALUf.• POST, NCOL, NRO~, WEIGHT, NIS1 
"INTEGER" POST, NCOL, ~ROW, WEIGHT, NIS1 •ARRAY" PAR, RES1 
OUTPUT lbl 1 "C"/5ZD1 SB, Nl"l" 1 POST, PAR [ll)J 
PAR [113111 11 NBPi:: 01 
IN t3J1: "•61 IN [Q]p: "•8r HI t5Je::1 50; IN lbl1= "•10r 
tr. til i: • .. 43 IN tZJ 1:: "•BJ F'A1= 01 HI tOJ ir: "•141 




COMMUNICATION c1. rA, NN, M, Noes, NBP, PAR, RES, BP, JTJlNV, IN. 
our, o, 0)1 
PEIDEtNN, 1, 1, NBP, PAR, RES, BP, JTJINV, IN, our, DERIV, JAC DFDV, JAC DFDP, CALL YSTART, DATA, MONITORlJ 
TlMEi: CLOCK • TIMEJ 
COMMUNICATION C2r FA, NN, M, NOSS, NBP, PAR, RES, BP, JTJINV, IN, 
OUT, o, O)J 
OUTPUT (&1, "C"3/5B "C"T~E CALCULATION 1~ PEIDE CONSUMED")", BZZD.DDBB, "C"SECONOS">",~")" 1 TIME) 
"END" 
STARTING VA~UES OF THE PARAMETERS 
+1 1000000" +1 
WUMBER OF EQUATIONS I 2 
NUMBER OF 06SERVATIONSi 1 
MACHINE PRECISION 
RELATIVE L0C4L ERROR BOUND FOR INTEGRATION 
RELATIVE TOLERANCE FOR RESIDUE 
ABSOLUTE TOLERANCE FOR RESIDUE 
MAXIMUM NUMBER OF INTEGRATIONS TO PERFORH 
RELATIVE STARTING VALUE OF LAMBDA 
RELATIVE HINIHAL SfEPLEHGTH 
THERE ARE NO BREAK•POINTS 




















NORMAL. TERMINATION OF THE PROCESS 
LAST lNTEGRATlON WAS PERFORMED WITHOUT BREAK•POINTS 
EUCL, NORM Of THE LAST RESIDUAL VECTOR j,5051082" •6 
EUC~. NORM Of THE FIRST RESIDUAL VECTOR1 1 1841816" +1 
NUMBER Of INTEGRATIONS PERFORHED I 8 
LAST IMPROVE~ENT OF THE EUCLIDEAN NORM 1~9030730" •7 
CONDITON NUMBER Of J••J 30 1000000" +1 
LOCAL ERROR BOUND WAS EXCEEDED (MAXIM,); 0 
.THE l.AST RESIDUAL. VECTOR 
l REStll 1 +.sos1• .. e 
THE CALCULATION IN PEIOE CONSUMED 16 0 9& SECONDS 
PROBLEEM J.1.4,3 
M,e.v. FEMLAG (NUM~L) 
"BEGIN" "INTEGER" N, III1 "REAL" XXX, YYY, Ct 
"ARRAY" E Cl I ol J 
•PROCEDURE" FEMLAG (X, Y, N, R, F, OROE, Eli •CODE" 333011 
"FOR" N;= s, 10, 20 •oo• 
"BEGIN" "lNTEGER" ORDE, I, IT1 "REAL" NORMr 
"ARRAY" XX, YY 1 YN tO i NJ t 
"REAL" "PROCEDURE" Y CX)J "VALUE" Xr "REAL" Xs 
"IF" X : XXX "THEN" Y1: YYY "ELSE" 
"BEGIN" "INTEGER" I; "RlAL" XXI, YYit 
"IF• X < XX CIIII "THEN" 11: 0 "El.SE" J;: Ills 
"FOR" I:= I "WHILE" X > XX Cl + ll "DO" Ii= I + 11 XXX1= XJ 1II1= II xx11= xx tll' YYI1= yy tII, 
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YYY1= YYI + CYY ex + tl • YYil * cxxx. XXI) I (XX tt + tl • XXllr y I:: yyy 
"ENO• Yr 
•REAL" •PROCEDURE" R CX>r "VALUE" X1 "REAL" XJ 
R;: EXP ('( (X))J 
•REAL" •PROCEDURE" F CX)1 "VALUE" XJ "REAL" Xr 
"BEGIN" "REAL" YX; 
YX1: '( (X)J F1: EXP (YXJ * CYX • 1) 
"END• F'J 
"REAL• •PROCEDURE" NORM 2 ex, Y)r "ARRAY" x, Yr 
"BEGIN" "INTEGER" I1 •REAL" SJ 
S;: OJ 
11 FOR" I 1= 0 "STEP" l •UNTIL" N •oo• Si= s + ex Cll .. y tIJ) ** 2r 
"lORM 2i= S 
"END" NORM 2r 
ORDEi:; 21 III1= 01 xxxi: "+3001 C;= O,bb80278q575J 
E tll;= E !qJg: 1J E C2Ji:; E C3Ji: E CSJ1:; E t&Jiil 01 
•FOR• Ig: 0 "STEP" 1 •UNTIL" N "DO" 
"BEGIN" xx tIJ I= I / Nr YN til i:: o •END•r 
•FOR• ITi= o, IT t 1 •WHILE• NORM > "•9, .u, •b •oo• 
"BEGIN" "lf" IT < 0 "THEN" ORDEI= •ITJ 
"FOR" I;= 0 "STEP" 1 •UUTlL" N •oo• VY !!Ji;; YN Ult fEMLAG (XX, YN, "l, R, F 1 OROE 1 E> J NORMS: SQRT (NORM 2 CYY, YN))I 
OUTPUT Cb1 1 "C""C"VERSCHIL MET VORIG RESULTAAT :")", 2Z0 1 9D 1 
"C" ,ORDE V.D. METHODE : ")" 1 ZD, 1">" 1 NORM, OROr) 
"END"r 
OUTPUT Cbl1 •c•11, 66, •c•x • WAARDE")", 96, •c•v • WAARDE")", 9B, "C"EXACTE OPLOSSING•)•, 2/")")J 
"FOR" I;: 0 "STEP" 1 •UNTIL" N "DO" 
OUTPUT Cb11 "("SB, 3 (•2ZD~9D, ~8), /•)H, XX ttJ 1 YY tll, 




VERSCHIL MET l'ORIG RESULTAAT :; o.!Bllbflb5b7 ,ORDE v.o. 11fTHDDE = 2 VERSCHlt.. MET l'DRIG RESULTAAT 
= o.ooos3ti337 , ORDE 'I, D • ME THODE = 2 VERSCHII.. ME: T VDRIG Rf.SUL TAA T = o.ooooovo1& , ORDE v.o. ~ETHODE :: 2 VERSCHII.. MET VDRIG RESIJl..TAAT 
= 0.000000000 ,ORDE v.o. ME THODE = 2 VERSCHIL. MET VO RIG RESUI. TAAT = 0,000533397 ,ORDE v,o. HETH ODE = 4 VERSCHII.. MET VORIG Rf.SUL.TAAT :; 0.00000100'1 1 0ROE v.o. METH ODE .. b 
X • WURDE Y • WAARDE EXACTE OPLOSSlNG 
0,000000000 o',000000000 .. 0.00000000& 
0,200000000 •0.073207595 •0,073268367 
0,1100000000 ·o·.10923&582 •0,10923772& 
0,&00000000 •0 .. 10923&58i? •0, 1092377Zb 
o,eoooooooo ·0~0732b7595 •0,0732&8387 
1.000000000 0.000000000 •0,00000000& 
VERSCHII. MET VORIG RESUL TAAT ;:; 0,2b1939722 , OROE v.o. ME THODE ;;: 2 VERSCHIL. MET \/ORIG RE SUL TAA T ;; 0.001157893 ,OROE v.o. METHODE ;:; 2 VERSCHIL. MET VORJG RESUl.TAAT = 0.000000022 ,ORDE v,o. HETHDOE ;:; 2 VERSCHIL. MET VORIG RESUl.TUT ;; 0.000000000 ,ORDE v.o. HETH ODE = 2 VERSCHIL MET VO RIG RESUl.TUT ; 0,00019082& , ORDE v,o. ME TliODE ;; 4 VERSCHIL. MET VORIG RESU~ TUT ;; 0,000000091 ,OROE v.o. f'IETHODE :;; b 
X " WAARDE y • WAAROE EXACTE OPLOSSlNG 
0.000000000 0.000000000 -0.00000000& 
0.100000000 •0.01111135594 .. o,0414356Z9 
0.200000000 •0.0732b8332 •0,073208387 
0,300000000 •0 0 0Q5799784 .. o,0957q9a53 
0,'100000000 ·0~109237b'l9 •0,109237126 
0,500000000 •O .• 113703582 .. o, 113703&&2 
o,1>00000000 •0,1092370119 .. o,109237126 
0,700000000 .. o,o9!l799784 •0,095799853 
o.800000000 •0,0732b83l2 .. o,0732&8387 
0,900000000 •0~041435594 .. 0,01111.135&29 
1.000000000 0,000000000 .0.000000006 
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VERSCHIL MET VORIG RfSULTAAT o.370bo8?40 ,oRoE v.o. METH ODE :: 2 
VEPSCHIL MET VOR!G RfSIJL TH T o.nolb297b5 ,OROE v.o. HETHODE :: 2 
VERSCtiI I. MET VORIG RESUi.TAAT 0.000000030 ,OR!)E v.o. HETH ODE :: 2 
VERSCHIL ~IE T VORIG RESIJl.TAAT 0.000000000 ,ORDE v.o. ME"THODE = 2 VERSCHII. MET VOR!G RESULTAAT 0.000007&53 ,OROE v.o. HE THODE = Q 
VERSCHII. MET VORIG RESUL. T AA T = o.oooooooos ,OROE v.o. METHODE :1 ft 
X " WAARDE y • l~AAROE EXACTE OPt.OSSlNG 
0.000000000 0.000000000 •0,00000000() 
o.osooooooo •0,021<14097() •0,021940983 
0,100000000 •0 0 0ll11135b21 .. o,0'11435&29 
0,150000000 •0,0585311'13 .0.058531201 
0.200000000 •0.073208379 •0,0732&6387 
0,250000000 •0,085&81701 .. o,oe5o81109 
0,300000000 •0,0<15799844 •0,0957<19853 
0,350000000 •0.103&45<127 .. o,103t.4593o 
0,400000000 •0,10<1237717 .. o .109237720 
0,450000000 .. o ·.1125877<11 •0,112587801 
o.500000000 •0,1137030'52 .. o,11370l&o2 
0,550000000 •0 .• 1125877<11 •0,112587801 
0,&00000000 •0,109237717 .. o, 10<1237720 
0,&50000000 .. o.103&45927 .. o.103&45930 
0,700000000 ·o·.oq579q5a4 .. o,o951<1qa53 
0,750000000 •0,085&81701 .. 0.055081709 
0,600000000 .. o.v732o8379 .. o.o732&8:SB7 
0,850000000 •0,0585311<13 .. o,os8531201 
o,qoooooooo •O, 01.111135t>2 l .. 0.0411135029 
0,<150000000 •0~02194097() .. o.021940983 
1,000000000 0.000000000 .. 0,000000001> 
138 
C PROBLEEM 3.1,4 0 3 
C M1 B,V. D02AOF CNAG) 
c 
PROGRAM MASTER (OUTPUT, TAPE b : OUTPUT) 
EXTERNAL DERIV, OUT 
DIME~SION u c2. 2), v c2, 2), E (2), y c11, 2), G (2, l), lNT (2), 
lWSP (2, 5) 1 WS (2) 1 YO (2) 1 EE (2), AA (2), BB (2), CC (2) 1 DO (2) 
u 11. 1) = o.o 
v 111 1) = o.o 
u 11, 2) = o.o 
v 11' 2) = o.o 
u 12. 1) = 1.0 
v 12, 1) = 1.0 
u 12, 2) = .1,0 
v 12. 2) = 1.0 
C : O,bb60276475 
R a 0,5 
x = o,o 
Xl : 1.0 
E I 1) : 1 E•7 
E 12) II 1E•7 
H 11 0,000001 
N • 2 
Ml II 11 
IFAIL : 1 
WRITE 11> 1 96) 
98 FORMAT (26H1 CURRENT PARAMETER VALUES, 
1 4X, 23HERRORS lN YCil AT X : R, bX 1 17HSUM !ERRORS ** 2)) 
CALL 002AOF CU, V1 E1 Y, H, x, X1 1 R, N1 Ml, OERtV, OUT, G, 
1 INT, WSP, WS, YO, EE, AA, BB, CC, OD, IFAIL) 
IF (M ,GT, 0) GOTO 3 
WRITE lb, 99) 
99 FORMAT (1bHO FINAL SOLUTION, 1ex, 23~ EXACT SOLUTION OF Yt1J> 
DO 2 I ::; 11 11 
X = Cl • 1) I 10,0 
VY : 2 * ALOG CC I COS CC t IX • 00 5))) + ALDG (2 1 0) 
WRITE (b, 100) x, (Y er, J), J ;; l• 2), VY 
100 FORMAT ClH1 F4 0 1, 3Fl4~10) 
2 CONTINUE 
3 WRITE Co, 101) H 




SUBROUTINE DERIV (G, z, XJ 
DIMENSION G C2l 1 Z (2) 
G (1) : Z C2l 
G C2l : EXP CZ Cl)) 
RETURN 
END 
SUBROUTINE OUT (4, B, F, R, N) 
DIMENSION A (I~, 2), B CN, 2), f' CNl 1 W (2) 
J Ill l 
DO 3 K G 1. 2 
DO 2 I : 11 N. 
IF CB Cl, K) ,EO, 0,0) GOTO 2 
W CJ) :o; A Cl, Kl 
J c J + l 
2 CONTINUE 
:S CONTINUE 
WRITE (~, 100) (W CJ), J: 1• 2), CF (l), ! : t, 2) 1 R 





CURRENT PARAHETER VAi.LIES ERRORS IN V[ll AT X = R 
1.0000000000 .. 1.0000000000 .15119E•08 •,3l72E+01 
... 40817840?.0 ,4123032897 • 1 2144E•02 •,t19lE+OO 
•,4b00191170 ,4b02415240 •11152E•03 •.7etoE•02 
.,4()33930821 ,4o340oB291 •.71111E•OS • 0 5192E•03 
•,4b3blof>18o ,4o3&17573& •,4o119E•06 • 131152E•04 
•e4b'.h325931 ,llo3&325931 •,1oloE•12 •,91197E•11 







~5 •• 11370305311 
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3.2. Elliptische randwaardeproblemen voor 
partiele differentiaalvergelijkingen 




3. 2 .1. Inleiding 
Evenals het geval is voor beginwaardeproblemen bestaat er voor rand-
waardeproblemen voor partiele differentiaalvergelijkingen geen algemeen 
toepasbare programmatuur. Zoals gebruikelijk is in de numerieke wiskunde 
vervangt men het probleem door een ander probleem waarvoor men de gereed-
schappen wel beschikbaar heeft; de oplossing van het nieuwe probleem moet 
natuurlijk wel een beetje lijken op de oplossing van het oorspronkelijke 
probleem. We zullen twee methoden bespreken om elliptische differentiaal-
vergelijkingen in een stelsel van lineaire vergelijkingen (als de ellip-
tische vergelijking zelf lineair is) of niet-lineaire vergelijkingen over 
te voeren. De eerste methode, welke het langste toepassing vindt, is de 
eindige-differentiemethode, de tweede methode is de eindige-eZementen-
methode welke de laatste jaren zeer in de belangstelling staat. Beide me-
thoden reduceren het randwaardeprobleem tot een in het algemeen zeer groot 
stelsel vergelijkingen met een "ijle" coefficientenmatrix of, in het geval 
van niet-lineaire problemen, een "ijle" Jacobiaan (dit is de matrix van 
partiele afgeleiden). Met ijl wordt bedoeld dat de matrix overwegend ele-
menten gelijk 0 heeft. De opl0ssing van dergelijke grote ijle ste~sels van 
duizenden vergelijkingen vraagt een geheugenzuinige numerieke oplossings-
methode. We zullen twee oplossingsmethoden aan de orde stellen: de methode 
van Richardson en de geconjugeerde-gradientenmethode. Beide kunnen volstaan 
met een aantal geheugenplaatsen dat evenredig met het aantal vergelijkingen 
is. 




u(x,O) u (x, 1) U ( 0 I y) u ( 1, y) o. 
3.2.2. Discretisering door middel van eindige differenties 
In de eindige-differentiemethode worden differentiaties door differen-
tiequotienten vervangen. Dit proces wordt discretisering of discretisatie 
genoemd en is identiek aan de in paragraaf 2.2.3 beschreven semi-discreti-
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satie van begin-randwaardeproblemen. In het bijzonder zullen we de discre-
tisering van vergelijking (3.2.1.1) bespreken. Daartoe kiezen we in het 
(x,y)-vlak een uniform rooster met vierkante mazen met zijde h (zie figuur 
3. 2 .1) 
N 
I 
y w p 0 






Figuur 3.2.1 Uniform rooster in het (x,y)-vlak 
De eenvoudigste 2e orde discretisering van a2u/ax2 + a2u/3y2 in een punt P 
wordt gegeven door (vierkante haken geeft discretisering aan) 
(3.2.2.1) + 
waarin a2u/ax2 en a2u/ay2 dus eenvoudig door centrale differentiequotienten 
zijn vervangen. Een handige notatie voor formules als (3.2.2.1) is de vol-
gende: 
(3.2.2.1') [a2 a2 J 1 
ax2 + a/ = h 2 [:-· :] 
Hierin noteert men de gewichten die de functie U in de verschillende roos-
terpunten uit de differentieformule heeft, in een array en wel zodanig dat 
de plaatsen in dit array corresponderen met de plaats van de roosterpunten 
in het rooster. Voorstelling (3.2.2.1') wordt ook wel de molecuulvoorsteZ-
Zing genoemd. 
Vervangt men in (3.2.1.1) de differentiaaloperator a2/ax2 + a2/ay2 
door de differentieoperator (3.2.2.1'), dan gaat het randwaardeprobleem 
over in een lineair stelsel 
(3.2.2.2) + Au + f, 
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+ 
waarin u de benadering van de oplossing u(x,y)· in de roosterpunten voorstelt 
+ 
en f de inbomogene termen van de differentiaalvergelijking en de randvoor-
waarden bevat. Als illustratie stellen we bet stelsel (3.2.2.2) op voor bet 
geval waarin bet vierkant 0 s x s 1, 0 s y s 1 in 9 vierkantjes onderver-







Figuur 3.2.2 Rooster met b = 1/3 
1 Cl/3 )2 [-4u1 + u3 + u2J - 10u1 = -1 
r x 
en soortgelijke vergelijkingen voor u2 , u3 en u4 • Aldus komen we tot bet 
stelsel 
(3.2.2.2') 
-46 9 9 0 
9 -46 0 9 
9 0 -46 9 
0 9 9 -46 (~) (~) 
In de numerieke oplossingsmetboden voor stelsels afkomstig van rand-
waardeproblemen voor partiele differentiaalvergelijkingen speelt bet spec-
trum van de coefficientenmatrix vaak een belangrijke rol. In bet boven• 
staande geval van b = 1/3 zien we direct dat de eigenwaarden reeel zijn 
(A is symmetriscb) en, kracbtens de bekende stelling van Gerscbgorin, dat 
de eigenwaarden in een cirkel met middelpunt - 46 en straal 18 liggen. 
Derbalve liggen de eigenwaarden in bet interval [-64, -28]. Voor een wille-
keurige maaswijdte b geldt ook dat A symmetriscb is en vinden we met 
Gerscbgorin dat de eigenwaarden in bet interval 
[- b~ - 10, -10] 
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liggen. Uiteraard is dit een wat ruwe schatting. Voor een nauwkeuriger ana-
lyse verwijzen we naar de literatuur (e.g. FORSYTHE & WASOW [1961]). 
3.2.3. De eindige elementenmethode 
De oplossing u van (3.2.1.1) minimaliseert de convexe functionaal 
I[v] 
over de ruimte V van functies die continu zijn op R 
zijn op 3R. Voor u geldt de betrekking 
(1,v), v E V, 
[0,1] x [0,1] en nul 
waarbij {,) het inproduct over R betekent. De Ritz-Galerkin-methode bestaat 
hierin dat we u benaderen door I[v] te minimaliseren over een eindig-dimen-
sionale deelruimte S van v. Als {$ 1 , ... ,$N} een basis is vans, dan wordt de 
approximatie us E S van u bepaald door 
(3. 2. 3.1) 






1, ... ,N. 
De eindige-elementenmethode nu bestaat hierin dat S zo gekozen wordt dat 
1. us voldoende nauwkeurig is; 
2. het stelsel (3.2.3.2) een ijle matrix A heeft en dus ook voor zeer 
grote N nog oplosbaar is. 
We verdelen R in M = n 2 vierkantjes van gelijke oppervlakte cr 
maaswijdte. Als roosterpunten kiezen we 
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1. de hoekpunten van de vierkantjes: • 
2. 
3. 
de middens der zijden : x 
de middens der vierkantjes : + 
+ + + + 
+ + + 
+ + + 
+ + + + 
+ + + + 
(0, 0) ( 1, 0) 
Figuur 3.2.3 Uniforme elementen 
Voor S kiezen we de ruimte van functies die 
1. continu zijn op Ren nul op aR; 
2. op ieder deelvierkantje e 2 een bikwadratisch polynoom zijn d.w.z. een 
2 2 polynoom van de vorm (a0+a1x+a 2x) (b0+b1y+b2y ). 
Orn een basis voor s te def inieren nummeren we de roosterpunten van 1 
tot en met N = (2n-1) 2 . De basisfuncties van S zijn bikwadratische polynomen 
$i (x,y) met de eigenschap 
$. (P.) = cS •. I 1 s; i I j s; N. 
l. J l.J 
Het is gemakkelijk te verifieren dat $i (x,y) = 0 op die vierkantjes 
waartoe Pi niet behoort. Bijgevolg is aij = 0 als Pi en Pj niet tot hetzelf-
de vierkantje behoren. Een blik op figuur 3.2.3 leert dat roosterpunten • 
aan ten hoogste 24 andere roosterpunten zijn gekoppeld, roosterpunten x aan 
ten hoogste 14 en roosterpunten + aan ten hoogste 8 andere roosterpunten. 
We werken in formule (3.2.3.2) uit voor de verschillende roosterpunten. 
V9or de integratie maken we gebruik van de tweedimensionale regel van Simpson. 
Voor een rechtvaardiging hiervan zie STRANG [1972]. 
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Orn compact aan te geven hoe de verschillende roosterpunten aan elkaar 
gekoppeld zijn, gebruiken we eveneens de molecuulnotatie. We krijgen dan 
voor de verschillende soorten roosterpunten de volgende moleculen. 
Roosterpunten 111 
0 0 0 :l 0 0 -8 0 
1 
-8 28+10h2 -8 9 
0 0 -8 0 0 
0 0 0 0 
Roosterpunten x 
0 0 





_: j 16+10h2 
-4 0 . 
Merk op dat er geen "kruiskoppeling" optreedt. Bijgevolg is de ijlheid 
van A aanzienlijk groter dan verwacht mocht worden. Het rechterlid van 
(3.2.3.2) is als volgt bepaald 
% h2 , voor + roosterpunten, 
bi % h 2 , voor x roosterpunten, 
t h 2 , voor 111 roosterpunten. 
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3.2.4. De methode van Richardson 
Stel dat we het niet-lineaire stelsel 
(3.2.4.1) ++ l"(u) 
+ + 
willen oplossen, waarin l" een gegeven vectorfunctie in u is. In het bij-
zonder beschouwen we stelsels waarvoor de Jacobiaan 
(3.4.2.4) + J(u) 
+ 






een ijle matrix is met positieve eigenwaarden. Voorbeeld van een dergelijk 
stelsel is het door semi-discretisatie van probleem (3.2.1.1) verkregen 
stelsel (3.2.2.2). Dit stelsel is lineair zodat J =A. Een voorbeeld van 
een niet-lineair stelsel levert de discretisatie van het probleem 
(3.2.4.3) a
2u a2u 
-- + -- - 10 sinh(lO u) 
ax2 a/ 
o, 
met randvoorwaarden van de eerste soort langs de randen x = 0, x = 1, 
y = 0 en y = 1. Dit probleem is de twee-dimensionale vorm van een probleem 
van Troesch (zie ROBERTS en SHIPMAN [1972]). Discretisering van de Laplace-
operator leidt tot het stelsel 
+ + + -+ (3.2.4.3') Au - g(u) f, 
waarin A een matrix is, f een constante vector en de componenten van ~(~) 
door 10 sinh(lO u.) gegeven worden. Het is duidelijk dat de Jacobiaan van 
J 
dit stelsel gegeven wordt door 
+ + J(u) A - D(u), 
+ 
waarin D(u) een diagonaalmatrix is met diagonaalelementen 
djj = 100 cosh(lO uj). 
We beschouwen het iteratieproces 
+ ( 3 • 2 • 4 • 4) Un+ l n 1, 2, • • • • 
+ + De vectoren u0 en u 1 moeten hierin als startvectoren opgegeven worden. De 
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parameters an en wn kiezen we zodanig dat de convergentiesnelheid zo groat 




+ + + 
waarin u de oplossing van (3.2.4.1) is en vn de fout in de iterand un Voor 
+ + 
un voldoende dichtbij de oplossing u geldt 
(3.2.4.5) 
+ Stel dat we u 1 
dan dat 
+ (3.2.4.5') vn+l 
+ + 
u0 , dus v 1 
+ 
v0 gekozen zouden hebben. Uit (3.2.4.5) volgt 
waarin Pn een polynoom van de graad n is met Pn(O) = 1. 
Blijkbaar moeten we de parameters an en wn zodanig kiezen dat llpn(J(~))ll 
zo klein mogelijk is. In de practijk vervangt men deze opgave door een iets 
eenvoudiger probleemstelling: kies P zoda.nig dat de eige'Y/J.JJaarden van 
n 
P (J(~)) minimaal zijn. Zoals gezegd beperken we ons tot stelsels waarin n 
+ J(u) positieve eigenwaarden heeft. Stel dat men bovendien weet dat de 
eigenwaarden in een interval [a,b] liggen. We krijgen dan de opgaaf het 
polynoom van de graad n te construeren dat de kleinste supremumnorm op het 
interval [a,b] heeft metals nevenvoorwaarde Pn(O) = 1. In een heel ander 
verband werd dit minimaxprobleem al door Markoff in 1892 opgelost en is na 
hem nog vele malen herontdekt. In elk geval kende RICHARDSON [1910] de op-
lossing niet en stelde voor om de nulpunten gelijkelijk over het interval 
[a,b] te verdelen. Pas in 1950 kwamen Shortley en Flanders met de optimale 
verdeling van de nulpunten aandragen. Er geldt namelijk dat de optimale 
Pn(z) gegeven wordt door 
(3.2.4.6) P (z) -
n 
waarin Tn het Chebyshev-polynoom van de graad n voorstelt. Uit deze identi-






Tn+1 (q)' n 
4 Tn (q) 
b-a Tn+1 (q) ' q 
b+a 
b-a· 
Het aldus gedefinieerde iteratieproces wordt het 2e orde Richardson-proces 
genoemd. Er bestaat oak een le orde Richardson-proces waarin alle a 's 
n 
gelijk zijn, dus in feite een eenstaps-iteratieproces. Hiervoor geldt 
echter dat aan (3.2.4.6) voor een vaste, vooraf gekozen waarde van n voldaan 
wordt; noem deze waarde N dan geldt voor de parameters wn 
(3.2.4.8) w 
n 
n O, ••• ,N-1. 
Alhoewel dit proces zuiniger geheugengebruik heeft, weegt het nadeel dat 
van te voren een waarde van N opgegeven moet warden zo zwaar, dat de 2e orde 
versie verre de voorkeur verdient; bovendien is het door (3.2.4.8) gegene-
reerde proces numeriek instabiel. 
3.2.5. Het eliminatieproces 
We hebben gezien dat het Richardson-proces vraagt naar het eigenwaarden-
interval [a,b]. Hoe scherper dit interval opgegeven kan warden, des te 
efficienter werkt de methode. Immers uit (3.2.4.6) volgt voor grate waarden 
van n 
Aangezien arcosh(x) een stijgende functie van x is, moet men 
b+a 1 + 2a 
b-a = b-a 
zo groat mogelijk kiezen, d.w.z. het eigenwaardeninterval zo scherp moge-
lijk bepalen. 
Het eliminatieproces is er op gebaseerd de waarde van a door a > a 
_,. 
te vervangen. Het gevolg is dat de eigenvectoren in de fout vn behorende 
bij de eigenwaarden binnen het interval [~ 1 b] des te sneller verdwijnen, 
maar dat de eigenvectoren behorende bij eigenwaarden uit het interval [a,~] 
blijven hangen en wel in het bijzonder de eigenvector behorende bij de 
kleinste eigenwaarde omin (zie figuur 3.2). 
~ 
Fig. 3.2. Spectrum van Pn(J(u)). 
z 
Het is mogelijk deze dominante eigenwaarde uit de successieve iteratie-
~ 
resultaten u te berekenen. Beschikken we eenmaal over o . dan kan de 
n min 
bijbehorende eigenvector geelimineerd worden door de parameters an en wn 
zo te kiezen dat Pn(z) een nulpunt in omin heeft. De uitwerking van dit 
eliminatieproces is nogal technisch en valt buiten het kader van deze 
syllabus. We vermelden alleen dat de convergentieversnelling aanz~enlijk 
is en verwijzen voor verdere details naar MC Tract 20. 
3.2.6. Numerieke experimenten met de procedure RICHARDSON 
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Probleem (3.2.1.1) werd door middel van de benadering (3.2.2.1) ge-
transformeerd tot een lineair stelsel van de vorm (3.2.2.2). Achtereen-
volgens werd de maaswijdte h = .025, .05 en .1 gekozen. Op deze stelsels 
werd het in paragraaf 3.2.4 beschreven proces van Richardson toegepast, 
waarvan een ALGOL 60 implementatie in de bibliotheek NUMAL aanwezig is (zie 
de procedure RICHARDSON gedocumenteerd in section 5.2.1.2.2.1.2 van de 
NUMAL-manual). Voor de grenzen van het spectrum van de coefficientenmatrix 
geldt volgens paragraaf 3.2.2, na vermenigvuldiging met -h2 om positieve 
eigenwaarden te krijgen, 
a b 
Een iets scherpere analyse dan die met Gerschgorin cirkels leidt tot de 
wat nauwere grenzen 
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2 
a = 12h , b 2 8(1+h). 
Aan het eind van dit hoofdstuk zijn het gebruikte programma en de verkregen 
resultaten weergegeven; het iteratieproces werd beeindigd wanneer de maxi-
2 + + 
-5 mumnorm van het residu h (Au -f) gezakt was beneden 10 Een onderlinge 
.n 
vergelijking van deze resultaten laat zien dat de numerieke oplossing met 
h = .1 in 1 a 2 cijfers, en die met h = .05 in 2 a 3 cijfers overeenstemt 
met- de voor h .025 verkregen oplossing. 
3.2.7. De geconjugeerde-gradientenmethode 
De geconjugeerde gradientenmethode (af te korten als CG-methode) is 
een proces waardoor het n-dimensionale linea.ire stelsel 
(3.2.7.1) + Au + b, A symmetrisch positief definiet, 
iteratief wordt opgelost in ten hoogste n stappen. Een van de varianten, 
ontleend aan REID [1971] is de volgende: 
+ + + + 
ro Po Au0 - b 
+ + + 
UJl+l = UR, - ct£p£ 
-+ -+ -+ -+ 
a = (r£,p£}/(Ap£,p£) (3.2.7.2) £ 
+ + + + + 
r£+1 AuJl+l - b r£ - a£Ap£, 
+ + + 
PJl+1 r Jl+l - 8£p£ 
-+ -+ -+ -r 
8£ (r£+l'Ap£)/(Ap£,p£) £ 0, 1, ••• , 
-+ -+ 
-+ -+ waarbij p 0 ,p1 , ••• de richtingsvectoren en r 0 ,r1 , ••• de residuvectoren heten. 
+ + Aangezien de richtingsvectoren een A-orthogonaal stelsel vormen ((Ap.,p.) = 
l. J 
= O, i ~ j) en de residuvectoren een orthogonaal stelsel (zie REID [1971]), 
-+ -+ -+ -+ is het direct duidelijk dat in elk geval rn = 0, dus u = u. Uiteraard is 
het mogelijk dat dit proces eerder afbreekt. 
Wat deze methode aantrekkelijk maakt om grate ijle stelsels, voort-
komend uit elliptische randwaardeproblemen, op te lossen, is het volgende: 
1. het aantal iteratiestappen is eindig; 
2. blijkens formule (3.2.7.2) hoeft de matrix A niet expliciet meegegeven 
te warden als inputparameter, maar impliciet in de vorm van een routine 
+ die bij gegeven vector v de vector w 
TABEL 1 
+ Av berekent. 
Beschikbare routines voor de CG methode 
Programmatheek Routine Geheugen 
ACCULIB CG 4n 
NUMAL CONJ GRAD 2n 
3.2.7.1. CONJ GRAD (NUMALl 
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Deze routine is ontleend aan REID [1971]. Als inputparameters moeten 
o.m. worden meegegeven: 
+ 1. een beginschatting van u; 
2. het rechterlid van (3.2.7.ll; 
+ + 3. een routine die uit v de vector Av berekent; 
4. een stuurparameter in de vorm van een boolean expression. 
Gedurende het iteratieproces kan de gebruiker aan de hand van het 
aantal uitgevoerde iteratiestappen en het kwadraat van de residunorm 
bepalen of het proces doorgaat. 
Voorbeeld. Met behulp van de aanroep 
conj grad (matvec,u,b,1,n, 
iterate < 10 "and" residunorm >=1.0" - 10, 
iterate, residunorml; 
bepaalt de gebruiker dat het proces wordt afgebroken als er 10 iteraties 
zijn uitgevoerd, of als de kwadraatnorm van het residu kleiner dan 
10-lO is. 
Uitvoer na m iteratiestappen: 
1. een approximatie ~(ml van~; 
. +(ml + 2. de residuvector r , overgeschreven op b; 
3. de kwadraatnorm u;<mlu 2• 
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3.2.7.2. CG (ACCULIB) 
Deze routine lost het stelsel 
-+ -+ (3.2.7.3) Au + b 0, A symmetrisch positief definiet, 
op met behulp van een variant van de CG-methode, ontleend aan GINSBURG 
[19,71]. De gebruiker is hier niet verplicht een beginschatting van u te 
geven. Wil hij dat toch doen, dan maakt hij dat kenbaar door de boven-
grens van het array u een minteken te geven. Een ander verschil met 
CONJ GRAD is dat CG voortijdig wordt afgebroken als A niet positief definiet 
is of te slecht geconditioneerd. 
Invoerparameters zijn o.m. 
-+ 1. een beginschatting van u (niet verplicht); 
2. de vector b van (3.2.7.3); 
-+ -+ -+ 3. een routine die bij gegeven vector v de vector w Av berekent; 
-+ 4. de bovengrens van het array u; 
5. een label waarheen de gebruiker wordt gestuurd bij voortijdige 
beeindiging van CG; 
6. het maximum aantal interatiestappen. 
Voorbeeld. Met de aanroep 
it := 20; 
CG(-100,20,b,matvec,x, it,q,e,exit); 
"goto" after exit; 
exit: 
output(61,"("/,"(" process ended prematurely")",/")"); 
after exit: 
< afdrukken gewenste resultaten > 
maakt de gebruiker kenbaar dat 
1. een beginschatting gegeven is; 
2. het iteratieproces ten hoogste 20 stappen bedraagt; 
3. melding wordt gemaakt van een eventuele voortijdige beeindiging. 
Uitvoer: 
-+ 
1. een approximatie van u; 
2. het aantal iteratiestappen; 
-+ -+ 3. de vectoren q en e; dit zijn twee p-dimensionale vectoren; voor de 
betekenis verwijzen we naar GINSBURG [1971]. 
3.2.8. Oplossing van (3.2.1.1) d.m.v. CONJ GRAD en CG 
Een van de aantrekkelijke eigenschappen van de eindige elementen-
-+ 
methode is dat de matrix A en het rechterlid b van (3.2.3.2) vierkants-
gewijs geevalueerd kunnen warden (zie FELIPPA & CLOUGH [1970]): 
A 
M 
-+ M I l -+ All; b bll; 
ll=l ll=1 
(3.2.8.1) All ( ff [a~i a~j a~i a~j ---- + ---- + ax ax ay ay 
ell 




Het gebruik van CG en CONJ GRAD vereist dat bij gegeven vector v de vector 
-+ Av wordt berekend door middel van een routine matvec. Een en ander 
-+ 




1, ••• ,M. 
Aangezien ieder vierkantje ten hoogste negen roosterpunten bevat, bestaat 
All overwegend uit nullen: ten hoogste 81 elementen zijn ~ 0 en door het ant-
-+ 
breken van kruiskoppeling wordt dit aantal zelfs tot 45 gereduceerd. Aw 
wordt nu als volgt berekend: 
-+ -+ 1. eerst wordt w = Av op 0 gesteld; 
2. vervolgens warden op ieder vierkantje ell de negen (of minder als ell aan 
-+ 
de rand ligt) relevante componenten van wll berekend en op de juiste 
plaats opgeteld. 
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Voor de boekhoudkundige aspecten van deze operatie verwijzen we naar 
FELIPPA & CLOUGH [1970]. 
Voor de oplossing van (3.2.1.1) werd R in resp. 25, 100 en 400 
vierkantjes met maaswijdten 0.2, 0.1 en 0.05 verdeeld. Om de segments-
gewijze evaluatie van ~ = A~ meer efficient te kunnen programmeren werden 
de randpunten ook als roosterpunten beschouwd. Het aantal roosterpunten 
werd daardoor 121, resp. 441 en 1681. 
3.2.8.1. CONJ GRAD 
Indien een nauwkeurigheid is vereist van ea. 1% wordt bepaald dat het 
iteratieproces (3.2.7.2) wordt afgebroken als de residunorm kleiner dan 
10-5 is. Een onderlinge vergelijking leert dat de oplossing voor h = 0.2 
in 2 a 3 cijfers en dat de oplossing voor h = 0.1 in 4 a 5 cijfers overeen-
komt met de oplossing voor h = 0~05. Hieronder drukken we het aantal 
iteratiestappen men llA~ -bll af. 
m 
TABEL 2 
h m llA~ -b II 
m m 
0.20 14 4. 7710-6 
0.10 31 5.6\0-6 
0.05 63 8.1110-6 
3.2.8.2. CG 
Aangezien deze routine geen eenvoudige mogelijkheden geeft om het 
iteratieproces tussentijds te sturen, wordt als bovengrens van het aantal 
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Bijlagen 
"BEGIN" "l~TEGER" N; •REAL" K21 
K2;:•101 "FOR"Ni:I0,20,40 "DO" 
"~EGlN" "14TEGER" N1, I, J, K, lSTEP, !Tp 
"REAL" H, HZ, H2K2, RATE, DUMEIGVALJ 
"ARRAY" U tO;N,O&NJ, DISCR Cl ;2J 1 
"PROCEDURE" RICHARDSON(U,LJ,UJ,LL,UL,INAP,RESIDUAL,A1B1N1 
D1SCR,K,RATC,OOMEIGVAL,OUT>1 "CODE" 331701 
"PROCEDURE" INIMATCA,e,c,o,E.F)J "CODE" 31011J 
•PROCEDURE" DUPMATCA,e.c,o,E,F>1 •CODE" 310351 
"PROCEDURE" RESIDUAL(U)J "ARRAY" U1 
"BfGIN· •INTEGER• I, Jr "ARRAY" AU[OrN.OINl, 
INI~ATCo,N.o,N,AU,O)r DUPHATCl1Nl,t,N1,AU,U)J 
·•fQR•Ii: 1 •STEP" 1 "UNTIL" Nl"OO" 
"FDR"J1: 1 "STEP" 1 "UNTIL 0 Nl"D0" UtI1JJ1: (!leH2K2)tAU[l,Jl,.CAUL!,J,.1l+AUtI,J+ll+AUtI•1,JJ 
+AU tlt11JJ ).,Hz 
"~ND"I 
"PROCEDURE" OUT(K)I "VALUE" K; "INTEGER" Kp 
"BEGIN• "END"1 
Nli=fll,.11 H1:;t/N; HZg:H•HJ H2K2i=H2•K2J INlMATCO,H,o,N,U,O)f RICHARDSON(U,1,N!,!,l\l!,"TRUE",R~SIDUAL1!2•H2,b•CI + H2), 
"IF• DISCR[ll<"•S "THEN" 0 "E~SE" 150,DlSCR,K,RATE,OOME!GVAL,OUT)J OUTPUT Cbl 1 "("*• • ("AAl\ITAL AAilROEPErl VAN RESIDUAL I") "ZZD, 
4~"C"C0NVERGENTIESl\IELHEIDI ">"D,4D"•D1 UB"C"RESIDUNORM; •)•D,4D"•D 1 UB"("HAASWIJDTEg ")",30,J/")", K1 RAT£,DISCRC2l 1 H)J !STEP:: N//101 
"FOR" I!=O"STEP" ISTEP •UNTIL" N •Do• 
"BEGIN" OUTPUT(&!, 
•c•11,•c• X: 0 1 0, 0,1, •••• 1,01 ¥ = "l"D,D1//•)•,(I/IISTEP>•O.l)J 





AA~TAL 4ANROEPE~ VAN RESIDUAL! 37 CONYERGENTlESNELHElDI Z,3586"•1 RESlOUNORHa 21 8i!Ol"•& HAASWIJDTCI ,too 
x • o,o, 0.1. •••I 1.01 y " o.o 
0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
• o,o, 0.1. e •I I l~OJ Y • O,I 
0,0000• 0 'l,Bi!i!ll"•l 1,su11•.2 1,1013•.2 11 '15&5•.Z 2,0023"•2 t,95&5••2 t,80TJ••i! 1,'5130•.2 9,&i!i!ll•.:S 0,0000• 0 
x • o,o, 0.1. . .. , 1.01 '( • 0,2 
o,ooou• o 1,s1111• .. 2 2,Qtfl3"•2 2,9398"•2 S,i!l20"•2 s,211114• .. 2 3,2120"•2 2,93'18•oi! 2,1111>3••2 I, 5131>••Z 0,0000• 0 
;i o.o, 0.1, ••'I 1·,01 V • O,J 
0,0000• 0 1,eon•.2 2,9398•·2 'S,llt 7e"•i! 3,9768"•2 QI 0889"e2 J,97118"•2 3,6178••i! 2,93'18•·2 t ,6073"•i! 0,0000• 0 
• o,o, 0.1. ... ' 1.01 y • 0,11 
0,0000• 0 I, 95&5"~2 l,2120"•2 3,<17&8"•2 4,381>0"•2 4,5145"•2 4,3860"•2 3,97118•·2 1,i!li!O••i! 1,95&5•·2 0,0000• 0 
x = c.o, 0 .1. . .. ' 1.01 v • o,s 
0,0000• 0 2,0023"·i! l,29b4"•2 Q,08891 •2 4,5145•·2 4,6484•.z 4,5145 1 •2 4,0889••2 3,1'1114 1 •2 ii!,0023"•2 0,0000• 0 
= o,o, 0.1. • . t' 1,01 V a O,b 
0,0000• 0 1,95115"•2 l,2120•·2 3,'17118•·2 4,3860"•2 4,5145•·2 4,38110"•2 3,'1766•·2 :s,2120••i! 1,95115··~ 0,0000• 0 
x • o,o, 0.1. ... , 1.01 y. 0,7 
0,0000• 0 t,8073"•2 2,9398•·2 3,6178"•2 l, 971>8•.Z 4,0889•·2 3,'17118°•2 3,11178•·i! 2,93'18•w2 1,8073•·2 0,0000• 0 
= o.o, 0.11 . "., 1,01 y a o,e 
0,0000• 0 l.513b'•2 2,41113"•2 2,'1398"•2 3,i!U0"•2 ],291>4"•2 :S,2tz0"•2 2,9396•·2 2,41bl"•2 1,•51311•.2 0,0000• 0 
X a 0,0, O.lo .... ' 1.01 v • 0,9 
0,0000• 0 9,6224"·3 1,513b"•2 t,8073"·2 I, 9565"·2· 2,0023• .. 2 t,'15&5•·2 1,8013••2 1,'!113&•.2 9,8224•·1 0,0000• 0 
• 0. 0, 0.1. . .. ' 1.01 v • 1,0 
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4ANTAL AANROEPEN VAN RE8lDUAL!ll5 CDNVERGENTIESNELHEIDi S.4•88 1 •2 RESIDUNORMI •,27b7 1 •7 MAAS~l.IDT!I ,on 
x • o,o, 0.1 ••• ~. 1~01 y • o,o 
0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000 1 0 0,0000• 0 0,0000• 0 
x • o,o, 0.1. 
..... ' 1.01 v • o,t 
0,0000• 0 1.00111•.2 1. '5.S8S"•i! t,8i!9&••l! t,97711 1 -2 2,ozn•.2 1, •n11•·2 t,8i!98••2 I, 5385••2 1,00111•.2 0,0000• 0 
x • o.o, u.1, ... ' 1·,01 Y • O,i! 
0,0000• 0 1,5385"•2 l!,1149S••l! . 2,97114••2 s,211u•.2 :S,330i!••2 3,24•2"•2 i!,9744••! i! 1 449!i•ei! l,!5385••ii! 0,0000• 0 
• o,o, 0.1 • .... 1·,01 Y • 0,1 
0,0000• 0 l,Bi!98 1 •2 l!,9744"•i! 3,11573•.Z q,0110•.2 11,uoo••i! 0,01111••2 3,11513••2 !,9744•·2 1,lli!98••2 0,0000• 0 
" o,o, 0.1. e •'I 1~01 y • 0,4 
0,0000• 0 1,'177b"•i! S,i!4bi!"•2 0,01111•·2 4,4i!'111"•2 4,5587••1! 4,4i!911"•ii! 4101Tll 1 •ii! 3,ii!Oi!"•i! lo97Tll'•l! 0,0000• 0 
.. o,o, 0.1, .... 1.01 y • 0,5 
0,0000• 0 i!,Oi!i!9"•2 3,330i!"•i! II, 1300 1 •2 11 1 !5587"•ii! 4,b'33"•2 4.!5587 1 •2 4,1:500"•2 S,330i!"•i! 2,0i!29"•i! 0,0000• 0 
C 010 I 0 .1 • ... , 1.01 y • 0,11 
0,0000• 0 l,'177b•·i! J,211112•.z 11,01111•.2 4,4i!911"•l! 4,5587•·2 4,42911••2 11,01111•.2 3 ,i!411i!•·2 I, 917b••2 0,0000• 0 
x • o,o, 0.1. ... ' 1,01 y • 0,1 
0,0000• 0 t,82'18•-2 2,971111"•2 :s.11sr:s•.2 11,01111•-2 o, uoo•.2 4,011••·2 S,UU••2 1, •1u•.i 1,u•e•.2 0,0000• 0 
• o,o, 0,1, 
' .. ' 
1~01 y • o.s 
0,0000• 0 l,'5385••2 2,4495"•2 l!, 97QQ•.;! J,211112 1 •2 S,3302"•2 :S,1!411i!"•2 2,'17114••2 2,44'15•·2 1,5385'•2 0,0000• 0 
• o.o, 0.1. • l.t I 1,01 y .. 0,9 
0,0000• 0 l,OOfll"•i! I, 5385•.Z 1,11298•-2 1. 97711• .. 2 i!,0229••2 1.•1111•·2 1,8299•·2 10 5385•-2 1,00111•.2 0,0000• 0 
x • o,o, 0.1, ... , !,OJ Y II 1,0 





•BEGIN" "INTEGER" NJ "REAL" K2J 
K21= 101 "FOR" N;: 5, 10, 20 "DO" 
"BEGIN" ftlNTEGFR" NSQ, M, Mz, Ml, Mlj, HSQ, 1. J, IT, ISTEP, JSTEPa 
"REAL" H, H2, H2K2, EPSJ "ARRAY" U, Ft1;CZ•Nt1)**2l1 
•PROCEDURE• CONJ GRAD(A, X, B, L1 u, GO ON, IT, EPS)J "CODE" 311220t 
"PROCEDURE• INIVECCL,U,A,Xl; "CODE• 310101 
"PROCEDURE• MATVECCU,AU)J "ARRAY" AU, U1 
"BEGIN" "INTEGER" I, EL, K1, K21 Lr "ARRAY" AUXl1&M4Jr INIVECCt,HSQ,AU,O)J 
"COMMENT" DE RANDWAARDEN WORDEN OP AUX OVERGESCHREVEN EN WORDEN TIJDELIJK OP NUL GESTELDJ 
"FOR" I;= t "STEP• 1 •UNTIL" M •oo• 
"BEGIN• AUXtIJi: U!Il1 AUXCI+Hla• UUtMSGleMJ1 
. AUXCI+H2li• UCM•(let)t11J AUXtltM3l1: UU•HJ1 u til i= u [H•(l•t)tll 1= u thMJ I• UCI+MSQ•Ml Ill 0 
"END"I 
"COMHE~T" DE BIJDRAGEN VAN AU WORDEN NU V!ERKANT VOOR VIERKANT BEREKEND EN UPGETELDJ 
"FORP ELi= 1 •STEP" 1 "UNTIL" NSQ •oo• 
"BEGIN• Kti= EL//Nr K2i: EL. Kl•Nr 
Ls: "IF" K2 : 0 "THEN" (Kl • l)•MZ t H • 2 
"ELSE" 2•CKl•H t K2) • 11 AU CLl;: AU !Ll t C7+H2K2/llJ •U ILJ 
~ll•CUIL+11+U!LtMJ)tCU!L+H2l+UIL+2l)/2r AU [L,+211= AU [Lt2l + C7tH2K2/4)•U 11.+21 
•4•CUCL+ll+U!L+Mt2JltCUCL.+H2+2l+U!Ll)lls AU[L+M2J1: AUtL+M2l+C7+H2K2/ll)•UfL+H2l 
-ll•CU[L+Hl+UILtM2+1lJ+CUtlt~2+2l+UtLJ)/2r AUCLtM2t2J1: AUtL+M2+2ltC7+H2K2/llJ•UIL+M2t2l 
•4•CUCL+H+2l+UtL+M2+1J)+(UtL+M2l+UtL+2J)/2J AU!Lt1J;: AUCL+1l+C22tH2K2J•UtL+11 
•ll•CU!LltUtL+2J)wlb•UIL+H+1lt2~UtL+M2+1Jr AUIL.tMl;= AU[LtHl+C22tH2K2l•UtLtHl 
•ll•CUtLltUCL+M2l)•1b•UtL+"'tlJ+2•UtL+Mt2JJ AU!L+M2tl)lc AUtL+M2+1ltC22+H2K2)•UtLtM2+1l •4•CUCL+H2+2ltUCL+H2ll~lb*UIL+H+1lt2•UtLt1lB AU!LtMt2];: AU[L+Mt2ltC22tH2K2)•UtL+M+2l 
•4•CUCL+M2t2JtUCL+2l)•1b•UtL+Mtll+2•UIL+HlJ AUIL+H+1J1: AU[L+M+lltCblltH2K2•4)•UtL+Mt1l ~1b*(U[Ltll+UtLtHl+UtLtMt2l+UILt~2+1J) 
"END"I 
"COMMENT" DE RANDWAA~OEN WORDEN NU l~ REKENING GEBRACHT1 
•FOR" I;: l "STEP• 1 •UNTIL" H •oo• 
"BEGIN• Ls• lJ AUCLJ1: U!Ll;: AUXtll1 LI• It HSQ • H s AUtLla UCLl1 AUXtitMJs L;= M•CI" 1) + 11 AUtLJJ UIL.l; AUXtJtM2Jr LI: I*MJ AU tLl I U ILi I AUX titM:SJ 
"END 9 
•ENO" MATVEC1 
M;: N + N + 1J M21: MtMJ M31: M+M21 M4i: M+HJJ 
MSQ:: M•MI NSQ~: N*NI Ha: I/~; H2;: H•HI H2K2;: H2•K2J 
INIVECC1,HSQ,W 1 0)J 1NlVECC1 1 MSC 1 F 1 0)J 
"COMMENT" EVALUATIF VAN H~T RECHTERLtDJ 
"FOR" I;= Mt2 "STEP" H2 "UNTIL" MSC•M "00" 
"FOR" J;=I •STEP" 2 •UNTIL" ItM•3 •oo• F[Jl;: 4•H2J 
"FOR" I;: Mt3 "STEP" M2 "UNTIL" MSO•M "DO• 
•FOR" J;=l "STEP" 2 "UNTIL" ItM•S •oo• f[Jl1= 2*H2t 
"FOR" Ig: M2t2 •STEP" M2 •U~TIL" HSQ•H "DO" 
"FOR" J;=l "STEP" 2 "UNTIL" I+M•3 •oo• f[JJ;• ?.•H2p 
"FOR" I;= M2t3 •STEP" M2."UNTIL" HSQ•H "DO" 
"FOR" J1=I "STEP" 2 "UNTIL" I+M•S •oo• FtJl1= H2p 
CONJ GRAD(MATVEC 1 U, f, 11 HSQ, EPS > 1,0"•10, IT, EPS)J 
OUTPUTCo11"C"*1"C"RESIDUNORHs•>"•D,4D••ZD, 
48J(" AANTAL AANROEPEN VAN HATVEC&")"ZZDr 
4B"C"AANTAL ROOSTERPUNTEN1"l"ZZZD, 
4B"C"MAASWIJDTE:•)•.oo,s1•)•,SQRTCEPS),IT,MSO,H)p 
JSTEP;: N//51 lSTEP1: JSTEP•MJ 
•FOR" I:= I •STEP" ISTEP •UNTIL" HSQ • M t 1 •DO" 
"BEGIN" OUTPUTCo1 1 
•c•11,•c•x = o.o, 0.1, •••• 1.01 y = •)•D,D,l/")",Cl//ISTfP)•0~1>a 
•FOR• J12 I "STEP• JSTEP •UNTIL" I t H • 1 "DO" 





RESlDUNORHI 49 7b59" •b AANTAL AANROEPEN VAN HATYECI 14 
x • o.o, 0.1 • .... 1~01 v • o,o 
0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
x • o,o, 0.1. 
' .. ' 
1.01 v • 0,1 
0,0000• 0 9,'12'H"•:S 1,5147"•2 !,8Z531 •2 1.•7!11°•2 
• 0 0 0, 0.lr ... , 1,01 v • 0,2 
0,0000• 0 l,'5347"·2 Z,GS2:5"•2 2,9701"•2 s,zoo•-2 
• o,o, o,&, ... ' 1~01 Y • O,l 
0,0000• 0 ! ,8253"·2 2,'1741'•! :S,b542"•2 4,01'70"•2 
• o,o, 0.11 .... 1·,01 v • o,a 
0,0000• 0 1.9751"•2 1,2aao••ii! 4,0P'O"•l 0,11llll"•2 
x • o.o, 0.1. . '., 1.01 y • 0,!5 
0,0000• 0 2,01'17"•2 3,3305"•2 11,12111•.2 4,558b••2 
x o,o, 0.1. e e e I 1~01 y • 0,11 
0,0000• 0 l,'!751"•2 3,24180 1 •2 0,0110•·1 4,4314"•2 
8 0 • 0 I 0,1, '••I 1,01 Y a O,T 
0,0000• 0 1,8253"·2 2,'1741"•Z J,11542"•" 4,0170"•2 
• o,o, 0.1. . .. ' 1,01 Y • O;!I 
0.0000• 0 !,5347"•2 2,4523"•2 i?,'1741"•2 3,2480"•2 
• o,o, o.i. . .. ' 1.01 v " 0,9 
0,0000• 0 9,'1253•·3 l,5l47"•2 1,8253"•2 l,'1751"•2 
x 8 o,o, O.l. . .. , 1,01 v • 1.0 
0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
AANTAL ROO&TERPUNTENI 121 MAUWlJDTE i 9 20 
0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
2,01•7 1 •2 1, '17151 1 •1 1,&2!13°•2 !,5147 1 •2 
s,nos•.z 3,2480"•2 2,9741"•2 2,11su•.2 
a, 12111•..z 4,0170"•2 l,b542"•2 2,9741"•2 
a,5581>••2 11,4314"•2 4,0170"•2 S 1 2Q80•ei! 
4,119111".Z 4,558'1••2 41 Uh••2 :s,:nos•.2 
4,5581>•.Z 4,4llll"•2 4,0110"•2 J,i!480•·i! 
11,12'71>• .. 2 ll,01'1'0••2 3,11542••i! Z,'1741"•2 
3,3305"•2 3,21180"•2 Z,9T41••i! i! 9 45i!l•ai! 
2,01'17•·i! l,'1751"•2 1,8253••2 t,5347•.2 
0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
0,0000• 0 





1,97131 1 •2 
t,8253•.Z 
t,5347 1 •<! 
9,'li!53••S 















RESIDUNORHI 5,11341" •o AANTA~ AANROEPEN VAN HATVECi 31 AANTAL ROOSTERPUNTENI 441 MAASWIJDTE 19 10 
x • o,o, 0.1, ... ' !,OJ V II 01 0 
0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
• o, o, Otl, ... , 1.01 v " O, I 
0,0000• 0 1,00<111•.2 1,5400 1 •2 t,8308"•2 1.9783•·2 2, Oi!31>"•2 !,'1783 1 •2 1,83011"•2 t,5400"•2 1,00<14••2 0,0000• 0 
x s o.o, 0 .1 • .... , 1.01 v I;! 0,2 
o,o~oo• o 1,5400"•2 2,4510"•2 2. 9751>• ·2 :S,241i?"•2 3,:uu•.z 3,ZllTZ"•l! 2, 417511"•2 2 9 4510"•2 1,'!!eoo••Z 0,0000• 0 
x • o,o, o.i, .,,, 1,01 y • 0,3 
0,0000• 0 1,8306• .. 2 2,97511••2 3,1158:J•·2 11,01115•.,z 4, 1309"•2 4,0185"•2 J,l>S83••i! Z,975b•.,i! 1,8308••2 0,0000• 0 
)( • o,o, 0 .1. •••I 1.01 v ' 0,4 
0,0000• 0 t,9783"•2 3,2471!"•2 4,01es• .. z 4,4305"•2 4,55'1!>••2 4,4305"•2 4,0!85•·i! 3 0 i!47Z•a2 1, 1 783••i! 0,0000• 0 
• 0. 0' 0 .1. ... , 1~01 v • o,s 
0,0000• 0 i!,0230• .. 2 3,3312"•<! 4, 130'1"•2 e. ss111,..z 4,11'143"•i! 4,'55'111"•! 4 1 U09••i! 3,uu• .. z 2,0i!h"•l! 0,0000• 0 
X II 0. 0, 0.1 • ... , 1~01 V m O,b 
0,0000• 0 I, '1785"•2· l,2472"•2 4,01as•ai! 4,4305"•2 4,55'10•·2 4.430'5"•2 4,0185•·2 3,2472•·2 t,'1763••2 0,0000• 0 
x .. o,o, 0.1. ... , 1.01 v • 0,1 
0,0000• 0 1,a1oe•.2 2,'1756"•2 3,11583•·2 4.0l85•·i! 4, 130'l•oZ 4,0185"•! 3,1>583•·2 l 1 975&•ai! !,8l08•·2 0,0000• 0 
x • o,o, 0.1. fl •• ' 1,0 I v .. 0,8 
0,0000• 0 1,sqoo• .. 2 2,11510"•2 2,'175«>•·2 3,2117<?•·2 3,331i!"•Z 3,21172"•2 2,117'511•·2 i!,4510"•1! 1,5400"•2 0,0000• 0 
x s o,o, o.t. e. G I 1.01 v • 0,9 
0,0000• 0 1,00<>11•.2 t,51100"•2 1,8308"•2 1,'1763••2 2,0i!lt.••2 t,9783••2 1,11:soe• .. 2 1,!11100•.2 1,00'111••2 0,0000• 0 
x • o,o, o.i, e Pc I 1.01 v • 1,0 
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•BEGIN" "lNTEGER" N; •REAL" KZr 
K?1:~101 "FOR"N1:I0120 1 40 "DO" 
"BEGIN" "INTEGER" ni, I. J, K, ISTEP, ITr 
"REAL" H, H2, H2K2, RATE, DOMEIGVALJ 
"ARRAY" UtO:N,O!Nl, DlSCRtl;2J I 
"PROCEDURE" RICHARDSONCU,LJ,UJ,LL,UL,INAP,RESIDUAL1A1B1N1 
DISCR,K,RATE,DOMElGVAL,OUT)J "CODE" 331701 
•PROCEDURE" INIMATCA,e,c,o,E,F>1 °CODE" 31011s 
"PROCEDURE" DUPMATCA,B,c,o,E,F>J •CODE" 31035s 
•PROCEDURE" RESIDUAL(U); "ARRAY" U1 
"BEGIN• "INTEGER• I, Jr "ARRAY" AUtOiN,O~Nlp 
INlMAT(O,N,o,N,AU,Ol1 DUPMATC11Nt,1,N1,AU,U)r 
"FDR"l~= 1 "STEP" I "UNTIL" Nl"DD" 
"FOR"Ji: 1 •STEP" 1 "UNTIL" Nl"DD" 
UtI 1 JJ1: (Q•H2K2l•AU[l 1 Jl•CAUtI,J•tl+AUtI,J+1J+AUtI•t,JJ 
tAU tI+11JJ )"H2 
"ENO"; 
"PROCEDURE" OUT(K)1 "VALUE" K1 "INTEGER" Kt 
"6EGIN" •END"t 
Nl~=N•lJ Hi:t/N; H2r=H•Hr H2K2i=H2•K~J IN!MAT(O,N,o,N,U,0)1 
RICHARDSON(U,1,~l1 1 1,Nt,•TRUE" 1 RESIOUAL,12•H2,8*(1 + H2), 
"IF• DISCR[ll<"•5 "THEN" U "ELSE" ISO,OISCR,K,RATE,DOHEIGVAL10UT)1 
OUTPUTCb1 1 "("*r"C"AANTAL AANROEPEN VAN RESIDUAL;">"ZZO, QB"("CONVERGENTIESNELrlEIDI •)•D,aD"•D, 
QB"("RESIOUNOR~: •)•o.ao•-D,aB"C"HAASWIJDTE1 •)•,3D,3/")•, 
K,RATE,DISCR!2J,H)f IST~P;: N/1101 
"FOR" I;:o•STEP• ISTEP •UNTIL" N •DO" 
"BEGIN" OUTPUTC~i 1 
"("11 1 °(" X : O,D, 0.1, •• ~, 1,01 V: ")"D,01/l"l"1CI//lSTEP)*D•1Jt 









AANTAL AANROEPEN VAN RESIOUALi 37 CONVERGENTlESNELHEIOi Z,3988"•1 Rt8JOUNORH1 c0 8l!OJ 8 •& HAASW!JDTE1 0 100 
x " o,o, 0,1, ... , 1.01 v " o,o 
0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
x " o,o, 0 .1 • .... 1,01 Y • O,I 
0,0000• 0 9,82ZQ"•l t ,51lb"•2 t,807l"•2 1,115115•.2 2 ,002:5"•2 1,95&5••2 1,sou• .. 2 1,5!11>"'•2 11,11224•,.3 0,0000• 0 
x 3 0 .o, 0,1, .. ,, 1.01 Y • O,i! 
0,0000• 0 1,s13o•,.z i!,411t3"•i! 2,'13'18•-! ],2120"•2 3,291111•·2 J ,&!120"•2 2,9J96••l! Z,41U•el 1,suo••i! 0,0000• 0 
II 0 9 0 1 0t1 t ... , l~QJ V II 0 0 3 
0,0000• 0 1,eon•·z 2,93'18"•2 :s ,111 ff.I• •2 :S,97116"•2 ll,0889••i! 3,117bll 1 •1! l,11)18••2 2,'13'18"•2 1,aon••2 0,0000• 0 
II 0 9 01 0.1 • ... , 1·.01 y • 0,4 
0,0000• 0 1, 95115"•2 l,2120"•2 3,'17118"•! 4,36410"•2 4,9145"•2 4 0 3llbO"•l! 3,976B"•it J, 2 !ZO "•2 t,'15&5•-2 0,0000• 0 
a 0,0, 0.11 
• • o I !,01 Y " O,'! 
0.0000• 0 2,0023"•i! 3,29&4••2 4,0669"·2 4,5145"·2 a,1>464•.2 4,5145"•2 4,0889•·2 3,291>4"•2 2,00i!l'•Z 0,0000• 0 
3 01!1 o, 0 .1. It.'' 1,01 V • O,& 
0.0000• 0 1,9565•.2 3,2120• .. 2 3, ?7&6•·2 4,381t0••2 4,!1145•·2 4,38&0••2 !,'17&8•.2 :S,2120"•2 I ,'151>5•·2 0,0000• 0 
s o,o, 0 .1. ,.,., 1,01 y • 0,7 
0,0000• 0 1,B07l••2 2,'13'18••i 1,u1a ... 2 3,'17b8•·i! 4,088'1• .. 2 3,117&8••2 3,1>!18•e2 i!,.,398•.2 1,eon•.2 0,0000• 0 
x = o,o, o.i. • Ill', 1,01 v • o,a 
0,0000• 0 1,s1111•.2 2,4tb3"•l! 2,'1398••2 3,C!UO•,,z 3,Z96U"•2 3,2120 1 •2 i!,'13'18•·2 i!,4!63•·2 l,'513b••Z 0,0000• 0 
: o.o, 0 .1 • ... , I, 0 I V " O,'I 
0,0000• 0 'l,8224"•3 1,s110••2 1,&013• .. 2 t,'il5&5•·2 i!,0023"•2 l,'1565"•i! 1,eon• .. 2 1,'.1131t• .. 2 9,8224"•3 0,0000• 0 
x 8' o.o, 0.1 • . ,,., 1.01 Y a 1,0 
0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
AANTAL AANROEPEN VAN RESIDUAL! 71 CDNVERGENTIESNELHElDi 1.1382 1 •1 RESIDUNORMt 1,38341 •11 MUIWJJDTl!I ,050 
x .. o.o, 0.1. t11 • e I 1.01 y. o,o 
0,0000• 0 0,0000• 0 0,0000• 0 0.0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
x .• o,o, o.&, ... , 1,01 't • 0.1 
0,0000• 0 1,001&•-2 I, 533Z"•2 l,82Q9•a2 1. 97l0"•2 2,0184 1 •2 1,cino••2 t,824'1••2 1. 5332"•2 1,0018•·2 0,0000• 0 
• o,o, 0,1, 
. ' . '
1.01 v • 0,2 
0,01100• 0 1,5332"•2 2.uu22••2 2,'IC.l>P•ii! 3,23811"•2 :S,3228"•2 3,2381>"•2 2,%67••2 2,1142Z"•2 I ,'1312••2 0,0000• 0 
" o,o, 0.1 • .... 1~01 V II O,l 
0,0000• 0 1,8249"•2 2,96117•·2 l,114811"•2 11,ooas•.2 4,1209•.2 11,0085••2 3,1111811"•2 2,1111117•.2 1,8249•·2 0,0000• 0 
• o,o, 0.1. . .. ' 1.01 y " 0,11 
0,0000• 0 !,9710"•2 3,2l8o••Z 4,0085"•2 4,0i?00"•2 4.51190• .. 2 4,4i!00"•2 o,ooes•.2 :s,neo••i! !,'17lO"•i! 0,0000• 0 
X m o,o, 0,1, 
• e •I (,01 v • o,s 
0,0000• 0. 2,01e11•.2 l,3228"•2 0, 1209"al! 4,511'10"•2 O,l>lllC."•2 48 511'10"•2 41 li!O'l•ei! :S,3i!28•.2 z,011111•.2 0,0000• 0 
" o,o, o.i' o ••I 1,01 V • O,b 
0,0000• 0 !,9730"•2 :s, 2.38o••i! o,ooes•·z 0,11·200•-2 4,'!111'10••2 0,4i?OO"•Z o,ooes•.2 :S,238o•ei! t ,'1730••i! 0,0000• 0 
X a O,O, 0,1, 
'" t I 
1,01 y • 0,7 
0,0000• 0 1,8249"·2 l',9c.a7••i! 3,1>1184"•2 o,ooes•.2 o, 1209•.Z 4,0085••2 :s.11111111•-2 2,9o&7•e2 !,B2119•ei! 0.0000• 0 
x = o,o, 0.1. 
.. .. ' 1~01 v = o,e 
0,0000• 0 !,5332"•2 2,lllli!Z"•2 2,'11>117"•i! :S,23811"•2 :S,li!i!8"•2 :S,23811"•2 i!,'101>7••2 2,01122•.2 t,5l3i!••i! 0,0000• 0 
= o.o, 0.1. . .. , 1.01 v "0,9 
0,0000·" 0 1,001e• .. 2 I, 5l32"•i! t,8249"•2 t,9730"•2 2,01&11•.z t,9730••i! 10 8i!4'1•wi! 1. '5332"•2 1 1 00!8•aC! 0,0000• 0 
x " o,o, 0.1. ... , 1.01 y • 1.0 






AANT4L AANROEPEN VAN RESlDUALi135 CDNYERG!NTlESNELHEIDi 5.4688"•2 RESIDUNORM1 o,2767 1 •7 MAASWI.IDTE I 'Oi!!I 
" o,o, 0.1 • ... , 1,01 v " o,o 
0.0000• 0 0,0000• 0 o.~ooo• o 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
x • o,o, 0.1, •••I 1.01 y • 0,1 
0,0000• 0 1,00111• .. 2 !,'5385•.z t,Bi?q8••2 1,11110•.2 2,022'1•02 1, 9776••2 t,8i!'18•uZ 1,5385•·2 1,00111•.•2 0,0000• 0 
x • o,o, 0.1. • • e I 1,01 V a O,i! 
0,0000• 0 1,5385•·2 2,41195•·2 l!.'1744. •i! 3,21162"•2 3,3302°-Z 3,2116Z••! Z,'171111"•2 2,Q495•·2 1,5385••2 0,0000• 0 
x • o.o, 0.1, ... ' 1.01 v • 0,3 
0,0000• 0 t,8.i!'IB••i! 2,'17411'•2 J,6573"•2 4,0176"•2 4,1300"•2 4,0176"•2 3,'573••i! 2,'17411"•2 1,82'1&• .. z 0,0000• 0 
e o,o, 0,1 1 ... ' 1,01 v "0,11 
o,ouoo• o I, 9711>"•2 3,i!llbi!"•i! 4,0171>"•2 4,11290•.z 4,5587••Z 4 0 42'11>••2 4,0116••2 3,241>2"•1! 1,,7711"•2 0,0000• 0 
a o. O, 0 .1. • • f I 1.01 v .. 0,'5 
0,0000• 0 2,0i!i!Q• .. 2 l,!302 1 •2 4,1300 9 •2 11,5587"•2 4,6933".Z 11,5587"•2 11,uoo•-i! 3, l30ii!"•2 2,0i!29"•2 0,0000• 0 
= o,o, 0.1. 
• • t I 1,01 V II 0,o 
0,0000• 0 1, '177o••i! 3,241>i!"•2 4,0IYl•"•i! a,11290••2 4,5587•,.Z 11,4290• .. 2 0,01111•.2 l,211bi!•·i! !,977o••Z 0,0000• 0 
• o,o, 0,1, e • O I 1,01 y. 0,7 
0,0000• 0 1,8i!'l8•·2 i!,97411"•1! 3,1>573"•2 0,0110•.2 4,1300"•2 11,01 Tl•"•i! :S,11573••2 2,~11111•.2 1,82'18••2 0,0000• 0 
a o.o, 0.11 ... ' 1.01 v .. 0,8 
0,0000• 0 1,s3s5• .. 2 2,111195•·2 2,'17"4"•2 3,211112• .. 2 3,3302"•2 :S,i!llbi?"•i! i!. '171111 ••i! 2,44'15•·2 t,5385••2 0,0000• 0 
x • o,o, 0,1. . .. ' 1,01 Y s O,'I 
0,0000• 0 1,00111•.2 !,5385"•2 !,8i!'18 1 ai! t,'1771>•·2 i!,022'1•o2 t, '177o••2 I, 8i!'18••i! l 0 'iJ85•o2 l,OOTA••l 0,0000• 0 
x " o,o, 0.1. o••I 1.01 v • t,o 
o,ooou• o 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
"BEGIN• "INTEGER" N1 "REAL" K21 
K?t= tor "FOR" N1: s, 10, 20 "DO" 
"SEGlN" "INTEGER" NSG, M, H2 1 HJ, Hq, HSQ 1 11 J, IT, ISTEP, JSTEPJ 
"REAL" H1 H21 H2K2, EPSJ "ARRAY" U, Ft11(2•N+1)**21J 
•PROCEDURE• CONJ GRAD(A, X, 8, L, U, GO ON, IT, EPS)1 "CODE" 342201 
"PROCEDURE" INIVECCL1U1A1X)J "CODE" l1010J 
•PROCEDURE• MATVEC(U,AU)1 "ARRAY" AU, U1 
"BEGIN" "INTEGER" I, EL, K1 1 K21 LI "ARRAY" AUXtl1H4Js 
INIVECCl1HSQ,AU,0)1 
"CDHHENT" DE RAHDWAARDEN WORDEN OP AUX OVERGESCHREVEN 
EN WORDEN TJJDELIJK OP NUL GESTEL.Ds 
"FOR" II= I "STEP• t •UHTIL" H •oon 
·"BEGIN" AUX[IJi: UCIJ1 AUX!ltHJ1: Utt+MSQeMJt 
AUX!lH12Ji: UIH•<I•l)+ll; AUXtl+H3Ji: U(l•HJ1 
U!II i: U!H•CI•l)+ll 1: UthMJ 1;;: Ull+MSQ•!'1l I• 0 
"ENO"J 
•tOHMENT" OE BIJDRAGEN VAN AU WORDEN NU VIERKANT VOOR 
VIERKANT BEREKEND EN OPGETELDJ 
"FOR" ELI= 1 "STEP" 1 "UNTIL• NSG •oo• 
"BEGIN• K11= EL//Nr K2i: EL • Kl•Nt 
L1= "lF" K2 11 0 "THEN• (Kl • l)*M2 + H • 2 
"ELSE" 2•CKt•H + K2) • 1r 



















"COMMENT" DE RANOWAARDEN WORDEN NU IN REKENlNG GEBRACHTs 
"FOR" 11= l "STEP" I •UNTIL" H •DO" 
"BEGIN" L;= IJ AUtLJ1: UtLJpa AUXtIJJ 
L;= I + HSQ • H I AUtLl 111 U!Ll 1= AUXtitHJ' 
L;: M•Cl • 1) + 11 AUtLJ1: U!Ll1= AUXtitM2JJ 





Ma= N ~ N + 11 H21• MtMJ M3a= M+M2r M4~= M+H3r 
MSQa= M•MJ NSQ1: N•Nr H1= 1/NJ H21= H•H1 H2K21= H2•K2r 
INIVECC11HSQ,U~O)J lNIVECCt,MSQ,F,O)J 
•COH~ENT" EVALUATIE VAU HET RtCHTERLIDJ 
•FOR" Ia= M+2 "STEP" H2 "UNTIL" MSQ•M •oo• 
"FOR" Ja=l "STEP• 2 "UNTIL" I+M•J •oo• FtJJs= 4•H2s 
"FOR" I;= Mt3 "STEP" M2 "UNTIL" HSQeM •oo• 
•FOR" Js=l •STEP" 2 "UNTIL" ItM•S •oo• FtJJ;• 2•H2• 
"FOR" I&• H2+2 •STEP" M2 "UNTIL" HSG•H "DD" 
"FOR" J;:I •STEP" Z "UNTIL" ItM•l "DO" FtJla• 2•H2t 
"FOR" I1• M2+3 •STEP" H2 "UNTIL" HSQ•H •oo• 
"FOR" J1=l "STEP" 2 "UNTIL" ItM•S •oo• FIJJ1• H2J 
CONJ GRAD(HATVEC, u, F. 1, HSQ, EPS > 1,o•-10, lT, EPS>a 
OUTPUTCot,•(•t,•C•RESl~UNORHi">"•D,40"•ZD, 
46~<· AANTAL AANROEPEN YAN HATYEC;•)•zzo, 
46"("AANTAL ROOSTERPUNT~Na•>•zzzo, 
48"("HAASWIJDTE1")" 1 DDrSl")",SQRT(EPS),IT1MSQ,H)f 
JSTEP;: Nl/SJ ISTEP;: JSTEP•MJ 
"FOR" I1= 1 •STEP" lSTEP "UNTIL" HSQ • H + 1 •oo• 
"BEGIN" OUTPUTCo1, 
•c•11,•c•x = o.o, 0.1, •••• t,o, y • •)•D,D,ll")"1<IllISTEP)•01l>1 





RESXDU~ORHI 4.1o59" •o AANTAL AANROEPEN VAN HATVECi l4 AANTAL ROOSTERPUNTENI 1Zl MUSll!JDTEI 120 
x " o.o, 0.1. 
•' e I 1~01 ., • o.o 
0,0000• 0 0,0000• 0 0,0000• 0 0.0000• 0 0.0000• 0 0.0000• 0 0,0000• 0 0.0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
.. o.o, 0.1. t ••I 1~01 '( • 0,1 
0,0000• 0 41,11253•·3 l,'!!347"•2 1,8253'•2 1,•rs1• .. 2 2,01•1•.2 1,9751 1 •2 1.a2'.IJ1•2 t,5347•·2 9,9Z'.ll••:S 0,0000• 0 
x • o,o, 0,1. . .. ' 1,or v • 0,2 
0,0000• 0 1,9347"•2 2,45i!l 9 •2 2,11741 8 -2 1,200•.z 3,3305• .. 2 :S,2480••i! 2,'1741••i! Z,4523••2 1,5147 1 -2 0,0000• 0 
• o.o, 0,1, ... , 1,or v • o,3 
0,0000• 0 1,8253•·2 2,11741"•2 J,0542"•2 a.0110•.2 4, li!7o••2 11,0110•·2 3,'542'•2 Z,11701"-2 1,ezs3•.2 0,0000• 0 
x " o,o, 0.1. . ... ' l,Gr Y " 0,4 
0,0000• 0 1,975!"•i! 3,2480••2 4,0110•·2 4.4314"•2 G.ssse.•.2 4,43111"•2 4,0!70••i! S,2480••2 t,117!!!••2 0,0000• 0 
• o.o, 0 .1. . .. , 1.01 y " o,s 
0,0000• 0 2,01117"•2 3,Bos•..z 4, ti?7o"•2 4,5SBo"•2 4,b'H4"•2 4,55811••2 11,!i?Yb•ei! 3,Ho5•v2 2,01111•.2 0.0000• 0 
x • o,o, 0.1. • t t I l,OJ Y a O,b 
0,0000• 0 1,'1751"•2 1,211eo•·z 4,0110•-2 11,4314"•2 4.55811•·2 11 0 11:u11••1! 41 0ITO••i! l,Z480•u2 1, '1751"•2 0.00011• 0 
a o,o, 0,1, .... 1.or v • 0,1 
0,0000• 0 1.szs3•.2 2,'1741"•2 3,654Z"•2 4,0170"•2 4, tl711•a2 4,0170••2 3,11542••2 2,9741"•2 1,8253•·2 0,0000• 0 
x • o,o, 0.1. ... ' 1,01 y ' 0,8 
0,0000• 0 1,5347"•i! 2,45i!3"•i! 2,'17111"•2 3,2480"•2 :S,3305•.Z :S,2480••Z 2,'1741"•2 2,4523••2 1,53G7•·2 0,0000• 0 
" o,o, 0.1. . .. ' 1.01 v " 0,9 
0,0000• 0 '1,1125l"•l t,5347"•2 1,8253"•1! t,11751• .. 2 2.0197•·2 1.9751"•2 !,8253••i! 11 '!1)47 8 ui! 9,'1253•·3 0,0000• 0 
x " o.o. 0.1. • e •I 1.01 y " 1.0 




RESlDU~ORHI 5,o3q1• •o AANTAL AANRIJEPEN VAN MATVECI 31 AANTAL ROOSTERPUNTENi 441 HAASWlJDTEi,IO °' 
" n.o, 0,1, •••I 1.01 y • o.o 
0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
x • o,o, o.i, ... ' 1,01 Y • O,I 
0,0000• 0 1,ouciu•.2 t,5qoo••2 t,8308"•2 t,'1183"·2 2,0230••2 t,9T83••2 1.noe•.2 t,'SllOO"•i! 1, ooci11• .. 2 0,0000• 0 
c o,o, 0.1. • e •I 1,01 V "0,2 
0,0000• o. 1,5400"•2 2,4510"•2 i!, '1750••2 3,247i!"•2 3,3312• .. 2 3,2472"•2 2, 117511••2 2,4Sl0"•2 1,5400"•2 0,0000• 0 
x • o,o, 0.11 .... 1.01 v • 0,3 
0,0000• 0 1,8308•.2 2,'17So••2 3,11553"•2 4,01es•.2 0,130'1•.2 4,0185••2 3,6583•·2 2,'17511"•2 l 1 8l08••i! 0,0000• 0 
• o,o, 0.1. . .. , 1,01 V D 0,11 
0,0000• 0 I, '17Bl"•2 3,2q12•.2 q. 0185"•2 4,11305"•2 q,SS'lll••l 4,G:So5••i! 4,0l85"•i! !,2472"•2 1. 'H8J"•l! 0,0000• 0 
• o,o, 0.1. . .. ' 1.01 v • 0,5 
0,0000• 0 2,02311"•2 3,3312"•2 4, 1309"•i! 4,55'111"•2 4,6<143"•2 4,55911 1 •2 4,130<1"•2 3 1 Hli!"•2 2,02311•.z 0,0000• 0 
x • o,o, 0 .1. . .. ' l,01 Y • O,& 
0,0000• 0 I, ''7Bl"•Z 3.2472••2 4,0185"•2 4,4305"•2 a,55'111• .. z 4.4305"•2 11,01ss• .. 2 3,2472"•2 1,9783•·2 0,0000• 0 
:I Q • 0 I u .1. • t •I 1,01 v • o,7 
0,0000• 0 1,11306"•2 2,9750 1 •2 :S,0583•.2 4,01es•.2 4,130'1•.2 4,0!85 1 •2 3,6583•·2 2,'17'Jll•·2 1,8306"·2 0,0000• 0 
• o,o, 0.1. e • t I 1,01 v 11 0,8 
0,0000• 0 l,'5400"•2 2,45IO"•Z i!,'1751>"•2 3,2472"•2 :s,:n12•.2 3,2472"•2 i!,'H'5o••2 2,as10•.2 !,'5400"•2 0,0000• 0 
a Oe.01 Oel1 
• • 11 I 1,01 y " 0,9 
0,0000• 0 1.00'14•.2 I, 5400"•2 1,8308"·2 1,11793•.2 i!,OZlo••i! t,9783••Z 1,8308•·2 t,5400 1 •2 1,00'14•·2 0,0000• 0 
x " o,o, 0.1. ... , 1.01 v ~ 1,0 
0,0000• 0 0,0000• 0 0,0000• 0 0.0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
RESlDU~ORHI 81 1133° •• AANTAL AANRO!P!N YAN'HATYEC1 •3 AANTAL RODSTERPUNT!Nil•ll MAUlllJDTEi ,05 
x • o,o, 0.1 • .... 1.or v • o,o 
0,0000• 0 0.0000• 0 0,0000• 0 0,0000• 0 0.0000 1 0 0.0000• 0 0.0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 0,0000• 0 
x c o,o, 0.1 ••••• 1.01 v • 0.1 
0,0000• 0 1.00•1•.z 1.s1n•-z 1,11308 1 •2 l,97113"•2 2.on5•.2 1.nn•.i t .noa•.z 1,5J9••·z 1,00•1•·z 0,0000• 0 
x " o.o. 0.1 • ... , l~OI Y • 0,2 
0,0000• 0 l 0 5J99•a:! Z,1150'1 1 •2 z.•ns•.z 3,Z47t••Z 3.3311"•2 ll,21171••2 Z,'1755••2 2,11509•.2 1,53119•.2 0.0000• 0 
x • o.o, 0,1, ... , 1,01 'I " o,J 
0,0000• 0 1,8308 1 •2 2.9755 1 •2 3,'5Bi! 1 •2 a,0115•-1 
"· 13011 .Z 11,0185 1 •1! J,U82••2 2,9755•.2 1,noa•.2 0,0000• 0 
x • o.o, 0.1 ••••• 1.01 ., • 0,4 
0,0000• 0 ,,,783"•2 :S,21171 1 •2 11,0185"•2 ll.Ol04 1 •Z 11,5595•·1? 11,llJOll"•Z 11.01a5•.2 1.21111•.2 t ,9713"•2 0,0000• 0 
• o.o, 0.1 ••••• 1,01 v 111 o,s 
0,0000• 0 2.oz:ss•-2 J, llll '•Z 11, uos•.z •,5595•·2 11.••11z•.z o,55'5••z 11,uo8••z :s,nu•.z 21 0Z:S5••Z 0,0000• 0 
x • o,o, 0.1. .... 1.01 v " 0.11 
0,0000• c 1,•783"•2 3.21171"•2 11.0185"•2 11,113011 1 •2 11,55'5"•2 11,11304 1 •2 4,0185"•2 s,21111•.2 1, "78)"•2 0,0000• 0 
x " o,o, 0.1, ... , 1.01 y • 0,7 
0,0000• 0 1,8308"•2 2,•7558 •2 3,'582"•2 11,0185•.Z II, 1301 1 •2 4,0l85"•2 1 1 .sez•.2 2,9755 1 •2 1,uoa•.2 0,0000• 0 
x .. o,o, 0.1. . .. ' 1·.01 v • o,a 
0,0000• 0 1,53'19•·2 2,1150••·2 2,•755•.2 3,2471"•2 3,3311".Z :S,2411"•2 2,9755•·2 2,1150••·2 1. 5399 1 •2 0.0000• 0 
x • o,o, 0,1, •••• 1.01 Y • o.• 
0,0000• 0 1,00•1•.z t,5l''"•2 t ,a:soe•.2 l, •783•·2 2,0235••Z 1,9783 1 .Z l,Uo8••2 l, 539'•.2 1,00•1••2 0,0000• 0 
x " o,o, 0.1. . .. , 1~01 Y II t,O 
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