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Resumen—Contexto: La Ingeniería de Software (IS) es una 
disciplina compleja donde a día de hoy el resultado de la 
aplicación de alguna tecnología para apoyar el desarrollo de 
software es impredecible. De manera similar a otras disciplinas 
ingenieriles, la IS requiere de construcción de modelos, experi-
mentación y aprendizaje. La experimentación es un recurso va-
lioso que permite evaluar de manera objetiva las distintas 
tecnologías disponibles para desarrollar software. Objetivo: Con 
la finalidad de promover el paradigma experimental en la IS, en 
este artículo se aplica el paradigma experimental para estudiar 
algunos efectos de la programación en pareja. Método: A través 
de un diseño experimental cuadrado latino con dos factores de 
bloqueo, se emplearon 21 estudiantes del programa de licen-
ciatura en IS de la Universidad Autónoma de Yucatán (UADY) 
para examinar la duración y esfuerzo que conlleva la progra-
mación en pareja. Los estudiantes se agruparon en 7 parejas y 7 
individuos donde codificaron durante dos sesiones dos programas 
pequeños. Resultados: Los resultados del experimento sugieren 
una diferencia significativa (en un nivel α=0.1) en favor de la 
programación en pareja con respecto a la duración de codi-
ficación de los ejercicios asignados (28% decremento en tiempo). 
Por el contrario, los resultados sugieren una diferencia signifi-
cativa (en un nivel α=0.1) en favor de la programación individual 
con respecto al esfuerzo (30% decremento en esfuerzo). Conclu-
siones: En este artículo se presenta el paradigma experimental 
aplicado a la IS. A través del paradigma experimental es posible 
obtener observaciones de manera objetiva para acumular un 
cuerpo de conocimientos que pueda ser usado de manera confía-
ble por profesionales en IS. 
Palabras Clave—ingeniería de software; programación en pa-
reja;  paradigma experimental; experimento controlado 
I. INTRODUCCIÓN 
A día de hoy el resultado de la aplicación de una 
determinada tecnología para el desarrollo de software es im-
predecible [1]; no contamos con evidencia suficiente que apoye 
la mayoría de las creencias en que basamos la construcción de 
software [2]. A menudo en IS se adoptan tecnologías nuevas 
sin contar con evidencia convincente de que serán efectivas [3].  
A través de la experimentación es posible evaluar de mane-
ra objetiva las distintas tecnologías disponibles para la cons-
trucción de software. La experimentación contrasta las creen-
cias y las opiniones con la realidad convirtiéndolas en conoci-
miento científico o desechándolas. En la historia de todas las 
disciplinas ingenieriles se ha producido una transición desde 
las creencias, especulaciones y aciertos casuales hasta el cono-
cimiento científico mediante el cual una ingeniería alcanza re-
sultados predecibles [4,5]. 
La aplicación del paradigma experimental aplicado a la 
investigación en IS cuenta ya con varias décadas. Los orígenes 
de la experimentación en IS se remontan a los trabajos de 
Weinberg y Gressett [6], Grant y Sackman [7], Kolence [8] y 
Hanson [9] donde los autores empleaban aproximaciones 
científicas basadas en la observación y evaluación de tecno-
logías para la construcción de software. No obstante, los prime-
ros experimentos así como la aplicación del paradigma expe-
rimental a la IS fue hecha por Basili en la década de 1980 [10]. 
La experimentación en IS hace posible la identificación de va-
riables relevantes en la construcción de software y la com-
prensión de relaciones existentes entre ellas [11]. 
Siguiendo el paradigma experimental aplicado a la IS, en 
este artículo se presenta un experimento que analiza los efectos 
de la programación en pareja con respecto a la programación 
individual. El resto del artículo se organiza de la siguiente 
manera. En la sección II se describe el contexto del expe-
rimento. En la sección III se presenta el diseño experimental 
empleado. En la sección IV se presentan los resultados. En la 
sección V se discuten los resultados. Por último, en la sección 
VI se presentan las conclusiones. 
II. CONTEXTO DEL EXPERIMENTO 
La programación en pareja es una de las doce prácticas 
principales de la programación extrema creada a finales de la 
década de 1990 por Kent Beck [12,13]. Básicamente en esta 
práctica dos programadores trabajan en conjunto sobre una 
misma tarea usando una computadora. Uno de los progra-
madores, quien toma el rol de controlador, escribe el código 
mientras que el otro programador, identificado como obser-
vador, revisa de manera activa el trabajo realizado por el con-
trolador con el fin de detectar posibles defectos. El observador 
puede hacer anotaciones o definir estrategias para llevar a cabo 
la tarea a realizar, también puede buscar referencias para ayu-
dar a resolver alguna cuestión que se presente durante la reali-
zación de la tarea. 
Se han realizado algunos experimentos donde se examinan 
algunos efectos de la programación en pareja [14]-[19] De 
manera general, en estos experimentos se concluye que esta 
práctica ayuda a producir programas más pequeños, ayuda a 
implementar mejores diseños y que los programas contienen 
menos defectos que aquellos escritos de manera individual. Se 
dice también que la duración en completar una tarea en pareja 
es menor que realizar la tarea de manera individual. 
Bajo un contexto académico el experimento que a conti-
nuación se describe se centra en analizar la duración y esfuerzo 
que implica codificar programas pequeños en pareja e indivi-
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dualmente. Siguiendo el enfoque Goal-Question-Metric [20] la 
definición de este experimento se describe como: 
 
“Estudiar la duración y el esfuerzo que conlleva la 
programación en pareja respecto a la programación individual 
con el propósito de evaluar posibles diferencias entre estas dos 
formas de programar. El estudio se realiza desde el punto de 
vista del investigador en un contexto académico compuesto por 
alumnos del tercer año de licenciatura en IS de la UADY 
donde codifican en pareja o individualmente un par de progra-
mas”. 
 
Las hipótesis de trabajo para este experimento se definen 
como: 
• H0(1): El tiempo requerido para codificar un programa 
utilizando programación en pareja es equivalente al 
tiempo requerido para codificarlo de manera individual 
o, programar en pareja = a programar individualmente 
con respecto a la duración de tiempo. 
• Ha(1): El tiempo requerido para codificar un programa 
utilizando programación en pareja es diferente al tiem-
po requerido para codificarlo de manera individual o, 
programar en pareja ≠ a programar individualmente 
con respecto a la duración de tiempo. 
• H0(2): El esfuerzo requerido para codificar un programa 
empleando programación en pareja es equivalente al 
esfuerzo requerido para codificar un programa de ma-
nera individual o, programar en pareja = a programar 
individualmente con respecto al esfuerzo. 
• Ha(2): El esfuerzo requerido para codificar un programa 
empleando programación en pareja es diferente al 
esfuerzo requerido para codificarlo de manera indi-
vidual o, programar en pareja ≠ a programar indivi-
dualmente con respecto al esfuerzo. 
III. DISEÑO DEL EXPERIMENTO 
Las hipótesis planteadas en la sección anterior serán con-
trastadas a través de diferentes mediciones que se recogerán de 
los sujetos durante la ejecución del experimento. Básicamente, 
las mediciones pertenecen a dos grupos de sujetos: aquellos 
que realizan una tarea en pareja y aquellos que la realizan 
individualmente. Con estas mediciones se realizará entonces un 
análisis estadístico de acuerdo a un diseño experimental. 
A. Diseño Cuadrado Latino 
La característica principal del diseño experimental cua-
drado latino es el manejo de factores de bloqueo para aumentar 
la precisión en las mediciones obtenidas. De manera particular, 
este diseño emplea dos factores o variables de bloqueo donde 
cada tratamiento se encuentra presente en cada nivel del primer 
factor de bloqueo y también se encuentra presente en cada 
nivel del segundo factor de bloqueo.  
El arreglo de este diseño se conforma por un número igual 
de filas (factor de bloqueo uno) y columnas (factor de bloqueo 
dos). Los tratamientos (en este caso dos, programación en 
pareja y programación individual) se representan por caracteres 
latinos como símbolos donde cada símbolo se encuentra 
presente sólo una vez en cada fila y sólo una vez en cada 
columna. En la Tabla I se muestra un ejemplo del arreglo de un 
diseño cuadrado latino. 
 
TABLA I. DISEÑO CUADRADO-LATINO 
A B C 
B C A 
C A B 
 
En un diseño cuadrado latino el bloqueo es usado para 
aislar de manera sistemática las fuentes de variación no 
deseadas en la comparación entre tratamientos. Los dos fac-
tores de bloqueo usados en este experimento son el programa y 
la herramienta usada para codificar. En la Tabla II se muestra 
el arreglo usado para este experimento. 
TABLA II. ARREGLO CUADRADO-LATINO USADO EN EL EXPERIMENTO 
Programa / 
Herramienta IDE Editor Texto 
Calculadora Individual En pareja 
Codificador En pareja Individual 
 
El primer factor de bloqueo identificado como “programa” 
consta de dos niveles: calculadora y codificador, mientras que 
el segundo factor de bloqueo identificado como “herramienta” 
se conforma por dos niveles: IDE (En Inglés, Integrated 
Development Environment) y editor de texto. Los tratamientos 
a examinar son: programación en pareja y programación indi-
vidual. 
B. Sujetos, Tareas y Objetos 
En este experimento participaron 21 estudiantes (sujetos) 
pertenecientes a la carrera de IS de la UADY (Experimento 
realizado en el periodo académico de agosto-diciembre de 
2012). La mayoría de los sujetos cursaban el tercer año de la 
licenciatura, el resto de ellos (tres sujetos) comenzaban su 
cuarto año. De acuerdo a la clasificación sobre experiencia en 
programación creada por Dreyfus y Dreyfus [21], los sujetos 
de este experimento se clasifican como novicios avanzados, es 
decir, cuentan con experiencia práctica y conocimiento sobre 
los aspectos fundamentales del lenguaje de programación Java. 
Se formaron dos grupos de manera aleatoria con los 21 
sujetos disponibles, el grupo que trabajará en pareja y el grupo 
que trabajará individualmente. El experimento se dividió en 
dos sesiones, en cada sesión los sujetos codificaron un pro-
grama distinto en el lenguaje de programación Java. En la 
primera sesión los sujetos que trabajaron individualmente 
usaron el NetBeans IDE para codificar el primer programa 
mientras que los sujetos que trabajaron en pareja usaron como 
herramienta un editor de texto. En la segunda sesión se 
intercambió la herramienta de soporte, los sujetos que antes 
trabajaron individualmente con el NetBeans IDE ahora tra-
bajaron con un editor de texto mientras que los sujetos que 
trabajaron en pareja codificaron el segundo programa con el 
NetBeans IDE. 
Antes de realizar el experimento, en una sesión de clases se 
dio una charla sobre la programación en pareja. En esta charla 
se explicaron los conceptos que subyacen en esta práctica. 
También se explicó cómo compilar un programa en Java 
usando sólo un editor de texto. Por último, se les explicó a los 
sujetos cómo deben obtener las mediciones durante las 
sesiones del experimento. En una hoja de papel se les pidió a 
los sujetos registrar la hora de inicio en que comenzaron a 
codificar el programa y la hora final en que lo terminaron, esto 
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es, una vez verificado el funcionamiento del programa acorde a 
su especificación.  
Para las sesiones del experimento se eligieron programas 
pequeños que los sujetos puedan codificar, compilar, ejecutar y 
probar durante la sesión. El primer programa identificado como 
“calculadora” consiste en que los sujetos codifiquen una 
calculadora que evalúe expresiones con números decimales así 
como los operadores +, -, ×, / e imprima el resultado sobre la 
pantalla. El segundo programa identificado como “codificador” 
consiste en que los sujetos escriban un programa sencillo que 
codifique y decodifique un mensaje de texto. Dado un cambio 
de letra (por ejemplo, la letra a representa la letra p codificada 
y viceversa), el programa codifica o decodifica una línea de 
texto.  
C. Ejecución 
Cada sesión se programó con una duración de 90 minutos. 
Las dos sesiones se llevaron a cabo en uno de los salones del 
centro de cómputo de la Facultad de Matemáticas de la UADY. 
La primera sesión del experimento comenzó 30 minutos tarde 
debido a que no se encontraban todos los sujetos en el salón. 
Cuando el grupo se completó se dio inicio a la sesión, se 
proyectó en la pantalla la especificación del programa a 
realizar (calculadora). Debido al retraso en esta sesión, varios 
sujetos no terminaran el programa en tiempo por lo que se les 
pidió registrar el tiempo para que finalizaran en casa.  
Dada esta situación, a los sujetos que trabajaron indivi-
dualmente se les pidió terminaran el programa en casa y que 
terminaran de registrar sus tiempos. Por otra parte, a los sujetos 
que trabajaron en pareja y no terminaron, se les programó una 
sesión especial al día siguiente en uno de los salones del centro 
de cómputo para que bajo supervisión terminaran el programa. 
La segunda sesión inicio en tiempo, se proyectó en pantalla la 
segunda especificación del programa a realizar (codificador). 
En esta sesión los sujetos terminaron satisfactoriamente el 
programa. En cada sesión, una vez que los sujetos terminaban 
su programa se les pedía ejecutarlo para verificar su correcto 
funcionamiento. 
D. Mediciones Recolectadas 
Los tiempos de inicio y fin registrados por los sujetos se 
usaron para definir las mediciones: duración y esfuerzo. 
Duración. Es el tiempo transcurrido en minutos para codi-
ficar un programa. Antes de iniciar a codificar, los sujetos re-
gistraron la hora de inicio. Una vez que los sujetos comple-
taron de manera satisfactoria el programa registraron la hora 
final. La duración se calculó como la diferencia en minutos 
entre la hora final y la hora inicial. En la Tabla III se muestran 
las mediciones obtenidas con respecto a la duración. 
TABLA III. MEDICIONES OBTENIDAS RESPECTO A LA DURACIÓN 
Programa / 
Herramienta IDE Editor Texto 
Calculadora Individual: 110, 136, 281, 239, 126, 69, 205 
En pareja: 256, 184, 
114, 59, 37, 89, 135 
Codificador En pareja: 70, 48, 88, 85, 43, 39, 56 
Individual: 66, 102, 
128, 107, 106, 76, 64 
 
Esfuerzo. El esfuerzo mide la cantidad de trabajo requerido 
para realizar una tarea. En este caso es el esfuerzo total de 
programación en persona-minutos para codificar un programa. 
El esfuerzo total de las parejas es la duración de la pareja 
multiplicada por dos. En la Tabla IV se muestran las me-
diciones recolectadas respecto al esfuerzo. 
TABLA IV. MEDICIONES OBTENIDAS RESPECTO AL ESFUERZO 
Programa / 
Herramienta IDE Editor Texto 
Calculadora Individual: 110, 136, 281, 239, 126, 69, 205 
En pareja: 512, 368, 
228, 118, 74, 178, 270 
Codificador En pareja: 140, 96, 176, 170, 86, 78, 112 
Individual: 66, 102, 
128, 107, 106, 76, 64 
 
IV. RESULTADOS 
Con las mediciones obtenidas es posible contrastar las hi-
pótesis previamente definidas a través de un análisis estadís-
tico. El modelo estadístico asociado con un diseño cuadrado 
latino se muestra en la ecuación (1): 
 yijk=μ+αi+τj+βk+εijk (1) 
Donde μ es la media general, αi es el efecto de bloqueo 
común a la fila i, β es el efecto de bloqueo común a la columna 
k, τj es el efecto del tratamiento j-esimo, y εijk es el error alea-
torio el cual se asume es N(0,σ2). 
Este diseño emplea el análisis de la varianza (en inglés 
ANOVA) para analizar los componentes del modelo (media 
general, factores de bloqueo, tratamientos y error aleatorio). El 
ANOVA se basa en examinar la variabilidad total de las 
mediciones recolectadas así como la variabilidad de los distin-
tos componentes estadísticos. El ANOVA proporciona una 
prueba estadística sobre si las medias de varios grupos de me-
diciones son o no todas iguales. La hipótesis nula indica que 
todas las medias de los grupos de mediciones son simplemente 
muestras aleatorias de la misma población. Esto implica que 
todos los tratamientos tienen el mismo efecto (quizás ninguno). 
Rechazar la hipótesis nula implica que los distintos tratamien-
tos producen diferentes efectos. En este experimento se cuenta 
con dos grupos de medias (programación en pareja y progra-
mación individual) donde cada grupo es bloqueado por los 
factores de bloqueo programa y herramienta, obteniendo así 
cuatro grupos de medias. 
A. Validación de Supuestos 
Antes de llegar a una conclusión, se deben verificar los 
siguientes supuestos en el modelo estadístico: 
1) Todas las mediciones son independientes (independen-
cia) 
2) La varianza es igual para todas las mediciones (homoce-
dasticidad) 
3) Las mediciones dentro de cada grupo presentan una dis-
tribución normal (normalidad) 
 
El primer supuesto se aborda a través de la distribución 
aleatoria de sujetos a tratamientos usada en este diseño 
experimental. Además, las mediciones de una muestra no se 
relacionan con las mediciones de otras muestras. El segundo y 
tercer supuesto se evalúa a través de la prueba de Levene [22] 
para evaluar la homocedasticidad de varianzas así como la 
prueba de Kolmogorov-Smirnov [23,24] para evaluar la 
normalidad. 
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Aplicando la prueba de Levene [22] para evaluar el 
segundo supuesto, se obtiene un valor p de 0.05947. Es-
tableciendo un valor α de 0.05 esta prueba es significativa 
(tomando sólo dos decimales del valor p sin redondeo) lo que 
implica que el segundo supuesto no se valida de manera satis-
factoria. 
Analizando con más detalle esta situación, se observó que 
el tiempo requerido para codificar el segundo programa 
(Codificador) fue menor. En la Fig. 1 se muestra la duración 
media en minutos que les llevó a los sujetos codificar ambos 
programas. Como se muestra en esta figura, al no proporcionar 
a los sujetos programas similares, la homocedasticidad de 
varianzas se ve afectada. Para paliar esta situación, en expe-
rimentos posteriores se tiene previsto emplear programas con 
una complejidad similar. 
Continuando con la evaluación del tercer supuesto, tras 
aplicar la prueba de Kolmogorov-Smirnov [23,24] se obtiene 
un valor p de 0.8806, lo que significa que se acepta la hipótesis 
nula en favor de la normalidad. 
 
Fig. 1.  Esfuerzo promedio en cada programa 
Dado el tipo de diseño experimental usado, se recomienda 
verificar otro supuesto que es la aditividad. Los diseños 
experimentales que hacen uso del bloqueo como el caso de un 
diseño cuadrado latino asumen que no hay interacción entre el 
tratamiento y los factores de bloqueo. Bajo esta situación se 
dice que los efectos del tratamiento y de los factores de 
bloqueo son aditivos [25]. Este supuesto puede ser verificado 
empleando la prueba de Tukey de no aditividad [26]. En la 
Tabla V se muestran los resultados de la prueba de Tukey [26] 
para evaluar la no aditividad en el diseño cuadrado latino 
empleado. 
TABLA V. RESULTADOS DE LA PRUEBA DE NO ADITIVIDAD 
Medición Bloque Valor F Valor p 
Duración Programa 0.0084 0.9277 
Duración Herramienta 1.0936 0.3061 
Esfuerzo Programa 0.0899 0.7669 
Esfuerzo Herramienta 0.9861 0.3306 
 
Como se observa en los resultados de la tabla, los valores p 
no son significativos, es decir, los resultados cumplen de ma-
nera satisfactoria el supuesto de aditividad dada la falta de 
interacción entre el tratamiento y los factores de bloqueo. 
B. Análisis de la Varianza 
Una vez que los supuestos son evaluados, a continuación se 
describen los análisis de varianza (ANOVA) realizados. En la 
Tabla VI se muestra el análisis de la varianza con respecto a la 
duración mientras que en la Tabla VII se muestra el análisis de 
la varianza con respecto al esfuerzo. 
TABLA VI. ANOVA RESPECTO A LA DURACIÓN 
Componente DF SS MS Valor F Valor p 
Bloque prog. 1 33,052 33,052   
Bloque herram. 1 185 0.185   
Tratamiento 1 9,362 9,362 2.9843 0.0969 
Residuos 24 75,293 3,137   
 
Si se establece un valor α de 0.05 ninguno de los trata-
mientos en ambas pruebas ANOVA son significativos. No obs-
tante, si se establece un valor α de 0.1 que representa un nivel 
de confianza del 90% se obtienen diferencias significativas en 
ambos tratamientos. Para el caso del primer ANOVA (Tabla 
VI) se obtiene un valor p=0.0969 con respecto a la duración. 
En el segundo ANOVA (Tabla VII) se obtiene un valor p= 
0.1017.  
Aunque este segundo valor p es ligeramente mayor a 0.1, 
para este experimento se ha considerado también como 
significante (En la práctica suelen establecerse valores α de 0.1, 
0.5 y 0.01; dependiendo el contexto del experimento y la pre-
cisión que se requiera). 
TABLA VII. ANOVA RESPECTO AL ESFUERZO 
Componente DF SS MS Valor F Valor p 
Bloque prog. 1 70,702 70,702   
Bloque herram. 1 4,969 4,969   
Tratamiento 1 22,346 22,346 2.8953 0.1017 
Residuos 24 185,232 7,718   
 
Tomando en cuenta este valor α de 0.1, a continuación se 
describen las comparaciones entre tratamientos (también cono-
cidas como pruebas de contraste) con respecto a cada medición 
(duración y esfuerzo). En la Tabla VIII se muestran las medias 
de los tratamientos, el error estándar así como las réplicas con 
respecto a la duración y al esfuerzo.  
TABLA VIII. MEDIAS, ERROR ESTÁNDAR Y RÉPLICAS RESPECTO A LA 
DURACIÓN 
Medición Trat. Duración media (mins) 
Error 
estándar Réplicas 
Duración Ind. 129.6428 17.8114 14 
Duración Pareja 93.0714 16.7054 14 
Esfuerzo Ind. 129.6428 17.8114 14 
Esfuerzo Pareja 186.1429 33.4108 14 
 
Existen diferentes pruebas para realizar las comparaciones 
entre los tratamientos. Estas pruebas analizan pares de medias 
con el fin de detectar posibles diferencias significativas. 
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Empleando la prueba de Scheffé [27] para comparar trata-
mientos, en la Tabla IX se presentan los resultados de las com-
paraciones con respecto a la duración. 
TABLA IX. COMPARACIÓN CON RESPECTO A LA DURACIÓN 
Comparación Diferencia Valor p LCI (95%) LCS (95%) 
Prog. ind. – 
Prog. en pareja 36.5714 0.0969 6.1578 66.9850 
 
Como se observa en la Tabla IX, existe una diferencia 
significativa (de acuerdo a α=0.1) de 36 minutos en favor de la 
programación en pareja (28% de decremento en duración). Con 
un intervalo de confianza del 95% esta diferencia varía entre 6 
y 66 minutos (entre un 4% y 51% de decremento en duración). 
 
La Tabla X muestra la comparación de los tratamientos con 
respecto al esfuerzo. Como se observa, existe una diferencia 
significativa (de acuerdo a α=0.1) de 56.5 minutos en favor de 
la programación individual (30% de decremento en el esfuer-
zo). Con un intervalo de confianza del 95%, esta diferencia 
varía ente 8.7 y 104.2 minutos (entre 4% y 55% de decremento 
en esfuerzo). 
TABLA X. COMPARACIÓN CON RESPECTO AL ESFUERZO 
Comparación Diferencia Valor p LCI (95%) LCS (95%) 
Prog. en pareja 
– Prog. ind. 56.5 0.1017 8.7967 104.2032 
 
V. DISCUSIÓN 
En mayor o menor medida, los experimentos están sujetos a 
diferentes tipos de amenazas que pueden incidir de manera 
negativa en sus resultados. Cook y Campbell [28] agrupan di-
ferentes tipos de amenazas en cuatro categorías. De acuerdo a 
estas categorías, a continuación se describen tanto aquellas a-
menazas que pueden impactar en los resultados de este expe-
rimento así como se describen sugerencias de mejora para to-
mar en cuenta en futuras versiones de este experimento. 
A. Amenazas a la Validez de Conclusión Estadística 
Estas amenazas se refieren a cuestiones que pueden afectar 
la habilidad de obtener una conclusión correcta acerca de la 
existencia de una relación entre el tratamiento y la variable de 
respuesta. Algunas amenazas en esta categoría que pudieron 
afectar los resultados de este experimento son las siguientes: 
• Aunque el modelo estadístico usado satisface de 
manera satisfactoria la independencia y normalidad, el 
modelo pudo verse afectado por una falta de homo-
cedasticidad. Se han identificado los programas como 
posibles causantes de esta situación, por lo que en 
versiones posteriores de este experimento se pretende 
emplear programas con un nivel de complejidad 
similar.     
• Otra amenaza que pudo haber impactado en la validez 
de conclusión es la referente a la confiabilidad de las 
mediciones. Aunque todas las mediciones se obtu-
vieron en la segunda sesión del experimento, algunas 
mediciones no se recolectaron durante la primera se-
sión por falta de tiempo. En esta sesión los sujetos que 
trabajaron de forma individual se les pidió terminaran 
el ejercicio en casa y registraran sus tiempos. 
B. Amenazas a la Validez Interna 
Las amenazas en esta categoría se refieren a si los 
resultados observados se debieron no a los tratamientos sino a 
otros factores. Para abordar estas amenazas, los sujetos se asig-
naron de manera aleatoria a los tratamientos. El diseño cua-
drado latino empleado mitiga problemas con el efecto de a-
prendizaje, fatiga o cansancio ya que los sujetos codificaron 
diferentes programas empleando diferentes herramientas. Los 
sujetos participaron en el experimento bajo mismas condi-
ciones y de forma separada (parejas e individuos) para que no 
hubiese interacción entre ellos. 
C. Amenazas a la Validez de Constructo 
Las amenazas en esta categoría se refieren a aspectos que 
pueden influir negativamente en la relación que hay entre la 
teoría y la observación. Una posible amenaza que pudo afectar 
esta validez en el experimento es que los sujetos no contaban 
con experiencia previa sobre programación en pareja así como 
los sujetos que trabajaron en pareja no habían programado 
antes con su compañero. Los resultados presentados en este 
experimento pueden considerarse como conservadores. En ver-
siones futuras de este experimento se reforzará esta validez 
asignando más programas a las parejas para que cuenten con 
mayor experiencia. 
D. Amenazas a la Validez Externa 
Estas amenazas se refieren a aspectos que pueden limitar la 
habilidad de generalizar los resultados del experimento a otros 
contextos, por ejemplo generalizar los resultados a la industria. 
El uso de estudiantes como sujetos en lugar de profesionales tal 
vez pudo afectar este tipo de validez. No obstante, como se 
menciona en [29], el uso de estudiantes como sujetos permite 
al investigador en IS obtener evidencia preliminar para confir-
mar o refutar hipótesis que pueden ser contrastadas posterior-
mente en contextos industriales. 
Una vez presentadas las limitaciones del experimento, a 
continuación se discuten algunos resultados obtenidos en expe-
rimentos similares y se contrastan (respecto a la duración y es-
fuerzo) con los resultados arrojados en este experimento. 
E. Duración 
En el experimento de Nosek [19] se emplearon 15 profe-
sionales donde se agruparon en 5 parejas y 5 individuos. Los 
sujetos codificaron un script afín al área de bases de datos. Los 
resultados indican un decremento del 29% en la duración a 
favor de la programación en pareja. 
Williams et al. [15] emplearon 41 estudiantes agrupados en 
14 parejas y 13 individuos. Durante el experimento los sujetos 
completaron cuatro ejercicios. Los autores reportan una reduc-
ción de tiempo en la compleción de ejercicios entre un 40% y 
50% con respecto a los programadores individuales. 
Nawrocki and Wojciechowski [16] emplearon 16 estudian-
tes como sujetos (5 parejas y 6 individuos) donde codificaron 
cuatro programas. Los autores no encontraron diferencias sig-
nificativas entre la programación en pareja y la programación 
individual. 
Lui and Chan [17] emplearon 5 parejas y 5 individuos. Los 
autores reportan un decremento del 52% de tiempo en favor de 
la programación en pareja. 
Müller [18] empleó 38 estudiantes (14 parejas y 13 indi-
viduos). Los estudiantes trabajaron sobre cuatro ejercicios de 
programación donde los ejercicios se descompusieron en fases 
de implementación y aseguramiento de la calidad, así como la 
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fase completa (implementación más aseguramiento de la cali-
dad). El autor reporta un incremento de tiempo de 11% para la 
programación individual con respecto a la fase de implemen-
tación.  
Arisholm et al. [14] emplearon 295 profesionales agrupa-
dos en 98 parejas y 99 individuos. Los sujetos realizaron dife-
rentes tareas de mantenimiento sobre dos sistemas. Los autores 
reportan un decremento de tiempo del 8% en favor de la pro-
gramación en pareja.  
En contraste, los resultados reportados en el presente expe-
rimento sugieren un decremento del 28% en la duración de la 
compleción de los ejercicios a favor de la programación en 
pareja. Estos resultados refuerzan aquellos observados en [19]. 
F. Esfuerzo 
No en todos los experimentos se reporta esta medición, en 
algunos experimentos fue posible calcular esta medición de 
acuerdo a los datos disponibles (se multiplicó por dos el tiempo 
empleado por las parejas).  
En el caso de Nosek [19] se calculó esta medición que in-
dica  un decremento del 29% a favor de la programación indi-
vidual. Por el contrario, los resultados de Lui y Chan [17] in-
dican un decremento del 4% a favor de la programación en pa-
reja. Por último, Arisholm et al. [14] Reportan un incremento 
en el esfuerzo que conlleva programar en pareja del 84%.  
En contraste, los resultados aquí reportados sugieren un de-
cremento en el esfuerzo de la programación individual del 
30%. De nuevo, estos resultados refuerzan aquellos observados 
en [19]. 
VI. CONCLUSIONES 
Actualmente, la comunidad científica en IS está de acuerdo 
en la carencia de una base teórica sólida para la disciplina [30]-
[34]. Esto significa que no existe conocimiento suficiente para 
realizar una evaluación y selección adecuada de la gama de 
tecnologías que dispone el ingeniero de software.  
A través del paradigma experimental es posible obtener ob-
servaciones de manera objetiva logrando así acumular un 
cuerpo de conocimientos en IS. Este cuerpo de conocimientos 
puede entonces ser usado para comenzar a construir teorías que 
puedan ser aplicadas en beneficio de los ingenieros de soft-
ware.  
En este artículo se presentó el paradigma experimental apli-
cado a la IS para estudiar los efectos de la programación en pa-
reja. El objetivo de este experimento se centró en estudiar la 
duración y el esfuerzo que conlleva la programación en pareja. 
 
El grupo de parejas de sujetos que codificaron los ejerci-
cios de programación les tomó menos tiempo (28% menos de 
tiempo) que aquellos quienes trabajaron individualmente. Por 
el contrario, al grupo de parejas de sujetos les llevó mayor es-
fuerzo (30% mayor) que aquellos quienes trabajaron indivi-
dualmente. Los resultados aquí reportados son muy similares a 
los reportados en [19]. 
Con el fin de mejorar la práctica de investigación en IS, en 
este artículo se reportan todas las mediciones obtenidas del 
experimento. Esta información puede ser de utilidad para que 
otros investigadores corroboren o re-analicen  [35] los resul-
tados aquí arrojados. Esta información también puede emple-
arse para sintetizarla con otros experimentos [36]. 
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