Abstract. This paper studies the exact controllability of a finite dimensional system obtained by discretizing in space and time the linear 1-D wave system with a boundary control at one extreme. It is known that usual schemes obtained with finite difference or finite element methods are not uniformly controllable with respect to the discretization parameters h and ∆t. We introduce an implicit finite difference scheme which differs from the usual centered one by additional terms of order h 2 and ∆t 2 . Using a discrete version of Ingham's inequality for nonharmonic Fourier series and spectral properties of the scheme, we show that the associated control can be chosen uniformly bounded in L 2 (0, T ) and in such a way that it converges to the HUM control of the continuous wave, i.e. the minimal L 2 -norm control. The results are illustrated with several numerical experiments.
Introduction
In the context of the boundary controllability problem of the 1-D wave equation, the following result is well known [16] 
satisfies y(x, T ) = y (x, T ) = 0, ∀0 < x < 1.
(v(t)) controllability Figure 1 . Non commuting diagram associated to the scheme (S h,∆t ) for ∆t < h.
We address in this work the numerical approximation of this problem which is known to be extremely sensitive, since the pioneering work of Glowinski-Li-Lions. In [9] , these authors described an algorithm based on the HUM method and on the usual centered finite difference approximation of the wave system (1) . This approximation is of the type:
∆ ∆t y h,∆t − ∆ h y h,∆t = 0, + Initial conditions and Boundary terms,
where ∆ ∆t (resp. ∆ h ) designates the three-point finite difference approximation of the second time (resp. space) derivative operator (see Eq. (15)). Under the stability condition ∆t ≤ h, the finite dimensional system (S h,∆t ) is consistent with (S) in the sense that y h,∆t converges towards y when h -the mesh size and ∆t -the time step -tend to zero. However, as observed in [9] , the resulting sequence of controls (v h,∆t ) obtained with a discrete HUM method has a bad asymptotic behavior as (h, ∆t) → (0, 0). Precisely, it is possible to exhibit initial conditions such that v h does not converge towards v but rather diverges exponentially as the mesh size tends to zero [17] . In other words, the commuting property between numerical discretization and exact controllability does not hold for (S h,∆t ) (see Fig. 1 ). This by now well known phenomenon is due to the fact that (S h,∆t ) and, in general any discrete dynamics, generates spurious high-frequency oscillations that do not exist at the continuous level [7] . Moreover, the interaction of waves with the grid produces a dispersion phenomenon and the speed of propagation of these high frequency numerical waves may converges to zero when the mesh size tends to zero. These spurious oscillations weakly converge to zero. Consequently, their existence is compatible with the consistency of the numerical scheme. However, when we are dealing with the exact controllability problem, a uniform time for the control of all numerical waves is needed. Since the velocity of propagation of some high frequency numerical waves may tend to zero as the mesh size does, uniform observability and therefore controllability properties of the discrete model may be no longer true for a fixed time T > 0 independent of h. From a numerical point of view, several techniques have been proposed as possible remedies of the high frequency spurious oscillations. We first mention a Tychonoff regularization procedure successfully implemented in several experiments [8] . Roughly speaking, this method introduces an additional control, tending to zero with the mesh size, acting on the interior of the domain which has the effect to damp the high frequency solution. Using an analogy with numerical pathologies observed in Navier-Stokes problem, mixed finite element methods have been efficiently used, discretizing the velocity and the position in two different finite dimensional spaces [10] . Let us also mention the use of a bi-grid strategy which consists of performing a part of the computation of the algorithm on a coarse grid [9] . These three quite efficient remedies introduced at the beginning of the nineties suffer from a lack of both a theoretical justification and a rigorous convergence analysis. In this respect, we mention the recent work [3, 25] based on spectral method.
From the theoretical point of view, many results have been obtained, remedies suggested and justified, but mainly at the semi-discrete level (discretization in space). This fact may be a strong limitation if we know how an additional discretization in time could perturb properties of a scheme. Thus, at the semi-discrete level, it was shown in [12, 26] that the filtering of the high frequency modes leads to a uniform observability inequality for the adjoint system. This is equivalent to the uniform controllability of the projection of the solution over the space generated by the remaining eigenmodes. However, in practice, it is not very efficient to compute these projections. In addition, the uniform time T depends strongly on the filtering. Let us also mention the semidiscrete 1-D wave system derived from a mixed finite element method introduced and studied in [4] (see also [2, 6] . The authors show the uniform controllability with respect to h of the scheme and obtained the convergence in the L 2 -norm of the semi-discrete control toward the continuous minimal L 2 -norm control. To the knowledge of the author, the only result of convergence obtained at the fully discrete level is from [20] . It is shown that the scheme (S h,∆t ) is uniformly controllable if ∆t = h. This is however a very particular situation because this scheme then provides the exact solution.
Exact controllability (S, y(x, t))

Discrete exact
In this paper, we prove that the following scheme 
produces a discrete uniformly bounded and converging control under the condition ∆t < h T /2, and therefore permits to restore the commuting property (see Fig. 2 ). The scheme (S h,∆t ) differs from (S h,∆t ) by additional terms factor of h 2 and ∆t 2 introduced in order to damp out the high frequencies solutions. This scheme is derived from the initial one (S h,∆t ) by introducing two parameters, acting on the consistency and on the uniform controllability respectively. The determination of the admissible parameters, using a discrete version of an Ingham inequality for nonharmonic series, then leads to (S h,∆t ).
The rest of the paper is organized as follows. The first section briefly recalls some controllability results for the wave equation (1) . In the second section, the fully discrete model is introduced and the main results of existence, characterization and convergence of the discrete control are presented. The third section studies the corresponding homogeneous system. The main result is a uniform observability inequality which is fundamental for the study. In the fourth section, the controllability problem for the discrete system is addressed and a uniformly bounded sequence of controls is given. Next, the convergence of the discrete controls to the HUM control of the continuous equation is proved. The fifth section is devoted to the presentation of some numerical results which are in full agreement with the theoretical study. Results of this paper were partially announced in [18] .
The continuous problem: results and notations
In this section, we recall briefly the controllability property of the wave system (1). For further details, we refer for instance to [16] . 
Then, the following result holds. (1) v is a control of (1) or equivalently,
Theorem 1.2. Given any T > 2 and (y
for any (w 0 , w
, w being the solution of the adjoint system (6). (2) There exists (ŵ 0 ,ŵ 1 
, whereŵ is solution of the adjoint system (6) with initial data (ŵ 0 ,ŵ 1 ).
This controllability property is equivalent to the existence of a constant C(T ) such that the observability inequality
where E is the conservative energy holds, i.e.
associated to u solution of the system
Let us finally remark that the eigenvalues of system (1) are given by λ k = (kπ) 2 , k > 0 and the corresponding eigenfunctions (φ k ) k>0 are given by φ k (x) = sin( √ λ k x). Finally, we assume that any initial data (y 0 , y 1 ) of (1) may be expanded in Fourier series as follows:
such that the solution y of (1) can be written
2. A fully discrete finite difference model -Discrete controllability 2.1. Presentation of a discrete scheme associated to the wave equation
We introduce a finite difference approximation in space and time of the wave equation (1) . Let us consider J ∈ N, h = 1/(J + 1) and a uniform grid of the space interval (0, 1) given by 0 = x 0 < x 1 < ... < x J < x J+1 = 1, with x j = jh, j = 0, ..., J + 1. Let us also consider N ∈ N, ∆t = T /N and a uniform grid of the time interval (0, T ) given by 0 = t 0 < t 1 < ... < t N = 1, with t n = n∆t, n = 0, ..., N . h and ∆t are the space and time step respectively. Let us denote by y n j the approximation of y at the node x j and at time t n :
We then associate to the continuous wave equation (1) the following discrete scheme:
(14) Defining for j = 1, ..., J and n = 0, ..., N the following operators:
the first equation of (S θ,α h,∆t ) can be simply rewritten as follows:
Then, according to the property
where
We assume that the parameters θ, α are positives and independent of h and that the ratio ν is of order one, i.e. ∆t and h are of same order (on the contrary, see Rem. 3.15 below).
Remark 2.1.
• θ = α = 0 leads to θ ν = 0. Therefore, the scheme (S 0,0 h,∆t ) corresponds to the usual centered finite difference scheme.
• (S 0,α h,∆t ) corresponds to a Newmark scheme (see [23] ) introduced in general in order to improve the stability of the scheme.
Let us rewrite the scheme (S θν ,0 h,∆t ) in an equivalent vectorial form: we denote by K ∈ M J×J (R) the tri-diagonal matrix associated to the approximation of the Laplacean:
and by M θν 0 ∈ M J×J (R) the mass matrix:
If we denote by Y n h the vector (y
h,∆t ) takes the following vectorial form:
where 
taking into account that y n J+1 = v n h and y n 0 = 0, for n = 0...N . Definition 2.2. Let U , V ∈ R J . We define the following scalar products:
. We define the symmetric products on R 2J :
Finally, we introduce the following subset of
Definition 2.4.
Discrete controllability -notations and results
Our main goal is to study the controllability property associated to the discrete case: given T large enough independent of h and ∆t and (y 0h , y 1h ) ∈ R 2J , does there exist a control function (v n h ) n , n = 0...N , such that the solution Y n h of (21) satisfies
and therefore
If this holds for any (y 0h , y 1h ) ∈ R 2J , we say that the system (21) is exactly controllable.
This finite dimensional controllability problem we have just addressed has a positive answer and a sequence of discrete controls (v h ) h>0 may be found. Let us now describe how this sequence may be constructed such that the convergence to the HUM control of the continuous problem is ensured. We introduce the Fourier expansion of the initial data (y 0h , y 1h ) in (21) . Remark that the eigenvalues λ (21) are given, for all (θ, α, ν) ∈ S, by:
J,h while the corresponding eigenfunctions (φ k,h ) (1≤k≤J) are given by φ k,h = (φ k,j ) (1≤j≤J) , with φ k,j = sin(kπjh). We then assume that any initial data (y 0h , y 1h ) may be expanded in Fourier series as follows:
Therefore, Y n h takes the following form:
In the sequel, (a k,h ) (k>0) and (b k,h ) (k>0) will denote the sequence of the Fourier coefficients extended by zero, i.e. we assume
, for any > 0. Taking = 2∆t, we approximate this function by ρ n = ρ(n∆t) = 1 for n ∈ [2, N − 2] and ρ n = 0 otherwise. We then define the discrete version J h : R 2J → R of the functional J defined in (5) as follows:
where W n h is the solution of the following adjoint homogeneous system:
Let us then introduce the following definition:
Definition 2.5. We define C = C 1 ∪ C 2 with
Remark 2.6. We have C ⊂ S. Actually, α, θ and ν being independent of h, it is easy to see that
The relation between the controllability of (21) and the functional J h is given by the following theorem which is a discrete version of Theorem 1.2.
whereŴ n h is the solution of (32) with initial data (ŵ 0h ,ŵ 1h ). Then, v h = (v n h ) n is a control for (21) . The proof of Theorem 2.7 will be given in Section 4. We now define the extensions Q and P of v h on [0, T ]:
One of the main results of this paper is the following convergence theorem.
the Fourier coefficients of the discrete initial data verify
Moreover, the limit v is the HUM control of the continuous system (1) . If the convergence in (37) is strong, then the above convergences are strong too.
The proof of Theorem 2.8 will be given in Section 5.
Remark 2.9. ∆t and h being of same order, the limit h → 0 in Theorem 2.8 implicitly implies that ∆t → 0.
The homogeneous system
As recalled in Section 2, the controllability property stated in Theorem 1.1 is equivalent to an observability inequality for the homogeneous system. In this section, we prove that a discrete version of such inequality holds for the following homogeneous system:
(39) which takes the following vectorial form
Study of the scheme
Remark 3.2. We have the important equalities
The following proposition indicates that the discrete system (39) is conservative:
is constant in time: ) and using the symmetry of K and M θ,ν 0 , we obtain the relation
). (44) Then, multiplying by 1/(2∆t 2 ) and using the equality of (42), we obtain
leading to E 
Proof. Let us first consider the case θ ν ≥ 0. We first write that
(47) Then, using the Dirichlet boundary condition, it follows that
and then,
Finally, simple computations (see for instance [20] ) lead to
leading to the result. Finally, in the case θ ν < 0, we have min(1, (1 − 4θ ν )/ν 2 ) = 1 and the result is obvious. This lemma implies the following proposition. 
Then, the matrix is positive definite if max 1≤j≤J λ 
Proof. Formally, using Taylor developments, we obtain
leading to
. (56) Equation (56) then gives the result. Finally, it appears also that for θ = α and ∆t = h leading to θ ν = 0 and to the scheme (A θ,θ h,h ), the consistency is arbitrarily large.
Remark 3.8. From (56), we remark that for ν = (1 − 12θ)/(1 − 12α), the consistency is fourth order in time and space. However, in this case (θ, α, ν) / ∈ C.
The consistency and the stability of the scheme (A θ,α h,∆t ) imply, using the Lax theory, the convergence in a suitable norm of the sequence (U h ) h,∆t towards u solution of the system (A) when h, ∆t go to zero.
Uniform discrete observability inequality
The aim of this section is to prove the following fundamental theorem. Theorem 3.9. Let (θ, α, ν) ∈ C and T > 2 max(1, ν 2 ). There exist two constants C 1 , C 2 > 0 independent of h and ∆t such that
The left part of (57) is a uniform discrete observability inequality, discrete version of the inequality
with p = h 2 , similar to (8) . It is possible to prove these inequalities using a discrete multiplier technique (see for instance [14] in the continuous case and [19] in the discrete case). However, for simplicity, we present a proof based on Fourier analysis. In this respect, we assume that the solution U n h takes the following form
or equivalently
Let us first show the
, there exist two constants c, C > 0 independent of ∆t and h such that
In order to show these inequalities, we use the following discrete version of Ingham's inequality for nonharmonic Fourier series [13] proved in [21] .
Theorem 3.11 (discrete Ingham inequality).
Let ∆t > 0 and {µ k } be a sequence of reel numbers satisfying for some γ and 0 ≤ p < 1/2 the conditions:
Then, for every T > 2π/γ, there exist two positives constants C 1 (T, γ) and C 2 (T, γ) such that
If (θ, α, ν) ∈ C, the conditions (63) are fullfiled:
Proof. The first inequality is a consequence of the following relation obtained using a Taylor expansion. For instance, for (θ, α, ν) ∈ C 2 , we obtain:
The second inequality, less restrictive, is a consequence of the following relations
Thanks to this lemma, we are now in position to prove the Proposition 3.10.
Proof of Proposition 3.10. It results from (60) that
Then, according to Lemma 3.12, we can apply Theorem 3.11 with p = 0 and T > 2 max(1, ν 2 ) to obtain that there exist two constants C 1 and C 2 independent of ∆t and therefore h such that
Then, we compute u
Therefore, applying again the Theorem 3.11, there exist two constants C 3 and C 4 such that the following inequalities hold:
Finally, from (70) and (73), there exist two constants such that
Let us then show that
We write (|c
whereas in the case θ ν < 0, we obtain
, leading to (75). Finally, from (74) and (75) we obtain the result by noting that sin(kπJh) = − sin(kπh) by definition of h = 1/(J + 1), leading to J = 1/h − 1.
We now evaluate the energy E θ,α 0 . We have: Theorem 3.13. Let (θ, α, ν) ∈ C. Then, we have the following inequalities:
Proof. According to (42), we have
Then using that
we obtain
Furthermore, the eigenvalues of the matrix K are λ
Then, using that
Then, we write
This leads to
and finally to
Then using the fact that 1 + 4θ ν ν −2 = ν −2 , we show that
(we recall that ν = 1 implies θ ν = 0 when (θ, α, ν) ∈ C), leading to the result.
According to the Theorem 3.11, the uniform gap between two consecutive eigenvalues is a sufficient (and actually also necessary) property that leads to uniform observability inequalities with respect to h and ∆t. In the continuous case, this gap is constantly equal to π. Figures 3 and 4 depict the evolution of the square root of λ θ,α k for different values of θ, α and ν. Remark 3.14. According to the reversibility in time of the wave system, the previous inequalities obtained with U h solution of (40) are also true for W h solution of (21).
Remark 3.15.
If we assume that ν may be not of order one, we may add to C the following subset of S Similar results of uniform controllability can be obtained with (θ, α, ν h ) ∈ C 3 for T > 2 max(1, ν 2 h ) = 2. In particular, the spectrum fulfills a uniform gap property. The major drawback is that ∆t is of order h 2 , which produces a very time consuming scheme. Furthermore, if we assume that θ may depend on h, another subset that ensures a uniform gap property is the following one:
and also
Numerical results obtained with C 4 (resp. C 5 ) are very close to those obtained with C 1 (resp. C 2 ). We summarize these different results in Figure 5 .
A convergence result
In this short paragraph, we prove a convergence result for the homogeneous adjoint system (32). We assume that the corresponding solution of (32) has the following Fourier decomposition
and that the solution of the continuous system (6) takes the form 
Proof. It suffices to see that for any test function ψ ∈ D(0, T ),
But from (φ k ) (1) = (−1) k kπ = lim h→0 (φ J,k )/h and the weak convergence of the Fourier coefficients, the result follows.
The controllability problem
Existence of the discrete controls. Proofs of Theorem 2.7
Firstly, we deduce a variational characterization of the controllability property for the system (21). Let W n h be the solution of the adjoint backward homogeneous system (32). Multiplying the system (32) by the solution Y n h of system (21), summing for n = 1, ..., N − 1, we obtain the following relation:
Then, using that Y 
If we assume that
then, according to the relation
and using ν = ∆t/h, the equalities (
, we obtain the following characterization:
2 < ∞ which satisfies (98) and
for any (w 0h , w 1h ) ∈ R 2J , W n h being the corresponding solution of (32).
Thanks to this characterization, we are now able to prove Theorem 2.7.
Proof of Theorem 2.7.
Suppose that the functional J h has a minimum which is attained at (ŵ 0h ,ŵ 1h ). It follows that, for any λ > 0 and (w 0h , w 1h ),
By letting λ tend to zero, we obtain that
In the same way, taking λ < 0, we finally obtain:
Then, according to the Lemma 4.1, this implies that v h = (v n h ) n is a control if and only if:
and then
Since ρ 0 = ρ N −1 = 0 and according to (98), this relation shows that v h defined in Theorem 2.7 is a control for (21) . Hence, the proof of Theorem 2.7 is complete if we show that there exists a unique minimizer of the functional J h .
Lemma 4.2. The functional J h defined by (31) has a unique minimizer.
Proof. Let us first remark that J h is continuous with respect to the norm ||.|| 1 . We use the conservation of the energy to write that
Then, according to the right part of (57), there exists a constant C 2 such that
Since J h is strictly convex, let us show that J h is coercive, i.e.,
lim
||(w0h,w1h)||1→∞
This result follows from the uniform observability inequality, i.e., the left part of (57): there exists a positive constant C 1 such that
This concludes the proof of Lemma 4.2 and also of Theorem 2.7.
Boundedness of the discrete control
An important property of the control v h given by Theorem 2.7 is the following uniform boundedness result:
Theorem 4.3. The control v h given by Theorem 2.7 satisfies
where C is a constant independent of h and ∆t. Moreover, there exists another constant C > 0 independent of h and ∆t such that
Proof. We multiply (35) by v n h and we obtain,
Hence,
Since (ŵ 0h ,ŵ 1h ) is a minimizer for J h , we have
Consequently,
Inequality (110) follows from (113) and (116). We now prove (111). We sum the relation (35) for n from 0 to p leading to
The first two terms can be bounded by (110) and (116). Concerning the last one, we observe that it is part of the energy associated to the initial condition (w 0h , w 1h ), and we easily obtain that
We conclude using that E θ,α 0
. We then define the following scalar product
and
Remark 4.5. (, ) −1 is an inner product and ||.|| −1 is a norm on R 2J . Actually, this norm is equivalent to the norm ||.|| l 2 ×h −1 . For (θ, α, ν) ∈ C, we obtain
The proof is presented in the subsection 7.1. On the other hand, from the left part of the observability inequality (57), from (106) and (110), we deduce that
Thus, the sequence of minimizers (ŵ 0h ,ŵ 1h ) h>0 is bounded in the ||.|| 1 -norm if the same property holds for (y 0h , y 1h ) h>0 in the ||.|| −1 -norm.
Convergence of the discrete controls. Proof of Theorem 2.8
Let us now show the convergence of the controls v h of the discrete system (17) to the HUM control of the continuous system (1) . In order to obtain this result, we use the Fourier decompositions (11) and (29) of the initial data.
Proof of Theorem 2.8.
Proof of the weak convergence.
For every h and ∆t, let v h be the control given by Theorem 2.7 and (ŵ 0h ,ŵ 1h ) be the minimizer of the functional J h . From (37), it follows that the sequence (y 0h , y 1h ) h is uniformly bounded in l
2 < ∞ and consequently, according to (122), also uniformly bounded in the ||.|| −1 norm. Therefore, Theorem 4.3 implies that the sequences
are uniformly bounded. This is equivalent to say that
Hence, there exists a subsequence (denoted in the same way) and v,ṽ ∈ L 2 (0, T ) such that
To show thatṽ = 0 (in the case θ ν = 0), we compute that
where we used v (98) in the case θ ν = 0. This implies that the sequence (hP (v h )) h is bounded in H 1 (0, T ). Hence, there exist v 1 andv such that
It follows thatv = 0 and thereforeṽ = 0. The last convergence in Theorem 2.8 is a consequence of the bound of θ ν h 2 P (v h ) in L ∞ (0, T ) and the fact that its weak limit in L 2 (0, T ) is equal to 0.
Identification of the limit.
We show that v is the HUM control of the continuous system (1). In this respect, it is necessary and sufficient to verify the assumptions from Remark 1.3.
To prove the first assumption (1.), let us first remark that it is sufficient to show that (7) is satisfied by the eigenfunctions φ k of the wave operator, for all k > 0. Indeed, from the continuity of the linear form Λ :
It follows that (7) 
Then, we obtain that v is a control for the system (1) if and only if
Furthermore, we remark that the characterization of Lemma 4.1 of the discrete control v h of system (21) takes the form
for any (w 0h , w 1h ) ∈ R 2J . Using the definition of the norm ||.|| 1 and y 0h and y 1h (see (21)), we simply have 
Then, using the fact that µ k → kπ when h → 0, for all k > 0, similar computations than before show that
Moreover, we have w
and taking into account that
In addition, we have by definition of the extension P :
leading to (P (w J )) (t) = − 
It follows that the limit v satisfies (130). We obtain the same result if we consider w of the form w(., t) = sin(pπt)φ p instead of (129). Therefore, v is a control for the system (1) and the first part of Remark 1.3 is proved.
Let us now prove the second part. Let (ŵ 0h ,ŵ 1h ) be the minimizer of the function J h . From Remark 4.5 and the boundedness of (y 0h , y 1h ), we deduce that the sequence (a k,h , b k,h /µ k,h ) k , associated to W n h , is uniformly bounded in l 2 . Therefore, there exists a subsequence, denoted in the same way, which converges weakly to (a k , b k /(kπ)) k . Thus, by Lemma 3.16, the sequence (Q(ŵ J /h)) h tends weakly to (ŵ x (1, .) ) in L 2 (0, T ), whereŵ is solution of (6) with initial condition (ŵ 0 ,ŵ 1 ). Let ψ be a test function in H 1 (0, T ). We have that
Then, from (104), we obtain
Let us note that from (116) and Remark 4.5, that
This implies that lim h→0 hρP
We finally obtain that
which implies that v(t) =ŵ x (1, t). This concludes the proof of the weak converge of the sequence (v h ) h .
Proof of the strong convergence
We have already proved that (v h ) h>0 converges weakly to v =ŵ x (1, .) in L 2 (0, T ) when h goes to zero, whereŵ is solution of (6) with initial conditions (ŵ 0 ,ŵ 1 ), the minimizer of J . By considering in (100) the test function (ŵ 0h ,ŵ 1h ), we obtain from (104) that
From (119) and the strong convergence of both Q(ŵ J /h) and v h to the limit control v, we conclude that
Remark 4.6. In Theorem 2.8, we assume the convergence of the sequence of the Fourier coefficients of the discrete initial data to the sequence of the Fourier coefficients of the continuous initial data. It is shown in [4] that the weak (resp. strong) convergence in L 2 (0, 1) is fulfilled if the initial data are piecewise continuous (resp. once differentiable with continuous derivative in [0,1]) functions.
Summary -Invariance of the parametrized family (S θ,α h,∆t )
Before the section devoted to numerical simulations, let us summarize the results obtained. The introduction of two parameters α, θ in the usual centered finite difference scheme permits to restore the commuting property between HUM controllability and numerical discretization. θ acts on the uniform controllability (and therefore on the convergence of v h ) whereas α acts on the stability of the scheme (and therefore on the convergence of y h ). A natural question that appears concerns the choice of the best parameters. The consistency of the scheme suggests that α = 1/12 or θ = 1/12 are good candidates. However, quite surprisingly, the two parameters can be eliminated. For all (θ, α, ν) ∈ C, the parameter θ ν is invariant with respect to α and θ:
Therefore, the main equation of (S θ,α h,∆t ) becomes
and the condition of stability and uniform controllability is
depending only on the time of exact controllability T > 2. In particular, for ∆t = h, the additional term vanishes and we reobtain the uniform controllability of the usual centered scheme. The additional term defined on the whole space interval (0, 1) is neglectable for the small frequency solutions and of order of the energy for the highest frequency solutions. This term permits to damp out the spurious high frequency solutions in uniform time while preserving the convergence towards the solution. For ∆t = h, the consistency of this new scheme is of order two in space and time. This kind of method is similar to the Tychonov regularization used in [8] and also more recently revisited in [15] .
Numerical simulations
The aim of this section is to present some simple numerical experiments in order to confirm the theoretical results that indicate the efficiency of the scheme (S θ,α h,∆t ) in order to restore uniform controllability. The computations presented in the sequel are performed using the Matlab package with double precision. We applied the HUM method to obtain the minimal L 2 -norm control. Let us recall that the HUM method consists of finding the initial conditions (ŵ 0 ,ŵ 1 ) of the homogeneous adjoint system (6) minimizing the functional J defined by (5) . The control is then given by v(t) =ŵ x (1, t). This linear minimization problem can be reformulated by introducing the operator Λ : ( 
If T is sufficiently large, Λ is an isomorphism from
, and satisfies
In order to solve numerically this linear problem, the direct approach consists of computing explicitly the matrix Λ θ,α h,∆t ∈ M 2J×2J (R) associated to the operator Λ and writing that
In Section 7.2, we present the explicit calculation of the matrix Λ θ,α h,∆t . The indirect method consists, following [9] , of using a conjugate gradient algorithm to solve (157). This approach avoids the computations of the inverse of Λ θ,α h,∆t and is less CPU time consuming.
Numerical study of the condition number of Λ θ,α h,∆t
In this section, we use the explicit expression of the positive definite matrix Λ θ,α h,∆t to compute its condition number cond(Λ θ,α h,∆t ) defined as the ratio of the largest eigenvalue over the lowest eigenvalue. 
where the coefficient C ν > 0 and β ν > 0 depend on the ratio ν. On the other hand, for ν = 1 and θ = α ≥ 0, i.e., such that (θ, α, ν) ∈ C, the behavior is only polynomial with respect to 1/h (see Fig. 7) . We obtain the fit
which is the slope frequently observed in well-posed finite element and finite difference schemes. Figure 7 also represents the log(cond(Λ θ,α h,∆t )) as a function of log(1/h) for other values of (θ, α, ν) ∈ C. The same evolution, and in particular the same slope, is observed. We also highlight that the condition T > 2 max(1, ν 2 ) 2 ) permits to recover the usual polynomial behavior of the condition number. We remark that these different behaviors are independent of the regularity of the initial condition.
Numerical examples
In the rest of this section, we present some numerical experiments. For brevity, we consider only one initial condition. We take the most singular situation where the initial condition y 0 is discontinuous. We compare the result obtained from the usual finite difference scheme (FDS), i.e. (S 0,0 h,∆t ), ∆t < h, the scheme (S θ,α h,∆t ) for (θ, α, ν) ∈ C (MDS) and the bi-grid method (BI-GRID) introduced in [9] (see also [1] ). When the initial conditions (y 0 , y 1 ) are both continuous, the usual centered scheme (FDS) provides good numerical results, and convergence of the discrete control is observed (see for instance [5] for numerical simulations in 2-D). This point is in agreement with the theoretical result at the semi-discrete level presented in [17] . The loss of uniform controllability occurs when the initial velocity y 1 is discontinuous. The well-known Glowinski-Li-Lions test enters in this case (see [9] ).
On the interval [0, 1], we consider the following discontinuous initial conditions associated to the wave equation (1): Let us take T = 2.4. The control v associated to (1) which minimizes the energy J with minimal L 2 -norm is the following discontinuous function:
leading to ||v|| L 2 (0,T ) = 4/ √ 3 ≈ 2.3094. The corresponding initial conditions of the forward problem (6) arê . On these figures, the curve in dash dot represents the solutionŵ 1 of the continuous system defined in (164). As expected, due to the irregularity of the initial condition y 0 which exhibits high frequency components of the solution y, the method produces a divergent sequence. Figure 10 represents the discrete control v h (and more precisely P (v h )) associated to (ŵ 0h ,ŵ 1h ). The curve in dash dot represents the control v defined in (163). For ν < 1, it appears that the L 2 -norm of the control diverges when h tends to zero with a rate higher than exp(1/h) (see Fig. 11 ). For ν = 1, ||Q(v h )|| L 2 (0,T ) converges to a finite value when h = ∆t goes to zero. The use of the indirect inverse method -conjugate gradient algorithm -does not produce a better result. The error produced by this algorithm at the n-th iteration is of order (see [11] )   cond(Λ Hence, if the condition number is of order h −2 , the error at the n − th iteration is of order (1 − 2h) n ≈ 1 − 2hn, whereas if the condition number is of order exp(1/h), the error is of order (1 − 2 exp(−1/(2h))) n ≈ 1 − 2n exp(−1/(2h)). In the last situation, the convergence of the algorithm is not guaranteed. Figure 12 -left depicts the relative error of the residual associated to the iterative algorithm for three values of h. For the smallest one, i.e. h = 1/25, the algorithm does not converge. On the contrary, the use of the scheme (S θ,α h,∆t ) (MFS) with (θ, α, ν) ∈ C produces a decreasing relative error and a fast convergence (see Fig. 12-right) . Let us note however that the behavior of the error for h = 1/25 leads to an interesting remark. After a few iterations, the error reaches the relative value ≈ 10 −2 and then increases. This means that the usual centered scheme is able to solve the approximate controllability problem where the goal is to drive the solution to an -state such that
(166) Actually, in this case, the approximate control of the full discrete system can be obtained by minimizing the functional
leading to an observability constant C(h, T ) + uniformly bounded from below with respect to h and ∆t.
Modified finite difference scheme (S
Let us now present some results associated to the scheme (S θ,α h,∆t ) and (θ, α, ν) ∈ C. The minimization problem is solved using a conjugate gradient algorithm. Convergence is assumed to be attained when the relative error on the residual is less than ε = 1.E − 08. Table 1 summarizes the results obtained with (θ, α, ν) ≈ (1/20, 1/12, 1.095445). The results illustrate the convergence of the discrete control. Convergence is obtained after a number of iterations which is independent of h. The initial condition being irregular, Theorem 2.8 only ensures weak convergence in the L 2 -norm. We numerically observe the strong convergence of the discrete control (v h ) h (and also ofŵ 1h ) with low rate (see Fig. 13 ). Figures 14 and 15 then depict the discrete control P (v h ) and initial forward condition P (ŵ 1h ) for h = 1/21, h = 1/41, h = 1/81 and h = 1/161. The pictures highlight the well known numerical Gibbs phenomenon at the discontinuity of the control, i.e., at t = 0.9 and t = 1.9. It is also interesting to note that the system is stabilized at time t = 1.9 lower than T = 2.4.
In the same spirit, Table 2 and Figures 16 display the results obtained with (θ, α, ν) ≈ (1/12, 1/24, 0.894427). For these value leading to ν < 1, the results are slightly deteriorated. Observe for instance the ratio ||y h (T )|| L 2 (0,1) /||y h (0)|| L 2 (0,1) which indicates the decreasing rate of the solution for the L 2 -norm. This ratio is greater than the ratio obtained in Table 1 . We also note that the algorithm requires more iterations in order to converge. If we exclude the particular case ν = 1 leading to exact values, we observe that the best results in terms of convergence rate and relative error are obtained for the largest value of ν that ensures uniform controllability, i.e. ν ≈ T /2. This was the case with θ = 1/20 and α = 1/12.
Bi-grid finite difference scheme ν ≤ 1 (Bi-Grid)
To conclude this section, we now compare our scheme with the scheme proposed in [9] based on a bi-grid strategy. It consists of performing some parts of the algorithm on a coarse grid. This projection has the effect to regularize the initial condition. [9] presents a numerical study that indicates the efficiency of the method. In our example, the results are given by Table 3 , Figures 17 and 18 . At a first glance, the result seems very good. In particular, the number of iterations to reach convergence is low (see also Fig. 12, right) . However, the ratio Table 3 indicates that the control obtained does not drive the solution at rest at time T . This result is not a contradiction. The theoretical proof of convergence for this method remains to be done. It was recently proved in [22] that the control obtained by this method only controls the projection of the discrete wave system on the coarse mesh. Figure 18 shows that the sequence (P (ŵ 1h )) h converges to a function, sayw 1 , slightly different fromŵ 1 at the discontinuity x = 1/2. According to [22] , we may conjecture that the initial conditions (ỹ 0 ,ỹ 1 ), associated to (w 0 ,w 1 ) using (157), are a kind of regularization of (y 0 , y 1 ). In our example, the bi-grid procedure has no regularization effect on y 0 . The projection of y 0 on a coarse grid remains discontinuous with a jump independent of h. This example shows that the test on the relative residual commonly used in the literature should be replaced or at least confirmed by a test on the quantity
, where E h designates the discrete energy associated to the system (21) . We add that these numerical pathologies remain if we consider ν = 1. On the other hand, if we consider a continuous regularization of y 0 , the Bi-Grid method becomes very efficient for ν ≤ 1.
For regular initial data, the implicit scheme (MFS) is comparable in term of CPU time with the explicit scheme obtained by the Bi-Grid method. The implicit character (inversion of the tri-diagonal mass matrix M θν 0 ) is compensated by the less restrictive stability and controllability condition ∆t ≤ h T /2. For the BiGrid method, we recall that this condition is ∆t ≤ h. In this respect, it may be interesting to couple, for regular initial conditions, these two methods. This will produce an implicit scheme with part of the computations performed on the coarse grid.
Conclusions
In the framework of the exact boundary controllability, we have introduced in this work a parametrized implicit and consistent scheme for the 1-D wave equation. The use of a discrete version of an Ingham inequality has then allowed us to determine the subset of these parameters which leads to uniform observability and controllability properties with respect to the parameters of discretization. The resulting scheme, similar to Under the stability and uniform controllability condition ∆t < h T /2, we have shown, using a Fourier analysis, the strong convergence of the discrete control toward the continuous control with minimal L 2 -norm. The numerical experiments presented are in very good agreement with the theory. Concerning the CPU time, the scheme appears comparable with the multi-grid method. The implicit character of the scheme is compensated by a less restrictive condition on the ratio ∆t/h. It will be now interesting to study whether or not it is possible to extend or adapt this kind of fully discrete analysis to more complicated models, like for instance the elasto-dynamic model or to higher dimension, for which contrary to the 1-D wave system, no exact scheme is known. 
We recall that the eigenvalues of K are λ 
We verify that Λ θ,α h,∆t,1 is a symmetric matrix, thanks to the symmetry of A 11 and A 22 . Finally, performing similar computations with the term in (178) factor of θ ν , we obtain an explicit expression of the matrix Λ θ,α h,∆t .
