A spatio-temporal model of housing price trends is developed that focuses on individual housing sales over time. The model allows for both the spatio-temporal lag effects of previous sales in the vicinity of each housing sale, and for general autocorrelation effects over time. A key feature of this model is the recognition of the unequal spacing between individual housing sales over time. Hence the residuals are modeled as a first-order autoregressive process with unequally spaced events. The maximum-likelihood estimation of this model is developed in detail, and tested in terms of simulations based on selected data. In addition, the model is applied to a small data set in the Philadelphia area.
Introduction
The present model grew out of an effort to identify the impacts of certain Community Development Corporation (CDC) housing projects on their local housing markets in Philadelphia. While no single measure can effectively capture neighborhood revitalization, it is becoming common practice to use changes in housing prices as a summary measure.
1 Hence this model focuses on the specific problem of identifying trends in housing prices within a given region based on a time series of individual housing sales transactions. Because our approach to this time-series problem appears to be new to the housing literature, the objective of the present paper is to present a selfcontained development of this approach. 2 The resulting model is illustrated by a small example from the Philadelphia study. A presentation of the full study will be given in a subsequent paper [see Wu and Smith (2009) ].
Since housing prices are well known to be influenced by the prices of recent house sales nearby, one must allow for possible spatio-temporal dependencies between such prices. In addition there are generally a host of other processes occurring over time that result in unobserved temporal autocorrelations among housing prices. But since individual housing sales do not occur at regular time intervals, it is difficult to model such processes in terms of standard discrete time series. An approach to unequally spaced temporal events has been developed for first-order autoregressive [AR(1)] processes by a number of authors [see Wansbeek and Kapteyn, (1985) , McKenzie and Kapuscinski (1997) , Batalgi and Wu (1999) ]. A continuous version of these models [CAR(1)] has also been developed by Jones and Boadi-Boateng (1991) [and Jones (1993) ]. The continuous version is certainly the most flexible one, but involves stochastic differential equations that rely on rather sophisticated analytical methods. Moreover, since housing sales are basically recorded on a daily basis, there is no need to consider finer time intervals. Hence we choose to develop a standard AR(1) model on daily time intervals, and then embed the observed sales events within this process. The approach we adopt is most closely related to Batalgi and Wu (1999) . But since their formulation is in terms of panel data, it is convenient to give a self-contained development for the present case. Finally, an interesting alternative approach to modeling sales transactions with unequal time intervals was proposed by Pace et al. (2000) . Because of its close similarity to the present paper, a detailed comparison of these two models is presented in Section 5 below.
We begin in the next section by developing the basic model, and then consider maximum likelihood estimation and testing of its parameters. This is followed by a small simulation study to examine the properties of the estimation procedure. The model is then applied to a selected example from the Philadelphia CDC study, and is compared with the approach of Pace et al. (2000) . Finally, a possible extension is considered in the concluding section of the paper.
Development of the Model
Consider a sequence of sales prices, ( : 1,.., ) , of each house i , as well as the sales prices of houses recently sold in the immediate area of house i . Here we model such dependencies by spatio-temporal lag weights, ij w , that are assumed to be positive only if house j is sold prior to house i , 4 and is "sufficiently close" to i in both time and space to be an influential factor. More precisely, it is here assumed that there is some threshold time interval, Δ , and threshold distance, d , beyond which other housing sales have no direct influence on the price of house i . Hence, if the relevant distance from i to j is denoted by ij d , then is assumed that only houses in the spatio-temporal neighborhood, 
While this simple spatial-threshold assumption plays no substantive role in the analysis to follow, it is used in both the simulations and empirical application below. 5 With these conventions, our basic model of housing prices takes the following spatio-temporal lag form 
In the first term, λ is an intensity parameter reflecting the strength of price dependencies. Note from the normalization assumption, 1/ ij i w n = , in (2) that this term is 3 Alternatively, it may often be more appropriate to use the log of sales price as i y . 4 Note that there may in fact be some minimal time lag required before a given sales price can influence subsequent prices (such as the time required for this sale to be published in the local paper). Hence the inclusion of all prior sales is a simplifying assumption. 5 It is worth noting that even if more elaborate spatial kernel functions were to be used, the bandwidth, d , of each kernel is well known to be the single most critical determinant of spatial dependence (see for example Silverman, 1986). simply the average housing price in i N weighted by λ . 6 To ensure that variances in housing prices remain bounded over time, it is required that there be a diminished dependency of house prices i on these averages, i.e., that (Green, 2003, p.255) :
The second term in (3) involves the usual linearity assumption on housing attributes, where h β is the relevant coefficient for attribute h . (Of particular relevance for our present purposes is the inclusion of time as an attribute of each sale, in order to capture price trend effects.) Finally, the residuals, ( : 1,.., ) i u i n = , in (3) are assumed to be generated by an underlying autoregressive process which we now develop.
Autoregressive Process with Unequally Spaced Events
Consider a discrete process, { ( ) : } u t t T ∈ , over a sequence of consecutive days, 
In particular, it follows that [as a parallel to (4)] residual variance will be finite only if,
Within this standard AR(1) setting, we now assume that the first sales event occurs on day 1 t , so that the first residual in (3) is given by 1 1 ( ) u u t = . Next, if the second sale occurs on day 2 1 t t m = + , then since 1 1 1
( 1) ( ) ( 1) u t u t t ρ ε + = ⋅ + + , and 
where the (cumulative) innovations, i e , now have the form:
Moreover, since var( )
, it also follows from (10) that, in a manner similar to (6), [which can also be verified by summing the variances in (11) and using the identity, Following Jones (1993) it is convenient to rescale the innovations, i e , as, , for (3) can now be summarized as follows:
It is of interest to note that this residual process, [(14) , (15)], is essentially identical to the continuous formulation in Jones (1993, p.62) . 7 Thus, by allowing time intervals to become arbitrarily small, the above formulation provides a somewhat more intuitive motivation of CAR(1) processes.
However, there is one additional restriction in the present model that is not shared by the continuous model. In particular, observe that with a minimal time unit (such as one day), it is quite possible that more that one event occurs in the same time interval (such as more than one house sold on the same day). It should be clear from (15) that this leads to implausible results, since the residuals i u for simultaneous events must be identical.
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There are several ways to treat this problem. First, one can simply choose the time unit to be smaller than the closest pair of consecutive events in the given data. While this is possible in the present setting, intervals smaller than a day are at best artificial, and have little meaningful content. A much more satisfactory approach would be to introduce an additional "idiosyncratic" error term in (3) reflecting the unobserved attributes of individual houses that are time independent. This approach is discussed in more detail in the Concluding Remarks. For the present however, we choose to focus on a single set of errors driven by an underlying AR(1) process, and to examine the behavior of this model in detail. But since there are indeed a number of instances of houses sold on the same day in the application presented below, we have chosen to "jitter" the time sequence enough to allow a well-ordered sequence of sales events. Given that this error model [(14) , (15)] is intended only to capture unobserved effects with some degree of stationary temporal dependency, such "tie breaking" conventions are deemed to have little affect on the overall behavior of the model.
Matrix Formulation of the Model
By combining (3), (14), and (15) we can give a more compact statement of the above model as follows. (14), (15)] can also be written in matrix form as
where ( ) D ρ is a lower triangular matrix of the form 
and ( ) C ρ is a diagonal matrix of the form ( )
Hence the present spatio-temporal model is now summarized by (16) through (19) [together with the implicit parameter restrictions (4) and (7)].
Note that there is a strong similarity between the present model and the well-known "spatial autoregressive model with autoregressive disturbances" summarized, for example, in Anselin and Florax (1995,pp. 22-24) . However, it should be clear that the present autocorrelation parameter, ρ , enters in a more complex manner than the autoregressive disturbance parameter of that model. On the other hand, the present model is in many ways simpler to analyze, since there are no simultaneities either in space or time. As a consequence, both the spatial weight matrix, W , and the temporal dependency matrix, ( ) D ρ , are lower triangular matrices, which greatly simplifies the analysis of this model.
Likelihood and Concentrated Likelihood Functions
To estimate the present model it is convenient to combine (16) and (17) into a reduced model form as follows. First, for notational simplicity, we write ( )
and solve for u in terms of ε to obtain 
This in turn implies that y is multivariate normal with distribution ( )
Hence the log likelihood function for parameters ( , , , ) v β λ ρ is given by
where implicitly, ( )
In Appendix 1 (see footnote 2 above) it is shown that the associated concentrated likelihood function of ρ is given by:
with ˆ[ ( )]
A A λ ρ = and where in addition,
10 It is also shown in (A1.2) of Appendix 1 that det( ) 1 A = , so that 1 A − always exits.
This one-dimensional function can in principle be maximized by a simple line search to obtain the maximum-likelihood estimate, ρ . However, there are several practical considerations that should be mentioned at this point. First, in autocorrelation models where time intervals between events are unequal, the value of ρ is very dependent on the underlying time unit. In particular, since (15) Given an estimate, ρ , of ρ , one can immediately obtain corresponding estimates
by successive substitution into (29),(28), (27) and (26) . Hence whenever ρ is unique, it follows that all estimates will be unique. Here it should be noted that while the 11 Indeed, such oscillation behavior loses all meaning in the continuous version of AR(1), where the autocorrelation parameter is required to be nonnegative [as is evident from the positivity restriction, 0 0 α > , in Jones (1993) Anselin and Moreno (2003) , one might also interpret such negative estimates of ρ to be evidence that the present spatio-temporal specification is simply not supported by the data. , can fail to be concave (as can be shown by numerical examples), the maximum-likelihood estimates, ρ , have proved to be unique in all simulated cases studied to date. Thus it appears that non-uniqueness of parameter estimates is not a serious issue in the present model.
Finally, this set of estimates ˆˆ ( , , , ) v β λ ρ can be used to estimate asymptotic variances for testing purposes. A complete derivation of the asymptotic covariance matrix is given in Appendix 2 (see footnote 2 above).
Selected Simulation Results
Two types of simulation analyses were done for this model. The first involved an entirely artificial space-time process constructed on a square grid of housing sites. The purpose of these simulations was to examine the effect of sample size on the reliability of parameter estimates. As will be shown below, maximum-likelihood estimates for this model are quite sensitive to sample size, and can be extremely inefficient for small samples. In view of this, it was crucial to determine whether such effects were present in the CDC application developed below. So a second set of simulations was run for that model, using the empirical space-time structure and sample size, together with the parameter estimates obtained from the given data set. The results of these simulations, presented in Section 4.3 below, confirmed that the sample size of this application (400 sales) was sufficiently large to achieve reasonably efficient estimates. Moreover, since data sets for housing sales are typically much larger than this, the present results suggest that maximum-likelihood methods should produce reliable results in most applications. But given the wider range of potential applications of this model, it is of interest to consider its small sample behavior. 
A 100-Sample Case
Here "small sample" behavior is well illustrated by sample sizes as large as 100. To construct such a case, a population of 100 houses was placed on a 10 by 10 unit grid of locations, and these houses were sold in random order with time intervals sampled from an exponential ("memoriless") distribution with a mean of 4 days. Time intervals were then rounded upward so that the minimal time interval was one day. To construct space time dependencies as in (1), a threshold time interval of 60 Δ = days was chosen, along with a threshold distance of three units,
This produced a W matrix of space-time influences in which 65 % of the houses were influenced by the previous sale of at least one house nearby.
14 Two housing attribute values 1 2 ( , ) x x were randomly sampled from a uniform distribution on the unit interval, producing a 100 2 × matrix, X , of housing data.
The parameter values chosen for this simulation were (5,1, 2)
.4 λ = , and .2 ρ = . The variance, v , was chosen to be relatively large in comparison to the conditional mean. This was done to maintain some degree of comparability with the application below which also involves two explanatory variables, and thus resulted in a substantial unobserved variation. In addition, the value of ρ was chosen to be low enough to allow substantial unobserved variation between sales occurring only one day apart (as discussed at the end of Section 2.1 above).
In this setting, a set of 1000 sales price vectors, ( : 1,..,1000) i y y i = = , were simulated. The resulting distributions of parameter estimates are summarized in Table 1 Even though the sample mean of ρ seems reasonable, the actual sampling distribution exhibits extreme variation. Notice also that this variation combined with the nonnegativity restriction on ρ (discussed at the end of Section 2.3 above) produces a large spike of zero values. Hence it is clear that without this restriction there would also be a severe negative bias in the estimates of ρ . Even with the restriction, there is a slight downward bias inρ , which is directly inherited by v as seen in Table 1 and Figure 2 (b) . This underestimation of variance is of particular significance for statistical inference, since the primary objective of this model is to account for the unobserved variation that is masked by space-time dependencies. Finally, since all other estimates are constructed from estimates of ρ , it should be clear that this instability in ρ estimates will be inherited by all other estimates. 15 Thus it would appear that for samples this small, autocorrelated errors with unequal spacing can create substantial problems for parameter estimation.
A 400-Sample Case
Given these small-sample problems, it is of interest to extend the above example to a grid large enough to allow a sample size comparable to the sample size, 400 n = , in the CDC application below. Hence a 20 by 20 grid was used to obtain 400 housing sites. These were again sold in random order, with lag times defined by rounded samples from an exponential distribution with mean equal to 4 days. A 400 2 × matrix, X , of housing attributes was again sampled from the uniform distribution, and the same parameter values for [ , , , ] v β λ ρ were used. The results are shown in Table 2 below. Table 2 . Estimates for the Simulation of 400 Sales 15 In view of this, it is somewhat surprising that estimates of λ appear to behave quite well by comparison.
Moreover, since this relation persists in all simulations studied thus far, it raises an interesting (open) question as to why the expression for ˆ( ) λ ρ in (28) above should remain more stable than ρ .
Figure 3 here
Here we see that there is considerable improvement with respect to all estimates. Not only are the means slightly better, but the sample standard deviations are roughly cut in half. The reason is made clear by the histogram for ρ in Figure 4 (a) below, which exhibits much better statistical properties.
While a spike at zero is still evident, there is now a clear concentration around the true value, .2 ρ = , with only a slight downward bias and a much smaller standard deviation.
This reduction is again inherited by all parameter estimates constructed from ρ . Of particular importance for statistical inference is the improvement in v , as seen in Table 2 and Figure 4 (b). Not only is the standard deviation cut in half, but also the downward bias has almost disappeared. Hence it appears that for sample sizes of 400 and larger, the maximum-likelihood estimates of all parameters are quite reliable. Additional confirmation of this will be given in Section 4.3 below.
Application to a Community Development Corporation Area in Philadelphia
The following application is taken from the Philadelphia study mentioned in the Introduction, and focuses on one of the CDCs in this larger study [which will be reported in a subsequent paper (Wu and Smith, 2009) ]. The present CDC, designated as the Peoples' Emergency Center (PEC), consists of nine contiguous block groups located in West Philadelphia, as shown in Figure 5 below.
The specific objective of this study was to determine whether the overall trend of housing sales prices in each CDC area was significantly greater than that of comparable non-CDC areas in Philadelphia. 16 Here a control area (CA), consisting of twenty five contiguous block groups in North Philadelphia was identified (also shown Figure 5 ) and used for purposes of comparison. The data for the present illustration consists of all housing sales in these two areas during the 20-month period from January 2004 to September 2005. During this period there were 64 housing sales in PEC, and 336 housing sales in the larger control area, CA.
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To compare sales trends, an instance of model (3) , so that for any two houses, i and j , the corresponding space-time weight, ij w , is nonzero if only if house j is within 500 feet of house i and is sold no more than 60 days prior to the sale of house i . 18 Sales in each area were distinguished by a location dummy, i δ ( = 1 for PEC houses i ), and the sales time, i t , of each house i was used to capture (linear) sales-price trends. In this context, the relevant instance of model (3) for the present application takes the form:
where 400 n = and where i i t δ denotes the interaction effect between time and location.
For our present purposes, the coefficient of this interaction effect ( 3 β ) is the key parameter of interest. This can be seen more clearly by rewriting (30) as follows:
Here it is clear that 3 β represents the difference in slopes between the linear sales-price trends in the PEC and CA areas. Hence a positive value of 3 β would at least be consistent with a positive local effect of the PEC housing projects.
OLS Estimation
To analyze this effect we start by treating ( 
which is precisely the standard linear model likelihood function for ( , ) v β .
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18 It should be clear from Figure 5 that the areas PEC and CA are sufficiently far apart to ensure that no space-time dependencies occur between houses in separate areas. 19 It should be noted here that since this model involves both lagged dependent variables and a time trend term, it is technically an instance of a "autoregressive process around a deterministic time trend". But while
Hence the ordinary least squares (OLS) estimates of ( , ) ( , , ) v v β λ β = for this case are guaranteed to satisfy all the usual optimality properties of maximum-likelihood estimates. 20 More generally, if temporal autocorrelation effects are present but not too severe (as will be seen to be the case in this application), then OLS should continue to yield quite reasonable estimates. The results for OLS in the present case are summarized in Table 3 are significantly positive -with interaction being very significant. Moreover the relative size of these coefficients shows that price increases in PEC are considerably higher than those of CA, with a rate of increase above that of CA by more than 5 cents per square foot per day. Notice also that the spatial effect of nearby previous sales ( λ ) is significantly positive.
In the next section it is shown that our present spatio-temporal extension of OLS does not change these conclusions in any substantial way. Moreover, while the present analysis is based only on a small data set drawn from the larger Philadelphia CDC study, these same However, there are a number of shortcomings of the present analysis that carry over to the larger study as well. The most obvious is the absence of additional housing attributes that should be controlled for (as reflected by the low value of pseudo R-square 21 ). But unfortunately, such attributes were not available in usable form for the current data set.
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The other key question for our present purposes relates to possible temporal autocorrelation among residuals that is not captured by the simple time trend in (30). As is well known, such autocorrelation tends to smooth residuals which can in principle inflate the statistical significance of key parameters. Indeed, this was the primary motivation for the present spatio-temporal model.
Spatio-Temporal Estimation
Hence we now re-examine this data in terms of present spatio-temporal model. The results of this estimation are summarized in Table 4 below. Notice first that the key parameter estimates and significance levels are strikingly similar to Table 3 .
The standard R-square is known to be somewhat problematic in the case of lagged dependent variables. Hence for comparability with the spatio-temporal formulation below, we choose to define pseudo R-square here to be the squared correlation between y and it prediction, estimates λ and β . However, it is also of interest to note that in this particular application the unadjusted R-square (0.372) is was almost the same as the pseudo R-square (0.362). 22 Here it should be noted that CDCs are local non-profit organizations whose funding is devoted almost entirely to housing projects, and not to data collection. Hence all housing data was drawn from the Philadelphia BRT (footnote 17 above). Moreover, while this BRT data did include provisions for a number of key housing attributes (such as "number of bedrooms" and "interior and exterior condition"), most of this data was either missing or unusable for other reasons. Moreover, as is seen from the pseudo R-square and AIC values, the overall goodness of fit for both models is also very similar. 23 Hence, in view of the discussion in Section 4.1 above, these similarities would seem to suggest that temporal autocorrelation is not present. However, the p-value (0.044) for temporal autocorrelation, ρ , does indicate some statistical significance here. But as noted in Section 2.3 above, the estimated value of ρ can only be interpreted relative to the time units used in the analysis. In the present case, ˆ.112 ρ =
, with a time unit of one day. This implies from (10) In summary, the present application of the spatio-temporal model has simply served to verify that the OLS estimates above do not appear to be severely influenced by unobserved temporal autocorrelation effects.
But given the small-sample estimation difficulties illustrated in Section 3.1 above, it is still of interest to ask whether the present value of ρ might actually be underestimating the true value. While no definitive answer can be given to this question, it is instructive to simulate the behavior of maximum-likelihood estimates for this application.
Simulation of Spatio-Temporal Estimates
Recall from Section 3.1 that the sample size, 400 n = , was chosen specifically to be comparable with the present application. While the results there suggest that the present estimate of ρ should behave reasonably well, both the spatio-temporal dependency structure and data used for that simulation are considerably different than the present case. Hence it is of interest to carry out the same simulation procedure using the present data set and W matrix. In addition, to gage how well the model is doing in the region of the current parameter estimates, the "true" parameter values were chosen to be (slightly) rounded versions of the parameter estimates above ( 0 10.52 , 23 In the present context of maximum-likelihood estimation, the AIC measure is considered by many to yields more reliable goodness-of-fit comparisons than pseudo R-square. However, the latter is somewhat easier to interpret. Here it is clear that the maximum-likelihood estimates are behaving quite well for this data and set of parameter values above. Of particular interest are the ρ -estimates, which are shown in more detail in Figure 6 (a) below.
As in Figure 4 (a) there is still a noticeable spike at zero. But again there is strong clustering about the true value, .112 ρ =
, resulting in only a small downward bias in ρ .
As expected, these results for ρ lead to even better results for the estimates of variance, v , as compared to Figure 4 (b). In short, these results lend further credibility to the estimate of ρ above, and hence to the minimal nature of temporal autocorrelation in the present application.
Comparison with a Spatio-Temporal Lag Model Approach
An alternative approach to the spatio-temporal analysis of individual housing sales with unequal time intervals was proposed by Pace et al. (2000) . 24 Here housing sales are again ordered by time of occurrence, and the full structure of time dependencies among these sales is specified by a nonnegative matrix, 24 We are indebted to an anonymous referee for pointing out the close similarities between our current model and that of Pace et al. (2000) . 25 This is a special case of the STLM model in expression (7) of Pace et al. (2000) , where the interaction terms ( , , , ) TX SX TSX STX are missing, along with matrix of non-lagged variables, Z .
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Here the simple expression, Wy λ , in (16) now has a more elaborate form, while the unobserved residuals, u , in (17) have a much simpler form. In essence, all spatiotemporal dependencies are here postulated to be among the observable sales prices, y , and not the residuals, u .
26 As the authors point out, the appeal of this model is its mathematical simplicity. In particular, since lower triangularity is preserved under products, the spatio-temporal lag matrix in (34) is lower triangular. This, together with the standard OLS specification of residuals, implies that all parameters can be consistently estimated using OLS. Hence this model can be applied to very large data sets, as is common in real estate markets.
To compare (34) with the present model in [ (16), (17)], we begin by considering the types of spatio-temporal interactions that can be captured by the product matrices, TS and ST . Here we choose to focus on ST , and write STy more explicitly as: 
Hence the spatio-temporal influence on the (2) and (5)] a spatio-temporal extension of the spatial Durbin model (Anselin, 1988) which does indeed account for spatio-temporal autoregressive dependencies in the unobserved residuals. But this development is somewhat misleading in the sense that their final model, STLM [expression (7)], ignores the crucial "common factor" constraints on coefficients that preserve these autoregressive dependencies. Hence, while STLM could in principle be used to test this "common factor hypothesis" (as implied by their discussion on p.234), the model itself is simply a more elaborate version of the spatio-temporal lag model in (34) above.
given the following interpretation: Even though event h happened long before i , it is close enough in time to event j to share some common temporal influences with j . Moreover, even though event i is very far away from j in space, it is close enough to h to share some of the spatial effects of these earlier influences. Similar interpretations can be given to TS , and show that such spatio-temporal influences are indeed quite meaningful. But the crucial point here is that these influences are necessarily indirect.
In our present model, for example, it is assumed that housing sale i can be influenced by all previous sales j that are sufficiently close to i in both space and time, i.e., for which both 0 
one can encompass both direct and indirect spatio-temporal interactions in a manner that still permits consistent OLS estimation.
Finally it is of interest to ask whether one can also use these simple weight matrices, S and T , to model spatio-temporal autocorrelation effects in the unobserved residuals, u . As in model [ (16), (17)] we focus here on temporal autocorrelation and, as an alternative to (10) and (11), now consider the much simpler linear autoregressive model, 
which is seen an instance of expressions (1) and (5) in Pace et al. (2000) .
From a theoretical perspective the major difficulty with this process is that stationarity is not possible without further modification. In particular, if it is assumed that var( ) 0 , 1,..,
then it is easily shown that (41) and (42) However, it is also well known that by a simple relaxation of the variance of the initial innovation, 1 ε , this problem can be overcome for the special case of the standard AR (1) model [given by (10) and (11) 
a simple inductive argument shows this initialization of the AR(1) model yields a well defined stationary process as in (42) 
2 ,~(0, ) , 2,..,
with independent innovations ( : 1,.., ) i i n ε = satisfies stationarity condition (42). Here the answer is unfortunately negative. In particular, if one imposes the reasonable assumption that more distant time influences are never greater than more recent influences, i.e., that
and requires only that model [(45),(46)] hold for ρ in some sufficiently small open interval containing zero (so that full independence is allowed), then it is shown in Appendix 3 (see footnote 2 above) that AR(1) is indeed the only possibility here. 31 So while model (41) [or its relaxation in (45) and (46)] is very appealing from an analytical viewpoint, such models must always involve non-stationary residuals. Moreover, since the structure of these non-stationarities will depend critically on the particular specification of T , one must justify why this specification together with its implicit nonstationarities is appropriate for the particular time interval (and irregular event sequence) under study. 
Concluding Remarks
In this paper, we have developed a spatio-temporal model that is particularly suitable for the analysis of address-level events occurring sporadically in time. In particular, this 29 Proofs of this result can be found in any standard text, such as Hamilton (1994, Section 3.4) . 30 For further discussion of this point see Green (2003, Section 12.2) . 31 It is also worth noting that this result depends only on the first two moments of the independent innovations, ( : 1,.., ) i i n ε = so that the normality assumption in (7) is not required. model not only avoids the need for temporal aggregation (that is typical of most spatiotemporal regression models), but also allows for the possibility of short-run temporal dependencies (such as changes in asking prices based on very recent sales). Moreover, while the above analysis suggests that more robust estimation procedures may be needed for small-sample applications, the present maximum-likelihood framework does appear to be well suited for the analysis of larger data sets, as typified by housing sales transactions in major urban areas.
There is however a more subtle limitation of the present model that does not arise in more standard temporal aggregation schemes. In particular, when events are aggregated with respect to regular time intervals, as in the standard AR(1) model, these aggregate events are by definition well separated in time. But in our present extension of the AR(1) model to individual events, it is quite possible for such events to occur at almost the same time. In particular, it is possible for several house sales to occur on the same day. Moreover, as discussed in Section 2.3 above, the steady-state conditions for this model imply that the unobserved residuals for such events must be identical. This would make perfectly good sense if the unobserved variation captured by i u was due entirely to time dependent phenomena affecting all events occurring at time i t . For then it could be argued by simple continuity that events occurring close in time to i t would be similarly affected. But in actuality each residual, i u , necessarily includes any unobserved attributes of individual house i that influence its sales price but are not shared by other houses sold at times close to i t .
Hence one important extension of the present model would be to incorporate such effects by the addition of an idiosyncratic residual, oi u , for each sales event i . If it is assumed that these residuals are iid normal variates, say with ( : 1,.., ) (0, )
and in addition that o u is independent of the temporal effects captured by u , then the model in (16) could be extended as follows:
Here events occurring simultaneously would exhibit distinct idiosyncratic residuals even though they shared a common temporal residual.
From a conceptual viewpoint, this extension appears to be rather straightforward. But analytically it is considerably more complex. In particular, it is no longer possible to reduce the estimation problem to a single dimension. However, if this model is reparameterized by the standard technique of setting / o v v θ = , then it can be shown that (34) still exhibits many of the analytical properties developed for model (16) above. This extension will be presented in a subsequent paper. 
As with all general linear models of this type, the standard approach to maximumlikelihood estimation is to start by fixing the autocorrelation parameters ( , ) 
Similarly, for v we again obtain the standard result:
so that by substituting β into (A1.6) we obtain the corresponding estimate of v : 
The desired asymptotic covariance matrix is then estimated by the inverse, The second approach has the obvious advantage of avoiding the need for calculating expectations. 1 Moreover, it has been argued [for example in Hinkley and Efron (1978) and Lindsay and Li (1997) ] that in many cases this observed form actually has better asymptotic properties. Finally, since one must obtain an analytical expression for the Hessian matrix, and that the partials of L with respect to β and v are given from (A1.5) and (A1.6) by (A2.9) 
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To calculate the remaining expectation in (A2.14), we begin with the following result on the expectation of quadratic forms [see also Searle (1971, p.55) ]. For any random nvector, z , and n n × matrix, M ,
, and noting from (22) in the text that ( ) 0 E z = and cov( ) cov( ) z Ay BB 
BB Wy E y A BB Wy E X BB Wy (1 ) (1 ) ( 2 ) 2 (1 ) 
Hence it remains to calculate the second partial derivative,
. As with the first partial derivative, we start with the chain rule applied to (A2.35): 
and z y = in (A2.17) it follows that
Hence by substituting this back into (A2.55), it is seen that the last two terms cancel, leaving
To complete the calculations, we observe first from (A2.9) that (A2.58)
which is directly obtainable from the above calculation of i j ≠ is seen to complete the calculation of both H and I in (A2.6) and (A2.7), respectively.
Appendix 3. Stationarity in Linear Autoregressive Models
As in the text, we assume throughout this appendix that the matrix, ( : , 1,.., )
is nonnegative and lower triangular, i.e., that 0 ij τ ≥ for all 2,.., j i n < = and 0 ij τ = otherwise. In this context, we begin by recalling the linear autoregressive scheme of (39) and (40) Hence it suffices to establish the necessity of these conditions. Here it is enough to show that if (A3.4) holds with 0
We proceed by induction, and for sake of completeness, begin by repeating the argument for 2 i = in (43) and (44) 1 It should be noted that none of the results in this Appendix require either normality of innovations, ε , or nonnegativity of T . However, since these are natural parts of the models being considered, we shall retain these assumptions throughout. This ensures in particular that 0 R ∈ , and hence that "complete independence" continues to be one possible model. Hence the given model is AR(1) up to 3 i = . We now extend this argument by induction to all i . To do so, suppose that for some 3 k > it is true that 
