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1PROPOSITO Y DESARROLLO
El diseno automâtico se basa en la utilizaciôn de los 
ordenadores digitales como herramienta para la automatizaciôn - 
de un proceso de diseno. Su objetivo fundamental es la reducciôn 
del coste y del tiempo necesarios desde el comienzo del disebo - 
hasta la terminaciôn de la fabricaciôn.
Desde sus origenes, en la mitad de la década 1950-60, 
hasta la fecha, el diseno automâtico de sistemas digitales se ha 
convertido en un ârea de estudio extensa e importante. La comple 
jidad alcanzada por los sistemas digitales ha llegado a un nivel 
en el que es virtualmente imposible, en ciertos casos, obtener - 
un diseno correcto sin hacer uso de las ayudas de diseho automâ­
tico. Por otra parte, estas ayudas se extienden a las diversas - 
fases del proceso: Slntesis, simulaciôn, diseho fisico y verifi- 
caciôn (1).
Terminado un diseRo lôgico, su diseflo fisico requiere 
la participaciôn y asignaciôn de la lôgica a unidades fisicas, - 
la colocaciôn de estas unidades fisicas en unidades funcionales 
mayores (las cuales a su vez pueden ser parte de otras unidades 
mayores, que tambien deberân ser colocadas adecuadamente) y la 
realizaciôn de las conexiones de acuerdo con el diseflo lôgico.
El planteamiento a este nivel de abstracciôn nos permite expre­
sar, con independencia del desarrollo de la tecnologia, los très 
problèmes fondamentales que se presentan en el diseflo fisico: 
Particiôn-asignaciôn, colocaciôn y trazado de conexiones.
I
2.-
Aunque estos très problemas estân estrechamente rela 
cionados, han sido siempre tratados por separado, debido a la 
gran complejidad inherente a cada uno de ellos.
El estado actual de la tecnologia con la integracion 
a gran escala, tendiendo continuamente hacia niveles mâs altos 
de integraciôn, y las tarjetas de circuitos impresos raulticapa, 
permitiendo una compactacion creciente de las pastillas, ha he 
cho aumentar la importancia del problems de colocaciôn exigien 
do nuevos algoritmos que permitan tratar casos con un nûmero de 
eleroentos cada vez mâs elevado.
La colocaciôn en el diseno automâtico de sistemas di­
gitales se plantea a très niveles: Colocaciôn de puertas lôgicas 
en pastillas de circuitos integrados, colocaciôn de pastillas en 
tarjetas de circuitos impresos y colocaciôn de tarjetas en arma- 
rlea.
El problema de colocaciôn consiste esencialmente en - 
asignar de una manera optima un conjunto de elementos, interre- 
lacionados N a N, siendo N variable, a un conjunto de posi- 
bles posiciones. El caso particular en el que N es constante 
con valor 2, recibe el nombre de asignaciôn cuadrâtica.
Es interesante sehalar que este problema se présenta 
tambien en otras âreas distintas al diseno automâtico de siste­
mas digitales, como por ejemplo la planificaciôn de un ârea ur- 
bana, el diseno de una planta industrial o el almacenamiento de
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registros en un medio de acceso no directe. En cada caso la - 
optimizaciôn se realizarâ en base a una funciôn de evaluaciôn 
adecuada.
Desde el punto de vista de su resoluciôn, el proble­
ma de colocaciôn présenta esencialmente dos aspectos: 19) Es- 
tablecimiento de un algoritmo de optiraizaciôn y 29) Détermina 
ciôn de la funciôn de evaluaciôn. Nos podemos hacer una idea
del grado de dificultad que plantea el primer aspecto teniendo
£
en cuenta, que no se conoce soluciôn al problema de asignaciôn 
cuadrâtica, cuando el nûmero de elementos que intervienen supe 
ra el rango de 15 ô 20 elementos, y que la soluciôn al proble­
ma de asignaciôn cuadrâtica es bastante mâs sencilla que la del 
problema de colocaciôn. La dificultad en el segundo aspecto. re­
side en la transformaciôn en una funciôn matemâtica evaluable - 
de un objetivo global, como por ejemplo puede ser el faciliter 
el trazado de conexiones.
Dentro de todo el contexte anterior se ha planteado el 
trabajo de investigaciôn, que ha dado lugar a la présenté me­
moria.
El punto de partida, ha sido un trabajo anterior (2) 
que nos ha permitido disponer de un algoritmo para trazado de 
conexiones, que permite unir un punto a un conjunto de puntos 
previamente conectados, y de un lenguaje para la descripciôn 
de tarjetas de circuitos impresos.
Las tarjetas, procedentes de distintos usuarios, que 
han sido disenadas utilizando el sistema, nos ha permitido -
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disponer de problemas reales de colocaciôn.
El algoritmo de trazado de conexiones es la herra­
mienta adecuada para medir la efectividad de una colocaciôn en 
el diseno automâtico de tarjetas de circuitos impresos.
Los objetivos fundamentales que nos hemos propuesto, 
son los siguientes:
19 Establecimiento de una heuristica racional, vâlida para - 
resolver el problema de colocaciôn con un nâmero elevado 
de elementos, en un tiempo razonable, haciendo un anâli­
sis del comportamiento del algoritmo.
29.- Determinaciôn de la funciôn de evaluaciôn adecuada para el 
diseno automâtico de tarjetas de circuitos impresos, basa- 
da en los siguientes objetivos:
a) Facilitar el trazado de las conexiones.
b) Minimizar el nûmero de taladros necesarios.
c) Minimizar la longitud de conexionado.
39 .- Integrar los programas de colocaciôn en un sistema para di. 
seno automâtico de tarjetas de circuitos impresos, que in- 
cluya colocaciôn y trazado de conexiones.
Para realizar este trabajo se ha dispuesto de un minior 
denador como herramienta fundamental, por lo que la optimizaciôn 
de la memoria requerida ha sido siempre un factor esencial.
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La memoria que se présenta consta de una breve in- 
troducciôn, cinco capitules y dos apéndices.
En el primer capitule, se présenta la definiciôn for 
mal y genérica del problema de colocaciôn y se concretan algu- 
nos aspectos de esta definiciôn adaptandolos al caso del dise- 
no automâtico de sistemas digitales. Se establece una funciôn 
de evaluaciôn dependiente del tipo de ârbol que une un conjunto 
de puntos y se analizan los principales tipos de ârboles usados 
en diseno automâtico. Tambien se présenta el problema de asigna 
ciôn cuadrâtica, como caso particular y como problema asociado 
al de colocaciôn. Se describen los métodos constructives e ité­
ratives como métodos generates de resoluciôn de los problemas - 
de asignaciôn cuadrâtica y colocaciôn. Por ultimo, se razona el 
enfoque dado al problema, descomponiendolo en dos partes: a) en 
contrar un buen algoritmo para resolver el problema de asigna­
ciôn cuadrâtica y b) encontrar una buena transformaciôn del pro 
blema de colocaciôn en asignaciôn cuadrâtica.
En el segundo capitule, se describen los dos métodos - 
de colocaciôn inicial, que se van a utilizer a lo largo de todo 
el trabajo. El primero estâ basado en la utilizaciôn de un gene 
rador de numéros aleatorios. El segundo es un método construe - 
tivo.
Tambien se describen las reticulas, que definen el con 
junto de posiciones disponibles para los distintos ejemplos que 
se van a estudiar en los capitules III y IV,
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, Por ultimo, se presentan los ejemplos que se van a
' usar en el estudio del problema de asignaciôn cuadrâtica, pro 
'' qedcntes de los problemas de colocaciôn descritos en el apen- 
: dice II, y los resultados obtenidos en cada caso.
! El tercer capitulo comienza con una definiciôn for-
, mal del problema de asignaciôn cuadrâtica, analiza sus antece 
dentes y los metodos générales mâs importantes que se conocen 
 ^ para su tratamiento.
I
Se razona la elecciôn dê un método basado en aplicar 
’ técnicas de relajaciôn al intercambio por parejas y se descri­
ben los factores que influyen en el comportamiento de este me- 
todo.
I' Se présenta una nueva estrategia para la selecciôn -
' del elemento secundario que refuerza a la heuristica basica de 
' relajaciôn. Se présenta tambien un método para ajuste automati.
■ CD del factor de vecindad, y  se desarrolla un método para el - 
calcule incremental de la funciôn de evaluaciôn.
i Por ultimo se realiza un estudio comparative entre -
i los nuevos algoritmos y otros ya conocidos, y se analiza la in 
riuencia del factor de vecindad.
I
En el cuarto capitulo se estudia el problema de colo 
caciôn, utilizando una funciôn de evaluaciôn basada en el arbol 
* de expansiôn minima. Se utiliza un algoritmo basado en el inter
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cambio exhaustive per parejas, para el tratamiento directe del 
problema. <
Se describe el tratamiento del problema de colocaciôn 
por transformaciôn clasica en asignaciôn cuadrâtica y se presen 
ta una nueva funciôn de transformaciôn.
Por ultimo se realiza un estudio comparativo, del com 
portamiento de los très métodos, con los ejemplos descritos en 
el apendice II, comprobandose el buen comportamiento de la trans 
formaciôn propuesta.
En el quinto capitulo se estudia el problema de colo­
caciôn en el diseno automâtico de tarjetas de cimiitos impresos, 
se analiza la transformaciôn del problema real de colocaciôn de 
componentes al problema abstract© de colocaciôn de elementos en 
poaieionea. Se présenta una nueva definiolôn de distancia caps* 
de incorporer a la funciôn de evaluaciôn basada en el arbol de 
expansiôn minima, una informaciôn sobre la disponibilidad de pis 
tas.
Por ultimo se estudian los ejemplos, presentados en el 
apendice I, midiendo los resultados en base al nûmero de puntos 
no conectados, nûmero de taladros necesarios y longitud total de 
conexionado, y se présenta el diseno obtenido por el sistema corn 
pleto con colocaciôn y trazado de conexiones automaticas.
El apendice I, contiens la descripciôn en el lenguaje
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definido en (2), de très de las cuatro tarjetas utilizadas. Se 
explican sus caracteristicas y el motivo de su elecciôn. Para 
la cuarta tarjeta, precedents de la unidad de control del orde 
nador ILLIAC IV, se especifica su origen y caracteristicas.
El apendice II, contiens la descripciôn de los proble 
mas de colocaciôn que se derivan de las tarjetas presentadas en 
el apendice I.
9. —
INTRODUCCION
Existe un algoritmo senclllo para resolver tanto el 
problema de colocaciôn como el de asignaciôn cuadrâtica, con- 
sistente en ir generando ordenadamente todas las posibles co­
locaciones o asîgnaciones y calculando para cada una de ellas 
el valor de la funciôn de evaluaciôn. Conservando el minimo de 
estos valores y  su colocaciôn asociada obtenemos la soluciôn - 
exacta del problema. Se trata evidentemente de un algoritmo enu 
raerativo.
Este método, aunque teoricamente, posible, no es fac- 
tible en la practica, a poco elevado que sea el nûmero de ele- 
mentos, puesto que si intervienen n elementos y n posicio­
nes, necesitamos calculer ni veces la funciôn de evaluaciôn.
Existen métodos semienumerativos, capaces de propor- 
cionar la soluciôn exacta al problema de asignaciôn cuadrâtica 
para casos con un nûmero de elementos no superior a 20.
Para los problemas reales que actualmente se presen­
tan, con un nûmero de elementos cada vez mâs elevado, es impre£ 
cindible recurrir a métodos heuristicos, que proporcionan una - 
soluciôn aproximada, localmente ôptima en el sentido de que es 
el valor minimo de la funciôn de evaluaciôn, que se puede obte­
ner con la heuristica adoptada y los parâmetros que la concre - 
tan.
10.-
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La dificultad fundamental para evaluar el comporta 
miento de estos métodos heuristicos reside en que nunca sabe 
mos la proximidad de la solucion que proporcionan a la solu- 
cion exacta del problema.
Cuando se pretende désarroilar nuevos métodos heu­
risticos para estos problemas, es imprescindible por tanto, 
comparer su comportamiento con el de otros métodos ya conoci 
dos, siendo necesaria la programacion de estos ultimos. Al - 
mismo tiempo, es necesario utilizar casos concretes con un - 
numéro de elementos que cubra el rango que queremos estudiar.
Con este fin, a lo largo de este trabajo, se hai pro 
gramado algoritmos ya conocidos para realizar un estudio - 
comparativo en cada etapa y se han utilizado varies ejemplos 
procedentes de problemas reales de diæno automâtico.
11.-
C A P I T U L O  I
PLANTEAMIENTO GENERAL
Podemos définir, desde un punto de vista formal, el - 
problema de colocaciôn de la siguiente manera:
Sea V =|vj, Vg  , v^ un conjunto de n elementos
y P =|pi» P2» •••..! Pr) un conjuntp de r puntos pertenecientes
a un espacio métrico en el que estâ definida la distancia d,y ta 
les que r>n.
Definimos una conexiôn c como un subconjunto de V, —
con un nûmero de elementos mayor o igual a dos. Sea C =[cj, Cg,
...., c^^ un conjunto de p conexiones definidas sobre V, tal —  
que los subconjuntos c^ de y son no disjuntos. Es decir un ele­
mento puede pertenecer o varias conexiones.
Dado un subçonjunto K de puntos de P, existen numero- 
sos ârboles. correspondlentes a distintos tipos de ârbol, que unen 
dichos puntos. Para cada uno de estos ârboles la longitud de sus 
ramas se puede calcular a partir de la distancia d.
Denominamos longitud de un ârbol a la suma de las Ion 
gitudes de sus ramas.
Dado un tipo de ârbol T, denofflinarefflos | a la lon­
gitud de aquel, o aquelloa ârboles qua oorrespondiendo al tipo
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T, unen los puntos de K con una longitud minima.
Sea s una aplicaciôn inyectiva del conjunto V en el 
conjunto P; s define unacolocaciôn de los n elementos de V - 
en los r puntos (posiciones) de P. Sea S el conjunto de todas 
las posibles aplicaciones inyectivas de P en V. El conjunto S 
tiene r !/( r-n)l elementos.
A partir de una aplicaciôn s podemos définir una co- 
rrespondencia del conjunto C en el conjunto P, de la siguiente
(Cj) = |s (Vj) I V j f C j j
Para cada elemento st S definimos una funciôn de eva 
luaciôn F (s) de la siguiente forma:
F (s) = Y -  h z  ,c.,l
C£ € C 1
;
El problema de colocacjôn consiste en encontrar'>l — 
elemento s** S tal que
is*) = min I F (s) | se S |
Tal como se ha definido.la funciôn de evaluaciôn dé­
pende esencialmente de la definiciôn de distancia entre dos —  
puntos y del tipo de ârbol que une un conjunto de puntos. Si - 
se desea una definiciôn mâs general del problema se deberîa de
13.-
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jar la funciôn de evaluaciôn F (s) sin définir, abierta a la - 
influencia de otros factores.
Sin embargo consideramos que para el diseno automâ­
tico de sistemas digitales, que es el campo en el que el pro—  
blema de colocaciôn ha despertado mâs interes y ha recibido —  
mâs esfuerzo, la definiciôn que hemos dado es suficientemente 
amplia. En efecto, el objetivo fundamental de la colocaciôn en 
el diseno automâtico es permitir que se puedan realizar todas 
las conexiones especificadas minimizando el nûmero de cruces - 
entre conexiones y la longitud total de conexionado. Tradicio- 
nalmente se ha considerado que la minimizaciôn de la longitud 
total de conexionado es la meta para resolver globalmente los 
diverses objetivos, siendo la medida usual para evaluar los al^  
goritmos de colocaciôn.
Actualmente se estân realizando esfuerzos para in—  
cluir otros factores en la funciôn de evaluaciôn, taies como - 
la congestiôn de pistas en una zona determinada (3) . Estos
métodos se basan en obtener varias colocaciones finales, basadas 
en una funciôn de evaluaciôn tal como la que hemos definido -r- 
aqui y compararlas posteriormente con una funciôn de evaluaciôn 
mâs sofisticadq, que incluye normalmente un algoritmo râpido y 
aproximado de conexionado. En base a esta ultima evaluaciôn se 
seleccionaria una de las varias colocaciones generadas. Estâ - 
claro sin embargo que la base fundamental de estos algoritmos 
radica en una funciôn de evaluaciôn del tipo que aqui hemos de 
finido.
14.
Por otra parte existe en el diseno de sistemas di­
gitales un conjunto de factores que deben ser tornados en cuen 
ta, por ejemplo: la eliminaciôn de interferencias sin hacer un 
uso indebido de técnicas costosas de apantallamiento o la disi 
paciôn térmica no permitiendo concentraciones de fuentes de ca 
lor. Desde un punto de vista practice no es posible incluir es 
tes factores junto a los anteriores en una funciôn de évalua—  
ciôn. No obstante, esto no produce graves problemas, porque ge 
neralmente puede ser tratados introduciendo ligaduras o restri 
cciones en los algoritmos de colocaciôn y conexionado.
Por ultimo, existe la posibilidad de introducir —  
otros factores, como la disponibilidad de pistas por ejemplo, 
en la funciôn de evaluaciôn a través de una definiciôn adecua 
da de distancia.
En resumen, consideramos que la definiciôn dada es 
lo suficientemente amplia y adecuada al problema de colocaciôn 
en el diseno automâtico de sistemas digitales, siendo incluso 
necesario concretar mâs algunos aspectos:
A). En el caso mâs frecuente el espacio métrico coincide con -
R^. A partir de ahora en este trabajo siempre utilizaremos 
2
implicitamente R .
B). La definiciôn de distancia mâs adecuada al diseno automâtj. 
co es d . . = jx^ " *j| ^ l^i " ^jl Mientras no se indique 
lo contrario serâ esta la distancia que utilizaremos.
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C). El tipo de arbol que une un conjunto K de puntos de P, de 
pende fundamentalmente de la tecnologla utilizada y debe 
estar estrechamente relacionado con el algoritmo de cone- 
xionado que se vaya a utilizar después.
>. En el diseRo automâtico de sistemas digitales se -
usan basicaraente très tipos de arbol es:
1 Arboles de expansiôn minima fig. (l.a).
Son ârbolcs cuyos nodos son los K puntos y cuya Ion 
gitud es minima.
2.- Arboles Steiner fig. (l.b).
Son arboles cuyos nodos incluyen los K puntos pero 
pueden incluir otros puntos auxiliares como nodos y cuya 
longitud es minima.
3.- Arboles especiales.
Son arboles que satisfacen ciertas exigencies en el 
grado de sus nodos u otras limitaciones topolôgicas.
3.a. Cadena minima fig. (l.c).
Es un ârbol que tiene como mâximo dos ramas in­
cidentes a cualquier nodo, y cuya longitud es minima.
3.b. La figura l.d représenta un ârbol tal que todos los no 
dos, excepto la raiz, son nodos terminales, es decir - 
tienen grado cero.
16.-
En la figura 1, se representan los diversos tipos de 
arboles que unèn cuatro nodos senalados con un aspa. La raiz - 
(nodo fuente) esta encerrada en cada caso con un doble circulo. 
Cuando se introducen nodos auxiliares se les senala con un so­
lo circulo.
El desarrollo actual de la tecnologia ha hecho caer 
en desuso la necesidad de la union entre puntos siguiendo arbo 
les especiales. En la actualidad prdcticamente solo se usan —  
los arboles de expansion minima y los ârboles Steiner.
El ârbol que mas se aproxima al trazado que realiza 
un disenador manual y al probleroa real de conexionado es el âr 
bol Steiner, sin embargo es el mas dificil de encontrar. De he 
cho el problems de determinar el ârbol Steiner que une un con- 
junto n de puntos esta sin resolver para un valor poco elevado 
de n y es muy costoso incluso cuando n es pequeno.
El ârbol de expansion minima, aunque también costoso 
de evaluar, lo es mucho menos que el correspondiente ârbo"t~ —  
Steiner (4) y por ello ha sido tradicionalmente utilizado co­
mo el tipo de ârbol adecuado para définir la funciôn de évalua 
ciôn. Los pocos estudios comparativos de algoritmos de coloca- 
ciôn que se conocen, el mas importante de los cuales es el deb_i 
do a M. Hanan ( 5 ), se basan en este tipo de ârbol.
La diferencia fundamental entre el ârbol Steiner y 
el ârbol de expansion minima radica en que para el primer caso
nArbol de expansiôn minima 
longitud = 1 9  
fig. l.a
4— k 4 - 4  l - l — 1—1 4
Arbol Steiner 
longitud = 18 
fig. l.b
4—4— I t 4  t - 4
Cadena minima 
longitud = 21 
fig. l.c
t II I t
Arbol de raiz a terminales 
longitud = 31 
fig. 1 d
Fig. 1
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existe jan numéro infinite de posibles soluciones, mientras - 
que para el segundo este numéro (aunque elevado) es finito.
Calcular el arbol de expansion minima es un problems com- 
binatorio.
Un caso particular, muy importante, del problems 
de colocacion es el problems de asignaciôn cuadrâtica. El —  
problems de colocacion coincide con el proHema de asignaciôn 
cuadrâtica cuando todas las conexiones de C se component exac- 
tamente de dos elementos.
Este problems aunque sea un caso particular del pro 
blema de colocaciôn y esté intimamente ligado a él, tiene una — 
entidad propia, por lo que presentaremos su definiciôn formai 
en el capitule de asignaciôn cuadratica.
A todo problema de colocaciôn se le pueden asociar 
varios problemas de asignaciôn cuadrâtica dependiendo de la - 
funciôn de transformaciôn que se adopte. La mas sencilla y la 
mas utilizada consiste en hacer el nûmero de interconexiones 
que existen entre dos elementos y v j ,  C£j, igual al nûmero 
de conexiones a las que pertenecen ambos elementos . Es decir:
Z ( Wt = 1 cuando v,-, v : € Ci «1 sicnd. '
cj€ C I Wj = 0 en caso contrario.
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El tratamiento del problema de asignaciôn cuadrâtica 
es mas sencillo que el del problema de colocaciôn. La razôn fun­
damental reside en que la funciôn de evaluaciôn es bastante mâs 
fâcil de calcular.
Por ello, es muy frecuente transformer el proble­
ma de colocaciôn en un problema de asignaciôn cuadrâtica asocia 
do a él. La mayorla de los primeros trabajos se basaban en una 
transformaciôn del tipo que hemos descrito. Actualmente se estâ 
dedicando bastante esfuerzo a buscar funciones de transforma—  
ciôn mâs adecuadas.
Podemos clasificar los métodos para el tratamiento 
tanto del problema de colocaciôn como del de asignaciôn cuadrâ­
tica en dos grandes grupos:
- Métodos constructives.
- Métodos itératives.
Los métodos constructives consisten en realizar se— 
cuencialmente las siguientes operaciones:
a) Seleccionar un elemento no colocado.
b) Colocar el elemento seleccionado en una posiciôn no ocupada.
Una vez que se ha colocado un elemento, quedarâ dé­
finit! vemente asignado a su poaioién. Los mëtodos oonstruotivoi
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' no producen una colocacion de todos los elementos hasta que el 
I algoritmo correspondiente termina.
i
' Los distintos métodos constructivos, se diferencian
I eh el criterio para seleccionar el elemento que se va a colo—  
i car de entre todos los no colocados y en el criterio para de—
' terminar en que posiciôn libre se va a colocar este elemento - 
■ (6).
I La gran ventaja de los métodos constructivos reside
, en que el tiempo de câlculo que necesitan es pequeno, siendo la 
; aproximaciôn que proporcionan suficiente en algunas aplicacio—  
! nés. 
i
,
' El principal inconvénients de los métodos construc-
. tivoS radica en que la aproximaciôn que proporcionan no es s u M  
I ciente para muchas otras aplicaciones y la soluciôn que propor- 
• cionan no puede ser modificada por un método constructive para 
I mejorarla. Por ello frecuentemente se usan los métodos construe 
tivos con el fin de obtener una colocaciôn inicial que sera tra 
; tada posteriormente por un método iterative.
I Los métodos iterativos parten de una colocaciôn ini.
cial definida. Generalmente requieren un tiempo de câlculo mâs 
■ elevado que los métodos constructivos pero producen mejores re- 
' sultados. En los métodos iterativos se selecciona un subconjun- 
' to de elementos, a los que se les va a permitir cambiar de posi^ 
' ciôn, junte a sus posiciones asociadas. Estes elementos se colo
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I I,
i‘ can de nuevo siguiendo unas normas tendentes a minimizar la fun
ciôn de evaluaciôn. En cada paso de iteraciôn o bien se obtiene 
' una nueva colocaciôn mejor que la anterior o bien se conserva -
la antigua. Los métodos iterativos van asociados a unas reglas 
I de terminaciôn del algoritmo.
La necesidad de los métodos iterativos para obte­
ner una buena soluciôn, las funciones de evaluaciôn ligadas al 
problema de colocaciôn, que requieren un elevado tiempo de câl 
culo, y la tendencia actual hacia problemas de colocaciôn con 
un nûmero elevado de elementos, deterrainan que la aproximaciôn 
mâs razonable al problema sea transformarlo en un problema de 
asignaciôn cuadrâtica asociado y resolver este ûltimo.
Ahora bien, una soluciôn localmente ôptima al pro 
blema de asignaciôn cuadrâtica no es necesariamente buena al 
problema de oolooaolôn asociado.
En nuestra opiniôn, el que un buen algoritmo de —  
asignaciôn cuadrâtica resuelva eficazmente un problema de colo 
caciôn depende esencialmente de la funciôn de transformaciôn - 
que se adopte.
Es esta funciôn de transformaciôn la que debe tra 
tar de que quede reflejado, lo mâs fielmente posible, en el - 
problema de asignaciôn cuadrâtica, el tipo de ârbol que defi­
ne la funciôn de evaluaciôn del problema de colocaciôn. Por -
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ejemplo, considérâmes que no es adecuada la funciôn de trans-
»
.formaciôn que hemos presentado en este capîtulo y que por —
I otra parte ha sido ampliamente utilizada.
I
Por todo ello, el enfoque que hemos dado al proble
ma, ha consistido en descomponerlo en dos partes:
\
t
; a) Encontrar un buen algoritmo para resolver el problema de -
j,  ^ asignaciôn cuadrâtica.
b) Encontrar una buena funciôn de transformaciôn del problema 
1 de colocaciôn en asignaciôn cuadrâtica.
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C A P I T U L O  II
COLOCACION IHICIAL
Los métodos iterativos de colocaciôn, que son impres- 
cindibles para la obtenciôn de un resultado suficientemente bue 
no, exigen como punto de partida una colocaciôn inicial.
En este trabajo hemos utilizado dos métodos de coloca 
ciôn inicial basados en la transformaciôn del problema de colo­
caciôn en asignaciôn cuadratica: un método constructive y un mé 
todo aleatorio.
2 . 1 -  Colocaciôn Inicial Constructiva
Como ya hemos dicho en el capîtulo I, es muy frecuen­
te la utilizaciôn de métodos constructivos para obtener una co­
locaciôn inicial. De todas formas, siempre hemos de tener en - 
cuenta que, una colocaciôn obtenida de esta manera, puede ser - 
por si misma una soluciôn suficientemente buena para algunas - 
aplicaciones.
Los métodos constructivos se diferencian unos de otros 
en el criterio de selecciôn y en el criterio de colocaciôn.
El criterio de eeleociôn, que détermina en cada paeo ■>
cual de los elementos no colocados va ser colocado, debe estar -
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basado en alguna medida de las conexiones que existen entre los 
elementos no colocados y los colocados.
Existen dos criterios de selecciôn, debidos a J. M. - 
Kurtzberg { 7 ), que podemos resumir de la siguiente manera.
Sea A el conjunto de elementos ya colocados y B el con 
junto de elementos no colocados. Definimos:
f (v.) = max c . . ; V v. t B
1 1 ij 1
V .(A
J
f„ (v.) = X- c . . ; V V. € B
' ‘ v,(A 'J
J
El primer criterio de selecciôn consiste en elegir el 
elemento de B que maximice f^. El segundo criterio selecciona - 
el elemento de B que maximiza f^.
El primer criterio busca el elemento mâs conectado a 
un elemento ya colocado. El segundo criterio busca el elementlT" 
mâs conectado al conjunto de los elementos ya colocados.
El criterio de colocaciôn debe tratar de encontrar, pa 
ra el elemento seleccionado, la posiciôn que minimice la funciôn
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de evaluaciôn, calculada sobre los elementos ya colocados, con 
un tiempo de câlculo razonable.
Dos criterios de colocaciôn est&n ligados a los dos - 
criterios de selecciôn expuestos. Al criterio de selecciôn basa 
do en f^ le corresponde un criterio de colocaciôn, que trata de 
llevar el elemento seleccionado, a la posiciôn mâs cercana al - 
elemento al que estâ mâs conectado.
El criterio de colocaciôn ligado a f^, trata de asig- 
nar el elemento seleccionado, a la posiciôn mâs cercana al "cen 
tro de gravedad" de los elementos colocados, a los que estâ co­
nectado.
A partir de los criterios expuestos, se pueden cons - 
truir métodos de colocaciôn inicial ligeramente diferentes, se- 
gûn el tratamiento que se dé a los casos, en los que la funciôn 
de selecciôn toma el misroo valor para varios elementos de B o - 
en los que el criterio de colocaciôn détermina varias posiciones 
como igualmente validas para un elemento.
Existen y se pueden définir otros criterios, mâs o me­
nos sofisticados, para la selecciôn y la colocaciôn ( 8 ). Sin 
embargo los que hemos presentado son los mâs utilizado# y los - 
que conducen a mejores resultados como colocaciôn inicial ( 9 ).
Hemos construido un método de colocaciôn inicial - 
constructiva, utilizando el criterio de selecciôn basado —
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en f  ^y el criterio de colocacion asociado, que podemos expre 
sar de la siguiente manera:
!, Pl.- Inicializaciôn. Inicializar A y B. Si existe algun ele 
; I mento asignado a priori, de forma defi
, nitiva, a alguna posiciôn, pasar a P2.
' En caso contrario seleccionar los dos
elementos mâs conectados entre si y co- 
locarlos en las posiciones mâs prôximas 
al centro del conjunto de puntos P. Ac- 
tualizar A y B,
P2.- Selecciôn. Calcular la funciôn f^, para cada ele - 
mento del conjunto B. Seleccionar el ele 
mento que maximice f^. En caso de empâte 
sdeccionar el primer elemento que haya - 
hecho maxima f^.
1 P3.- Colocacion. Situar el elemento aieccionado en P2, en 
la posiciôn no ocupada, mâs proxima ^  - 
elemento ya colocado, al cual estâ mâs - 
conectado. En el caso de que existan va­
rias posiciones, elegir la primera que se 
haya encontrado.
P4.- Test de finaliza Actualizar los conjuntos A y B. Si el con 
junto B estâ vacio, el algoritmo termina. 
En caso contrario pasar a P2.
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2.2.- Colocaciôn Inicial Aleatoria
Hemos construido otro método de colocaciôn inicial ut^ 
lizando un generador de numéros aleatorios. Podemos resumirlo en 
los siguientes pasos:
PI Generar aleatoriamente N colocaciones
P2 .- Para cada colocaciôn, calcular la funciôn de evaluaciôn - 
F(s).
P3 Tomamos como colocaciôn inicial aquella cuya funciôn de eva 
luaciôn sea minima. Terminaciôn.
En este trabajo se ha utilizado N = 10
2.3.- Reticulas
Para el estudio de los problemas de colocaciôn y de asig 
naciôn cuadrâtica, a nivel abstracto, el conjunto de puntos P que 
vamos a utilizar estâ constituido por los vértices de una reticu­
la cuadrangular, de lado unidad, numerados de izquierda a derecha 
y de arriba a abajo. Describimos una reticula por su nûmero de co 
lumnas NC y su nûmero de filas NF.
Esta estructura es valida para el estudio de los casos 
reales en diseno automâtico, sin mâs que transformarla en reticu­
la rectangular de lados DX y DY.
NC=8
ii
7
F ig .-2
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La fig. 2 représenta la reticula utilizada para el es 
tudio del caso precedents de la tarjeta IKER3.
2.4.- Descripcidn de los ejemplos estudiados
Los ejemplos que vamos a estudiar proceden de los pro 
blemas reales de disefio de circuitos de tarjetas impresas, des- 
critos en el Apendice I. Cada tarjeta da origen a un caso de co 
locacidn. Para el estudio del problema de asignaciôn cuadratica 
como tal, transformâmes cada caso de colocaciôn en uno de asig­
naciôn cuadrôtica, utilizando la funciôn de transformaciôn pre- 
sentada en el capitule I.
- Ejemplo 1 : UCA
Numéro de elementos a colocar = 20
Numéro de elementos asignados a priori (fijos) = 5
Reticula : NC = 5 ; NF = 4
Elementos fijos: Elemento Posiciôn
16 18
17 1
18 8
19 11
20 16
- Ejemplo 2 : STEIMBERG
Este caso es el ûnico ejemplo disponible en la liters 
tara cientifica, para estudios comparativos, hasta la publics 
ciôn por J. Stevens (10) de la descripciôn de cinco tarjetas
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de la unidad de control del ordenador ILLIAC IV.
Este ejemplo publicado por L. Steimberg (11), proce 
de de un ordenador UNIVAC. Steimberg publico el problema de co­
locacion ya transformado en asignaciôn cuadratica.
Queremos hacer notar, que en nuestra opinion existe 
un error de mecanografîa, en la matriz de interconexiones de la 
pagina 43 de dicha publicaciôn. El nûmero de elementos a los —  
que estâ conectado el elemento E29 es 8 en lugar de 7 y el nûme 
ro total de conexiones a las que pertenece dicho elemento es 79 
-en lugar de 69. Esto produce que el nûmero total de intercone—  
‘xiones, (cota minima de la funciôn de evaluaciôn) que nosotros 
obtenemos, es 2625 en lugar de 2620.
Nûmero de elementos a colocar : 
Nûmero de elementos fijos : 0 
Reticula : NC = 9; NF = 4
34
- Ejemplo 3 : IKER3
Nûmero total de elementos a colocar = 56 
Nûmero de elemento fijos = 7
Reticula : NC = 8; NF = 7
Elementos fijos : Elemento Posiciôn
50 49
51 41
52 33
53 25
54 17
55 9
56 1
- Ejemplo 4 ; FLIFLO
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Reticula : NC =
Elementos fijos ;
a colocar = 
fijos = 8 
; NF = 8
64
Elemento Posiciôn
57 64
58 56
59 48
60 40
61 32
62 24
63 16
64 8
- Ejemplo 5 : ILl
Este caso tomando de (10), procédé de una tarjeta de 
la unidad de control del ordenador ILLIAC IV.
Numéro de elementos a colocar = 120 
Nûmero de elementos fijos = 15
Elementos fijos
15 ; NF = 8
Elemento Posiciôn
106 120
107 119
108 118
109 117
110 116
111 115
112 114
113 113
114 112
115 111
116 110
117 109
118 108
119 107
120 106
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■2.5.- Resultados obtenidos
Hemos utilizado los dos métodos de colocaciôn inicial 
con los cinco ejemplos.
En cada caso, hemos medido el tiempo de ejecuciôn t 
'en segundos y  hemos calculado la funciôn de evaluciôn de la co
'locaciôn obtenida F(s).
I
' La funciôn de evaluaciôn del problema de asignaciôn -
:cuadrâtica, asociado a uno de colocaciôn por la transformaciôn 
especificada en el capîtulo I es, evidentemente, para cualquier 
tipo de ârbol:
F(s) = — -—
! I Z —  c . . d
2 Vjev =(v.), s(Vj)
los resultados obtenidos, estân resumidos a continuaciôn, i n d u  
jyendo en cada caso una cota minima de la funciôn de evaluaciôn.
COTA =
' 'i'
IJ
Colocaciôn
Aleatoria
Colocaciôn
Constructiva
F(s)
2.7 419
1.1 350
Cota minima = 1 6 0
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t F(s)
Colocaciôn
Aleatoria
6.7 9850
Cota minima = 2625
Colocaciôn
Constructiva
6.5 6803
Ejemplo 2 ! STEIMBERG
t F(s)
Colocaciôn
Aleatoria
15.5 27384
Cota minima — 6053
Colocaciôn 22.7 23327
Constructiva ■' • 'V
Ejemplo 3 : IKER3
t F(s)
Colocaciôn
19.7 4501
Aleatoria
Colocaciôn 34.22 3227
Constructiva
Cota minima = 915
Ejemplo 4 : FLIFLO
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Colocaciôn
Aleatoria
Colocaciôn
Constructiva
F(s)
68.7 7745
189.5 4536
Cota minima = 1078
Ejemplo 5 : l U
Estos resultados, ponen de manifiesto, algo que en prin 
cipio es évidente: el método construetivo proporciona mejores re­
sultados que el aleatorio. Sin embargo, no es para esto para lo - 
que nosotros los hemos construido, sino para estudiar el comporta 
miento de los algoritmos iterativos partiendo de distintos métodos 
de colocaciôn inicial.
De nuevo insistimos, en que los resultados del método - 
constructive pueden ser suficientemente buenos para algunas apli­
caciones, y el tiempo de ejecuciôn es bastante mâs pequefio que el 
que necesitarân los métodos iterativos.
Por ûltimo, a modo de ejemplo, incluimos la colocaciôn
obtenida por el metodo constructive para el caso ILl.
' L 1
C -■ , C 3 j ? 41 4 ■j
7 4 7 4 ■ ' :-3 l'- : i •: 7 4 4 7 4 .
C- r7 7 3 3 1 7  6 47 33 13 (N 1 4 13 44 7
V 2 7 ,i 5 6  C’ 31 7ü 14 26 3 21 2 7 9 5
■3 3 3 3- 3 7 53 2 4 67 16 2 4  9 2 2 23 8 9 73
0 Cl' , 7Ç 37 54 51 6 4 t ‘ *:• 6 0 1 25 ■19 27 9 4 26
i J 5 7 t. 5 7 ÿ 35 4 3 50, 2 6 9 2 2 ;
J V -:i3 ;3 3 117 11 6 J 5 .1, ■ - ,î. 1.! 2 17 1 17 6 167- 16 3 167 162
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C A P I T U L O  III
I EL PROBLEMA PE ASIGNACION CUADRATICA
H Como ya hemos dicho antes, el problema de asignaciôn
I
Î cuadrâtica es un caso particular del problema de colocaciôn. -
Sin embargo, este problema tiene una entidad y una importancia 
propias taies que merece ser definido por si raismo.
El término "problema de asignaciôn cuadrâtica" se —  
debe a Koopmans y Beckmann (12) , que formularon un problema un 
poco mâs general del que vamos a définir aqul, en el campo de - 
la Econometria.
_ t
I  '
! 3.1.- Definiciôn formai del problema
;•
Un grafo no orientado es un conjunto de elementos, de
nominados vértices o nodos, V y un conjunto A de parejas de ele
i mentos, no ordenados, (v£, vj) denominados arcos, taies que V£,
Vj €V .
I Denominamos bucle a un arco del tipo (v£, vj).
Un grafo no orientado, G = (V, A), puede ser totalmen
te especificado por el conjunto de tus elementos V “ (vj, Vg, .,
• • • f I y una matriz slmétrica de orden n, C = { c ^ j  , tal que
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Cjj = Cji = 1  si (v£, Vj)e A o (vj, v^) £ A
I Cjj = Cji = 0: si (v\, V j ) ^ A  y (Vj, v^) i  A
A la matriz C se la denomina matriz de adyacencia -
del grafo.
Un grafo no orientado con pesos en sus arcos, es —
aquel que tiene una informacion numérica (peso) asociada a ca
!
da arco. (En una definiciôn mâs general la informacion asocia' 
da a cada arco podra ser alfanumérica). Un grafo de este tipo 
puede ser también especificado por el conjunto de sus elemen­
tos V, y su matriz de adyacencia, siendo cjj = cjj el peso aso 
ciado al arco (v£, Vj) o al arco (vj, V£>, en lugar de la uni­
dad.
Consideramos un grafo no orientado, con pesos en sus 
arcos y sin bucles, definido por el conjunto de sus n elemen—  
tes V =|vj, Vg, ..... , y su matriz de adyacencia C =|c£j|
Sea P =[ PI, P2 »  , Pj,} un conjunto de r ■puntos
pertenecientes a un espacio métrico en el que estâ definida —  
una distancia d, y tal que rx-n.
Sea s una aplicaciôn inyectiva del conjunto V en el 
conjunto P. Sea S el conjunto de todas las aplicaciones de es 
te tipo.
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Para cada elemento s f S definimos una funciôn de eva 
luaciôn F (s), de la siguiente manera:
s(V£), s(Vj) 
v £ t V  Vi e V
El problema de asignaciôn cuadrâtica, consiste en - 
encontrar el elemento s**€ S tal que:
F (s*) = min | F (s) | s e S j
La definiciôn formai que hemos presentado es la mâs 
adecuada para el problema, tal como se présenta en el diseno - 
automâtico de sistemas digitales. Una generalizaciôn inmediata, 
puede hacerse sin mâs que considerar grafos orientados y hacer 
las correcciones adecuadas. (Por ejemplo la matriz de adyacen­
cia C no séria simêtrica).
A lo largo de este capitule, aunque séria mâs adecua 
do usar el término asignaciôn de los elementos de V a los pun­
tos de P, seguiremos utilizando el término colocaciôn por uni- 
formidad de todo el trabajo.
3.2.- Antécédentes: Métodos conocidos mâs importantes
Ademâs de los métodos constructivos ya tratados en -
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; el capîtulo II, existen otros métodos para la soluciôn del pro
■ blema de asignaciôn cuadrâtica que podemos clasificar en dos - 
: , grupos:
- Métodos semi-enumerativos 
I - Métodos iterativos
! 3.2.1.- Métodos semienumerativos
I Los métodos semienumerativos son los ûnicos conoci-
: dos capaces de encontrar la soluciôn ôptima del problema, siem 
pre que el nûmero de elementos que intervienen sea inferior al 
; rango de 15 a 20 elementos. Por otra parte, permiten encontrar 
, soluciones aproximadas para problemas de mayor nûmero de elemen 
; tos.
; Estos métodos consisten esencialmente en ir constru-
■ yendo de una manera ordenada, todas las posibles soluciones. En 
j un estado determinado se dispone de la colocaciôn de una parte
j de los elementos; a partir de esta colocaciôn parcial se calcu-
■ la una cota minima de la funciôn de evaluaciôn de todas las po
• . I .
' sibles colocaciones totales que sè derivan de ella. Esta cota - 
: se compara, con el valor de la funciôn de evaluaciôn de una po- 
' sible soluciôn al problema, que ha sido encontrada por cualquier 
j método (por un método constructivo, o por el mismo algoritmo —  
semi-enumerativo p o r  ejemplo).
*
I
I I
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Si el valor de la cota es superior al de la solu—  
ciôn disponible, se eliminan todas las colocaciones que se de­
rivan de la colocaciôn parcial disponible, y se cambia de posi 
ciôn, de forma ordenada, el ûltimo elemento colocado., reanu—  
dando el proceso.
En caso contrario se asigna, de forma ordenada, un 
nuevo elemento a la colocaciôn parcial y se reanuda el proce­
so. Cuando se alcanza una colocaciôn total, cuya funciôn de - 
evaluaciôn tiene un valor inferior al de la posible soluciôn, 
la colocaciôn encontrada sustituye a la posible soluciôn.
El proceso global, puede ser visualizado como la - 
poda de Un ârbol de decisiones.
Evidentemente estos métodos conducen a la soluciôn 
exacta del problema y  también nos permitai encontrar soluciones 
aproximadas con un porcentaje determinado de error.
La eficacia de estos métodos, depende esencialmente 
de la bondad de la cota y de la posible soluciôn Utilizadas. - 
Si no se utiliza ninguna cota tendriamos un método enumerativo. 
Por otro lado, cuanto mejor sea la cota mâs tiempo de câlculo 
necesita normalmente.
P.C. Gilmore ( 13) ,  présenta dos cotas; un algorit 
fflo ôptimo que él mismo considéra no utilizable para mâs de 15 
elementos y dos algoritmos subôptimos con tiempos de ejecuciôn
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• j 4 5creciendo con r y r .
E.L. Lawler (14), también utiliza estas técnicas y 
generaliza el problema a asignacion cubica y de orden N.
La necesidad de almacenar varias matrices r x r y 
el tiempo de ejecucion que necesitan estos mêtodos, hacen —  
que no scan adecuados para tratar problemas de tamafio elevado 
con un miniordenador.
3.2.2,- Métodos iterativos
Los métodos iterativos exigen como punto de partida, 
una colocacion inicial de todos los elementos. Los principales 
mêtodos de este tipo son:
- Algoritmo de Steiroberg
- Intercambio porparejas
- Métodos de relajaciôn
Algoritmo de Steimberg
Este algoritmo ( 1 1 ) ,  es el primer método impor­
tante, anterior a los trabajos de Gilmore y Lawler, para abor- 
dar el problema de asignacion cuadrâtica, siendo superior a —  
estos ûltimos en su capacidad para tratar problemas con un nu-
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mero relativamente elevado de elementos.
Posteriormente R.A. Rutman ( 15 ), generalizô el 
método para tratar directamente el problema de colocaciôn.
Esencialraente el algoritmo de Steimberg consiste - 
en la linealizaciôn del problema, por transformaciones sucesi 
vas en problemas de asignaciôn lineal,
El problema de asignaciôn lineal, es uita variante - 
del problema general de la programaciôn lineal, que puede def^ 
nirse de la siguiente forma:
Dada un matriz, n x n, C = | J *  encontrar una per-
mutaciôn p de los n primeros nûmeros enteros y positives, para
la cual se minimice ^
i = l ^ i  P(i).
Existen ni posibles permutaciones, por lo que tara- 
poco es posible aquî usar métodos enumerativos, sin embargo - 
existen métodos bien conocidos ( i g ) , ( 1 ? )  para resolver 
este problema, para n razonablemente elevado, del orden de - 
200 elementos.
La idea bâsica para la linealizaciôn del problema 
consiste en, dada una colocaciôn s, selecclonar un subconjun- 
to de elementos de V, no conectados entre si (entre los cuales 
no existe ningun arco), como candidatos para cambiar de posi—
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ciôn. La asignaciôn optima de estos elementos, al conjunto de - 
posiciones que han dejado libres y  a las que estaban libres —  
previamente si r> n, es un problema de asignaciôn lineal.
Steimberg trabaja con subconjuntos de elementos de
V no conectados entre si que sean mâximos, en el sentido de que 
no estén contenidos en ningûn otro ^ subconjunto de elementos de
V no conectados entre si.
El algoritmo de Steimberg, parte de una colocaciôn 
inicial s^ y de un conjunto U = ^ , U^, ........ U j , tal que
U^C V
3 -  "i 'jk = °
U, es mâximo
A partir de s^ y , por asignaciôn lineal de los - 
elementos a las posiciones libres de P obtenemos s^. Este —  
proceso repetido para todos los elementos de U, constituye una 
iteraciôn. El proceso se reanuda con y una nueva iteraciôn. 
El algoritmo termina cuando en una iteraciôn no se mejora va 
lor de la funciôn de evaluaciôn F (s).
Este algoritmo depende esencialmente de très facto-
. a) La colocaciôn inicial s^ utilizada.
b) El conjunto U utilizado.
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para
c) El orden en que se utilizan los elementos de U.
Intercambio por parejas
Para facilitar la exposiciôn de este método, vamos
a suponer que cuando el nûmero de elementos n es inferior al —
numéro de puntos o posiciones r, el conjunto V se amplfa con -
r - n elementos ficticios v , v , ..... . v taies que
n+1 n+2 r
^n+i, j °
La idea bâsica de este método es muy sencilla. Da­
da una colocaciôn inicial s^, una pareja de elementos de V in- 
tercambian sus posiciones. Se calcula el valor de la funciôn - 
de evaluaciôn de la nueva colocaciôn. Si este valor es inferior 
al correspondiente a la colocaciôn antigua, se acepta el inter­
cambio. En caso contrario, los elementos vuelven a sus posicio­
nes primitives. Este proceso repetido para todas las parejas de 
V constituye una iteraciôn.
El algoritmo correspondiente termina cuando en una 
iteraciôn no se mejora el valor de la funciôn de evaluaciôn, o 
cuando la mejora obtenida esté por debajo de un porcentaje de- 
terminado del valor de la funciôn de evaluaciôn al comienzo de 
la iteraciôn.
Si a la descripciôn anterior le afladimos la reatrl- 
cciôn, que no modifies el resultado final y économisa tiempo —
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• de câlculo, de que una pareja de elementos ficticios no inter 
; cambian sus posiciones, tenemos que el numéro de intentes de 
. intercambio por iteraciôn es:
n ( n - 1 )
■ NII =    + n (r - n)
Esta idea es fâcilmente generalizable a intercara- 
I bios de varies elementos, sin embargo de las experiencias apor 
tadas por Garside y Nicholson ( 18 ), se deduce, que la mejo
. ' ra de la funciôn de evaluaciôn es pequena frente al intercam­
bio por parejas y el tiempo de câlculo necesario raucho mas ele
I
; vado.
I
* El coraportamiento de un método basado en el inter-
j cambio por parejas, depende de dos factores:
î
' a) La colocaciôn inicial utilizada
b) El orden en el que se intercambian las parejas.
!
Mêtodos de relajaciôn |
1 Los métodos de relajaciôn consideran el conjunto -
I
J de elementos V, como un conjunto de particulas interactivas.
El primer método de este tipo se debe a Fisk, Cas­
key y  West { 1 9  ), que consideraron cuatro tipos de fuerzas ac 
I tuando sobre cada elemento.
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Partiendo de una colocacion inicial, se calcula 
la fuerza résultante que actûa sobre cada elemento.
A cada elemento, secuencialmente, se le permite - 
deplazarse en la direcciôn de su fuerza résultante, una dis—  
tancia proporcional al mâdulo de su fuerza. El desplazamiento 
de todos los elementos constituye una iteraciôn. El algoritmo 
correspondiente, termina cuando el desplazamiento medio de to 
dos los elementos, es inferior a un valor predeterminado.
Un desarrollo posterior, basado en esta idea (6), 
considéra los elementos como si estuvieran unidos por resor—  
tes, que cumplen la ley de Hooke F = K s.
La constante elâstica del resorte que une los ele­
mentos V£ y Vj es C£j.
Dada una colocaciôn s, sobre cada elemento v^ ac­
tûa una fuerza résultante Fj^  tal que:
-*■
v j e v
ds(vi), s(vj)
Por otra parte, cada elemento tiene un punto de - 
equilibrio perteneciente a R^, en el cual la fuerza resultan 
te que actua sobre él es nula.
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Si 11amamos al punto de equilibrio de v^, sus 
coordenadas pueden calcularse a partir de
    »
V j € v
'ij dp*^ s(vj) = 0
El punto de equilibrio, normalmente, no pertenecera 
al conjunto de puntos P. Denominamos posicion de equilibrio de 
Vi, e(v^)(p, al elemento de P mas proximo a p j .
A partir de estos conceptos, se pueden desarrollar 
varies métodos iterativos de relajaciôn, que traten de llevar - 
secuencialmente cada môdulo a su posiciôn de equilibrio.
El estudio de la bibliografia disponible nos ha - 
llevado a la conclusion, de utilizer el intercambio por parejas 
como la tôonica m6s adacumda para el tratamianto del problema 
de Bsignaolôn cuadrâtica, en oasos con un nômero elevado de ele 
mentos y utilizando un miniordenador como herramienta de~traba-
jo.
Esta conclusiôn, esta basada en las siguientes ra-
a) La memoria necesaria es relativamente pequena. La parte mas 
importante, es la necesaria para el almacenamiento de la ma 
triz de adyacencia C, que puede ser vectorizada.
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b) Creemos que la potenciabilidad que este método tiene, es ade 
cuada para encontrar buenas soluciones, en problemas con un 
nûmero elevado de elementos y en un tiempo razonable.
c) Los resultados conocidos ( 5 ), ( 10 ) , aunque evaluados - 
directamente utilizando un ârbol de expansiôn minima, ponen 
de manifiesto un comportamiento del algoritmo de Steimberg - 
que, en el mejor de los casos, podemos considerar équivalen­
te al de un intercambio por parejas con una selecciôn prâcti 
camente aleatoria de estas parejas.
d) Los distintos factores que influyen en el comportamiento de 
este método no han sido suficientemente estudiados, un buen 
estudio de estos factores, llevarâ sin duda a mejoras en su 
comportamiento.
e) Por ûltiroo, la observaciôn de que prâcticamente todos los —  
trabajos mâs recientes (3), (20), (21), (22), utilizan este 
método.
3.3.- Intercambio por parejas
Como ya hemos dicho antes, el comportamiento de - 
un método basado en el intercambio por parejas depende esencial 
mente de dos factores:
- La colocaciôn inicial utilizada.
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'- El orden en el que se intercambian las parejas-
, Para la colocaciôn inicial, nosotros vamos a estu
,diar la influencia de una colocaciôn inicial aleatoria y una co 
ilocaciôn inicial constructiva.
El orden en el que se intercambian las parejas, 
.puede ser descrito por unas normas, que constrqyan ordenadamen- 
;te todas las posibles parejas. Unas normas genéricas pueden ser 
■descritas de la siguientenanera:
Seleccionaraos, de acuerdo a algûn criteria, un elemento vj £V, 
como elemento primario, tal que:
; - v j f v  ""ij/ °
! - V£ no ha sido previamente seleqcionado como elemento prima- 
' rio en la iteraciôn actual.
El elemento v^, se intercambia sucesivamente con el resto de
’ los elementos de V, elementos secundarios, que no han sidb--
' previamente seleccionados como primarios, en la iteraciôn ac 
I ~
tuai.
, Dado un elemento primario v^, todos sus posibles elementos se 
 ^ cundarios se seleccionan ordenadamente, de acuerdo a algûn —  
* criterio.
I
j Cuando no existen mâs elementos primarios, el pro
ceso termina.
\
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El orden en el que se intercambian las parejas, 
depende por lo tanto, del criterio para la selecciôn del ele­
mento primario y del criterio para la selecciôn del elemento 
secundario.
Los criterios de selecciôn de elemento primario 
y elemento secundario mâs utilizados, consistent en selecclonar 
los elementos en el mismo orden en el que se encuentran en el 
conjunto V. Muy similar a lo anterior, es seleccionarlos en un 
orden determinado por el conjunto numerado P, la (mica diferen- 
cia es que en este caso el orden cambiaria para cada iteraciôn. 
Estos criterios son practicamente aleatorios, en el sentido de 
que no podemos esperar que el ordenamiento de los elementos en 
V contenga ninguna informaciôn especialmente relevante.
Un criterio interesante, debido a R. H. Glaser - 
- ( 2 3 )  , consiste en ordenar los elementos en sentido decre 
ciente del valor de una funciôn Q(v^) tal que;
0 (Vi) = ^  °ij
vjEV
Los elementos primarios y secundarios se seleccio 
narian de acuerdo a este ordenamiento.
3.3.1.- Técnicas de relajaciôn en el intercambio por parejas
M. Hanan y J. Kurtzberg ( 7 ), plantean un —
método, en nuestra opiniôn muy interesante, basado en aplicar
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las ideas de los métodos de relajaciôn al intercambio por pa­
rejas.
El objetivo fundamental, es tratar de reducir el 
nûmero total de intentos de intercambio, que se producen en - 
una iteraciôn.
Para describir este método, vamos primero a dé­
finir el concepto de k-vecindad de un punto p î f P ,  que repre- 
sentaremos como V^(pi).
Dados el conjunto de puntos P, un punto pi C P 
y una constante k, definimos (pi) como el subconjunto de - 
puntos de P, taies que su distancia a p£ es menor o igual —  
que k.
Recorderaos por otra parte que la posiciôn de - 
equilibrio de un elemento v^, la representamos como e(vj^)Çp.
Este método, consiste en aplicar al intercambio 
por parejas dos restricciones:
a) Sôlo se intentan intercambiar aquellos elementos vj, vj, - 
taies que:
e (v^) ( ^s (vj)j 
e (Vj) £  \  (s (vi)j
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Esto produce que el nûmero de intentos de inter- 
cambios por iteraciôn, crezca linealmente con n. En efecto, 
este nûmero esta acotado por 2 k (k + 1) n.
b) Cuando se acepta el intercambio de dos elementos Vj, vj, es 
tos elementos se asignan definitivamente a sus posiciones - 
correspondientes, durante la iteraciôn. Es decir, no vuel—  
ven a ser utilizados durante dicha iteraciôn, ni como elemen 
tos primarios ni como secundarios.
El comportamiento de un método de este tipo, de­
pende de los siguientes factores;
- Colocaciôn inicial utilizada.
- Criterio de selecciôn de elemento primario.
- Criterio de selecciôn de elemento secundario.
- Valor del factor de vecindad k utilizado.
En nuestra opiniôn, este es el método con mayo- 
res posibilidades para el tratamiento de problemas con un nû­
mero elevado de elementos.
La influencia de los distintos factores en su com 
portamiento , no ha sido suficientemente estudiada.
Tomando las Ideas de este método oomo punto de - 
partida hemos estudiado la influencia del factor de vecindad
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en los resultados, hemos estudiado su comportamiento con dis­
tintos criterios de selecciôn de elemento primario y secunda­
rio, asi como la influencia de distintos tipos de colocacion 
inicial. Hemos desarrollado una nueva estrategia de selecciôn 
de elemento primario y secundario, que consideramos refuerza 
la potencialidad de este método. También hemos desarrollado - 
otra estrategia, que détermina el valor del factor de vecin—  
dad k, para cada iteraciôn, en base a las caracteristicas de 
la colocaciôn disponible al comienzo de dicha iteraciôn.
Por ultimo, hemos comparado los resultados ob- 
tenidos con los proporcionados ppr distintos métodos de in—  
tercambio exhaustive por parejas.
Es interesante destacar, que si suprimimos la - 
restricciôn b), obtenemos un método intermedio entre éste y - 
el intercambio exhaustive por parejas. En este caso, dados —  
una colocaciôn inicial y unos criterios de selecciôn de demen 
to primario y secundario, para k = 00, tendriamos el método - 
correspondiente a intercambio exhaustive pars estes factores. 
La influencia de la restricciôn a), puede ser aislada y anali 
zada de esta manera.
3.4.- Una nueva estrategia
La idea bâsica que subyace en el método anterior, 
es la de reducir el nûmero de intentos de intercambio, sele—  
ccionando, de una manera inteligente, ûnicamente aquellos que
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tienden a llevar un elemento a una posiciôn cercana a su pun­
to de equilibrio.
Esta idea puede ser reforzada, con la estrate­
gia que vamos a exponer a continuaciôn para la selecciôn del 
elemento secundario,que trata de llevar el elemento primario 
a la posiciôn mâs prôxima a su punto de equilibrio.
Dado un punto p ^ EP, con la definiciôn de dis­
tancia que hemos dado, (pj) es el conjunto de elementos - 
de P, que estan situados en el interior o en los lados del - 
cuadrado de la figura 3.a.
I
Dados dos elementos v^, Vj, la condiciôn que - 
deben cumplir para que se intente su intercambio, puede re—  
presentarse graficamente por la figura 3.b.
Esta condiciôn puede expresarse y representar- 
se de otra manera: dado un elemento primario V£, cuya posiciôn 
es s (v^) y cuya posiciôn de equilibrio es e (v%), trazamos - 
el cuadrado correspondiente con centro en e (v^), fig. 3.c. - 
El conjunto de todos los posibles elementos secundarios esté 
formado, por los elementos situados en el interior o en los - 
lados de dicho cuadrado y cuya posiciôn de equilibrio cumple 
e (Vj) ( \  [s (v;)) .
El criterio de selecciôn de elemento secundario, 
que présentâmes, se basa en la ordenaciôn de todos los elemen­
tos secundarios en sentido creciente de su distancia a la po
If '9
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siciôn de equilibrio del elemento primario correspondiente.
La idea reflejada en la figura 3.c., nos permi­
te ir obteniendo sucesivamente los elementos secundarios, a 
partir de la posiciôn de equilibrio del elemento primario, sin 
necesidad de buscarlos todos y  ordenarlos posteriormente. Es- 
to es especialmente ûtil, porque en el momento en que se aceg 
te un intercambio, no es necesario seguir utilizando los ele­
mentos secundarios ratantes. El hecho de que los puntos de P 
sean los vertices de una reticula nos facilita este trabajo.
La rutina que hemos construido nos proporciona, 
para un punto pj y  una distancia d^, el conjunto de puntos de 
P que estân situados a la distancia d^ de p^. Las llamadas su- 
cesivas a esta rutina para valores creoientes de dg, nos pro-- 
porcionà el ordenamiento deseado de los elementos secundarios 
sin mâs que mantener la tabla de referencias cruzadas adecua- 
da.
Junto a este criterio para selecciôn de elemen­
to secundario, hemos utilizado un criterio para selecciôn de 
elemento primario, basado en la ordenaciôn de los elementos -
con sentido decreciente del valor Q (v^)= ^  ®ij*
Por ûltimo, hemos incluido la posibilidad de —  
que al comienzo de cada iteraciôn, se calcule el valor de k a 
utilizar en base a las caracteristicas de la colocaciôn de —  
partida. El criterio que hemos séguido es el siguiente:
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Pl.- Para cada elemento v ^ €V, que no haya sido asignado a —  
priori a una posiciôn de una manera definitiva, se calcu 
la la distancia d
s(vj^), e(v^)'
P2.- Hacemos k igual al mâximo de todos los valores asi calcu- 
lados.
Este criterio produce normalmente unos valores 
elevados de k en las primeras iteraciones, que por otra par­
te, son las mâs râpidas, debido a que los interoambios son - 
mâs numerosos y los elementos intercambiados no vuelven a in 
tentar intercambiarse en una iteraciôn.
A medida que la colocaciôn disponible va mejo- 
rando, el valor de k disminuye.
En las ultimas iteraciones, en las que la mejo­
ra de la funciôn de evaluaciôn es pequena y el tiempo de eje- 
cuciôn mâs elevado el valor de k que se utiliza es pequeno.
Es interesante destacar que el valor de k asi - 
obtenido, es una cierta medida de la bondad de una colocaciôn 
y dél desequilibrio mâximo de sus elementos.
3.5.- Câlculo incremental para la funciôn de evaluaciôn
Dada una colocaciôn Sj, cuando dos elementos vj 
y V 2  intercambian sus posiciones, obtenemos una nueva coloca-
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ciôn S2 .
El cambio producido en el valor de funciôn de - 
evaluaciôn es A ?  = F (sgj - F (sj).
El intercambio por parejas se basa en aceptar - 
los interoambios cuandoA f  4 0.
La eficacia en tiempo de câlculo, de un método 
basado en el intercambio por parejas, depende en gran parte - 
de la manera de calcular F. La manera mâs costosa y mâs évi­
dente es, conocido F (si), evaluar;
E
^ V . € V v.é V
F (sg) = -  dsg (Vi ), sgfvj),
j ^  ^
y restarlos.
Para que un método de este tipo sea eficaz, es 
imprescindible calcular directamente, el incremento producido 
en el valor de la funciôn de evaluaciôn debido al intercambio 
de dos elementos.
Para calcular directamente este valor, vamos a
denominar:
: es el conjunto de elementos de V que estân conectados a 
Vf. ( 0 lo que es equivalents, que tienen un arco en —  
comûn con v ^ ).
5 8.-
: es la aportaciôn al valor de la funciôn de evaluaciôn, 
; producida por el elemento Vj en la colocaciôn s^.
2
anâlogo a lo anterior, en la colocaciôn Sg. 
fin la colocaciôn s^, tenemos que:
‘"i * ‘■j ■ E   °ilt * Sl(Vk) +
E
°jk " Sl(Vk) . » <ls,(vi), Si(Vj)
Én la colocaciôn Sg, tenemos:
[â] + Lj = c.j^ H '^S2(vi), sg(vk) +
I I
\ + jk =2 <vj), S 2 <vk) - Cjj « sglvj,
I
Conslderando que:
= 2 ("j* = •''i*
= 2  ‘“k' ' ^  P a r a v , ^ /  v ., v
v . C A. y V .  C  A .
J 1 1 J
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Obtenemos:
z 'ik " S2(Vh)
k ( ' i
^ik * dsi(vj), Sl(vk) + " ‘*Sl(Vi), Si(vj)
U]
'k(Aj
°jk * ^SgCvj), Sg(Vk)
'jk * '*si(n>. Sl<"kl * 'ij " Si(vj)
Evidentemente, A f = (L^ + L^) - (L^ + L^)
Realizando la resta, con los nuevos valores {3 ] y [4 ] , susti- 
tuidos en (^2 ] résulta:
B A F ' «ik» Sl(vk) ■ 5l(Vk>) *
' k ^ i
2 C-j M **Si(Vi), Sl(vj)
Bl(Vk) " ‘*Sl(vj), Sl(vk))•
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A partir del resultado [5 ] , es inmediata la
construccion del algoritmo correspondiente, siendo de gran - 
utilidad el mantener una tabla de referencias cruzadas entre 
elementos y posiciones.
Para analizar un intento de intercambio, los —  
elementos se mantienen en sus posiciones primitives s^; solo - 
si 0, los elementos intercambian sus posiciones.
3.6.- Algoritmos construidos para realizar un estudio compara­
tive
El comportamiento de una estrategia para resol­
ver el problema de asignacion cuadrâtica, no puede ser evalua- 
do directamente por el grado de aproximaciôn a la solucion —  
exacta del problema, puesto que, normalmente esta no se conoce. 
Por ello, es siempre necesario compararla con otras estrategias 
ya existentes.
Los algoritmos que hemos construido pueden ser - 
definidos y denominados de la siguiente manera:
A).- Numeramos los criterios de selecciôn de elementos (3.3 y - 
3.4).
Tipo l.~ Criterio de selecciôn aleatorio
Tipo 2.- Criterio basado en 0(v_. ) = c. .
t .
J
' v . C V
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Tipo 3.- Criterio de selecciôn de elemento secundario - 
propuesto en 3.4.
B) Utilizamos la letra *'E" para los algoritmos exhaustivos; -
utilizamos la letra "R" para los algoritmos de relajaciôn.
Los algoritmos que hemos construido son:
Eli : Algoritmo de intercambio exhaustivo por parejas, con -
criterios de selecciôn de elemento primario y secunda-
I rio del tipo 1.
I E22 : Algoritmo de intercambio exhaustivo por parejas, con -
‘ criterios de selecciôn de elemento primario y secunda­
rio del tipo 2.
Rll : Algoritmo de relajaciôn en el intercambio por parejas,
con criterios de selecciôn de elemento primario y secun 
dario del tipo 1.
I R22 : Algoritmo de relajaciôn en el intercambio por parejas, -
con criterios de selecciôn de elemento primario y secun- 
,• dario del tipo 2.
(î! R23 : Algoritmo de relajaciôn en el intercambio por parejas, -
con criterio de selecciôn de elemento primario del tipo
! 2 y criterio de selecciôn de elemento secundario del ti-
' po 3.
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R23* : El mismo que el anterior, pero con ajuste automâtico -
del factor de vecindad segûn el criterio expuesto en - 
3.4.
Todos ellos son capaces de tratar problemas que 
tengan hasta 150 elementos.
Estos algoritmos los hemos aphcado a los cinco 
ejeraplos descritos en el capitule II, en cada caso a las dos - 
colocaciones iniciales, aleatoria y constructiva.
3.7.- Fluctuacion de los resultados con el factor de vecindad
Como ya se ha dicho en 3.3.1., el comportamien­
to de los algoritmos de relajaciôn en el intercambio por pare­
jas, depende del factor de vecindad k utilizado.
En la figura 4., pueden verse los resultados ob 
tenidos con el ejemplo n? 2, partiendo de su colocaciôn inicial 
aleatoria, para los distintos valores de k.
En esta figura, puede observarse que el valor m^ 
nimo de la funciôn de evaluaciôn la alcanza el algoritmo R23 - 
con k = 8. Este valor, 5003, es todavia superior al que alcanza 
el algoritmo R23* directamente: 4986.
Un estudio similar, realizado con el ejemplo nS3
<^3
:= H R
a :  a :  a :
I
m  Ü.
I ' I ' I ' I ' 1  ' I ' I ' I I I ' I
g  8in in
I ' I ' I ' 1 ' I ' I '
S  I
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partiendo también de su colocaciôn inicial aleatoria, conduce 
b un valor mînimo de F (s) de 22056, obtenido con el algorit­
mo R23 y k = 7. El valor proporcionado por R23* directamente 
es 22074.
Analogamente, el estudio del ejemplo n^ 4, condu­
ce a un valor mînimo de F (s) de 2593, obtenido con el algo—
ritmo R23 y k = 7. El valor proporcionado por R23 es 2599.
El comportamiento del nuevo algoritmo R23* en los
très casos es muy satisfactorio, .ÿ por otra parte es de desta
car que los valores mînimos, se alcanzan con uno de los dos - 
algoritmos nuevos: R23 o R23*.
Hémos realizado un estudio similar, partiendo de 
la colocaciôn inicial constructiva, con los ejemplos n® 2 y - 
p9 4.
En el ejemplo n@ 2, el valor mînimo, 5287, lo alcan
za Rll con k = 5. En este caso R23* proporciona 5543.
En el ejemplo n? 4 , el valor mînimo, 2684, lo alcan
za R23 con k = 5. R23* proporciona 2744.
En general, los algoritmos de relajaciôn se han com 
portado peor partiendo de una colocaciôn inicial constructiva - 
que de una colocaciôn inicial aleatoria. El comportamiento de - 
R23 no es tan correcte en el caso de una colocaciôn inicial —  
constructiva.
Con una scia excepciôn, R23 ha proporcionado el mî­
nimo absolute de todos los valores obtenidos.
I
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I
I;
i Conociendo estas fluctuaciones, si se dispone
I de tiempo de ordenador suficiente, se puede obtener una solu-
cion muy buena con un "barrido" de este tipo para los distin- 
tos valores de k. En todos los casos que hemos estudiado, es—
• ta soluciôn es mejor que la proporcionada por los algoritmos
V
exhaustivos Eli y E22.
Sin embargo, si no se dispone de este tiempo, 
se puede buscar una soluciôn con un algoritmo como R23*, o 
? bien, con un algoritmo de relajaciôn tipo Rll, R22 o R23, fj.
j jando a priori un valor de k.
El valor k = 5, que utilisa M. Hanan, es el -
que hemos usado para comparar los algoritmos Rll y R22, con 
el nuevo R23.
Los resultados obtenidos los exponemos a con-
I tinuaciôn.
3.8.- Resultados obtenidosi Analisis y  Conclusiones
Las tablas n* 1, ns 2, n= 3, n® 4 y n« 5, resu- 
men los resultados obtenidos por los distintos algoritmos.
En cada caso F ( b) représenta e l valor f in a l a^
canzado por la funciôn de eyaluaciôn y t e l  tiempo de ejecu—  
ciôn, en un miniordenador PDF 11-40 con dedicaciôn absolute de 
la CPU a estas tareas. (Es decir, durante su ejecuciôn no se -
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C I A L C I C 0
F(s) t F(s) t
Coloca
419 2.7 350 1.1
Ell 322 14.0 320 7.1
E22
K
308 14.0 309* 10.6
Rll 334 16.1 324 10.7
R22 314 21.9 325 9.0
R23 309* 13.8 325 9.4
R23 309* 11.5 325 8.5 V.
Cota minima de F(s) = 160 
Ejemplo n5 1 : UCA
T A B L A  Ns 1
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C I A L C C 0
F(s) t F(s) t
Coloca- 
ciôn Ini 
cial
9850 6.7 6803 6.5
Ell 5077 + 189.8 5532 95.6
E22 5104 127.0 5248 127.5
Rll 5332 232.1 5287 159.1
R22 5210 129.2 5422 164.0
R23
5343 127.9 5543 170.6
R23* 4986* 150.9 5543 164.0
Cota minima de F(s) = 2625 
Ejemplo n9 2 : STEINBERG
T A B L A  N9 2
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C I A L C I C 0
F(s) t F(s) t
Coloca-
cion Ini 
cial.
27384 15.5 23327 22.7
Ell 22198 906.2 22225 389.6
E22 22160 518.9 22240 389.9
Rll 22242 511.7 22224 762.0
R22 22082 922.1 22223 765.1
R23
22060* 548.6 22245 869.8
R23*
22074* 895.1 22260 934.2
Cota minima de F(s) = 6053 
Ejemplo n® 3 : IKER3
T A B L A  N9 3
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C I A L C I C 0
F(s) t F(s) t
Coloca—
ci6n Ini 
cial.
4501 ' 19.7 3227 34.22
Ell 2763 505.4 2707 505.6
E22 2745 505.7 2701 506.3
Rll 2633* 634.1 2714 687.1
R22 2703 508.0 2697 523.5
R23 2647 520.7 2684 451.4
K
R23 2599* 628.2 2744 403.1
Cota minima de F(s) = 915 
Ejemplo n® 4 : FLIFLO
T A B L A  N® 4
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Coloca- 
ciôn Ini_ 
cial.
Ell
E22
Rll
R22
R23
' R23
C I A L C I C 0
F(s) t F(s) t
7745 68.7 4536 189.5
3900 3287.0 3712 3943.0
3901 4600.2 3754 3944.0
3741 2591.0 3752 1311.9
3756 2216.1 3725 1187.3
3630* 1753.8 3758 1385.4
3705* 4624.0 3733 1908.2 ^
Cota minima de F(s) = 1078
Ejemplo n® 5 : ILl
T A B L A  N® 5
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ha permitido la multiprogramacion).
El encabezamiento de las tablas, CIAL y CICO, 
indica los resultados obtenidos a partir de la colocaciôn —  
inicial aleatoria y  constructiva respectivamente.
Los algoritmos Rll, R22 y R23 han trabajado - 
con un factor de vecindad k = 5.
La primera fila de cada tabla, représenta 
los valores de la funciôn de evaluaciôn de la colocaciôn ini­
cial correspondiente, ya obtenidos en el capitule II, indican 
do por tanto el valor de partida para los distintos algorit—
En la parte inferior de cada tabla se indica - 
el valor de una cota inferior de F (s), calculada a partir —
del valor : ^ /  ij
V.. V j f V
En las distintas tablas hemos seRalado con un 
asterisco el caso en el que la funciôn de evaluaciôn alcanza 
el valor roinimo de todos los disponibles. Hemos sehalado con 
una cruz, el valor siguiente.
El analisis de estos resultados, pone de mani 
fiesto los siguientes aspectos:
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'\ 1.- En general los distintos algoritmos, con algunas excepcio 
/ nes, llegan a mejores resultados finales partiendo de la 
; colocaciôn inicial aleatoria que partiendo de la colocaciôn
inicial constructiva, aunque con un tiempo de ejecuciôn su
I
perior.
J
t 2.- Los algoritmos de relajaciôn conducen a mejores resultados 
que los exhaustivos y en un tiempo de ejecuciôn inferior.
I Esto se pone sobre todo de manifiesto en el ejemplo n® 5,
, es decir cuando el nûmero de elementos (120) es elevado.
' 3.- Entre los nuevos algoritmos se alcanza el valor minimo en
 ^ los cuatro ejemplos de mayor tamano y ademds alcanzan el
siguiente valor, mâs proximo al minimo, en très de los - 
cinco ejemplos.
4.- El comportamiento del nuevo a&goritmo R23*, alcanza siem-
f
I pre el minimo o el segundo valor en todos los casos, par-
 ^ tiendo de una colocaciôn inicial aleatoria. Sin embargo
el tiempo de ejecuciôn es bastante elevado cuando trabaja 
con el ejemplo n® 5.
i
t
5.- El nuevo algOritmo R23 tiene generalmente un comportamien- 
* to mejor que los otros algoritmos de relajaciôn Rll y R22.
I 6.- Considérâmes que, globalmente, tomando en cuenta el tiem-
' po de ejecuciôn y el valor de la funciôn de evaluaciôn, -
} R23 es el algoritmo mâs estable y la mejor elecciôn.
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C A P I T Ü L O  IV
EL PROBLEMA DE COLOCACION
El problema de colocaciôn ya ha sido definido formal^ 
mente en el capitule I, donde se han concretado algunos aspec­
tos, taies como el espacio métrico utilizado R^ y  la definiciôr
de distancia mâs adecuada, d . . = l x .  - x .I + I y. - y .I .
ij ' 1  j I ' X j I
En el capitule II se ha establecido que, para el es- 
tudio del problema de colocaciôn a nivel abstracto, el conjun- 
to de puntos (o posiciones) P, esté formado por los vértices - 
de una reticula cuadrangular de lado unidad.
También en el capitule I, se han definido los princi 
pales tipos de ârboles adecuados al diseno automâtico de siste 
mas digitales. Las normas que actualmente sigue unÆsenador ma 
nual, hacen que el tipo de ârbol que mâs se aproxima al proble 
ma real ses el ârbol Steiner. El algoritmo que disponemos para 
trazado de conexiones, capaz de unir un punto a un conjunto de 
puntos previamente coneotados, también es un argumente a favor 
del ârbol Steiner. Sin embargo, la gran diflfultad para deter­
miner la longitud del ârbol Steiner, que une un conjunto de —  
puntos, hace que el ârbol de expanslôn minima sea un substitu­
te adecuado. De hecho, la diferencia entre las longitudes del
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ârbol de expansion minima y del ârbol Steiner, que unen un con 
junto de puntos, se va haciendo menos importante a medida que 
aumenta el nûmero de puntos.
En este capitule nos planteamos el problema de colo­
caciôn, utilizando el ârbol de expansion minima como tipo de - 
ârbol T* que une un conjunto de puntos.
4.1.- Mêtodos itératives para tratar directamente el problema 
de colocaciôn
Algunos de los métodos utilizados para el tratamien- 
to del problema de asignaciôn cuadrâtica, descritos en 3.2., - 
pueden ser utilizados para tratar el problema de colocaciôn —  
sin mâs que utilizar la funciôn de evaluaciôn definida en el - 
capitule I. La diferencia fundamental es que esta funciôn, ne- 
cesita un tiempo de câlculo mucho mâs elevado que el que nece- 
sita la funciôn de evaluaciôn del problema de asignaciôn cua—  
drâtica.
No existen métodos seraienumerativos, conocidos, para 
resolver el problema de colocaciôn. Esto se debe a la dificul- 
tad de encontrar un buen procedimiento para calcular una cota 
inferior para todas las colocaciones totales que se derivan de 
una colocaciôn parcial dada.
El algoritmo de Steimberg es un método vâlido. El —  
primero en utilizarlo para el problema de colocaciôn fué R.A. 
Rutman.
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Los métodos basados en el intercambio por parejas, 
son evidentemente utilizables.
Los métodos de relajaciôn pueden utilizarse, siempre 
que se disponga de memoria suficiente para almacenar simulta- 
neamente:
a) la informaciôn especlfica del problema de colocaciôn, nece- 
saria para calcular la funciôn de evaluaciôn.
b) la informaciôn correspondiente a un problema de asignaciôn 
cuadrâtica asociado al de colocaciôn, necesaria para calcu 
lar la fuerza résultante sobre cada elemento, o su punto - 
de equilibrio.
En nuestro caso, trabajando con un miniordenador, - 
hemos rechazado los métodos de relajaciôn por economia de me­
moria. No utilizamos el algoritmo de Steimberg por las mismas 
razones expuestas en 3.2. Vamos a utilizar, por lo tanto, un 
método basado en el intercambio exhaustive por parejas para - 
el tratamiento directe del problema de colocaciôn.
Por otra parte, es éste el método mâs utilizado pa­
ra este problema, usando criterios de selecciôn de elemento — 
primario y secundario prâcticamente aleatorios.
Es importante sefialar que se ha construldo este al­
goritmo, con la finalidad de comparar su comportamiento, con 
el de la transformaciôn del problema de colocaciôn en asigna-
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i ciôn cuadrâtica que proponemos.
. I
, 4.1.1.- Algoritmo utilizado.
i
El algoritmo que utilizamos para tratar directamente 
j el problema de colocaciôn, se basa en el intercambio exhausti- 
• vo por parejas con criterios de selecciôn de elemento primario 
I y secundario del tipo 1.
I I
El tiempo de ejecuciôn, previsiblemente alto, que - 
va a necesitar, ha hecho que procuremos optimizar la constru- 
cciôn de este algoritmo, adoptando los siguientes medidas:
* a) Analizamos, al comienzo, el conjunto de conexiones C, bus- 
I cando conexiones iguales entre si (es decir, compuestas —  
por los mismos elementos). Eliminamos todas las conexiones 
* repetidas de C, reduciendo por tanto su cardinal, y esta—  
I I blecemos una informaciôn asociada a cada uno de los elemen 
î tos restantes de C: su indice de repeticiôn.
I
i b) Creamos una tabla de referencias cruzadas entre elemerîtos 
' y conexiones. En cada momento podemos obtener asi, de una 
manera râpida, los elementos que componen una conexiôn da- 
I da y las conexiones a las que pertenece un elemento dado.
' c) Dada una colocaciôn s, para cada elemento c ^ C C ,  mantene—
I mos como informaciôn asociada^la longitud de los ârboles -
J de expansion minima que unen las posiciones de los elemen-
; tos de Cj.
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d) Utilizamos un câlculo incremental para la funciôn de évalua 
ciôn, basado en el siguiente razonamiento:
Scan v^, Vj los elementos que intentan intercambiar 
sus posiciones en un momento determinado. Consideremos una 
conexiôn cualquiera c^éC.
- Si v^, Vj € c^, la longitud del ârbol de expansiôn minima,
que une las posiciones de los elementos de c , T* . ,
z
no varia con el intercambio.
- Si V., v.éfc,, tampoco varia T* , , , con el intercambio.
1 J/ 1 z (c^)
- Unicamente si, v \ ( c ^  y v^ j^®l
v.^Ci y V. c c j
La longitud T* , , puede varier con el intercambio.
z (c^)
Por lo tanto, cuando dos elementos intentan intercam 
bimr sus posiciones, sôlo evaluamos la longitud de los ârbo 
les de expansiôn minima correspondlentes a las conexiones 
de este ultimo tipo. Su comparaciôn con las longitudes co—  
rrespondientes, disponibles de la colocaciôn anterior, nos 
perraitirân decidir si aceptamos o rechazamos el intercambio.
Este conjunto de medidas implica utilizar mâs memo­
ria con objeto de reducir el tiempo de ejecuciôn. El algorit-
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mo, tal como se ha construido, puede tratar problemas con un 
liiaximo de 150 elementos y 300 conexiones.
Para el câlculo de la longitud del ârbol de expan—  
siôn minima, que une un conjunto de puntos K, hemos utilizado 
el siguiente método:
Consideremos dos conjuntos A y B. El conjunto A con 
tendrâ en cada instante los puntos, ya conectados por ramas - 
del ârbol de expansiôn minima, el conjunto B contendrâ los no 
conectados.
Pl.- |lnicializaj A - 0,
P2.- [selecciona primer puntoj
P3.- Determina la siguiente 
rama del ârbol.
B = K
, Selecciona arbitrariamente - 
un punto de B, suprimiendolo 
de B e  incluyendolo en A.
Selecciona el punto cont^ni- 
do en B, que este mâs prôxi- 
mo a alguno de los puntos de 
A. El punto de B asi aelec—  
cionado y el punto de A al - 
que esta mâs proximo, deter- 
minan la siguiente rama del 
arbol.
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Actualizar A y B, BUprimiendo el 
punto correspondiente de B e  in- 
cluyendo en A.
Actualizar la longitud del ârbol, 
sumandole la longitud de esta ra­
ma.
P4.- jxest de terminaciôn.] Si B = 0, el algoritmo termina.
En caso contrario ir a P3.
4,2.- Métodos iterativos para tratar el problema de coloca—  
cion por transformaciôn en asignaciôn cuadrâtica.
Como ya se ha explicado en el capitule I, a todo - 
problema de colocaciôn se le pueden asociar varies problemas 
de asignaciôn cuadrâtica, dependiendo de la funciôn de trans 
formaciôn que se adopte.
Una vez transformado, el problema de asignaciôn —  
cuadrâtica puede ser tratado por cualquiera de los métodos - 
expuestos en 3.2. La soluciôn aproximada de este ûltimo pro­
blema, es también una soluciôn aproximada para el problema de 
colocaciôn.
La ventaja de este enfoque es, evidentemente, la - 
mayor rapidez con que se calcula la funciôn de evaluaciôn del 
problema de asignaciôn cuadrâtica.
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El principal inconveniente reside en que, una buena 
soluciôn, del problema de asignaciôn cuadrâtica asociado, no 
tiene por que ser una buena soluciôn para el problema de colo 
caciôn original.
Su eficacia depende esencialmente, en nuestra opi—  
niôn, de la funciôn de transformaciôn que se adopte. Es esta 
funciôn de transformaciôn, la que debe conseguir que una bue­
na soluciôn al problema de asignaciôn cuadrâtica, lo sea tam­
bién para el problema de colocaciôn.
En nuestra opiniôn, éste es el enfoque mâs correcte 
para tratar problemas con un nûmero elevado de elementos, y - 
pensamos que su importancia irâ en aumento a medida que crezoa 
el tamano de los problemas a resolver.
El estudio comparative realizado en el capitule III, 
entre diverses algoritmos, para el problema de asignaciôn cua 
drâtica, nos lleva a utilizar el algoritmo R23 con K=5 (para 
problemas del tamano que estâmes estudiando), como la mejor - 
opciôn, cualquiera que sea la funciôn de transformaciôn adop- 
tada.
En la transformaciôn de un problema en otro, el con 
junte V de elementos y el conjunto P de puntos o posiciones, 
permanecen comunes a ambos.
Unicamente es necesario définir, como se construye 
la matriz de adyacencia (o de interconexiones) C* ~ |
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problema de asignaciôn cuadrâtica a partir de la informaciôn 
contenida en el conjunto de conexiones C = j c^, c^ ...., c^ j 
del problema de colocaciôn.
4.2.1. Transformation clâsica
La transformaciôn mâs sencilla y mâs utilizada, es 
la siguiente:
Y "  . j = 1 si V . ,  V j  ecj
[l] c. j = Wj siendo <
^1 ^  ^  I W = 0 en caso contra­
rio.
4.2.2. Una transformaciôn nueva.
Sea una conexiôn c, formada por t elementos. La —  
transformaciôn [l^ , supone que existe un arco (o una inter-
conexiôn), entre cada pareja de elementos de c. El nûmero de - 
arcos obtenidos de esta manera es:
( t — l) + ( t — 2) + .... + 2  + 1 =
Sin embargo, el nûmero de arcos necesario para unir 
los t elementos de la conexiôn c es t - 1.
Supongamos que la distancia entre cada pareja de po 
siciones, correspondientes a los elementos de c, es la misma y
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la denominamos d* . (Se pueden encontrar ejemplos de esta si- 
' tuacion para dos, très, y cuatro puntos).
 ^ La aportaciôn de la conexiôn al valor de la funciôn
. de evaluaciôn, del problema de asignaciôn cuadrâtica asociado, 
a través de la transformaciôn , es en estas condiciones:
;
I t ( t -  Il
' Por otra parte, la aportaciôn de la conexiôn c al
valor de la funciôn de evaluaciôn, del problema de colocaciôn
, es: ( t - l ) d *
I
Si quisieramos que en estas condiciones, el proble- 
I ma de asignaciôn cuadrâtica reflejara exactamente el problema 
de colocaciôn, deberiaraos utilizar en [ij , para la conexiôn 
, c, un valor W = 2/t.
I Esta situaciôn que acabamos de describir, refleja
! exactamente la realidad cuando t = 2 y en algunos casos de - 
J très y cuatro elementos. Es una buena aproximaciôn cuando el 
numéro de elementos es pequeno y sus posiciones estân concen- 
■ tradas, es decir, cuando la distancia media entre todas las - 
posibles parejas de posiciones, se aproxima a la distancia me 
dia entre las parejas de posiciones que definen el ârbol de - 
expansiôn minima.
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La situaciôn opuesta se produce cuando el nûmero de 
elementos que intervienen es elevado y sus posidones estân dis 
persas.
En este caso la distancia media entre todas las po­
sibles parejas de posiciones, va siendo cada vez mâs elevada - 
(a medida que crece el nûmero de elementos) que la distancia - 
media entre las parejas de posiciones que definen el ârbol de 
expansiôn minima. Un caso tipico se produce cuando las posicio 
nes de los t elementos estân alineadas y  separadas por una dis
tancia d .
o
En estas condiciones, la suma de las distancias en­
tre cada pareja de posiciones es:
K d
j
i = 1 j > i  1 = 1
La diatanoia madia antre doa poaioionea aai 
t - 1
V  ( 1 + 1 ) 1
; • “O. d.
1 =  1 
d = -------
t ( t - l )
Realizando las operaclones neoesarias, teniendo en cuenta que
i ^ . <  ï 
1 = 1 3 2 6
84. —
Obtenemos:
Esta distancia media d , crece linealmente con el nu 
mero de elementos, manteniéndose siempre mayor que la distan—  
cia media entre las parejas de posiciones que definen el ârbol 
de expansion minima, que en este caso coincide con d^.
Considerando que generalmente, las conexiones con - 
un nûmero de elementos superior a diez, son bastante escasas, 
podemos tomar como valor medio, representative de esta situa- 
cién el de t = 5, resultando d = 2 d ^
En este caso, para que la aportaciôn de la conexiôn 
c al problema de asignaciôn cuadrâtica, fuera la misma que su 
aportaciôn al problema de colocaciôn tendriamos que usar —
W = l/t para esta conexiôn.
En efecto:
1 t (t - 1)
-    2 d^ = (t - 1) dp
t 2
Basândonos en estos razonaraientos, hemos decidido 
adoptar un valor W, dependiente del nûmero de elementos de ca­
da conexiôn, que sea el promedio de las dos situaciones ante—  
riores.
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Es decir : W = - + —  / 2 =  —
t t 2t
Utilizaremos por tanto, la siguiente transformaciôn:
V
[2 ] c . . = /  V  siendo 
'■ ' 1.1 1
3
= 0 en caso contrario
en donde représentâmes por |c^| el cardinal del conjunto c^.
4.3. Ejemplos estudiados y  resultados obtenidos.
Los ejemplos estudiados proceden de los casos reales 
de diseno de tarjetas de circuitos impresos, descritos en el - 
apéndice I.
Cada tarjeta da origen a un problema de colocaciôn, 
que queda descrito en el apéndice II.
El conjunto de puntos, o posiciones, P que utiliza­
mos para cada caso, esta definido por la reticula correspon­
diente, ya descrita en el capitule II.
Hemos tratado cada uno de estos ejemplos con très - 
procedimientos; el algoritmo descrito en 4.1.1 para resoluciôn 
directa, el algoritmo R23 con K = 5 usando la transformaciôn 
[ij , y el algoritmo R23 con K = 5 usando la nueva transfor­
maciôn [2 )
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I Para cada ejemplo se ha trabajado con las coloca-
'clones iniciales aleatoria y constructiva obtenidas en el ca- 
jpîtulo I.
!
I Las tablas n® 6, n® 7, n® 8 y n® 9 resumen los re-
^sultados obtenidos, utilizando un formate similar al usado en 
Iel capitule II.
I
F (s) indica en cada caso el valor final alcanzado 
'^ or la funciôn de evaluaciôn, calculado en base a los ârboles
'de^  expansiôn minima correspondlentes.
: '
I El tiempo de ejecuciôn t, ha sido medido, también
jen estos ejemplos, con dedicaciôn exclusiva de la CPU a las - 
«correspondlentes tareas.
i Analizando estos resultados, se pueden extraer las
; siguientes conclusiones;
j
1®) El tiempo de ejecuciôn para el algoritmo de resoluciôn di- 
! recta es bastante mâs pequeno, cuando parte de una colocâ^- 
ciôn inicial constructiva que cuando parte de una aleatoria. 
Sin embargo el resultado final es en unos casos mejor y en - 
otros del mismo orden, partiendo de la colocaciôn inicial —  
aleatoria.
Este fenômeno se pone sobre todo de manifiesto en el 
ejemplo n® 2, que contiene un grupo numeroso de conexiones - 
con un nûmero elevado de elementos.
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j
C ] A L C I C 0
F(s) t F(s) t
Colocaciôn
i Inicial
253 2.7 201 1.1
Resoluciôn
Directa
181 95.0 179 26.0
Transformaciôn
Clasica 1
181 14.0 190 9.5
Transformaciôn
Nueva 2
181 15.62 179 18.91
1
il
Ejemplo n® 1 : UCA
T A B L A N ®  6
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■ Colocaciôn 
Inicial
I
, Directa
• Transformaciôn 
I Clasica 1
Transformaciôn 
’ Nueva 2
C I A L C I C O
F(s) t F(s) t
872 15.5 790 22.7
638 6584 686 3271
769 551.9 789 869.8
707 609.0 716 790.52
Ejemplo n® 2 : IKER 3
T A B L A  N® : 7
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Colocacion
Inicial
P.csolucién
Directa
Transformaciôn 
Clasica 1
Transformaciôn 
Nueva I
C I A L C I C O
F(s) t F(s) t
1369 19.7 1063 34.22
806 1653 802 1182
957 514.6 977 453.2
«88 441.1 788 418.8
Ejemplo n« 3 : FLIFLO
T A B L A  N8 ; 8
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Colocaciân
Inicîal
ncsolucién
Directe
Transf ormaciôn 
Clasica 1
Transforoaciôn 
Hueva 2
C I A L C I C 0
F(s) t F(s) t
2925 68.7 1775 189.5
1361 3783 1389 2844
1420 1764 1467 1384
1350 1640 1348 1917
Ejemplo n2 4 : ILl
T A B L A  N2 : 9
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22) La transformation clâsica conduce, prâcticamente en todos - 
los casos, a resultados finales mâs elevados que los obteni 
dos por resolution directs. Sin embargo los tiempos de eje- 
cuciôn son en todos los casos notableraente inferiores, osci 
lando entre la mitad y la décima parte.
En este caso, siempre se obtient el mejor resulta- 
do final cuando se parte de la colocaciôn initial aleatoria.
3 2 ) La transformation nueva [2 ^ , que hemos propuesto, conduce
siempre a mejoçes resultados finales que la transformaciôn 
clâsica [1^ . Los tiempos de ejecuciôn considerados en ton
junto son prâcticamente équivalentes para todos los casos.
4 2 ) Si comparamos los resultados proporcionados por la transfor 
maciân nueva [2 ] , ton los obtenidos, por resoluciôn direc­
ts, vemos que ton una sola exception (ejemplo n2 2), la —  
transformation nueva obtiene siempre el mejor resultado de 
todos los disponibles y con un tiempo de ejecuciôn oscilan- 
do entre la mitad y la décima parte de los correspondientes 
a la resoluciôn directs.
El comportamiento, no tan correcte, de [2 ] con el 
ejemplo n2 2 puede ser explicado en base a la cantidad anor 
malmente klta de conexiones con un nûmero elevado de eleraen 
tos.
5 2 ) En resumen, creemos que la transformaciôn que hemos présenta 
do conduce a resultados finales muy buenos con un tiempo de 
ejecuciôn razonablementes bajo.
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C A P I T U L O  V
EL PROBLEMA DE COLOCACION EN EL DISENO AUTOMATICO DE TARJETAS DE 
CIRCUITOS IMPRESOS '
En los capitules anteriores, se ha definido y se han 
planteado nuevos métodos para el trataraiento del problems de co 
'locacion, a nivel abstracto, en el sentido de asignar elementos 
a posiciones.
En este capitulo, se aborda el problems practice, de 
colocaciôn optima de oomponentes en el diseno automâtico de tar- 
jetas de circuitos impresos.
En el tratamientc del problems real se plantean funda 
mentalmente très cuestiones.
a) Que entendemos por colocaciôn ôptima?
b) Cdmo introducir en la funciôn de evaluaciôn los factores a - 
optimizar.
c) Como pasar de la inforraaciôn diversificada del problems real, 
i a las estructuras de datos adecuadas para utilizer los méto­
dos del problems abstracto.
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Para la primera cuestiôn, coherentemente con nuestros 
objetivos, considérâmes como colocaciôn ôptima, aquella que cim 
pie los siguientes requisites, enunciados en orden de prioridad 
absoluta:
1 2  Perraitir al algoritmo de trazado de conexiones, la uniôn de 
todos los puntos a conectar.
22 Minimizar el nûmero de taladros, o cambios de cara, necesa- 
rios.
j 3 2  Minimizar la longitud total de conexionado.
t
I  4 2  Minimizar el tiempo de ejecuciôn del algoritmo de trazado -
j '  de conexiones,
, La eficacia de una colocaciôn, expresada en estes —
* termines, sôlo puede ser determinada por el propio algoritmo -
de conexionado. Ya hemos dicho, a lo largo de esta memoria que 
el algoritmo de colocaciôn y el algoritmo de conexionado deben 
) estar estrechamente relacionados, debiendo depender el tipo
de ârbol que se use, del algoritmo de conexionado de que se dis 
ponga, siempre que se cumplan las restricciones tecnolôgicas.
Con este fin, se ha preparado una variante del progra 
ma que ejecuta el algoritmo de conexionado, que sin dibujar na- 
da por el trazadcr de curvas, mida en su ejecuciôn exclusivamen- 
te el nûmero total de puntos a conectar, el nûmero total de pun
i tos no conectados, el nûmero de taladros necesarios , la longitud total de conexionado y el tiempo de ejecuciôn.
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' I
Las medidas realizadas para los distintos ejemplos,
I se estudian en el apartado 5.3. de este capitulo.
I
, La funciôn de evaluaciôn definitive que hemos adop-
tado, se explica en el apartado 5.2.
I
\
A continuaciôn analizamos el tratamiento de la infor 
maciôn procedente del problems real.
I
5.1. Lenguaje orientado al problems
.1
!
Un conjunto de trabajos, realizados anteriormente en 
I el campo del diseno automation de sistemas digitales, (2), (24),
* (25), (26), condujeron a la definiciôn y utilizaciôn de un len-
• '
guaje de descripciôn de tarjetas de circuitos impresos, como el
■ medio mâs eficaz de entrada de datos al algoritmo de conexiona­
do de que disponemos.
I
' Este lenguaje es tarabién el soporte de entrada de da
tos para el algoritmo de colocaciôn. La informaciôn bâsica^so—
* bre los elementos que intervieneij( el tipo de elemento y las co-
* nexiones que entre ellos deben realizarse es la misma para el -
, algoritmo de conexionado y el de colocaciôn.
I
La primera tarea a realizar fué, por lo tanto, modi- 
1 ficar el traductor de dicho lenguaje, para que generara las es- 
' tructuras bâsicas de datos adecuadas alfroblema de colocaciôn - 
I o al de asignaciôn cuadrâtica, segûn el tratamiento:
f a) Tabla de elementos y lista de conexiones.
i
I
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b) Tabla de elementos y matriz de interconexiones.
La matriz de interconexiones (o de adyacencia), se 
vectoriza en base a la transformaciôn:
c** (i, j) = V (k)
(i-1) H (i-2)
Siendo: k =   + j para i> j
Por otra parte, es necesario proporcionar al nuevo - 
traductor una informaciôn suplementaria, especifica del proble­
ms de colocaciôn, que el trazado automâtico de conexiones no ne 
cesitaba. Esta informaciôn suplementaria es de dos tipos: de de 
finiciôn del problems y de definiciôn de ligaduras o restriccio 
nés que el algoritmo de colocaciôn debe ser capaz de manejar.
Para la definiciôn del problems, el espacio flaloo 
de una tarjeta de circuitos impresos, se convierte a priori y - 
roanualmente en una reticula rectangular, de tal forma que cada 
uno de los rectangulos elementales de dicha reticula sea capaz 
de contener a cualquiera de los elementos que van a ser coloca 
dos. Los centros de dichos rectangulos definen los puntos p^, 
del conjunto P de posibles posiciones. Es necesario aclarar que 
un elemento del problema abstracto de colocaciôn, puede corres- 
ponder a uno a varies componentes del problema prâctico, pudién 
dose agrupar varies componentes discretes entre si o con elemen 
tos integrados para définir un elemento del problema abstracto.
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La primera informaciôn que hay que proporcionar al al 
goritmo de colocaciôn, es por lo tanto la descripciôn de dicha 
reticula, es decir su nûmero de filas y su nûmero de columnas.
El producto del nûmero de filas por el nûmero de co­
lumnas define el nûmero total de posiciones r. El algoritmo de 
colocaciôn trabajarâ con un nûmero de «âementos igual al nûmero 
de posiciones, introduciendo si es necesario elementos ficti—  
cios nô conectados a ningûn otro elemento.
Estas reticulas, aunque no estan dibujadas como taies, 
pueden apreciarse en las figuras n® 6, n^ 9, n ^ 12, n® 15 corres­
pondientes a las cuatro tarjetas estudiadas.
Las ligaduras o restricciones que el traductor, en -
su estado actual, es capaz de manipuler son los siguientes:
a) Una pastilla de circuitos integrados puede ser asignada, de 
forma definitive, a una posiciôn.
—
b ) Uno o varios componentes discrètes pueden ser asignados, de 
forma definitive, a una posiciôn, incluse si esta ya tiene 
asignada una pastilla. Por ejemplo, en las figuras n® 6, —  
n® 7 y n® 8, las resistencias RI, R2, R3, R4, R5 y los con- 
densadores Cl y 02 estan asignados siempre a la posiciôn nû 
mero 18.
c) Un coraponente ficticio, no conectado a ningûn otro, puede -
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ser asignado de forma definitive a una posiciôn, mantenién- 
dole definitivamente libre. Esto es necesario para protéger 
zonas prohibidas, utilizadas para anclajes por ejemplo, de 
la asignaciôn de elementos.
d) El tratamiento de los conectores, o conjuntos de terminales, 
es un aspecto fundamental para un buen programa de colocaciôn 
automâtica.
Cada conector da lugar a uno o varios elementos del 
problema abstracto, dependiendo de su geometria y de la geome- 
trîa de la reticula, que serân asignados de forma definitiva a 
sus posiciones correspondiente.
En las figuras n® 6, n® 7 y n® 8 los conectores son - 
ESA y ESB; en las figuras n® 9, n® 10 y  n® 11, los conectores - 
son D e l  que se superponen. En las figuras n® 12, n® 13 y n®14 
los conectores son CONA, CONC, CONE, COND.
Estos conectores pueden apreciarse mejor en las figu 
ras n® 17, n® 18, n® 19 y n® 20.
Para cada conector se define su nombre y orientaciôn, 
la posiciôn de la primera pata, el nûmero de patas asignadas a 
la primera posiciôn y el nûmero de patas que se asigna a cada - 
una de las restantes posiciones que pueda ocupar.
El traductor definirâ cofflo definitivamenté ocupadas, 
las posiciones a las que se haya asignado algûn elemento y ha-
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râ intervenir estos componentes en la generaciôn de la lista de 
 ^ conexiones y de la matriz de interconexiones.
1
I Kodificando ligeramente el traductor sera posible en
I
el futuro introducir nuevas ligaduras, si se cree conveniente, 
para un mejor tratamiento de los elementos discrètes en tarje- 
( tas analôgico-digitales, conservando el algoritmo de colocaciôn, 
sin modificar, como nûcleo fundamental del sistema.
5.2. Disponibilidad de pistas: Una nueva definiciôn de distan- 
cia.
\
El problema de colocaciôn, a nivel abstracto, ha si- 
do definido con una funciôn de evaluaciôn basada fundamental—  
mente en el tipo de ârbol que une un conjunto de puntos.
Ya se ha razonado, en el capitulo IV, la elecciôn —  
del ârbol de expansion minima, como el mâs adecuado al proble­
ms real de diseno automâtico de sistemas digitales, desde un - 
punto de vista prâctico.
En principio, parece que séria suficiente sustituir 
la reticula cuadrangular de lado unidad, utilizada en el pro­
blems de colocaciôn a nivel abstracto, por una reticula rectan 
gular de lados DX, DY definidos por la geometria de la tarje—  
ta, para pasar a las caracteristicas del problema real.
Sin embargo peneamos, y los resultados nos lo han ra
99.-
tificado, que la minimizacién de la longitud geométrica de co­
nexionado, no es una meta que résuma los objetivos que definen 
una colocaciôn ôptima, en el sentido dado al comienzo de este 
capitulo.
La idea fundamental que aportamos, consiste en dar - 
un contenido a la definiciôn de distancia, superior al meramen- 
te geométrico, incluyendo en ella una informaciôn sobre disponi 
bilidad de pistas y dificultades de trazado de conexiones.
Considereraos la figura 5.a-, que représenta cuatro - 
circuitos integrados de 16 patas equidistantes, contenido;en - 
una tarjeta de 24 x 16 décimas de pulgada. La reticula corres­
pondiente, de dos filas y dos columnas, quedaria definida por 
DX = 11 y DY = 7.
Si la funciôn de evaluaciôn se define en base a la - 
distancia geométrica, el problema de colocaciôn trataria de si- 
tuar las pastillas mâs conectadas en vertical y las menos conec 
tadas en horizontal. Con esto, no habriamos facilitado el traza 
do de conexiones, sino por el contrario lo habriamos entorpeci- 
do.
En efecto, si suponemos que pueden pasar dos pistas 
por cada décima de pulgada y suponemos prohibido el borde util, 
a 0.05" del borde geométrico, el nûmero total de pistas hori—  
zontales disponibles es 25 y el nûmero total de pistas vertica 
les disponibles es 29, debido a las pistas que inutilizan las 
patas de los circuitos integrados.
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Fig. 5.a
D ■ o a o o ■ ■ 000 * 0 0 0 #
Fig. 5.b
Fig, 5 .C
FIGURA N8 5
II :
,41
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Esta proporciôn 29 a 25 es un Indicador, si tratamos 
de facilitar el conexionado, mucho mejor que la proporciôn de - 
distancias 11 a 7.
si usamos DX = 11 y DY = 7 en el programa de coloca­
ciôn, conseguiremos que existan un gran numéro de conexiones —  
en vertical con una proporciôn pequeMa de pistas disponibles pa 
ra realizar el conexionado, entorpeciendolo realmente.
Por ello, en un primera aproximaciôn al problema, la 
mejor soluciôn séria la que hemos adoptado de partida, haciendo 
DX = DY = 1, que normalmente es un indicador equilibrado de la 
disponibilidad de pistas, en horizontal y vertical.
Sin embargo, todavia no es éste un buen reflejo de - 
la realidad. Consideremos la fig. 5.b bn la que se dibujan una 
conexiôn en horizontal y una conexiôn en vertical. La conexiôn 
en horizontal utiliza una sola pista (horizontal) y probablement 
te no necesitarâ ningûn taladro. La conexiôn en vertical utili­
za dos pistas (una horizontal y otra vertical) y necesita un ta­
ladro seguro y probablemente dos.
La situaciôn para la conexiôn vertical es todavia —  
peor en la figura 3.c, por estar ocupadas las dos pistas adya—  
centes a la pata de partida.
En resumen, las conexiones en vertical son mâs costo 
sas que las conexiones en horizontal, en una proporciôn como —  
minimo de dos a uno por lo que atenerse a las distancias geomé-
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j tlricas desvirtua el problema real.
I Por lo tanto, considerando el eje de abcisas coinci-
, dente con el lado alargado de las pastillas, para dar a la dis- 
V tancia vertical un valor p veces superior al horizontal, nos 
’ basta con establecer, para el problems de colocaciôn, una defi-
I '
j nicion de, distancia;
El algoritmo desarrollado utiliza p = 3, para el —  
câlculo de la funciôn de evaluaciôn.
En resumen, el algoritmo de colocaciôn trabaja con 
la transformaciôn en asignaciôn cuadrâtica presentada en 4.2.4, 
. utiliza el algoritmo R23, con k = 5, presentado en 3.4 para la
' resoluciôn del problema de asignaciôn cuadrâtica, y usa la de-
i
: finiciôn de distancia que se ha establecido en este apartado,
’ para el câlculo de la funciôn de evaluaciôn. :
* 5.3. Comparaciôn de las colocaciones obtenidas por distintos 
' métodos.
Tal como hemoa planteado al comienzo de este capltu
’ lo, la eficiencia de una colocaciôn debe ser medida, en ultima 
! instancia, por los resultados que permite obtener al algoritmo 
• de conexionado.
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Con objeto de realizar un estudio comparative entre 
distintos algoritmos, se han utilizado las cuatro tarjetas des 
critas en el apéndice I. Las tarjetas IKER3 y FLIFLO han sido 
seleccionadas entre las tarjetas procédantes de distintos usua 
rios que han presentado mayores dificultades para su resoluciôn.
En este estudio se han utilizado très métodos de co
locaciôn:
12 Colocaciôn manual proporcionada, en las tarjetas UCA, 1KER3 
y FLIFLO, por el usuario tras varios dias (excepto en UCA) 
de estudio del problema. No se dispone de colocaciôn manual 
para la tarjeta ILl.
La colocaciôn manual de las tarjetas UCA, IKER3 y - 
FLIFLO esté representada en las figuras n2 6, n» 9, y n2 12, 
aRadiendo a su nombre la terminaciôn "OR” .
22 Colocaciôn obtenida por el algoritmo de resoluciôn directe, 
descrito en 4.1.1, seleccionando la que proporciona un valor 
final raenor de la funciôn de evaluaciôn, cuando se parte de 
colocaciones iniciales constructiva y aleatoria. La defini­
ciôn de distancia que se utiliza es la rectillnea normal da 
da en el capitulo I.
El tiempo empleado para obtener esta colocaciôn, es 
mucho mâs elevado que el necesario para obtener una coloca 
ciôn del tercer tipo. (Veanse las tablas n2 6, h® 7, n2 8 
y n2 9.).
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Esta colocaclon estÂ representada, para las dlstin- 
tas tarjetas, por las figuras n® 7, n® 10, n® 13 y n® 15, en
las que se ha afiadido al nombre de la tarjeta la terminacion
"ST".
3® Colocaciôn proporcionada por el nuevo algoritmo, tal como - 
ha quedado descrito al final de 5.2., seleccionando la que 
proporciona un valor final menor de la funcion de évalua—  
biôn, cuando se parte de colocaciones iniclales constructi- 
va y aleatoria.
Esta colocaoiôn estâ representada, para las distin­
tas tarjetas, por las figuras n® 8, n® 11, n® 14 y n® 16, -
en las que se ha anadido al nombre de la tarjeta la termina
ciôn "DV". .
Cad* tarjeta, oon cada una de las colocaciones des 
critas, se ha procesado con una variante del programs que eje 
cuta el algoritmo de conexionado, con objeto de medir en cada 
caso:
a) Numéro total de puntos a conectar: NTP
b) Nûmero total de puntos que no se han podido conectar; —
NTPN
c) El nûmero de taladros, o cambios de cara necesarios: NT
d) La longitud total de conexionado: LON
e) El tiempo de ejecucion: TIM
T A B L A  N® 10
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Nombre NTP NTPNC NT L0N TIM
UCAOR 237 163 6614 8 ’ 46'
UCAST 237 140 5774 5' 48'
UCADV 237 144 5959 7' 11
IKER30R. 678 26 773 19209 8h 28' 19'
IKER3ST 678 22 608 16337 3h 28’ 1''
IKER3DV 678 739 16799 Ih 10’ 56’ ’
FLIFLOOR 669 22 652 27916 5h 24' 24'
FLIFLOST 669 41 635 28719 4h 2' 13'
FLIFLODV 669 27 615 27912 4h 38’ 11’
ILIST 839 29 932 26930 6h 12’ 25'
ILIDV 839 26 886 27092 5h 45' 47'
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Los resultados obtenidos estan resumidos en la ta­
bla n® 10, donde los tres tipos de colocaciôn se identifican 
por las terminaciones "OR", "ST" y "DV" antes mencionados.
Estos resultados ponen de manifiesto que el algorit 
mo de colocaciôn que hemos desarrollado, proporciona unas colo 
caciones mejores que las manuales en todos los parametros medi 
dos, con la ûnica excepciôn de FLIFLODV en la que deja 5 puntos 
mâs sin conectar.
Asi mismo el nuevo algoritmo proporciona unos resul­
tados globalmente muy superiores a los proporcionados por el m£ 
todo clâsico.
Incluimos por ûltimo, las figuras n® 14, n® 18, n® - 
19, y n® 20 que representan el diseno obtenido por el sistema 
para cada tarjeta, utilizando el algoritmo de colocaciôn desa­
rrollado y el trazado automâtico de oonexiones.
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PRINCIPALES APORTACIONES Y CONCLUSIONES
; l . - S e  ha presentado una definicion formal y genérica del pro
I blema de colocacion, vàlidad para diverses aplicaciones,
' utilizando una funcion de evaluacion basada en el tipo de
ârbol que une un conjunto de puntos. Posteriormente, se -
I
I ha adoptado el ârbol de expansion minima como el mâs ade-
cuado, desde el punto de vista prâctico, al disefio automâ
• tico de sistemas digitales.
' 1
I 2.- Se ha enfocado el problema de colocaciôn, descomponiendo-
; lo en dos partes:
( a) Encontrar un buen algoritmo para resolver el problema
j de asignaciôn cuadrâtica.
b) Encontrar una buena transformaciôn del problema de co­
locaciôn en un problema de asignaciôn cuadrâtica asocia 
' do.
Este enfoque ha demostrada su efi'cacia, al redu 
I cir el tiempo de ejecuciôn y el valor final alcanzadO^por
• ' la funcion de evaluaciôn, como puede verse en las tablas -
t '
n? 6, ns 8 y n? 9.
3.- Se ha presentado un nuevo algoritmo para el problema de - 
asignaciôn cuadrâtica, basado en la aplicaciôn de técnicas 
de relajaciôn al intercambio por parejas, en el que se ha
• Introdueldo un orlterio de seleccién de elemento seoundarlo
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que refuerza la heuristica bâsica de relajaciôn y un méto 
do para ajuste automâtico del factor de vecindad.
4.- Se ha realizado un estudio comparative del comportamiento 
del nuevo algoritmo frente al de otros algoritmos conoci- 
dos, en la resoluciôn del problema de asignaciôn cuadrâti 
ca, utilizando los grafos procédantes de los ejemplos de 
diseno de tarjetas de circuitos impresos estudiados.
Este estudio pone de manifiesto que el nuevo al­
goritmo es el mâs estable de todos ellos y proporciona ge 
neralmente los mejores resultados.
5.- Se ha presentado una nueva transformaciôn del problema de 
colocaciôn en asignaciôn cuadrâtica, basada en la introduc 
ciôn de un factor de peso que depende del nûmero de elemen 
tos de cada conexiôn, ajustando su expresiôn con el fin de 
equilibrar la influencia de las distribuciones mâs frecuen 
tes de los elementos de una conexiôn.
6.- Se ha evaluado el comportamiento de la transformaciôn pro- 
puesta frente a la transformaciôn clâsica, basada en utili 
zar un factor de peso unidad, y frente a la resoluciôn di- 
recta del problema de colocaciôn por intercambio exhausti­
ve por parejas, con los datos procédantes de los ejemplos 
de diseho de tarjetas de circuitos impresos.
Este estudio pone de manifiesto la superioridad - 
de la nueva transformaciôn, frente a la clâsica y  al tra -
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tamiento directe, tanto en el tiempo de ejecuciôn como en 
el valor final alcanzado por la funcion de evaluaciôn.
7.- Se consigne proporcionar a la funciôn de evaluaciôn una - 
informaciôn sobre la disponibilidad de pistas, con el fin 
de evitar congestiones en el trazado de oonexiones, a tra 
ves de una définition de distancia que da mâs peso a la - 
direcciôn transversal a las pastillas de circuitos inte - 
grados, que a la direcciôn longitudinal.
8.- El algoritmo de colocaciôn, en su forma definitive, cbn - 
siste en la transformaciôn del problema de colocaciôn en 
otro de asignaciôn cuadrâtica, usando la nueva transforma 
ciôn propuesta, la resoluciôn del problema de asignaciôn
cuadrâtica utilizando el nuevo algoritmo y la utiliza- 
ciôn de la nueva distancia para el câltulo de la funciôn 
de evaluaciôn.
9.- Se ha utilizado, el algoritmo de conexionado del que dis- 
ponemos, como instrumente para la medida definitive de la 
eficacia de una colocaciôn. Para cada una de las tarjetas 
estudiadas se analiza la eficacia de una colocaciôn mahual, 
proporcionada por un diseriador experto, de una colocaciôn 
obtenida y por la resoluciôn directs del problema de colo­
caciôn y de la colocaciôn proporcionada por el algoritmo - 
que présentâmes.
Este analisis pone de manifiesto la mayor eficacia 
del nuevo algoritmo, como puede verse en la tabla n^ 10.
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10.- Como aplicaciôn prâctica se han integrado los programas 
de colocaciôn en un sistema de diseRo, que incluye colo 
caciôn y trazado automâtico de oonexiones, usando el - 
mismo lenguaje orientado al problema para la entrada de 
datos.
Los programas de colocaciôn pueden trabajar con 
problemas que tengan hasta 150 elementos y 300 conexio- 
nes, utilizando un miniordenador con 32K-palabras.
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A P E N D I C E  I
DESCRIPCION PE LAS TARJETAS UTILIZADAS
En este trabajo se han utilizado cuatro tarjetas de 
circuitos impresos para el estudio del problema de colocacion. 
Las tres primeras tarjetas, han sido seleccionadas entre las - 
que distintos usuarios del sistema de trazado automâtico de co 
nexiones, han traido al Institute de Automatics Industrial pa­
ra su resoluciôn. Han sido elegidas tratando de que su tamano 
cubra la gama a estudiar y que sus componentes sean fundamen 
talemente circuitos integrados.
A continuacion se resumcn las caracterîsticas de e£ 
tas tarjetas:
Tarjeta n? 1: UCA. Es una tarjeta pequena, disenada en el In£ 
tituto de Automatical Industrial, que con—  
tiene 15 circuitos integrados, dos conecto 
res para entrada salida, cinco resistqjicias 
y dos condensadores. El motive de su elec- 
ciôn es disponer de un ejemplo sencillo y 
de pequeRo tamano.
Tarjeta n@ 2: IKER3. Es una tarjeta que contiens 49 circuitos 
integrados y dos conectores para entrada 
salida.
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Tarjeta 3: FLIFLO. Esta tarjeta contiene 56 circuitos inte­
grados, cuatro conectores para entrada - 
salida y un condensador.
Tarjeta ns 4: ILl. Es una tarjeta que ha sido tomada del traba­
jo (10. Consta de 101 circuitos integrados y 
30 conectores para entrada salida. Esta tar 
jeta procédé de la unidad de control del or 
denador ILLIAC IV.
A continuaciôn, se presentan en el lenguaje orien­
tado al problema (2), la descripciôn compléta de las tres pri­
meras tarjetas utilizadas.
; UCAOR. TAR
TA=65*39. 5; MA=2; ES=1 ;
EL=CI6, CIS. CI5. CIS, CI4. CI2. Cl 10, Cl 11, Cl 12, Cl46: DL14,
CI7, Cl 1, Cl 14, Cl 13, CIS: DL16;
F0=C16(13, 34), Cl7(26,34),CIS(42. 34),CI5(55,34),
Cl 3 (55, 24), CI4( 42, 24), Cl 2(27. 24>, Cl 1 ( 12, 24),
Cl 14( 12, 14), Cl 13(26, 14), Cl 10(42, 14), Cl 11 (55, 14»,
Cl 12(55, 4), CI?(41, 4), CI46( 13, 4);
EL=R1, R2, R3, R4, R5, C2: DP5, Cl : DP2;
OR=S;
P0=C1 (37, 3), C2(35, 3), R1 (32. 3), R2(30, 3), R3(2S, 3), R4(26, 3), R5(24, 3* 
EL=ESA, ESP: CT27;
PO=ESA(1,6. 5), ESP( 1 5,7);
LP2=MASA: ( 1, 34, 5) (20. 34. 5), (19 5, 35) (19 5,1), (1^ 5, 1 > (63, 1 »,
(62. 5, 1 ) (62. 5, 34), (43 5, 1 >(48 5, 34), ( 33 5, 1 ) (33 5, 34) :
LP2=A15V: (11, 6) (54. 5,6), (54,6X54,37), (40,6X40,37), (25, 6X25, 3 X 
(11,6)(11,37);
C0=3. CIl, 21. ESA, (1, 12). CI2, 1. CIS, 3. CI5;
C0=(2, 3). Cl46, 1 R5;
Cn=l CI46, 7. ESA;
C0=3. CI14, S.. ESA;
C0=5. Cl 14, 7. ESP;
C0=7. Cl 14, 8. ESP;
C0=10. Cl 14, 10 ESA;
C0=12 Cl 14,10 ESP;
C0=15. Cl 14, 4. ESP;
C0=23. ESA, 1. (Cl 13, Cl 14), 14 Cl46;
C0=9, Cl 13, 15. ESA;
C0=10. Cl 13, 15. ESP;
C0=12. Cl 13, 13. ESP:
CO" 15, Cl 13. 1:3. ESA;
C0=6. CIl, 5. CI&, 9. CI5, 4. Cl 14, 3 CIS,
C0=15. CIl, 2 CI3. (1, 11). CI5:
C0=14. CIl, 21. ESP, 13. CI2, 4. CI5, 12. CI4, (11, 3). CI6;
C0=12. CIl, 9. CIS;
C0=11. CIl, 9. CI6, 2. CIS;
C0=20. ESA, 1:3. CI6. 7. CIl, S. CIS, 11. CI4, ( 13, 5). CI5;
C0=5 CIl, 20. ESP, ( 12, 4). Cl6, 12. Cl5, 2. Cl2;
C0=4. CI l, 5. CI3, 9. CI4, 2. CI5:
C0=2. Cl 1, 10. Cl4, 4. CIS;
C0=(8, 11). Cl2;
C0=10. Cl2, 14. Cl 14;
C0=9. Cl2, 10 CI6;
C0=6 (CI2, CI6);
CO=5. Cl2, 13. Cl4;
CO=4 Cl2, 11. Cl 14;
C0=3. Cl2, 11. CIS;
C0=13. CI S, 6. CIS, 2. CI4:
C0=( 12, 9) CI S;
CO=10. CI S, 9 Cl 14;
C0=5. Cl4, 6. Cl5;
C0*4. CI4. 9. CI5;
C0=3. Cl4, 10. Cl5;
C0=1 Cl4,6 Cl 14;
C0=1S ESA, (8, 9). Cl 12, 8 (Cl 10, CI6);
C0=2. Cl6, 17 ESA, 12. Cl 11;
C0= 1 Cl6, 18. ESP, 13. Cl 11;
C0 = 15. Cl7, 5. CIS;
C0=I4. Cl7, S. CIS, 14. C113, 11. Cl 13;
C0= 13. Cl7, 3. CIS;
C0=( 12, 4). CI7, il. CllOi 
C0*<5, 6. 10, 11 ). CI7. 12. Clio, 1. Rlj 
C0«3. CI7, 6. CI8, 12. Cl 12, 2. Cl 10, 6. CI9i 
C0=2. CI7, 1. CIlOj 
C0=1 CI7, 13. CI12i 
C0=< 13, 10). CIS;
C0=( 12, 4). CIS;
C0=11. CIS, 11. CI9;
C0=1. (CIS, CI12),3. CIIO;
C0=15. CI9, 1. Cl;
C0=14. CI9, 2. Cl, 1. R2;
CO=(13, 3). CI9, 13. Clio. 17. ESB;
C0=( 10, 12). CI9, 2. Cl 14;
C0=(7, 5). Cl9;
C0=4. <CI9, CI46), 1. R4;
C0=2. CI9, 1. R3, 1. C2;
C0=1. CI9, 2. C2;
C0=(10,5) CIIO;
C0=9. Clio, (8, 9, 11). Cl 11;
C0=6. CIIO, 4. Cl 11;
C0=4. CIIO, 5. ESB;
C0=( 10, 5). Cl 11:
C0=(6, 3) Cl 11;
C0=(2, 1 ). CIll, 11. CI12;
C0=( 10, 6). Cl 12;
C0=(5, 3). CI12, 11 ESB;
C0=(4, 2). CI12. 11. ESA;
C0=A15V, 26. ESA, 1 CIl, 14 (CI2, CI3, CIS, CI6, CIS, CI12, CI4. CIll, 
CIIO), 16. (CI14, CI7, CI9, CI13)r2. (R1, R2, R3, R4, RS) ;
CO=MASA, 27. ESA, (8, 9). (CIl, CI7), 7. (Cl46, CIS, CI2, CIS, CI4, CIIO, 
c m ,  CI7, CI6, CIS, CI12), S. (CI9, CI13, CI14);
EJ=;
/ V O
i IKER3 TAR (PLAÇA CMOS)
TA=100*55: MA=2;ES=1;
EL=U1, 02, 03, 04, 05, 06, 07, 03, 09, 010, 01 1, 012. 013,
014, 015, 016, 017, 018, 019. 020, 021, 022, 023, 024,
025.026,027,028,029,030,031,032,033,034,035,
036: 037, 038, 039, 040, 041, 042, 043, 044, 045, 049: DL16,
046,047,048:DL14;
EL=D, I : CT49;
OR=E ;
P0=01 (22, 53), 02(22, 45), 03(34, 53), 04(34, 45), 05(46, 53),
06(46, 45), 07(58, 53), 08(58, 45), 09(70. 53). 010(70, 45),
011 (82, 53), 012(82, 45), 013(82, 37), 014(94, 37),
015(^2, 29),016(94,29),017(82, 21),018(94, 21),
019(22, 13), 020(22, 5), 021 (34. 13), 022(34, 5), 023(46, 13),
024 ( 46, 5), 025(58, 13), 026(58, 5), 027(70, 13), 028( 70, 5 >,
029 (82, 13), 030 (82, 5), 031 (94, 13), 032 (94,5), 033 (22, 38 > ,
034(22,32),035(22, 26), 036(22, 20), 037(34,38),
038(34,32),039(34,26), 040(34, 20), 041(46,38),
042(46, 32), 043(46, 26), 044(46, 20), 045(58, 38),
046(58, 20), 047(70, 38), 048(70, 20), 049(94, 53);
OR=N;
P0=I(4, 52), D(4, 51. 5);
C0=40 D; 12. 034;
00=40. I* 9. 034;
C0=39. I,’7. 034;
00=39. D, 4. 034;
00=38. D, 12. 033;
00=38. I) 9. 033;
00=37. I i 4. 033;
00=37. n, 7. 033;
00=14. 034, 3. (01, 02, 03, 04, 05, 06, 07, 08, 09, 010, 011, 012. 013, 014, 015, 016, 017, 
018, 019, 020, 021, 022, 023, 024, 025, 026, 027, 028. 029, 030, 031, 032) ;
Cn=l i. 034, 2. (01, 02, 03. 04, 05, 06, 07, 08, 09, 010, 011, 012, 013,
014, 015, 016, 017, 018, 019, 020, 021, 022, 023, 024, 025, 026, 027, 028,
029, Ü30, 031, 032);
C0=5. 034, 1 (01, 02, 03, 04, 05, 06, 07, OS, 09, 010, Oil, 012, 013, 014 
, 015; 016, 017, 018, 019, 020, 021. 022, 023, 024, 025, 026, 027,
028,029, 030, 031, 032);
C0=14. 033, 16. (01, 02, 03, 04, 05, 06, 07, 08, 09, 010, Oil, 012, 013,
014, 015, 016, 017, 018, 019, 020, 021, 022, 023, 024, 025, 026, 027,
028,029,030,031,032) ;
C0=11. 033, 4. (01, 02, 03, 04, 05. 06, 07, 08, 09, 010, 011, 012, 013,
014, iU5, 016, 017, 018, 019, 020, 021. 022. 023, 024. 025, 026.
027, 028,029,030,031,032) ;
CO=2. 033, 5. ( 01, 02, 03, 04, 05, 06, 07, 08, O'^ , 010, 011, 01 2,
013, Ü14, 015, 016, 017, 018, 01 v, 020, 021, 022,
023, 024. 025, 026, 027, 028, 029, 030, 031, 03.2) ;
C0=5. 033, 6 (01, 02, 03, 04, 05, 06, 07, 08, 09, 010, Oil, 012,
013, 014, 015, 016, 017, 018. 019, 020, 021, 022, 023,
024, 025, 026, 027, 028, 029, 030, 031, 032 ) ;
C0*30. l! 13 035;
C0=32. li 10. 035;
C0=30. D; 3. 035;
CO=32- Di 6. 035;
C0=29 Ij 13 036,
C0=31, I, 10. 036;
C0=29. d I 3. 036;
C0=31 D; 6. 036;
C0=(5, 7). 036, 10. (01, 03, 05, 07, 09, 011,013, 015, oi/,
U19, tl2i, 023: 025, 027, 029, o ji ),
I
:C0=(4, 2). U36, 11. (Ul, U3. U5, U7, U9^ IJli, U13, U15, U17,
' 019. 021. 023. 025, 027. 029, 031 ) ; ( 2 \
' C0=(9, 11 ), 036, 12. (01, 03, 05, 07, 09, Oil, 013, 015, 017,
019, 021, 023, 025, 027, 029, 031 ) «
C0=( 12, 14) 036, 13. (01, 03, 05, 07, 09, 011, 013, 015, 017,
019, 021, 023, 025, 027, 029, 031 ) i
, C0=(5, 7). 035, 10. (02, 04, 06, 08, 010, 012, 014, 016, 018,
020, 022, 024, 026, 028, 030, 032):
; C0=(2, 4). 035, 11. (02. 04, 06, 08, 010, 012, 014, 016, 018,
020, 022, 024, 026, 028, 030, 032 ) i 
; C0=(9, 11). 035, 12 (02, 04, 06, 08, 010, 012, 014, 016, 018,
.* 020, 022. 024, 026. 028, 030. 032 ) ;
C0=( 12, 14). 035, 13. (02, 04, 06, 08, 010, 012, 014, 016, 018,
020, 022, 024, 026, 028, 030. 032) i
■ C0=8. (01, 02, 03, 04, 05, 06, 07, 08, 09, 010, 011, 012, 013, 014, 015, 016,
017, 018, 019, 020. 021, 022, 023, 024, 025. 026, 027, 028, 029,
I 030, 031, 032 ), 10. 040;
IC0=15. (01, 02, 03, 04, 05, 06, 07, OS, 09, 010, Oil, 012, 013, 014, 015, 016, 017, 
■. 018, 019, 020, 021, 022, 023, 024, 025, 026, 027, 028, 029, 030, 031, 032),
7. 040, 2. 046, 6. Di 
, C0=(9, 14). (01, 02), 3. 044;
, C0= (9,14). ( 03. 04 ), 5. 044 ;
C0=(9, 14). (05, 06), 7. 044;
I C0=(9, 14). (07, 03), 9. 044;
! C0=(9, 14). (09,010). 11. 044;
, C0=(9, 14). (Oil, 012), 13. 044;
C0=(9, 14). (013, 014), 3. 043:
C0=(9, 14). (015, 016), 5 043;
■ C0=(9, 14). (017, 018), 7. 043;
C0=(9. 14). (019, 020), 9. 043:
C0=(9, 14). (021, 022), 3. 042;
• C0=(9, 14) (023, 024), 5. 042;
C0=(9, 14). (025,026), 7. 042;
C0= (9, 14). (027, 028), 9. 042;
, C0=(9, 14). (029,030), 11. 042;
C0= (9, 14). (031,032), 13. 042;
; C0=36. D, 12. 037;
I C0=36. I, 9. 037;
! CO=35. 1,7. 037;
C0=35. D, 4. 037, 6 039:
C0=14. 037, 1. 038, 1. 039;
C0=11. 037, 2. 038, 2. 039; 
j C0=5. 037, 3. 038, 3. 039;
' C0=3. 037, 6. 038;
I G0=5. 038, 5. 039, 6. 048, 12. 040;
I C0=4. 038, 4 039, 3. 040;
: C0=15. 038. 2. 044;
C0=14. 038, 4. 044;
: 1:0=13 038, 6. 044;
C0=12. 038, 10. 044;
’ C0=11. 038, 12. 044;
C0=10. 038, 14 044;
' C0=9. 038, 2. 043;
C0=7. 038, 4. 043;
‘ C0=15. 039, 6. 043;
C0=14. 039, 10. 043;
€0=13.039,2.042;
CO» 12. 039, 4. 042;
C0»11. 039, 6. 042;
C0=10. 039, 10. 042;
C0=9. 039, 12. 042;
C0=7. 039, 14. 042;
C0=(1, 15). (042, 043, 044), 1. 045;
, 00=34. D, 9 041;
,00=34.1,12.041;
CQ=33. I, 4 041;
C0=33. D. 7. U41;
C O = U  ' U41. 1. U49; 
C0=10.' U41, 2 U49;
C0=14: 1141. 4 U49;
C0=13. U41. 3. U49;
C0=2. U41, 12. U49;
C0=3. Ü41, 11. U49;
C0=5. 041, 9. 049;
C0=6. Ü41, 10. 049;
C0=15, 049, 1. 048;
C0=14; 049, 2. 048;
C0=6. 049, 4. 048;
C0=7. U49, 5. 048;
CO=(li 15) (035,
C0=6. '1, 4. 040;
C0=8. 1,12. 048, 9. 040, 1 
C0=13i 040. 13. 048;
CO=6. IJ40, ( 10. 9) 048; 
C0=5. I, 2. 047, 5. 045; 
C0=20: I, 2. 045;
C0= 1. jj47, A. 045;
C0=3. 04A, 3.' 045;
EJ=; '
036), 8. 048;
046,
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i FLIFLO. TAR
, ;
TA=93*77;MA=2;ES=1; 
i EL=N1, N2, N3. N4, N5, N6, N7, N8, N9, NIO, N11, N12,
N13, N14, N15, N16, N17. N18, N19. N20, N21, N22.
N23, N24, N25, N26, N27, N28. IM29, N30, N31, N32, N33, N34.
* N35, N36, N37, N38, N39, N40, N41, N42, N43, N44,
N45, N46, N47, N48, N49, N50, N51. N52, N53, N54,
N55,N56:DL16:
OR=E;
P0=N1 (79. 5), N2(79, 15), N3(79, 25), N4(79, 35). N5(79, 45), N6(79, 55), 
N7(79, 65), N8(79, 75),
N9(67, 5), N10(67, 15), N11 (67, 25), N12(67, 35),
N13(67, 45), N14(67, 55), N15(67, 65), N16(67, 75),
N17(55,5),N18(55, 15),N19(55, 25),N20(55,35),
N21 (55, 45), N22(55, 55), N23(55, 65), N24(55, 75),
N25(43, 5), N26(43, 15), N27(43, 25), N28(43, 35),
N29(43, 45), N30(43, 55), N31 (43, 65), N32(43, 75),
N33(31, 5), N34(31, 15), N35(31, 25), N36(31, 35);
P0=N37(31, 45), N38(31, 55), N39(31, 65), N40(31, 75),
N41(19,5),N42(19, 15),N43(19, 25), N44(19, 35),
N45( 19, 45), N46( 19, 55), N47( 19, 65), N48( 19, 75).
\ N49(8, 5), N50(8, 15), N5K8, 25), N52(8, 35), N53(8, 45),
I N54(8, 55), N55(8, 65), N56(8, 75);
' EL=CONA, CONB, CONC, COND: CT33;
OR=N;
; PO=CONA(92, 76), CONB(92, 33), CONC(91, 76 5), COND(91, 32. 5);
^OR=E;
, EL=C2;DP9:
’ P0=C2<87, 58. 5)N;
LP2=A5V: (8. 5, . 5) (8. 5,76. 5), (20. S, . 5) (20. 5, 76. 5), (32. 5, . 5)
02. 5, 76, 5), (44. 5, . 5X44 5, 76. 5), (56. 5. , 5X56 5, 76. 5),
<68. 5, , 5) (68 5, 76. 5), (80. 5, . 5X80. 5, 76 5);
,LP3=MASA: <9. 5,. 5) (9. 5, 76. 5), (21. 5, . 5) (21. 5, 76. 5), (33 5, . 5)
; (33. 5, 76. 5), (45. 5, . 5) (45. 5, 76. 5), (57. 5, . 5X57. 5, 76. 5),
'( (69. 5, . 5) (69. 5,76. 5), (81. 5, . 5) (81. 5,76. 5), (0. 5, 18X82. 5, 18),
(O. 5, 38) (82. 5, 38), (0. 5, 58) (82. 5. 58);
LI=STOP: (86. 5, 58) <87. 5. 58), (87. 5, 58) (87. 5, 59), (87. 5, 59)
(86. 5, 59), (86. 5, 59) (86. 5, 58), (86. 5, 49X87. 5, 49),
(87. 5,49X87. 5,50), (87. 5,50X86. 5,50), (86. 5,50)
(86.5,49);
C0=A5V, 16. (Nl, N2, N3, N4, N5, N6, N7, N8, N9, NIO, N11, N12, N13,
N14, N15, N16, N17, N18, N19, N20, N21, N22, N23, N24, 
i N25, N26. N27, N28, N29, N30, N31, N32, N33, N34, N35,
N36, N37, N38, N39, N40, N41, N42, N43, N44, N45, M46,
N47, N48, N49, N50, N51, N52, N53, N54, N55, N56);
: CO=MASA, 8. (Nl, N2, N3, N4, N5, N6, N7, N8, N9, NIC, Nil, N12, N13, N14,
N15, N16, N17, N18, N19, N20, N21, N22, N23, N24, N25, N26,
N27, N28, N29, N30, N31, N32, N33, N34, N35, N36, N37, N38, N39. 
N40, N41, N42, N43, N44. N45, N46. N47, N48);
I C0=6. N5, 30 CONC;
! C0»7. N6, 21. CON A;
C0=1. C2, 19. (CONA, CONC);
C0=2. C2, 28 (CONA, CONC) ;
! C0=2. N9, 26. COND:
;C0=4. N9, 26. CONB;
€0=12. N9, 30 COND:
C0=10 N9, 30. CONB;
€0=6. N9, 25. COND; 
i C0=6. NIO, 17. CONB;
€0=2. NIO, 17. COND;
CCi=l4. N9, 31. CONB;
1:0=10 N53, 24. CONA; I
C0= 12. N53, 31. CONC :
C0= 14 N53, 30. CONA;
C0=4. N4A. 20. CONC;
C0=2. NIA, 4. CONA;
C0=3. NIA, 0. CONC;
C0=5. NIA, 8. CONA;
C0=6. N16, 16. CONC;
C0=7 NIA. 7. CONA;
1:0=3. N42, 24. COND;
C0=5. N24, 4. CONC;
C0=5 N23, 9. CONA;
C0=5 N22, 20. CONA;
C0=5. N21, 24 CONC;
C0=5. N20, 33. CONA;
C0=5 N19, 4. COND;
C0=5. N18, 13. CONB;
C0=5 N17, 25. CONB;
CQ=3. NS, A. CONC;
C0=4, NS, A. CONA;
C0=5. NS. 7, CONC;
C0=6. N3, 5. CONA;
C0=7. NS, 5 CONC;
C0=3. Nl 1, 7. CONB;
C0=4. Nl 1, 6. COND;
C0=5. Nil, 6. CONB;
C0=6. Nil, 5. COND;
C0=7. Nl 1, 5. CONB;
C0=3 N3, 9. COND;
C0=4. N3, 9. CONB;
C0=5. N3, 8, COND;
CO=A. N3, 8. CONB;
1:0=7. N3, 7. COND;
C0=3 N7, 13. CONC;
C0=4 N7, 13. CONA;
C0=5. N7, 14 CONC;
C0=6. N7, 14. CONA;
C0=7. N7, 15 CONC;
C0=3. N12, 1 COND;
C0=4. N12, 33. CONC;
C0=5. N12, 32. CONA;
C0=6. N12, 32. CONC;
C0=7 N12, 31. CONA;
C0=3. N4, 2 COND;
C0=4 N4, 3. CONB;
C0=5. N4, 2. CONB;
C0=6. N4, 3. COND;
C0=7. N4. 4 CONB;
C0=3. N15. 12. Ci:'NC;
C0=4 N15. 11. CONA;
C0=5. N15, II. CONC;
C0=6. N15. 10. CONA;
C0=7 N15, 10. CONC;
00=3. N1, 28. COND;
C0=4. Nl, 28. CONB;
C0=5 Nl. 27 COND;
C0=6 Nl. 27. CONB;
C0=7. Nl, 29. COND;
C0=3. N14. 21 CONC; ' ,
C0=4 N14.18 CONC; '
C0=5. N14. 17. CONA;
C0=6. N14, 16. CONA;
C0=7. N14, 17. CONC;
C0=3. N2. 18 COND;
C0=4. N2, 19. CONB;
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C0=5. N2, 20. CONB;
00=6. N2. 20. COND;
C0:=7, N2, 21. CONE;
C0=*3. Ni3. 27. CONC;
CÜ=4. NI3, 26. CONA;
C0=5. NI3, 26. CONC;
C0=6. NI3, 25. CONA;
C0=7. N13, 25. CONC;
C0=3 N6, 22. CONA;
C0=4. N6, 23. CONC;
C0=5. N6, 23. CONA;
C0=6. N6, 22. CONC:
C0=3. N5, 27. CONA;
C0=4. N5, 29. CONC;
C0=5. N5, 29. CONA;
C0=3. N9, 4. N25, 4 N26. 4. N27, 4. N28, 4. N29, 4. N30. 4. N31. 4. N32;
Cd=5. N9, 5. N25, 5. N26, 5. N27, 5. N28, 5. N29, 5. N30, 5. N31, 5. N32;
C0=11. N9, 12. N25, 12. N26, 12. N27, 12. N28. 12. N29, 12. N30, 12 N31, 12. M32;
C0=9. N9, 13. N25, 13. N26, 13 N27, 13. N28, 13. N29, 13. N30, 13 N31, 13. N32; 
C0=7. N9, 4. N33, 4. N34, 4. N35, 4. N36, 4. N37, 4. N38, 4. N39, 4 N40;
C0=7. NIO, 5. N33, 5 N34, 5. N35, 5. N36, 5. N37, 5. N38, 5. N39, 5. N40;
C0=3. NIO, 12. N33, 12. N34, 12. N35, 12. N36, 12 N37, 12. N38, 12 N3<^', 12 M40,
CQ=13. N9, 13. N33, 13. N34, 13. N35, 13. N36, 13. N37, 13. N38, 13. N39, 13. M40;
C0=9. N53, 6. N53; FUERA:
C0=I1. N53, 4. N53;
C0=13. N53, 2. N53;
G0=7. N53, 1. N54, 11. N24, 11. N23, 11. N22, 11. N21, 11. N20, 11. N19, 11. N18,
11. N17;
C0=5. N53, 2. N45, 10. N24, 10. N23. 10. N22, 10. N21, 10. N20, 10. NI9, 10. N18,
' 10. N17;
C0=3. N53, 3. N45, 9. N24, 9. N23, 9. N22, 9. N21, 9. N20, 9. N19, 9. M18. 9. N17; 
C0=5. N46, 5. N45;
C0=4. N45, 9. N16, 4. NIO;
C0=5. NIO, 2. N42;
C0=12. N42, (5, 6, 10, 11 ). N42;
C0=4. N42, 7. N24, 7. N23, 7. N22, 7. N21, 7. N20, 7. N19, 7. N18, 7. N17;
Cp=7. N42, 9. N42, 1. N25, 1 N26, 1. N27, 1. N2S, 1. N29, 1. N30, 1. N31,
, 1. N32, 1. N33, 1 N34, 1 N35, 1. N36, 1. N37, 1. N38, 1. N39, 1 M40;
Ct«=15. N46, 14. NIO;
C0=14. N45, 10. NIO;
C0=13. N45, 12. NIO;
Cb=12. N45, 14. N46;
CO=ll. N45, 12. N46;
C0=1O. N45, 10. N46;
C0=9. N45, 2. N46;
C0=7. N45, 6. N46;
C0=13. NIO, 9. N25, 9. N33;
00=9. NIO, 9. N26. 9. N34;
Cp=l 1. NIO, 9. N27, 9. N35;
CiC;=13. N46, 9. N28, 9. N36;
1:0=11 N46, 9. N29, 9. N37;
Cd=9. N46, 9. N30, 9. N38;
C0=3 N46, 9. N31, 9. N39;
C0=7. N46, 9. N32, 9. N40;
C0=2. N25, 4. N24, 14. N8;
C0=7. N25, 4. N23, 13. N8;
CG=10. N25, 4. N22, 12. N8;
C0»15. N25, 4, N21, 11. N8t
C0=2, N33, 4. N20, 10. N9i 
C0=7. N33, 4 N19, 14. N U ;
C0=10. N33, 4. N ie , 13. N U ;
C0=15. N33, 4. N17, 12. N U ;
CCi=2. M26, 3, N24, 11. N U ;
C W  N26; 3, N33, 10. N U )
Cp=lO. N26, 3. N22, 14. N3;
Cp=15, N26i 3. N21. 13, N3;
CÜ=2. N34, 3. N20. 12 N3;
1:0=7. N34, 3. N19, 1 1 N3; /
C0=10. N34, 3. N18, 10. N3;
C0=15. N34, 3. N17, 14. N7;
C0=2. N27, 2. N24, 13 N7;
C0=7. N27, 2. N23, 12. N7;
C0=10. N27, 2. N22, 11. N7;
C0=15. N27, 2. N21, 10. N7;
CÜ=2. N35, 2. N20, 14. N12;
1:0=7. N35, 2. N19, 13. N12;
C0=10. N35, 2 N19, 12. N12;
1:0=15. N35, 2. N17, 11. N12;
C0=2. N28, 1 N24, 10. NI 2;
C0=7. N28, 1 N23, 14. N4i 
C0=10 N28, 1. N22, 13. N4;
00=15. N28, 1. N21. 12. N4;
1:0=2. N36. 1. N20. 11. N4;
C0=7. N36, 1 NI9, 10. N4;
C0=10. N36, 1. N18, 14. N15;
C0=15. N36, 1 N17, 13. N15;
1:0=2. N29, 15. N24, 12. N15:
C0=7. N29, 15. N23, 11. N15;
00=10. N29, 15. N22, 10. N15;
00=15. N29, 15. N21, 14. Nl;
00=2. N37, 15. N20, 13 Nl;
00=7 N37,15 NI9,12 Nl;
00=10. N37, 15. N 18, 11. NI;
00= 15. N37, 15. N17, 10. Nl;
00=2. N30, 14. N24, 14. N14;
00=7. N30, 14. N23, 13. N14;
00=10. N30, 14. N22, 12. N14;
00=15. N30, 14. N21, 11. N14;
00=2. N3S, 14. N20. 10. N14;
00=7. N38, 14. M19, 14 N2;
00=10. N38, 14. N18, 13. N2;
00=15. N38, 14. N17, 12. N2:
001=2. N31, 13. N24, 11. N2;
00=7. N31, 13. N23, 10. N2;
00=10 N31, 13. N22, 14. N13;
00=15. N31. 13 N21, 13. N13;
00=2. N39; 13. N20, 12. N13;
00=7. N39, 13. NI9, 11. N13:
00=10. N39, 13. N18. 10. NI3;
00-15 N39, 13. N17, 14. N6; ^
€0=2. N32, 12 N24, 13 N6;
00=7 N32, 12. N23, 12. N6;
00=10. N32, 12. N22, 11. N6;
00=15. N32. 12. N21. 10. N6;
00=2. N40r 12 N20, 14. N5;
00=7. N40, 12. N19, 13. N5;
COf=10, N40, 12. N18, 12. N5:
00= 15 N40, 12. Ni7, 11. N5;
EJ=;
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A P E N  D I C E  II,
Cada una de las tarjetas presentadas en el apendi- 
ce I, da lugar a un problema de colocacion.
Presentamos a continuacion, a modo de ejemplo, la 
descripcion de las oonexiones correspondientes a la tarjeta 
ns 2.
DKl ; IKER3. ST 
CONEXIo n ' I
, 51 34
CONEXION: 2
ni>
CONE XI ON;'
51 34
1 51 34
CONEXIONI 4
, 51 34
CONEXION; 5
51 33
CONEXIONi 6
' 51 33
CONEXION; 7
CONEX ION 
CONEXION
51
51
34 1 2 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
CONEXION*.
20 21 24 25 26 27 28 29 30 31 32
10
34 i 2 ' 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
20 21 22 23 24 25 26 27 28 29 30 31 32
CONEXIONi 11
34 1 2 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
, 20 21 23 24 25 26 27 28 29 30 31 32
CONEXION: 12
j 33 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
20 21 22 23 24 25 26 27 28 29 30 31 32
CONE XI ON- 13
1 2 3 4 5 6 7 8 9 10 1 1 12 13 14 15 16 17 18 19
20 21 22 23 24 25 26 27 28 29 30 31 32
CONE XI ON: 14
I 2 3 4 5 6 7 8
Ç :
10 1 1 12 13 14 15 16 17 18 19
20 21 22 23 24 25 26 27 28 30 31
CONEXION: 15
33 1 2 3 4 5 6 7 9 10 11 12 13 14 15 16 17 18 19
20 21 22 23 24 25 26 27 28 29 30 31 32
CONEXION':' K6
52 35
CONEXION;: 17
52 35
CONEXION, 18
52 35
CONEXION:: 19
52 35
CONEXION- 20
52 36
CONEX I ON;; 21
52 36
CONEXION^: 22
1 52 36
CONEXIONi 23
52 36
CONEXIONi: 24
36 1 5 7 9 1 1 13 15 17 19 21 .2 3 25 27 29 31
CONEXION 25
;-i6 1 3 5 7 9 11 13 15 17 19 21 23 25 ,2 7 31
CONEXION: 26
36 1 3 5 7 9 1 1 13 15 17 19 21 23 25 27 29 31
CONEXION: 27
• . 36 1 3 5 7 o 11 1 3 15 17 19 21 2':. ./ / 1
iCONEXION: 28 )]^
35 2 4 é 9 10 i2 14 16 18 20 22 24 26 28 30 32
CONEXION: 29
I 35 2 4 6 8 lO 12 14 16 18 20 22 24 26 28 30 32
CONEXION: 30
' 35 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
ç.bNEXION: 31
35 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
CONEXION: 32
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
21 22 23 24 25,26 27 28 29 30 31 32 40
CONEXION. 33
j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
21 22 23 24 25 26 27 28 29 30 31 32 40 47 56
CONEXION: 34
1 2 44
CONEXION: 35 
; 3 4 44
CONEXION: 36
5 6 44
CONEXION: 37
7 8 44
CONEXION: 38
9 10 44
CONEXION: 39 
, 11 12 44
CONEXION: 40 
i 13 14 43
CONEXION: 41
15 16 43
CONEXION: 42
17 18 43
CONEXION: 43
19 20 43
'CONEXION: 44
21 22 42
CONEXION: 45 
, 23 24 42
CONEXION: 46 
: 25 26 42
CONEXION: 47
27 28 42
CONEXION: 48
29 30 42
CONEXION: 49 
C 31 32 42
CONEXION: 50
51 37
CONEXION: 51
51 37
CONEXION: 52
52 37
CONEXION: 53
52 37 39
CONEXION: 54
37 38 39
CONEXION: 55
37 38 39
CONEXION: 56
37 38 39
CONEXION: 57
37 38
CONEXION: 58
, 38 39 49 40
CONEXION: 59
38 39 40
CONEX ION: 60
39 44
CONEX ION: 61
:38 44
CONEXION: 62
44
CONEXION: 6:5
38 44
CONEX ION: 64
38 44
CONEXION: 65
44
CONEX ION: 66
38 43
CONEXION: 67
38 4:3
CONEX ION: 68
39 43
CONEXION: 69
39 43
CONEXION: 70
42
CONEXION: 71
39 42
CONEXION: 72
39 42
CONEXION: 73
39 42
CONEX ION 74
39 42
CONEXION: 75
39 42
ÇONEXION: 76
42 43
CONEXION: 77
52 41
CONEXION: 78
52 41
CONEXION: 79
52 41
CONEXION: 80
52 41
CONEXION: 81
41 46
CONEXION: 82
41 46
CONEX ION: 83
41 46
CONEXION: 84
41 46
CONEXION. 85
41 46
CONEXION: 86
41 46
CONEXION: 87
41 46
CONEXION; 88
41 46
CONEXION: 89
' 46 49
CONEXION: 90
46 49
CONEXION: 91
46 49
CONEXION: 92
46 49
Ml
CONEXION: 93
35 36
CONEXION: 94
56 40
CONEXION; 95
55 49
CONEXION: 96
40 49
CONEXION: 97
40 49
CONEXION: 93
56 48
CONEXION; 99
54 45
CONEXION: 100
54 45
CONEXION: 101
48 45
CONEXION: 102
47 45
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B I B L I O G R A F I A
I
Las referencias que se presentan guardan una estric- 
ta relaciôn con los temas tratados en esta memoria. No hemos - 
hecho referencia a otras obras de caracter general que ha side 
necesario consulter.
Estas referencias estân agrupadas en dos partes, en 
la primera se presentan ordenadamente las citadas explicita—  
mente en el texto, en la segunda aparecen otras publicaciones 
expecificas consultadas.
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