Introduction
The rigorous competition in the market space drives designers to create products that better satisfy the majority of customers in a resource efficient manner. Oftentimes, it is crucial that designers are familiar with target customers' needs and preferences, in order to incorporate preferable features and remove weak elements from a design artifact. Recently, literature has shown that information generated by social media users could prove critical to product designers in learning relevant preferences towards products/product features [1] [2] [3] [4] [5] [6] .
Technological advancements in digital communication has allowed many social media platforms to emerge as an alternative means for communication and information exchange in a timely and seamless manner. Literature in various fields of study has shown successful applications that rely on information extracted from large scale social media data, such as mining healthcare-related information for disease prediction [7] [8] [9] , detecting earthquake warnings and emergence needs due to natural disasters [10, 11] , predicting financial market movement [12, 13] , etc.
In the design informatics domain, despite the traditional methods that extract customers' preferences from online product reviews, recent findings have illustrated that social networks could also serve as a viable source of information for mining customers' opinions towards products/product features, due to its fast publication, wide range of users, accessibility, and heterogeneity of contents that provides an opportunity for customers to express opinions about products outside the review sites [2] . A data driven methodology has been proposed to automatically discover notable product features mentioned in social networks [5] . Later, such notable product feature information is incorporated into a decision support framework that helps designers to develop next-generation products [2] . Furthermore, large scale social media data has been established as a viable platform to automatically discover innovative users in social networks [1, 4] . Such innovative users could prove critical to product design and development as they help designers to discover relevant product feature preferences months or even years before they are desired by general customers.
Implicit speech is a form of language usage in which the actual meaning is intended to be comprehended, but not directly stated. A majority manifestation of implicit speech includes sarcasm, which has become not only abundant, but also a norm in social networks. Maynard and Greenwood found that roughly 22 .75% of social media data is sarcastic [14] . While it is evident that knowledge extracted from social media data is useful to product designers, the applicability of such data pertains to the portion expressed in explicit forms, due to the limitation of the underlying natural language processing algorithms that assume the explicit, well-formed textual input. As a result, implicit information would be either treated as noises or misinterpreted, resulting in inaccurate recommendation of product design decision support systems that process the information from large scale social media data. Hence, the ability to automatically understand and correctly interpret such implicit information in social networks would not only reduce the errors caused by methods that are not specifically designed to handle implicit information, but also allow the methodologies to make use of additional implicit data that would have traditionally been disregarded due to being treated as noise.
Examples of explicit and implicit social media messages are given below:
Explicit "My old 7 inch Samsung Galaxy Tab is my #1 travel companion -perfect size & functionality." Implicit "I love when my blackberry bold screen freezes, the iphone 4 is definitely on my list of #13thingsiwant right now"
The first example is considered explicit because it can be directly inferred from both keywords and the grammatical structure that the user may be satisfied with the perfect size and functionality of his/her Samsung Galaxy Tab. On the contrary, the second example does not give any direct information about the screen feature of his/her Blackberry Bold, and hence is implicit, though it may be inferred that this particular user may feel dissatisfied with his/her Blackberry Bold due to its frozen screen. If these implicit social media messages remain untreated, two problems could occur:
1. Many data mining algorithms are extraction-based that would classify a social media message whether it is useful or not. Such methods would disregard such implicit data where explicit knowledge could not be extracted, resulting in low utilization of useful data. 2. Sarcastic social media messages may either exaggerate (i.e. "Apparently the new iphone 5 helps you lose weight, you buy it and you can't afford food for a month.") or oppose (i.e. "HOLY SH ** !... The iPhone 5 can now have 5 rows of icons. Too amazing. #sarcasm") the original meaning. The traditional text mining techniques are incapable of correctly interpreting the true meaning of these untreated social media messages.
Regardless of all the useful applications that emerge from social media data, being able to automatically explicate the implicit social media data would not only increase the performance of the existing natural language processing techniques, but would also enable discovery of real important product features that exist in the implicit data.
Processing social media data has been one of the biggest challenges for researchers. Traditional natural language processing techniques that have been shown to work well on traditional documents are reported to fail or under-perform when applied on social media data, whose natures differ from traditional documents in the following ways:
1. Social media data is high-dimensional, but sparse. A unit of social media document (aka message) is short, containing only one or two sentences. Some social media services, such as Twitter, enforce the length of a message, urging the users to be creative and use their own combination of word forms to express their opinions within limited context. Traditional techniques for interpreting semantics from documents would fail on social media data due to insufficiency in textual content [7] . Furthermore, the high-dimensionality caused by using creative word forms would prevent such traditional techniques from finding semantic similarity among the pool of social media messages. 2. Social media data is noisy. Noise in social media data comes in multiple forms such as grammatical errors (e.g., ''In the middle of the day and takes off running''), intentional/unintentional typographical errors (e.g., ''iphone 4s sooo COOOOLLLL!''), and symbolic word forms (e.g., '':-/'', ''LOL''). Since traditional text processing techniques assume documents to be well-formed and grammatically corrected [15] , they would fail to operate on social media data.
Existing attempts to interpret the semantic meaning behind implicit social media and relevant kinds of data (i.e. product reviews) include machine learning based implicit sentence detection algorithms proposed by Tsur et al. [16, 17] . However, their methods only identify whether a piece of textual information is sarcastic or not. The work presented in this paper extends the previous literature by further extracting true meaning from social media messages whose context related to products/product features are implicit. This paper presents a mathematical model based on the heterogeneous co-word network patterns in order to translate implicit context towards a particular product or product feature into the explicit equivalence. A co-word network (or word cooccurrence network) is a graph where each node represents a unique word, and an undirected edge represents the frequency of co-occurrence of the two words. In this work, the network is augmented to incorporate parts of speech into each word. The intuition behind using the co-word network is that even though a message may be implicit, the similar combination of the words may have been used by other users who express their messages more explicitly. For example, given an implicit message "wow I have to squint to read this on the screen", other users may have used the terms squint and screen in a more explicit context such as "Don't make me squint @user -your mobile banner needs work on my tiny screen iPhone 5S." If the combination of the words squint and screen occurs in the messages that contain the word tiny frequently enough, then the system would be able to relate the original message to a more explicit set of terms. Particularly, the system would be able to interpret that the user thinks that the screen feature of this particular product is small.
Specifically, this paper has the following main contributions:
1. The authors adopt the usage of the co-word network in a product design context. The co-word network has shown to be useful in multiple semantic extraction applications in information retrieval literature [7, 18] . To the best of our knowledge, this technique has first been used in the design literature. 2. The authors propose a probabilistic mathematical model in order to map implicit product-related information in social media data into the equivalent explicit context. 3. The authors illustrate the efficacy of the proposed methodology using a case study of real world smartphone data and Twitter data.
Related Works
While the use of implicit language such as indirect speech and sarcasm has been well explored in multiple psycholinguistic studies [19] [20] [21] , automatic semantic interpretation of implicit information in social networks is still in an infancy stage. This section first surveys the use of social media data pertaining to the product design applications, and then discusses existing natural language processing techniques that have been used to extract semantics from social media data.
Applications of Large Scale Social Media Data in
Product Design Domain Knowledge extracted from product-related, usergenerated information has proved valuable in product design applications. Archak et al. proposed a set of algorithms, both fully automated and semi-automated, to extract opinionated product features from online reviews. The extracted information was successfully used to predict product demand [22] . While their findings were promising, the algorithms were applied on online product reviews whose nature is different from social media data, in terms of noise, amount of indirect language (i.e. sarcasm), and language creativity that do not conform to the standard English grammar. This research primarily aims to interpret semantics of a subset of social media data whose language is presented with sarcasm, that traditional natural language processing techniques would fail to handle effectively. Social media has recently been established as a viable source for product design and development. Previous studies claimed that knowledge extracted from social media data could be more beneficial than traditional product design knowledge sources such as product reviews (from popular online electronic commerce website such as Amazon.com, BestBuy.com, Walmart.com) and user study campaigns [2, 4, 5] . Asur et al. was able to use Twitter data collected during a 3 month period to predict the demand of theatre movies [23] . They claimed that the prediction results are more accurate than those of the Hollywood Stock Exchange. Their study also found that sentiments in tweets can improve the prediction after a movie has been released. Tuarob and Tucker found that social media data could be a potential data source for extracting user preferences towards particular products or product features [2, 5] . In a later work, they presented a methodology for automatic discovery of innovative users (aka. lead users) in online communities, using a set of mathematical models to extract latent features (product features not yet implemented in the market space), then identify lead users based on the volume of innovative features that they express in social media [1, 4] . Lim and Tucker proposed a Bayesian-based statistical sampling algorithm that identifies product-feature-related keywords from social media data, without human-labeled training data [6] . Recently, Stone and Choi presented a visualization tool which allows designers to extract useful insights from online product reviews [24] .
Since all the above techniques rely on the assumption that social media data is explicit, these techniques would fail to correctly process implicit social media messages which could result in error or inaccurate results. With these emerging product design applications that rely on social media as a knowledge source, it is crucial that the algorithms behind these applications are able to correctly interpret the true meaning of the data.
Natural Language Technology for Semantic Interpretation in Social Media
In this subsection, technologies used to process social media data that go beyond just keyword detection (which works only on explicit data) are reviewed. Multiple studies in the Information Retrieval field have agreed that it is necessary to develop special text processing techniques for social media messages, since they are different from traditional documents due to smaller textual content, heterogeneous language standards, and higher level of noise [25] [26] [27] [28] [29] .
Social media holds sentiments expressed by its users (primarily in the form of textual data). Sentiment analysis in social media refers to the use of natural language processing, text analysis and computational linguistics to identify and extract subjective information in social media. Thelwall et al. found that important events lead to increases in average negative sentiment strength in tweets during the same period [30] . The authors concluded that negative sentiment may be the key to popular trends in Twitter. Kucuktunc et al. studied the influence of several factors such as gender, age, education level, discussion topic, and time of day on sentiment variation in Yahoo! Answers [31] . Their findings shed light towards an application on attitude prediction in online question-answering forums. Weber et al. proposed a machine learning based algorithm to mine tips, short, self-contained, concise texts describing non-obvious advice [32] . Lim et al. applied unsupervised sentiment analysis in social media to identify the patient's potential symptoms and latent infectious diseases [9] . Sentiment of each short text is extracted and used as part of the features. Even though sentiment analysis could prove to be useful when designers would like to know how customers feel about a particular product or product feature, most sentiment extraction techniques only output sentiment level in two dimension (i.e. Positive and Negative). Hence, more advanced techniques are needed in order to narrow down what actually the customers want to say.
Besides sentiment analysis, multiple studies have found that topical analysis could be useful when dealing with noisy textual data such as social media. Even though social media is high in noise due to the heterogeneity of the writing styles, formality, and creativity, such noise bears undiscovered wisdom of the crowd. Paul and Dredze utilized a modified Latent Dirichlet Allocation [33] model to identify 15 ailments along with descriptions and symptoms in Twitter data [34, 35] . Tuarob et al. proposed a methodology for discovering health related content in social media data by quantifying topical similarity between documents as a feature type [7, 8] . Furthermore, a number of studies have devoted to using topical models to detect emerging trends in social networks [36] [37] [38] . In the design informatics field, Tuarob and Tucker proposed a set of methods that extract product related information from large scale social media data, such as customer demands, notable product features, and innovative product ideas [1, 2, 39] . The techniques mentioned above rely on explicit content of social media data and would likely fail or not produce correct results when applied on documents whose meanings are implicit.
Implicit document processing has posed challenges to computational linguists. Researchers have studied on the nature of implicit uses of language; however, none have successfully developed a computational model to translate implicit content into the equivalent explicit form. In dealing with implicit context in social media data, multiple algorithms have been proposed to detect the presence of implicit content in social media [16, 40, 41] ; however, these algorithms do not further attempt to map the implicit content to the equivalent explicit forms. To the best of our knowledge, we are the first to explore the problem of identifying explicit customer preferences towards a product/product feature from large scale social media data.
Methodology
The method proposed in this paper mines language usages in the form of word co-occurrence patterns, in order to map implicit context commonly found in social media data to equivalent explicit ones. Figure 1 outlines the overview of the proposed methodology.
Social Media Data Preprocessing
Indexing coword network
Query Processing
Result Processing User First, social media data is collected and preprocessed (Section 3.1). The textual content is then fed to the indexer in order to generate the co-word network (Section 3.2). Once the network is generated and indexed, the user could give the system an implicit message as the query. The query is processed and the results are returned to the user as a ranked list of relevant keywords classified by parts of speech (Section 3.4). In this system, the user could be a human designer, or an automated program that mines product related information from social media messages.
A practical usage of the proposed implicit message inference system would be to aid designers in synthesizing product features, mined from customers' feedback in large scale social media data, into the next generation products. A framework was presented in [2] , where designers iteratively identify notably good and bad features from existing products, and incorporate/remove them from the next generation products. The method proposed in this paper could be incorporated into such a framework to improve the notable product feature extraction process. The following subsections will discuss each component in Figure 1 in detail.
Social Media Data Preprocessing
Social media provides a means for people to interact, share, and exchange information and opinions in virtual communities and networks [42] . For generalization, the proposed methodology minimizes the assumption about functionalities of social media data, and only assumes that a unit of social media is a tuple of unstructured textual content, a user ID, and a timestamp. Such a unit is referred to as a message throughout the paper. This minimal assumption would allow the proposed methodology to generalize across multiple heterogeneous pools of social media such as Twitter, Facebook, Google+, etc., as each of these social media platforms has this common data structure. Social media messages, corresponding to each product domain, are retrieved by a query of the product's name (and its variants) within the large stream of social media data.
Data Cleaning
Most social media crawling APIs provide additional information with each social media message such as user identification, geographical information, and other statistics 1 . Though this additional information could be useful, it is disregarded and removed not only to save storage space and improve computational speed, but also to preserve the minimal assumption about the social media data mentioned earlier.
Raw social media messages are full of noise that could prevent further steps from achieving the expected performance. In order to remove such noise, the data cleaning process does the following:
1. Lowercasing the textual content 2. Removing hashtags, usernames, and hyperlinks 3. Removing stop words 2 Note that misspelled words (e.g. hahaha, lovin, etc.) and emoticons (e.g. :-), (")(--)("), etc.) are intentionally preserved. Even though they are not well-formed and do not exist in traditional dictionaries, they have been shown to carry useful information that infers semantic meaning behind the messages [8, 43] . Furthermore, unlike traditional preprocessing techniques for reducing noise in documents, the social media data is not stemmed, since previous studies have shown that stemming could excessively reduce the dimensionality of the data (especially in short messages, each of which contains roughly 14 words on average [44, 45] ), and would likely result in poorer performance [7] .
Sentiment Extraction
The technique developed by Thelwall et al. is employed to quantify the emotion in a message [43] . The algorithm takes a short text as an input, and outputs two values, each of which ranges from 1 to 5. The first value represents the positive sentiment level, and the other represents the negative sentiment level. The reason for having the two sentiment scores instead of just one (with −/+ sign representing negative/positive sentiment) is because research findings have determined that positive and negative sentiments can coexist [46] . However, in this research, we only focus on the net sentiment level; hence, the 1 https://dev.twitter.com/rest/public 2 Stop words are words that are filtered out before processing of textual information. Such words are typically too common to infer meaningful semantics. Examples of stop words include the, is, at, which, and on.
positive and negative scores are combined to produce an emotion strength score using the following equation:
A message is then classified into one of the 3 categories based on the sign of the Emotion Strength score (i.e. positive (+ve), neutral (0ve), negative (-ve)). The EmotionStrength scores will later be used to identify whether a particular message conveys a positive or negative attitude towards a particular product or product feature. Product features are extracted from each social media message. In this paper, the feature extraction algorithm used in [4] is employed. The pseudo-code of the algorithm is outlined in Algorithm 1. At a high level, the algorithm takes a collection of social messages corresponding to a product as input, and outputs a tuple of f eature, f requency such as 'onscreen keyboard ′ , 5 , which infers that the on-screen keyboard feature of this specific product was mentioned 5 times within the given corpus of social media messages. Interested readers are encouraged to consult [4] for additional details about the feature extraction algorithm.
The features are extracted because the proposed methodology infers explicit opinions towards a particular product feature, hence it is imperative that product features can automatically be identified. The final step of the social media data preprocess is to tag each word in a social message with a part of speech (POS). In this paper, Carnegie Mellon ARK Twitter POS tagger 3 is used for this purpose. This particular POS tagger has not only been developed specially for social media data, but has also been successfully used in the product design domain [2] .
Part of Speech Tagging.
The part of speech information is needed in order to disambiguate words with multiple meanings (i.e. homonyms) [47] , which can be commonly found in social media. For example, the word "cold" in "Who waits for an iphone5 in this cold weather?" and "I've got a cold this morning. will skip class." may have different meanings.
Each POS tag will become a node type in the co-word network. Besides standard linguistic POS tags offered by the 3 http://www.ark.cs.cmu.edu/TweetNLP/ POS tagger tool, a special node type PRODUCT is also introduced to distinguish a word that represents a product name (e.g. iPhone 4, Samsung Galaxy SII, Nokia N9, etc) from other words. Table 1 lists the node types used in this research, along with their descriptions.
Generating and Indexing Co-word Network
A co-word network is the collective interconnection of terms based on their paired presence within a specified unit of text. Traditional co-word networks represent a node with only textual representation of a word. Variants of co-occurrence networks have been used extensively in the Information Retrieval field in a wide range of applications that involve semantic analysis such as concept/trend emergence detection [48, 49] , discovering new words, finding/clustering relevant items [50, 51] , semantic interpretation [7, 52] , and document annotation [53, 54] .
In this paper, a node also incorporates part of speech information for word-sense disambiguation purposes. Concretely, a co-word network is an undirected, weighted graph where each node is a pair of Word, POS Tag (e.g., squint,V and iPhone 4, PRODUCT ) that represents a POS tagged word, and each edge weight is the frequency of co-occurrence. Let D be the set of all social media messages, and T be the vocabulary extracted from D. Formally, the co-word network G is defined as follows:
contains both a and b}|
A compound is defined as a set of nodes. A social media message is converted to a compound by converting each word in the message into a node. The nodes are then combined. Replicated nodes are removed. Algorithm 2 explains how the co-word network is generated from a corpus of social media messages. First, the set of nodes, V , and the set of edges, E, are initialized to empty sets. For each social media message d in the corpus D, all the words are tagged with appropriated POS tags, and then converted into nodes which are then combined into a compound c. For each node n in the compound c, update V by including n. Then for each possible combination pair of nodes in c, the weight of the edge that links these two nodes is incremented by 1. The co-word network generation is finished once all the messages are processed. In this paper, the opensource graph database Neo4J 4 is used to store and index the network. Neo4J is used in this task due to its scalability that allows a network with millions of edges to be efficiently stored and indexed. 
Sarcasm Detection
A majority of implicit social media data is manifested in the form of sarcastic messages. Maynard and Greenwood reported that roughly 22.75% of social media data is sarcastic [14] . Hence, this work focuses on improving the ability to interpret sarcastic product related social media messages. In the proposed framework, sarcastic messages are automatically discovered using a machine learning based sarcasm detection algorithm, implemented in [55] . The algorithm produces a sarcastic message detection model using the features extracted from the training data. These feature sets include: N-grams: This feature set extracts individual words (unigrams) and two consecutive words (bi-grams) from a given message. These n-gram features are used extensively to train classification models for text classification tasks. Three and more consecutive words are not used since research has shown the combination of uni-grams and bi-grams are sufficient and optimal, that yields the best results while consuming reasonable amounts of computing resources and memory [56] . Sentiment: It is a hypothesis that sarcastic messages are more negative than non-sarcastic ones. Mathematically, h0 : sentiment neg (sarcastic) > sentiment neg (non sarcastic) (2) Moreover, studies show that sarcastic messages tend to exhibit the co-existence of positive and negative sentiments [46] . The sentiment features include 1.) a positive and a negative sentiment score to each word in the message using the SentiWordNet 5 dictionary, and 2.) the sentiment score produced by the python library TextBlob 6 . Topics: The topical features are extracted using the Latent Dirichlet Allocation algorithm [33] implemented in gensim 7 .
The training dataset includes 20,000 sarcastic tweets and 100,000 non-sarcastic tweets over a period of three weeks in June-July 2014. Once the features are extracted from the training data, they are used to train a support vector machine (SVM) classification model. The trained model is then used to identify a message whether it is sarcastic or non-sarcastic.
Query and Result Processing
A query is a free text message with implicit content. Example queries include "I can't express how much I love the price of iPhone 5 on black Friday" and "I have to squint the screen to read this on Nokia N9". This section describes how a user query is transformed into the network-compatible format, or a compound Q, for further processing. In particular, in order to process a free text query Q Text , the following steps are performed:
1. Preprocess the query Q Text using the mechanism described in Section 3.1, in order to clean the raw message, extract features, and assign POS tags. 2. Form the query compound Q, by converting each POS tagged word into a node, and combining them into a set. 3. Remove the nodes in Q that do not exist in the co-word network.
The resulting query compound Q is then fed into the system for further processing.
The implicit message translation problem in transformed into a node ranking problem so that traditional Information Retrieval techniques can be applied. In this context, a node in the co-word network is equivalent to a combination of a word and its POS. Given the set of products in the same domain (product space) S, the set of all features (feature space) F, the co-word network G = V, E , and query compound Q. The node ranking algorithm takes the following steps: STEP1 For each node t ∈ V , compute P(t|Q, f , s), the likelihood (relevant to product features) of the node t given the query compound Q, target product feature f ∈ F, and the product s ∈ S. STEP2 Rank the nodes by their likelihood. STEP3 Top nodes are returned. , s) represents the likelihood that the node t is relevant to the feature f of the product s, given the query compound Q. The relevance of a node is quantified by its relatedness and explicitness to the query compound Q. Hence, mathematically P(t|Q, f , s) is defined as follows:
P(t|Q, f
P(t|Q, f , s) = ∑ q∈Q w q · Relatedness(t, q) · Explicitness(t|q) (3) Where,
Relatedness(t, q) = weight(t,q)
w q is the weight for the node q ∈ Q, and ∑ q∈Q w q = 1. Ad j(q) is the set of adjacent (neighbor) nodes to q. In the implementation, feature (i.e. f ) and product nodes (i.e. s) are given twice the weight of other nodes in the compound. This is because, by giving higher weight to the target feature and product, the likelihood given to each node will be more relevant towards the feature of the product of interest. weight(t, q) is the weight of the edge linking t and q, which is the co-occurrence frequency of the two nodes. Note that if t and q have never been mentioned together, then the Relatedness(t, q) is evaluated to zero.
Relatedness(t, q) hence quantifies how frequently t and q are mentioned together. The score is normalized to range between [0,1] for consistency when combined with other components.
Explicitness(t|q) quantifies explicitness of the term represented by the node t when presented in the same context as the term represented by the node q, and is measured by the normalized degree of the node t. A term is explicit if it makes the context clearer or easier to understand to the readers. An intuitive assumption is made that terms that have explicit meanings tend to be commonly used and mentioned frequently in multiple contexts. Such properties are captured by the degree of the node representing the term, since the higher degree a node has, the more diverse it is co-mentioned with other words. Table 2 provides examples of 10 highest degree nodes and 10 lowest degree nodes, classified by parts of speech. From the example, it can be seen that words with high degrees have explicit meanings and would make the context simpler and more clarified. On the other hand, the words with low degrees tend to be spurious words that do not directly associate with the product domain. These words tend to make the context implicit, especially when talking about a product or product feature.
Finally, P(t|Q, f , s) is then a weighted sum of the relevance between the node t ∈ V and each node in the query compound Q. P(t|Q, f , s) ranges between [0,1], using to approximate the probability of the node t being relevant to the query compound q. Once P(t|Q, f , s) is computed for all the nodes in the co-word network, they can then be ranked using this score. The final output of the system would then be the top words classified by their parts of speech.
Case Study, Results, and Discussion
This section introduces a case study used to verify the proposed methodology and discusses the results.
A case study of 27 smartphone products is presented that uses social media data (Twitter data) to mine relevant product design information. Data pertaining to product specifications from the smartphone domain is then used to validate the proposed methodology. Smartphones are used as a case study in this paper because of the large volume of discussion about this product domain in social media. Previous work also illustrated that social media data (i.e. Twitter) contains crucial information about product features of other more mundane products such as automobiles [2, 39] . The proposed algorithms may not work well for products which are not prevalently discussed (in terms of quantity of messages related to the product) in social media as the corresponding sets of social media messages may be too small to extract useful knowledge from.
Social Media Data Collection
Twitter 8 is a microblog service that allows its users to send and read text messages of up to 140 characters, known as tweets. The Twitter dataset used in this research was collected randomly using the provided Twitter API, and comprises 2,117,415,962 (˜2.1 billion) tweets in the United States during the period of 31 months, from March 2011 to September 2013.
Tweets related to a product are collected by detecting the presence of the product name (and variants), and preprocessed by cleaning and mapping sentiment level as discussed in Section 3.1. Table 3 lists the number of tweets, number of unique Twitter users, and number of extracted features.
Co-word Network Generation
The co-word network is generated using the procedure outlined in Algorithm 2, using all the social media data associated with the 27 smartphone models. The resulting network contains 95,999 nodes and 2,288,723 edges. A node has a degree of 47.7 and is used 160 times on average. numbers and average degrees of nodes categorized by parts of speech. Figure 2 illustrates a graphical visualization of the generated co-word network using the large-scale graph layout generation algorithm OpenORD [57] .
Query and Result Processing
This section reports notable results from the proposed methodology.
Given a textual query with implicit content, the system first transforms it into a compound, by removing stop words and converting each remaining distinct word into a node. For example, a textual query "I have to squint Fig. 2 . Graphical visualization of the generated co-word network. Table 4 . Statistics of the co-word network generated using the Twitter data associate with the 27 smartphone products. The number of nodes and average degrees are categorized by the types of nodes. the screen to read this on Nokia N9" would be translated into the compound { read,V , squint,V , screen, N , Nokia N9, PRODUCT }. Note that not all the words in the query are converted into nodes since they could be stop words (e.g., I, have, the, this, and on). Figure  3 shows part of the generated co-word network where all the nodes co-occur with the queries nodes (red nodes). The thickness of the edges are proportionate to the actual edge weight. Similarly, the size of each node represents its relative degree. Six smartphone models are selected for evaluation of the proposed co-word implicit message translation model, including HTC ThunderBolt, Motorola Droid, Samsung Galaxy, iPhone 3, iPhone 5, iPhone 4. The sarcasm detection algorithm described in Section 3.3 is used to select sarcastic messages associated with each select smartphone model. To establish ground-truth validation data, each message (and the focus product feature) is manually tagged with actual sentiment (negative, neutral, or positive) of the message poster towards such a feature. For example, "I love how everyone with an iPhone 5 says 'look! My camera is 8 megapixels.' No. F *** off. Both of my Evo's have had 8 megapixel camera's." is associated with iPhone 5, and is tagged with camera, Negative , meaning that the poster may actually feel negative (i.e. unsurprised) about the camera feature of the iPhone 5. Table 5 list the number of sarcastic messages, manually classified by its actual sentiment, associated with each selected smartphone model.
Node Type

# of Nodes
Experiment Procedure
The evaluation is designed to compare the performance between the proposed co-word implicit message translation model (Co-word) against a baseline (Baseline). The baseline method returns the original sarcastic message without any modification (hence, the message is not semantically processed with the co-word network shown in Figure 1 ). Such comparison would allow us to see if the proposed Co-word model could translate a given sarcastic message into its explicit form. To compare the efficacy of both methods, this problem is transformed into a classification problem, where both the Co-word and Baseline translated versions are classified based on the sentiment (Negative, Neutral, Positive) using the sentiment extraction algorithm described in Section 3.1.2, and compared with the ground truth actual sentiment. Standard information retrieval evaluation metrics are used, including precision, recall, and F-measure. These metrics have been used extensively to validate the quality of the results of classification algorithms [58] .
For each sentiment class c ∈ {Negative, Neutral, Positive}, let CC(c) denote the number of sarcastic messages correctly classified as c, CA(c) denote the number of sarcastic messages classified as c, and N(c) denote the number of sarcastic messages labelled as class c, these metrics are defined as follows:
Recall is the ratio of a number of messages the classifier can correctly recall to a number of all messages in that class. If there are 10 messages that belong to the class c, and a classifier can recall all 10 messages correctly, then the recall of the classification with respect to class c is 1.0 (100%). If the classifier can recall 7 messages correctly, then the recall ratio is 0.7 (70%). Precision is the ratio of a number of messages the classifier correctly recalls to a number of all messages it recalls (mix of correct and wrong recalls). In other words, precision quantifies how precise of the recalled results. F-measure combines precision and recall into one number with equal weights. Note that, precision, recall, and F-measure range from [0,1]. Table 6 reports the sentiment classification results from the messages translated by the co-word method and the baseline for each select smartphone model. The classification results for each class (Positive, Neutral, Negative) of both the methods are displayed. The bold figures denotes the better result between the co-word and the baseline methods. Figure 4 summarizes the classification performance of the six select smartphone models, grouped by precision, recall, and F-measure of the three sentiment classes. Figure 5 emphasizes the comparison between the Fmeasure of the classification results of sarcastic messages translated by the co-word and the baseline methods. The messages translated by the proposed co-word method improves the sentiment extraction algorithm to identify the true negative sentiment for four out of six products, namely Motorola Droid, iPhone 3, iPhone 5, iPhone 4. The reason why the co-word method performs worse than the baseline could be explained by Figure 4 . For negative class, though the overall recall of the co-word method surpasses that of the baseline by +39.46%, the precision suffers from the deterioration of -21.21%. This phenomenon suggests that the co-word method still misinterprets some of the actual positive messages as negative (since the recall for the positive class also drops by -34% according to Figure 4) , and hence introduce false positives to the sentiment classifier. Regardless, the overall performance in terms of F-measure is improved by 14% for the negative class. all the select six smartphone models. Figure 4 further elaborates this phenomenon by showing the improvement in precision (by +42.57%), recall (by +128.24%), and F-measure (by +86.46%). Figure 7 compares the F-measure of both the co-word and baseline of the sentiment classification on the positive class. The co-word method improve the sentiment classification in four out of six smartphone models including Motorola Droid, Samsung Galaxy, iPhone 3, and iPhone 5. The reason why the co-word method is not the clear winner for all the select products for the positive sentiment messages is because the co-word technique still tends to misinterpret some of the positive sentiment messages as negative ones. As a result, the amount of the translated messages that appear to be positive is limited, causing a drop in recall of -34% on average (according to Figure  4) . Regardless, since the co-word method is selective about the positive class, the precision of the positive class is boosted by +49.15%, leading the F-measure of the positive class to improve by +2.78%.
Experiment Results
Overall, the classification results in terms of F-measure are improved on average for all the three sentiment classes (+14% for positive class, +86.46% for neutral class, and +2.78% for positive class). The experiment results presented in this section not only illustrate that the co-word technique has the potential to facilitate the translation of implicit social media messages, so that they can be further processed by traditional natural language processing techniques, but also shed light on room to improve and extend this proposed framework for design applications that rely on knowledge extracted from large scale social media data such as [1] [2] [3] . Table 7 illustrates the actual results from the proposed methodology on 10 sample social media messages whose preferences associated with the target product features are implicit (i.e. in the form of sarcasm). The table lists actual Twitter messages, target features, manual interpretation (by the authors) and the resulting top 3 relevant keywords (out of 10 keywords returned by the system), classified by parts of speech. Only nouns (N), verbs (V), and adjectives (A) are showed since the combination of these words are mostly sufficient in order to interpret the explicit semantic behind each message.
From the sample results, it is evident that the combination of the top words returned by the system could potentially provide explicit meaning of the implicit message. For example, the meaning behind "I can't express how much I love the price of iPhone 5 on black Friday" may infer that the user would like to buy and iPhone 5 today (which may be a Black Friday) because the price is cheap. Similarly, the user who posts "eh DroidRazr HD resolution? I don't think so." may convey that the display of his/her Droid Razr is bad, and needs to be upgraded.
Most traditional semantic interpretation techniques including sentiment analysis assume that documents are explicit, and would fail when dealing with these implicit social media messages. The Column "Sentiment Level (From Implicit Context)" shows quantified sentiment level using the algorithm described in Section 3.1.2 on the original tweets. The actual Emotional Strength scores are in parentheses. The Column "Manual Sentiment Evaluation" lists the manual evaluation by the authors on the actual sentiment that each sample tweet infers towards the target product features (either Positive or Negative). The Column "Sentiment Level (From Translated Explicit Context)" shows the sentiment level using the same sentiment extraction algorithm, but on the translated explicit content generated by concatenating the top 20 keywords returned by the system into a single text (disregarding parts of speech). The sentiment levels computed on the translated text agree with the manual evaluation in all the samples shown in Table 7 . Not surprisingly, the sentiment level extracted from the original texts are all incorrect, since the sentiment extraction technique is designed to detect explicit sentiment, and hence would not give correct results when dealing with sarcasm or vague context. It is also interesting to note that the sentiment computed for the implicit sample messages tend to be neutral (Sentiment Level ≈ 0), regardless of the fact that they are composed with emotion-inspired words (i.e., love, can't, shit, beautifully, incredible, etc.). This agrees with prior findings that messages with implicit sentiment (i.e. sarcasm) would be sentimentally neutralized since such messages tend to have equally high volumes of both Positive and Negative scores, causing the Emotion Strength score to converge to 0 [59] .
Conclusions and Future Works
This paper proposes a knowledge based methodology for inferring explicit sense from social media messages whose connotations related to products/product features are implicit. The methodology first generates a co-word network from the corpus of social media messages, which is used as the knowledge source that captures the relationship among all the words expressed in the stream of large scale social media data. A set of mathematical formulations are proposed in order to identify a combination of keywords that would best infer explicit connotation to a given implicit message query. A case study of real-world 27 smartphone models with 31 months' worth of Twitter data is presented. The results of selected smartphone models show great promises that the proposed methodology is effective in translating implicit product preferences to their explicit equivalent connotation that could be readily used in further knowledge extraction applications such as synthesizing product features [2] , predicting future product demands and long-term product longevity [5] , and identifying innovative users in online communities [4] . Future works could strengthen the evaluation process by involving user studies, and verify the generalizability of the proposed methodology by examining diverse case studies of different product domains and social media services. Machine learning approaches that process psychological information such as [60] will also be explored to predict behaviors of customers from their sarcasm and other forms of language usages.
