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Abstract
In 1981, Takeuti introduced quantum set theory as the quantum counterpart of
Boolean valued models of set theory by constructing a model of set theory based on
quantum logic represented by the lattice of closed subspaces in a Hilbert space and
showed that appropriate quantum counterparts of ZFC axioms hold in the model.
Here, Takeuti’s formulation is extended to construct a model of set theory based
on the logic represented by the lattice of projections in an arbitrary von Neumann
algebra. A transfer principle is established that enables us to transfer theorems of
ZFC to their quantum counterparts holding in the model. The set of real numbers
in the model is shown to be in one-to-one correspondence with the set of self-adjoint
operators affiliated with the von Neumann algebra generated by the logic. Despite
the difficulty pointed out by Takeuti that equality axioms do not generally hold
in quantum set theory, it is shown that equality axioms hold for any real numbers
in the model. It is also shown that any observational proposition in quantum
mechanics can be represented by a corresponding statement for real numbers in the
model with the truth value consistent with the standard formulation of quantum
mechanics, and that the equality relation between two real numbers in the model is
equivalent with the notion of perfect correlation between corresponding observables
(self-adjoint operators) in quantum mechanics. The paper is concluded with some
remarks on the relevance to quantum set theory of the choice of the implication
connective in quantum logic.
1 Introduction
Since Birkhoff and von Neumann [2] introduced quantum logic in 1936 as the semantical
structure of propositional calculus for observational propositions on a quantum system,
there have been continued research efforts for introducing the methods of symbolic logic
into the logical structure of our recognition on quantum systems. However, the intro-
duction of basic notions of sets and numbers in quantum logic was not realized before
Takeuti [35] introduced quantum set theory in his seminal paper published in 1981.
Quantum set theory has two main origins, quantum logic introduced by Birkhoff and
von Neumann [2] and Boolean valued models of set theory by which Scott and Solovay [29]
reformulated the method of forcing invented by Cohen [4, 5] for the independence proof of
the continuum hypothesis. Birkhoff and von Neumann [2] argued that the propositional
calculus for quantum mechanics is represented by the lattice of closed linear subspaces of
the Hilbert space of state vectors of the system so that logical operations correspond to
lattice operations of the subspaces such as set intersection (conjunction), closure of space
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sum (disjunction), and orthogonal complement (negation), whereas the propositional
calculus for classical mechanics is represented by a Boolean logic corresponding to the
Boolean algebra of Borel subsets of the phase space of the physical system modulo the
sets of Lebesgue measure zero so that logical operations correspond to set operations in
an obvious way.
The correspondence between classical mechanics and classical logic can be extended
nowadays to its ultimate form using Boolean valued analysis introduced by Scott [28]
and developed by Takeuti [32, 33, 34, 37, 36, 38] and many followers [6, 11, 14, 15, 16,
17, 18, 19, 20, 21, 22, 23, 24, 25, 30] as follows. Let V (B) be the Boolean valued universe
of set theory constructed from the complete Boolean algebra B of Borel subsets of the
phase space of a classical mechanical system modulo the sets with Lebesgue measure
zero. Then, there is a natural correspondence between physical quantities of the system
and the real numbers in the model V (B), and by the ZFC transfer principle for Boolean
valued models, any theorem on real numbers provable in ZFC gives rise to a valid physical
statement on physical quantities of that system.
One of the interesting programs in constructing quantum set theory is to extend
this correspondence to that between quantum mechanics and quantum set theory. Let
V (Q) be the universe of set theory constructed from the complete orthomodular lattice
Q of projections in a von Neumann algebra M of observables of a physical system [3].
Then, it is expected that there is a natural correspondence between physical quantities
(observables) of the system and the real numbers in the model V (Q), and it is also expected
that we have a suitable transfer principle from theorems in ZFC to a valid physical
statement on physical quantities of that system.
When the von Neumann algebra M is abelian, the corresponding physical system
is considered as a classical system, and the projection lattice Q is a complete Boolean
algebra, so that V (Q) is nothing but a Boolean valued model of set theory.
In Ref. [35], Takeuti investigated in the case where the von Neumann algebra is a type
I factor or equivalently the algebra of all bounded operators on a Hilbert space H. He
showed that axioms of ZFC can be transferred to appropriate valid statements in V (Q)
and that real numbers in V (Q) naturally correspond to self-adjoint operators on H or
equivalently observables of the quantum system described by H.
In this paper, we extend Takeuti’s investigation to an arbitrary von Neumann algebra
M on a Hilbert space H. Instead of transferring each axiom of ZFC to an appropriate
valid statement in V (Q), this paper establishes a unified transfer principle from theorems of
ZFC to valid statements in V (Q), which enables us to directly obtain transferred theorems
in V (Q) without proving them from the transferred axioms in V (Q). The only restriction
to our transfer principle is that a theorem in ZFC to transfer should be expressed by a
∆0-formula in the language of set theory; ifM is abelian, it is known from a fundamental
theorem of Boolean valued models of set theory that this restriction can be removed.
After establishing the transfer principle, we investigate real numbers in V (Q). It is
rather easy to extend Takeuti’s result to show that there is a one-to-one correspondence
between real numbers in V (Q) and self-adjoint operators on H affiliated with M or nat-
urally observables of the physical system described by M. Another important result
about the real numbers in V (Q) concerns the equality between real numbers. As previ-
ously shown by Takeuti [35], one of the difficult aspects of quantum set theory is that
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equality axioms do not generally hold. Since the equality is one of the most fundamental
relations, the lack of equality axioms has led many researchers to question the applica-
bility of quantum set theory to a real science such as quantum mechanics. Here, we shall
show that the equality axioms generally hold between any real numbers in V (Q). We also
show that the equality between two real numbers is equivalent to the notion of quan-
tum perfect correlation [26, 27] between two corresponding observables in the quantum
system. Thus, despite the above difficulty of the equality in V (Q), the equality between
real numbers in V (Q) has a clear physical meaning, and thus quantum set theory is ex-
pected to play a crucial role in the future investigations in the interpretation of quantum
mechanics.
Section 2 collects results on quantum logic used in the later sections. Section 3 in-
troduces the model V (Q) of (quantum) set theory based on the projection lattice Q of
a von Neumann algebra M, and proves some basic properties. Section 4 is devoted to
proving the ZFC Transfer Principle that states that any theorem of ZFC expressed by a
∆0-formula holds in the model V
(Q) up to the well-defined truth value in Q representing
the degree of commutativity of elements in V (Q) appearing in that formula. Section 5
introduces real numbers in the model V (Q), and proves that the equality axioms hold for
the reals in V (Q). Section 6 proves that the set R(Q) of reals in V (Q) is in one-to-one corre-
spondence with the set of self-adjiont operators affiliated with the von Neumann algebra
M generated by the logic Q, and shows that through this correspondence observationally
valid propositions on the physical system is naturally expressed as the valid statements
on the reals in V (Q). This section also proves that the equality relation between two
reals in V (Q) is equivalent with the notion of the quantum perfect correlation between
the corresponding observables (self-adjoint operators), a notion recently introduced into
quantum mechanics [26, 27]. Section 7 concludes the present paper with discussions on
an open problem on the choice of the implication connective.
2 Quantum logic
Let H be a Hilbert space. For any subset S ⊆ H, we denote by S⊥ the orthogonal
complement of S, i.e., S⊥ = {ψ ∈ H| 〈ξ, ψ〉 = 0 for all ξ ∈ S}. Then, S⊥⊥ is the closed
linear span of S. Let C(H) be the set of all closed linear subspaces in H. With the
set inclusion M ⊆ N as the partial ordering, the set C(H) is a complete lattice. The
lattice operations on C(H) are characterized by M ∧N =M ∩N , M ∨N = (M ∪N)⊥⊥,∧
S =
⋂
S, and
∨
S = (
⋃
S)⊥⊥ for any S ⊆ C(H). The operation M 7→ M⊥ is an
orthocomplementation on the lattice C(H), with which C(H) is a complete orthomodular
lattice [12, p. 65].
Denote by B(H) the algebra of bounded linear operators on H and Q(H) the set of
projections on H. We define the operator ordering on B(H) by A ≤ B iff 〈ψ,Aψ〉 ≤
〈ψ,Bψ〉 for all ψ ∈ H. For any A ∈ B(H), denote by R(A) ∈ C(H) the closure of the
range of A, i.e., R(A) = (AH)⊥⊥. For any M ∈ C(H), denote by P(M) ∈ Q(H) the
projection operator ofH ontoM . Then, RP(M) =M for allM ∈ C(H) and PR(P ) = P
for all P ∈ Q(H), and we have P ≤ Q if and only ifR(P ) ⊆ R(Q) for all P,Q ∈ Q(H), so
that Q(H) with the operator ordering is also a complete orthomodular lattice isomorphic
to C(H). The lattice operations are characterized by P ∧Q = limn→∞(PQ)n, P⊥ = 1−P
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for all P,Q ∈ Q(H).
Let A ⊆ B(H). We denote by A′ the commutant of A in B(H). A self-adjoint
subalgebra M of B(H) is called a von Neumann algebra on H iff 1 ∈ M and M′′ =M.
By the double commutation theorem [31], a self-adjoint algebra M ⊆ B(H) is a von
Neumann algebra if and only if M is closed under the weak operator topology, i.e., for
all nets Aα ∈ M and A ∈ B(H), if 〈ψ,Aαψ〉 → 〈ψ,Aψ〉 for all ψ ∈ H then A ∈ M. We
denote by P(M) the set of projections in a von Neumann algebra M.
We say that P and Q are commuting, in symbols P |◦ Q, iff [P,Q] = 0, where [P,Q] =
PQ− QP . It is well-known that P |◦ Q if and only if P = (P ∧ Q) ∨ (P ∧ Q⊥). All the
relations P |◦ Q, Q
|
◦ P , P
⊥ |
◦ Q, P
|
◦ Q
⊥, and P⊥ |◦ Q
⊥ are equivalent. For any subset
A ⊆ Q(H), we denote by A! the commutant of A in Q(H), i.e., A! = {P ∈ Q(H) |
P |◦ Q for all Q ∈ A} [12, p. 23]. Then, A! is a complete orthomodular sublattice of
Q(H), i.e.,
∧
S,
∨
S, P⊥ ∈ A! for any S ⊆ A! and P ∈ A!. A logic on H is a subset Q of
Q(H) satisfying Q = Q!!. Thus, any logic on H is a complete orthomodular sublattice of
Q(H). For any subset A ⊆ Q(H), the smallest logic including A is the logic A!! called
the logic generated by A.
Then, we have
Proposition 2.1 A subset Q ⊆ Q(H) is a logic on H if and only if Q = P(M) for some
von Neumann algebra M on H.
Proof. Let Q ⊆ Q(H) be such that Q!! = Q. Then, Q′ is a von Neumann algebra
and obviously Q! = Q′ ∩ Q(H) = P(Q′). Thus, we have Q = Q!! = (Q!)′ ∩ Q(H) =
(P(Q′))′ ∩ Q(H) = Q′′ ∩ Q(H) = P(Q′′). Suppose Q = P(M) for some von Neumann
algebraM on H. Then, we have M = Q′′. Thus, we have Q! = Q′ ∩Q(H) = P(Q′) and
Q!! = [Q′ ∩ Q(H)]′ ∩ Q(H) = Q′′ ∩ Q(H) = P(Q′′) = P(M). Thus, we have Q!! = Q.
QED
We define the implication and the logical equivalence on Q by P → Q = P⊥∨ (P ∧Q)
and P ↔ Q = (P → Q) ∧ (Q → P ). The following properties are useful in the later
discussions. For the proofs, see e.g. Hardegree [9].
Proposition 2.2 Let Q be a logic on H and P1, P2, P, Q ∈ Q. The following hold.
(i) P → Q = P{ψ ∈ H | Pψ = (P ∧Q)ψ}.
(ii) P → Q = P{ψ ∈ H | Pψ ∈ R(Q)}.
(iii) P ↔ Q = P{ψ ∈ H | Pψ = Qψ}.
(iv) Q ≤ P1 → P2 if and only if PR(P1Q) ≤ P2.
(v) PR(PQ) = P ∧ (P⊥ ∨Q).
A logic on H is called Boolean iff it is a Boolean algebra.
Proposition 2.3 The following assertions hold for any A ⊆ Q(H).
(i) A is a Boolean logic if and only if A = A!! ⊆ A!.
(ii) If A ⊆ A!, the subset A!! is the smallest Boolean logic including A.
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Proof. To prove (i), suppose A = A!! ⊆ A!. By the double commutation theorem, A′′
is the von Neumann algebra generated by A. Since A ⊆ A!, the von Neumann algebra
A′′ is abelian, so that A = A!! = A′′ ∩ Q(H) is a Boolean logic. Conversely, suppose
that A ⊆ Q(H) is a Boolean logic. Then, P |◦ Q for all P,Q ∈ A, so that we have
A = A!! ⊆ A!, and assertion (i) follows. To prove (ii), suppose A ⊆ A!. Then, A!! is a
Boolean sublogic including A. Let B be a Boolean sublogic including A. Then, we have
A!! ⊆ B!! = B. Thus, A!! is the smallest Boolean sublogic including A. QED
The following proposition is useful in later discussions.
Proposition 2.4 Let Q be a logic on H. The following hold.
(i) If Pα ∈ Q and Pα |◦ Q for all α, then (
∨
α Pα)
|
◦ Q,
∧
α Pα
|
◦ Q, and Q ∧ (
∨
α Pα) =∨
α(Q ∧ Pα).
(ii) If P1, P2
|
◦ Q, then (P1 → P2) ∧Q = [(P1 ∧Q)→ (P2 ∧Q)] ∧Q.
Proof. For the proof of (i), see Ref. [35]. To prove (ii), let P1, P2
|
◦ Q. By the set
theoretical definition of ∧ and by Proposition 2.2 (ii), it suffices to show that P1ψ ∈
R(P2) if and only if (P1 ∧ Q)ψ ∈ R(P2 ∧ Q) for every ψ ∈ R(Q). Let ψ ∈ R(Q). If
(P1∧Q)ψ ∈ R(P2∧Q), we have P1ψ = P1Qψ = (P1∧Q)ψ ∈ R(P2∧Q) ⊆ R(P2), so that
P1ψ ∈ R(P2). Conversely, if P1ψ ∈ R(P2), we have (P1 ∧ Q)ψ = P1Qψ = P1ψ ∈ R(P2)
and (P1 ∧Q)ψ = QP1ψ ∈ R(Q), so that (P1 ∧Q)ψ ∈ R(P2 ∧ Q). Thus, we have shown
that (ii) holds. QED
Let Q be a logic on H. Let A ⊆ Q. A Boolean subdomain of A in Q is any E ∈ A!∩Q
such that P1 ∧ E |◦ P2 ∧ E for all P1, P2 ∈ A. Denote by SQ(A) the set of Boolean
subdomains of A in Q, i.e.,
SQ(A) = {E ∈ A
! ∩ Q | P1 ∧ E
|
◦ P2 ∧ E for all P1, P2 ∈ A}.
We shall write SQ(P1, · · · , Pn) = SQ({P1, · · · , Pn}).
For any E ∈ SQ(A), the logic generated by A ∧ E is a Boolean sublogic of Q, since
(A ∧ E)′′ is an abelian von Neumann algebra. The Boolean domain of A in Q, denoted
by ⊥⊥Q(A), is defined as the supremum of SQ(A), i.e.,
⊥⊥Q(A) =
∨
SQ(A).
By Proposition 2.4 (i) we have ⊥⊥Q(A) ∈ A! ∩ Q and P1∧ ⊥⊥Q(A) |◦ P2∧ ⊥⊥Q(A) for all
P1, P2 ∈ A, and hence
⊥⊥Q(A) = max{E ∈ A
! ∩Q | P1 ∧ E
|
◦ P2 ∧ E for all P1, P2 ∈ A}. (2.1)
See Ref. [35, p. 308] for the case Q = Q(H).
Theorem 2.5 For any subset A ⊆ Q, we have
⊥⊥Q(A) = P{ψ ∈ H | [P1, P2]P3ψ = 0 for all P1, P2, P3 ∈ A},
and ⊥⊥Q(A) =⊥⊥Q(H)(A).
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Proof. Let F = max{E ∈ A! | P1 ∧ E |◦ P2 ∧ E for all P1, P2 ∈ A} and G = {ψ ∈
H | [P1, P2]P3ψ = 0 for all P1, P2, P3 ∈ A}. Let ψ ∈ R(F ) and P1, P2, P3 ∈ A. Then,
the operators P1F , P2F , and P3F are mutually commuting. We have ψ = Fψ, and
P1P2P3F = P1FP2FP3F = P2FP1FP3F = P2P1P3F . Hence, we obtain P1P2P3ψ =
P2P1P3ψ. Thus, ψ ∈ G and R(F ) ⊆ G. Conversely, suppose ψ ∈ G. Let M = (Aψ)
⊥⊥,
the closed linear subspace spanned by Aψ. Then, M is invariant under all P ∈ A,
so that P(M) ∈ A!. Let N = {ξ ∈ H | [P1, P2]ξ = 0 for all P1, P2 ∈ A}. Then,
N is a closed subspace such that M ⊆ N by assumption, so that [P1, P2]P(M) = 0.
Since P(M) ∈ A!, we have P1 ∧ P(M) |◦ P2 ∧ P(M). Thus, we have ψ ∈ M ⊆ R(F )
and G ⊆ R(F ), so that we have shown the relation R(F ) = G. By the well-known
relation PN (X) = PR(X∗)⊥ ∈ Q, where N (X) = X−1(0), for all X ∈ Q′′, we have
P(G) =
∧
P1,P2,P3 PN ([P1, P2]P3) ∈ Q. It follows that F ∈ Q, and hence we have
F =⊥⊥Q(A). Therefore, we have proved the relation ⊥⊥Q(A) = P(G). The relation
⊥⊥Q(A) =⊥⊥Q(H)(A) now follows immediately. QED
Henceforth, for any logic Q on H and any subset A ⊆ Q, we abbreviate ⊥⊥(A) =
⊥⊥Q(A), which is the common element of Q(H) for any Q by the above theorem. A
simpler characterization of the Boolean domain is obtained in terms of von Neumann
algebra generated by A as follows.
Theorem 2.6 For any subset A ⊆ Q, we have
⊥⊥(A) = P{ψ ∈ H | [A,B]ψ = 0 for all A,B ∈ A′′}.
Proof. Let E = P{ψ ∈ H | [P1, P2]P3ψ = 0 for all P1, P2, P3 ∈ A} and F = P{ψ ∈
H | [A,B]ψ = 0 for all A,B ∈ A′′}. Suppose ψ ∈ R(F ). Let P1, P2, P3 ∈ A. We have
P2P3 ∈ A′′, and hence P1(P2P3)ψ = P2P3P1ψ = P2P1P3ψ. It follows that ψ ∈ R(E).
Since E =⊥⊥(A), we have E ∈ A′. Let P,Q ∈ A. We have [P,QE] = [PE,QE] =
[P ∧ E,Q ∧ E] = 0. Since P ∈ A was arbitrary, we have QE ∈ A′. Since Q ∈ A
was arbitrary, we have A′′E ⊆ A′. Since A′ = (A′′)′, we have XY E = Y XE for any
X, Y ∈ A′′. Thus, if ψ ∈ R(E), then we have XY ψ = Y Xψ and ψ ∈ R(F ). Therefore,
we conclude F =⊥⊥(A). QED
3 Universe of quantum sets
We denote by V the universe of sets which satisfies the Zermelo-Fraenkel set theory with
the axiom of choice (ZFC). Throughout this paper, we fix the language L(∈) for first-
order theory with equality having a binary relation symbol ∈, bounded quantifier symbols
∀x ∈ y, ∃x ∈ y, and no constant symbols. For any class U , the language L(∈, U) is the
one obtained by adding a name for each element of U . For convenience, we use the same
symbol for an element of U and its name in L(∈, U) as well as for the membership relation
and the symbol ∈.
To each statement φ of L(∈, U), the satisfaction relation 〈U,∈〉 |= φ is defined by the
following recursive rules:
1. 〈U,∈〉 |= u ∈ v iff u ∈ v.
2. 〈U,∈〉 |= u = v iff u = v.
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3. 〈U,∈〉 |= ¬φ iff 〈U,∈〉 |= φ does not hold.
4. 〈U,∈〉 |= φ1 ∧ φ2 iff 〈U,∈〉 |= φ1 and 〈U,∈〉 |= φ2.
5. 〈U,∈〉 |= (∀x)φ(x) iff 〈U,∈〉 |= φ(u) for all u ∈ U .
We regard the other logical connectives and quantifiers as defined symbols. Our as-
sumption that V satisfies ZFC means that if φ(x1, . . . , xn) is provable in ZFC, i.e.,
ZFC ⊢ φ(x1, . . . , xn), then 〈V,∈〉 |= φ(u1, . . . , un) for any formula φ(x1, . . . , xn) of L(∈)
and all u1, . . . , un ∈ V .
Let Q be a logic on H. For each ordinal α, let
V (Q)α = {u| u : D(u)→ Q and D(u) ⊆
⋃
β<α
V
(Q)
β }.
The Q-valued universe V (Q) is defined by
V (Q) =
⋃
α∈On
V (Q)α ,
where On is the class of all ordinals. It is easy to see that Q1 ⊆ Q2 if and only if
V (Q1)α ⊆ V
(Q2)
α for all α. Thus, every V
(Q) is a subclass of V (Q(H)). For every u ∈ V (Q),
the rank of u, denoted by rank(u), is defined as the least α such that u ∈ V (Q)α . It is easy
to see that if u ∈ D(v) then rank(u) < rank(v)
For u ∈ V (Q), we define the support of u, denoted by L(u), by transfinite recursion on
the rank of u by the relation
L(u) =
⋃
x∈D(u)
L(x) ∪ {u(x) | x ∈ D(u)}.
ForA ⊆ V (Q) we write L(A) =
⋃
u∈A L(u) and for u1, . . . , un ∈ V
(Q) we write L(u1, . . . , un) =
L({u1, . . . , un}). Then, we obtain the following characterization of subuniverses of V (Q(H)).
Proposition 3.1 Let Q be a logic on H and α an ordinal. For any u ∈ V (Q(H)), we have
u ∈ V (Q)α if and only if u ∈ V
(Q(H))
α and L(u) ⊆ Q. In particular, u ∈ V
(Q) if and only
if u ∈ V (Q(H)) and L(u) ⊆ Q. Moreover, rank(u) is the least α such that u ∈ V (Q(H))α for
any u ∈ V (Q).
Proof. Immediate from transfinite induction on α. QED
Let A ⊆ V (Q). The Boolean domain of A, denoted by ∨(A), is defined by
∨(A) =⊥⊥L(A).
For any u1, . . . , un ∈ V (Q), we write ∨(u1, . . . , un) = ∨({u1, . . . , un}).
To each statement φ of L(∈, V (Q)) we assign the Q-valued truth value [[φ]]Q by the
following recursive rules:
1. [[u = v]]Q =
∧
u′∈D(u)(u(u
′)→ [[u′ ∈ v]]Q) ∧
∧
v′∈D(v)(v(v
′)→ [[v′ ∈ u]]Q).
2. [[u ∈ v]]Q =
∨
v′∈D(v)(v(v
′) ∧ [[u = v′]]Q).
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3. [[¬φ]]Q = [[φ]]⊥Q.
4. [[φ1 ∧ φ2]]Q = [[φ1]]Q ∧ [[φ2]]Q.
5. [[φ1 ∨ φ2]]Q = [[φ1]]Q ∨ [[φ2]]Q.
6. [[φ1 → φ2]]Q = [[φ1]]Q → [[φ2]]Q.
7. [[φ1 ↔ φ2]]Q = [[φ1]]Q ↔ [[φ2]]Q.
8. [[(∀x ∈ u)φ(x)]]Q =
∧
u′∈D(u)(u(u
′)→ [[φ(u′)]]Q).
9. [[(∃x ∈ u)φ(x)]]Q =
∨
u′∈D(u)(u(u
′) ∧ [[φ(u′)]]Q).
10. [[(∀x)φ(x)]]Q =
∧
u∈V (Q) [[φ(u)]]Q.
11. [[(∃x)φ(x)]]Q =
∨
u∈V (Q) [[φ(u)]]Q.
We say that a statement φ of L(∈, V (Q)) holds in V (Q) iff [[φ]]Q = 1. A formula in
L(∈) is called a ∆0-formula iff it has no unbounded quantifiers ∀x or ∃x.
Theorem 3.2 (∆0-Absoluteness Principle) For any ∆0-formula φ(x1, . . ., xn) of L(∈
) and u1, . . ., un ∈ V (Q), we have
[[φ(u1, . . . , un)]]Q = [[φ(u1, . . . , un)]]Q(H).
Proof. The assertion is proved by the induction on the complexity of formulas and
the rank of elements of V (Q). First, we shall prove by transfinite induction on α that
(i) [[u = v]]Q = [[u = v]]Q(H) for any u, v ∈ V
(Q)
α , and (ii) [[u ∈ v]]Q = [[u ∈ v]]Q(H) for
any u ∈ V (Q)α and v ∈ V
(Q)
α+1. If α = 0, relations (i) and (ii) trivially hold. To prove (i),
let u, v ∈ V (Q)α . By induction hypothesis on (ii), we have [[u
′ ∈ v]]Q = [[u′ ∈ v]]Q(H) and
[[v′ ∈ u]]Q = [[v′ ∈ u]]Q(H) for all u
′ ∈ D(u) and v′ ∈ D(v). Thus, we have
[[u = v]]Q =
∧
u′∈D(u)
(u(u′)→ [[u′ ∈ v]]Q) ∧
∧
v′∈D(v)
(v(v′)→ [[v′ ∈ u]]Q)
=
∧
u′∈D(u)
(u(u′)→ [[u′ ∈ v]]Q(H)) ∧
∧
v′∈D(v)
(v(v′)→ [[v′ ∈ u]]Q(H))
= [[u = v]]Q(H).
To prove (ii), suppose u ∈ V (Q)α and v ∈ V
(Q)
α+1. If v
′ ∈ D(v), we have v′ ∈ V (Q)α , and hence
we have [[u = v′]]Q = [[u = v
′]]Q(H) from the above. Thus, we have
[[u ∈ v]]Q =
∨
v′∈D(v)
(v(v′) ∧ [[u = v′]]Q)
=
∨
v′∈D(v)
(v(v′) ∧ [[u = v′]]Q(H))
= [[u ∈ v]]Q(H).
Therefore, the assertion holds for atomic formulas. Any induction step adding a logical
symbol works easily, even when bounded quantifiers are concerned, since the ranges of
the supremum and the infimum are common for evaluating [[· · ·]]Q and [[· · ·]]Q(H). (This
would not happen if we were to consider unbounded quantifiers.) QED
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Henceforth, for any ∆0-formula φ(x1, . . ., xn) and u1, . . . , un ∈ V (Q), we abbreviate
[[φ(u1, . . . , un)]] = [[φ(u1, . . . , un)]]Q, which is the common Q-valued truth value in all V (Q)
such that u1, . . . , un ∈ V (Q).
The universe V can be embedded in V (Q) by the following operation ∨ : v 7→ vˇ defined
by the ∈-recursion: for each v ∈ V , vˇ = {uˇ| u ∈ v} × {1}. Then we have the following.
Theorem 3.3 (∆0-Elementary Equivalence Principle) For any ∆0-
formula φ(x1, . . ., xn) of L(∈) and u1, . . ., un ∈ V , we have 〈V,∈〉 |=
φ(u1, . . ., un) if and only if [[φ(uˇ1, . . . , uˇn)]] = 1.
Proof. Let 2 be the sublogic such that 2 = {0, 1}. Then, by induction it is easy to
see that 〈V,∈〉 |= φ(u1, . . ., un) if and only if [[φ(uˇ1, . . . , uˇn)]]2 = 1 for any φ(x1, . . ., xn) in
L(∈), and this is equivalent to [[φ(uˇ1, . . . , uˇn)]] = 1 for any ∆0-formula φ(x1, . . ., xn) by
the ∆0-Absoluteness Principle. QED
Takeuti [35] proved that the following modifications of the equality axioms hold for
the case Q = Q(H).
Theorem 3.4 Let Q be a logic onH. For any u, u′, v, v′, w ∈ V (Q), we have the following.
(i) [[u = u]] = 1.
(ii) [[u = v]] = [[v = u]].
(iii) ∨(u, v, u′) ∧ [[u = u′]] ∧ [[u ∈ v]] ≤ [[u′ ∈ v]].
(iv) ∨(u, v, u′) ∧ [[u ∈ v]] ∧ [[v = v′]] ≤ [[u ∈ v′]].
(v) ∨(u, v, w) ∧ [[u = v]] ∧ [[v = w]] ≤ [[u = w]].
Proof. Takeuti [35] proved the assertions for the case Q = Q(H), and the assertions
for general Q follows from the ∆0-Absoluteness Principle. QED
Takeuti [35] gave examples in which the transitivity and the substitution laws do not
hold without modifications, so that the relations
[[u = u′]] ∧ [[u ∈ v]] ≤ [[u′ ∈ v]],
[[u ∈ v]] ∧ [[v = v′]] ≤ [[u ∈ v′]],
[[u = v]] ∧ [[v = w]] ≤ [[u = w]]
do not hold in general.
Takeuti [35] introduced n-ary relation symbols ∨(x0, . . . , xn) for any n = 2, 3, . . . in
the language L(∈). We denote by L(∈,∨) the language L(∈) augmented by relation
symbols ∨(x0, . . . , xn). We extend the Q(H)-valued truth value for all the statements in
L(∈,∨, V (Q(H))) by the relation
[[∨(x0, . . . , xn)]] = ∨(u0, . . . , un)
for any u0, . . . , un ∈ V (Q).
Takeuti [35] showed that the following axioms and modifications of axioms of the ZFC
holds in V (Q(H)):
Axiom of Infinity. [[∃x ∈ ωˇ(x ∈ ωˇ) ∧ ∀x ∈ ωˇ∃y ∈ ωˇ(x ∈ y)]] = 1.
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Axiom of Pair. ∨(u, v) ≤ [[∃x(∨(u, v, x) ∧ ∀y(y ∈ x↔ y = u ∨ y = v)))]].
Axiom of Union. ∨(u) ≤ [[∃v(∨(u, v) ∧ ∀x(∨(x, u)→ (x ∈ v ↔ ∃y ∈ u(x ∈ y))))]].
Axiom of Replacement. [[∀x ∈ u∃yφ(x, y)]] ≤ [[∃v∀x ∈ u∃y ∈ vφ(x, y)]].
Axiom of Power Set. ∨(u) ≤ [[∃v(∨(u, v)∧∀t(∨(u, v, t)→ (t ∈ v ↔ ∀x ∈ t(x ∈ u))))]].
Axiom of Foundation. ∨(u) ∧ [[∃x ∈ u(x ∈ u)]] ≤ [[∃x ∈ u∀y ∈ u(¬y ∈ u)]].
Axiom of Choice. ∨(u) ≤ [[∃v(∨(u, v) ∧ ∀x ∈ u(∃y ∈ x∃!z ∈ u(y ∈ z) → ∃!y ∈ x(y ∈
v)))]].
According to the above, Takeuti [35] concluded that a reasonable set theory holds in
V (Q(H)). However, it is still difficult to say what theorem holds in V (Q(H)), since we have
to construct the proof for each theorem using the above “axioms”. It may be routine,
but the above “axioms” do not ensure that we can tell what theorems hold without
constructing proofs. In the next section, we shall solve this problem by establishing a
unified transfer of theorems of ZFC to valid statements on V (Q).
4 ZFC Transfer Principle in Quantum Set Theory
Let u ∈ V (Q) and p ∈ Q. The restriction u|p of u to p is defined by the following transfinite
recursion:
D(u|p) = {x|p | x ∈ D(u)},
u|p(x|p) = u(x) ∧ p
for any x ∈ D(u). Note that our definition of restriction is simpler than the corresponding
notion given by Takeuti [35], and we shall develop the theory of restriction along with a
different line.
Proposition 4.1 For any A ⊆ V (Q) and p ∈ Q, we have
L({u|p | u ∈ A}) = L(A) ∧ p.
Proof. By induction, it is easy to see the relation L(u|p) = L(u) ∧ p, so that the
assertion follows easily. QED
Let A ⊆ V (Q). The logic generated by A, denoted by Q(A), is define by
Q(A) = L(A)!!.
For u1, . . . , un ∈ V (Q), we write Q(u1, . . . , un) = Q({u1, . . . , un}).
Proposition 4.2 For any ∆0-formula φ(x1, . . . , xn) in L(∈) and u1, · · · , un ∈ V (Q(H)),
we have [[φ(u1, . . . , un)]] ∈ Q(u1, . . . , un).
Proof. Let A = {u1, . . . , un}. Since L(A) ⊆ Q(A), it follows from Proposition 3.1
that u1, . . . , un ∈ V Q(A). By the ∆0-Absoluteness Principle, we have [[φ(u1, . . . , un)]] =
[[φ(u1, . . . , un)]]Q(A) ∈ Q(A). QED
Proposition 4.3 For any ∆0-formula φ(x1, . . ., xn) of L(∈) and u1, . . ., un ∈ V (Q(H)), if
p ∈ L(u1, . . . , un)!, then p |◦ [[φ(u1, . . . , un)]] and p |◦ [[φ(u1|p, . . . , un|p)]].
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Proof. Let u1, . . ., un ∈ V (Q). If p ∈ L(u1, . . . , un)!, then p ∈ Q(u1, . . . , un)!. From
Proposition 4.2, [[φ(u1, . . . , un)]] ∈ Q(u1, . . . , un), so that p |◦ [[φ(u1, . . . , un)]]. From Propo-
sition 4.1, L(u1|p, . . . , un|p) = L(u1, . . . , un) ∧ p, and hence p ∈ L(u1|p, . . . , un|p)!, so that
p |◦ [[φ(u1|p, . . . , un|p)]]. QED
We define the binary relation x1 ⊆ x2 by “x1 ⊆ x2”=“∀x ∈ x1(x ∈ x2).” Then, by
definition for any u, v ∈ V (Q) we have
[[u ⊆ v]] =
∧
u′∈D(u)
u(u′)→ [[u′ ∈ v]],
and we have [[u = v]] = [[u ⊆ v]] ∧ [[v ⊆ u]].
Proposition 4.4 For any u, v ∈ V (Q) and p ∈ L(u, v)!, we have the following relations.
(i) [[u|p ∈ v|p]] = [[u ∈ v]] ∧ p.
(ii) [[u|p ⊆ v|p]] ∧ p = [[u ⊆ v]] ∧ p.
(iii) [[u|p = v|p]] ∧ p = [[u = v]] ∧ p.
Proof. We shall prove by transfinite induction on α that (i) holds for all u ∈ V (Q)α
and v ∈ V (Q)α+1 and that (ii) and (iii) hold for all u, v ∈ V
(Q)
α . If α = 0, the relations
trivially hold. To prove (ii), let u, v ∈ V (Q)α and p ∈ L(u, v)
!. Let u′ ∈ D(u). Since
L(u, v)! ⊆ L(u′, v)!, we have p ∈ L(u′, v)!. Then, we have [[u′|p ∈ v|p]] = [[u′ ∈ v]] ∧ p by
induction hypothesis on (i). Thus, we have
[[u|p ⊆ v|p]] =
∧
u′∈D(u|p)
(u|p(u
′)→ [[u′ ∈ v|p]])
=
∧
u′∈D(u)
(u|p(u
′|p)→ [[u
′|p ∈ v|p]])
=
∧
u′∈D(u)
(u(u′) ∧ p)→ ([[u′ ∈ v]] ∧ p).
We have p |◦ u(u
′) by assumption on p, and p |◦ [[u
′ ∈ v]] by Proposition 4.3, so that
p |◦ u(u
′) → [[u′ ∈ v]] and p |◦ (u(u′) ∧ p) → ([[u′ ∈ v]] ∧ p). From Proposition 2.4 (ii) we
have
p ∧ [(u(u′) ∧ p)→ ([[u′ ∈ v]] ∧ p)] = p ∧ (u(u′)→ [[u′ ∈ v]]).
Thus, from Proposition 2.4 (i) we have
p ∧ [[u|p ⊆ v|p]] = p ∧
∧
u′∈D(u)
(u(u′) ∧ p)→ ([[u′ ∈ v]] ∧ p)
=
∧
u′∈D(u)
p ∧ [(u(u′) ∧ p)→ ([[u′ ∈ v]] ∧ p)]
=
∧
u′∈D(u)
p ∧ (u(u′)→ [[u′ ∈ v]])
= p ∧
∧
u′∈D(u)
(u(u′)→ [[u′ ∈ v]])
= p ∧ [[u ⊆ v]].
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Thus, we have proved relation (ii) for all u, v ∈ V (Q)α . Relation (iii) for all u, v ∈ V
(Q)
α
follows easily from relation (ii). To prove (i), suppose u ∈ V (Q)α , v ∈ V
(Q)
α+1, and p ∈
L(u, v)!. Let v′ ∈ D(v). Since L(u, v)! ⊆ L(u, v′)!, we have p ∈ L(u, v′)!. By relation (iii)
for u, v ∈ V (Q)α shown above, we have [[u|p = v
′|p]] ∧ p = [[u = v′]] ∧ p. By Proposition 4.3,
we have p |◦ [[u = v
′]], so that v(v′), [[u = v′]] ∈ {p}!, and hence p |◦ v(v′) ∧ [[u = v′]]. Thus,
we have
[[u|p ∈ v|p]] =
∨
v′∈D(v|p)
v|p(v
′) ∧ [[u|p = v
′]]
=
∨
v′∈D(v)
v|p(v
′|p) ∧ [[u|p = v
′|p]]
=
∨
v′∈D(v)
v(v′) ∧ p ∧ [[u|p = v
′|p]]
=
∨
v′∈D(v)
(v(v′) ∧ [[u = v′]] ∧ p)
=

 ∨
v′∈D(v)
v(v′) ∧ [[u = v′]]

 ∧ p,
where the last equality follows from Proposition 2.4 (i). Thus, by definition of [[u = v]]
we obtain the relation [[u|p ∈ v|p]] = [[u = v]] ∧ p, and relation (i) for all u ∈ V (Q)α and
v ∈ V (Q)α+1 has been proved. Therefore, the assertion follows from transfinite induction on
α. QED
Proposition 4.5 For any ∆0-formula φ(x1, . . ., xn) of L(∈) and u1, . . ., un ∈ V (Q), if
p ∈ L(u1, . . . , un)!, then [[φ(u1, . . . , un)]] ∧ p = [[φ(u1|p, . . . , un|p)]] ∧ p.
Proof. We prove the assertion by induction on the complexity of φ(x1, . . ., xn). From
Proposition 4.4, the assertion holds for atomic formulas. Then, the verification of every
induction step follows from the fact that the function a 7→ a∧ p of all a ∈ {p}! preserves
all the supremum and infimum and satisfies (a → b) ∧ p = [(a ∧ p) → (b ∧ p)] ∧ p from
Proposition 2.4 (ii) and a⊥ ∧ p = (a ∧ p)⊥ ∧ p for all a, b ∈ {p}!. QED
Now, we can prove the following.
Theorem 4.6 (ZFC Transfer Principle) For any ∆0-formula φ(x1, . . ., xn) of L(∈)
and u1, . . ., un ∈ V
(Q), if φ(x1, . . ., xn) is provable in ZFC, then we have
∨(u1, . . . , un) ≤ [[φ(u1, . . . , un)]].
Proof. Let p = ∨(u1, . . . , un). Then, we have a∧ p
|
◦ b∧ p for any a, b ∈ L(u1, . . . , un),
and hence there is a Boolean sublogic B such that L(u1, . . . , un)∧p ⊆ B. From Proposition
4.1, we have L(u1|p, . . . , un|p) ⊆ B. From Proposition 3.1, we have u1|p, . . . , un|p ∈ V (B).
By the ZFC Transfer Principle of the Boolean valued universe [1, Theorem 1.33], we have
[[φ(u1|p, . . . , un|p)]]B = 1. By the ∆0-Absoluteness Principle, we have [[φ(u1|p, . . . , un|p)]] =
1. From Proposition 4.5, we have [[φ(u1, . . . , un)]] ∧ p = [[φ(u1|p, . . . , un|p)]] ∧ p = p, and
the assertion follows. QED
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5 Real numbers in quantum set theory
Let Q be the set of rational numbers in V . We define the set of rational numbers in the
model V (Q) to be Qˇ. We define a real number in the model by a Dedekind cut of the
rational numbers. More precisely, we identify a real number with the upper segment of a
Dedekind cut assuming that the lower segment has no end point. Therefore, the formal
definition of the predicate R(x), “x is a real number,” is expressed by
x ⊆ Qˇ ∧ ∃y ∈ Qˇ(y ∈ x) ∧ ∃y ∈ Qˇ(y 6∈ x) ∧ ∀y ∈ Qˇ(y ∈ x↔ ∀z ∈ Qˇ(y < z → z ∈ x)),
where “x ⊆ Qˇ”= “∀y ∈ x(y ∈ Qˇ).” We define R(Q) to be the interpretation of the set R
of real numbers in V (Q) as follows.
R(Q) = {u ∈ V (Q)| D(u) = D(Qˇ) and [[R(u)]] = 1}.
Theorem 5.1 For any u ∈ R(Q), we have the following.
(i) u(rˇ) = [[rˇ ∈ u]] for all r ∈ Q.
(ii) ∨(u) = 1.
Proof. Let u ∈ R(Q) and x ∈ Q. Then, we have
[[xˇ ∈ u]] =
∨
y∈Q
([[xˇ = yˇ]] ∧ u(yˇ)) = u(xˇ),
and assertion (i) follows. We have
L(u) =
⋃
s∈D(u)
L(s) ∪ {u(s) | s ∈ D(u)}
=
⋃
s∈Q
L(sˇ) ∪ {u(sˇ) | s ∈ Q}
= {0, 1, u(sˇ) | s ∈ Q},
so that it suffices to show that each u(sˇ) with s ∈ Q is mutually commuting. By definition,
we have
[[∀y ∈ Qˇ(y ∈ u↔ ∀z ∈ Qˇ(y < z → z ∈ u))]] = 1.
Hence, we have
u(sˇ) = [[sˇ ∈ u]] =
∧
s<t,t∈Q
[[tˇ ∈ u]].
Thus, if s1 < s2, then u(sˇ1) ≤ u(sˇ2), so that u(sˇ1) |◦ u(sˇ2). Thus, each u(sˇ) with s ∈ Q is
mutually commuting, and assertion (ii) follows. QED
Proposition 5.2 If ∨(u) ∧ [[R(u)]] = 1, then there is a unique v ∈ R(Q) such that
∨(u, v) = 1 and [[u = v]] = 1.
Proof. Let u¯ ∈ V (Q) be such that D(u¯) = D(Qˇ) and u¯(xˇ) = [[xˇ ∈ u]] for all x ∈ Q.
Since ∨(u) = 1, there is a Boolean sublogic B such that L(u) ⊆ L(u)!! = B. It is easy
to see that Qˇ, u¯ ∈ V (B) so that ∨(u, u¯) = 1, and [[R(u)]]B = 1 by the ∆0-Absoluteness
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Principle. By definition, we have u¯(x) → [[x ∈ u]] = 1 for all x ∈ D(u¯), and hence
[[u¯ ⊆ u]] = 1. On the other hand, we have [[u ⊆ Qˇ]]B = 1 from [[R(u)]]B = 1. Thus,
[[u ⊆ u¯]] = [[u ⊆ u¯]]B
= [[∀x(x ∈ u→ x ∈ u¯)]]B ∧ [[u ⊆ Qˇ]]B
= [[∀x ∈ Qˇ(x ∈ u→ x ∈ u¯)]]B
=
∧
x∈D(Qˇ)
([[x ∈ u]]→ [[x ∈ u¯]])
= 1.
To show the uniqueness, let v1, v2 ∈ R(Q) be such that [[u = v1]] = [[u = v2]] = 1
and ∨(u, v1) = ∨(u, v2) = 1. Let x ∈ Q. Then, [[xˇ ∈ v1]] = [[xˇ ∈ u]] follows from
[[u = v1]] = ∨(u, v1, xˇ) = 1, and we have [[xˇ ∈ v2]] = [[xˇ ∈ u]] similarly. Thus, we have
[[xˇ ∈ v1]] = [[xˇ ∈ v2]]. Since v1(xˇ) = [[xˇ ∈ v1]] and v2(xˇ) = [[xˇ ∈ v2]], the relation [[v1 = v2]]
follows easily. QED
Theorem 5.3 If (R(x1)∧ · · · ∧R(xn))→ ψ(x1, . . . , xn, xn+1, . . . , xn+m) is a ∆0-formula
of L(∈) provable in ZFC, then for any u1, . . . , un ∈ R(Q) and un+1, . . . , un+m ∈ V (Q) we
have
∨(u1, . . . , un+m) ≤ [[ψ(u1, . . . , un+m)]].
Proof. By the ZFC transfer principle, we have
∨(u1, . . . , un+m) ≤ [[R(u1) ∧ · · · ∧R(un)]]→ [[ψ(u1, . . . , un+m)]],
and the assertion follows from [[R(u1)∧ · · ·∧R(un)]] = 1 for any u1, . . . , un ∈ R(Q). QED
In what follows, we write r ∧ s = min{r, s} and r ∨ s = max{r, s} for any r, s ∈ R.
The Boolean domain ∨(u, v) of u, v ∈ R(Q) is characterized as follows.
Theorem 5.4 For any u, v ∈ R(Q), we have
∨(u, v) = P{ψ ∈ H | [u(xˇ), v(yˇ)]ψ = 0 for all x, y ∈ Q}.
Proof. We have L(u, v) = {0, 1, u(xˇ), v(xˇ) | x ∈ Q}. Let ψ ∈ R∨(u, v). From Theo-
rem 2.5, we have [u(xˇ), v(yˇ)]u(zˇ)ψ = 0 for all x, y, z ∈ Q. Taking the limit z →∞ we have
[u(xˇ), v(yˇ)]ψ = 0 for all x, y ∈ Q. Conversely, suppose [u(xˇ), v(yˇ)]ψ = 0 for all x, y ∈ Q.
From Theorem 2.5, it suffices to show that [u(xˇ), v(yˇ)]u(zˇ)ψ = 0 and [u(xˇ), v(yˇ)]v(zˇ)ψ = 0
for any x, y, z ∈ Q. We have u(xˇ)v(yˇ)u(zˇ)ψ = u(xˇ)u(zˇ)v(yˇ)ψ = u(xˇ ∧ zˇ)v(yˇ)ψ, and
v(yˇ)u(xˇ)u(zˇ)ψ = v(yˇ)u(xˇ∧ zˇ)ψ = u(xˇ∧ zˇ)v(yˇ)ψ, so that [u(xˇ), v(yˇ)]u(zˇ)ψ = 0. Similarly,
we also have [u(xˇ), v(yˇ)]v(zˇ)ψ = 0. This completes the proof. QED
The Q-valued equality [[u = v]] for u, v ∈ R(Q) is characterized as follows.
Theorem 5.5 For any u, v ∈ R(Q) we have
[[u = v]] = P{ψ ∈ H | [[rˇ ∈ u]]ψ = [[rˇ ∈ v]]ψ for all r ∈ Q}.
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Proof. From Theorem 5.2 (i) we have
[[u = v]] =
∧
r∈Q
(u(rˇ)→ [[rˇ ∈ v]]) ∧
∧
r∈Q
(v(rˇ)→ [[rˇ ∈ u]])
=
∧
r∈Q
([[rˇ ∈ u]]↔ [[rˇ ∈ v]]).
From Proposition 2.2 (iii), we have
[[rˇ ∈ u]]↔ [[rˇ ∈ v]] = P{ψ ∈ H | [[rˇ ∈ u]]ψ = [[rˇ ∈ v]]ψ}
Thus, the assertion follows easily. QED
Theorem 5.6 For any u, v ∈ R(Q) and ψ ∈ H, the following conditions are all equiva-
lent.
(i) ψ ∈ R[[u = v]].
(ii) u(xˇ)ψ = v(xˇ)ψ for any x ∈ Q.
(iii) u(xˇ)v(yˇ)ψ = v(xˇ ∧ yˇ)ψ for any x, y ∈ Q.
(iv) 〈u(xˇ)ψ, v(yˇ)ψ〉 = ‖v(xˇ ∧ yˇ)ψ‖2 for any x, y ∈ Q.
Proof. The equivalence (i)⇔ (ii) follows from Theorem 5.5. Suppose (ii) holds. Then,
we have u(xˇ)v(yˇ)ψ = u(xˇ)u(yˇ)ψ = u(xˇ∧yˇ)ψ = v(xˇ∧yˇ)ψ. Thus, the implication (ii)⇒ (iii)
holds. Suppose (iii) holds. We have 〈u(xˇ)ψ, v(yˇ)ψ〉 = 〈ψ, u(xˇ)v(yˇ)ψ〉 = 〈ψ, v(xˇ ∧ yˇ)ψ〉 =
‖v(xˇ ∧ yˇ)ψ‖2, and hence the implication (iii)⇒(iv) holds. Suppose (iv) holds. Then, we
have 〈u(xˇ)ψ, v(xˇ)ψ〉 = ‖v(xˇ)ψ‖2 and 〈v(xˇ)ψ, u(xˇ)ψ〉 = ‖u(xˇ)ψ‖2. Consequently, we have
‖u(xˇ)ψ − v(xˇ)ψ‖2 = ‖u(xˇ)ψ‖2 + ‖v(xˇ)ψ‖2 − 〈u(xˇ)ψ, v(xˇ)ψ〉 − 〈v(xˇ)ψ, u(xˇ)ψ〉 = 0, and
hence u(xˇ)ψ = v(xˇ)ψ. Thus, the implication (iv)⇒(ii) holds, and the proof is completed.
QED
The set RQ of real numbers in V
(Q) is defined by
RQ = R
(Q) × {1}.
The following theorem shows that the equality is an equivalence relation between real
numbers in V (Q).
Theorem 5.7 The following relations hold in V (Q).
(i) [[(∀u ∈ RQ)u = u]] = 1.
(ii) [[(∀u, v ∈ RQ)u = v → v = u]] = 1.
(iii) [[(∀u, v, w ∈ RQ)u = v ∧ v = w → u = w]] = 1.
(iv) [[(∀v ∈ RQ)(∀x, y ∈ v)x = y ∧ x ∈ v → y ∈ v]] = 1.
(v) [[(∀u, v ∈ RQ)(∀x ∈ u)x ∈ u ∧ u = v → x ∈ v]] = 1.
Proof. Relations (i) and (ii) follow from Theorem 3.4. To prove (iii), let u, v, w ∈
D(RQ) = R(Q). Suppose ψ ∈ R([[u = v]] ∧ [[v = w]]). Let r ∈ Q. Then, we have
[[rˇ ∈ u]]ψ = [[rˇ ∈ v]]ψ and [[rˇ ∈ v]]ψ = [[rˇ ∈ w]]ψ from Theorem 5.5, and hence [[rˇ ∈ u]]ψ =
[[rˇ ∈ w]]ψ. Since r was arbitrary, we obtain ψ ∈ R[[u = w]]. Thus, we have
∧
u,v,w∈D(RQ)
[[u = v ∧ v = w → u = w]] = 1,
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and relation (iii) holds. To prove (iv), let v ∈ R(Q), and let x, y ∈ D(v). Then, we have
s, t ∈ Q such that x = sˇ and y = tˇ. If s 6= t, then [[x = y]] = 0, and the relation trivially
holds. If s = t, then we have [[x ∈ v]] = [[sˇ ∈ v]] = [[tˇ ∈ v]] = [[y ∈ v]], and hence (iv) holds.
To probe (v), let u, v ∈ R(Q), and let x ∈ D(u). Suppose ψ ∈ R([[x ∈ u]] ∧ [[u = v]]). Let
r ∈ Q such that x = rˇ. Then, [[rˇ ∈ u]]ψ = ψ and [[rˇ ∈ u]]ψ = [[rˇ ∈ v]]ψ from Theorem 5.5,
and hence [[x ∈ v]]ψ = ψ, so that ψ ∈ R[[x ∈ v]]. Thus, (v) holds. QED
The following theorem shows commutativity follows from equality in R(Q).
Theorem 5.8 For any u1, . . . , un ∈ R
(Q), we have
[[u1 = u2 ∧ · · · ∧ un−1 = un]] ≤ ∨(u1, . . . , un).
Proof. We have L(u1, . . . , un) = {0, 1, u1(xˇ), . . . , un(xˇ)| x ∈ Q}. Let ψ ∈ R[[u1 =
u2 ∧ · · · ∧ un−1 = un]]. From Theorem 2.5, it suffices to show that ui(xˇ)uj(yˇ)uk(zˇ)ψ =
uj(yˇ)ui(xˇ)uk(zˇ)ψ for any i, j, k = 1, . . . , n and x, y, z ∈ Q. From Theorem 5.7 (iii), we
have ψ ∈ R[[uj = uk]] ∩ R[[ui = uk]]. From Theorem 5.6, we have ui(xˇ)uj(yˇ)uk(zˇ)ψ =
ui(xˇ)uk(yˇ∧ zˇ)ψ = uk(xˇ∧ yˇ∧ zˇ)ψ and uj(yˇ)ui(xˇ)uk(zˇ)ψ = uj(yˇ)uk(xˇ∧ zˇ)ψ = uk(xˇ∧ yˇ∧ zˇ)ψ.
Thus, the above relation follows easily. QED
The following theorem shows that the equality between real numbers in V (Q) satisfies
the substitution law for ∆0-formulas.
Theorem 5.9 (∆0-Substitution Law) For any ∆0-formula φ(x1, . . . , xn) in L(∈), we
have
[[(∀u1, . . . , un, v1, . . . , vn ∈ RQ)
(u1 = v1 ∧ · · · ∧ un = vn)→ (φ(u1, . . . , un)↔ φ(v1, . . . , vn))]] = 1
Proof. Let u1, . . . , un, v1, . . . , vn ∈ R(Q). From the ZFC Transfer Principle, we have
∨(u1, . . . , un, v1, . . . , vn) ≤ [[u1 = v1 ∧ · · · ∧ un = vn]]→ [[φ(u1, . . . , un)↔ φ(v1, . . . , vn)]].
Since ∨(u1, . . . , un, v1, . . . , vn) ∈ L(u1, v1, . . . , un, vn)!, we have
[[u1 = v1 ∧ · · · ∧ un = vn]] ∧ ∨(u1, . . . , un, v1, . . . , vn) ≤ [[φ(u1, . . . , un)↔ φ(v1, . . . , vn)]].
From Theorem 5.8, we have
[[u1 = v1 ∧ · · · ∧ un = vn]] = [[u1 = v1 ∧ · · · ∧ un = vn]] ∧ ∨(u1, . . . , un, v1, . . . , vn).
Thus, we have
∧
u1,...,un,v1,...,vn∈D(RQ)
[[(u1 = v1 ∧ · · · ∧ un = vn)→ (φ(u1, . . . , un)↔ φ(v1, . . . , vn))]] = 1,
and the assertion follows. QED
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Corollary 5.10 For any ∆0-formula φ(x1, . . . , xn) in L(∈) and any
u1, . . . , un, v1, . . . , vn ∈ RQ, we have
[[u1 = v1 ∧ · · · ∧ un = vn]] ∧ [[φ(u1, . . . , un)]] ≤ [[φ(v1, . . . , vn)]].
Proof. From Theorem 5.9, we have
[[u1 = v1 ∧ · · · ∧ un = vn]] ≤ [[φ(u1, . . . , un)]]→ [[φ(v1, . . . , vn)]].
Thus, Proposition 2.2 (iv) leads to
[[u1 = v1 ∧ · · · ∧ un = vn]] ∧ [[φ(u1, . . . , un)]] ≤ [[φ(v1, . . . , vn)]].
QED
For any u, v ∈ R(Q), u ≤ v, u < v, and u < v ≤ w are ∆0-formula such that
“u ≤ v” = “v ⊆ u”,
“u < v” = “(u ≤ v) ∧ ¬(u = v)”,
“u < v ≤ w” = “(u < v) ∧ (v ≤ w)”.
Recall that for any r ∈ R the embedding rˇ ∈ V (Q) satisfies
D(rˇ) = {xˇ | r ≤ x ∈ Q} and rˇ(xˇ) = 1
for all x ∈ Q with r ≤ x. In order to make the counter part of r ∈ R in R(Q), for any
r ∈ R, we define r˜ ∈ R(Q) by
D(r˜) = D(Qˇ) and r˜(tˇ) = [[rˇ ≤ tˇ]]
for all t ∈ Q.
Proposition 5.11 Let r ∈ Q, s, t ∈ R, and u ∈ R(Q). We have the following relations.
(i) [[rˇ ∈ s˜]] = [[sˇ ≤ rˇ]].
(ii) [[s˜ ≤ t˜]] = [[sˇ ≤ tˇ]].
(iii) [[u ≤ t˜]] =
∧
t<x∈Q
u(xˇ).
Proof. We have
[[rˇ ∈ s˜]] =
∨
x∈D(s˜)
[[rˇ = x]] ∧ s˜(x) =
∨
x∈Q
[[rˇ = xˇ]] ∧ s˜(xˇ) = s˜(rˇ) = [[sˇ ≤ rˇ]],
so that (i) holds. We have
[[s˜ ≤ t˜]] = [[(∀x ∈ t˜)x ∈ s˜]] =
∧
x∈Q
[[tˇ ≤ xˇ]]→ [[sˇ ≤ xˇ]] =
∧
t≤x∈Q
[[sˇ ≤ xˇ]] = [[sˇ ≤ tˇ]],
and hence (ii) holds. We have
[[u ≤ t˜]] = [[(∀x ∈ t˜)x ∈ u]] =
∧
x∈Q
[[tˇ ≤ xˇ]]→ u(xˇ) =
∧
t≤x∈Q
u(xˇ),
so that (iii) holds. QED
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6 Applications to operator theory and quantum mechanics
LetM be a von Neumann algebra on a Hilbert space H and let Q be a logic of projections
in M. Then, M = Q′′ and every von Neumann algebra arises in this way from a logic
Q on H. A closed operator A (densely defined) on H is said to be affiliated with M, in
symbols AηM, iff U∗AU = A for any unitary operator U ∈ M′. Let A be a self-adjoint
operator (densely defined) on H and let A =
∫
R λ dE
A(λ) be its spectral decomposition,
where {EA(λ)}λ∈R is the resolution of the identity belonging to A. It is well-known that
AηQ′′ if and only if EA(λ) ∈ Q for every λ ∈ R. Denote by MSA the set of self-adjoint
operators affiliated with M. Two self-adjoint operators A and B are said to commute,
in symbols A |◦ B, iff E
A(λ) |◦ E
B(λ′) for every pair λ, λ′ of reals.
Let B be a Boolean logic on H. Takeuti [32] showed that there is a one-to-one
correspondence between R(B) and (B′′)SA as follows. Let u ∈ R
(B). Then, we have
u(rˇ) ∈ B for all r ∈ Q and the following are easily checked.
(i)
∧
r∈Q
u(rˇ) = 0.
(ii)
∨
r∈Q
u(rˇ) = 1.
(iii) u(rˇ) =
∧
r<s∈Q
u(sˇ) for every r ∈ Q.
In fact, (i) follows from [[∃y ∈ Qˇ(y 6∈ u)]] = 1, (ii) follows from [[∃y ∈ Qˇ(y ∈ u)]] = 1, and
(iii) follows from [[∀y ∈ Qˇ(y ∈ u↔ ∀z ∈ Qˇ(y < z → z ∈ u))]] = 1.
For any u ∈ R(B) and λ ∈ R, we define Eu(λ) by
Eu(λ) =
∧
λ<r∈Q
u(rˇ).
Then, we have the following.
(i)
∧
r∈Q
Eu(λ) = 0.
(ii)
∨
r∈Q
Eu(λ) = 1.
(iii) Eu(λ) =
∧
λ<µ
Eu(µ) for every λ ∈ Q.
The above relations show that {Eu(λ)}λ∈R is a resolution of the identity in B and hence
by the spectral theorem there is a self-adjoint operator uˆ η B′′ uniquely satisfying uˆ =∫
R λ dE
u(λ). On the other hand, let Aη B′′ be a self-adjoint operator. We define A˜ ∈ V (B)
by
D(A˜) = D(Qˇ) and A˜(rˇ) = EA(r) for all r ∈ Q.
Then, it is easy to see that A˜ ∈ R(B) and we have (uˆ)˜ = u for all u ∈ R(B) and (A˜)ˆ = A for
all A ∈ (B′′)SA. Therefore, the correspondence between R
(B) and (B′′)SA is a one-to-one
correspondence. We call the above correspondence the Takeuti correspondence. It should
be noted that for any a ∈ R, the real a˜ ∈ R(Q) corresponds to the scalar operator a1
under the Takeuti correspondence.
Now, we have the following.
Theorem 6.1 Let Q be a logic on H. The relations
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(i) EA(λ) =
∧
λ<r∈Q
u(rˇ) for all λ ∈ Q,
(ii) u(rˇ) = EA(r) for all r ∈ Q,
for all u ∈ R(Q) and A ∈ (Q′′)SA sets up a one-to-one correspondence between R
(Q) and
(Q′′)SA.
Proof. Let u ∈ R(Q). From Theorem 5.1 we have ∨(u) = 1. Thus, the logic L(u)!!
generated by L(u) is a Boolean logic. Let B = L(u)!!. By the ∆0-Absoluteness Principle,
u ∈ R(B). Thus, by Takeuti’s result above there is a self-adjoint operator A = uˆ η B′′
satisfying relations (i) and (ii). Since B′′ ⊆ Q′′, we have shown that for any u ∈ R(Q)
there exists AηQ′′ satisfying (i) and (ii), and the uniqueness of such A follows easily.
On the other hand, let AηQ′′. Let B be the Boolean logic generated by {EA(λ)}λ∈R.
Then, by Takeuti’s result above we have u = A˜ ∈ V (B) satisfying relations (i) and (ii).
Since AηQ′′, we have B ⊆ P(Q′′) = Q, and hence u ∈ V (Q). By the ∆0-Absoluteness
Principle, we also have u ∈ R(Q). Thus, we have proved that relations (i) and (ii)
determine a one-to-one correspondence between R(Q) and (Q′′)SA. QED
Let EA(λ) be the resolution of the identity belonging to a self-adjoint operator A. Let
a < b ∈ R. For the interval I = (a, b], we define
EA(I) = EA(b)−EA(a),
and we define the corresponding interval I˜ of real numbers in V (Q) by
D(I˜) = R(Q) and I˜(u) = [[a˜ < u]] ∧ [[u ≤ b˜]]
for all u ∈ R(Q).
Theorem 6.2 Let Q be a logic on H. For any self-adjoint operator AηQ′′ and any
interval I = (a, b], we have
[[A˜ ∈ I˜]] = EA(I).
Proof. Let u ∈ R(Q) and I ∈ (a, b]. We have
[[u ∈ I˜]] =
∨
v′∈R(Q)
[[a˜ < v′]] ∧ [[v′ ≤ b˜]] ∧ [[u = v′]].
From the ∆0-Substitution Law, we have
[[a˜ < v′]] ∧ [[v′ ≤ b˜]] ∧ [[u = v′]] ≤ [[a˜ < u]] ∧ [[u ≤ b˜]]
for any v′ ∈ R(Q), so that
[[u ∈ I˜]] ≤ [[a˜ < u]] ∧ [[u ≤ b˜]].
From
∨
v′∈R(Q)
[[a˜ < v′]] ∧ [[v′ ≤ b˜]] ∧ [[u = v′]] ≥ [[a˜ < u]] ∧ [[u ≤ b˜]] ∧ [[u = u]]
= [[a˜ < u]] ∧ [[u ≤ b˜]],
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we have
[[u ∈ I˜]] ≥ [[a˜ < u]] ∧ [[u ≤ b˜]].
Hence, we have
[[u ∈ I˜]] = [[a˜ < u]] ∧ [[u ≤ b˜]]
for any u ∈ R(Q). Let AηQ′′ be a self-adjoint operator. From Proposition 5.11, we have
EA(λ) =
∧
λ<x∈Q
A˜(xˇ) = [[A˜ ≤ λ˜]]
for any λ ∈ R. Thus, we have
EA(I) = EA(b)−EA(a) = EA(b) ∧ EA(a)⊥ = [[A˜ ≤ b˜ ∧ ¬(A˜ ≤ a˜)]] = [[a˜ < A˜ ≤ b˜]]
= [[A˜ ∈ I˜]].
Thus, the assertion follows. QED
Let Q be a logic on H. Any unit vector ψ ∈ H is called a (vector) state of Q. We
define the probability of any statement φ in L(∈, V (Q)) in a state ψ by
Pr{φ‖ψ} = ‖[[φ]]ψ‖2.
We say that statement φ in L(∈, V (Q)) holds in state ψ iff Pr{φ‖ψ} = 1, and this con-
dition is equivalent to ψ ∈ R[[φ]]. In what follows, we shall show that this probabilistic
interpretation of the statements in L(∈, V (Q)) is consistent with the standard formulation
of quantum mechanics.
In the standard formulation of (non-relativistic) quantum mechanics, every quantum
system S corresponds to a Hilbert space H. An observable of S is represented by a self-
adjoint operator (densely defined) on H, and a (vector) state of S is represented by a unit
vector ψ ∈ H.
For any observable A, let EA(λ) be the resolution of the identity belonging to A. A
basic principle of quantum mechanics is formulated as follows [41, p. 200]. In the state
ψ mutually commuting observables A1, . . . , An take values from the respective intervals
I1, . . . , In with the probability
‖EA1(I1) · · ·E
An(In)ψ‖
2. (6.2)
Let A˜1, . . . , A˜n be the corresponding elements in V
(Q(H)), and I˜1, . . . , I˜n the corre-
sponding intervals in V (Q(H)). Then, from Theorem 6.2 we have
Pr{A˜1 ∈ I˜1 ∧ · · · ∧ A˜n ∈ I˜n‖ψ} = ‖[[A˜1 ∈ I˜1 ∧ · · · ∧ A˜n ∈ I˜n]]ψ‖
2
= ‖EA1(I1) · · ·E
An(In)ψ‖
2.
Thus, we can restate the basic principle of quantum mechanics as follows. In the state
ψ mutually commuting observables A1, . . . , An take values from the respective intervals
I1, . . . , In with the probability
Pr{A˜1 ∈ I˜1 ∧ · · · ∧ A˜n ∈ I˜n‖ψ}. (6.3)
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Therefore, we have shown that there is a natural one-to-one correspondence between
observables of a quantum system described by a Hilbert space H and real numbers in
the universe V (Q(H)) of quantum sets, so that observational propositions on the quantum
system is naturally expressed as the valid statements on the real numbers in V (Q(H)).
In the conventional interpretation of quantum mechanics [41], atomic observational
propositions are restricted to those of the form A˜ ∈ I˜ for an observable A and an interval
I˜ as above. However, quantum set theory is expected to extend the interpretation of
quantum mechanics to a more general class of observational propositions. Here, we
introduce one such extension of the interpretation.
For any two commuting observables A and B and any state ψ, we have a joint prob-
ability distribution µA,Bψ of A and B in ψ, a probability measure on R
2 satisfying
µ
A,B
ψ (I × J) = Pr{A˜ ∈ I˜ ∧ B˜ ∈ J˜‖ψ} = ‖E
A(I)EB(J)ψ‖2
for any intervals I and J . Then, it is natural to consider that A and B have the same
value in state ψ if and only if
Pr{A˜ ∈ I˜ ∧ B˜ ∈ J˜‖ψ} = 0
for any I, J such that I∩J = ∅, and moreover this condition is equivalent to the following
conditions:
(i) µA,Bψ ({(a, b) ∈ R
2 | a = b}) = 1.
(ii) µA,Bψ ({(a, b) ∈ R
2 | a 6= b}) = 0.
(iii) µA,Bψ (I × J) = µ
A,B
ψ ((I ∩ J)×R) = µ
A,B
ψ (R× (I ∩ J)) for any intervals I and J .
Following the classical probability theory, we say in this case that observables A and B are
perfectly correlated in state ψ. Thus, the notion of perfect correlation is straightforward
for any pair of commuting observables. However, the problem of extending this notion
to any pair of non-commuting observables has a non-trivial difficulty, since we have no
universal definition of the joint probability distribution for noncommuting observables.
In the recent investigations [26, 27], we have obtained a satisfactory solution for the
above problem. Here, we shall consider this problem in the light of quantum set theory.
Since [[A˜ ≤ r˜]] = [[rˇ ∈ A˜]] for any r ∈ Q, it is natural to say that A and B have the same
value in state ψ iff ψ ∈ R[[(∀r ∈ Qˇ)r ∈ A˜↔ r ∈ B˜]], or equivalently iff ψ ∈ R[[A˜ = B˜]].
Now, we shall show that the above condition is equivalent to the notion of perfect
correlation formulated in [26, 27]. Let A be an observable. For any (complex-valued)
bounded Borel function f on R, we define the observable f(A) by
f(A) =
∫
R
f(λ) dEA(λ).
We shall denote by B(R) the space of bounded Borel functions on R. For any Borel set
∆ in R, we define EA(∆) by EA(∆) = χ∆(A), where χ∆ is a Borel function on R defined
by χ∆(x) = 1 iff x ∈ ∆ and χ∆(x) = 0 iff x 6∈ ∆. For any pair of observables A and B,
the joint probability distribution of A and B in a state ψ is a probability measure µA,Bψ
on R2 satisfying
µ
A,B
ψ (∆× Γ) = 〈ψ, (E
A(∆) ∧ EB(Γ))ψ〉
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for any ∆,Γ ∈ B(R). Gudder [8] showed that the joint probability distribution µA,Bψ
exists if and only if the relation [EA(∆), EB(Γ)]ψ = 0 holds for every ∆,Γ ∈ B(R).
Theorem 6.3 For any observables (self-adjoint operators) A,B on H and any state (unit
vector) ψ ∈ H, the following conditions are all equivalent.
(i) ψ ∈ R[[A˜ = B˜]].
(ii) EA(r)ψ = EB(r)ψ for any r ∈ Q.
(iii) f(A)ψ = f(B)ψ for all f ∈ B(R).
(iv) 〈EA(∆)ψ,EB(Γ)ψ〉 = 0 for any ∆,Γ ∈ B(R) with ∆ ∩ Γ = ∅.
(v) There is the joint probability distribution µA,Bψ of A and B in ψ satisfying
µ
A,B
ψ ({(a, b) ∈ R
2 | a = b}) = 1.
Proof. The equivalence (i) ⇔ (ii) follows from Theorem 5.6. Suppose that (ii) holds.
Let λ ∈ R. If r1, r2, . . . be a decreasing sequence of rational numbers convergent to λ,
then EA(rn)ψ and E
B(rn)ψ are convergent to E
A(λ)ψ and EB(λ)ψ, respectively, so that
EA(λ)ψ = EB(λ)ψ for all λ ∈ R. Thus, we have
〈ξ, f(A)ψ〉 =
∫
R
f(λ) d〈ξ, EA(λ)ψ〉 =
∫
R
f(λ) d〈ξ, EB(λ)ψ〉 = 〈ξ, f(B)ψ〉
for all ξ ∈ H, and hence we have f(A)ψ = f(B)ψ for all f ∈ B(R). Thus, the implication
(ii)⇒ (iii) holds. Since condition (ii) is a special case of condition (iii) where f = χ(−∞,r],
the implication (iii) ⇒ (ii) is trivial, so that the equivalence (ii) ⇔ (iii) follows. The
equivalence of assertions (iii), (iv), and (v) have been already proved in Ref. [27], the
proof is completed. QED
Condition (iv) above is adopted as the defining condition for A and B to be perfectly
correlated in ψ because of the simplicity and generality of the formulation. Condition
(v) justifies our nomenclature calling A and B “perfectly correlated.” By condition (i),
quantum logic justifies the assertion that “perfectly correlated” observables actually have
the same value in the given state. For further properties and applications of the notion
of perfect correlation, we refer the reader to Ref. [27].
7 Concluding Remarks
In classical logic, the implication connective → is defined by negation and disjunction
as P → Q = (¬P ) ∨ Q. In quantum logic several counterparts have been proposed.
Hardegree [10] proposed the following requirements for the implication connective.
(E) P → Q = 1 if and only if P ≤ Q.
(MP) P ∧ (P → Q) ≤ Q.
(MT) Q⊥ ∧ (P → Q) ≤ P⊥.
(LB) If P |◦ Q, then P → Q = P⊥ ∨Q.
Then, the work of Kotas [13] can be applied to the problem as to what complemented-
lattice-polynomial definitions of P → Q satisfy the above conditions; there are exactly
three possibilities:
(i) P →1 Q = P⊥ ∨ (P ∧Q).
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(ii) P →2 Q = (P ∨Q)⊥ ∨Q.
(iii) P →3 Q = (P ∧Q) ∨ (P⊥ ∧Q) ∨ (P⊥ ∧Q⊥).
However, so far we have no general agreement on the choice from the above, although
the majority view favors definition (i), the so-called Sasaki arrow [40].
In quantum set theory, the truth values of atomic formulas, [[u ∈ v]] and [[u = v]],
depend crucially on the definition of the implication connective. Takeuti [35] chose the
Sasaki arrow for this and the present work has followed Takeuti’s choice.
Here, another approach should be also mentioned. Titani and Kozawa [39] developed
“quantum set theory” based on the implication connective defined by P → Q = 1 if
P ≤ Q and P → Q = 0 otherwise. Then, their implication connective satisfies (E), (MP),
and (MT), but does not satisfy (LB). They successfully showed that there is a one-to-one
correspondence between quantum reals and observables. However, their truth values of
relations between quantum reals is not consistent with the standard interpretation of
quantum mechanics. In fact, for any observable A and any real number a ∈ R, their
truth value of the relation A˜ ≤ a˜ satisfies [[A˜ ≤ a˜]] = 1 if A ≤ a1 and [[A˜ ≤ a˜]] = 0
otherwise. Moreover, their equality between two quantum reals takes only two values
so that [[A˜ = B˜]] = 1 if A = B and [[A˜ = B˜]] = 0 otherwise. Thus, the Titani-Kozawa
approach does not lead to consistency results similar to Theorem 6.2 or Theorem 6.3.
Although the choice of the implication connective affects the truth value assignment
of any statements in the language of set theory, it is natural to expect that not only the
implication connective (i) but also the implication connectives (ii) and (iii) will lead to
consistency results similar to the above mentioned results. Thus, it is an interesting open
problem to figure out the characteristic differences in quantum set theories with different
choices of the implication connective from (i), (ii) and (iii) above. From the investigations
in this line, it is expected to find a reasonable affirmative answer to the question “Is a
quantum logic a logic?” [7].
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