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1. Introduccio´n
La legislacio´n espan˜ola responsabiliza a las empresas fabricantes y distribuidoras
de productos de los dan˜os que e´stos puedan causar en el medioambiente cuando
finaliza su vida u´til, Rubio (2003). La correcta gestio´n de los productos fuera de uso
puede ser rentable: por un lado, mejora la imagen de la empresa ya que su gestio´n
contribuye a la sostenibilidad medioambiental y, por otro lado, los productos pueden
ser reutilizados con el consiguiente beneficio econo´mico.
En este sentido, la log´ıstica inversa es un a´rea de gestio´n cada vez ma´s importante
ya que es necesaria para la correcta gestio´n de los residuos y productos fuera de uso.
Segu´n The European Group on Reverse Logistics, REVLOG, de Brito and Dekker
(2004) la log´ıstica inversa se define como:
Las tareas de planificacio´n, implementacio´n y control de los flujos de
retorno de materias primas, produccio´n en curso, envases y productos
acabados desde el lugar de su fabricacio´n, distribucio´n o uso hasta el
lugar de su recuperacio´n o eliminacio´n adecuada.
Esta definicio´n engloba los retornos de cualquier producto, tanto si es materia prima,
material semielaborado o producto acabado, que sean recuperados o eliminados.
En cuanto a las tareas para la recuperacio´n de los productos, Thierry et al. (1995)
las divide en categor´ıas, de las cuales las ma´s importantes son:
Reutilizacio´n directa: el producto recupera su valor despue´s de realizar opera-
ciones de limpieza y mantenimiento. Algunos ejemplos son la reutilizacio´n de
botellas, palets y contenedores.
Reparacio´n de productos defectuosos.
Refabricacio´n: se realizan operaciones de desensamblaje, revisio´n y sustitucio´n
de piezas en un producto para que recupere su condicio´n de producto nuevo
sin perder su identidad original.
Reciclaje: se realiza una recuperacio´n del material del producto de tal forma
que pierde su identidad durante el proceso. Algunos ejemplos son la recupera-
cio´n de vidrio, papel y pla´sticos.
Cualquiera de las tareas de recuperacio´n de los productos conlleva cambios en la
gestio´n de la produccio´n y almacenaje de los productos. En este sentido hay nume-
rosos trabajos que utilizan modelos matema´ticos para determinar pol´ıticas o´ptimas
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de fabricacio´n y refabricacio´n, en Fleischmann et al. (1997) se clasifican en dos cate-
gor´ıas: los modelos con demanda y retornos estoca´sticos y los modelos deterministas.
En la primera categor´ıa se encuentran por ejemplo Fleischmann and Kuik (2003),
van der Laan et al. (1999), Buchanan and Abad (1998), Teunter (2006) y en la
segunda categor´ıa Choi et al. (2007), Kiesmu¨ller et al. (2004).
En los u´ltimos an˜os existe un intere´s creciente por la log´ıstica inversa co´mo a´rea de
investigacio´n, Rubio et al. (2008), sin embargo, no es frecuente encontrar trabajos
que estudien el impacto de la recuperacio´n de productos en la capacidad de fabri-
cacio´n. Es evidente que al refabricar productos, las compan˜´ıas deben modificar su
sistema productivo, an˜adiendo ciertas capacidades para las tareas de recuperacio´n
y refabricacio´n, y dependiendo de las tareas que se realicen, habra´ una disminucio´n
de las necesidades de fabricacio´n de producto nuevo. Con este enfoque en Benedito
and Corominas (2008) se proporciona un me´todo para calcular las capacidades de
fabricacio´n y refabricacio´n en un sistema con log´ıstica inversa.
Uno de los factores que influyen en el ca´lculo de la capacidad de fabricacio´n, re-
fabricacio´n y almacenaje cuando hay logistica inversa es el comportamiento de los
retornos en cuanto a la cantidad y momento en que se producen, Rubio and Coro-
minas (2008).
En este trabajo se describe un me´todo para calcular la capacidad de fabricacio´n y de
almacenaje en un sistema con log´ıstica inversa en el que la demanda es determinista
y los retornos dependen de la demanda. Utilizando el me´todo descrito, se muestra
un ejemplo de la influencia que tiene la funcio´n de los retornos en las capaciadades
de fabricacio´n y almacenaje.
El resto del trabajo se compone de cinco secciones ma´s. En la segunda seccio´n se
describe el sistema que se va a estudiar. En la tercera, se proporciona un me´todo
para calcular la pol´ıtica de fabricacio´n o´ptima, considerando fijadas las capacidades
de fabricacio´n y almacenaje. En la cuarta, se calculan las capacidades de fabricacio´n
y almace´n o´ptimas utilizando el me´todo descrito en la seccio´n anterior. En la quinta,
se aplica el me´todo explicado en las secciones anteriores para estudiar la influencia
del desfase de los retornos en las capacidades o´ptimas de fabricacio´n y almacenaje.
Finalmente se exponen las principales conclusiones del trabajo.
2. Descripcio´n del sistema
Se trata de una compan˜´ıa que produce y vende un tipo de producto, y que puede
recuperar el producto una vez ha finalizado su vida u´til y, mediante un proceso de
refabricacio´n o reutilizacio´n, lo puede volver a vender en las mismas condiciones
que un producto nuevo. La variable temporal del sistema es continua. Se definen las
siguientes funciones dependientes del tiempo:
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d(t) Demanda del producto (unidades de producto por unidad de tiempo).
ur(t) Productos retornados para refabricar (unidades de producto por unidad
de tiempo).
p(t) Fabricacio´n de producto nuevo (unidades de producto por unidad de tiem-
po).
r(t) Refabricacio´n de producto retornado (unidades de producto por unidad
de tiempo).
In(t) Stock de producto acabado (unidades de producto).
Iu(t) Stock de producto retornado (unidades de producto).
w(t) Producto desechado (unidades de producto por unidad de tiempo).
La demanda del producto y los retornos son funciones deterministas, no negativas,
con primera derivada continua. Para satisfacer la demanda, la compan˜´ıa dispone de
inventario de producto acabado In(t) que se alimenta del sistema de produccio´n a
un ritmo p(t) y del sistema de refabricacio´n de productos retornados a un ritmo
r(t); se supone que la compan˜´ıa no admite rupturas de inventario. El sistema de
refabricacio´n dispone de inventario de producto retornado Iu(t) . Parte del producto
retornado se desecha a un ritmo w(t).
Funcio´n de coste
Para la funcio´n de costes, se tienen los siguientes:
cp coste variable de fabricar una unidad de producto nuevo.
cu coste variable de refabricar una unidad de producto retornado.
cw coste variable de desechar una unidad de producto retornado.
hs coste de inventario final: es el coste por unidad de tiempo de tener una
unidad de producto final en el inventario.
hu coste de inventario de retornos: es el coste por unidad de tiempo de tener
una unidad de producto retornado pendiente de ser refabricado.
Cp(P ) coste fijo de fabricacio´n de producto nuevo que depende de la capacidad
de fabricacio´n P , es decir de la tasa ma´xima de fabricacio´n que se puede
alcanzar.
Cr(R) coste fijo de refabricacio´n de producto retornado que depende de la
capacidad de refabricacio´n R.
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Hs(Sn) coste fijo del almace´n de producto final que depende de la capacidad
del almace´n de producto terminado Sn.
Hu(Su) coste fijo del almace´n de producto retornado que depende de la capa-
cidad del almace´n de producto retornado Su.
Se supone que cp, cu, cw, hs y hu son constantes y Cp(P ), Cr(R), Hs(Sn) y Hu(Su)
son funciones continuas con primera derivada no negativa y continua.
Los costes incurridos en el periodo T son:
cT = Cp(P ) + Cr(R) + Hs(Sn) + Hu(Su) + (1)
+
∫ T
0
(cp p(t) + cr r(t) + cw w(t) + hs In(t) + hu Iu(t)) dt
Deben cumplirse las siguientes restricciones:
d In
dt
= p(t) + r(t)− d(t) (2)
d Iu
dt
= ur(t)− r(t)− w(t) (3)
0 ≤ p(t) ≤ P (4)
0 ≤ r(t) ≤ R (5)
0 ≤ w(t) (6)
0 ≤ In(t) ≤ Sn (7)
0 ≤ Iu(t) ≤ Su (8)
Para determinar las capacidades o´ptimas de fabricacion, refabricacio´n y de los al-
macenes se resuelve el problema de minimizar la funcio´n cT sujeta a las relaciones
anteriores.
En las siguientes secciones se resuelve el problema anterior con las siguientes condi-
ciones:
La funcio´n de demanda es perio´dica de periodo T .
La funcio´n de los retornos depende de la demanda, siendo ur(t) = ρ d(t − τ)
do´nde ρ es la tasa de retorno y τ es el desfase temporal entre la venta del
producto y el retorno.
La demanda es mayor que los retornos d(t) ≥ ρ d(t− τ)
La compan˜´ıa refabrica todo el producto retornado en el momento que lo recibe,
es decir r(t) = ur(t) = ρ d(t− τ).
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El sistema esta´ en estado estacionario, es decir, las funciones del sistema que
dependen del tiempo toman el mismo valor en t y en t+ T .
Como consecuencia de estas condiciones se tiene que w(t) = 0, Iu(t) = 0, Su = 0 y
R = ma´x{r(t)| 0 ≤ t ≤ T}.
Se define la funcio´n de demanda neta:
dˆ(t) = d(t)− ρ d(t− τ) (9)
dˆ(t) es una funcio´n determinista, perio´dica de periodo T , no negativa, con primera
derivada continua.
Integrando (2) entre t = 0 y t = T se obtiene:∫ T
0
p(t) dt =
∫ T
0
dˆ(t) dt (10)
y por tanto el coste variable de produccio´n en el periodo T u´nicamente depende de
la demanda neta, por lo que no influira´ en la minimizacio´n de cT .
Teniendo en cuenta las condiciones expuestas, las capacidades de fabricacio´n y al-
mace´n o´ptimas se obtendra´n de resolver el siguiente programa matema´tico:
[MIN ] cT = C(P ) + H(S) +
∫ T
0
h I(t) dt
s.a :
d I
dt
= p(t)− dˆ(t) (11)
0 ≤ p(t) ≤ P
0 ≤ I(t) ≤ S
donde se han eliminado todos los sub´ındices de las funciones y variables ya que con
las condiciones impuestas ya no son necesarios.
El programa se resolvera´ en 2 etapas: en primer lugar se determinara´ la pol´ıtica
o´ptima de fabricacio´n para unas capacidades P, S dadas y en segundo lugar se
calculara´n las capacidades o´ptimas de fabricacio´n y almacenaje de producto final.
3. Pol´ıtica de fabricacio´n o´ptima
Partiendo del problema de optimizacio´n (11) y suponiendo que la capacidad de
fabricacio´n P y la capacidad del almace´n S esta´n fijadas, en esta seccio´n se deter-
minara´ la pol´ıtica o´ptima de fabricacio´n. En primer lugar se expone un caso sencillo
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a modo de ejemplo y a continuacio´n se generaliza para sistemas con funciones de
demanda perio´dicas.
3.1. Supuesto simplificado
Se empieza considerando el caso de una empresa con una demanda con comporta-
miento senoidal de periodo 52 semanas con valor medio de 100 uds/semana (figura
1). Si se quiere suministrar toda la demanda, la capacidad de produccio´n sera´ como
mı´nimo de 100 uds/semana. Si e´ste es el caso, la empresa siempre fabrica´ al ma´ximo
de su capacidad y dispondra´ de inventario suficiente para cubrir la demanda entre
t = 26 y t = 52 ya que durante este intervalo de tiempo la demanda sera´ mayor
que la capacidad de produccio´n. Para calcular la capacidad del almace´n basta darse
cuenta que el ma´ximo stock se alcanzara´ en la semana t = 26 (ya que a partir de
este momento la produccio´n no cubre la demanda) y el stock mı´nimo se alcanzara´ en
t = 52. La diferencia de stock entre estas dos semanas es el a´rea delimitada por la
curva de la demanda y la de capacidad de produccio´n entre t = 26 y t = 52 y su
valor es 827, 6. Por tanto, la capacidad de almace´n sera´ como mı´nimo S = 827, 6
uds.
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Figura 1: Gra´fico de la demanda en un intervalo de 52 semanas. Los puntos marcados
corresponden a t1 = 17, 9, t2 = 29, 4 y t3 = 48, 6. La linea horizontal roja indica
la capacidad de fabricacio´n y la linea horizontal gris indica el valor medio de la
demanda
Se supone ahora que la capacidad de produccio´n es de 120 uds/semana. Tal como
se muestra en la figura 2 el instante de ma´ximo stock se produce en t2 = 29, 4 y el
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Figura 2: Gra´fico del stock utilizando una pol´ıtica de produccio´n o´ptima con capaci-
dad de produccio´n 120 uds/semana. Los puntos marcados corresponden a t1 = 17, 9,
t2 = 29, 4 y t3 = 48, 6
de mı´nimo stock en t3 = 48, 6. Realizando un ca´lculo ana´logo al del caso anterior
se tiene que la capacidad de almace´n no debe ser inferior a S = 374, 7 uds. En
algu´n momento antes de t2 se empezara´ a producir al ma´ximo de la capacidad para
acumular existencias y llegar a t2 con el inventario necesario. Sea t1 este instante que
se calcula igualando S al excedente de produccio´n entre t1 y t2. Tal como muestra
la figura 1, t1 = 17, 9. Por tanto, la pol´ıtica de fabricacio´n o´ptima sera´ producir
el ma´ximo posible entre t1 y t3 y fuera de este intervalo de tiempo la produccio´n
debera´ ser igual a la demanda.
Supo´ngase ahora que hay un retorno de producto que se vuelve a vender como
nuevo despue´s de pasar por un proceso de refabricacio´n y que τ son las semanas que
transcurren desde la venta inicial hasta que el producto vuelve a estar disponible
para vender. Se supone que se retornan el 20% de las ventas (ρ = 0, 2) y se quiere
saber la capacidad de almace´n necesaria. Para ello se analiza la curva de demanda
neta (demanda menos retornos) tal modo como se hecho en los casos anteriores en
que no hab´ıa retornos. En las figuras 3(a), 3(b) y 3(c) se ve que para cada valor de
τ existe un requerimiento de capacidad de almace´n y un intervalo de tiempo entre
t1 y t3 en el cual se produce al ma´ximo. En los tres casos estudiados se ha fijado
una capacidad de produccio´n de 96 uds (20% superior a la demanda neta media).
En el cuadro 1 se muestra el resumen de los resultados obtenidos para diferentes
valores del desfase de los retornos.
Del estudio expuesto se extraen las siguientes conclusiones para una funcio´n de
demanda perio´dica con un pico y un valle:
9
Tiempo
0 10 20 30 40 50
D
em
an
da
/C
ap
ac
id
ad
0
50
100
150
200
t = 0 semanas
r = 0,2
t1 t2 t3
(a) t1 = 17, 9, t2 = 29, 4 y t3 = 48, 6. S = 299, 8.
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(b) t1 = 14, 1, t2 = 27, 0 y t3 = 47, 7. S = 470, 0.
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(c) t1 = 14, 4, t2 = 28, 2 y t3 = 49, 8. S = 612, 6.
Figura 3: Gra´fico de la demanda neta (demanda - retornos) con diferentes desfases.
La l´ınea horizontal roja indica la capacidad de fabricacio´n y la l´ınea horizontal gris
indica el valor medio de la demanda neta. La curva gris es la demanda sin retornos
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La capacidad de fabricacio´n determina los requerimientos mı´nimos de almace´n.
Cuando el sistema tiene retornos, los requerimientos de almace´n dependen
de la capacidad de fabricacio´n y del desfase entre la venta y el retorno del
producto. Obse´rvese que la capacidad de almace´n cuando el desfase es de 26
semanas es el doble que con un desfase de 0 semanas.
Desfase (τ) t1 t2 t3 S
0 17,9 29,4 48,6 299,8
13 14,1 27,0 47,7 470,0
26 14,4 28,2 49,8 612,6
Cuadro 1: Tiempos y capacidades de almace´n requeridas para un sistema con de-
manda senoidal y retornos del 20% con desfase τ .
A continuacio´n se extienden las conclusiones anteriores al caso general de funciones
de demanda perio´dicas.
3.2. Caso general
Sean Imax e Imin los valores ma´ximo y mı´nimo del stock:
Imax = ma´x
t∈[0,T ]
I(t)
Imin = mı´n
t∈[0,T ]
I(t)
La solucio´n del programa (11) debera´ cumplir que Imin = 0 ya que en el caso que
fuera Imin > 0 se podr´ıa tener una solucio´n del programa con I(t) = I(t)− Imin con
coste inferior.
Sea t2 ∈ [0, T ] un instante en que el stock es ma´ximo, (I(t2) = Imax). Si Imax = 0
entonces la pol´ıtica o´ptima es p(t) = dˆ(t) ∀t, pero esto so´lo es posible si P ≥ dˆ(t) ∀t.
Si Imax = 0, conside´rese t1 y t3 los instantes anterior y posterior a t2 respectivamente,
ma´s pro´ximos a t2 en que el stock es mı´nimo (I(t3) = Imin). Se sabe que t1, t2 y t3
existen porque I(t) es continua y perio´dica.
3.2.1. Pol´ıtica o´ptima en el intervalo [t1, t3]
La pol´ıtica o´ptima en el intervalo [t1, t3] es p(t) = P . Para demostrarlo, se va a ver
que cualquier otra pol´ıtica no es o´ptima.
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Supo´ngase que se tiene una pol´ıtica tal que p(t) < P en algu´n intervalo (t4, t5) ⊂
[t1, t3]. Sea I(t) la funcio´n que corresponde al stock al aplicar dicha pol´ıtica; con-
side´rese un instante t1 tal que:
t1 < t1 < t4
I(t1) ≤ I(t) t ∈ [t1, t5]
I(t1) ≤
∫ t5
t4
(P − p(t)) dt
Se sabe que t1 existe porque I(t) es una funcio´n continua y estrictamente positiva
en (t1, t3). Conside´rese el instante t4 tal que:
t4 < t4 < t5
I(t1) =
∫ t5
t4
(P − p(t)) dt
Entonces la siguiente pol´ıtica p(t):
p(t) =
⎧⎪⎪⎨
⎪⎪⎩
dˆ(t) si t ∈ [t1, t1]
p(t) si t ∈ (t1, t4)
P si t ∈ [t4, t5]
p(t) si t /∈ (t1, t5)
y la funcio´n correspondiente del stock I(t):
I(t) =
⎧⎪⎪⎨
⎪⎪⎩
0 si t ∈ [t1, t1]
I(t)− I(t1) si t ∈ (t1, t4)
I(t)− I(t1) +
∫ t
t4
(P − p(t)) si t ∈ [t4, t5]
I(t) si t /∈ (t1, t5)
cumplen las restricciones del programa (11). El coste de la pol´ıtica p(t) es inferior
al de la pol´ıtica p(t) ya que I(t) < I(t) en el intervalo (t1, t5).
Por tanto, la pol´ıtica o´ptima en el intervalo [t1, t3] es p(t) = P , I(t1) = I(t3) = 0 y
Imax =
∫ t2
t1
(P − dˆ(t)) dt =
∫ t2
t3
(P − dˆ(t)) dt (12)
y por tanto:
∫ t3
t1
(P − dˆ(t)) dt = 0 (13)
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3.2.2. Ca´lculo de Imax, t1, t2 y t3
Supo´ngase que p∗(P, t) es la pol´ıtica de fabricacio´n o´ptima cuando la capacidad de
fabricacio´n es P . Entonces p(t) = p∗(P, t) es solucio´n del programa matema´tico (11);
integrando la primera restriccio´n se tiene que:
I(tb)− I(ta) =
∫ tb
ta
(p∗(P, t)− dˆ(t)) dt ∀ta, tb (14)
teniendo en cuenta la segunda restriccio´n de (11) entonces p∗(P, t) ≤ P ∀t y por
tanto se obtiene:
I(ta)− I(tb) ≥
∫ tb
ta
(dˆ(t)− P ) dt ∀ta ≤ tb
y haciendo el ma´ximo en cada lado de la desigualdad, se tiene:
Imax ≥ ma´x
ta≤tb
{I(ta)− I(tb)} ≥ ma´x
ta≤tb
{
∫ tb
ta
(dˆ(t)− P ) dt} (15)
Debido a que p∗(t, P ) es la pol´ıtica o´ptima, en la seccio´n (3.2.1) se ha visto que
existen t2 y t3 que cumplen (12), por tanto:
ma´x
ta≤tb
{
∫ tb
ta
(dˆ(t)− P ) dt} ≥
∫ t3
t2
(dˆ(t)− P ) dt = Imax (16)
Uniendo las cadenas de desigualdades (15) y (16) se cumple que:
Imax = ma´x
ta≤tb
∫ tb
ta
(dˆ(t)− P ) dt (17)
Por tanto, Imax se obtiene al resolver el siguiente programa no lineal:
[MAX] f(x, y) =
∫ y
x
(dˆ(t)− P ) dt (18)
s.a :
x− y ≤ 0 (19)
Supo´ngase que f(x¯, y¯) es el valor o´ptimo de la funcio´n objetivo (18), entonces
Imax = f(x¯, y¯)
Para hallar el punto (x¯, y¯) se distinguen dos casos:
1. Si P − dˆ(t) ≥ 0 ∀t ∈ [0, T ], entonces f(x¯, y¯) = 0 y (x¯, y¯) puede ser cualquier
punto de la frontera de la regio´n definida por (19), es decir x¯ = y¯. Por tanto,
Imax = 0
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2. En caso contrario (x¯, y¯) se encuentra en el interior de la regio´n definida por
(19), es decir x¯ < y¯. Dicho punto debe ser necesa´riamente un o´ptimo local y
por tanto cumple las siguientes condiciones:
∇f(x¯, y¯) = 0. Realizando los ca´lculos se obtienen las condiciones:
dˆ(x¯) = P dˆ(y¯) = P (20)
La matriz Hessiana de f en el punto (x¯, y¯) es semidefinida negativa.
La matriz Hessiana de f esta´ compuesta por las derivadas parciales de
segundo orden de f :
H(x, y) =
(
∂2f(x,y)
∂x2
∂2f(x,y)
∂x∂y
∂2f(x,y)
∂x∂y
∂2f(x,y)
∂y2
)
=
( −dˆ′(x) 0
0 dˆ′(y)
)
Para que sea semidefinida negativa debe cumplir que:
dˆ′(x) ≥ 0 dˆ′(y) ≤ 0 (21)
Por tanto, (x¯, y¯) es un punto que verifica (20) y (21), y adema´s maximiza f .
Para calcular el valor o´ptimo de f no hace falta encontrar todos los puntos
que cumplen (20) y (21) sino que se puede restringir la bu´squeda a la regio´n
de puntos (x, y) tales que x ∈ [0, T ], y ∈ [x, x + T ], debido a que f tiene las
siguientes propiedades:
a) f(x, y) = f(x+ T, y + T ) ∀x, ya que dˆ(t) es perio´dica de periodo T .
b) f(x, y + y′) = f(x, y) + f(y, y′) ∀x, y, y′
c) f(x, x+T ) ≤ 0 ∀x ya que si no fuera as´ı, utilizando la propiedad anterior
se tendr´ıa que ∫ T
0
(dˆ(t)− P ) dt =
∫ x+T
x
(dˆ(t)− P ) dt > 0
y por tanto, no existir´ıa ninguna pol´ıtica de fabricacio´n que cumpliera
(10).
Cuando x < y, por la primera propiedad se tiene que si f(x + T, y + T ) es el
valor o´ptimo, entonces f(x, y) tambie´n lo es.
De la segunda propiedad resulta que
f(x, y + T ) = f(x, y) + f(y, y + T )
y por la tercera propiedad se tiene que f(x, y+T ) ≤ f(x, y). Por tanto, cuando
x < y, si f(x, y + T ) es o´ptimo, entonces f(x, y) tambie´n.
Por tanto, el siguiente me´todo permite calcular Imax, t1, t2 y t3:
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a) Determinar los conjuntos U y V definidos co´mo:
U = {x ∈ [0, T ]| dˆ(x) = P y dˆ′(x) ≥ 0}
V = {y ∈ [0, 2T ]| dˆ(y) = P y dˆ′(y) ≤ 0}
b) Calcular Imax utilizando la siguiente expresio´n:
Imax = ma´x{
∫ y
x
(dˆ(t)− P ) dt| x ∈ U , y ∈ V, x < y < x+ T} (22)
c) t2 y t3 son los elementos de U y V respectivamente que cumplen (22)
d) El instante t1 es el ma´s cercano a t2 que cumple (13) y t1 ≤ t2.
3.2.3. Pol´ıtica o´ptima en el intervalo [t3, T + t1]
Debido a que el sistema es perio´dico, si se conoce la pol´ıtica o´ptima en el intervalo
[t1, T+t1] entonces es inmediato calcularla en [0, T ]. La ventaja de utilizar el intervalo
[t1, T + t1] es que so´lo queda por calcular la pol´ıtica o´ptima en el subintervalo
[t3, T + t1] que cumple I(t3) = I(T + t1) = 0.
Sea t′3 ∈ [t3, T + t1] el instantante ma´s pro´ximo a T + t1 tal que dˆ(t3) = P , es decir:
t′3 = max{t ∈ V ∩ [t3,T + t1]}
La pol´ıtica o´ptima en el intervalo [t′3, T+t1] es p(t) = dˆ(t). Para demostrarlo so´lo hace
falta ver que I(t′3) = 0 ya que en ese caso, utilizando dicha pol´ıtica se tendra´ I(t) = 0
en ese intervalo. Supo´ngase que se utiliza una pol´ıtica o´ptima p(t) y que I(t′3) > 0.
Sea t′′3 ≤ t′3 el instante ma´s cercano a t′3 tal que I(t′′3) = 0; integrando la primera
restriccio´n del programa matema´tico (11) se tiene:
I(t′3) =
∫ t′3
t′′3
(p(t)− dˆ(t)) dt
I(t′3) =
∫ T+t1
t′3
(dˆ(t)− p(t)) dt
Debido a que I(t′3) > 0 entonces existe un intervalo [t4, t5] ⊂ [t′′3, t′3] en que p(t) > dˆ(t)
y un intervalo [t′4, t
′
5] ⊂ [t′3, T + t1] en que dˆ(t) > p(t). Se define la siguiente pol´ıtica:
p(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
p(t) si t ∈ [t3, t4)
p(t)− 1 si t ∈ [t4, t5]
p(t) si t ∈ (t5, t′4)
p(t) + 2 si t ∈ [t′4, t′5]
p(t) si t ∈ (t′5, T + t1]
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Donde 1 y 2 se escogen de tal forma que p(t) cumpla las restricciones del programa
(11) y que (t5 − t4)1 = (t′5 − t′4)2. La funcio´n de stock resultante I(t) es:
I(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
I(t) si t ∈ [t3, t4)
I(t)− (t− t4)1 si t ∈ [t4, t5]
I(t)− (t5 − t4)1 si t ∈ (t5, t′4)
I(t)− (t5 − t4)1 + (t− t′4)2 si t /∈ [t′4, t′5]
I(t) si t ∈ (t′5, T + t1]
El coste de la pol´ıtica p(t) es inferior al de la pol´ıtica p(t) y por tanto la pol´ıtica
p(t) no puede ser o´ptima, lo cual contradice la hipo´tesis inicial. Por tanto I(t′3) = 0
y la pol´ıtica o´ptima en [t′3, T + t1] es p(t) = dˆ(t).
A continuacio´n se calcula la pol´ıtica o´ptima en el intervalo [t3, t
′
3]:
Sea t′1 ∈ [t3, t′3] el instante ma´s pro´ximo a t′3 tal que∫ t′3
t′1
(P − dˆ(t)) dt = 0 (23)
Entonces la pol´ıtica o´ptima en el intervalo [t′1, t
′
3] es p(t) = P ya que se puede aplicar
el mismo razonamiento al realizado en la seccio´n 3.2.1 sustituyendo t1 por t
′
1 y t3
por t′3.
La politica o´ptima en el intervalo [t3, t
′
1] se calcula de forma recursiva utilizando el
razonamiento expuesto en esta seccio´n sustituyendo T + t1 por t
′
1.
4. Capacidades de fabricacio´n y almace´n o´ptimas
4.1. Capacidad de almace´n S
Dada una capacidad de fabricacio´n S, la capacidad o´ptima del almace´n S es igual
a Imax ya que si fuera superior se tendr´ıa una capacidad de almace´n que nunca se
iba a utilizar y si fuera inferior se producir´ıan rupturas de inventario.
Obse´rvese que Imax, S, t2 y t3 dependen de P ya que todos ellos dependen del valor
de los elementos de U y V, y estos dependen de P .
4.2. Ejemplo
Conside´rese el caso con la siguiente demanda:
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d(t) = 100
[
1− 0,3 sin
( π
26
(t+ 4)
)
+ 0,25 sin
( π
13
(t− 13,3)
)]
Con un indice de retornos ρ = 0, 2, un desfase de retornos de τ = 26 semanas y una
capacidad de fabricacio´n P = 96 uds/semana se quiere determinar la capacidad de
almace´n S. En la figura 4 se muestra el ejemplo.
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Figura 4: Gra´fico de la demanda neta (demanda - retornos) del ejemplo con desfase
26 semanas (τ = 26). Los puntos marcados corresponden a las semanas t1 = 13, 0,
t2 = 21, 4 y t3 = 48, 2. P = 96
Entonces:
U = {21, 4 33, 7} V = {28, 0 48, 2 80, 0 100, 19}
S = 180, 4 uds
t1 = 13, 0 t2 = 21, 4 t3 = 48, 2
4.3. Ca´lculo de la capacidad de fabricacio´n o´ptima P
Se definen Pmin y Pmax:
Pmin =
1
T
∫ T
0
dˆ(t) dt
Pmax = ma´x
t∈[0,T ]
dˆ(t)
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Para valores de P inferiores a Pmin no existe ninguna pol´ıtica de fabricacio´n que
cumpla (10) y por tanto el el programa matema´tico (11) no tiene solucio´n.
Para P ≥ Pmax, Imax = 0. Debido a que C(P ) es una funcio´n creciente, los costes
minimos para P ≥ Pmax se alcanzan en P = Pmax.
Por tanto la capacidad o´ptima de fabricacio´n se encuentra en el intervalo [Pmin, Pmax].
Dado un valor de P ∈ [Pmin, Pmax], el coste cT incurrido en un periodo [0, T ] se calcula
siguiendo los siguientes pasos:
1. Se determina la pol´ıtica o´ptima de fabricacio´n p∗(P, t) segu´n el procedimeinto
decrito en la seccio´n 3
2. Se calcula S segu´n se ha descrito en la seccio´n 4.1
3. Se calcula I(t) utilizando (14):
I(t) =
∫ t
t1
(p∗(P, t′)− dˆ(t′)) dt′ (24)
4. Se calcula el coste incurrido en el perido [0, T ]:
cT = C(P ) + H(S(P )) + h
∫ T
0
I(t) dt (25)
La expresio´n S(P ) representa la dependencia entre S y P descrita en la seccio´n
4.1 y p∗(P, t) es la pol´ıtica o´ptima cuando la capacidad de produccio´n es P
descrita en la seccio´n 3.
El valor o´ptimo de la capacidad se calcula nume´ricamente utilizando los pasos an-
teriores para valores de P ∈ [Pmin, Pmax].
4.4. Ejemplo
Consideramos el caso con la misma demanda del ejemplo de la seccio´n anterior, la
misma tasa de retorno (ρ = 0, 2), el mismo desfase de retornos (τ = 26 semanas) y
las siguientes funciones de coste:
C(P ) = 250 (P − 80) + 14000
H(S) = 7S
Utilizando el procedimiento descrito en la seccio´n 3 se ha calculado la pol´ıtica o´ptima
para 25 valores de P en el intervalo [Pmin, Pmax] siendo Pmin = 80 y Pmax = 116, 06.
En la figura 5 se muestran los valores de t1, t2 y t3. Obse´rvese que la dependencia de
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Figura 5: Gra´fico que muestra la dependencia de t1 (c´ırculos negros), t2 (c´ırculos
so´lidos verdes) y t3 (asteriscos rojos) respecto de la capacidad de fabricacio´n
t2 respecto de la capacidad P no es continua; en general, la dependencia de t1, t2 y
t3 respecto de P no es continua. Para cada valor de P se ha calculado la capacidad
de almace´n o´ptima utilizando el me´todo explicado en 4.1. En la figura 6 se muestra
la dependencia de la capacidad o´ptima del almace´n respecto de la capacidad de
fabricacio´n, es decir S(P ).
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Figura 6: Gra´fico de la capacidad o´ptima de almace´n en funcio´n de la capacidad de
fabricacio´n
Para cada valor de P se ha calculado el coste total incurrido en el periodo T utilizan-
do (25). En la figura 7 se muestra la dependencia del coste respecto de la capacidad
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de fabricacio´n cuando la pol´ıtica de fabricacio´n y la capacidad de almace´n utilizadas
son o´ptimas.
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Figura 7: Gra´fico del coste total en un periodo T utilizando la pol´ıtica o´ptima en
funcio´n de la capacidad de fabricacio´n
Finalmente se ha obtenido nume´ricamente la capacidad de fabricacio´n o´ptima que
minimiza el coste total en el periodo T que resulta ser P ∗ = 104, 42. Con esta
capacidad, se obtienen los siguientes valores:
t1 = 27, 79 t2 = 37, 05 t3 = 46, 84
S(P ∗) = 73, 29 C(P ∗) = 20105 H(S(P ∗)) = 513 cT (P ∗) = 21394
5. Dependencia de las capacidades o´ptimas res-
pecto del desfase
En la seccio´n 3.1 se mostro´ que si se mantiene fija la capacidad de fabricacio´n y se
consideran diferentes valores del desfase, entonces se obtienen diferentes valores de
la capacidad de almace´n, es decir, que hay una dependencia entre la capacidad de
almace´n y el desfase.
En esta seccio´n se muestran los resultados del estudio de la dependencia de las
capacidades de fabricacio´n y almace´n o´ptimas respecto del desfase de los retornos
en un sistema como el del ejemplo de la seccio´n 4.4.
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En primer lugar se ha calculado las capacidades de fabricacio´n y almace´n o´ptimas
cuando el sistema no tiene retornos, obteniendo los valores siguientes:
P ∗ = 119, 20 t1 = 20, 31 t2 = 37, 79 t3 = 48, 35
S(P ∗) = 118, 61 C(P ∗) = 23800 H(S(P ∗)) = 830 cT (P ∗) = 25951
A continuacio´n se han calculado las capacidades o´ptimas y los costes asociados a las
mismas cuando el desfase de los retornos se hace variar entre 0 y 52 semanas. Los
resultados obtenidos se muestran en las figuras 8, 9 y 10.
En la figura 8 se muestra que la capacidad de almace´n o´ptima tiene fluctuaciones
muy importantes del orden del 100% entre el ma´ximo y el mı´nimo. Tambie´n se
observa que la capacidad de almace´n o´ptima cuando el sistema tiene retornos puede
ser superior a la del sistema sin retornos.
En cuanto a la capacidad de fabricacio´n, las variaciones son apenas del 10%, tal
como se puede ver en la figura 9.
Se puede observar en la figura 10 que el coste o´ptimo var´ıa de forma significativa al
variar el desfase. Teniendo en cuenta el coste calculado para el sistema sin retornos
(25951), se podr´ıa dar el caso que fuera inferior al del sistema con retornos ya que en
el ca´lculo de estos u´ltimos faltar´ıa an˜adir los costes de capaciadad de refabricacio´n.
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Figura 8: Dependencia de la capacidad de almace´n o´ptima S respecto del desfase
τ , en el suspuesto del ejemplo de la seccio´n 4.4. Los puntos corresponden a las
capacidades de almacen o´ptimas del sistema con retornos y la linea continua a la
capacidad de almacen o´ptima del sistema sin retornos.
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Figura 9: Dependencia de la capacidad de fabricacio´n o´ptima P respecto del desfase
τ , en el suspuesto del ejemplo de la seccio´n 4.4.
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Figura 10: Dependencia del coste o´ptimo respecto del desfase τ , en el suspuesto del
ejemplo de la seccio´n 4.4.
6. Conclusiones
En este trabajo se presenta un me´todo para determinar las capacidades de fabrica-
cio´n y almacenaje o´ptimas en un sistema con log´ıstica inversa en el que se refabrica
todo el producto retornado y con demanda perio´dica. Los aspectos ma´s relevantes
del me´todo son:
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Fijando las capacidades de fabricacio´n y almacenaje, el me´todo permite cal-
cular la pol´ıtica de fabricacio´n o´ptima del sistema.
Permite calcular la capacidad de fabricacio´n y almacenaje o´ptimas.
Se trata de un me´todo de fa´cil implementacio´n y que se utiliza en la seccio´n
cinco para estudiar el comportamiento de las capaciadades o´ptimas en funcio´n
del desfase de los retornos.
Otras conclusiones importantes del trabajo son las que se extraen del estudio reali-
zado en la seccio´n 5, de las cuales la ma´s relevante es que la funcio´n de los retornos
influye de forma muy significativa en las necesidades de almace´n y en la rentabilidad
total del sistema.
El me´todo descrito se puede utilizar tambie´n como base para diferentes tipos de
ana´lisis como por ejemplo:
Estudio de rentabilidad de implementacio´n de un sistema con log´ıstica inversa.
Viabilidad de inversiones en pol´ıticas que modifiquen el valor del desfase de
los retornos.
Influencia de la tasa de retorno ρ en las capacidades de fabricacio´n y almace-
naje.
El sistema estudiado es una aproximacio´n de un sistema real y por tanto, algunas
de las conclusiones pueden extenderse a sistemas ma´s generales. En este sentido el
presente trabajo puede ampliarse en el futuro, analizando sistemas ma´s generales
como por ejemplo los que disponen de stocks de producto retornado y de capacidad
de refabricacio´n limitada.
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