This work proposes a new algorithm for solving the graph-fused lasso (GFL), a method for parameter estimation that operates under the assumption that the signal tends to be locally constant over a predefined graph structure. The proposed method applies the alternating direction method of multipliers (ADMM) algorithm and is based on the decomposition of the objective function into two components. While ADMM has been widely used in this problem, existing works such as network lasso decompose the objective function into the loss function component and the total variation penalty component. In comparison, this work proposes to decompose the objective function into two components, where one component is the loss function plus part of the total variation penalty, and the other component is the remaining total variation penalty. Compared with the network lasso algorithm, this method has a smaller computational cost per iteration and converges faster in most simulations numerically.
Introduction
In this article, we consider graph-fused lasso, an estimation method based on noisy observations and the assumption that the signal tends to be locally constant over a predefined graph structure. Given a graph G = (V, E), where V is the set of vertices and E is the set of edges, we let x i ∈ R p be the signal that is associated with the i-the vertex of the graph, then GFL is defined as the solution to the following optimization problem:
{x i } i∈V = arg min
where the first component is a loss function for the observation x i , and the second component uses the total variation norm to penalize the difference between the two signals on the edges in the graph.
There have been extensive studies on (1) with p = 1 (i.e., x i are scalars) and many algorithms have been developed. When graph G is a one-dimensional chain graph, then it is the standard fused lasso problem (Tibshirani et al., 2005) . For this problem, there exist finite-step algorithms with computational costs of O(n): a taut-string method proposed by Davies and Kovac (2001) , a method based on analyzing its dual problem by Condat (2013) , a dynamic programming-based approach by Johnson (2013) , and a modular proximal optimization approach by Barbero and Sra (2014) all solve the problem with O(n) complexity. When the G is a two-dimensional grid graph, it has important applications in image denoising and it often referred to as total-variation denoising (Rudin et al., 1992) , and parametric max-flow algorithm (Chambolle and Darbon, 2009 ) can be used to solve
(1) in finite steps. When the graph is a tree, Kolmogorov et al. (Kolmogorov et al., 2016) extended the dynamic programming approach of Johnson to solve the fused lasso problem.
While these algorithms can find the exact solution in finite steps, they only apply to some specific graph structure and do not work for general graphs. In addition, they cannot be naturally generalized to the setting of p > 1, which is sometimes called group fused lasso (Bleakley and Vert, 2011 ).
In addition, many iterative algorithms based on convex optimization algorithms have been proposed to solve (1). For example, Liu et al. (2010) use a projected gradient descent method to solve the dual of (1), and reformulate it as the problem of finding an "appropriate" subgradient of the fused penalty at the minimizer. Chen et al. (2012) propose the smoothing proximal gradient (SPG) method. Lin et al. (2014) proposed an alternating linearization method. Yu et al. (2015) proposed a majorization-minimization method. One of the more popular methods is the alternating direction method of multipliers (ADMM), due to its simplicity and competitive empirical performance. Xie (2011) and Wahlberg et al. (2012) proposed algorithms based on the ADMM method. However, there is a step of solving a linear system for the n × n matrix I + ρD T D, which is usually in the order of O(n 2 ). Zhu (2017) proposed a modified ADMM algorithm that has a smaller computational cost of O(n) in an update step, but this modification generally converges slower. Ramdas and Tibshirani (2015) proposed a special ADMM algorithm that used dynamic programming in one of the update step, which can be used in the trend filtering problem, or when D has a diagonal structure. Barbero and Sra (2014) propose a method based on the Douglas-Rachford decomposition for the two-dimensional grid graph, which can be considered as the dual algorithm of ADMM (Eckstein and Bertsekas, 1992) . Tansey and Scott (2015) leveraged fast 1D fused lasso solvers in an ADMM method based on graph decomposition, but it can only be applied to the case when p = 1. Hallac et al. (2015) proposed the network lasso algorithm based on ADMM that can be applied to any generic graph and any p ≥ 1.
There exist other types of algorithms as well. Friedman et al. (2007) and Arnold and Tibshirani (2016) gave solution path algorithms (tracing out the solution over all λ ≥ 0).
Some other algorithms include a working-set/greedy algorithm (Landrieu and Obozinski, 2017) and an algorithm based on an active set search (Kovac and Smith, 2011) .
Among all algorithms, the network lasso (Hallac et al., 2015) is particularly interesting since it is scalable to any large graphs and can be applied to the case p ≥ 1. The algorithm proposed in this work follows this direction and can be considered as an improvement of the network lasso algorithm. The main contribution of this work is a novel ADMM method by dividing the objective function into two parts based on graph decomposition so that one of the subgraphs does not contain any two adjacent edges. This method can be applied to any graph and can be generalized to some other problems such as trend filtering. Compared with the network lasso algorithm in (Hallac et al., 2015) , it reduces the computational complexity per iteration and achieves a faster convergence rate.
The rest of this paper is organized as follows. In Section 2 we introduce our proposed method and analyze its computational complexity per iteration as well as convergence rates and establish the advantage of the proposed algorithm theoretically. Then we compare our algorithm with the network lasso algorithm in Section 3, both in simulated data sets and a real-life data set, which verifies the advantage of the proposed algorithm numerically.
Proposed Method
In this section, we will review the network lasso algorithm (Hallac et al., 2015) for solving
(1) in Section 2.1, present our algorithm in Sections 2.2 and 2.3, and analyze its performance in terms of computational cost per iteration and convergence rate in Sections 2.4 and 2.5. Hallac et al. (2015) introduce the following "Network Lasso" algorithm: for any (s, t) ∈ E, introduce a pair of variables z st , z ts ∈ R p , which are the copies of x r and x s respectively, and rewrite the problem (1) as follows:
Review: Network lasso
arg min
Then the standard ADMM routine would apply: let u st , u ts be the dual variables for x s −z st and x t −z ts respectively, then the augmented Lagrangian is (here x and z represents {x i } i∈G and {z i } i∈G ):
and the algorithm can be written as
The advantage of this algorithm is that, in each iteration, the optimization problem can be decomposed into smaller subproblems: the updates of x requires solving problems in the form of min x i f i (x i ) + x i − t 2 , which has explicit solutions for a large range of f i ; and the updates of z requires solving min zst,zts z ts − t 1 2 + z st − t 2 2 + λ z ts − z st , which has explicit solutions.
Proposed Method: A different way of splitting the objective function
In this section, we will propose another ADMM algorithm for solving (1), based on the reformulation as follows: We will divide the set of edges E into E 0 and E 1 , such that the set E 0 does not contain two neighboring edges, and then solve the following optimization problem:
s.t. x s = z st and x t = z ts for all (s, t) ∈ E 1 .
Since this formulation is different than (2), its associated ADMM routine is also different.
Let u st , u ts be the dual variables for x s − z st and x t − z ts respectively, then the augmented Lagrangian iŝ
and the update formula is
While the update formula for x (10) is similar to (4), it requires solving a slightly different problem due to the additional component λ (s,t)∈E 0 x s − x t . For any (s, t) ∈ E 0 , the ADMM procedure needs to solve arg min
where t 1 , t 2 ∈ R p and d s denotes the degree of the vertex s in the graph (V, E 1 ). For many choices of f s and f t (for example, square functions), this problem has an explicit solution.
Intuitively, we expect that the proposed algorithm would achieve a faster convergence rate than (2): (7) has fewer "dummy variables" in the form of
and (8) has fewer dual parameters than (7). As a result, the Lagrangian in (8) contains fewer variables than (3) and we expect the algorithm to converge faster.
An equivalent formulation
In this section, we propose an equivalent form of the update formula (10)- (12), with a smaller computational cost per iteration. In particular, we consider the ADMM algorithm for solving arg min
For its Lagrangiañ
the preconditioned ADMM algorithm can be written as
It is called preconditioned ADMM due to the additional component
Compared with the update formula (10)- (12), the computational cost of (17)- (19) is smaller since there are no "dummy variables" z ts and its associated dual variables u ts . In addition, Lemma 2.1 shows that (17)- (19) is equivalent to the update formula (10)- (12).
Its proof is deferred to Section 5.
Lemma 2.1. The update formula (17)- (19) with ρ = ρ 0 is equivalent to the update formula (10)-(12) with ρ = 2ρ 0 .
Implementation and its computational cost per iteration
Based on the update formulas (17)-(19), the implementation of our proposed algorithm is described as Algorithm 1.
As this algorithm depends on the graph decomposition E 0 ∪ E 1 , in practice, we use a greedy algorithm to find E 0 as follows: First, label all edges in some arbitrary order and E 0 be an empty set. Second, cycle once through each edge and add it to E 0 if it is not neighboring any existing edges in E 0 . In fact, E 0 is called matching in graph theory and there are numerous algorithms for finding a matching within a graph.
To compare the computational cost per iteration Algorithm 1 and the network lasso, we investigate a commonly used special case that f i (x i ) = x i − y i 2 . Then step 1 in Algorithm 1 requires the following Lemma 2.2. We skip its proof since it is relatively straightforward and has been discussed in works such as (Hallac et al., 2015) .
Algorithm 1 The implementation of the ADMM method in (17).
Input: Graph (V, E) and its partition E = E 0 ∪ E 1 (E 0 has not neighboring edges); loss functions {f i } i∈V ; parameters ρ and λ.
Initialization: Initialize {x
Loop: Iterate Steps 1-4 until convergence:
t , where
2:For any i ∈ V and does not belong to any edges in E 0 , x
Output: The solution to (1),
Now let us investigate the computational complexity per iteration of Algorithm 1, by keep track of the multiplications of a scalar and a vector of R p (denoted as multiplications) and the additions of two vectors of R p (denoted as additions). In particular, the calculation of t s /(1 + ρ s ) in the update of x requires 2|E 1 | + n multiplications and 2|E 1 | + n additions between, and step 1 requires an additional cost of at most 2|E 0 | multiplications and 2|E 0 | additions, and |E 0 | operations of finding the norm of a vector of length p and |E 0 | operations of comparing two scalars.
Step 3 requires 3|E 1 | additions, |E 1 | multiplications and |E 1 | comparisons.
Step 4 requires 3|E 1 | additions and |E 1 | multiplications.
Note that the network lasso algorithm is equivalent to the case where E 0 = ∅ and E 1 = E, we may compare the computational cost per iteration between Algorithm 1 and the network lasso algorithm, and it is clear that Algorithms 1 has a smaller computational cost per iteration compared to network lasso.
Convergence Rate
Now let us investigate the theoretical convergence rate. First, we introduce a general theory on the local convergence of ADMM. Its proof is deferred to Section 5.
Theorem 2.3 (Local Convergence Rate of ADMM).
Considering the problem of mini-
Assuming that around the solution (x * , y * ), ∂f 1 (x) = C 1 x + c 1 and ∂f 2 (x) = C 2 x + c 2 , then the local convergence rate of the ADMM algorithm is O(c(ρ) k ), where k is the number of iterations and c(ρ) is the largest real components among all eigenvalue of
Considering that Algorithm 1 is obtained from solving (7), the convergence rate of Algorithm 1 follows from this theorem with
That is, x 1 in Theorem 2.3 is replaced by {x i } i∈G , x 2 in Theorem 2.3 is replaced by {z st } (s,t)∈E 1 , and A 1 x 1 + A 2 x 2 = b is replaced by x s = z st and x t = z ts for all (s, t) ∈ E 1 .
Therefore, we have A 1 ∈ R np×2p|E 1 | , defined such that A 1 (2i − 1, s i ) = I p×p and A 1 (2i, t i ) = I p×p if (s i , t i ) is the i-th edge in E 1 , and A 2 = −I 2p|E 1 |×2p|E 1 | . The matrix C 1 ∈ R pn×pn can be generated by the following three steps. First, the (i, i)-th p × p block is given by
The matrix C 2 ∈ R 2p|E 1 |×2p|E 1 | is generated as follows: if the i-th edge in E 1 , (s i , t i ), satis-
The remaining 2p × 2p blocks are all zero matrices.
Note that the network lasso algorithm is equivalent to Algorithm 1 with E 0 = ∅ and E 1 = E, this result can also be applied to analyze the convergence rate of the network lasso algorithm.
While it is difficult to compare their convergence rates in general due to the complexities of A i and C i , we can calculate the convergence rate numerically for some specific examples.
Here we assume that G is the one-dimensional chain graph defined by V = {1, 2, · · · , n} and E = {(1, 2), (2, 3), · · · , (n − 1, n)}, and the partition such that E 0 = {(1, 2), (3, 4), · · · } and E 1 = {(2, 3), (4, 5), · · · }. We first compare the theoretical convergence rate (measured by c(ρ) in Theorem 2.3) of Algorithm 1 and the network lasso c(ρ) for the following three settings: Figure 1 : Comparison of the theoretical local convergence rates between Algorithm 1, the network lasso, and the standard lasso.
1.
The comparison of c(ρ) of Algorithm 1 and network lasso is visualized in Figure 1 . We can see that Algorithm 1 consistently has a smaller c(ρ), which implies a faster convergence rate.
Comparison with other works based on graph decomposition
Decomposing a graph into edges or paths is an idea that has been applied in existing works. However, we remark that our approach is different from previous works. For example, (Tansey and Scott, 2015) investigates the idea that decomposes the graph into a set of trails (this idea is also explored by Barbero and Sra (Barbero and Sra, 2014) for the two-dimensional grid graph), and then apply existing algorithms to solve each problem. In
By writing the optimization problem as min x,z i∈V
then the ADMM algorithm can be used to update x and z alternatively. We remark that there are two main differences: first, their method only works well for the case where x i are scalars (i.e., p = 1). In comparison, our method can handle the case where x i ∈ R p with p > 1. Second and more importantly, the total variation penalty term in their method was not partitioned and it is addressed using the augmented variable z; while in our case, the total variation penalty term is partitioned and part of the 1 penalty was handled through the variable x. In fact, the idea in this work can be combined with their idea for the case p = 1 and the problem could be written as follows: first, we decompose E into sets 
This formulation would give another algorithm for solving the problem in (Tansey and Scott, 2015) , but we will leave it for possible future investigations.
Experiments
In this section, the proposed Algorithm 1 will be compared with network lasso for solving
(1) under various scenarios. We measure their error at iteration k by the difference between its objective value and the optimal objective value. We remark that all ADMM algorithms require an augmented Lagrangian parameter ρ, and the algorithms would converge slowly when ρ is too large or too small. While there have been many works on the choice of ρ.
For example, a simple varying penalty strategy based on residual balancing is suggested in Section 3.4.1 of (Boyd et al., 2011) , and another choice based on the Barzilai-Borwein spectral method for gradient descent is proposed in there do not exists an optimal choice for settings (Xu et al., 2017) . Considering that there is no general consensus on the optimal strategy of the choice of ρ, we will test the performance of the algorithms on a range of ρ in the following simulations, and we choose the range so that the optimal ρ is inside the chosen range.
Simulations
We first test our result on the one-dimensional chain graph. Following (Zhu, 2017) , we use the model that
Then we let y i = y * i + N (0, I 2×2 ) and λ = 1 or 10, and compare Algorithm 1 will be compared with network lasso in Figure 2 with various choices of ρ. The figures indicate that for both choices of λ, Algorithm 1 always performs better with a good choice of ρ.
In fact, if ρ is chosen to be the optimal values for both algorithms, Algorithm 1 converges twice as fast as network lasso. 
Real dataset
We also use an example of a graphical fused lasso problem with a reasonably large, geographically-defined underlying graph. The data comes from police reports made publicly available by the city of Chicago, from 2001 until the present (Chicago Police Department 2014) and is available as the supplementary files of (Arnold and Tibshirani, 2016) . In this dataset, the vertices represent the census blocks and the edges represent the neighboring blocks, and more detailed explanation of this dataset is deferred to the supplementary file. This graph has 2162 vertices, 6995 edges and by running the greedy algorithm as described in Section 2.2, we obtain E 0 with 1025 edges andm 0 = 797. The result of the experiment in Figure 5 shows when λ = 0.05 or 0.25, Algorithm 1 converges much faster than the network lasso algorithm. Since Algorithm 1 has a smaller computational complexity per iteration as analyzed, this experiment shows that our algorithm numerically converges faster than network lasso.
Conclusion
This paper proposes a new ADMM algorithm for solving graphic fused lasso, based on a novel method of dividing the objective function into two components. Compared with the standard ADMM algorithm of network lasso, it has a similar complexity per iteration while usually converges within fewer iterations. As for future directions, it would be interesting to theoretically analyze its advantage, and explore other ways of dividing the objective function which could even future improve the performance of the ADMM algorithm for graph-fused lasso.
The idea of the proposed algorithm can also be applied to other problems such as trend filtering (Ramdas and Tibshirani, 2015) , defined by arg min x i ,i=1,··· ,n n i=1 f i (x i ) + λ n−1 i=2 x i−1 − 2x i + x i+1 . We may divide the objective function into n i=1 f i (x i ) + x 1 − 2x 2 + x 3 + x 4 − 2x 5 + x 6 + · · · and x 2 − 2x 3 + x 4 + x 3 − 2x 4 + x 5 + x 5 − 2x 6 + x 7 + x 6 − 2x 7 + x 8 + · · · . The analysis of its performance and the comparison with standard algorithms would be another possible future direction. 
Proof of Lemma 5.1
Proof of Lemma 5.1. Applying the standard ADMM routine to optimize (x, w) and (y, z)
alternatively, the update formula for the augmented ADMM is
Note that by plugging the definition of z Plugging in the definition of w (k+1) to (31), we obtain the equivalence between (31) and (27).
Proof of Theorem 2.3
Proof of Theorem 2.3. By calculation, the ADMM algorithm is equivalent to the DouglasRachford splitting method applied to 
