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Abstract
Watson–Crick complementarity has been used as a basis for massive parallelism in DNA
computing. Also its use in an operational sense has turned out to be very promising in the study
of Watson–Crick D0L systems. The latter generalize D0L systems in a way not investigated
so far in the theory of Lindenmayer systems. The complexity of the “trigger” is crucial for
decidability properties concerning Watson–Crick D0L systems. The purpose of this paper is to
settle the basic decision problems in the case of regular triggers. c© 2001 Elsevier Science B.V.
All rights reserved.
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1. Introduction
The areas of formal language theory, where the original motivation comes from
biology or microbiology, are Lindenmayer systems (L systems) and DNA computing,
see [7, 6]. While the former is already very solidly established, the development of the
latter is still in its initial stages. Watson–Crick D0L systems [4, 5, 9] combine basic
features from both areas as described in the sequel.
D0L systems are the simplest and most widely studied among Lindenmayer systems
[7]. A D0L system de=nes its language as a sequence of words. Moreover, D0L systems
are very pleasing mathematically, since the theory is closely related to N-rational and
Z-rational functions. The fundamental signi=cance of Watson–Crick complementarity
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lies in the fact that two complementary DNA strands anneal to form a double strand,
which infact can be used as a tool to induce massive parallelism in computations [6].
Complementarity means simply that the four nucleotides A; C; G; T anneal according to
the mapping hW:
hW(A) = T; hW(T ) = A; hW(C) = G; hW(G) = C:
The mapping hW will be generalized below and referred to as the Watson–Crick
morphism.
When viewed as a language-theoretic operation, complementarity (as de=ned by hW)
is only a morphism of a special kind. However, the operational complementarity can
be considered also as a tool in a developmental model: undesirable conditions in a
string (word) trigger a transition to the complementary string. Here one assumes that
the class of “bad” strings is somehow speci=ed. Whenever a bad string x is about to
be produced by a generative process, the string hW(x) is taken instead of x. If the
generative process produces a unique sequence of strings, the sequence continues from
hW(x). Then no bad strings are produced, provided the class of all bad strings satis=es
the following condition: whenever x is bad, then hW(x) is not bad.
While the operational complementarity in the sense described can be associated with
any generative process for words, it is particularly suitable for Lindenmayer systems
because they themselves model biological development. Although D0L systems have
been thoroughly investigated [7], when they are augmented with a trigger for com-
plementarity transitions, new challenging problems arise. Basic decision problems for
such Watson–Crick D0L systems will be investigated in this paper.
Decidability properties depend heavily on the complexity of the trigger, that is, the
complexity of the set of bad words. Assuming that the latter is regular, we will establish
the decidability of all fundamental equivalence problems.
2. Preliminaries
We use standard language-theoretic notation and terminology. In particular, |w|
denotes the length of a word w, and |w|a the number of occurrences of the letter
a in w. The complement of a language L is denoted by Lc. For ultimately periodic
in=nite words x, the notation x=yz! indicates that z is the part repeating in x.
We assume that the reader is familiar with the theory of D0L systems [7]. Some
parts of the proofs below use details about the theory of growth functions, as well as
about decompositions of D0L sequences.
A generalization of the DNA-alphabet of the four nucleotides A; C; G; T is the fol-
lowing DNA-like alphabet:
n = {a1; : : : ; an; Ja1; : : : ; Jan}; n¿1:
The letters in the unordered pairs (ai; Jai); 16i6n, are called complementary, and the
endomorphism hW of ∗n mapping each letter to its complementary one is called the
Watson–Crick morphism.
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We now de=ne the notion of a Watson–Crick D0L system. Let G=(n; g; u0) be
a D0L system over the DNA-like alphabet n. Thus, u0 ∈∗n and g :∗n →∗n is a
morphism. (The morphism g is often de=ned in terms of productions, indicating the
image of each letter.) Let hW be the Watson–Crick morphism on ∗n and TR⊆∗n
a recursive set such that, whenever x∈TR, then hW(x) =∈TR. Assume, further, that
u0 =∈TR. Then the pair GW = (G; TR) is referred to as a Watson–Crick D0L system
and the set TR as its trigger.
The system GW generates the word sequence S(GW)= (ui)i¿0 with
ui+1 =
{
hW(g(ui)) if g(ui) ∈ TR;
g(ui) otherwise
for all i¿0. The language and growth function of GW are de=ned as for ordinary
D0L systems: the language consists of all words in S(GW) and the growth function
indicates the length of the ith word, for all i¿0. The Watson–Crick road associated to
GW is the in=nite word i1i2i3 : : : over the alphabet {0; 1} such that, for all j¿1; ij =0
(resp. ij =1) if uj = g(uj−1) (resp. uj = hW(g(uj−1))). (Thus, for all j¿1; ij indicates
whether or not the word uj results from a transition to the complementary word. The
term “road” refers to the =nite graph associated to GW [9]. Finite pre=xes of this road
are called Watson–Crick walks.) The sequence, language, growth and road equivalence
problems for Watson–Crick D0L systems are now de=ned in the natural fashion. Apart
from the road equivalence problem, the problems are analogous to those concerning
ordinary D0L systems [7].
Properties of the triggers TR are crucial for decidability. For adequately general
triggers, the problems became undecidable [9]. The context-free nonregular language
over n, consisting of words where the barred letters form a strict majority, constitutes
a very natural trigger. Watson–Crick D0L systems having this trigger are referred to
as standard [9]. For instance, the standard Watson–Crick D0L system [4] de=ned by
the axiom a1a2 Ja3 and productions
ai → ai; i = 1; 2; 3; Ja1 → Ja1 Ja2; Ja2 → Ja2; Ja3 → Ja33
has some remarkable properties. Its Watson–Crick road is not ultimately periodic and,
moreover, its growth function is not Z-rational. In general, equivalence problems con-
cerning standard Watson–Crick D0L systems are open.
3. Ultimate periodicity
From now on we assume that triggers are regular languages. In this case it is
possible to show the decidability of all four basic equivalence problems. That some of
the arguments are involved is understandable because, after all, we are dealing with a
considerable generalization of D0L systems.
Suppose GW = (G; TR) is a Watson–Crick D0L system with a regular trigger. Our
=rst goal is to show that the sequence generated by GW is an HD0L sequence. We
692 J. Honkala, A. Salomaa / Theoretical Computer Science 259 (2001) 689–698
will give two diMerent proofs of this result. The =rst proof is language-theoretic and
uses the following lemma concerning DT0L systems.
Lemma 1. Suppose T =(;H; w) is a DT0L system and R⊆∗ is a regular language.
Then the language
R1 = { ∈ H∗ | (w) ∈ R}
is regular.
Proof. The claim is a special case of the results in Ginsburg and Rozenberg [2].
Theorem 2. Suppose G=(n; g; u0) is a D0L system and GW = (G; TR) is a Watson–
Crick D0L system with a regular trigger. Denote S(GW)= (un)n¿0. Then there exist
integers p¿1; q¿0 such that for all integers 06j6p−1; the sequence (uq+j+np)n¿0
is a D0L sequence.
Proof. De=ne the DT0L system K =(n; H; u0) by H = {h0; h1} where h0 = g and
h1 = hWg. Let
R = g−1(TR):
Because R is a regular language, Lemma 1 implies the existence of a =nite deterministic
automaton with the state set Q, initial state q0 and input alphabet H , as well as a
mapping  :Q→{0; 1} such that for all t¿0; 06i1; : : : ; it61, we have
hit : : : hi1 (u0) ∈ R
if and only if
(q0hi1 : : : hit ) = 1:
(We denote here by q0w the state, where w takes the automaton from q0.) Now, de=ne
the sequence (in)n¿1 by
i1 = (q0); in+1 = (q0hi1 : : : hin); n¿1:
Then we have
un = hin : : : hi1 (u0); n¿0: (1)
(In other words, i1i2i3 : : : is the Watson–Crick road of GW.) Indeed, if (1) holds for
n¿0, g(un)∈TR, or, equivalently, un ∈R if and only if hin : : : hi1 (u0)∈R or, equiva-
lently, (q0hi1 : : : hin)= 1. Hence un+1 = h(q0hi1 :::hin )(un)= hin+1(un)= hin+1 : : : hi1 (u0).
Now the theorem follows because the sequence (in)n¿1 is ultimately periodic. To
see this, choose integers n¿m¿1 such that
q0hi1 : : : him = q0hi1 : : : hin :
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Then
im+1 = (q0hi1 : : : him) = (q0hi1 : : : hin) = in+1:
Proceeding similarly we see that im+p = in+p for any p¿1 which implies ultimate
periodicity. This means that S(GW) can be decomposed into D0L sequences as claimed
in the theorem.
Theorem 3. Let (un)n¿0 be as in Theorem 2. Then (un)n¿0 is an HD0L sequence.
Furthermore; there is a positive integer M such that |un+1|6M |un| for any n¿0.
Proof. The =rst claim follows because any sequence which can be decomposed into
D0L sequences is an HD0L sequence. The second claim follows because un+1 is ob-
tained from un by applying g or hWg.
We now indicate a second proof for Theorem 3. In his paper [3], Harrison has shown
that any RWD0L sequence can be decomposed into D0L sequences (see [3, Corollary
5:6]). This implies Theorem 2 because Watson–Crick D0L systems with regular triggers
can be regarded as RWD0L systems. The proof of Harrison relies on algebraic tools;
we have given a direct proof of Theorem 2 to see clearly why regular triggers lead to
ultimately periodic Watson–Crick roads. An interested reader will see that our proof of
Theorem 2 also gives a new proof for the result of Harrison quoted above. Our results
below use only Theorem 3; hence they hold for RWD0L systems as well.
Theorem 4. The road; growth and sequence equivalence problems are decidable for
Watson–Crick D0L systems with regular triggers.
Proof. The =rst claim follows because the Watson–Crick roads are eMectively ob-
tainable and ultimately periodic. The remaining claims follow by Theorem 3 because
growth and sequence equivalence are decidable for HD0L sequences.
The ultimate periodicity of the Watson–Crick road implies also some other decid-
ability results. The reachability problem [9], concerning the graph associated to GW
becomes immediately decidable if the road is ultimately periodic. (The problem is quite
tricky and its decidability is still open for standard Watson–Crick D0L systems.) Also
the proof of the =rst part of Theorem 3:2 in [9] becomes now essentially simpler.
Theorem 5. The growth functions of Watson–Crick D0L systems with regular trig-
gers are D0L growth functions.
Proof. Let (un)n¿0 be the sequence generated by a Watson–Crick D0L system with a
regular trigger. By Theorem 3 the length sequence (|un|)n¿0 is an N-rational sequence
such that |un+1|6M |un| for any n¿0 where M is a positive integer. It is well known
that such sequences are D0L growth sequences.
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4. Language equivalence problem
Next, we show that language equivalence is decidable for Watson–Crick D0L systems
with regular triggers. Here, the decidability does not follow directly by Theorem 3
because HD0L language equivalence problem remains open. However, for our purposes
it suNces to consider HD0L systems which have additional properties.
We say that an HD0L system G is restricted if the sequence S(G)= (un)n¿0 satis=es
the following conditions:
(i) There is a nonnegative integer n0 such that if n; m¿n0 and n =m, the words un
and um have diMerent Parikh vectors.
(ii) There is a positive integer M such that |un+1|6M |un| for any n¿0.
(Whenever we consider a decision problem for restricted HD0L systems it is
assumed that the integers n0 in (i) are given.)
We will =rst show that language equivalence is decidable for restricted HD0L sys-
tems. Then we show that this implies the decidability of language equivalence for
Watson–Crick D0L systems with regular triggers. (Note that the sequences generated
by Watson–Crick D0L systems with regular triggers do not generally have property
(i).) We need one technical lemma.
Lemma 6. If k is a positive integer there exists a polynomial P(z1; : : : ; zk) with non-
negative integer coe:cients such that the mapping P :Nk →N is injective and P
satis<es the following condition. For any positive integer L there exists a positive
integer JL such that for any nonnegative integers ai; bi; 16i6k; the inequality
a1 + · · ·+ ak6L(b1 + · · ·+ bk) (2)
implies that
P(a1; : : : ; ak)6 JLP(b1; : : : ; bk):
Proof. Let R(z1; : : : ; zk) be a polynomial with nonnegative integer coeNcients such that
the mapping R :Nk →N is injective. (If k =2 we may take R=R2(z1; z2)= 2J (z1; z2),
where J (z1; z2)= 12 ((z1 + z2)
2 +3z1 + z2) is the Cantor’s pairing polynomial. If we have
de=ned Rn we may take Rn+1(z1; : : : ; zn+1)= 2J (Rn(z1; : : : ; zn); zn+1).) Now, there exist
positive integers A and B such that
R(a1; : : : ; ak)6A(a1 + · · ·+ ak)B
for all nonnegative integers a1; : : : ; ak such that a1 + · · · + ak¿0. We will show that
the polynomial P de=ned by
P(z1; : : : ; zk) = A(z1 + · · ·+ zk)2B + R(z1; : : : ; zk)
has the required properties.
We show =rst that the mapping P :Nk→N is injective. Suppose P(a1; : : : ; ak)=
P(b1; : : : ; bk) where the ai’s and bi’s are nonnegative integers. If a1 + · · · + ak¡b1
J. Honkala, A. Salomaa / Theoretical Computer Science 259 (2001) 689–698 695
+ · · ·+ bk we have
P(a1; : : : ; ak)6 A(a1 + · · ·+ ak)2B + A(a1 + · · ·+ ak)B
¡ A(a1 + · · ·+ ak + 1)2B6A(b1 + · · ·+ bk)2B
6 P(b1; : : : ; bk);
which is not true. Therefore a1+· · ·+ak = b1+· · ·+bk . Because R :Nk →N is injective
this implies that ai = bi for 16i6k. This proves the injectivity of P :Nk →N.
Suppose then that ai’s and bi’s are nonnegative integers and L is a positive integer
such that (2) holds. Then
P(a1; : : : ; ak)6 2A(a1 + · · ·+ ak)2B
6 2AL2B(b1 + · · ·+ bk)2B62L2BP(b1; : : : ; bk):
Hence we can choose JL=2L2B.
In the next lemma we use ideas from Ruohonen [8].
Lemma 7. Language equivalence is decidable for restricted HD0L systems.
Proof. Suppose G1 and G2 are restricted HD0L systems with S(G1)= (un)n¿0 and
S(G2)= (vn)n¿0. We assume =rst that both G1 and G2 satisfy condition (i) with n0 = 0.
Let  be an alphabet such that un; vn ∈∗ for all n¿0. Choose k =card() and let P
be as in Lemma 6. De=ne the mappings f :N→N and g :N→N by
f(n) = P( (un)) and g(n) = P( (vn));
n¿0. (Here  (u) is the Parikh vector of u∈∗.) We claim that f and g are D0L
growth functions.
First, if +∈, the sequence (|un|+)n¿0 is N-rational. By the closure properties of
N-rational sequences it follows that f is N-rational. Recall that there exists a positive
integer M such that
|un+1|6M |un|
for all n¿0. Denote
 (un) = (b1; : : : ; bk) and  (un+1) = (a1; : : : ; ak):
Because
|un| = b1 + · · ·+ bk and |un+1| = a1 + · · ·+ ak
we have
a1 + · · ·+ ak6M (b1 + · · ·+ bk):
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Let JM be the integer resulting from M as JL results from L in Lemma 6. Then
f(n+ 1) = P( (un+1)) = P(a1; : : : ; ak)
6 JMP(b1; : : : ; bk) = JMP( (un)) = JMf(n):
This together with the N-rationality of f implies that f is a D0L growth function. It
is seen analogously that g is a D0L growth function.
Now we apply the algorithm of Berstel and Nielsen [1] to decide whether or not
{f(n) | n¿0} = {g(n) | n¿0}: (3)
If not, G1 and G2 are not language equivalent. We continue with the assumption that
(3) holds. Then we can compute integers a; b; cj; dj; 06j¡a such that
f(an+ j + b) = g(cjn+ dj)
for all 06j¡a; n¿0. Because f is injective, we have cj1n1+dj1 = cj2n2+dj2 whenever
(n1; j1) =(n2; j2); n1; n2¿0; 06j1; j2¡a.
Recall that no two un (resp. vn), n¿0, have equal Parikh vectors. Hence we have
L(G1)=L(G2) if and only if
uan+j+b = vcjn+dj
for all 06j¡a; n¿0, and
{un | 06n ¡ b} = {vn | n =∈ I}
where I =
⋃a−1
j=0 {cjn+dj | n¿0}. The decidability of these conditions follows from the
decidability of the HD0L sequence equivalence problem. This concludes the proof of
the lemma in the case n0 = 0 in condition (i) for both systems G1 and G2. Only simple
modi=cations are necessary in the general case.
Now we can solve the language equivalence problem.
Theorem 8. Language equivalence is decidable for Watson–Crick D0L systems with
regular triggers.
Proof. Suppose =rst that GW = (G; TR) is a Watson–Crick D0L system with a regular
trigger where G=(n; g; u0) is a D0L system. Denote h0 = g; h1 = hWg and de=ne the
sets Next(u); u∈{0; 1}+, recursively by
Next(0) = g−1(TRc);
Next(1) = g−1(TR);
Next(i1 : : : ik0) = Next(i1 : : : ik) ∩ (ghik : : : hi1 )−1(TRc);
Next(i1 : : : ik1) = Next(i1 : : : ik) ∩ (ghik : : : hi1 )−1(TR);
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where k¿1; 06i1; : : : ; ik61. Intuitively, a word w∈∗n belongs to Next(u) if and only
if the derivation starting from w according to GW proceeds along the Watson–Crick
walk u.






where the union is disjoint.
Assume now that GWi =(Gi; TRi) are Watson–Crick D0L systems with regular trig-
gers for i=1; 2. Recall that, by Theorem 2, the Watson–Crick roads are ultimately pe-
riodic. Suppose that the Watson–Crick road of GWi equals yiz
!
i , where zi is a primitive
word, i=1; 2. De=ne the sets Next1(u) and Next2(u) as explained above, associating





Hence, L(GW1)=L(GW2) if and only if
L(GW1) ∩ Next1(u) ∩ Next2(v) = L(GW2) ∩ Next1(u) ∩ Next2(v) (4)
for all u; v∈{0; 1}∗ with |u|= t1; |v|= t2. Fix such a pair (u; v). Because Next1(u) ∩
Next2(v) is regular, there exist HD0L sequences (un)n¿0 and (vn)n¿0 such that
L(GW1) ∩ Next1(u) ∩ Next2(v) = {un | n¿0} (5)
and
L(GW2) ∩ Next1(u) ∩ Next2(v) = {vn | n¿0}: (6)
If at least one of (5) and (6) is a =nite set we can obviously decide the validity of (4).
Suppose that (5) and (6) are in=nite sets. Then we can decide (4) by Lemma 7 because
{un | n¿0} and {vn | n¿0} are restricted HD0L languages. To see this, consider the
set {un | n¿0}. We claim that there is a positive integer n1 such that {un | n¿n1} is
included in a D0L language. This clearly implies that {un | n¿0} is a restricted HD0L
language. For the proof of the claim denote u= i1 : : : it1 where 06i1; : : : ; it161. Because
{un | n¿0}⊆Next1(u) there is a positive integer n1 such that
{un | n¿n1}⊆{(hit1 : : : hi1 )m(un1 ) |m¿0}:
This completes the proof.
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