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Chapter 1
Introduction
In classical mechanics the state of a particle at a time t is fully described by a point
x(t) = (r(t),p(t)) in phase space. The motion is given by the solution of the equa-
tions of motion (Newton, Lagrange or Hamilton). This solution is unique given
the initial conditions, and therefore the motion is completely deterministic, though
the dynamics can be extremely complicated. Let us consider an autonomous con-
servative system with f degrees of freedom, described by a Hamiltonian function
H(x). Due to conservation of energy the motion in phase-space is restricted to a
2f−1-dimensional hyper-surface. Classically, the type of motion can be separated
into integrable and non - integrable. The first situation appears if there are, apart
from the energy, f − 1 other independent constants of motion [1]. In this case,
it is possible to perform a canonical transformation to a new set of phase-space
coordinates, called the action-angle variables, such that the Hamiltonian depends
only on the action variables, therefore the motion in phase space is restricted to an
f -dimensional hyper-surface [2]. In the new coordinates, the dynamics is trivial,
the angles vary linearly with time, while the actions remain constant, so, all the
solutions are periodic or quasi-periodic, depending on the frequency ratio between
the different angular degrees of freedom. Opposite to this situation, where there
are apart from energy no other constants of motion, the system can display hard
chaos: there is an extreme sensitivity to initial conditions, i.e. perturbing slightly
the initial conditions leads to exponential separation in time of the solutions. This
makes impossible to predict the long time behaviour of the solutions if the initial
conditions are not known exactly.
On the other hand, a more general theory is the quantum theory, in which a
physical state is depicted by a vector |ψ(t)〉 in Hilbert space, whose evolution is
given through the Schro¨dinger equation:
i~
d
dt
|ψ(t)〉 = Hˆ|ψ〉, (1.1)
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which has also a unique solution once the initial condition (state) is given. A
first connection between the quantum and the classical dynamics, can be found
by making the ansatz ψ(r, t) = A(r, t) exp(iS(r, t)/~) in position representation
for a Hamiltonian of the form H(r,p) = p2/2m+ V (r), as first done in Ref. [3].
After substituting in Eq. (1.1), and neglecting all ~-dependent terms, one arrives
to the Hamilton-Jacobi equation of motion
−∂S(r, t)
∂t
= H(r,∇S(r, t)). (1.2)
This equation is satisfied by the action principal function
S(r, t) = S(r, r′, t− t′) =
∫ t
t′
dt′′L(r(t′′), r˙(t′′), t′′), (1.3)
with the condition r(t′) = r′, where L(r(t), r˙(t), t) is the Lagrangian. Moreover,
the next order in ~ corresponds to the classical continuity equation. So apparently,
for small values of ~ the quantum solutions are closely related to the classical
ones. This ansatz that we have just mentioned above, is the main ingredient to
obtain a semiclassical quantization of integrable systems. For integrable systems
one can relate the classical conserved quantities to “good” quantum numbers,
in the sense that each invariant torus, characterized by its frequencies, can be
linked to a quantum wave function through the quantization condition where
each classical action coordinate is a multiple integer of Planck’s constant ~ (plus
phases). This is the well known EBK quantization introduced in Ref. [4] (based on
WKB quantization for one-dimensional systems [5]) relating classical and quantum
solutions in a direct way.
As pointed out by Einstein, the tori quantization is not applicable if the system
is not longer integrable, and the way of quantizing this type of systems is still an
issue in the semiclassical community. However, the complexity in the dynamics
of chaotic systems is compensated by the simplicity in the statistical properties:
all chaotic systems satisfy universal properties on the classical side, which are (i)
ergodicity, i.e. almost any trajectory (apart from a set of zero measure), will ho-
mogeneously fill the energy shell after long times; (ii) mixing, i.e. correlations of
functions in phase space decay exponentially fast; and (iii) hyperbolicity, i.e. a
small initial separation between almost any two trajectories will grow exponen-
tially fast [6]. On the quantum side it has been widely shown that chaotic systems
display universal properties as well [7], e.g. the energy eigenvalues of a confined
system display universal statistics, conductance and shot noise in chaotic open
systems are also universal.
The quest of “quantum chaos” [8] is the study of quantum systems whose
classical counterpart is chaotic. A phenomenological approach to these universal
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features, is done in the frame of Random Matrix Theory (RMT), by considering
ensembles over all Hamiltonians with the same symmetry properties instead of the
original individual system itself. This was proposed first by Wigner and Dyson
in Ref. [9, 10] in order to describe statistics of eigenvalues of highly excited
atomic nuclei. Later on, it was conjectured in Ref. [11] that the energy levels
of an individual classically chaotic system follows the RMT predictions (Bohigas-
Giannoni-Schmit conjecture). A formal link between the classical and quantum
theories has been done in the frame of the semiclassical approximation. Let us
introduce this approximation and some of its basic tools.
1.1 The semiclassical approximation
The solution of the time dependent Schro¨dinger equation Eq.(1.1) for a time in-
dependent Hamiltonian can be written in position representation as
ψ(r, t) =
∫
dr′K(r, r′, t− t′)ψ(r′, t′), (1.4)
where
K(r, r′, t− t′) =
〈
r
∣∣∣∣exp
(
− i
~
Hˆ(t− t′)
)∣∣∣∣ r′
〉
, (1.5)
is the propagator and ψ(r, t′) is the wave function at t′. In Ref. [12] Feynman
introduced a space-time formulation of quantum mechanics directly related to the
propagator, from which one has that
K(r, r′, t− t′) =
∫
D[r(t)]e i~S[r(t)], (1.6)
where S[r(t)] is the action integral Eq. (1.3) along the path r(t) joining r′ and r
in a time t− t′.
Starting from the Feynman path integral approach to quantum mechanics and
applying the method of stationary phase approximation a semiclassical propagator
was derived [13]. The philosophy behind the semiclassical approximation is that
all the typical actions, i.e. the typical values of S[q(t)], are much larger that ~,
giving rise to a rapidly oscillating function in the integral. Therefore the main con-
tributions will come from paths where the phase is stationary, which are actually
the classical paths, i.e. the solutions of Eq. (1.2). The semiclassical propagator
can be written as
Ksc
(
r, r′, t− t′) = 1
(2πi~)f/2
∑
γ(r′→r,t−t′)
Dγ exp
(
i
~
Sγ(r, r
′, t− t′)− iπ
2
µγ
)
, (1.7)
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where f is the dimension of the system, γ are classical trajectories traveling from
r′ to r in a time t− t′ with an stability given by
Dγ =
∣∣∣∣det
(
−∂
2Sγ(r, r
′, t− t′)
∂r∂r′
)∣∣∣∣
1/2
, (1.8)
called the Van Vleck determinant. Sγ(r, r
′, t − t′) is the action along the path γ
and µγ is the so-called Morse index, related to phases gained at the turning points.
A very useful quantity in many physical contexts, from spectral statistics to scat-
tering processes, is the Fourier transform of the propagator to the energy domain:
the Green function. The exact (retarded) Green function for a bounded system
can be written in terms of the eigenfunctions φn(r) and eigenvalues En of H as
G+
(
r, r′, E
)
= lim
ǫ→0+
∑
n
φn(r)φ
∗
n(r
′)
E − En + iǫ . (1.9)
The corresponding semiclassical Green function obtained from the evaluation of
the Fourier transform of Eq. (1.7) by stationary phase approximation, is given by
Gsc
(
r, r′, E
)
=
2π
(2πi~)(f+1)/2
∑
γ(r′→r,E)
D˜γ exp
(
i
~
S˜γ(r, r
′, E)− iπ
2
νγ
)
, (1.10)
where trajectories γ are now fixed in energy, the phase is S˜γ(r, r
′, E) =
∫ r
r′
p(q)·dq,
νγ is µγ plus additional phases gained in the time integration, and
D˜γ =
∣∣∣∣∣det
(
∂2Sγ
∂r∂r′
∂2S˜γ
∂E2
)∣∣∣∣∣
1/2
. (1.11)
Eqs. (1.7) and (1.10) are the bones of the semiclassical approximation. Most
of the semiclassical approximations are based on evaluating expressions involving
either the propagator or the Green function. The semiclassical theory has given
a formal way of studying quantum properties in terms of classical information.
The evaluation of the path integral by stationary phase approximation is valid in
systems where the typical actions are much larger than Planck’s constant. This
corresponds, for example, to mesoscopic systems, which are systems of a micron in
size showing classical and quantum signatures. It is important to stress out that
the semiclassical approximation takes into account interference effects through the
phase terms, and therefore goes beyond a simple quasi-classical description. As
mentioned before, through the semiclassical methods a formal link between RMT
predictions and classical dynamics can be built. Let us have a more detailed look
into this issue.
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1.2 Spectral statistics
A prominent approach to the quest of “quantum chaos” involves spectral statis-
tics to characterize the energy-level fluctuations in quantum systems and their
interpretation in terms of the dynamics of the corresponding classical system.
Classically integrable systems possess uncorrelated energy levels, described by a
Poisson distribution [14], while the levels of classically chaotic quantum systems
exhibit strong local repulsion, conjectured to be the same as for RMT. Spec-
tral statistics has been investigated, for both integrable [15, 16, 17] and chaotic
[18, 19, 20] systems employing semiclassical approaches. For the purely chaotic
case, starting with Ref. [21], considerable progress has been recently made in un-
derstanding semiclassically energy level correlations beyond the so-called diagonal
approximation [19] by means of classical correlations between (off-diagonal) pairs
of periodic orbits.
1.2.1 Semiclassical density of states
Let {E1, E2, . . . , En} be the spectrum of the quantum Hamiltonian Hˆ for a bounded
system. The level density g(E) is defined as
g(E) =
∑
i=1
δ(E −Ei), (1.12)
which is related to the Green function through
πg(E) = −Im
∫
drG+(r, r, E) . (1.13)
Averaging this quantity over an energy window of width ∆E ≪ E leads to the
average density of states g¯(E) = 〈g(E)〉∆E . This average density of states is
a smooth and slowly varying function of the energy E if the averaging includes
enough energy levels.
Evaluating the trace integral in Eq. (1.13) by stationary phase approximation
Gutzwiller, in Ref. [22], derived his famous trace formula, which relates the oscil-
latory part of the spectral density with classical solutions which are periodic. The
semiclassical density of states gsc(E) can be written in the form
gsc(E) = g¯sc(E) + δg(E), (1.14)
where the smooth part g¯sc(E) is given by the (extended) Thomas-Fermi model (cf.
Chap. 4 in Ref. [23]), and the oscillating contribution is given by a trace formula
which, to leading order in 1/~, has the following form:
δg(E) =
1
~µ+1
∑
j
Aj(E) cos
[
Sj(E)
~
− π
2
σj
]
. (1.15)
6 CHAPTER 1. INTRODUCTION
The sum is over all periodic orbits j (which form families with degenerate actions
in the presence of continuous symmetries). Sj(E) =
∮
j p ·dq is the action integral
along a periodic orbit and σj a geometrical phase factor (usually called Maslov
index). The amplitudes Aj(E) and the power of ~ in Eq. (1.15) depend on the
presence of continuous symmetries. For fully integrable systems, µ = s/2, where
s is the degree of degeneracy of the orbit families; the amplitudes were derived by
Strutinsky and Magner [24] for specific cases and by Berry and Tabor [25] for gen-
eral integrable systems. For non-integrable systems with continuous symmetries,
further results were obtained by Creagh and Littlejohn [26].
For systems without continuous symmetries, where all orbits are isolated in
phase space, one has µ = 0, and the amplitudes Aj(E) were given by Gutzwiller
[22] in terms of their stability matrices Mj(E) and periods Tj(E) = dSj(E)/dE.
1.2.2 The spectral form factor
Statistics of energy levels can be characterized by the two-point correlation func-
tion of the density of states, defined as
R(ω,E) =
1
g¯2(E)
〈g(E + ω/2)g(E − ω/2)〉∆E − 1. (1.16)
An energy average 〈...〉∆E is taken in order to ensure that R(ω,E) is a slowly
varying function of E. The window of average ∆E is chosen in a way that it is
considered classically small ∆E≪E, but quantum mechanically large g¯(E)∆E≫1.
It is expected that for large energies E this quantity will be independent of E,
and will be only a function of the energy difference ω. Therefore we will drop
the energy E as an argument of the two-point correlation function, though it
is an argument of all energy-dependent classical quantities. Moreover we will
always assume a dimensionless spectrum with mean level separation equal to unity,
which is obtained from the original spectrum by the standard process of unfolding:
replacing the energy level Ei by the mean number of states at this energy, N¯(Ei).
The spectral form factor is defined as the Fourier transform of eq.(1.16) with
respect to the energy difference ω
K(τ) =
〈
g¯
∫ ∞
−∞
R(ω)e−2πiωτg¯dω
〉
∆τ
, (1.17)
where τ = t/tH , and tH = 2π~g¯ is the Heisenberg time, which represents the time
scale associated with the mean level spacing.
Again a local average over a time window around τ is performed in order
to obtain a slowly varying function of the time. For an integrable system, the
spectrum is uncorrelated, which means that the two-point correlation function is
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Figure 1.1: Spectral form factor for the quartic oscillator (cf. Chapter 2) showing hard chaos
around an unfolded energy E˜ = 6000 averaged over 2000 levels. In bold: RMT prediction.
a Dirac delta function and the form factor is equal to 1 for all τ [19]. A RMT
prediction for K(τ) is obtained by taking averages over ensembles of random ma-
trices preserving the general symmetries of the systems [10, 27]. For example, for
systems without time-reversal symmetry (GUE), we know that the Hamiltonian
has to be Hermitian, whereas for time-reversal invariant systems it must be real
and symmetric (GOE). Averaging over all Hermitian or real symmetric matrices,
and taking the limit of the matrix dimension N →∞, a prediction for the spectral
form factor can be obtained, which is independent of system specific parameters
and therefore is called universal:
KGOE(τ) =
{
2τ − τ ln(1 + 2τ) if 0 < τ < 1
2− τ ln
(
2τ+1
2τ−1
)
if τ > 1
(1.18)
As an example, we show in Fig. 1.1 the numerically calculated spectral form
factor for a quartic oscillator potential (cf. Chapter 2) with chaotic dynamics in
comparison with eq.(1.18) (bold line).
1.2.3 The diagonal approximation
By replacing the semiclassical density of states into Eq. (1.17) a semiclassical
expression for the form factor can be derived as Ref. [19]:
K(τ) =
1
~2µ
〈∑
j,k
AjAk
t2H
exp
[
i
~
(Sj − Sk)− iπ
2
(σj − σk)
]
δ∆τ
(
τ − T¯jk
tH
)〉
, (1.19)
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where T¯jk =
1
2(Tj + Tk). The width of the delta-function is due to the local time
average.
As expressed in Eq. (1.19) the spectral form factor is determined by a double
sum over pairs of periodic orbits. The semiclassical limit ~ → 0 means that the
typical classical actions of these paths are very large compared with ~, so that the
energy average will strongly suppress the contributions of most pairs of orbits. The
first approximation is to consider that only orbits paired with themselves (j = k)
or, in case of time reversal symmetry, with their time-reserved partners (j = k¯)
give a contribution. This is known as the “diagonal approximation”, introduced
by Berry in Ref. [19]. In the diagonal approximation the double sum is reduced
to a single one:
Kdiag(τ) =
1
~2µ
〈∑
j
|Aj |2
t2H
δ∆τ
(
τ − T¯jk
tH
)〉
. (1.20)
For chaotic systems this sum can be evaluated using the sum rule of Hannay
and Ozorio de Almeida [18], which is based on the properties of classical chaotic
systems. For long enough times, the number of periodic orbits in a hyperbolic
systems increases like eλt/t, where λ is the Lyapunov exponent (characterizing
the rate at which the distance between two close points will increase), while the
amplitudes |Aj |2 decrease exponential as e−λt, yielding that
Kdiag(τ) = 2τ, (1.21)
for the orthogonal case. For the unitary case GUE, Kdiag(τ) = τ .
1.2.4 Quantum corrections in the semiclassical approximation
It was only until 2001, with the work of Sieber and Richter in Ref. [21], that
interference terms entered into the semiclassical approximation for fully chaotic
systems. The orbits that give such a contribution are those with a self-crossing
in configuration space as depicted in Fig. 1.2. It can be shown, for completely
hyperbolic dynamics, that a trajectory avoiding the self-crossing exists and is
exponentially close to the first one, in such a way that the difference in action can
be smaller that ~. The original idea in Ref. [21] in configuration space, based on
calculating the crossing angle distribution and considering a chaotic billiard on
a surface of constant negative curvature to find the action difference, was then
extended to graphs in Ref. [28], further extended in Ref. [29] to a phase space
approach and thereby for any two dimensional chaotic system, in Ref. [30] for
more than 2 dimensions and finally in Ref. [31] similar diagrams were included
given rise to the next order contributions, recovering the full expansion in Eq.
(1.18) for τ < 1.
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Figure 1.2: Sketch of a pair of orbits given a non-diagonal
contribution to the form factor.
In each “loop” pair the tra-
jectory j (full line in Fig. 1.2)
contains an encounter region:
two stretches of j are suffi-
ciently close such that they
are mutually linearizable. The
time where this linearization is
valid is defined as the encounter time tenc. Along j the two stretches are separated
from each other by two links. The partner trajectory j′ (dotted line) is distin-
guished from the original by differently connecting the links inside the encounter,
due to time reversal symmetry.
To describe such diagrams a fundamental concept in classical chaos is needed:
the concept of a Poincare´ surface of section [32] (PSS) in the neighborhood of the
orbit, describing the dynamics of the degrees of freedom transverse to the orbit
(Fig. 1.3). For a periodic orbit the PSS is defined by fixing a surface of section in
phase space perpendicular to the orbit. For a point y on the surface of section,
the trajectory is followed until it intersects the surface again at Py, the image
of y under the Poincare´ map P . The periodic orbit itself returns to its original
point, so that it appears as a fixed point of the Poincare´ map xo.
The way of calculating diagrams like the one in Fig. 1.2 in the phase space
approach is defining a PSS perpendicular to the trajectory j. The most suitable
coordinates, correspond to the stable and unstable coordinates in the PSS.
The local stable and unstable manifolds W s,u(xo) are defined such that [6]
W s(xo) = {x ∈M : ||x(t)− xo(t)|| → 0 for t→ +∞}, (1.22)
W u(xo) = {x ∈M : ||x(t)− xo(t)|| → 0 for t→ −∞}, (1.23)
where M is the phase space.
One defines a PSS perpendicular to j inside the encounter region. The sum
is carried over trajectories that return to the PSS at a distance s and u along
the stable and unstable directions, where the unstable and stable components are
confined to a range |u| < c and |s| < c, where c is a small phase space distance.
The double sum can be replaced by a sum over orbits j and an integral over
its density w(u, s, Tj) of two-encounters. The action difference is ∆S(u, s) = su,
whose absolute value is smaller than a classical value c2. The double sum is
replaced by an integral over the stable and unstable coordinates, with a weight
function counting the number of trajectories coming closer to themselves than a
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Figure 1.3: (a) Poincare´ surface of section for a periodic orbit. (b) Stable and unstable manifolds
of xo (a fixed point of the Poincare´ map). Components on the unstable manifold are stretched
while the components in the stable direction become smaller.
distance c2 in phase space:
KSR(τ) =
〈∑
j
∫ c
−c
ds
∫ c
−c
du
|Aj |2
t2H
w(u, s, Tj)e
i
~
suδ∆τ
(
τ − Tj
tH
)〉
. (1.24)
The Hannay-de Almeida sum rule can be applied to the sum over j, the number
of trajectories having such an encounter w(u, s, Tj) can be calculated assuming
ergodicity. Moreover, since the trajectories have to close themselves, a minimum
length for the trajectories is required. With the correct evaluation of the weight
function this leads to the next order contribution in the expansion of Eq. (1.18),
which is
KGOE(τ) = 2τ − 2τ2 + .... (1.25)
In the unitary case, similar situations can happen, where no time reversal symme-
try is required [31]. It turns out that for the form factor such diagrams cancel in
a non-trivial way, yielding no corrections to the diagonal contribution for τ < 1.
1.2.5 Deviations from universality
RMT is limited by the existence of finite time scales. In the context of spectral
statistics, deviations appear at energies associated with the inverse of the period of
the shortest orbit [19]. On the other hand, universality is expected to appear when
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the wave functions can be split in to many partial waves that interfere randomly.
The splitting of the wave packet is established when initial quantum uncertainties
blow up to the classical level [33]. The related time scale is the Ehrenfest time
[34]. The Ehrenfest correspondence principle stipulates that in the limit of large
quantum numbers, the position and momentum average follow a classical path in
phase space, i.e. the description of the quantum state can be done through a single
classical particle. Those predictions differ faster if the system under consideration
is chaotic. At the Ehrenfest time these deviations start to be noticeable, while for
times shorter than the Ehrenfest time the quantum dynamics still bears signatures
of classical determinism, not captured by RMT. It was first pointed out by Aleiner
and Larkin in Ref.[35] that quantum effects require this minimal time to happen.
The semiclassical approach has been given a successful mechanism to correct
RMT predictions for finite Ehrenfest-time in stationary problems (mainly in the
study of transport through mesoscopic systems) [35, 36, 37, 38, 39, 40]. For the
given example of the form factor, Ehrenfest time effects were studied in [41].
1.3 Semiclassical approximation near bifurcations
We have discussed up to now the quantum to classical correspondence in two
extreme situations: full chaoticity and full integrability. They occur rather excep-
tionally. The most realistic physical situation is that of a system which is neither
completely chaotic nor integrable, but whose phase space contains a mixture of sta-
ble and chaotic regions (Fig. 1.4). RMT does not provide a successful prediction for
mixed systems. It is still an issue of the community
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Figure 1.4: Typical phase space section of a mixed
system.
whether there are universal proper-
ties in mixed systems or not. The
semiclassical theory is applicable
independent of the dynamics. For
example, it has been successful in
describing different kinds of phe-
nomena typical of mixed dynamics,
like dynamical tunneling [42].
In two dimensional systems
with mixed dynamics, classical tra-
jectories that are inside a regu-
lar island remain there forever,
and trajectories that belong to the
chaotic see will never enter the regular regions (though they can spend very long
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times around them). Therefore it was argued in Ref. [43, 44] that on the quantum
side, the statistics of mixed systems can be considered as a superposition of two
independent statistics, that of regular systems and that of chaotic systems, where
the weight of each one is given by the corresponding regular and irregular areas
in phase space. This approximation is better the sharper the separation between
regular and irregular region is, however, it fails in some situations. One main
feature and structuring element of classical mixed phase space dynamics is the
occurrence of bifurcations of periodic orbits upon variations of the energy or other
parameters of the Hamiltonian.
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Figure 1.5: (a) f(x) = x4 has a single fixed point at x∗ = 0, the second derivative is null,
therefore the fixed point is marginally stable. (b) After a small perturbation ǫ = −0.001, two
new fixed points are born, while the sign of the second derivative of f(x) becomes negative, i.e.
the fixed point at x∗ becomes unstable. The upper inset is a zoom of the small region (dotted box)
where the fixed points are born. The value of the perturbation is so small that they are almost
indistinguishable. (c) For a large perturbation ǫ = −0.1 the three points are clearly separated.
The full dots indicate that the new fixed points are stable, while the empty dot indicates that
the fixed point x∗ = 0 is unstable.
The concept of bifurcations is strictly attached to the task of describing the
creation of stationary points upon small perturbations, which is the subject of
catastrophe theory [45, 46]. Let us consider a simple example, shown in Fig. 1.5.
The function f(x) = x4 has a single stationary point at x∗ = 0. Now, let us add
a small perturbation ǫx2. The stationary points are now x∗ = 0,±
√
−ǫ/2. When
ǫ < 0 there are three real fixed points of f(x), when ǫ→ 0 these three fixed points
collapse into a single one, this collapse is what is called a bifurcation. Periodic
orbits are stationary points of the Poincare´ map and their bifurcation theory can
been described as in Ref. [46].
The method of stationary phase approximation is based on evaluating inte-
grals like Eq. (1.13) near stationary points of the action. In this evaluation it
is implied that the stationary solutions must be well separated from each other.
If the dynamics of the system is chaotic this is always the case, but for general
mixed systems, some periodic orbits neither appear in families (integrable system)
nor can be treated as isolated orbits. This is the case, when periodic orbits are
very near, and their action differences are smaller than ~, so that they lead to a
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collective semiclassical contribution. This is the typical situation of a bifurcation.
Gutzwiller’s trace formula is obtained by performing the stationary phase ap-
proximation in the evaluation of the trace of the semiclassical Green function. As
mentioned before, those stationary points correspond to the periodic orbits of the
system. When these periodic orbits bifurcate a special treatment has to be done
in order to avoid divergent contributions. A first derivation of the contribution
of such orbits to the density of states was done by Almeida and Hannay in Ref.
[47], for a generic two dimensional system. Extensions of this approximation were
later done in Ref. [48], where analytic formulae were derived, that interpolate over
the regime from a bifurcation up to regions where the orbits can be considered
isolated.
We can consider the trace in Eq. (1.13) in a mixed representation of coordi-
nates and momentum. The contribution to the oscillatory part of the density of
states of the trajectory ξ can be calculated for a two-dimensional system by an
integral of the form
δgξ(E) =
1
~2
∫
dq
∫
dpAξ(q, p) exp
(
i
~
Φξ(q, p;E)
)
, (1.26)
where p and q are coordinates in the PSS perpendicular to the trajectory. If these
stationary points are isolated the action in the integral can be expanded up to
quadratic term in position and momentum around the periodic orbit recalling the
result in Eq. (1.15). For bifurcating orbits, this procedure would diverge. In
order to evaluate correctly the integral one has to write the action of the trajec-
tories involved in the bifurcation as a mean action and a function describing the
pattern of the stationary points that are created (usually after some canonical
transformations [50]) called the normal form, which contains the characteristic
local fixed-point scenario on the PSS in the neighborhood of a given type of bifur-
cation, i.e. the number of fixed points in the collapse, their configuration in phase
space and the corresponding stabilities near the event. The creation of such points
depends on the parameters {αn} necessary to describe the “bifurcation scenario”.
The ~- scaling of the density of states is different for each scenario and usually
larger than that of isolated orbits. Therefore bifurcating orbits can be dominant
in the spectral statistics, as it was first shown in Ref. [49], where the semiclassical
signature of a tangent bifurcation was studied on the context of spectral statistics
at the level of the diagonal approximation.
More generally, in Ref. [51] a semiclassical approach was developed for the
moments of the level counting function in the presence of several competing bifur-
cations. It was suggested that these moments diverge with a universal “twinkling
exponent” in the semiclassical limit ~ → 0. The idea behind this new kind of
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universality is the following: in a typical mixed systems many bifurcations take
place, each one has a different ~-scaling. In the semiclassical limit ~ → 0 only the
one that diverges faster will dominate, giving an universal contribution. This has
actually never been observed numerically nor experimentally, since this required
very small values of ~. Moreover, in this approach it is impossible to take into
account “non-generic” bifurcations, where detailed knowledge of the individual
bifurcations is required.
We have seen in this section, that semiclassical tools allow us to enter into
the discussion of quantum to classical relation for mixed systems, where new
interesting features like bifurcations show up, which cannot be studied in the frame
of RMT. Another interesting field where semiclassical tools have been successfully
applied is the field of decay and scattering processes.
1.4 Open systems
The first experimental evidence of universal properties of complex systems was
coming from spectra of nuclear physics around 1980 which resulted in the devel-
opment of RMT. After the Bohigas-Giannoni-Schmit conjecture it was until 1990
that the first experiments in quantum chaos were performed considering vibrating
solids [52] and microwave cavities [53]. These experiments where focused on the
spectral properties of closed systems, although strictly speaking they were always
open, due to the measuring process. Therefore it became necessary to develop
a scattering theory in order to analyse quantitatively those measurements (for
a review see [54]). At the same time, a tremendous progress was achieved in
the fabrication of semiconductor hetero-structures allowing the study of transport
properties in systems of sub-micrometer size [55, 56]. Nowadays different aspects of
open wave-chaotic systems have been intensely studied in semiconductor devices
such as quantum dots and quantum wires [57, 58, 59], microwave cavities [60],
acoustics [61], optically generated lattices [62, 63, 64, 65] or optical micro-cavities
[66].
An open system can be described by non self-adjoint operator H− iΓ/2, where
H corresponds to a bound system and Γ describes its coupling to the continuum.
The energy eigenvalues (resonances) are not longer real and the eigenmodes, which
are no longer orthogonal, are called quasi-bound states [67, 68]. The imaginary
part of the energy of quasi-bound states is associated to its escape rate. For small
values of Γ the problem can be approached considering the dynamics of H, whose
classical counterpart is supposed to show chaotic dynamics. If the coupling with
the exterior is small, the main properties of the classical chaotic dynamics are
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preserved. It is expected that the distribution of resonances follow again some
universal properties, which can be described by RMT, based in the assumption
that H is a random Gaussian matrix. Though it is not obvious that the coupling
to the continuum does not wash out the universal features. The key observation
(coming from nuclear physics) is that there are typically two kind of well defined
decay (or scattering) processes occurring at different time scales: an immediate
response called direct processes, and a delayed one or equilibrated response. The
latter is associated with the formation of long-living states, which can be related
to the internal dynamics and therefore it is expected to show universal features.
In this indirect processes the statistical properties of the closed system will be
reflected in the statistical properties of the scattering or decay.
The semiclassical methods discussed before for closed systems hold for open
systems with some modifications (due to the possibility of decaying) giving a link
between universal properties and the classical dynamics, as we will see in more
detail in this thesis.
Apart from the interest in open systems due to the possibility of measuring
phenomena described by the theory, its study also provides very deep theoretical
questions about the semiclassical approximation and the unitarity of the quantum
evolution. Moreover, deviations from universality can become more important
since another time scale enters into play, namely the typical decay rate. As we
have mentioned before, quantum signatures need a time scale to show up, known
as the Ehrenfest time. If the typical time that a particle expends in the scattering
region τd is smaller than this time, the classical description of the system should
contain all the important information, while only in the case that this typical
decay time is larger than the Ehrenfest time, quantum effects should appear [33].
1.5 Overview of this thesis
We have introduced some of the main concepts that we will need in the develop-
ment of this thesis. We have seen that the semiclassical approximation has been
the main tool to connect classical and quantum mechanics, and some properties of
classical chaotic systems with their quantum counterpart. Part of the community
of quantum chaos has been concentrated in showing the dynamical mechanism be-
hind the results of RMT through the semiclassical methods. As already pointed
out, semiclassics goes beyond this, being able to estimate the limits of the RMT
predictions, and describing phenomena that are beyond the scope of RMT. In this
thesis, we are interested in studying two sources of deviations from RMT in closed
and open systems: bifurcations and finite Ehrenfest time. In the first case, we will
16 CHAPTER 1. INTRODUCTION
consider the effect of bifurcations in the spectral statistics of closed systems with
mixed dynamics. The existing numerical evidence of the magnitude of these effects
in only available for maps [49, 69], which are easy to handle semiclassically, but do
not represent the most realistic physical situations. We will consider the case of a
Hamiltonian system and we will give a quantitative semiclassical analysis. In this
study of bifurcations we will propose a definition of bifurcations in the context of
scattering trajectories in open systems. On a second stage of the thesis, we will
consider Ehrenfest time effects in the context of decay in open systems. Also in
this case, the numerical evidence of Ehrenfest time features is mainly available for
systems that are or can be reduced to maps (e.g. see Refs. [70, 71]). We will
consider a system closer to experiments, namely a two-dimensional open cavity.
The outline of this thesis is the following:
• in Chapter 2 we present a detailed analysis of the trace formulae for different
types of dynamics. We compare numerical results with the exact quantum
calculation for a given system. The potential studied corresponds to the
quartic oscillator, which can be tuned from integrability to hard chaos by a
single regularity parameter. The system present discrete symmetries, which
requires a special semiclassical treatment, which will be discussed in detail.
We will discuss the bifurcations of one of the shortest periodic orbits, and
its contribution to the density of states.
• In Chapter 3 we study the spectral statistics of the quartic oscillator. We
numerically observe an enhanced effect of bifurcations, moreover this effect
is stronger after the bifurcation. We give a quantitative explanation in terms
of interference of trajectories born at the bifurcation.
• In Chapter 4 we define the concept of a bifurcation scenario in the context
of transmission coefficients for an open system. The corresponding uniform
approximations for two types of bifurcations is presented and their effect in
the total conductance.
• In Chapter 5 we study the decay of a state in an open chaotic system and
derive the RMT predictions for the leading quantum corrections. We present
numerical calculations for a billiard system, showing deviations from the
RMT prediction. The semiclassical approximation allows us to predict them
by considering Ehrenfest time effects. We give an analytical expression that
reproduces the numerical data.
• In Chapter 6 we consider the statistics of decay processes describing photo-
ionization or dissociation. We observe in the semiclassical analysis, that the
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statistics can be described by a joint contribution of periodic orbits and of
open trajectories. We consider Ehrenfest time effects as well.
• In Chapter 7 we summarize and give some outlook of interesting open ques-
tions.
Part of the results presented here are available in Refs. [72], [73], [74], [76] and
[75].
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Chapter 2
Spectral density for the quartic
oscillator: from integrability to
hard chaos
In this chapter we will study in detail the semiclassical density of states for in-
tegrable, chaotic and mixed classical dynamics. Thereby, we will check the semi-
classical approximation in a paradigmatic system for quantum chaos, namely the
quartic oscillator (QO). First we will discuss the QO potential, together with its
symmetries and the bifurcations of one of the shortest periodic orbits. Since this
potential has discrete symmetries, we will analyze the semiclassical approximation
for the density of states in this kind of systems, here we will study in detail the
case of isolated orbits, where the Maslov indices of the reduced orbits are modified,
and we show a numerical comparison for the QO. Finally, we discuss the global
approximation for a particular type of bifurcation that takes place in the chosen
potential, and we show how its semiclassical weight can be significant.
2.1 Model system: the quartic oscillator
As a representative system we investigate the coupled quartic oscillator (QO) in
two dimensions. Its Hamiltonian reads:
H(x, y, px, py) =
1
2
(p2x + p
2
y) +
1
4
(x4 + y4) +
α
2
x2y2 . (2.1)
It has been extensively studied both classically, semiclassically and quantum-me-
chanically [77, 78, 79, 80, 81], as a smooth potential model exhibiting the transition
from integrability to chaotic behaviour. Here we summarize the main classical fea-
tures relevant for the subsequent semiclassical treatment. Since the Hamiltonian
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(2.1) is homogeneous, its classical dynamics at different energies E can be related
to each other by a simple scaling of coordinates, momenta and time. It is easy to
show, that all actions scale with energy E as E3/4 so that the semiclassical limit
can be unambiguously taken as E →∞.
After scaling out the energy the parameter α in Eq. (2.1) solely determines
the dynamics. The system is integrable for three different values of α: (i) α = 0,
since it is separable and can be solved independently in each dimension; (ii) α = 1,
where it can be written as the isotropic quartic oscillator r4/4, with r2 = x2+ y2;
and (iii) α = 3, where it is again separable after rotating the coordinates by π/4.
At α = 9 the dynamics is almost completely chaotic: we could not locate any
stable periodic orbit with a period less than about four times that of the shortest
orbits. For values α > 9 the regular fraction of the phase space keeps oscillating
with a decreasing amplitude. In Fig. 2.1 we show a Poincare´ surface of section
for different values of α where the potential is integrable, mixed and almost fully
chaotic.
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Figure 2.1: Poincare´ surface of section for the QO at x = 0 for different values of the regularity
parameter α. (a) Integrable QO, α = 0. (b) α = 5, the potential leads to mixed dynamics. (c)
“hard” chaos is reached at α = 9.
The QO in Eq. (2.1) possesses periodic straight-line librational orbits along
both axes which we label by A. The motion of the A libration can be given
analytically in terms of Lame´ functions [79, 80]:
xA(t) = 0 yA = yocn(yot, κ) yo = (4E)
1/4 κ2 =
1
2
, (2.2)
with the period TA = 4K/yo, where K = K(κ) = F (π/2, κ) is the complete
elliptic integral of the first kind modulus κ, and cn(z, κ) is one of the Jacobi elliptic
functions [82]. The turning points are ±yo, and the solutions are independent of
the value of α, however the stabilities of these solutions do depend on it. These
librations undergo stability oscillations under the variation of α. Infinite cascades
of new periodic orbits bifurcate from the A orbits and their repetitions. The trace
of its stability matrix M (see [13, 23] for its definition) as a function of α is known
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analytically [83]:
TrM(α) = 4 cos
(π
2
√
1 + 8α
)
+ 2 . (2.3)
Always when TrM = 2 a bifurcation takes place, i.e. the librational orbit A
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Figure 2.2: Trace of the stability matrix M as a function of α, Eq. (2.1), for the primitive A orbit
(solid line) and the new orbits born at its bifurcations (dashed lines) at α = 6, 10, 15, 21, and
28. Subscripts denote the Maslov indices σj .
changes its stability while new periodic orbits are born. Due to discrete sym-
metries, the kind of bifurcations that take place are isochronous pitchfork bi-
furcations. The pitchfork bifurcation scenario is like the one described in the
introduction: two fixed points (in this case two periodic orbits) are born while
the central one changes its stability. Typically this are period doubling bifurca-
tions: they usually happen for the second repetition of a periodic orbit. Because
of parity symmetry they can happen as isochronous bifurcations (for the first rep-
etition) where the two solutions are related by symmetry. The values at which
these bifurcations happens in the QO are
α = αn =
1
2
n (n+ 1) , n = 0, 3, 4, 5, . . . . (2.4)
(For α1 = 1 and α2 = 3, where the system is integrable, the A orbit is member
of a degenerate family and does not bifurcate. See also [79, 80] for more details
about the periodic orbits of this system.)
In Fig. 2.2 we show TrM(α) for the primitive A orbit and the new orbits born
at its bifurcations at αn with n = 3 to 7. These orbits are alternatingly stable or
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Figure 2.4: Poincare´ surfaces of section for the QO near α4. At α = 9 and at the bifurcation
point α = 10 the phase space looks completely chaotic. A new stable island appears at α = 10.5,
which is slightly larger at α = 11.
unstable rotational (Rσ) and librational orbits (Lσ) with a classical degeneracy of
2 due to the symmetries (cf. Ref. [79]).
In our numerical studies, we shall focus on the bifurcation at α = α4 = 10
where the orbit L6 is born (Fig. 2.3). Note that at each second bifurcation (n =
3, 5, . . . ) a new stable orbit (R5, L7, . . . ) is born, so that stable orbits exist on
either side of these bifurcations.
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Figure 2.3: Orbits involved in the bifurcation at
α4 = 10: A5 (bold line) and L6 (dotted line). A
contour line of the potential is depicted by the
dashed line.
At the other bifurcations (n =
4, 6, . . . ), on the other hand, the new
orbits (L6, R8, . . . ) are unstable and
just before these bifurcations, the A
orbit is also unstable. This explains
the oscillating regularity of the phase
space and the fact that, even in the
limit α → ∞, there always exist re-
gions with stable orbits [81]).
In Fig. 2.4 we show Poincare´ sur-
faces of section for the QO near α4. As
depicted, the phase space looks com-
pletely chaotic before and at the bifur-
cation, and later a tiny regular island
is born. We choose this particular parameter, since we will see that universality
in the level statistics is expected and observed before the bifurcation, and later
affected by it.
The potential in Eq. (2.1) is invariant under the symmetry operations of the
point group symmetry C4V , which consists of the eight point operations that leave
invariant a square, i.e. the identity operation (E), three rotation operations around
the origin by multiples of π/2 (C4, C2 and C
3
4 ), and four reflection operations along
the horizontal axes (σ1), the vertical axes (σ2) and the diagonals (σ
′
1 and σ
′
2), as
sketched in Fig. 2.5.
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An important concept, which we will use in our semiclassical approach is the
so-called fundamental domain, i.e., the smallest area that tessellates the whole
space under application of the allowed symmetry operations.
This symmetry group has four one-dimensional irreducible representations and
one (doubly-degenerate) two-dimensional representation.
c4c2
σ1
σ2 σ1
σ2’
c4
3
’
Figure 2.5: Point operations of the point group sym-
metry C4V . The gray region corresponds to the fun-
damental domain.
Due to these symmetries, the
Hamiltonian can be written in a
block-diagonal form. Each sub-
matrix can be diagonalised inde-
pendently and corresponds to one
of the irreducible representations,
denoted in the following by EES,
EEA, OOS, OOA and EO (doubly
degenerate) [84]. The correspond-
ing eigenfunctions satisfy certain
symmetry properties. The eigen-
functions of the blocks EES (OOS)
and EEA (OOA) are symmetric
(anti-symmetric) under the opera-
tions σ1 and σ2, but EES (OOS) is symmetric under σ
′
1 while EEA (OOA) is
antisymmetric. The eigenfunctions corresponding to EO are symmetric under σ1
and anti-symmetric under σ2. The character table of the group in shown in Table
2.1.
In order to diagonalise the Hamiltonian we use a basis of symmetry-adapted
Classes E (C4, C
3
4 ) (C2) (σ1,σ2) (σ
′
1,σ
′
2)
Representation
EES 1 1 1 1 1
EEA 1 -1 1 -1 1
OOS 1 -1 1 1 -1
OOA 1 1 1 -1 -1
EO 2 0 -2 0 0
Table 2.1: The character table for C4v.
linear combinations of harmonic oscillator states [85]:
|nx, ny〉m = 1√
2
(|n1, n2〉 ± |n2, n1〉) , (2.5)
where the sign and the parity of n1 and n2 depend on the representation. Since
the independent symmetry-reduced blocks of the Hamiltonian matrix in this basis
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are banded, we can obtain more than ten thousand well-converged eigenvalues, al-
lowing for significant statistics. For an appropriate study of the spectral statistics,
each symmetry class must therefore be treated separately. We shall study mainly
the representation corresponding to eigenfunctions belonging to EES. This repre-
sentation is easier to handle semiclassically, because all its characters are equal to
unity.
2.2 Semiclassical density of states for discrete symme-
tries
In the presence of discrete symmetries it is necessary to define partial densities of
states corresponding to the sub-spectra in each irreducible representation of the
symmetry group.
In the Thomas-Fermi approximation the mean density of states g¯(E) is deter-
mined by the surface of the classical energy shell at energy E as
g¯sc(E) =
Ω(E)
(2π~)f
, (2.6)
with
Ω(E) =
∫
dq
∫
dp δ(E −H(q,p)). (2.7)
The corresponding reduced mean densities of states depend on the dimension
of the irreducible representation dm and on the order of the group |G|, which
corresponds to the number of operations of the group (in this case |G| = 8). In
first approximation [86] it is given by
g¯m(E) =
dm
|G| g¯(E). (2.8)
In the following section, we will discuss the symmetry-reduced semiclassical os-
cillatory part of the density of states. For practical purposes, it is useful to
coarse-grain the density of states by convolution with a normalized Gaussian
exp[−(E/γ)2]/(√πγ). Hence, we replace the quantum density of states g(E) =∑
n δ(E − En) by the “coarse-grained” density of states
gγ(E) =
1√
πγ
∑
n
exp
[
−(E − En)
2
γ2
]
, (2.9)
whereby the smoothing width γ defines the energy resolution at which one wishes
to study the spectrum, i.e. making γ smaller corresponds to a better resolution.
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The correspondingly semiclassical approximation for the coarse-grained oscillatory
part of the level density becomes, to leading order in ~ (see, e.g., Ref. [23]),
δgγ(E) =
1
~µ+1
∑
j
Aj(E) exp
[
−
(
γTj(E)
2~
)2]
cos
[
Sj(E)
~
− π
2
σj
]
. (2.10)
Hence, long orbits are suppressed which avoids convergence problems for any finite
value of γ, since the number of orbits involved increases at most exponentially,
while the suppression is faster. Details of the spectral density can be reveal while
making γ smaller. For the integrable QO we have an analytical expression for the
periods and actions of the tori that contribute to the spectral density, therefore
it is numerically possible to include trajectories with very large periods, while for
the chaotic and mixed case, we have to search numerically for periodic orbits and
calculate their actions and periods, therefore we have taken larger values of γ in
comparison with 1/g¯ (depending on the number of periodic orbits that we have
found for the given parameter α).
2.2.1 Integrable Systems
For integrable systems with f degrees of freedom, it is useful to work with action-
angle variables (I,φ), with each set of actions I = {I1, . . . , If} defining a phase-
space torus. The Hamiltonian can be transformed to H(I) = E, and the fre-
quencies dφ/dt = ω = {ω1, . . . , ωf} on the torus I are given by ω(I) = ∇H(I).
Assuming smooth boundaries, the Einstein-Brillouin-Keller (EBK) quantization
[4]
Ij(nj) = ~(nj + 1/2) , nj = 0, 1, 2, , . . . , j = 1, . . . , f , (2.11)
defines a set of f quantum numbers n = (n1, . . . , nf ). Upon inserting Eq. (2.11)
into E = H(I), the EBK spectrum reads
EEBKn = E
EBK
n1,...,nf
= H(I1(n1), . . . , If (nf )) . (2.12)
Berry and Tabor in Ref. [25] started from the density of states in terms of the
EEBKn and converted it, by means of Poisson summation, into a semiclassical trace
formula of the type of Eq. (1.15).
The EBK quantization of the integrable QO, Eq. (2.1), with α = 0 has been
performed in Ref. [80]. The action integral for the one dimensional quartic oscil-
lator is simply
Ix =
2
π
∫ (4E)1/4
0
√
2
(
E − x
4
4
)
dx (2.13)
=
√
2
π
(4E)3/4
∫ 1
0
√
1− u4du = 2K
3π
(4E)3/4,
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where K = K(κ) is the complete elliptic integral of first kind with modulus κ =
1/
√
2. By taking Ix = ~(nx+1/2), one finds the one dimensional EBK - spectrum.
Since the Hamiltonian (2.1) is separable for α = 0, we can write EEBKnx,ny = E
EBK
nx +
EEBKny , and the 2-dimensional spectrum is given by
EEBKnx,ny =
1
4
(
3π~
2K
)4
3
[(
nx +
1
2
) 4
3
+
(
ny +
1
2
) 4
3
]
, (nx, ny = 0, 1, 2, . . . ) (2.14)
The separate one-dimensional densities of states are
gscj (E) =
∞∑
nj=0
δ
(
E − EEBKnj
)
, (j = x, y) (2.15)
which are identical due to the symmetry, become after Poisson summation
gscj (E) =
TA(E)
2π~
∞∑
kj=1
(−1)kj cos[kjSA(E)/~] , (j = x, y) (2.16)
corresponding to the Gutzwiller trace formula for a one-dimensional system. Here
SA(E) =
4
3
K(4E)3/4 , (2.17)
is the action of the primitive A orbit and TA(E) = dSA(E)/dE its period. The
total density of states of the full two-dimensional system can then be written as a
convolution integral of the one-dimensional densities:
gsc(E) =
∫ E
0
gscx (E − E′) gscy (E′) dE′. (2.18)
The asymptotic evaluation [87] of this integral in the limit ~ → 0 yields for the
oscillating part [88]
δg(E) = 2
(
2K
π~
)3
2
(4E)
1
8
∞∑
kx=1
∞∑
ky=1
(−1)kx+ky kxky
(k4x + k
4
y)
5
8
cos
[
1
~
Skxky(E)−
π
4
]
+
(4K)
3
4
(π~)
5
4
(4E)−
1
16
∞∑
k=1
(−1)k 1
k
3
4
cos
[
k
~
SA(E) − 3π
8
]
. (2.19)
The double sum in the first line above contains the contributions from the stan-
dard stationary-phase evaluation of the integral. It corresponds exactly to the
Berry-Tabor trace formula [25], whereby the two numbers kx, ky label the ratio-
nal tori corresponding to the simply degenerate families of periodic orbits with
two-dimensional motion. The actions of these rational tori are given by
Skxky(E) = SA(E)(k
4
x + k
4
y)
1/4. (2.20)
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The term in the second line of Eq. (2.19) arises from the boundaries of the
integral (2.18), corresponding to the A orbits which are one-dimensional librations
with all energy in either x (E′ = 0) or y direction (E′ = E). Note that the
amplitude of this term involves a prefactor ~−5/4. This is due to the fact that
the A orbit undergoes a pitchfork bifurcation at α = 0 corresponding to n = 0
in Eq. (2.4). (The orbits L3 born at this bifurcation exist only for α ≤ 0.) In
Ref. [80], identically the same result (2.19) was obtained, whereby the local uniform
approximation [47] for the contribution of the bifurcating A orbit was employed
[89].
In the upper panel of Fig. 2.6 we compare the semiclassical density of states,
Eq. (2.19) (dashed line), with the corresponding quantum-mechanical one (solid
line), both coarse-grained with a Gaussian average with width γ = 1. We find
perfect agreement up to very high energies.
We now calculate the symmetry-reduced densities of states by restricting our-
selves to the sub-spectra, EEBKn , of a given irreducible representation. Hereby
we can relate the parities of the quantum numbers to the symmetries of the irre-
ducible representations. Thus, we restrict nx and ny to be even or odd, according
to a given representation. For example, let us take the one-dimensional irreducible
representation EES. This corresponds to taking ny ≤ nx with nx, ny even. Then
the partial density of states can be calculated as a convolution
gscEES(E) =
∫ E
0
gx,E(E −E′) gy,E(E′) dE′
of the one-dimensional densities gj,E(E) defined as in Eq. (2.15), except that only
the terms with even nj are included in the sum. The asymptotic evaluation of the
convolution integral leads to (see appendix A)
δgEES(E) =
(
K
π~
)3
2
(4E)
1
8
∞∑
kx,ky=1
kxky
(k4x + k
4
y)
5/8
cos
[
1
2~
Skxky(E)−
π
2
(kx+ky)−π
4
]
+
1
2
3
4
(K)
3
4
(π~)
5
4
(4E)−
1
16
∞∑
k=1
1
k
3
4
cos
[
k
2~
SA(E) − π
2
k − 3π
8
]
. (2.21)
Again, the first term above corresponds to the Berry-Tabor result for the rational
tori, and the second term comes from the bifurcating A orbit.
In the lower panel of Fig. 2.6 we compare the semiclassical and quantum-
mechanical density of states, δgEES(E), coarse-grained with a Gaussian average
with width γ = 1. Again the agreement is nearly perfect. The same procedure can
be followed for all symmetry classes. In Fig. 2.7 we show the numerical results for
the symmetry representation OOS, coarse-grained with a Gaussian average with
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Figure 2.6: Upper panel: total density of states for α = 0 coarse-grained by a Gaussian with
width γ = 1 (in this energy range γ = 1 ∼ 0.08g¯−1, and ∼ 0.7g¯−1 for the total and reduced
densities, respectively). Lower panel: symmetry-reduced density of states for the representation
EES, see text. Solid line: quantum result, dashed line: semiclassical result, Eq. (2.19).
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width γ = 1, and the semiclassical analogous to Eq. (2.21) for this symmetry
class, the agreement is again very good.
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Figure 2.7: Symmetry-reduced density of states, coarse-grained by a Gaussian with width γ = 1,
for the representation OOS. Solid line: quantum result, dashed line: semiclassical result.
2.2.2 Isolated orbits
For systems with isolated orbits, the corresponding symmetry-reduced semiclassi-
cal trace formulae have been derived in Refs. [90, 91, 92]. The symmetry-reduced
densities of states for isolated orbits have been derived in Ref. [90, 91] by pro-
jecting the semiclassical Green function onto the irreducible representations and
reducing the classical dynamics to the fundamental domain.
Let us recall the analysis in Ref. [90]: the projected Green functionGm(r, r
′, E)
can be written in term of the full Green function as
G+m(r, r
′, E) =
dm
|G|
∑
g∈G
χm(g)G
+(g · r, r′, E). (2.22)
Here dm is the dimension of the irreducible representation, g ∈ G are the symmetry
operators under which the Hamiltonian is invariant, χm(g) is the character of g in
the irreducible representation m, and |G| is the order of the symmetry group G.
The semiclassical reduced Green function involves sums of trajectories start-
ing at r′ and ending at a point related by symmetry at r. The sum can be sim-
plified by defining trajectories in the reduced phase space, which is constructed
by finding the smallest volume that under symmetry operations tessellates the
full space and identifying the points at the boundary related by symmetry. For
the quartic oscillator the smallest volume that tessellates the full phase space
corresponds to {(q,p) : 0 ≤ qx ≤ qy}, and the boundary identifications are
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Figure 2.8: (a) The R4 periodic orbit. (b) The symmetry reduced R4r orbit.
(qx, 0, px, py) → (qx, 0, px,−py) and (qx, qx, px, py) → (qx, qx, py, px). The dynam-
ics of the trajectory in the original phase space can be related to the dynamics in
the reduced space.
The dynamics in the reduced phase space is constructed as follows: (i) the
initial condition of the original orbit x′ in the full phase space M, is projected
into the reduced phase space M¯ to x′r, (ii) inside the reduced phase space the
dynamics is given according to the equations of motion of M, (iii) when xr(t)
reaches a boundary at x˜ it is continued to the point related by symmetry to
x˜. According to this all the trajectories related by symmetry in P are mapped
into the same trajectory in M¯, but the symmetry operations that relate them
are different for each trajectory, therefore the procedure can be inverted. The
lifted trajectory x(t) can be constructed from the reduced one xr(t) by keeping
the information of the symmetry operations g(t) relating them, which can be
computed from the initial symmetry operation to map x′ in M and multiplying
the elements associated with the bounces at the boundaries.
Because we are considering point symmetries, the implementation in configu-
ration space is straightforward. For example, consider the trajectory R4 depicted
in Fig. 2.8(a) , which is a periodic orbits for the QO at α = 9. In the full phase
space, there are 4 copies of this trajectory due to the symmetries: the one shown
in Fig. 2.8(a), this one rotated by π/2 and two related to them by time rever-
sal symmetry. The reduced trajectory of all of them is depicted in Fig. 2.8(b).
The different four copies can be obtained from the original one by ‘lifting’ it with
different operations.
This allows one to write the semiclassical reduced Green function only in terms
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of trajectories in the reduced configuration space:
Gscm(r, r
′, E) =
dm
|G|
1
i~(2πi~)(f−1)/2
∑
j :¯r′→r¯
χm(gjh
′h−1)D¯jeiS¯j/~−iµ¯π/2, (2.23)
where the bars indicate that the actions, the determinant and the phases are
calculated in the fundamental domain, and r′ = h′r¯′, r = hr¯, h−1 is the inverse
of h and gj correspond to the product of the operations applied in the bounces at
the boundaries of the fundamental domain.
The reduced density of states in the irreducible representation m is obtained
by taking the trace over Eq. (2.23) in stationary phase approximation:
δgscm(E) =
dm
~
∑
l
T l
|Kl|
∑
r
χm(g
r
l )
|Mrl −Dl|
1
2
cos
[ r
~
Sl(E)− π
2
σrl
]
. (2.24)
Again the bars in Eq. (2.24) indicate that actions, periods, stability matrices
and Maslov indices are calculated in the fundamental domain, while grl is the
operator that relates the r-th repetition of the reduced orbit l with its original
lifted into the the whole phase space. |Kl| is the order of the group Kl which
leaves every point of the orbit l invariant. By the definition of the fundamental
domain, this is the identity for orbits that stay in the interior of the fundamental
domain, while there can exist more than one operation for orbits that lie on the
boundaries (for example, the librational orbit labeled A is point invariant under
two operations: the identity and the reflection σ1). The matrix Dl is block-
diagonal in coordinates with blocks given by d(gq)/dq with g ∈ K. This matrix is
again the identity for interior orbits, but can be different for boundary orbits. This
correction for boundary orbits was first done in Ref. [91], where it was noticed that
the evaluation the trace over orbits at the boundary requires a special treatment.
It is usually easier to solve the equations of motion in the whole space than in
the fundamental domain, where one has hard-wall reflections. Given the classical
quantities for the total space, the task is then to find their reduced counterparts
(marked with bars in (2.24)). Take a Hamiltonian of the form H(p, r) = p2/2m+
V (r) which is invariant under the point-group symmetry G. Suppose that the
subgroup H leaves the l orbit invariant (not pointwise), then the l orbit can be
divided into |H| copies related by symmetry [93]. There will be |G|/|H| copies
of the orbit in the full phase space (if we consider time reversal, then there are
2|G|/|H| copies of orbits without time-reversal symmetry). Therefore the lifted
orbit should be equivalent to the |H| = r-th repetition of the reduced orbit (or to
the |H|/2-th repetition for time-asymmetric orbits, which become librating orbits
in the fundamental domain, and the |H|/|K|-th repetition for boundary orbits).
Going back to our example of the R4 orbits: in this case H = {E, σ2} and the
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period and action of the lifted orbit are the same as for the second repetition of
the reduced one. All the classical quantities are related as
Sl(E) = rSl(E) , Tl(E) = rT l(E) , σl = rσl , Ml = M
r
l , (2.25)
since they are invariant under point transformations. The only difficulty remains
to find out which of the roots of Ml must be taken. E.g., for |H| = 2 we have
Ml = M
2
l . Thus, if the eigenvalues of Ml are e
±ul , those of Ml can be ±e±ul/2. We
have found a rule in order to calculate the correct phases entering in the reduced
density of states.
We know that for smooth two-dimensional Hamiltonian systems, hyperbolic
orbits always have even Maslov indices, while elliptic and inverse-hyperbolic orbits
always have odd Maslov indices [94]. We have observed that this rule can be
reversed in the fundamental domain.
This is illustrated in Fig. 2.9 for the case of a single reflection symmetry with
respect to the x axis. Then the fundamental domain is the upper plane (y ≥ 0).
We have calculated the Maslov index σ using the method of Creagh et al. [95] (as
explained in Ref. [23], App. D) and verified that it is, indeed, either the same as
for the lifted orbit for orbits without this symmetry, or half of it for orbits with
reflection symmetry. However, the sign of the eigenvalues did not follow Sugita’s
rule [94]. This rule can, however, be applied to σ −mod(R, 2), where R indicates
the number of hard-wall reflections at the boundaries of the fundamental domain.
Thus, if this number is odd, the rule is reversed.
We have calculated the reduced density of states (2.24) for the representation
EES in the QO at α = 9 [96]. The result is shown in Fig. 2.10 for Gaussian
smoothing with width γ = 4. A considerable agreement between the semiclassical
(dotted line) and the quantum-mechanical result (solid line) is achieved.
A closer way to compare the quantum and semiclassical spectral density in
non-integrable systems is considering the Fourier transform of them. For systems
with scaling properties, like the QO, it is possible to find the spectrum of actions
of orbits that contribute to the density of states by taking the Fourier transform
of the density of states using a suitable function f(E):
δg˜m(S) =
∫ ∞
0
δgm(E) cos (f(E)S/~) dE. (2.26)
In the QO potential the action of all trajectories scale like Sj(E)=Sj(E0)(E/E0)
3/4,
where E0 is some fixed energy, therefore the best choice for f(E) is f(E) =
(E/E0)
3/4. We can replace Eq. (2.24) on Eq. (2.26) and make the change of vari-
ables u = f(E). The remaining integral is easy to perform, taking into account
the all the properties of the orbits like the stability, and the operators that relate
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Figure 2.9: Calculation of Maslov indices for some reduced orbits of the QO at α = 9, considering
only the reflexion symmetry at the x axis. Left panels: reduced orbits in (x, y) plane. Right panels:
evaluation of the Maslov index σ which corresponds to the winding number of the complex number
C(t) over one period (cf. [95]). Top panels: librational orbit B2 along the diagonal. Here the
length of the reduced orbit is the same as that of the lifted orbit, and their Maslov indices are
equal. Center panels: orbit R4. Here the reduced orbit is half of the lifted orbit and its Maslov
index is σ = 2 (i.e., half of the total σ) but TrM is negative in spite of the even Maslov index.
Bottom panels: orbit A6. The reduced orbit is again half of the total orbit, and so is the Maslov
index. But TrM is positive in spite of the odd Maslov index.
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Figure 2.10: Reduced density of states for the representation EES in the QO at α = 9 after
Gaussian averaging with width γ = 4 (∼ 5.6g¯−1). The solid line shows the quantum result and
the dotted line the semiclassical calculation using Eq. (2.24) with 90 periodic orbits.
the reduced orbit with the lifted one, are energy independent. The result is given
by
δg˜scm(S) =
πdm
2
∑
l
Sl(E0)
|Kl|
∑
r
χm(g
r
l )
|Mrl −Dl|
1
2
δ
(
rSl(E0)− rS
)
cos
(π
2
σrl
)
. (2.27)
This allows us to compare the quantum mechanical density with the semiclassical
by looking at the positions and amplitudes of the Fourier spectrum, as shown in
Fig. 2.11, where we can also observe the relevance of each periodic orbit individ-
ually. In Fig. 2.11 we compared the action spectrum of the reduced density of
states, coarsed grained with γ = 2, showing good agreement in the action as well
as in the amplitude with the semiclassical one.
2.3 Semiclassical approximation for bifurcating orbits
We have indicated in the introduction that near bifurcations of periodic orbits,
Gutzwiller’s trace formula fails and the semiclassical approximation has to be
modified. The librational orbit A has isochronus pitchfork bifurcations as the
parameter α is varied. The collective contribution of this type of bifurcation
scenario has been considered in Ref. [48]. The normal form in Eq. (1.26) is
a quartic function in the coordinates perpendicular to the trajectory given by
Φ(q, p,E) = So(E) − σp/2 − aq4 − ǫq2, where ǫ is a parameter which is zero at
the bifurcation, σ is a sign factor, and a is a parameter which depends on the
potential. A more detail discussion on the evaluation of such integrals will be
found in Chapter 4 in a slightly different context. For the moment we will restrict
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Figure 2.11: Action spectrum for the reduced density of states for α = 9, coarsed grained with
γ = 2 (∼ 2.8g¯−1). The solid curve corresponds to the quantum mechanical numerical calculation,
the dots to the semiclassical calculation Eq. (2.27), also shown in dashed line multiply by −1.
to recall the result of Ref. [48] for the A orbit near α4 and compare with the
numerical calculations.
The contribution of the bifurcating (A6) orbit to the total density of states,
together with that of the L6 orbits born at the bifurcation, is given in the global
uniform approximation. For a scenario where there is a single unstable orbit before
the bifurcation, which becomes stable afterwards as two new unstable orbits are
born the parameters in Ref. [48] are σ = +1, a < 0, σ1 = −1 and ν = σA6,r = 6r.
The global uniform approximation reads
δgunA+L(E) = ℜe
1
π~
∣∣∣∣π∆S2~
∣∣∣∣
1/2
exp
(
i
~
S+ − i3rπ − iπ
4
)
×
×
{
A
[
σ2J1/4
(|∆S|
~
)
e−i
pi
8 + J−1/4
(|∆S|
~
)
ei
pi
8
]
+
+∆A
[
J3/4
(|∆S|
~
)
e−3i
pi
8 + σ2J−3/4
( |∆S|
~
)
e3i
pi
8
]}
. (2.28)
Here ∆A = (AL −
√
2AA)/2, A = (AL +
√
2AA)/2, S+ = (SL + SA)/2, ∆S =
(SL − SA)/2, Jn are the Bessel functions of the first kind, Aj(E) and Sj(E) are
the Gutzwiller amplitudes and actions of the isolated A and L orbits, respectively,
away from the bifurcation, r is their repetition number, and σ2 = sign(α − α4).
At the bifurcation (α = α4 = 10), the local uniform approximation becomes
δglocA+L(E) =
TAΓ(
1
4 )
2π
√
2π ~5/4|a|1/4r3/4 cos
[
SA
~
− 3rπ − π
8
]
. (2.29)
Here TA(E) is the period of the primitive A orbit, and a is a normal form parameter
which we determined numerically from the local expansion (cf. also Ref. [80, 48]).
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Figure 2.12: Action spectrum for the reduced density of states coarsed gained with γ = 6
(∼ 8.4g¯−1). Upper panel: the quantum mechanical (full line) and semiclassical (dots) comparison
for α = 9 with Eq. (2.27). Middle panel: QM and semiclassical for α = 10 calculated from the
Fourier transform of the local uniform approximation Eq. (2.31). Bottom: QM and semiclassical
for α = 10.5 using the global uniform approximation Eq. (2.30).
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In order to calculate the corresponding symmetry-reduced density of states of
a bifurcation orbit, we proceed in a similar way as for the case of isolated orbits.
In this particular case, we take into account that the librational orbit A6 is at
the boundary of the fundamental domain. Therefore, it gives two contributions to
the reduced density, each one corresponding to the two operators that leave each
point of the orbit invariant: the identity and the reflection σ1. In the first case
the matrix DI is the 2 × 2 identity matrix, the corresponding contribution has a
prefactor 1/
√
|TraM¯A − 2|, divergent at the bifurcation. In the second situation,
the matrix Dσ1 is minus the identity matrix, yielding a contribution with an
amplitude 1/
√
|TraM¯A + 2|, which does not diverge at the bifurcation. This last
term cancels out for the total density of states, since the sum over characters of
the group operations related with the unfolding is equal to zero.
We replace the contribution corresponding to δgm by eqs (2.28) and (2.29)
with amplitudes and periods calculated in the fundamental domain, thus
δgA+LEES (E) = ℜe
1
2π~
∣∣∣∣π∆S4~
∣∣∣∣
1/2
exp
(
i
2~
S+ − i3rπ
2
− iπ
4
)
×
×
{
A
2
[
σ2J1/4
(|∆S|
2~
)
e−i
pi
8 + J−1/4
(|∆S|
2~
)
ei
pi
8
]
+
+
∆A
2
[
J3/4
(|∆S|
2~
)
e−3i
pi
8 + σ2J−3/4
( |∆S|
2~
)
e3i
pi
8
]}
+
1
4π~
TA
cos(rθ¯)
cos
( r
2~
SA − σ¯Aπ
2
)
, (2.30)
where σ¯A = r(σA − 1)/2 + 2[|rθ¯/π|], where θ¯ is the stability angle of the reduced
orbit and σA = 7 after the bifurcation. The corresponding reduced local density
of states will be given by
δglocEES,A+L(E) =
TAΓ(
1
4 )
8π
√
2π ~5/4|a¯|1/4r3/4 cos
[
SA
2~
− 3rπ
2
− π
8
]
+
1
4π~
TA cos
( r
2~
SA − 3rπ
2
)
. (2.31)
A numerical comparison for the semiclassical power spectrum with the quan-
tum calculation of the reduced density of states is shown in Fig. 2.12 for α = 9,
α = 10 and 10.5. The highest peak (at S ≈ 1.2) corresponds to the contribution
of the A + L orbits. We observe an excellent agreement with the semiclassical
prediction. The contribution at α4 is strongly enhanced by the bifurcation. This
enhancement still persists at α = 10.5, where Gutzwiller trace formula would
predict a smaller amplitude. In the next chapter we will study the effect of this
bifurcation in the spectral statistics of the QO, and see the relevance of the en-
hancement.
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Chapter 3
Effect of pitchfork bifurcations
in the spectral statistics
In the present chapter we study the role of pitchfork bifurcations on the spectral
statistics in the QO. We show that bifurcations of short orbits have a considerable
effect on the spectral rigidity and the spectral form factor respectively, even in
the almost chaotic case. The spectral form factor has been the referred quantity
to study spectral statistics in the context of quantum chaos. However, in a first
semiclassical derivation of universal spectral properties, Berry in Ref. [19] consid-
ered the so-called rigidity or stiffness ∆ [10]. This measure is closely related to the
spectral form factor, but it is more appropriate to study non-universal features
coming from short periodic orbits. We will mainly focus on this quantity and, at
the end of the chapter, we will consider the form factor. We first introduce the
rigidity and recall the semiclassical approximation for it. We then show numerical
calculations for the QO oscillator for different regularity parameters. Afterwards
we quantitatively analyze deviations of the spectral rigidity from universality em-
ploying uniform approximations. We show, in particular, that pairs of orbits with
an action difference smaller than Planck’s constant ~, born at a pitchfork bifurca-
tion, yield important non-diagonal contributions to the spectral form factor and
the rigidity. The deviations from the quantum chaotic universality are found to
be most significant after, rather than at the bifurcation.
3.1 Spectral Rigidity
The spectral rigidity is defined as the local average of the mean-square deviation
of the staircase function
N(E) =
∑
n
θ(E − En) (3.1)
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from its best-fit straight line over an energy range corresponding to L states with
mean level spacing g¯:
∆(L) =
〈
min
A,B
g¯
L
∫ L/2g¯
−L/2g¯
dǫ [N(E + ǫ)−A−Bǫ]2
〉
. (3.2)
The relation to the spectral form factor is given through
∆(L) =
1
2π2
∫ ∞
0
K(τ)
τ2
p(πLτ)dτ, (3.3)
where p(x) is a weight function that will be explicitly given in the next section,
satisfying p(0) = 0 and p(x) ≈ 1 as x→∞.
The quantity ∆(L) measures spectral correlations over energy distances of
order L. For an uncorrelated Poisson spectrum the universal prediction is
∆Poisson(L) = L/15 , (3.4)
while for a chaotic system it is approximately given by
∆RMT(L) =
β
2π2
logL−D , (3.5)
where D is a constant, β = 1 for systems without time reversal symmetry (GUE
statistics) and β = 2 for systems with time reversal symmetry (GOE statistics).
This universal behaviour has been observed up to correlation lengths L < Lmax =
2π~g¯/Tmin, where Tmin is the period of the shortest orbit.
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Figure 3.1: Left panel: Rigidity for α = 0, where the QO is integrable. Right Panel: Rigidity
for α = 9, where the QO shows hard chaos. With increasing (unfolded) energy E˜ the numerical
data converge to the universal Poisson (left panel) and random matrix predictions (right panel)
marked as full lines.
In Fig. 3.1 we show the numerical results for the QO in an integrable and an
almost chaotic regime, respectively, compared with the corresponding predictions
Eqs. (3.4, 3.5). The L range, in which the numerical data coincide with the
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universal predictions, increases with increasing energy, i.e., by approaching the
semiclassical limit.
For a system with mixed classical dynamics it has been conjectured that the
statistics will be a superposition of Poisson and RMT contributions [43, 44],
parametrized as
∆(L) ≈ ∆Poisson((1− q)L) + ∆RMT(qL), (3.6)
were q is the the fraction of the phase space corresponding to the chaotic sea.
Since both statistics are monotonously increasing functions, we expect that the
more regular the system is, the larger is the rigidity. This approximation can work
very well is some situations, as shown in Fig. 3.2. We will see in the following that
it no longer holds when bifurcations of short periodic orbits take place.
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Figure 3.2: Rigidity for the mixed QO at α = 5, RMT prediction (bold line), Poisson (dashed)
and phase space sum rule Eq. (3.6) (dotted line).
3.2 Semiclassical theory for the spectral rigidity
The semiclassical theory for the rigidity was developed in Ref. [19] for the two
limiting cases of complete chaoticity and full regularity (integrability). The pro-
cedure is the following: by energy integration of the semiclassical approximation
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to the density of states, Eq. (1.15), one obtains an expression for the number of
states. By inserting this expression into the definition of the rigidity one finds
∆(L) =
1
2~2µ
〈∑
j
∑
k
AjAk
TjTk
cos
[
1
~
(Sj − Sk) + π
2
(σj − σk)
]
G(yj , yk)
〉
, (3.7)
where Tj = dSj/dE are the periods,
yj =
LTj
2~g¯
= π
L
Lmax
Tj
Tmin
, (3.8)
and
G(x, y) = F (x− y)− F (x)F (y) − 3F ′(x)F ′(y), (3.9)
F (x) =
1
x
sinx = j0(x) . (3.10)
The main contributions come from pairs of orbits whose action difference is smaller
than ~, so that yj can be chosen to be equal to yk in the argument of G:
∆(L) =
1
2~2µ
〈∑
j
∑
k
AjAk
TjTk
exp
[
i
~
(Sj − Sk) + π
2
(σj − σk)
]
p(y¯j,k)
〉
, (3.11)
where y¯jk =
1
2 (yj+yk) and p(x) = G(x, x). The function p(y) (see Fig. 3.3) selects
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  2  4  6  8  10  12
y
p
(y
)
Figure 3.3: Window function p(y), see text.
the orbits that contribute to the double sum. If L ≪ Lmax then p(y) is almost
unity only for long orbits, while for L > Lmax the function is almost unity for all y,
and the most important contributions to ∆(L) come from short orbits due to the
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factor 1/T 2. Since we are interested in studying the effects of a bifurcation of one
of the shortest orbits, we are going to concentrate on the saturation behaviour,
which corresponds basically to the first moment of the staircase function.
The semiclassical spectral rigidity as well as the spectral form factor is de-
termined by a double sum over pairs of periodic orbits. The semiclassical limit
~ → 0 means that the typical classical actions of these paths are very large com-
pared with ~, so that the energy average will strongly suppress the contributions
of most pairs of orbits. The diagonal approximation was considered in Ref. [19].
For the following approach, the diagonal approximation together with the effect
of bifurcations will be enough to reproduce the numerical quantum results.
3.3 Rigidity for the Integrable QO
For the QO at α = 0, the tori amplitudes Akx,ky are given by
Akx,ky =
(
K
π
)3/2
(4E)1/8
kxky
(kx + ky)5/8
(3.12)
for the irreducible representation EES. For integrable systems the contribution of
the non-diagonal terms j 6= k in the sum (3.7) will vanish after averaging, due to
destructive interference. For this system, due to the degeneracy in the actions, the
orbits that contribute to the double sum are those which satisfy n4x+n
4
y = n
′4
x +n
′4
y .
Inserting the amplitudes for the tori and summing only over terms with the same
actions we have
∆(L) =
(4E)3/4
24π3~K
∞∑
kx,ky=1
kxky
l7k
p(y¯kx,ky)
∞∑
nx,ny=1
nxnyδlk−ln , (3.13)
where lk = (k
4
x + k
4
y)
1/4, ln = (n
4
x + n
4
y)
1/4, and δ is the Kronecker delta.
With this expression, we can semiclassically reproduce very well the ∆ statis-
tics, as is shown in Fig. 3.4.
We have neglected here the contribution of the A orbit which undergoes a
pitchfork bifurcation. We have checked that its contribution is negligible, since its
amplitude in the PO expansion goes like ~−5/4 (a power one quarter larger than
an isolated orbit) compared with that (~−3/2) of the tori. For the saturation we
can take p(ykx,ky) = 1. Then the energy dependence of the saturation value ∆∞
goes like E3/4, as seen from Eq. (3.13).
In the left panel of Fig. 3.5 we depict the saturation value obtained from the
quantum spectrum (dots), which is well reproduced by the semiclassical prediction
(solid line). For the chaotic case, RMT gives a saturation value ∆∞ that behaves
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Figure 3.4: Semiclassical (dashed lines) and quantum results (solid lines) for the spectral rigidity
∆(L) for different values of E˜.
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Figure 3.5: Saturation value ∆∞, plotted versus unfolded energy E˜. The dots mark the quantum
results. Left panel: integrable case (α = 0); the solid line shows the semiclassical prediction.
Right panel: Almost chaotic case (α = 9). Here the solid line represents the GOE prediction.
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as log(1/~) which is obtained by replacing the form factor by its GOE prediction
in Eq. (3.3). Though the exact saturation value is not universal, since it depends
on the lower integration limit τmin, its ~ dependence is. In the right panel of
Fig. 3.5 we compare the quantum result with the GOE prediction evaluated for
our value of Tmin for α = 9.
3.4 Bifurcation effects in the level statistics
It has been discussed in Ref. [49] that additional contributions to the long-range
spectral correlations may arise from bifurcations of periodic orbits, and that this
effect can be reproduced semiclassically. The authors of Ref. [49] investigated
the cat map at a tangent bifurcation, and found that the number variance of
the counting function shows a “lift off” reaching a much higher value than in
the chaotic situation. We report here similar findings for the rigidity of the QO
Hamiltonian for values of α near the pitchfork bifurcations of the A orbit at αn.
Moreover, we find that the increase of the saturation value ∆∞ becomes even
larger slightly above the bifurcations. This is illustrated in Fig. 3.6. In the
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Figure 3.6: Left panel: spectral rigidity for α = 9 (crosses), α = α4 = 10 (filled squares), α = 10.5
(circles), and α = 11 (triangles) for E˜ = 4000. Right panel: saturation value ∆∞ versus E˜ before
and after the bifurcation at α4 = 10. Although the phase space is barely affected, the saturation
at α = 10.5 is much larger than the saturation at α = 11.
left panel we show the rigidity ∆(L) for four values of α around α = α4 = 10
where such a bifurcation occurs. The rigidity at α4 = 10 exhibits a slightly larger
saturation than at α = 9 (“lift off”). However, the increase is even much more
noticeable at α = 10.5. Then the saturation goes down again for α = 11, even
though the system is more regular than at α = 10.5.
The energy dependence of ∆∞ is shown in the right panel of Fig. 3.6. We
see that this effect exists over a large region of energies. As mentioned before,
the phase space looks completely chaotic at the bifurcation at α = 10; without
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Figure 3.7: Left panel: Form factor at α = 9, 10 and 10.5 compared with RMT (line). Note the
strong peak at τ = τA ≃ 0.015 (indicated by an arrow) coming from the bifurcating orbit. Right
panel: Form factor at α = 9 (crosses), α = 10 (squares), α = 10.5 (circles), and α = 11 (triangles)
in a zoomed region around τ ≃ τA. For α = 10.5: the amplitude of the peak is clearly larger
than at the bifurcation.
knowledge of the bifurcation one would expect an almost universal behaviour.
Above the bifurcation, a tiny regular island is seen at the center, which arises
from orbit A7 that became stable. The island is slightly larger at α = 11 than at
α = 10.5 (see Fig. 2.4).
Equivalently, in Fig. 3.7 we show that the effect is particularly pronounced in
the spectral form factor. In the left panel we show K(τ) at α = 9, 10 and 11. The
results are consistent with the GOE prediction for almost all times, but we see a
very large peak at a time that corresponds to the period of the libration orbit, τA.
This is consistent with the results of Ref. [49]. However, the enhancement is even
more noticeable at α = 10.5 (right panel).
The exact calculation of the semiclassical rigidity for the QO in the chaotic
regime is numerically impossible, since this would require an infinite number of
periodic orbits, and there is no analytical way to calculate them. To reproduce the
quantum result semiclassically, we calculate the coarse-grained reduced density of
states defined analogously to Eq. (2.10) by
δgmγ (E)=
dm
~
∑
l
T l
|Kl|
e−(γT l/2)
2
∑
r
χm(g
r
l )
|Mrl −Dl|
1
2
cos
[r
~
Sl(E) − π
2
σrl
]
. (3.14)
The longer orbits will be strongly suppressed assuring convergence, but, at the
same time, affecting the universality. However, for the study of the saturation
properties of ∆(L) as a probe for bifurcation effects, the information of the shorter
orbits should be sufficient. In the following, we will drop the bars indicating that
the orbits are in the fundamental domain, but all the numerical calculations were
done taking this into account.
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Consistently we also coarse-grain the quantum stair-case function, defining
Nγ(E) =
1
2
∑
n
[
1− erf
(
En − E
γ
)]
. (3.15)
Inserting Nγ(E) into Eq. (3.2), we obtain a “smoothed” rigidity ∆γ of the coarse-
grained density of states. We find that even for relatively large values of γ, the
bifurcation effects described above are still clearly visible, as shown in Fig. 3.8.
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Figure 3.8: Same as Fig. 3.6, but after coarse-graining the reduced quantum spectrum by a
Gaussian smoothing with width γ = 1 (left) and γ = 4 (right).
We calculate semiclassically the smooth rigidity ∆γ(L), taking into account
the bifurcation of the A orbit at α4 = 10, according to eqs. (2.28) and (2.29).
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Figure 3.9: Smoothed rigidity for α = 9, α = α4 = 10 and α = 10.5, obtained for γ = 2. The
solid (dashed) curves represent the quantum mechanical (semiclassical) results.
In this way we can reproduce the quantum mechanical results near the bifurca-
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tion semiclassically, as demonstrated in Fig. 3.9. As we have seen in the previous
chapter from the action spectrum, the amplitudes and actions of most of the orbits
do barely change, and the higher saturation for the smooth rigidity was mainly
caused by the bifurcation.
Considering the rigidity without smoothing, we now assume that the contribu-
tion of the long orbits corresponds to and can be replaced by the universal RMT
prediction, so that the differences in the saturation arise basically from the A and
L orbits. Hence, we approximate the saturation value of ∆ by
∆∞(E) ≃ ∆GOE∞ +∆A,L∞
≃ ∆GOE + 1
2
〈 ∑
j,k=A,L
AjAk
TjTk
cos
(
Sj − Sk
~
)〉
. (3.16)
At the bifurcation, the second term corresponds to the diagonal contribution of
(2.29), so that
∆A,L∞ =
Γ2(1/4)
8π3|a|1/2~1/2 , (3.17)
and ∆∞ behaves like
∆∞ ∝ log(1/~) + 1
~1/2
. (3.18)
In the neighborhood of the bifurcation, i.e., when the action difference |∆S| is
smaller than ~, we can expand the actions and amplitudes around α = α4 (cf. Ref.
[48]):
∆S =
SA − SL
2
=
ǫ2
4a
+O(ǫ3) , (3.19)
AA =
TA√
2ǫ
, AL =
TA√
ǫ
[1 +O(ǫ)] , (3.20)
where ǫ = c (α − α4). Up to first order in ǫ this yields
δgunA+L(E) ≈
TA
π
√
2π~
ℜe eiS¯/~−i3kπ−iπ/4 ×
×
[
σ2Γ(3/4)
|a~|3/4 ǫ e
−iπ/8 +
Γ(1/4)
2|a~|1/4 e
iπ/8
]
. (3.21)
Inserting this into the saturation value of the rigidity we obtain
∆A,L∞ ≈
Γ2(1/4)
8π3|a|1/2~1/2 + ǫ
1
2π2|a|~ + ǫ
2 Γ
2(3/4)
2π3|a|3/2~3/2 . (3.22)
In Fig. 3.10 we show the quantum results for ∆∞ versus energy E˜ and for the
form factor K(τ) near τA, for the three values α = 9, 10 and 10.5 (as crosses,
squares and circles, respectively). The solid line gives the universal GOE predic-
tion, i.e., the first term in (3.18). It agrees well with the quantum result at α = 9,
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in line with the near chaoticity of the system below the bifurcation. The dashed
and dotted lines show the prediction (3.22), which includes the bifurcating orbits
A and L in the uniform approximation, and coincide well with the quantum results
at and above the bifurcation. At the bifurcation (α = α4 = 10) where ǫ = 0, Eq.
(3.22) is consistent with the diagonal approximation for the bifurcating orbits and
thus the same as that used in Ref. [49].
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Figure 3.10: Saturation as a function of the energy. Crosses, squares and circles mark quantum-
mechanical results for α = 9, 10 and 10.5, respectively. Bold line: GOE result, dashed and dotted
lines: Eq. (3.22).
Figure 3.10 moreover shows that slightly above the bifurcation, i.e. at α = 10.5,
the additional terms in Eq. (3.22), playing a role for ǫ 6= 0, give a noticeable con-
tribution, as seen by the dashed line. The main contribution comes from the term
linear in ǫ which is the non-diagonal contribution of the pairs of separate orbits A
and L above the bifurcation. To see this, we evaluate their non-diagonal contri-
bution in the Gutzwiller approximation for isolated orbits, which would become
∆
A.L(non−diag)
∞(Gutz) = 2
ALAA
π2T 2A
〈
sin
(
∆S
~
)〉
sin
(π
4
)
≈ 1
π2ǫ
∆S
~
=
ǫ
2π2|a|~ . (3.23)
The term sin
(
π
4
)
comes from the difference of phases between the two orbits, which
is not yet a difference of one Maslov index. We see that although the diagonal
contribution diverges at the bifurcation, the non-diagonal contribution stays finite
there.
We therefore interpret the term in Eq.(3.22) as a non-diagonal contribution
to the rigidity, which can actually be exactly reproduced by the Gutzwiller ap-
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proximation, although this approximation is not yet valid for the evaluation of the
individual contributions.
Note that the value of ∆∞ is slightly enhanced also by the fact that the par-
ticular combination of Bessel functions in the uniform approximation (2.28) can
be expressed as an Airy function and its derivative, cf. Ref. [48], which has its
maximum slightly above the bifurcation. This effect is, however, not sufficient to
explain the enhancement of ∆∞ found in our results, so that we can argue that
the non-diagonal contribution is substantial.
It is important to mention that this non-diagonal contribution exists as long
as ~ remains finite. In the strict semiclassical limit ~ → 0, the global uniform
approximation (2.28) merges into the Gutzwiller trace formula for non-zero ∆S,
and sin(∆S/~) oscillates very fast, so that after the energy average, the non-
diagonal contribution will tend to zero. This is expected, since in the semiclassical
approximation for mixed systems (Eq. 3.6), periodic orbits with different stability
give rise to independent statistics.
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Figure 3.11: Form factor near τA. Crosses, squares and circles mark quantum-mechanical results
for α = 9, 10 and 10.5, respectively. Bold line: GOE result, dashed and dotted lines: Eq. (3.26).
An equivalent calculation can be done for the spectral form factor. For its
semiclassical calculation we focus only on the contribution of the bifurcating orbit,
KA. Thus we only reproduce the form factor for τ ∼ τA, using in (1.19) only the
contributions of the A and L orbits. This yields for α = 9
KA(τ) =
τ2A
π2(TrMA − 2)δ∆τ (τ − τA), (3.24)
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for α = α4
KA+L(τ) =
Γ2(1/4)τ2A
8π3|a|1/2~1/2 δ∆τ (τ − τA). (3.25)
and in the neighborhood of the bifurcation,
KA+L(τ) ≈
(
Γ2(1/4)
8π3|a|1/2~1/2 + ǫ
1
2π2|a|~ + ǫ
2 Γ
2(3/4)
2π3|a|3/2~3/2
)
τ2Aδ∆τ (τ − τA) .
(3.26)
In Fig. 3.10b we show the quantum results forK(τ) near τA for the three values
α = 9.0, 10.0 and 10.5 (by crosses, squares and circles, respectively). The solid,
dashed and dotted lines show the prediction (3.24), (3.25) and (3.26) respectively.
In accordance with our results for the rigidity, we see a very good agreement
with the semiclassical prediction. Moreover, the difference of the peak between
α = 10 and α = 10.5 is about 25%, and can be explained again by a non-diagonal
contribution of the orbits involved in the bifurcation.
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Figure 3.12: Left panel: rigidity for α = 5 (full line), α = α3 = 6 (dotted), α = 6.5 (dashed) and
α = 7 (dot-dashed). A larger saturation is obtained near the bifurcation even when the system
at α = 7 is more regular that α = 6.5. Right panel: Saturation as a function of α, the pitchfork
bifurcations are indicated with the vertical lines.
It is important to point out that the results shown in this chapter are not
particular for the parameter α that we have chosen, meaning that for other pa-
rameters where pitchfork bifurcations occur, we have also observed this strong
enhancement of the saturation of the rigidity, being stronger after the bifurca-
tion event. In Fig. 3.12 (left panel) we show another example, namely the case
α = α3 = 6.0. The saturation at α = 6.5 (after the saturation) is extremely large
in comparison with α = 7, though the latter situation is more regular. Again the
standard approximation for mixed systems Eq. (3.6) does not longer hold, and
it is expected from our analysis, that apart from the different ~-scaling, a non-
diagonal contribution plays an important role as before. In Fig. 3.12 (right panel)
we show the saturation value as a function of the parameter α. The values of α
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for which the libration orbit A has pitchfork bifurcations are indicated by verti-
cal lines. It can be noticed that the saturation of the rigidity ∆∞ shows a local
maximum slightly after the bifurcation in all cases, consistent with our analysis.
The parameter α4 = 10 was chosen for two reasons. First, we were interested in
studying deviations from universality, and therefore we studied a situation near
full chaoticity. The second was a practical one, as we have seen near α = 9 we may
assume that apart from the bifurcation of the A orbit all other contributions can
be summed up with the help of ergodicity arguments, i.e. using the Hannay-de
Almeida sum rule [18] and other possible bifurcations can be ignored.
Motivated by the dominant effect of bifurcations in spectral statistics we will
follow, in the next chapter, a similar approach to the one shown here in a different
physical context, namely transport properties in mesoscopic systems, where semi-
classical methods have been successfully applied for clean chaotic systems. There
the semiclassical expression involve double sums over trajectories which are no
longer periodic, but satisfy another stationary condition. We are interested in a
formal definition of a bifurcation scenario of these trajectories and its effect in the
conductance.
Chapter 4
Semiclassical transport and
open-orbits bifurcations
In this chapter we will define a bifurcation scenario for scattering orbits and cal-
culate its contribution to the conductance. We will briefly recall the Landauer-
Bu¨ttiker formalism for transport in mesoscopic systems and its semiclassical ap-
proximation. As mentioned in the introduction, the concept of bifurcations is
attached to the task of describing the creation of stationary points upon small
perturbations. In the case of periodic orbits, the definition is clear, since periodic
orbits are stationary points of a Poincare´ map. However, it is not clear how or-
bits that participate in the semiclassical description of transport in the scattering
formalism are related with periodic orbits. Nevertheless it is possible to settle a
definition of bifurcations in the case of open orbits, as we will see in this chapter.
We will define a bifurcation scenario for scattering orbits and the corresponding
uniform semiclassical approximation near two possible scenarios. Finally we will
estimate the effect of a tangent and a pitchfork bifurcation in the conductance
through a mesoscopic sample. In contrast to our previous result, in the case of
conductance the different scaling of bifurcating open orbits is not enough to make
them dominant over all other scattering orbits that give rise to universal proper-
ties.
4.1 Semiclassical transport through mesoscopic sys-
tems
Transport through mesoscopic systems has been intensively studied in the last
decades [97, 98, 99, 100]. Mesoscopic devices, which are of the order of a micron
in size, usually show classical and quantum signatures, and therefore are the kind
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of systems where semiclassical methods can be implemented [101, 102]. A variety
of effects has been studied theoretically and experimentally in such structures, e.g.
conductance fluctuations [55], weak localization [56, 103] and Shubnikov-de Haas
oscillations [104].
These systems can be built in such a way that impurity scattering is almost
absent and the transport can be considered ballistic, i.e., the scattering comes
from reflections at the boundaries of the confinement and the coherence length λφ
and the elastic-mean free path are much larger than the system size, meaning that
inelastic processes as well as impurity scattering are negligible. In semiclassical
transport, the Fermi wavelength λF is the shortest length in the system.
The appropriate approach for the transport properties of systems satisfying
such conditions is the so-called Landauer-Bu¨ttiker approach [98, 105], or scattering
matrix approach. A corresponding semiclassical version has been developed by
Baranger, Jalabert and Stone in Ref. [106].
Let us consider a two-probe device, as sketched in Fig. 4.1. The scattering
description is based on an expansion in asymptotic states, assuming that the leads
are free of disorder and with hard walls of width wL (left) and wR (right) in the
y-direction and infinite in the x-direction. The asymptotic states can be written
as a product of particle-in-a-box wave-functions and plane waves propagating in
the longitudinal direction with wave vector kn satisfying kn = nπ/wL,R. The
(NR + NL) × (NR + NL) scattering matrix S relates the incoming and outgoing
fluxes and can be written in terms of the Ni × Nj (i, j = L,R) reflection and
transmission matrices r and t (r′ and t′) from the left (right) as
S =
(
r t′
t r′
)
. (4.1)
Current conservation implies that the incoming flux should be equal to the out-
going flux, and therefore S is unitary (S†S = I). The amplitudes tnm, describing
the transmission probability amplitude from the m channel at the left lead to the
channel n at the right, can be written in terms of the projected Green function
on the transversed modes in the leads as
tnm = −i~√vnvm
∫
Σx
dy
∫
Σx′
dy′φ∗n(y)φm(y
′)G+(x = L, y, x′ = 0, y′;EF ), (4.2)
where vn denote the longitudinal velocities and the integrals take place at the
transverse cross section Σx′ on the left (at x = 0) and Σx on the right lead
(x = L). An intuitive interpretation of the above equation is a particle arriving at
the cavity in mode m, propagating inside through the Green function and exiting
in mode n.
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Figure 4.1: The simplest experimental set up is the two-probe measurement, where the sample
is attached between two reservoirs whose electrochemical potentials differ by the value of the
applied voltage V .
In this formalism the conductance G through the sample is proportional to the
total transmission at the Fermi energy EF (for zero temperature), for which NL
channels are open at the left and NR at the right lead:
G = gs
e2
~
T. (4.3)
The factor gs is counting for spin degeneracy, and T =
∑NR
n=1
∑NL
m=1 |tnm|2 is the
total transmission. For a review of the semiclassical approximation of ballistic
quantum transport we recommend Refs. [102, 106]. Here we will briefly recall the
main steps for its derivation. The semiclassical approximation to the transmission
probability can be constructed by replacing the exact Green function in Eq. (4.2)
by its semiclassical counterpart and evaluating the integrals over y and y′ by
stationary phase approximation. For leads with hard-wall boundaries the mode
wave functions are simply φL,Rm (y) =
√
2
wL,R
sin
(
mπy
wL,R
)
.
The stationary phase condition will lead to contributions from classical tra-
jectories whose transverse momentum at the leads match the wave vectors of the
modes in the leads, i.e. trajectories for which pi = ±mπ~/wL (pi stands for the
initial momentum transversed to the left lead) and pf = ±nπ~/wR (pf stands for
the final momentum transversed to the right lead). Then, trajectories entering the
cavity at (0, y′o) with angle sin θ′ = ±mπ/kwL and leaving at (L, yo) with angle
sin θ = ±nπ/kwR are the ones contributing to the transmission probability tnm.
After the evaluation of the integral the semiclassical transmission coefficients
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are given by
tscmn = −
√
πi~
2wLwR
∑
γ(n¯,m¯)
Aγ sgn(m¯)sgn(n¯) exp
(
i
~
Sn¯m¯γ (EF )− i
π
2
µ¯γ
)
, (4.4)
where m¯ = ±m and Sn¯m¯γ (EF ) = Sγ(L, yo, 0, y′o;EF ) + ~ky′o sin θ′ − ~kyo sin θ.
The phases µ¯γ contain the Morse indices and additional phases arising from the
integration over y and y′. The amplitudes are given by
Aγ =
∣∣∣∣∂pf∂y′
∣∣∣∣
−1/2
y′=y′o
y=yo
. (4.5)
As we notice, the procedure has been similar to that for the derivation of the
semiclassical density of states, namely, the semiclassical approximation is done
in two steps: first replacing the exact Green function by its semiclassical coun-
terpart, and second evaluating the integrals by stationary phase approximation.
The results are slightly different, since the semiclassical density of states implies
a sum over classical periodic orbits, while the transmission coefficients are given
by a sum over open trajectories. However, since both solutions correspond to sta-
tionary points, it should be possible to define a bifurcation scenario in the second
context, similar to the well known bifurcation scenario of periodic orbits.
4.2 Open-orbits bifurcation theory
Periodic orbit bifurcation theory has been described by de Almeida and Hannay in
Ref. [47], following the analysis of Meyer in Ref. [46]. The concept has been extend
to non-periodic orbits in Ref. [107], in the context of photoabsorbtion spectrum,
where the response function can be described in terms of orbits starting and going
back to the nucleus, but not necessarily with the same momentum, i.e. the orbits
giving some contribution are closed, but not periodic [108, 109]. We will here
closely follow their approach, in order to define and discuss bifurcations of open
orbits contributing to the transmission coefficients. The definitions are also valid
to define a bifurcation scenario of reflection coefficients.
A fundamental concept in developing a bifurcation theory is the definition
of a Poincare´ surface of section in the neighborhood of the orbit, describing the
dynamics of the degrees of freedom transverse to the orbit. For a periodic orbit
it is defined by fixing a surface of section in phase space perpendicular to the
orbit. For a point ~y on the surface of section, the trajectory is followed until it
intersects the surface again at P~y, the image of ~y under the Poincare´ map P .
The periodic orbit itself returns to its original point, so that it appears as a fixed
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point of the Poincare´ map. Since open orbits do not return to their starting point,
this definition has to be modified. We define two surfaces of section, one at the
beginning of the orbit Σi, and the other one Σf , at the end of the orbit, in both
cases perpendicular to the orbit. Orbits giving a contribution to the coefficient
tnm can be described as solutions of the equation pf (pi = ~k sin θm, yi) = ~k sin θn.
A particular solution is the orbit for which the construction was made. If C =
∂pf/∂yi is non-singular at pf = ~k sin θn¯, the solution is unique and will persist
upon small variations of parameters. Therefore, the orbit can only go through a
bifurcation when detC = 0.
Type Transformations Regular matrix
F1(yi, yf ) pi = +∂F1/∂yi, pf = −∂F1/∂yf B
F2(yi, pf ) pi = +∂F2/∂yi, pf = +∂F2/∂pf D
F3(pi, yf ) yi = −∂F3/∂pi, pf = −∂F3/∂yf A
F4(pi, pf ) yi = −∂F4/∂pi, pf = +∂F4/∂pf C
Table 4.1: Different types of generating functions. The regular matrices satisfy the linear sym-
plectic map yf = Ayi + Bpi, pf = Cyi + Dpi and the conditions: AC, BD, AB and CD are
self-adjoint and A†D − C†B = 1.
It is convenient at this stage to represent the open-orbit Poincare´ map by a
generating function [110]. We will also adopt here the same convention as in [110]
for denoting the different types of generation functions, summarized in the table
4.1.
For convenience, we will choose the following generating function
Φ(yi, yf ) = F1(yi, yf ) + yi~k sin θm − yf~k sin θn. (4.6)
The transformation equations for this type of generating function read
pi =
∂Φ
∂yi
=
∂F1
∂yi
+ ~k sin θm = p˜i + ~k sin θm, (4.7)
pf = − ∂Φ
∂yf
= −∂F1
∂yf
+ ~k sin θn = p˜f + ~k sin θn. (4.8)
Open orbit contributions to the scattering matrix are those for which pi = ~k sin θm
and pf = ~k sin θn; they agree therefore with the stationary points of F1. The
classification of bifurcations for open orbits corresponds to determining how the
stationary points of a real function change upon the variation of parameters.
Catastrophe theory [45] is a local theory that studies the stability of a single
stationary point and the pattern of stationary points that can be generated by a
small perturbation.
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A fundamental definition for this purpose is the concept of structurally stable
stationary points, quoting Ref. [107]: Two real-valued functions f(x) and f˜(x),
defined in a neighborhood of the origin in an n-dimensional configuration space,
are said to be equivalent, if there exists a diffeomorphism ψ(x) such that
f˜(x) = f(ψ(x)). (4.9)
The coordinate transformation ψ maps the stationary points of f˜ to those of f . f
is said to be structurally stable if any small perturbation f˜(x) = f(x) + ǫg(x) of
f(x), for a smooth function g and small ǫ, is equivalent to f .
A structurally stable stationary point of F1 is a stationary point that is pre-
served under small variations of parameters and therefore corresponds to a non-
bifurcating open orbit. Structurally stable fixed points are characterized by a
non-singular Hessian matrix.
The determinant of the Hessian of F1 can be written as −detC detAdetB and it is
singular if either C = ∂p˜f/∂yi = ∂pf/∂yi or A = ∂yf/∂yi is singular. Only the
first situation can be associated with bifurcations of open orbits. If detC = 0 new
fixed points are born, while if detA = 0 the Lagrangian manifold is tangent to the
plane p˜i = 0 and after variation it can acquire additional intersections with the
plane yf = 0, but there are no new solutions (no new intersection with the plane
p˜f = 0). This latter situation is accounted for in the semiclassical treatment by
the phases µ¯γ .
Let us consider the case detC = 0. The splitting lemma of catastrophe theory
states that if the dimension of the configuration space is n and a function f on
that space has a stationary point at the origin whose Hessian has rank n −m, a
coordinate system x1, ..., xn can be introduced in a neighborhood of the stationary
point, so that
f(x1, ..., xn) = g(x1, ..., xm) + h(xm+1, ..., xn), (4.10)
where h is a non-degenerate quadratic form of n −m variables, and g has a sta-
tionary point with zero Hessian matrix at the origin. Since h has structurally
stable stationary points, the behaviour of the stationary points of f under small
perturbations are determined by g.
In general, a degenerate stationary point of f will be splitted into several
distinct stationary points after a perturbation (bifurcation).The generic situation
corresponds to bifurcations of finite codimension. This means that there is a finite
number of smooth functions g1(x), ..., gk(x) so that
F (x) = f(x) + α1g1(x) + ...+ αkgk(x), (4.11)
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with suitable constants αi. The minimum number of such functions k is defined
as the codimension, and F is called an unfolding of f . F contains the information
of the stationary points created through the perturbation and their stability. It is
usually argued that only bifurcations of codimension smaller than the number of
external parameters are structurally stable, and these are the type of bifurcations
that generically happen. The external parameters can describe, for example, the
shape of the cavity, a magnetic field or the Fermi energy. By “generic” bifurcations
one means that these are the typical situations. A rigorous definition depends on
the bifurcation scenario and for different cases can be found in Ref. [111]. In
our discussion, bifurcations of codimension 1 are generic if A can be taken as
non-singular when C is singular, which is the general situation in the absence of
special symmetries.
A list of catastrophes of codimensions up to 6 for generic functions is avail-
able in Ref. [45]. We will consider that there is only one external parameter
varied, so the important bifurcations are those of codimension 1. In the absence
of symmetries there is only one generic bifurcation of codimension 1: the tangent
bifurcation. In the presence of discrete symmetries, pitchfork bifurcations are also
generic with a single variation parameter.
4.3 Uniform approximation for the transmission coef-
ficient
In the evaluation of the integrals in Eq. (4.2) by stationary phase approximation,
it is assumed that scattering trajectories contributing to transport are isolated. As
already mentioned in Chapter 2, uniform approximations give the correct descrip-
tion of the collective contribution of orbits involved in a bifurcation. As we have
just seen, we can also define a bifurcation scenario in the context of transmission
trajectories, whenever C =
∂pf
∂yi
= 0, which will modify the result in Eq.(4.4).
4.3.1 Uniform approximation for a tangent bifurcation
In this section we will calculate the contribution for the only bifurcation of codi-
mension one in the absence of symmetries, namely a tangent bifurcation. We will
follow the approach in Ref. [112] again in the context of open orbits, to calculate
such a contribution.
The main requirement of a “global” uniform approximation is that it must
asymptotically go to Eq.(4.4) far away from the bifurcation. We will assume that
the integral over y can be done by stationary phase approximation, meaning that
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the generation function can be written as F1(y, y
′) = f1(y′)+f2(y), where f2(y) is
a non-degenerate quadratic form of y and f1 is going to be replaced by a normal
form, unfolding the fixed points born at the bifurcation.
The integration over y by stationary phase approximation yields
tscnm = −
1
2
√
wLwR
∑
γ(n¯,y′)
sgn(n¯)sgn(m¯)e−ikyo sin θn¯Iγe−i
pi
2
µ¯γ , (4.12)
where
Iγ =
∫
dy′g(y′)e
i
~
(Sγ(yo,y′,E)+~ky′ sin θm¯), (4.13)
with g(y′) =
∣∣∣∂y′∂y ∣∣∣−1/2y=yo .
We will make the ansatz for a bifurcating orbits ξ:
Sξ(yo, y
′, EF ) = S0,ξ(yo, y′o, EF ) + f1(y
′),
where y′o is the central stationary point of Sξ. The evaluation of this integral by
stationary phase approximation would lead to
Iξ = e
i
~
S0,ξ(yo,y
′
o,EF )+iky
′
i sin θm¯
∑
i
√
2π~ei
pi
4
sgn(f ′′1 (y
′
i))Aie
i
~
f1(y′i), (4.14)
with Ai =
g(y′i)√
|f ′′1 (y′i)|
and the sum is over the stationary points y′i of f1(y
′), and the
asymptotic values of Ai correspond to Eq.(4.5). The normal form for the tangent
bifurcation is given by [46]
f1(y
′) =
1
3
y′3 − ǫy′, (4.15)
where ǫ is the bifurcation parameter. The stationary points are given by
y′i = ±
√
ǫ, (4.16)
where it assumes the values
f1(y
′
i) = ∓
2
3
ǫ3/2 (4.17)
and there stability is given by
f ′′1 (y
′
i) = ±2
√
ǫ. (4.18)
When ǫ < 0 the two solutions are imaginary, and there are no real open orbits
satisfying the stationary condition. At ǫ = 0 a tangent bifurcation occur, the two
solutions become real, with opposite stability, and they move apart as
√
ǫ.
According to Eq.(4.14) then
A1 =
g (
√
ǫ)√
2|ǫ|1/4 (4.19)
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and
A2 =
g (−√ǫ)√
2|ǫ|1/4 . (4.20)
Here we make the standard ansatz g(y′) = p0+ p1y′ [112], where po, p1 are system
specific parameters. In terms of the amplitudes, then p0 and p1 are given by:
p0 = (A1 +A2)
|ǫ|1/4√
2
, (4.21)
p1 = (A1 −A2) 1|ǫ|1/4√2 . (4.22)
Going back to the original integral in Eq.(4.13), we have an integral of the form∫
dy′(po + p1y′)e
i
~
(y′3/3−ǫy′), which can be written as
Iξ = e
i
~
S0,ξ(yo,y
′
o,EF )+iky
′
i sin θm¯
(
p0 + p1i~
d
dǫ
)∫ ∞
−∞
dy′e
i
~
(y′3/3−ǫy′), (4.23)
whose solution is given in terms of Airy functions [113] using:∫ ∞
0
dy′ cos(ay′3 − ǫy′) = 1
(3a)1/3
πAi[−(3a)−1/3x]. (4.24)
Expressing the Airy functions Ai(x) in terms of Bessel functions of the first kind
Jn(x) one has
Iξ =
2π
3
e
i
~
S0,ξ(yo,y
′
o,EF )+iky
′
i sin θm¯ (4.25)
×
(
p0 + p1i~
d
dǫ
){√
ǫ
(
J1/3
(
2ǫ3/2
3~
)
+ J−1/3
(
2ǫ3/2
3~
))}
.
The final result is
Iξ = 2
π
√
~√
3
e
i
~
S0,ξ(yo,y
′
o,EF )+iky
′
i sin θm¯ (4.26)
×
√∣∣∣∣∆S~
∣∣∣∣
{
A¯
[
J1/3
(∣∣∣∣∆S~
∣∣∣∣
)
+ J−1/3
(∣∣∣∣∆S~
∣∣∣∣
)]
+i∆A
[
J−2/3
(∣∣∣∣∆S~
∣∣∣∣
)
− J2/3
(∣∣∣∣∆S~
∣∣∣∣
)]}
,
with A¯ = 12 (A1 +A2), ∆A =
1
2 (A1 −A2) and ∆S = S1 − S2.
Therefore, the contribution to the transmission coefficient tξnm of the orbits
born at a tangent bifurcation will be
tξnm = −
√
π2
3wLwR
sgn(m¯)sgn(n¯)e
i
~
Snmξ (E)−ipi2 µξ (4.27)
×
√
|∆S|
{
A¯
[
J1/3
( |∆S|
~
)
+ J−1/3
( |∆S|
~
)]
×i∆A
[
J−2/3
( |∆S|
~
)
− J2/3
( |∆S|
~
)]}
.
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If we take the limit ǫ→∞ we recover, as expected, Eq.(4.4) and the contribution
of each of the two orbits scales like
√
~.
On the other hand, taking the limit ǫ→ 0 we obtain the local uniform approx-
imation by taking the asymptotic expression for Jn(x) ( Jn(x) ≈ xn/Γ(n+1), x≪
1), thus
tξ,locnm = −
(3)2/3p0~
1/3π
21/3Γ(2/3)
√
wLwR
sgn(m¯)sgn(n¯)e
i
~
Snmξ (E)−ipi2 µξ . (4.28)
A second term also appears, which scales as ~2/3, which we will neglect since its
semiclassical weight is even smaller than that of isolated orbits. We see from
Eq. (4.28) that bifurcating scattering orbits, have a stronger semiclassical weight
than isolated ones and the difference in the ~-scaling between the two types of
contributions is the same as in the density of states.
4.3.2 Uniform approximation for a pitchfork bifurcation
In the case of a system with discrete symmetries, it is possible to find bifurcations
of higher codimensions that are still generic when the number of parameters to vary
is smaller than the codimension. An example is the case of pitchfork bifurcations.
Pitchfork bifurcations are usually of codimension 2, but in presence of discrete
symmetries, they can take place as if they were of codimension 1, like we have
seen before in the case of the QO and periodic orbit bifurcations.
The normal form of such a bifurcation is given by [46]
f1(y
′) =
1
4
y′4 − 1
2
ǫy′2, (4.29)
with stationary points
y′o = 0, y
′
1,2 = ±
√
ǫ, (4.30)
if ǫ > 0, two symmetry - related stationary points are created, which are going to
be counted with a single amplitude A1 in Eq. (4.14).
The action difference between the central orbit and the new one is given by
∆S =
1
4
ǫ2. (4.31)
The standard ansatz for the amplitudes in Eq. (4.19) and Eq.(4.20) is given by
g(y′) = p0 + p2t2, since it must be an even function of t [112]. The parameters p0
and p2 depend of the potential. According to Eq. (4.14) these are related to the
asymptotic amplitudes as
p0 =
√
ǫA0, (4.32)
p2 =
1√
2ǫ
(A1 −
√
2A0). (4.33)
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The integrals
∫
dy′(p0 + p0y′2)eif(y
′)/~ can be expressed as
Iξ = e
i
~
S0,ξ(yo,y
′
o,EF )+iky
′
i sin θm¯
(
p0 + 2p2i~
d
dǫ
)∫ ∞
−∞
dy′e
i
~
(y′4/4−ǫy′2/2), (4.34)
with solutions given in term of Bessel functions of the first kind [113]:
Iξ =
π
2
e
i
~
S0,ξ(yo,y
′
o,EF )+iky
′
i sin θm¯ (4.35)
×
(
p0 + 2p2i~
d
dǫ
){√
ǫe−iǫ
2/8~
(
eiπ/8J−1/4
(
ǫ2
8~
)
+ e−iπ/8J1/4
(
ǫ2
8~
))}
,
for ǫ ≥ 0.
The final result for the transmission coefficient is given by
tξnm = −
1√
wLwR
sgn(m¯)sgn(n¯)e
i
~
Snmξ (E)−ipi2 µξ−ipi4
∣∣∣∣π∆S2
∣∣∣∣
1/2
×
{
A
[
J1/4
(|∆S|
~
)
e−i
pi
8 + J−1/4
(|∆S|
~
)
ei
pi
8
]
+
+∆A
[
J3/4
(|∆S|
~
)
e−3i
pi
8 + J−3/4
( |∆S|
~
)
e3i
pi
8
]}
. (4.36)
Here ∆A = A12 − A0√2 , A =
A1
2 +
A0√
2
,S = (S0+ S1)/2 and ∆S = (S1− S0)/2. With
a local value given by
tξnm=−
(2~)1/4p0
2Γ(3/4)
√
wLwR
sgn(m¯)sgn(n¯)e
i
~
Snmξ (E)−ipi2 µξ−ipi8 . (4.37)
The expressions given above for the tangent and pitchfork bifurcation are analo-
gous to the corresponding expressions for the contribution of periodic orbits bifur-
cations to the density of states derived in [48] or for the photo-absorption spectrum
in [112], since the normal forms are the same. The difference between them is the
physical meaning of the stationary condition that the trajectories satisfy.
4.4 Conductance and open-orbits bifurcations
As we have seen, for a single transmission coefficient, bifurcating open orbits have a
higher semiclassical weight than isolated ones. In analogy to our previous approach
in spectral statistics, we are going to study deviations of the conductance from
universality coming from a single bifurcation event. Therefore we assume that the
rest of the orbits contributing to transport can be treated in the standard way in
open chaotic systems.
Let us denote the two orbits born in a tangent bifurcation by ξ and ξ′, which
contribute to the transmission from channel α to β. At the bifurcation they give
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a collective contribution to the transmission given by Eq. (4.28). We are mainly
interested in the ~-dependence of the contribution. Therefore, we write the total
transmission amplitudes in a short form as
tscnm =
1√
tH
∑
γ(n,m)
Aγe
i
~
Sγ +
1
t
1/3
H
δn,βδm,αA˜ξe
i
~
Sξ , (4.38)
where we have hidden all other prefactors and phases in the amplitudes Aγ and
A˜ξ.
The mean transmission is given by substituting Eq.(4.38) in Eq.(4.3):
〈T 〉 = 〈Tr(tt†)〉 =
〈
1
tH
∑
n,m
∑
γ(n,m)
γ′(n,m)
AγA
∗
γ′e
i
~
(Sγ−Sγ′ )
〉
(4.39)
+
〈
1
t
5/6
H
∑
γ(β,α)
(
AγA
∗
ξe
i
~
(Sγ−Sξ) + c.c.
)
+
1
t
2/3
H
|A˜ξ |2
〉
.
As in the previous chapter, we have a double sum with a rapidly oscillating phase,
most of the contributions will cancel out in the semiclassical limit after the av-
erage in energy. A semiclassical derivation for the transmission in the diagonal
approximation, i.e., taking only terms γ = γ′ in Eq.(4.39), was done first in Ref.
[106].
In the diagonal approximation the first double sum can be replaced by the sum
rule for open systems [114], leading to
T diagu =
〈
1
tH
∑
n,m
∑
γ(n,m)
|Aγ |2
〉
=
1
tH
∑
n,m
∫ ∞
0
dte−(NL+NR)t/tH =
NLNR
NL +NR
, (4.40)
where (NL+NR)/tH = 1/τd is the classical escape rate of the system with openings
of size wL and wR.
The second sum in Eq.(4.39) does not give any contribution, since the sum over
γ does not contain the trajectory ξ and therefore the phase cannot be cancelled
out or be systematically smaller than ~.
The total contribution to T at the bifurcation is then given in the diagonal
approximation by
〈T 〉diag = NLNR
N
+
a˜
N2/3
, (4.41)
where we have written tH is terms of N = NL+NR and τd, and all other constants
and potential-dependent parameters are hidden in a˜. The semiclassical limit cor-
responds to ~ → 0 or equivalently N →∞. It is clear that the contribution from
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the bifurcation goes to zero in that limit. This lets us conclude that even when
for a single transmission coefficient a bifurcation can be dominant, upon summing
over all possible scattering trajectories the contribution is negligible, since the sum
over channel gives a term N2, that dominates over the different ~ scaling.
We have seen in the previous chapter that the effect of bifurcations can be
stronger slightly after the bifurcations, and that this can be associated with a
non-diagonal contribution of the orbits born at the bifurcations. Let us consider
here the non-diagonal contribution of ξ and ξ′ for 0 < ǫ < ~2/3. Since the standard
semiclassical approximation for the non-diagonal contribution of the orbits born
at a bifurcation does not diverge, we will use it to calculate this contribution.
Thus,
T off−dξξ′ = 2AξA
∗
ξ′ sin
(
2ǫ3/2
3~
)
≈ πp
2
0ǫ
3wLwR
. (4.42)
Off-diagonal contributions to T has been considered semiclassically to leading
order in Ref. [115] and up to all orders in Ref. [116]. Trajectories giving a
contribution are similar to those presented in the introduction in the spectral
statistics, but they are not periodic. The trajectories come close to their time-
reversed in phase space, i.e., they have a self-crossing in configuration space or
in momentum space, the partner trajectory avoids such a self-crossing. It can be
shown that the difference in action can be systematically smaller than ~, as for
the spectral statistics. For the transmission through a cavity the first quantum
correction to the double sum in Eq.(4.38) is
T off−du = −
NLNR
N2
. (4.43)
As we can notice, the non-diagonal contribution of the orbits born at the
bifurcation also scales also like N−2/3 (since it only exist for ǫ < ~2/3), therefore it
is not only negligible in comparison to the diagonal contribution of chaotic orbits,
but also in comparison with the weak localization correction, which is of order 1.
A similar analysis can be done for a pitchfork bifurcation. In this case the ~
scaling of the transmission is ~1/4, and then the diagonal and off-diagonal con-
tributions of the bifurcating orbits go like N−1/2, vanishing in the semiclassical
limit. A remaining open question is the implications of bifurcations of transmis-
sion trajectories on the reflection coefficients, in order to preserved unitarity when
these effects are taken into account.
We have seen in this chapter that bifurcation scenarios for scattering trajec-
tories can be defined, and that for a single transmission (or reflection) coefficient
they can be dominant, but when considering the full transmission their effect goes
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to zero in the semiclassical limit. This is because, although they have a differ-
ent ~-dependence than isolated orbits, if they happen as single events, they can
be ignored when summing up all possible channel contributions. For other kinds
of bifurcations the scaling is different, depending on the type of bifurcation [51].
The amplitude of the contribution of isolated orbits scales as ~1/2, while that of
bifurcating orbits goes as ~1/2−ν with ν ≤ 1/2. In the total transmission the con-
tribution of isolated orbits scales as ~−1 (for the two-probe set up) due to the factor
~
−2 coming from the sum over all possible channels. This is always dominant in
comparison with ~1−2ν with 1−2ν ≥ 0 coming from a single bifurcating trajectory.
We conclude then, that open-orbit bifurcations, as defined in this chapter, are not
significant for total transmission in the semiclassical approximation to coherent
transport, in contrast to the spectral statistics.
However, bifurcations of periodic orbits that are inside the system do, ap-
parently, play a roˆle according to Ref. [117], where it was studied the effect of
bifurcations in the conductance moments in antidot lattices. These bifurcations
are of periodic orbits, and they enter into play in the semiclassical description of
transport within the Kubo formalism [118]. The equivalence between the scat-
tering approach and the Kubo formalism has been shown quantum-mechanically
in Ref. [106], but this result has not been shown so far to be preserved within
the semiclassical approximation (a more detailed discussion will be given in the
outlook).
Though we do not pretend to give an answer to this question, this has been
a motivation to study the preservation of unitarity in the semiclassical approxi-
mation for open chaotic systems. In the next chapter, we will consider the decay
problem in an open chaotic system. In the semiclassical consideration of decay two
features are interesting. First of all, the standard semiclassical tools for evaluating
double sums fails in preserving unitarity, as shown in Ref. [73] and have to be
improved by introducing new diagrams. And second, Ehrenfest time effects can
be of importance.
Chapter 5
Semiclassical approximation to
the decay
In this chapter we will consider the semiclassical approximation to the survival
probability for an open chaotic system, i.e., the probability to find a particle inside
a certain volume at a certain time. We will compare the analytical results with
numerical simulations and study a different class of deviations from the universal
RMT prediction, compared to bifurcations, coming from Ehrenfest-time effects.
First, we will introduce the system and the method of wave-function propagation
that we consider in the numerical analysis. Then we will discuss the semiclas-
sical approach to the survival probability and the leading quantum corrections
for systems with time reversal symmetry. Finally, we will study Ehrenfest-time
dependence of these corrections and compare with the numerical results.
5.1 Model system and important time scales
Billiards are typical model systems in the study of classical signatures in quantum
systems [122]. They correspond to a bounded domain, where the dynamics is
free apart from specular bounces at the boundaries. The shape of the boundary
determines the nature of the dynamics.
For the numerical calculations presented in this chapter we will consider the
desymmetrized diamond (DD) billiard, defined as the fundamental domain of the
area confined by four intersecting disks centered at the vertices of a square (see
Fig. 5.1(a)). The DD billiard is chaotic in the classical limit according to [123],
and can be characterized by the disk radius R, and the length L of the longest
straight segment of the boundary. In Fig. 5.1(b) we see the evolution of a single
trajectory inside the billiard, showing the complexity of the dynamics.
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L
(a) (b)
Figure 5.1: (a) Desymmetrized diamond (DD) billiard. (b) A classical trajectory in the DD
billiard after 500 bounces, it fills the area of the billiard homogeneously, the phase space shows
also the ergodicity of the dynamics.
Let us introduce the time scales that are important for our forthcoming analy-
sis. The typical time that a trajectory travels between bounces is called the flight
time tf , and can be calculated for 2-dimensional chaotic billiards as
tf =
mπA
pP , (5.1)
where p is the magnitude of the momentum of the particles, m is the mass, A and
P are the area and the perimeter of the billiard, respectively.
We will consider that at the boundary of the billiard there is an opening of size
w ≪ P, so the dynamics inside the billiard is not strongly affect by the opening,
and the main properties of closed chaotic systems are preserved. The dwell time
τd is the typical time that a classical trajectory remains inside the system. At
energy E = H(r,p) it is given by
τd =
Ω(E)
2wp
, (5.2)
for a 2-dimensional system, recalling that Ω(E) =
∫
dr′dp′δ(E − H(r′,p′)). For
2-dimensional billiards the integrals can be calculated easily yielding Ω(E) = Ω =
2πmA, independent of the energy. For which the dwell time reduces to
τd =
mπA
wp
=
P
w
tf . (5.3)
The ratio between the two classical time scales tf and τd is energy independent,
the two scales depend themselves on energy through p. The third classical scale
of importance is the inverse of the Lyapunov exponent λ. The parameters that
we have chosen were L = 500, R = 655 and w = 80, for which the ratio τd/tf is
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about 15, i.e., a classical particle bounces about 15 times against the boundary of
the billiard before leaving. For the chosen parameter we have that λ ≈ 13tf , which
means that a typical classical trajectory can be considered ergodic after about
three bounces.
The most important quantum scale is the Heisenberg time given for a 2-
dimensional billiard by
tH =
mA
~
, (5.4)
independent of the energy, since the mean density of states is energy-independent.
The number of open channels is
N =
[∣∣∣∣2wλB
∣∣∣∣
]
, (5.5)
where λB = 2π~/p is the de Broglie wave length. Typical experiments and numer-
ical simulations in billiards are in the regime of N ≈ 10, which is also the regime of
our numerical simulations. Another important quantum time scale is the Ehren-
fest time. As mentioned in the introduction, the Ehrenfest time τE [34] separates
the short-time quantum dynamics where it follows the classical one, from a long-
time regime, where the dynamics is dominated by wave interference. It is the time
that two classical trajectories separated a distance of the de Broglie wavelength
(a “quantum” distance), need to have a distance of the order of the system size
(a “classical” distance). In a chaotic system one may use the fact that distances
increase exponentially in order to estimate such a time. Different kind of “clas-
sical” scales can be used depending on the problem of consideration. According
to Ref. [33] three different Ehrenfest time scales can be define: the closed-system
τ cE, the transport τ
o
E and the escape τ
e
E Ehrenfest times. Quoting Ref. [33]: the
difference between these Ehrenfest times can be attributed to the additional split-
ting of a wave packet into partially transmitted and partially reflected waves at
each encounter with an opening. The definitions of the three times in terms of the
typical size of the billiard L, the opening w and the de Broglie wave-length λB
are [40]:
i) the closed-system Ehrenfest time is defined as the time necessary for two
trajectories initially separated by λB to have a separation of the typical system
size L:
τ cE =
1
λ
ln
( L
λB
)
. (5.6)
For a two-dimensional billiard L ∼ √A.
ii) The transport Ehrenfest time is given by
τoE =
1
λ
ln
(
w2
LλB
)
, (5.7)
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related with the opening w.
iii) The escape Ehrenfest time is given by
τ eE =
1
λ
ln
(
w
λB
)
. (5.8)
Notice that τ eE = (τ
c
E + τ
o
E)/2.
It is usually assumed that τd ≫ τxE, so that quantum effects are noticeable
before the particle leaves the system. When the two scales are comparable, devi-
ations from RMT can show up, us we will see in this chapter.
5.2 Numerical simulation
For the study of the survival probability we need to compute the quantum time
evolution of a given initial state localized inside the DD billiard at t = 0, and the
classical time evolution of an ensemble of classical trajectories. For the classical
evolution we use a routine in C++ to calculate the propagation for each individual
initial condition. The propagation was done as following: free propagation until
the particle reaches the boundary of the billiard plus specular reflection at the
boundary. This procedure was repeated until the particle had escaped through
the opening.
The quantum time evolution of the wave packet was performed with a Trotter-
Suzuki algorithm provided by the author of Ref. [119]. Its basic idea is to decom-
posed the evolution operator by a finite product of evolution operators where each
one can be solved analytically. We recommend to check Ref. [120] for a detailed
review of the method. We will briefly recall the basic ideas for its implementation
in this section.
The solution of the Schro¨dinger equation for a time independent Hamiltonian
can be written as
|ψ(t)〉 = e−i Hˆ~ t|ψ(0)〉. (5.9)
Consider a one dimensional problem of a confined particle between 0 < x < a,
with a Hamiltonian in position representation given by
H(x) = − ~
2
2m
d
dx2
+ V (x). (5.10)
In order to calculate numerically the wave function at a time t in position repre-
sentation we need to discretize the continuum space, so we choose a grid of M +1
mesh points of size δ. The discretized Schro¨dinger equation can be written as
i
∂
∂t
ψl(t) = −δ−2(ψl+1(t) + ψl−1(t)) + (V (lδ) + 2δ−2)ψl(t), (5.11)
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for l = 1, ...,M + 1, with ~ = 1, m = 1 and ψl(t) = 0 for l ≤ 0 or l > M + 1.
This is completely equivalent to consider a particle moving on a chain with M +1
lattice sites, described by the tight-binding Hamiltonian
Hˆ = v
M∑
l=1
(cˆ†l cˆl+1 + cˆ
†
l+1cˆl) + w
M+1∑
l=1
ǫlnˆl, (5.12)
where cˆ†l (cˆl) creates (annihilates) a particle at the site l, nl = cˆ
†
l cˆl counts the
number of particles at site l, v is the kinetic energy scale and wǫl is the potential
at site l felt by the particle. We need to set v = −δ−2 and wǫl = V (lδ) + 2δ−2, in
order to have the equivalence between both formulations.
The method is based in writing the Hamiltonian as a sum of other Hamiltonians
that can be easily diagonalized. If Hˆ = HˆO + HˆE one can approximate for short
times τ
e−iτHˆ = e−iτ(HˆO+HˆE) ≈ e−iτHˆOe−iτHˆE ≡ Uˆ1(τ). (5.13)
The error in this approximation can be shown to scale as τ2 [120].
Let us recall the example given in Ref. [120] of a free particle moving on an
open-ended chain of M + 1 sites, with a Hamiltonian give by Eq. (5.12) with
wǫl = 0 (denoted by Kˆ in the following). Assuming M even for convenience,
Kˆ can be decomposed as Kˆ = KˆO + KˆE where O and E refer to odd and even
sub-lattices, respectively, and are given by
Kˆ0 = v
M/2−1∑
l=0
(cˆ†2l+1cˆ2l+2 + cˆ
†
2l+2cˆ2l+1) (5.14)
and
KˆE = v
M/2−1∑
l=0
(cˆ†2l+2cˆ2l+3 + cˆ
†
2l+3cˆ2l+2). (5.15)
This leads to
Uˆ1(τ) =

L/2−1∏
l=0
e−iτK2l+1



L/2−1∏
l=0
e−iτK2l+2

 , (5.16)
where Kl ≡ v(cˆ†l cˆl+1 + cˆ†l+1cˆl).
Eq. (5.16) shows how the propagation is ordered as a sequence of two-site
systems. Each of the two-site propagators can be easily calculated and one can
finally write
e−iτKl
(
Φl(t)
Φl+1(t)
)
=
(
cos(τv) −i sin(τv)
−i sin(τv) cos(τv)
)(
Φl(t)
Φl+1(t)
)
. (5.17)
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The procedure can be generalized for wǫl 6= 0, taking Hˆ = Kˆ + Uˆ with Uˆ =
w
∑M+1
l=1 ǫlnˆl and making the approximation e
−iHˆτ = e−iKˆτ/2e−iUˆτe−iKˆτ/2. The
propagation with e−iUˆτ is trivial: each component Φl(t) has to be multiplied by a
phase e−iτwǫl .
A second order approximation can be built from the first order approximation
as
Uˆ2(τ) = Uˆ
T
1 (τ/2)Uˆ1(τ/2), (5.18)
where UˆT1 is the transpose of Uˆ1. In a similar way, an approximation that is
correct up to fourth-order in the time step can be constructed from the previous
approximation algorithm as
Uˆ4(τ) = Uˆ2(sτ)Uˆ2(sτ)Uˆ2((1− 4s)τ)Uˆ2(sτ)Uˆ2(sτ), (5.19)
with s = 1/(4 − 4 13 ) (the subindices 4 and 2 indicate the order of the approxima-
tion).
The calculation for a 2-dimensional billiard is straight-forward, the propagator
can be written as the product of the free propagation in one direction, times the
free propagation in the other. The 2-dimensional discretized wave function can be
written as a vector with components ψlk(t) (with ψlk(t) = 0 if (lδ, kδ) are outside
the billiard). The second order propagator for the two dimensional problem can
be written as
Uˆ2(t) = e
−iKˆO,xτ/2e−iKˆO,yτ/2e−iKˆE,xτ/2e−iKˆE,yτ/2 (5.20)
×e−iUτe−iKˆE,yτ/2e−iKˆE,xτ/2e−iKˆO,yτ/2e−iKˆO,xτ/2,
where KˆO,x (KˆO,y) and KˆE,x (KˆE,y) are given by Eqs. (5.14) and (5.15), acting
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Figure 5.2: Open DD billiard (filled) attached to
a rectangular guide.
on the first (second) subindex of ψlk(t)
according to Eqs. (5.16), (5.17). The
numerical propagation was done as
an implementation on Fortran of the
fourth-order propagator Eq. (5.19),
taking into account Eqs. (5.20), (5.16)
and (5.17).
As we notice this method applies
for unitary propagation. In order to
consider an open system, it was at-
tached to the lower part of the billiard
a guide as sketched in Fig. 5.2 and per-
formed the propagation of the full sys-
tem as a closed system (within the previous description). The outer box was
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Figure 5.3: Classical survival probability for an ensemble of particles with a Gaussian distribution
in phase space (as depicted in the inset billiards) inside the DD billiard (full line) and for a
triangular billiard (dotted line), together with Eq. (5.21) (dashed). The DD billiard shows the
expected exponential decay, while the triangular billiard, for which the dynamics is regular, shows
a slower decay.
chosen big enough in order to avoid back reflections, therefore the size Lwall was
selected such that 2mLwall/p > tH , i.e., the minimal time for a classical trajectory
to bounce and go back into the DD billiard was larger that the Heisenberg time
of the closed DD-billiard. Therefore the time at which back reflections start being
important was much larger than our range of interest (which is t <
√
tHτd). For
L = 500 we have taken Lwall = 3500. This method of propagation requires a lot
of numerical effort, mainly due to the attached box. A single propagation of a
Gaussian initial state up to t = 6τd takes almost 3 weeks of computation.
5.3 Survival probability
Physical phenomena involving decay processes have been addressed in many phys-
ical contexts. As mentioned in the introduction, they play a central role in the
study of excitation relaxation in semiconductors quantum dots and wires [58, 59],
ionization of molecular Rydberg states [121], atoms in optically generated lattices
[62, 63, 64, 65] and optical micro-cavities [66], to name a few examples.
The survival probability is the probability of finding a particle inside the system
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at a certain time. Classically, once the initial conditions of a single particle are
given we know exactly when the particle is going to be outside the volume A, so
this probability must be understood as an average quantity, i.e., from an ensemble
of classical particles with a given energy how many will remain after a certain time
when the system is open. When the dynamics is chaotic (and this is preserved
after opening the system) the classical survival probability decays exponentially
in time
ρc(t) = e−t/τd , (5.21)
while for mixed or integrable systems the decay is usually algebraic. We depict in
Fig. 5.3 an example comparing the decay for the above mentioned DD billiard with
the case of a billiard of triangular shape, which is regular. We see that Eq.(5.21)
describes very accurately the chaotic situation for times t > λ−1. Numerical
results confirming Eq.(5.21) have been extensively done; moreover, it has also
been confirmed experimentally, e.g. in Ref. [64] experimental measurements for
the decay of atoms in optically generated lattices were shown, revealing the fast
exponential decay for chaotic dynamics in contrast with the slower algebraic decay
for regular shapes.
Theoretical calculations with supersymmetry techniques [124, 125] however
reveal that the quantum survival probability, defined as
ρ (t) =
∫
A
drψ(r, t)ψ∗(r, t), (5.22)
deviates from the classical one at times comparable to t∗ =
√
τdtH . The quantum
decay was considered as well in Ref. [126] where these deviations were observed.
The RMT predictions are universal functions, which only depend on the gen-
eral symmetries of the system, the classical life time and the Heisenberg time. A
successful semiclassical approach to derive the RMT prediction in the context of
quantum graphs was performed in Ref. [127], reproducing RMT up to first order
corrections for networks with and without time-reversal symmetry. In Ref. [73] a
semiclassical calculation for the decay of an initially localized wave function inside
an arbitrary chaotic system was developed. In the analysis a unitarity problem
was encountered when using standard semiclassical techniques to evaluate the con-
tribution of pairs of interfering trajectories starting and ending inside the system.
Therefore a new kind of diagrams was introduced, which are crucial to ensure uni-
tarity in any problem involving open trajectories connecting two arbitrary points
in the bulk, as we will see in the following.
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5.4 Semiclassical approximation to the survival prob-
ability
The survival probability can be written in terms of the propagator as
ρ (t) =
∫
A
drdr′dr′′K(r, r′, t)K∗(r, r′′, t)ψo(r′)ψ∗o(r
′′), (5.23)
where ψo(r) is the wave function at t = 0. For a closed system ρ(t) = 〈ψ(t)|ψ(t)〉 =
1, while for an open system this does not longer hold and ρ(t) decays in time.
In order to calculate the semiclassical expression for this quantity, we replace the
exact quantum propagator K(r, r′, t) with the semiclassical Van Vleck propagator
Eq. (1.7). The semiclassical survival probability is given by
ρsc(t) =
1
(2π~)2
∫
A
drdr′dr′′
∑
γ˜(r′→r,t)
γ˜′(r′′→r,t)
Dγ˜D
∗
γ˜′e
i
~
(Sγ˜−Sγ˜′ )ψo(r′)ψ∗o(r
′′), (5.24)
where we have hidden the Maslov indices into the amplitudes Dγ˜ .
Let us consider a smoothed survival probability
ρ˜(t) = 〈ρsc(t)〉∆t = 1
∆t
∫ t+∆t/2
t−∆t/2
ρsc(t′)dt′, (5.25)
with ∆t ≪ t. We will see, later on, that apart from corrections of order ~,
ρ˜(t) ≈ ρ(t) in the semiclassical limit, generalizing the result in Ref. [73] to non-
localized wave functions.
The phase of the double sum in Eq. (5.24) is rapidly oscillating unless trajec-
tories are correlated. Therefore most of the contributions will disappear due to
the average in time. The contributions that remain are from pairs of trajectories
with action differences of the order of ~, which implies that the trajectories γ˜ and
γ˜′ should be “similar”. This restricts the initial points of the trajectories, i.e. they
must be almost the same. We expand trajectories γ˜ (or γ˜′) going from r′ (or r′′)
to r in a time t around trajectories γ (or γ′) going from ro = (r′ + r′′)/2 to r in
a time t. The expansion will contain terms up to zero order in the prefactor and
terms up to the first order in the exponential, because the latter is more sensitive
to small changes in the argument. The expansion of the actions yields
Sγ˜
(
r, r′, t
) ≈ Sγ (r, ro, t)− 1
2
q · pγ,o, (5.26)
Sγ˜′
(
r, r′′, t
) ≈ Sγ′ (r, ro, t) + 1
2
q · pγ′,o, (5.27)
where q = r′ − r′′ and pγ,o (pγ′,o) is the initial momentum of the trajectory γ
(γ′). Here we have approximated Dγ˜ (r, r′, t) ≈ Dγ (r, ro, t), and Dγ˜′ (r, r′′, t) ≈
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Dγ′ (r, ro, t) , then
ρ˜(t) =
〈 1
(2π~)2
∫
drdrodqψo
(
ro +
q
2
)
ψ∗o
(
ro − q
2
)
×
∑
γ,γ′(ro→r,t)
DγD
∗
γ′e
i
~
(Sγ−Sγ′ )e−
i
~
(pγ,o+pγ′,o)·q2
〉
∆t
. (5.28)
For an initial coherent state, the integrals over r0 and q can easily be done and
the result is consistent with Ref. [128].
We recognized that the integral over q gives the Wigner function of the initial
states, therefore we can write
ρ˜(t) =
〈
1
(2π~)2
∫
drdro
∑
γ,γ′(ro→r,t)
DγD
∗
γ′e
i
~
(Sγ−Sγ′ )ρW(ro, p¯γγ′,o)
〉
∆t
, (5.29)
where p¯γγ′,o = (pγ,o+pγ′,o)/2 and
ρW (r,p) =
∫
dr′ψo
(
r+
r′
2
)
ψ∗o
(
r− r
′
2
)
e−
i
~
r′·p (5.30)
is the Wigner transformation of ψo(r).
5.4.1 Diagonal approximation
In Eq. (5.29) we still have a fast oscillating phase and most of the contributions
will cancel out due to the time average, unless the trajectories are systematically
correlated. The main contribution corresponds to the diagonal approximation, i.e.
γ = γ′, which gives the classical survival probability:
ρ˜(t) =
〈
1
(2π~)2
∫
drdro
∑
γ(ro→r,t)
|Dγ |2ρW(ro, p¯γγ′,o)
〉
∆t
. (5.31)
Together with the following sum rule for open systems [114]:∫
dr
∑
γ(ro→r,t)
|Dγ |2(...) =
∫
dpoe
−t/τd(...), (5.32)
Eq. (5.31) yields
ρ˜diag(t) = 〈e−t/τd〉r,p, (5.33)
where 〈...〉r,p indicates a phase space average,
〈F 〉r,p = 1
(2π~)2
∫
drdpF (r,p)ρW (r,p). (5.34)
Since τd is energy dependent, in Eq. (5.33) it is calculated at E = H(r,p). For
initial states that are localized in energy, the exponential can be taken out of the
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brackets and the remaining integral is equal to 1 due to normalization. We also
observe that at the diagonal approximation, which corresponds to the classical
decay, the probability is equal to one for t = 0 and for the limit of a closed system
τd →∞, reflecting that classically the conservation of particles is also fulfilled.
Eq. (5.33) has two restrictions. First of all, we have supposed that at time t the
trajectories can already be considered ergodic. This is a good assumption as long
as tλ ≫ 1. Secondly, we have supposed that the ergodicity of the corresponding
closed system is not affected by the opening, meaning, classically the opening
should be small τdλ ≫ 1 (though quantum mechanically it is very large τd ≪ tH
in the semiclassical limit).
Let us compare Eq. (5.33) with the numerical simulations for the quantum
propagation. For this purpose we will consider an Gaussian wave packet, given by
ψo (r) =
(
1
πσ2
)1/2
exp
(
i
~
po · (r− ro)− 1
2σ2
(r− ro)2
)
, (5.35)
where σ≪√A so that it is normalized in A: ∫A dr|ψ0(r)|2 = 1. The corresponding
Wigner transformation can be easily calculated given this condition:
ρW (r,p) = 4 exp
(
− 1
σ2
(r− ro)2
)
exp
(
−σ
2
~2
(p− po)2
)
, (5.36)
so that Eq. (5.33) can be written as
ρ˜diagψo (t) = 2e
− 1
a2
∫ ∞
0
duu e−u
2−aut/τod Io
(
2u
a
)
, (5.37)
where a = ~/(σpo) and τ
o
d = τd(po) is the dwell time for po = |po| and I0(x) is the
modified Bessel function of the first kind.
The advantage of working with a Gaussian wave packet is that the classical
counterpart of Eq. (5.35) has a direct translation: given that the Wigner function
is always positive in this case, it can be taken as a probability distribution. For
the classical simulation we choose an ensemble of trajectories with an initial dis-
tribution is phase space given by Eq. (5.36) and simulate the dynamics inside the
DD billiard.
The chosen parameters for the wave function are σ = 15 and λB = 2π~/po =
15. The way of choosing the parameters σ and λB has to be careful. On one hand,
numerical limitations does not allow one to choose λB smaller than 12. On the
other hand, to be on the semiclassical limit the number of channels must be much
larger than one, yielding the condition
λ−1B <
σ
σ2 +w2
. (5.38)
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Figure 5.4: Comparison between quantum mechanical decay (dotted line) with the classical decay
(full line) for the DD billiard and Eq. (5.37) (dashed line). The time in given in units of τ od ,
the data showed in the plot is for a single numerical realization with ro = (0.34L, 0.14L), the
momentum direction θo = π/4 and the opening starting at 0.48L (inset).
There is a restriction as well for the validity of the expansion of the actions
Eq.(5.26) and Eq. (5.27). According to Ref. [129] this is σ2mλ ≪ ~. This
condition is a requirement for the linearization of all the trajectories around a
single starting point ro, i.e, the second term in the expansion should be smaller
than ~. In our approach, we are not linearizing all the trajectories around a single
starting point, but we are neglecting contributions of pairs of trajectories whose
starting points are very different, since their contribution will be rapidly oscillat-
ing and cancelled out by the time average. This requires a weaker condition, it is
sufficient that the second term in the expansion is smaller than the first one, which
corresponds to take λtfP < 2π
√
A. In Fig. 5.4 we show a comparison between the
classical and the quantum simulation for the decay inside the DD billiard together
with Eq. (5.37), evaluated numerically. The classical curve agrees very well with
the diagonal approximation Eq. (5.37). The quantum mechanical curve follows
the classical one for short times and starts to deviate at times comparable with
2τ od .
Eq. (5.37) is independent of ro, of the direction of po and of the exact po-
sition of the leads. In the numerical simulations this is not strictly so, since for
short time these conditions are all important, and lead to some corrections to Eq.
(5.37) which are system specific. These non-universal corrections are of classical
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“nature”, in the sense that they appear already in the classical decay, as revealed
by the numerical simulations. As we can observe, ρ(t) is a sufficiently smooth
curve, therefore we did not perform any local time average in the data shown. In
the next section, for a more precise comparison of the quantum corrections we
will introduce an average. For chaotic systems averages can be interchanged. So
we can instead of performing a time average, perform an average over the initial
localization, positions of the leads and direction of the momentum.
5.4.2 Leading quantum corrections to the decay
The first non-diagonal contribution to the semiclassical expression in Eq.(5.29)
comes from trajectories coming “close” to their time-reversed version as sketched
in Fig. 5.5. These are the kind of trajectories giving rise to weak localization in the
context of transport [115]. In the case of open trajectories that are not attached to
the opening, special care must be taken, as shown in Ref. [73], and new diagrams
have to be considered.
Two-leg-loops contribution
Let us first consider the contribution of the standard loops sketched in Fig. 5.5, de-
noted here by 2ll (two-leg-loops). We follow the phase space approach
γ
′
γ
ro
r
tenc
tuts
PSS
b
b
Figure 5.5: Sketch of orbits with a self encounter,
giving off-diagonal contribution for systems with time
reversal symmetry.
introduced in Ref. [31] and used in
Ref. [73] to describe such a contri-
bution to the survival probability.
As explained in the introduc-
tion, in each loop pair the tra-
jectory γ contains an encounter
region, where two stretches of
the same trajectory are sufficiently
close, such that they are mutually linearizable. The time where this linearization
is valid is defined as the encounter time tenc. Along γ the two stretches are sep-
arated from each other and from the initial and final point by three links. The
partner trajectory γ′ is distinguished from the original by differently connecting
these links inside the encounter. In order to calculate the probability of these en-
counters, we define a Poincare´ surface of section (PSS) perpendicular to γ inside
the encounter region, at some point P. The trajectory pierces P first at time t1 and
then at t2. The probability that a trajectory pierces a fixed Poincare´ surface of
section in a time (t2, t2+ dt2) with coordinates between (u, s) and (u+ du, s+ ds)
is uniform in chaotic systems and is given by the Liouville measure dt2duds/Ω.
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To find the contribution of the two-leg-loops we need to integrate this probability
over t2 to get all the possible piercings at t2, and also over all t1, to count the
possible sections P along γ. The density of these encounters is then given by
w2ll(u, s, t) =
∫ t−2tenc
0
dt1
∫ t−t1−2tenc
0
dt2
1
Ωtenc(u, s)
=
(t− 2tenc)2
2Ωtenc
, (5.39)
where the encounter time is given by tenc = λ
−1 ln(c2/|us|). The factor 1/tenc
comes from the fact that we have weighted each encounter by tenc when integrating
over t1, since P may be placed over any point inside the encounter itself. The limits
of integration arise from the requirement that all the times t1, t2 and t1+t2+2tenc
must be positive.
The double sum is replaced by the sum rule together with integrals over the
stable and unstable manifolds along γ weighted by the density of 2-encounters in
a orbit of length t, w2ll(u, s, t), giving rise to a difference in action ∆S(u, s) = us
smaller than a classical value c2:
ρ˜2ll(t) =
〈
1
(2π~)2
∫
drdro
∑
γ(ro→r,t)
∫ c
−c
duds|Dγ |2ρW(ro, p¯γγ′,o)w2ll(u, s, t)e
i
~
us
〉
∆t
,
where c is a typical classical action up to which the two stretches are linearizable.
As we have seen in the diagonal contribution the sum rule contains a factor e−t/τd
giving the classical probability of staying. When a trajectory has a self encounter
this probability is modified by a factor etenc/τd , coming from the fact that the
trajectory γ during the encounter region is so close to itself that if the first stretch
is inside the system, the second one must be also inside [115, 116]. We have then
the following expression:
ρ˜2ll(t) =
1
(2π~)2
∫
dqdpe−t/τdρW (q,p)
∫ c
−c
dudsetenc/τdw2ll(u, s, t)e
i
~
us
=
〈
e−t/τd
∫ c
−c
dudsetenc/τd
(t− 2tenc)2
2Ωtenc
e
i
~
us
〉
q,p
. (5.40)
The integration can be done by making the change of variables x = su/c2, σ = c/u
as in Ref. [39], thus
ρ˜2ll(t) =
〈
e−t/τd
λr
πtH
∫ 1
0
dx(t− 2τdα lnx)2xα cos(rx)
〉
q,p
,
=
〈
e−t/τd
λr
πtH
(
t2 − 4τdtα d
dα
+ 4α2τ2d
d2
dα2
)∫ 1
0
dxxα cos(rx)
〉
q,p
(5.41)
where α = − 1λτd and r = c2/~. We can perform the remaining integral by partial
integration taking α → 0 and r → ∞, and neglecting highly oscillating terms
5.4. SEMICLASSICAL APPROXIMATION TO THE SURVIVAL PROBABILITY 81
which cancel out due to the average [39]:
∫ 1
0
dxxα cos(rx) = r−1−α
∫ r
0
dyyα cos(y)
=
sin(y)
r
∣∣∣∞
0
− α
r
∫ r
0
dy
sin(y)
y
≈ −α
r
π
2
. (5.42)
Substituting in Eq. (5.41), we have
ρ˜2ll(t) =
〈
e−t/τd
(
t2
2τdtH
− 2 t
tH
)〉
q,p
. (5.43)
The quadratic term corresponds to the first order quantum correction according to
RMT [124], while the linear term damages normalization and therefore unitarity,
i.e. when the system is closed, then τd →∞ we should recover ρ(t) = ρ˜(t) = 1, but
this does not happen. As shown in Ref. [73] another diagram has to be considered
in order to solve this problem.
One-leg-loops contribution
Two possible diagrams have not yet been considered. The first one is the case
where the points ro and r are close together inside the encounter region. This
type of correlation leads to coherent back-scattering (CBS) in the context of semi-
classical transport [40].
The second one is where only one of the two stretches is inside the encounter
region, as shown in Fig. 5.6 b,c. Clearly, the latter only exists for initial and
final points inside the cavity, since, at the openings the exit of one stretch of the
encounter implies the exit of the other one (with perfect coupling). To evaluate
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Figure 5.6: Sketch of trajectories with a self-encounter at the beginning or at the end. (b) is a
configuration without a self-crossing of any of the two trajectories.
this two contributions we define a Poincare´ surface of section at some time τ from
the end or beginning of the trajectory [39].
The encounter time will be given by
tenc(τ, u) = τ +
1
λ
ln(c/|u|),
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with the restriction τ < 1λ ln(c/|s|).
The density of such encounters is given by
w1ll(u, s, t) = 2
∫ 1
λ
ln(c/|s|)
0
dτ
∫ t−2tenc
0
dt2
1
Ω(E)tenc(τ, u)
(5.44)
= 2
∫ 1
λ
ln(c/|s|)
0
dτ
t− 2tenc(τ, u)
Ω(E)tenc(τ, u)
.
The factor two is due to the possibility of having the encounter at the beginning
of the trajectory or at the end. The difference in action will be ∆S = us at
any point of the Poincare´ surface of section. We can now proceed to calculate
this contribution to the survival probability, in the same way as before, replacing
w1ll(u, s, t) instead of w2ll(u, s, t) in Eq.(5.40). In order to evaluate the integrals,
we make the following change of variables [39]
t′ = τ +
1
λ
ln
(
c
|u|
)
, u = c/σ, s = cxσ, (5.45)
with an integration domain −1 < x < 1, 1 < σ < eλt′ and 0 < t′ < 1λ ln
(
1
|x|
)
.
Here is important to notice, that the limits of t′ are counting also the situation
when τ ≈ tenc (the point at which the orbits start is after a possible self-crossing),
that means, it is not necessary to have a self-crossing in configuration space in
order to give some contribution of this kind.
After the change of variables the integrals over u, s can be written as
I = 2
∫ c
−c
du
∫ c
−c
ds
∫ 1
λ
ln(c/|s|)
0
dτ
t− 2tenc(τ, u)
Ωtenc(τ, u)
e
i
~
usetenc/τd (5.46)
=
4r
πtH
∫ 1
0
dx cos(rx)
∫ 1
λ
ln(1/x)
0
dt′
(
t− 2t′
t′
)
et
′/τd
∫ eλt′
1
dσ
σ
=
4rλ
πtH
∫ 1
0
dx cos(rx)
∫ 1
λ
ln(1/x)
0
dt′′(t− 2t′)et′/τd
=
(
t− 2 d
dτ−1d
)
4rλτd
πtH
∫ 1
0
dx cos(rx)x
− 1
λτd ,
where r = c2/~ and ρ˜1ll(t) = 〈e−t/τdI〉r,p. Replacing the result for the integration
obtained in Eq.(5.42) the final result for the 1lls contribution to the decay is
ρ˜1ll (t) =
〈
2
t
tH
e−t/τd
〉
q,p
. (5.47)
This term is exactly minus the linear term coming from the loop contribution,
recovering unitarity and the first quantum correction (quadratic in time) for the
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survival probability:
ρ˜2ll+1ll =
〈
e−t/τd
(
1 +
t2
2τdtH
)〉
q,p
, (5.48)
this result agrees with an expansion of the the RMT prediction [124] for t <
√
tHτd.
For a detailed numerical analysis of the quantum deviations we consider the
ratio
R(t) ≡ ρ˜(t)−ρ˜
diag(t)
ρ˜diag(t)
. (5.49)
According to Eq. (5.48) the semiclassical prediction is
Rsc(t) =
t2
2t2H
〈
Ne−t/τd
〉
q,p〈
e−t/τd
〉
q,p
. (5.50)
For the numerical evaluation of R(t) we have taken the classical simulation instead
of ρ˜diag(t) in order to get rid of the system specific features appearing at short
times, which are in both, the classical and the quantum simulations, so
Rn(t) ≡ ρ
qn(t)−ρcn(t)
ρcn(t)
, (5.51)
where qn and cn stand for the quantum and classical numerical results respectively.
In Fig. 5.7 we show Rn(t) for two simulations without any averaging. The full line
shows the numerical results when the center of the Gaussian is ro = (0.34L, 0.14L),
the momentum direction θo = π/4 and the opening starts at 0.5L (w = 80 = 0.16L
in all simulations). The second one (dotted line) corresponds to a packet centered
at ro = (0.34L, 0.14L), with θo = 4π/5 and opening at 0.1L. The semiclassical
prediction Eq. (5.50) (dashed line), evaluated numerically for the Gaussian initial
state, predicts larger quantum deviations than observed.
In Fig. 5.7 we show also the results after averaging over 27 different Gaussian
distributions and positions of the opening (same as in Fig. 5.9, where the standard
deviation is also shown). We have avoided choosing extreme positions, e.g., the
center of the wave packet near the opening, or the opening very close to the corners;
since they usually present strong system-specific features already at the classical
level, not predictable in our previous approach. As we notice in Fig. 5.7 Eq. (5.50)
(dashed line) overestimates the numerical result. The quantum decay follows
the classical one for larger times than expected according to our semiclassical
prediction. One possible explanation for such a shift in the quantum corrections
is the finiteness of the Ehrenfest time. Up to now we have not considered them,
in order to show a formal derivation of RMT predictions for specific systems. But
a calculation of the Ehrenfest times at po leads to τ
c
E ∼ 0.5τd and τ oE ∼ 0.27τd.
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Figure 5.7: Numerical and semiclassical evaluation of the quantum corrections Eq. (5.49). The
dashed line corresponds to the semiclassical prediction of the leading quantum corrections Eq.
(5.50). Full line: R(t) for a wave packet with ro = (0.34L, 0.14L), the momentum direction
θo = π/4 and the opening starting at 0.5L. Dotted line: ro = (0.34L, 0.14L), θo = 4π/5, opening
starting at 0.1L. The dots correspond to an average over 27 different distributions and positions
of the opening.
Therefore in our range of parameters Ehrenfest time effects are not negligible
and therefore RMT is not applicable. In the next section, we will consider the
semiclassical approach taking into account this corrections, going beyond the RMT
approach.
5.5 Ehrenfest time effects
Ehrenfest time effects have been mainly considered for stationary processes in
chaotic systems involving time integration [35, 36, 37, 38, 39, 40]. In Refs. [41, 71]
it is pointed out that these signatures should be even more noticeable in the time
domain.
We will follow the approach in Ref. [41] to calculate the Ehrenfest time depen-
dence of the first quantum correction to the survival probability. However we con-
sider as in Ref. [40] the difference between the Ehrenfest time of the closed system
τ cE = λ
−1ln(L/λB), and the open-system Ehrenfest time τoE = λ−1ln(w2/(LλB)),
related to the width w of the opening.
We will consider the Laplace transform of the 2ll and 1ll contributions to the
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survival probability:
ρ1,2ll+1llτE (s) =
∫ ∞
0
e−stρ˜1,2ll+1ll(t)dt. (5.52)
The densities Eqs. (5.39) and (5.44) have to be multiplied by a Heaviside
function ensuring that these contributions exist only if the time is larger than
twice the encounter time. This has been ignored before since we have supposed
that all Ehrenfest time scales are negligible in comparison with the dwell time.
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Figure 5.8: Sketch of the 2ll for the semiclassical cal-
culation with finite Ehrenfest time.
Only trajectories that are closer
than a distance w to themselves
will have an enhanced probability
of staying. Correlated trajectories
should come closer to themselves
than a distance c2 in phase space
related to the opening, i.e. we
place the PSS only in the region
were the stretches are closer than a distance w. Moreover, on the right hand side
of the encounter, the stretches should separate at least a distance L in order to
close themselves. The time when the trajectory pierce again the PSS is therefore
at least 2tenc + 2tWL, where tWL = λ
−1 ln(L/w) is the time it takes the stretches
to be separated at a distance L when they are initially separated a distance w.
The weight function is slightly modified by this minimal time and by ensuring
that the time is long enough in order to have such an encounter, thus
w2ll(u, s, t) =
(t− 2(tenc + tWL))2
2Ωtenc
θ(t− 2tenc − 2tWL), (5.53)
with tenc = λ
−1 ln(c/|s|) + λ−1 ln(c/|u|) and for the 1lls
w1ll(u, s, t) = 2
∫ λ−1 ln(c/|s|)
0
dt′
(t− 2(tenc + tWL))
Ωtenc
θ(t− 2tenc − 2tWL), (5.54)
with tenc = t
′+λ−1 ln(c/|u|). For both situations the classical survival probability
is modified by a factor etenc/τd as before. After replacing Eqs. (5.53) and (5.54) in
Eq. (5.52) and shifting the integrals over time by 2tenc + 2tWL we have that
ρ1,2llτE (s) =
2
tH
∫ ∞
0
t2 e−(1+sτd)(t+2tWL)/τdI2ll(s)dt, (5.55)
where,
I2ll(s) =
1
π~
∫ c
0
du
∫ c
0
ds
e
i
~
us
tenc
etenc/τde−2(1+sτd)tenc/τd . (5.56)
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Figure 5.9: Eq. (5.49) for the numerical simulation averaged over 27 packages (dots). The
analytical prediction with finite Ehrenfest time corresponds to the bold line. Our previous result
neglecting the Ehrenfest time is the dashed line.
And for the 1ll’s:
ρ1,1llτE (s) =
8
tH
∫ ∞
0
t e−(1+sτd)(t+2tWL)/τdI1ll(s)dt, (5.57)
with
I1ll(s) =
1
π~
∫ c
0
du
∫ c
0
ds
∫ λ−1 ln(c/|s|)
0
dt′
e
i
~
us
tenc
etenc/τde−2(1+sτd)tenc/τd . (5.58)
The evaluation of the integrals can be done as before, and it is found in appendix
B. By taking the inverse Laplace transform we obtain
ρ˜2ll+1ll(t) =
〈
e−t/τdeτ
o
E/τd
(t− 2τ eE)2
2τdtH
θ(t− 2τ eE)
〉
q,p
. (5.59)
Here we see two competing effects. On one hand if the Ehrenfest time is too
large, loops can not be formed before the trajectories escape, then θ(t− 2τ eE) = 0
and there are no quantum contributions. On the other hand, for those trajectories
that have not escaped after 2τ eE and have a self encounter, the probability of
staying is enhanced by a factor eτ
o
E/τd , revealing the enhanced classical survival
probability due to the encounter.
In Fig. 5.9 we show the numerical results (red dots) in comparison with Eq.
(5.59) (bold line) and Eq. (5.50) (dashed line). As we notice, the finiteness of the
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Ehrenfest time shifts the quantum corrections, and therefore they appear later, as
also revealed by the numerical simulations. The simulated average escape agrees
with Eq. (5.59), implying that that τE-effects may indeed play a roˆle. However, we
cannot rule out other non-universal effects, like diffraction effects or fluctuations of
the effective τd [126], that may also yield to time shifts. Furthermore the individual
numerical traces R(t) exhibit strong fluctuations as reflected in the large standard
deviation in Fig. 5.9. A numerical confirmation of the log(1/~)-dependence of τE
seems to date impossible for billiards, since it requires to increase the size of the
billiards exponentially and the computation would take a disproportionate amount
of time.
5.6 Variance of the survival probability
In section 2 we have introduced a local time average, in order to select from the
trajectories contributing to Eq. (5.24) those that have almost the same action. In
order to compare deviations of ρ˜(t) from ρ(t) let us consider the mean variance of
ρ(t).
〈varρ(t)〉∆t =
〈
(ρ(t)− ρ˜(t))2〉
∆t
. (5.60)
Introducing Eq. (5.24) in Eq. (5.60), we can write it as
〈varρ(t)〉∆t =
〈 1
(2π~)4
∫
A
6∏
i=1
dri
∑
γ˜1(r1→r3,t)
γ˜2(r2→r3,t)
∑
γ˜3(r4→r6,t)
γ˜4(r5→r6,t)
Dγ˜1D
∗
γ˜2Dγ˜3D
∗
γ˜4
×e i~ (Sγ˜1−Sγ˜2+Sγ˜3−Sγ˜4 )ψo(r1)ψ∗o(r2)ψo(r4)ψ∗o(r5)
〉
∆t
, (5.61)
where the configurations r1 ≈ r2 and r4 ≈ r5 have to be subtracted since they
are taken into account in ρ˜(t)2, therefore they do not have to be considered in Eq.
(5.61). Due to the average most of the contributions to Eq. (5.61) will cancel out,
the configuration of the points ri must be such that the phase cancels out.
We will only consider the diagonal approximation here, which corresponds to
take γ˜1 ≈ γ˜4 and γ˜2 ≈ γ˜3, and is the leading contribution for short times. This
requires that r1 ≈ r5, r2 ≈ r4, and r3 ≈ r6. We expand the trajectories γ˜1 and γ˜4
around trajectories γ1 and γ4 going from q1 = (r1+ r5)/2 to q3 = (r3+ r6)/2 and
trajectories γ˜2 and γ˜3 around trajectories γ2 and γ3 going from q2 = (r2 + r4)/2
to q3. We can make the integrals over r1 − r5 and r2 − r4, and write the variance
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in terms of the Wigner function of the initial state:
〈varρ(t)〉∆t =
〈 1
(2π~)4
∫ 4∏
i=1
dqi
∑
γ1,γ4(q1→q3,t)
γ2,γ3(q2→q3,t)
Dγ1D
∗
γ2Dγ3D
∗
γ4e
i∆S/~
×ρ∗W
(
q1,
pγ1,o + pγ4,o
2
)
ρW
(
q2,
pγ2,o + pγ3,o
2
)〉
∆t
,(5.62)
with
∆S = Sγ1 − Sγ2 + Sγ3 − Sγ4 + (pγ1,f − pγ2,f − pγ3,f + pγ4,f) ·
q4
2
, (5.63)
pγi,f standing for the final momentum of the trajectory γi and q4 = r3 − r6.
The dominant contribution will come from the diagonal approximation γ1 =
γ = 4 and γ2 = γ3 this leads to
〈varρ(t)〉d∆t =
〈 1
(2π~)4
∫ 4∏
i=1
dqi
∑
γ1(q1→q3,t)
γ2(q2→q3,t)
|Dγ1 |2|Dγ2 |2e
i
~
(pγ1,f−pγ2,f )·q4
×ρ∗W (q1,pγ1,o) ρW (q2,pγ2,o)
〉
∆t
, (5.64)
In appendix C we show that we can write this for a two dimensional cavity as
〈varρ(t)〉d∆t =
〈 1
(2π~)2A
∫
dk
∣∣∣∣
∫
dr
∫
dpe−t/τdeikp
2
ρW (r,p)
∣∣∣∣
2 〉
. (5.65)
For a Gaussian initial state, the integrals can be done neglecting the p depen-
dence of the dwell time in the integrand (see appendix C). We obtain for λt≫ 1
〈varρ(t)〉d∆t ≈ e−2t/τ
o
d
√
2πσ~
Apo
≈ e−2t/τod 1
M
, (5.66)
where σ is the dispersion in position of the initial state and po is the magnitude
of the mean momentum, and M = Apo/(π~σ) is approximately the number of
eigenstates (of the closed billiard) occupied by the initial wave function. This
contribution goes to zero in the semiclassical limit. Higher order contributions
can be neglected for t≪ tH .
For the DD billiard and the parameters chosen here we have that
〈varρ(t)〉d
(ρc(t))2
≈ 2.4× 10−3. (5.67)
The square of the standard deviation in Fig. 5.9 fluctuates between 10−3 and
0.4× 10−3 for τ cE < t <
√
τdtH , consistent with order of magnitude in Eq. (5.67).
Due to the numerical effort in each simulation we could not increase the size of
the ensemble in our average (27), which can improve these results.
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We have seen in this chapter how the semiclassical approach has to be modified
when one is considering trajectories that are open, like in chapter 4, but not
attached to leads, where unitary problems can be solved by taking into account
new diagrams. We have studied the importance of Ehrenfest time effects, which
appears in the numerical simulation as a shift in the quantum corrections. The
semiclassical approximation can give a quantitative estimation of this effect, which
explains our data for a chaotic billiard. Typical examples of decay processes
are molecular photo-dissociation or atomic photo-ionization. In the next chapter
we will study the semiclassical approximation for such processes introducing the
diagrams discussed here, as well as Ehrenfest time effects.
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Chapter 6
Semiclassical approximation to
photo-dissociation statistics
The purpose of this chapter is to develop a semiclassical approach to determine the
leading contributions to photo-dissociation statistics for systems with time reversal
symmetry. We follow the diagrammatic approach introduced in Ref. [131], and
calculate the leading quantum corrections. We will see that the corresponding form
factor of the cross section auto-correlation function can be related to the survival
probability and the spectral form factor given by the periodic orbits that remain
trapped inside the system. We also calculate the Ehrenfest-time dependence of
the leading quantum corrections.
6.1 Photo-dissociation statistics
Typical examples of quantum decay processes are molecular photo-dissociation
[132, 133, 134] or atomic photo-ionization [135], there the molecule (atom) absorbs
a photon, which excites it to an energy region that allows the dissociation or
ionization of the system [136].
In indirect processes the dissociation proceeds through excited intermediate
resonance states. These resonance states are directly coupled to the continuum
states that describe possible breakup channels of the molecule into fragments [136].
In Fig. 6.1 an schematic representation of the photo-dissociation of a molecule is
shown. The energy surfaces eo and eef correspond to a cut of the potential surfaces
of the ground and excited electronic state, respectively. |g〉 is the ground electronic
state of the molecule. We suppose, as in Ref. [137, 138], that the effective Hamil-
tonian of the excited molecule can be written as a “binding” potential coupled to
the continuum (in the following, when we refer to properties of the “correspond-
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ing” closed system, we mean the binding part of the effective Hamiltonian of the
excited molecule). The number N of possible dissociation states of the molecule
(dissociation channels) is assumed to be large and the complexity of eb is assumed
to lead to chaotic dynamics. In the classical approach to photo-dissociation the
study of the fragmentation of the molecules is essentially done by placing “billiard
balls” on the electronic energy surfaces and follow their trajectories towards one
of the exit channels [136], similar to the study of decay in an open cavity. This
analogy will be kept in our further analysis.
Due to the complexity of the system, it is justified to described such processes
quantum mechanically within the Random Matrix Theory [137, 138], which has
been shown to reproduce the statistics of the fluctuations of the photo-dissociation
cross section of neutron scattering [139] and atomic systems [140].
Another possible approach, applicable for individual systems, is the semiclassi-
cal theory, which can also reveal the limits of RMT. A first semiclassical approach
to the auto-correlation function of the photo-dissociation cross section was done
in Refs. [131] and [141], were only diagonal (classical) contributions where con-
sidered.
In this chapter, we will develop a semiclassical approach for the leading quan-
tum corrections to the photo-dissociation cross section for system with time rever-
sal symmetry, following the diagrammatic approach in Ref. [131] and our previous
analysis of the semiclassical approximation to the survival probability, introducing
2lls and 1lls in order to calculate the leading quantum corrections.
The quantity describing the probability of those processes is the photo-disso-
ciation cross section, which in the dipole approximation is given by
σ(E) = ImTr{AˆG−(E)} = Im
∫
dr
∫
dr′A(r, r′)G−(r′, r, E), (6.1)
where G−(E) is the retarded Green function of the molecule, Aˆ is a projection
operator, given by
Aˆ = η|φ〉〈φ|, |φ〉 = D|g〉, (6.2)
where D = d · eˆ is the projection of the electronic dipole moment operator of
the molecule on the polarization of the absorbed light (with polarization eˆ) and
η = E/c~ǫo.
The two-point correlation function of the cross section is defined as
C(ω) ≡ 〈σ(E + ~ω/2)σ(E − ~ω/2)〉 − 〈σ(E)〉
2
〈σ(E)〉2 , (6.3)
where 〈...〉 denotes in this case an energy average over an energy window ∆E
around E, such that 1/g¯ ≪ ∆E ≪ E, with g¯ the mean density of states of the
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Figure 6.1: Sketch of an indirect molecular photo-dissociation process. The electronic surfaces
shown are: the ground state surface eo (where |g〉 resides), and the effective electronic surface eef
(dashed line), which is approximately the sum of a binding surface eb with a repulsive surface er.
corresponding closed system. 〈σ(E)〉 is the mean cross section. In the semiclassical
limit
〈σ(E)〉 ≈ σ¯(E) ≡ π
(2π~)2
∫
drdpAW (r,p)δ(E −H(r,p)), (6.4)
with
AW (r,p) =
∫
dr′〈r+ r′/2|Aˆ|r− r′/2〉e−i r
′ ·p
~ (6.5)
the Weyl representation of the Aˆ operator (which corresponds to the Wigner
representation of φ(r)).
We consider the Fourier transform of the two-point correlation function of the
cross section:
Z(t) =
tH
2π
∫ ∞
−∞
dωeiωtC(ω). (6.6)
As C(ω) = C(−ω) then Z(t) is real and even. We consider Z(t) for t > 0 and we
can calculate C(ω) from C(ω) = 2tH
∫∞
0 Z(t) cos(ωt)dt.
6.2 Semiclassical approximation to the cross-section
form factor
In order to calculate the semiclassical expression for this quantity, we replace the
exact Green function by its semiclassical counterpart Eq. (1.10). The semiclassical
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(a) (b)
Figure 6.2: Scheme of configurations given some contribution to Z(t). (a) Open trajectory (OT)
configurations counted in Z1(t). (b) Configuration with γ˜ and γ˜′ surrounding a periodic orbit
(PO), accounted in Z2(t).
cross-section form factor is then given by
Zsc(t) =
tH
8π~3σ¯2
Re
〈∫ 4∏
i=1
driA(r1, r2)A
∗(r3, r4) (6.7)
∑
γ˜(r1→r2,E)
γ˜′(r3→r4,E)
D˜γ˜D˜
∗
γ˜′ exp
(
i
~
(Sγ˜ − Sγ˜′)
)
δ
(
t− (tγ˜ + tγ˜′)
2
)〉
.
The term containing the action difference is a rapidly oscillating function, so
due to the energy average most of the contributions will cancel out. Only trajecto-
ries with similar actions will give some contribution, which imposes conditions on
the possible configuration of the points ri. There are two possible configurations,
as depicted in Fig. 6.2, following the analysis in Ref. [131]: (a) open trajectory
(OT) contributions (that we will denote by Z1(t)) where r1 ≈ r3 and r2 ≈ r4, or
additionally, in case of time reversal symmetry, r1 ≈ r4 and r2 ≈ r3 (this gives a
factor of two, taking into account that in case of time reversal symmetry φ(r) is
real), (b) periodic orbit (PO) contributions (Z2(t)), with r1 ≈ r2 and r3 ≈ r4 and
both trajectories surrounding a periodic orbit.
6.2.1 Open trajectory contributions
Let us consider the contributions of OT’s. For this purpose we expand the tra-
jectories γ˜ and γ˜′ along trajectories γ and γ′ connecting q = (r1 + r3)/2 and
Q = (r2 + r4)/2. Thus
Z1(t) =
κtH
8π~3σ¯2
Re
〈∫
dQdQ′dqdq′
∑
γ,γ′(q→Q,E)
D˜γD˜
∗
γ′δ
(
t− (tγ + tγ′)
2
)
(6.8)
A(q+ q′/2,Q +Q′/2)A∗(q− q′/2,Q −Q′/2)
exp
(
i
~
(Sγ − Sγ′)− i
~
q′ · (pγ,i + pγ′,i)
2
+
i
~
Q′ · (pγ,f + pγ′,f )
2
)〉
.
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where q′ = r1 − r2 and Q′ = r2 − r4 and κ = 1 in the absence of time reversal
symmetry and 2 with time reversal symmetry.
Considering the diagonal approximation γ = γ′, we will use the following sum rule
[142]
∑
γ(r→r′,E)
|D˜γ |2(...)δ(tγ − t) =
∫
dp
∫
dp′f(r,p, r′,p′, t)δ(E −H(r,p))(...), (6.9)
where
f(r,p, r′,p′, t) = δ(r(t)− r′)δ(p(t) − p′) (6.10)
is the classical probability of going from a point (r,p) in phase space to a point
(r′,p′) in a time t, with the evolution given by H. In the case of classical ergodic
dynamics we can replace this classical probability, for sufficiently large times (tλ≫
1), with its phase space average. For an open chaotic system this average is given
by
f(r,p, r′,p′, t) = e−t/τd
δ(H(r′,p′)−H(r,p))
Ω(H(r,p))
. (6.11)
Substituting into Eq. (6.8) and using Eq. (6.4) we have
Z1,diag(t) = κ
e−t/τd
16π2~4σ¯2
Re
∫
dq
∫
dpdq′ηφ(q + q′/2)φ∗(q− q′/2) (6.12)
× exp(−iq′ · p/~)δ(E −H(q,p))
∫
dQdQ′dP
ηφ∗(Q+Q′/2)φ(Q −Q′/2) exp(iQ′ ·P/~)δ(E −H(Q,P)),
where τd in the dwell time at the energy E. The integrals over q,p,q
′ are inde-
pendent of the integrals over Q,P,Q′ and each one gives the mean cross section
correlation, according to Eq. (6.4), therefore
Z1,diag(t) = κe−t/τd , (6.13)
here τd = τd(E).
We can calculate the 2ll contribution to Z1(t) for κ = 2, as in Chapter 5. The
double sum is replaced by the sum rule and an integral counting the encounters
along γ. The classical survival probability is modified again by a factor etenc/τd .
We assume that the stability amplitudes of the two trajectories are the same, so
the calculation of the integral over qi and pi can be performed as for the diagonal
approximation. Then,
Z1,2ll(t) = 2
∫
duds e
i
~
suw2ll(u, s, t)e−(t−tenc)/τd (6.14)
= 2e−t/τd
(
t2
2τdtH
− 2 t
tH
)
.
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As shown before in the semiclassical evaluation of double sums of OT connecting
points inside a system ‘one-leg-loop’ (1ll) diagrams have to be considered. The
result for the integrals in this case is
Z1,1ll (t) = 4
t
tH
e−t/τd , (6.15)
cancelling the linear contribution in Eq. (6.14).
We notice that this contribution can be written as Z1(t) = 2ρ(t), where ρ(t) is
the survival probability of the state φ(r), i.e. ρ(t) =
∫
A dr|φ(r, t)|2 (if its Wigner
function is localized in energy at E). Here the area of integration A entering in
the decay corresponds to the area allowed to be explored by the binding potential.
6.2.2 Periodic orbit contributions
Let us now consider the contributions of diagrams like Fig. 6.2 (b). We first
calculate the contribution of periodic orbits to the cross section, following a similar
procedure as for the semiclassical trace formula. Replacing the semiclassical Green
function into the definition of the photo-dissociation cross-section σ we can write
the oscillatory part of it as
σ(E) = Im
2π
(2πi~)3/2
∫
dr
∫
dr′A
(
r+
r′
2
, r− r
′
2
)
(6.16)
∑
γ
D˜γ exp
(
i
~
Sγ
(
r+
r′
2
, r− r
′
2
, E
))
where the trajectories γ are going from r− r′2 to r+ r
′
2 . Since we are considering
orbits near periodic orbits we can expand the actions for small r′
σPO(E) = Im
2π
(2πi~)3/2
∫
dr
∫
dr′A(r+ r′/2, r − r′/2) (6.17)
∑
γ(r→r,E)
D˜γ exp
(
i
~
Sγ(r, r, E) − i
~
r′ · (pγ,i + pγ,f )/2
)
.
The integral can be performed via a stationary phase approximation [141], yielding
σPO(E) =
1
~
Re
∑
j
D˜j exp
(
i
~
Sj(E)
)∫ Tpj
0
dtAW (qj,pj), (6.18)
where the sum is over trapped periodic orbits j, and pj refers to the primitive
periodic orbit.
D˜j = e
iνjπ/2/
√|TrMj − 2| is the stability amplitude of the PO together with
the Maslov index νj, andMj is the monodromy matrix describing the linearization
around the PO. Long enough trajectories will be uniformly distributed in phase
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space if the system is ergodic. Then, the integral over time can be replaced by a
phase space average:∫ Tpj
0
dtAW (qj,pj) ≈ Tpj
∫
drdpAW (r,p)δ(E −H(r,p))/Ω(E), (6.19)
and
σPO(E) ≈ 2〈σ(E)〉
tH
Re
∑
j
TpjD˜j exp
(
i
~
Spo(E)
)
≈ σ¯(E)
g¯(E)
gosc(E), (6.20)
where gosc(E) refers to the oscillatory part of the density of states, and g¯(E)
to its smooth part (Thomas Fermi). We recognize here that the contribution of
periodic orbits to the cross-section form factor Z2(t) corresponds to the spectral
form factor of the open system. Substituting Eq. (6.20) in Eq. (6.3) we have
Z2(t) = Kopen(t)=
1
tH
Re
〈∑
j,j′
TpjTpj′D˜jD˜
∗
j′e
i
~
(Sj(E)−Sj′ (E))δ
(
t− T¯jj′
) 〉
, (6.21)
where T¯jj′ = (Tj + Tj′)/2. We recognize here Eq. (1.17), but the orbits entering
into the sums are those that are trapped inside the system. The expression given
in Eq. (6.21) has been calculated as an expansion in t/tH in Ref. [143] up to 8th
order for the unitary case and up to 7th order for the orthogonal case.
The diagonal approximation can be calculated by using the Ozorio-de Almeida
sum rule [18] modified for open systems, thus
Z2,diag(t) =
2t
tH
e−t/τd . (6.22)
The first order quantum corrections corresponds to periodic orbits with a self-
crossing as depicted in Fig. 1.2 (denoted in the following by (2)1). The calculation
is similar as for the spectral form factor of the closed system, but in addition the
enhanced probability of staying has to be taken into account. The weight function
can be written as
w(2)
1
(u, s, t) =
t(t− 2tenc)
2Ωtenc
, (6.23)
then
Z2,(2)
1
(t) =
2
tH
∫
dt′t′e−t/τdδ(t− t′)
∫
ds
∫
du
t′(t′ − 2tenc)
2Ωtenc
etenc/τd (6.24)
= e−t/τd
(
−2t
2
t2H
+
t3
t2Hτd
)
.
Up to quadratic term in time, the form factor of the open and closed system
coincide, τd enters in higher order corrections. In this context, 1ll’s do not play
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a role, since on both sides of the encounter a minimal time is required, as the
deviation from the almost parallel momenta of the two stretches of j has to grow
until they are in opposite direction in order to close both sides of the trajectory
forming a periodic orbit.
Summing up the two contributions Z1(t) and Z2(t), we can generally write
Z(t) = Kopen(t) + κρ(t), (6.25)
where Kopen(t) is the spectral form factor of the open system. This corresponds
for systems with time reversal symmetry, up to quadratic term in t/tH , to
ZGOE(t) = e−t/τd
(
2 +
2t
tH
+ (N − 2) t
2
t2H
+ ...
)
, (6.26)
where N = tH/τd is the number of dissociation channels open.
Going back to the auto-correlation function by taking the inverse Fourier trans-
form, we obtain for GOE
CGOE(Γ) = 4
(
1
N
1
1 + Γ2
+
1
N2
1− Γ2
(1 + Γ2)2
+
(N − 2)
N3
1− 3Γ2
(1 + Γ2)3
+ ...
)
, (6.27)
where Γ = ωτd. The first term, in accordance with Ref. [131], corresponds to the
well known Ericson fluctuations. In the context of quantum chaos they have been
checked numerically in Ref. [140] and experimentally in Ref. [144]. The second
term is also in the results presented in Ref. [131], while the next order correction
correspond to the first quantum corrections to C(Γ). Eq. (6.27) is consistent with
RMT calculations for indirect processes done in Ref. [138] and with its expansion
in power of t/tH conjectured in Ref. [145].
6.3 Ehrenfest time effects
We have seen in the previous chapter that Ehrenfest-time effects can be of impor-
tance in decay processes. Therefore we will study in this section τE-effects for the
first quantum corrections to the statistics of photo-dissociation. We will follow our
previous approach taking into account the different types of Ehrenfest times. The
“opening” of the system w in this case corresponds to the number of dissociation
channels times the de Broglie wavelength at energy E.
6.3.1 Ehrenfest time dependence of the leading quantum correc-
tion to the open trajectories contribution
We have shown before that we can write the OT contribution to the cross-section
form factor as κρ˜(t), with ρ˜(t) defined as in the previous chapter. Its Ehrenfest
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Figure 6.3: Sketch of a periodic orbit with a self-crossing for the semiclassical calculation with
finite τE .
time dependence corresponds to Eq. (5.59) calculated at energy E:
Z1,2ll+1ll(t) = e−t/τde
τoE
τd
(t− 2τ eE)2
τdtH
θ(t− 2τ eE), (6.28)
from which the correlation function can be obtained through the Fourier transform:
C1,2ll+1llτE (ω) = 4
τ2d
t2H
e−τ
c
E/τdRe
[
(1− iωτd)3
(1 + (ωτd)2)3
e−2iωτ
e
E
]
. (6.29)
where 2τ eE = τ
c
E + τ
o
E. We notice that after time-integration, the auto-correlation
function C(ω) shows an exponential suppression of quantum effects that depends
on the Ehrenfest time of the closed system, similar to the exponential suppression
of weak localization in transport in mesoscopic systems [35, 36, 37, 38, 39, 40].
6.3.2 Ehrenfest time dependence of the leading quantum correc-
tion to the periodic orbits contribution
A calculation of the Ehrenfest time dependence of the spectral form factor of closed
systems was performed in Ref. [41]. We follow a similar approach, taking into
account the opening of the system, and the two different Ehrenfest time scales.
In this situation the stretches are required to be separated a distance L on the
left and right hand side of the encounter. Therefore the minimal time for the
orbits that have a self-encounter is 2tenc + 4tWL. The first quantum correction
to the spectral form factor is given by orbits sketched in Fig. 6.3 (denoted in the
following by (2)1). The corrected weight function is given by
w(2)
1
(u, s, t) =
t(t− 2tenc − 4tWL)
2Ωtenc
θ(t− 2tenc − 4tWL) (6.30)
The contribution to the auto-correlation function, after shifting the integral over
time by 2tenc, can be written as
C2,(2)
1
τE
(ω) =
4
t3H
Re
∫ ∞
4tWL
dte−(1+iωτd)t/τd(t− 4tWL)I(2)1(ω, t), (6.31)
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with
I(2)
1
(ω, t) =
1
π~
∫ c
0
du
∫ c
0
dse
i
~
us (t+ 2tenc)
2
tenc
e−(1+2iωτd)tenc/τd . (6.32)
The integrals can be done as before (see appendix D). The final result is given by
C2,(2)
1
τE (ω) =
8e(l
o
E−2lcE)
N3
Re
[
e−2iΓl
c
E
(
(1− 2iΓ)
(1 + iΓ)4
− 4iΓl
c
E
(1 + iΓ)3
− 2l
c 2
E (1 + 2iΓ)
(1 + iΓ)2
)]
,
(6.33)
where Γ = ωτd, l
o
E = τ
o
E/τd and l
c
E = τ
c
E/τd. Taking the Fourier transform, the
result for the spectral form factor of the open system is
Z2,(2)
1
τE (t) = e
−t/τdeτ
o
E/τd
(
−2 t
2
t2H
(
1 +
τ cE
τd
)
+
t3
τdt
2
H
)
θ(t− 2τ cE), (6.34)
when τd → ∞ and the system is closed, Eq. (6.34) is consistent with Ref. [41].
Similarly as for Eq. (6.28) a step function appears, requiring that only trajectories
longer than 2τ cE give some contribution, which is larger than 2τ
e
E since the orbits
have to close themselves. For those orbits the contribution is enhanced by eτ
o
E/τd ,
again showing the enhanced probability of surviving for periodic orbits with a
self-encounter. As in Eq. (6.29), Eq. (6.33) shows that the quantum corrections
in the cross-section auto-correlation function are exponentially suppressed due to
the minimal time that self-encounters require. In the case of periodic orbits, the
suppression is stronger (since τ cE > τ
o
E) because the stretches of the encounter
must close themselves on both sides. Actually, if w ≪ L such that τ oE ≪ τd but
τ cE is comparable to τd, quantum effects coming from open trajectories could be
visible, while those from periodic orbits can be neglected.
In this chapter we have implemented our previous semiclassical approach to
the survival probability to a typical example of quantum decay processes, namely
the indirect photo-dissociation of molecules. We have seen how the semiclassical
analysis leads to two kind of contributions: one corresponding to trajectories leav-
ing the system and the other one related to trajectories trapped inside the system.
A semiclassical calculation with finite Ehrenfest time shows that quantum correc-
tions in the cross-section auto-correlation function are exponentially suppressed,
due to the minimal time for the existence of orbits with self-encounters that lead
to quantum corrections.
Chapter 7
Conclusions and Outlook
7.1 Conclusions
In this thesis we have studied, on one hand, the effect of bifurcations on the spec-
tral statistics of a Hamiltonian system. In this case study we worked out for
the quartic oscillator how (pitchfork) bifurcations affect the density of states and
thereby further measures of spectral correlations. This requires a detailed knowl-
edge about the classical bifurcation scenario in that system. We have performed
in Chapter 2 a comprehensive semiclassical calculation for the density of states
invoking uniform approximations for the bifurcating orbits involved. All features
of the coarse-grained quantum density of states are adequately, and to high pre-
cision (mean level spacing), semiclassically reproduced, which is not evident in
such a system with mixed phase space dynamics. Our semiclassical evaluation of
the spectral rigidity and spectral form factor close to the bifurcation (Chapter 3)
shows strong deviations from the RMT behaviour, even though the phase space
is predominantly chaotic and the bifurcation-affected phase space region appears
negligible. This confirms that spectral statistics is rather susceptible to bifurcation
effects. Moreover we could unveil the role of orbit pairs born at the bifurcation
which prevail with near-degenerate actions for larger control parameter regimes
and strongly affect the spectral statistics. Such orbit pairs are obviously classically
correlated and require a treatment beyond the diagonal approximation.
This analysis moreover implies that in a comprehensive semiclassical approach
to spectral correlations in mixed systems, which still remains as a challenge, off-
diagonal contributions in the occurring multiple sums over periodic orbits should
be considered, analogously to the purely hyperbolic case.
Based on the bifurcation theory developed in the context of photo-absorption
spectra we have defined in Chapter 4 a bifurcation scenario for open orbits satis-
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fying the stationary conditions for the transmission coefficients in the scattering
approach to transport in mesoscopic systems. Bifurcations are defined as collapse
of stationary points as some parameters are changed. This concept can be ex-
tended from periodic orbits, which are stationary points of the Poincare´ map, to
scattering orbits, which are stationary points of a generating function of type F1.
A special semiclassical treatment for the transmission coefficients has to be fol-
lowed in order to regularize contributions coming from such bifurcation scenarios.
We have given two typical examples for bifurcations of low codimension: the tan-
gent and the pitchfork bifurcation. The appropriate normal forms used for the
regularization are the same as the ones used in the density of states, therefore,
as in the spectral statistics, the semiclassical weight of these trajectories in the
transmission amplitudes is enhanced in comparison with isolated orbits and this
enhancement is expressed in a different ~-scaling of the amplitudes. But, contrary
to what would be expected from the effect of bifurcations in spectral statistics, the
contribution of a single open-orbit bifurcation does not dominate the conductance
of the systems. This results from the fact that the different ~ dependence of an
open-orbit bifurcation appearing in a single transmission probability is not enough
to counteract the sum over all other chaotic trajectories contributing to all the
scattering channels.
On the other hand, we have studied in Chapter 5 the semiclassical approxi-
mation to the survival probability and another source of deviations from Random
Matrix theory, namely the effect of finite Ehrenfest time scales. For open systems
the Ehrenfest time can be of relevance if it is comparable to the typical time that
the particles remain inside the system. We have numerically studied the decay
of a localized wave function inside a chaotic billiard. The results left evidence
that Ehrenfest time effects can be of consideration. They show up as a shift in
the appearance of quantum corrections to the decay. These quantum corrections
come from the standard “two-leg-loops” contributions together with the new di-
agrams, “one-leg-loops”, that have to be taken into account in order to preserve
normalization. The Ehrenfest time dependence of the decay probability shows
two competing effects: on one hand, for short times trajectories cannot form a self
encounter and therefore quantum corrections do not appear. On the other hand, if
the time is long enough for the formation of such a self encounter, the probability
of staying is enhanced, due to the closeness of the stretches of the encounter.
Finally, in Chapter 6, we have applied the semiclassical tools discussed in
Chapter 5 to study the statistics of dissociation of molecules through absorption
of light in indirect processes, in which the time scale of the dissociation is rather
large and the complexity of the dynamics can show up in the statistics of the
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photo-dissociation cross section. We have seen that the related form factor of
the cross section, i.e., the Fourier transform of the cross section auto-correlation
function, can be written as a sum of two contributions. The first one is related to
open trajectories and corresponds the survival probability (multiplied by a factor
of 2 in the case of time reversal symmetry). The second one is the spectral form
factor related to the periodic orbits that are trapped inside the system. The re-
sults are consistent with Random Matrix Theory predictions. Moreover, within
our semiclassical approach we have calculated the Ehrenfest time dependence of
these contributions, showing again two competing effects in the leading quantum
corrections to the cross section form factor: the need of a minimal time in order
to have a self-encounter versus the enhanced probability of staying of trajectories
with a self-encounter. This minimal time is larger for periodic orbits than for
open trajectories, and therefore quantum corrections coming from periodic orbits
with self-encounters should show up later than those of open trajectories. The
effect of finite Ehrenfest time scales on the auto-correlation function is an expo-
nential suppression of quantum corrections, as in the case of transport through
mesoscopic systems. This suppression is stronger for quantum corrections coming
from periodic orbits.
7.2 Open questions and outlook
There are several interesting open questions which we would like to discuss in
some detail.
One of these is the study of the effect of bifurcations in spectral determinants.
For a semiclassical calculation of individual quantum energy levels it is more con-
venient to use formulations in terms of spectral determinants instead of the density
of states. Moreover, spectral determinants can be related with wave functions and
with expectation values [146]. Spectral determinants are functions whose zeros are
given by the eigenvalues Em of a quantum Hamiltonian. They are entire functions
of the energy, real valued for real energy, and can be expressed as a product over
the energy level as
Z(E) =
∏
n
A(E,En)(E − En), (7.1)
where A(E,En) are non-vanishing functions of E making the product convergent.
A semiclassical expression for Z(E) can be done in terms of pseudo-orbits, i.e, set
of orbits, whose amplitudes, in the stationary phase approximation, correspond to
the product of the semiclassical amplitudes entering the density of states. There-
fore, it is expected that bifurcations could be important in quantities like the
auto-correlation function of Z(E).
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Considering the topic of Ehrenfest time effects, which we have studied in the
context of decay, it would be interesting to study the logarithmic ~-dependence of
the quantum corrections. Typical numerical evaluations of Ehrenfest time effects
are done in maps (or in systems that can be easily reduced to maps, like the
kicked rotor), which are numerically much simpler than billiards, and in which it is
possible to increase the size of the system by several orders of magnitude. Although
they are not the most realistic systems, which is why we did not consider them,
they allow one to study numerically the ~-dependence of the quantum corrections
and the effects of different Ehrenfest time scales.
It is also an interesting outlook to develop a semiclassical approach to decay for
times comparable with the Heisenberg time. Semiclassics in this regime has only
been considered in Ref. [147], studying spectral statistics. The analysis in Ref.
[147] starts from the consideration of correlations of the spectral determinant.
A connection between scattering processes and spectral determinants was first
proposed in Ref. [148], in the frame of the Fredholm theory, and the link between
correlations of the scattering matrix and the decay has been discussed in Ref. [75]
related to the quest of the continuity equation and the semiclassical approximation.
A combination of these analyses can give a light on a semiclassical approximation
to decay for long times.
The most fundamental open question is perhaps the roˆle of periodic orbits in
the semiclassical scattering description of transport. In Chapter 4, we have men-
tioned that according to Ref. [117] bifurcations of periodic orbits that are inside
the system are dominant in the conductance moments in antidot lattices (even
powers of the oscillatory part of the conductance). These bifurcations are of peri-
odic orbits, and they enter into play in the semiclassical description of transport
within the Kubo formalism. A semiclassical approximation to this formalism was
performed in Refs. [149, 150], where it was shown that the longitudinal conduc-
tivity can be written as a smooth part (classical) and an oscillatory part, given in
terms of periodic orbits as
δσ¯xx =
2gse
2
hV
∑
j
e−Tj/2τelCj(vx, vx)Aj(E) cos
[
Sj(E)
~
− π
2
σj
]
, (7.2)
in a similar way as for the oscillatory part of the density of states. Here Cj(vx, vx) =∫∞
0 dte
−t/τel ∫ tpj
0 dt
′vx(t′)vx(t + t′) is the auto-correlation function of the longitu-
dinal velocities vx along the primitive periodic orbit pj and τel is the elastic scat-
tering length. For very long trajectories one can approximate the integral over
the trajectory length by its phase space average, if the system is ergodic. The
longitudinal conductivity can be approximated to δσ¯xx(E) ≈ σ¯cxx(E)δg(E). It
is clear in this approach that periodic orbit bifurcations c
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considering moments of the conductivity, 〈(δσ¯xx)2m〉, as they are for the spectral
statistics. That the conductance and the longitudinal conductivity are equiva-
lent in a two-probe sample, has been shown quantum-mechanically based on the
continuity equation [151]. Semiclassically is not yet clear how periodic orbits par-
ticipate in the scattering semiclassical description of transport. There should be
a classical mechanism that relates trajectories escaping with the classical repeller
(the set of solutions that never leave the system). A similar situation was recently
discussed in Ref. [152] related to the correlations of the time delay, which can also
be described in terms of the scattering matrix or in terms of the density of states,
giving rise to two different semiclassical expressions. The connection between the
two approaches was found by introducing the contribution of scattering trajecto-
ries that spend long times near trapped periodic orbits. This does not yet solve
the problem of transport as pointed out in Ref. [152], since these correlations turn
out to be zero in this case. Further research into this direction seems promising to
understand the dynamical mechanisms behind linear response theory in transport
through mesoscopic devices with chaotic and mixed dynamics.
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Appendix A
Reduced density of states of
the separable quartic oscillator
Let us consider the semiclassical density of states of the QO for the EES reduced
representation. We can calculate the density corresponding to nx and ny being
even gEE(E), which contains the density of the two irreducible representations
gEES(E) and gEEA(E). The difference between the two is given by the density
gS(E) when nx = ny = 2n
′. The reducible densities can be calculated as
gEES(E) =
gEE(E) + gS(E)
2
, (A.1)
and
gEEA(E) =
gEE(E)− gS(E)
2
. (A.2)
The 1-dimension EBK spectrum is given by
Enx =
1
a˜
(
nx +
1
2
)
, (A.3)
where a˜ = 4
(
2K
3π
)
.
Taking nx = 2n
′
x we have that the one-dimensional density corresponding to
even nx is
gscx,E(E) =
∞∑
n′x=0
δ(E − E2n′x) =
∞∑
kx=−∞
∫ ∞
0
δ(E − E2n)e2πikxndn (A.4)
=
∞∑
kx=−∞
∫
δ
(
(a˜E)3/4
2
− 1
4
− n
)(
3a˜3/4
8E1/4
)
e2πikxndn (A.5)
=
3
8
a˜3/4E−1/4
∞∑
kx=−∞
exp
(
πikx(a˜E)
3/4 − iπ
2
kx
)
. (A.6)
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The two-dimensional density of states is found by convolution of the one-dimesional
one. Thus
gscEE(E) =
∫ E
0
gx,E(E − E′)gx,E(E′)dE′ (A.7)
=
9
64
a˜3/2
∞∑
kx,ky=−∞
e−i
pi
4
kx−ipi4 ky
∫ E
0
(E − E′)−1/4E′−1/4eiΦE(E′)dE′.
with ΦE(E
′) = πa˜3/4((E − E′)3/4kx + E′3/4ky).
From kx = ky = 0 we have the smooth part of the density of states
g¯scEE(E) =
K
2π~
E1/2. (A.8)
The integral can be evaluated by stationary phase approximation for kx 6= 0,
ky 6= 0 as for the full density of states [80]. The stationary points are the same,
namely E∗ = Ek4y/(k4x + k4y). Moreover there are end - point corrections due to
the limits of integration (see [87]). The result is
δg
(1)
EE(E) = 2
(
K
π~
)3
2
(4E)
1
8
∞∑
kx ,ky=1
kxky
(k4x + k
4
y)
5/8
cos
[
1
2~
Skxky(E)−
π
2
(kx+ky)−π
4
]
+
(
2K
3π~
)
(4E)−
1
4
∞∑
kx,ky=1
(−1)(kx+ky) ×
×
{
1
2kx − 1
[
sin
(
(2ky − 1)SA
2~
)
−cos
(
ky
SA
~
)]
+
1
2ky − 1
[
sin
(
(2kx − 1)SA
2~
)
− cos
(
kx
SA
~
)]}
. (A.9)
We see that the end-point corrections can be neglected since they go very fast to
zero as E →∞.
When kx = 0 or ky = 0 the evaluation is more cumbersome. This case together
with the end-point corrections corresponds to the contribution of the librational
orbits A. It can be written as
δgAEE(E) =
8K2
3π2~2
√
E
∞∑
k=−∞
eiπk/2
∫ 1
0
du
(1− u 43 ) 14
exp
(
ik
SA
2~
(1− u 43 ) 34
)
, (A.10)
whose evaluation can be done asymptotically [88]. And the final result is the one
shown in Eq. (2.21) (the second sum) multiplied by a factor of 2.
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Finally we calculate the density gS(E) by taking nx = ny = 2n, thus
gscS (E) =
∞∑
n=0
δ(E − EEBK2n,2n)
∞∑
k=−∞
∫ ∞
0
δ
(
(a˜E/2)3/4
2
− 1
4
− n
)(
3(a˜/2)3/4
8E1/4
)
e2πikxndn
=
1
2
3
4
2K
π~
(4E)−
1
4
(
1 +
∞∑
k=1
cos
(
SA
2
7
4~
k − π
2
k
))
. (A.11)
The mean density for the reduced representations EES and EEA is slightly cor-
rected by ±g¯S(E)/2 from the approximation g¯(E)/8:
g¯scEES(E) =
K
4π~
E1/2 +
1
2
7
4
2K
π~
(4E)−
1
4 , (A.12)
and
δgEES(E) =
(
K
π~
)3
2
(4E)
1
8
∞∑
kx,ky=1
kxky
(k4x + k
4
y)
5/8
cos
[
1
2~
Skxky(E)−
π
2
(kx+ky)−π
4
]
+
1
2
3
4
(K)
3
4
(π~)
5
4
(4E)−
1
16
∞∑
k=1
1
k
3
4
cos
[
k
2~
SA(E)− π
2
k − 3π
8
]
+
(
2K
3π~
)
(4E)−
1
4
∞∑
kx,ky=1
(−1)(kx+ky) 1
2kx − 1
×
[
sin
(
(2ky − 1)SA
2~
)
−cos
(
ky
SA
~
)]
+
1
2
7
4
2K
π~
(4E)−
1
4
∞∑
k=1
cos
(
SA
2
7
4~
k − π
2
k
)
(A.13)
The dominant contributions come from the tori where kx 6= 0, ky 6= 0. In Eq.
(2.21) we only note the most important contributions, though for the numerical
comparison we have taken all the previous terms into account.
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Appendix B
Ehrenfest time dependence of
the decay probability
Recalling Eq. (5.56) we have that
ρ1,2llτE (s) =
2
tH
∫ ∞
0
t2 e−(1+sτd)(t+2tWL)/τdI2ll(s)dt, (B.1)
where,
I2ll(s) =
1
π~
∫ c
0
du
∫ c
0
ds
e
i
~
us
tenc
etenc/τde−2(1+sτd)tenc/τd . (B.2)
Making the change of variables x = us/c2 and σ = c/u we obtain
I2ll(s) =
rλ
π
∫ 1
0
dx cos(rx)x
1
λτd
(1+2sτd), (B.3)
where r = c2/~ and the integral over σ has already been performed. We make the
change of variables y = rx then
I2ll(s) =
λ
π
r
− 1
λτd
(1+2sτd)
∫ r
0
dy cos(y)y
1
λτd
(1+2sτd). (B.4)
We perform the integral by partial integration, neglecting highly oscillating terms
as in Eq. (5.42):
I2ll(s) =
λ
π
r
− 1
λτd
(1+2sτd)
∫ ∞
0
dy cos(y)y
1
λτd
(1+2sτd) = −(1 + 2sτd)
2τd
e−(1+2sτd)τ
o
E/τd ,
(B.5)
where we have taken τoE = λ
−1ln(c2/~) and ~ → 0 keeping τ oE/τd finite. Going
back to the decay we have that
ρ1,2llτE (s) = −2
τ2d
tH
e
− τ
c
E
τd
(1 + 2sτd)
(1 + sτd)3
e−2sτ
e
E . (B.6)
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The inverse Laplace transform leads us to
ρ2ll(t) = e−t/τde
τoE
τd
(
(t− 2τ eE)2
2τdtH
− 2(t− 2τ
e
E)
tH
)
θ(t− 2τ eE), (B.7)
where θ(t− 2τ eE) is the step function. Clearly from the definitions of τoE and tWL
we have that τoE + 2tWL = τ
c
E and 2τ
e
E = τ
c
E + τ
o
E .
For the 1ll we have Eq. (5.58):
ρ1,1llτE (s) =
8
tH
∫ ∞
0
t e−(1+sτd)(t+2tWL)/τdI1ll(s)dt, (B.8)
with
I1ll(s) =
1
π~
∫ c
0
du
∫ c
0
ds
∫ λ−1 ln(c/|s|)
0
dt′
e
i
~
us
tenc
e−(1+2sτd)tenc/τd , (B.9)
where tenc = t
′ + λ−1 ln(c/|u|). We make the change of variables x = us/c2 and
σ = c/u and t′′ = t′ + λ−1 ln(c/|u|), obtaining
I1ll(s) = − λrτd
π(1 + 2sτd)
∫ 1
0
dx cos(rx)x
1
λτd
(1+2sτd). (B.10)
The integral is the same as before, then
ρ1,1llτE (s) = 2
τ2d
tH
e
− τ
c
E
τd
2
(1 + sτd)2
e−2sτ
e
E . (B.11)
Summing up the two contribution we obtain
ρ1,2ll+1llτE (s) = 4
τ2d
t2H
e
− τ
c
E
τd
[
(1− sτd)3
(1 + sτd))3
e−2sτ
e
E
]
. (B.12)
The total quantum correction coming from 1ll and 2lls is then
ρ1ll(t) = e−t/τde
τoE
τd
2(t− 2τ eE)
tH
θ(t− 2τ eE). (B.13)
Appendix C
Variance of the decay for a
Gaussian initial state
Recalling Eq. (5.64),
〈varρ(t)〉d∆t =
〈 1
(2π~)4
∫
A
4∏
i=1
dqi
∑
γ1(q1→q3,t)
γ2(q2→q3,t)
|Dγ1 |2|Dγ2 |2e
i
~
(pγ1,f−pγ2,f )·q4
×ρ∗W (q1,pγ1,o) ρW (q2,pγ2,o)
〉
∆t
, (C.1)
We apply the sum rule as in Chapter 6, but in the time domain
∑
γ:(r→r′,t)
|Dγ |2(...) =
∫
dp
∫
dp′δ(r(t) − r′)δ(p(t) − p′)(...) (C.2)
p(r,p, r′,p′, t) = δ(r(t) − r′)δ(p(t) − p′) is the classical probability of going
from a point (r,p) in phase space to a point (r′,p′) in a time t, with the evolution
given by H. We can replace this, for large time, for its phase space averages, in
the case of an ergodic system:
p¯ =
δ(H(r,p) −H(r′,p′))
Ω(H(r,p))
. (C.3)
For a billiard this yields
〈varρ(t)〉d∆t =
1
(2π~)4(πA)2
∫ 4∏
i=1
dqidpiρW (q1,p1) ρW (q2,p2) (C.4)
×e i~ (p3−p4)·q4e−t/τd(p1)e−t/τd(p2)δ(p21 − p23)δ(p22 − p24).
The integral over q3 gives a factor A since the integrand does not depend on
this variable. The integral over q4 selects p3 near p4. Extending the limits of
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integration to R2 this selection becomes a sharp delta function. Thus,
〈varρ(t)〉d∆t =
1
(2π~)2π2A
∫
dq1dq2
4∏
i=1
dpiρW (q1,p1) ρW (q2,p2)
×δ(p3 − p4)e−t/τd(p1)e−t/τd(p2)δ(p21 − p23)δ(p22 − p24).
=
1
(2π~)2π2A
∫
dq1dq2
3∏
i=1
dpi ρW (q1,p1) ρW (q2,p2)
×e−t/τd(p1)e−t/τd(p2)δ(p21 − p22)δ(p22 − p23).
In the last equality we used the identity δ(f1−f2)δ(f2−f3) = δ(f1−f3)δ(f2−f3).
Now we can performed the integral over p3, thus∫
dp3δ(p
2
3 − p22) =
∫ 2π
0
dθ
∫ ∞
0
p3dp3δ(p
2
3 − p22) = π
∫ ∞
0
duδ(p22 − u) = π (C.5)
Then
〈varρ(t)〉d∆t =
1
(2π~)2πA
∫ 2∏
i=1
dqidpi ρW (q1,p1) ρW (q2,p2)
×e−t/τd(p1)e−t/τd(p2)δ(p21 − p22).
Let us now use the Fourier representation of the remaining delta function:
〈varρ(t)〉d∆t =
1
(2π~)22π2A
∫ ∞
−∞
dk
∣∣∣∣
∫
dqdp ρW (q,p) e
−t/τd(p)eikp
2
∣∣∣∣
2
. (C.6)
Substituting Eq. (5.36) in Eq. (C.6) and integrating over the coordinates we
obtain
〈varρ(t)〉d∆t =
2σ4
(π~)2A
∫ ∞
−∞
dk
∣∣∣∣
∫
dp exp
(
−σ
2
~2
[
(p− po)2
]
+ ikp2
)
e−t/τd(p)
∣∣∣∣
2
(C.7)
For poσ ≫ ~ we can neglect the p dependence of the function e−t/τd(p) since the
Gaussian factor strongly selects p ≈ po. The remaining Gaussian integral over p
gives∫
dp exp
(
−σ
2
~2
[
(p− p0)2
]
+ ikp2
)
=
π~2
σ2
exp(ikp20/(1− ik~2/σ2))
1− ik~2/σ2 (C.8)
Then
〈varρ(t)〉d∆t =
2~2e−2t/τod
A
∫
dk
1
1 + k2~4/σ4
exp
(−2k2~2p20/σ2
1 + k2~4/σ4
)
(C.9)
Defining a = ~/(σp0) and making the change of variables u = k~
2/(aσ2) we have
〈varρ(t)〉d∆t =
2aσ2e−2t/τ
o
d
A
∫
du
1
1 + a2u2
exp
( −2u2
1 + a2u2
)
. (C.10)
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a is a small parameter and in the semiclassical limit it goes to zero, so we take
the limit a→ 0 in the integral and approximate the integral over u as ∫ due−2u2 ,
yielding
〈varρ(t)〉d∆t =
2aσ2e−2t/τod
A
√
π
2
=
2~σ
Ap0
√
π
2
. (C.11)
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Appendix D
Ehrenfest time dependence of
the spectral form factor for
open systems
Recalling Eq. (6.31):
C2,(2)
1
τE
(ω) =
4
t3H
Re
∫ ∞
4tWL
dte−(1+iωτd)t/τd(t− 4tWL)I(2)1(ω, t), (D.1)
with
I(2)
1
(ω, t) =
1
π~
∫ c
0
du
∫ c
0
dse
i
~
us (t+ 2tenc)
2
tenc
e−(1+2iωτd)tenc/τd . (D.2)
This can be written as
I(2)
1
(ω, t) =
1
π~
(
t2 − 4t d
dτ−1d
+ 4
d2
d(τ−1d )2
)∫ c
0
du
∫ c
0
dse
i
~
us e
−(1+2iωτd)tenc/τd
tenc
.
(D.3)
Proceeding with the integrals over (u, s) as in the Appendix B we obtain
I(2)
1
(ω, t) = −1
2
(
t2 − 4t d
dτ−1d
+ 4
d2
d(τ−1d )2
)(
(τ−1d + 2iω)e
−(τ−1d +2iω)τoE
)
= e
− τ
o
E
τd
(1+2iωτd)
[
−(1 + 2iωτd)
(t+ 2τ oE)
2
2τd
+ 2(t+ 2τ oE)
]
. (D.4)
Substituting in the (D.1) and shifting the integral by 4tWL
C2,(2)
1
τE (ω) =
4e
τoE
τd
t3H
Re
∫ ∞
0
dte
−(1+iωτd) (t+2τ
c
E)
τd t
[
−(1+2iωτd)(t+2τ
c
E)
2
2τd
+ 2(t+2τ cE)
]
,
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yielding
C2,(2)
1
τE
(ω) =
8e(l
o
E−2lcE)
N3
Re
[
e−2iΓl
c
E
(
(1− 2iΓ)
(1 + iΓ)4
− 4iΓl
c
E
(1 + iΓ)3
− 2l
c 2
E (1 + 2iΓ)
(1 + iΓ)2
)]
,
where Γ = ωτd, l
o
E = τ
o
E/τd and l
c
E = τ
c
E/τd. The Fourier transform leads to
Z2,(2)
1
τE
(t) = e−t/τdeτ
o
E/τd
(
−2 t
2
t2H
(
1 +
τ cE
τd
)
+
t3
τdt
2
H
)
θ(t− 2τ cE). (D.5)
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