We introduce a generalised subgradient for law-invariant closed convex risk measures on L 1 and establish its relationship with optimal risk allocations and equilibria. Our main result gives sufficient conditions ensuring a non-empty generalised subgradient.
Introduction
In [16] we established that every law-invariant convex risk measure on L ∞ is σ(L ∞ , L ∞ )-lower semi-continuous and thus canonically extended to a lawinvariant closed convex risk measure on L 1 . There are several advantages of the model space L 1 : in contrast to L ∞ , the model space L 1 includes important risk models such as normally distributed. Moreover, L 1 is in some sense maximal amongst the law-invariant model spaces bearing a locally convex topology and thus allowing for convex duality. E.g. L 0 which is proposed in [8] does not support any locally convex topology and thus no duality and subgradients. Other attempts to extending the model space beyond L ∞ suggest spaces which depend on the risk measure, in terms of begin chosen such that some given risk measure stays real valued. But when studying optimal risk allocations and equilibria which involves more than one risk measure, the model space should preferably be independent of these risk measures. Otherwise one would have to shift to some kind of intersection of the respective model spaces, and thus would exclude a lot of possible positions that might be acceptable to at least one of the risk sharing agents, hence reducing the set of potential allocations. In sum, in case of law-invariant convex risk measures the model space L 1 proves suitable, at least when studing optimal capital and risk allocations involving a larger number of risk measures. In [15] it is shown that any risk in L 1 admits an optimal allocation whenever the preferences of the agents are determined by law-invariant closed convex risk measures. However, the problem of subgradients of law-invariant convex risk measures on L 1 has not been addressed yet. There is a close link between subgradients and optimal risk allocations and equilibria (see [14, 18] ). This socalled first order condition guarantees the existence of optimal risk allocations and gives a pricing rule under which the involved agents trade in a state of equilibrium. On L ∞ this relationship is if and only if because convex risk measures on L ∞ are automatically continuous and thus everywhere subdifferentiable. In contrast, convex risk measures on L 1 may have empty subgradients. E.g. the entropic risk measure has empty subgradients for any risk which is unbounded from below, although these risks may be acceptable. Hence, for such risks we do have optimal allocations but we do not have a first order condition. But it turns out that if we generalise the notion of a subgradient and if we restrict to law-invariant closed convex risk measures which satisfy certain continuity properties, then we obtain non-empty generalised subgradients for a large class of risks, and we have a first order condition for optimal risk allocations and equilibria similar to the one for ordinary subgradients. Therefore, we are in particular interested in characterising those points at which a law-invariant closed convex risk measure ρ on L 1 is subdifferentiable in that generalised sense. Our main result is theorem 2.9 which states that under a tail continuity condition on ρ, the generalised subgradient at X ∈ L 1 is non-empty whenever there is > 0 such that ρ((1 + )X) < ∞.
When proving our results we will introduce a class of auxiliary sub-spaces of L 1 which are induced by law-invariant convex risk measures. These Banach spaces are a generalisation of Orlicz spaces. Hence, as a byproduct we also enlighten the connection between law-invariant convex risk measures and Orlicz spaces. On the level of examples, the existence of some relationship between law-invariant convex risk measures and Orlicz spaces has already been observed by several authors (e.g. see [5] ).
The structure of the paper is as follows: in section 2 we introduce the generalised subgradient and compare this notion to the ordinary subgradient, as well as stating the existence result theorem 2.9. The proof of this theorem will need some preparation, and in this context we will introduce and study the auxiliary spaces mentioned above in section 3. The proof of theorem 2.9 is then given in section 4. In section 5 we present the connection of generalised subgradients with optimal risk allocations and equilibria. Our results are illustrated by several examples which are collected in section 6. Finally, the appendix A-D collects some auxiliary results which are needed throughout this paper.
Subgradients and Generalised Subgradients
Throughout this paper (Ω, F, P) is an atom-less standard probability space (see section A). All equalities and inequalities between random variables are understood in the P-almost sure (a.s.) sense. We write L p = L p (Ω, F, P), p ∈ [0, ∞], and · p = · L p for p ∈ [1, ∞] . The topological dual space of L p is denoted by L p * . It is well known that L p * = L q with q = p p−1 for p < ∞, and that L ∞ * ⊃ L 1 can be identified with ba, the space of all bounded finitely additive signed measures µ on (Ω, F) such that P(A) = 0 implies µ(A) = 0. For any random variable X, we denote by F X (x) := P(X ≤ x), x ∈ R, its distribution function and by q X (s) := inf{x ∈ R | F X (x) ≥ s}, s ∈ (0, 1), its (left-continuous) quantile function.
We suppose the reader is familiar with standard terminology and basic duality theory for convex functions as outlined in [12] or [23] . Let V be a locally convex vector space such that R ⊂ V ⊂ L 1 . We call a function F :
(vii) closed if F is lower semi-continuous (l.s.c.), i.e. the level sets E k = {X ∈ V | F (X) ≤ k} are closed for all k ∈ R, and proper, or if F ≡ −∞ or F ≡ ∞.
With some facilitating abuse of notation, we shall write (X,
and the bidual function
A coherent risk measure is a convex risk measure which in addition is positively homogeneous.
If ρ is a convex risk measure on L p , then
2)
The set P R := −P ∞ * ∩ L 1 is the set of pricing rules. Since we will work with law-invariant convex risk measures, our model space will be L 1 . This choice is justified in [16] where it is proved that there is a one-to-one correspondence between law-invariant closed convex risk measures on L 1 and L ∞ . This means that every law-invariant convex risk measure
Regarding the dual functions we have
Note that throughout this text we will keep this notational convention, that is given any convex risk measure ρ on L 1 we denote by ρ ∞ its restriction to L ∞ . It is well known that any proper closed convex function on a Banach space is continuous and subdifferentiable on the interior of its domain (see e.g. [12] corollary 2.5 and proposition 5.2 ). Moreover, it is proved in [27] that for every convex risk measure ρ on L 1 (which is proper by definition) we have int dom ρ = ∅ if and only if ρ is real-valued (dom ρ = L 1 ) and continuous. We summarise these results on subdifferentiability in the following lemma. A more general version of this lemma is proved in [5] .
Lemma 2.2. Let ρ be a convex risk measure on L 1 . Equivalent are:
(i) ρ is everywhere subdifferentiable.
(ii) ρ is real-valued and continuous.
An example of a continuous convex risk measure on L 1 is the Average Value at Risk (see example 6.2). But closed convex risk measures are not continuous on L 1 in general. An example is the entropic risk measure
for some β > 0. ρ is a closed, but not continuous, convex risk measure on L 1 . It is show in lemma 6.1 below (also see [17] lemma 3.29) that
Hence, in view of (2.1), we infer that ∂ρ(X) = ∅ for every X ∈ L 1 with e −βX / ∈ L ∞ , even though dom ρ includes such X (see example 6.4 and [17] example 4.33).
This motivates the following extension of the notion of a subgradient.
Lemmas 2.4 and 2.7 below show that δρ is indeed a generalisation of ∂ρ.
Lemma 2.4. Let ρ be a convex risk measure on L 1 . The following conditions hold:
Proof. We only prove the inclusion δρ(X) ⊂ dom ρ * ∞ ∩ L 1 , because the rest is obvious by definition of δρ(X). However, this inclusion follows from the fact that Z ∈ δρ(X) implies
We remark that δρ(X) = ∅ is possible even for bounded risks X ∈ L ∞ (see example 6.1). In order to have δρ(X) = ∅ on L ∞ at least, we will have to require that ρ is continuous from below. This property is defined and characterised in the following proposition (see also [19] , [17] , [9] ). It is in fact a property of the restriction ρ ∞ of ρ to L ∞ only. Note that proposition 2.5(iv) shows that continuity from below is satisfied by most law-invariant convex risk measures of interest! Proposition 2.5. Let ρ be a law-invariant closed convex risk measure on
Moreover, the following conditions are equivalent:
(i) ρ is continuous from below, i.e. for every X ∈ L ∞ and every sequence
Proof. Property (2.4) and the equivalences (i) ⇔ (ii) ⇔ (iii) are well-known and e.g. proved in [19] . These equivalences are also partially proved in [17] proposition 4.21 and [14] theorem C.1. Moreover, (iv) ⇒ (ii) is proved in [9] theorem 3.
(i) ⇒ (iv): Fix a decreasing sequence of sets A n ∈ F, n ∈ N, such that P(A n ) > 0 and n∈N A n = ∅. Since ρ is continuous from below and −1 An ↑ 0, there is a
Continuing this construction inductively, we find for each k ∈ N a n k+1 > n k such that ρ(
By the monotone convergence theorem, and since ρ * (−1) = 0 (see (C.3)), we deduce that
Hence, X ∈ L 1 and by l.s.c. of ρ we have that
In the following we will often make use of the next lemma. Lemma 2.6. Let ρ be a law-invariant closed convex risk measure on L 1 . Then X ∈ dom ρ if and only if −X − ∈ dom ρ.
Proof. "⇐" follows from X ≥ −X − and monotonicity of ρ. As for "⇒", let X ∈ dom ρ and suppose that P(X > 0) > 0, otherwise the assertion is trivial. By (C.1) we know that E[X|X1 {X<0} ] ∈ dom ρ. Clearly,
Hence, by cash-invariance and monotonicity we infer that
We now establish a characterisation of the generalised subgradient which is analogous to (2.1).
Lemma 2.7. Let ρ be a law-invariant closed convex risk measure on L 1 which is continuous from below, and let X ∈ L 1 . The following conditions are equivalent:
Proof. (i) ⇒ (ii): Suppose that (i) holds. We will prove that
for all U ∈ L 1 with the convention that ∞−∞ = ∞. Note that lemma 2.4(i) and
> −∞ or both, then by (i), monotone convergence and lemma 2.8 below we obtain that
, then according to our convention, the right hand side of (2.5) equals ∞, so we have to show that ρ(U ) = ∞ too. However, this follows from lemma 2.6 and the first case.
(
Moreover, lemma 2.8 below and monotone convergence imply that
The final statement of the lemma follows from a computation similar to (2.6).
The proof of lemma 2.7 relied on the following crucial lemma. We remark that a regularity result similar to (2.7) is stated in [20] for real-valued convex risk measures on Stonean lattices. Lemma 2.8. Let ρ be a law-invariant closed convex risk measure on L 1 which is continuous from below and let H ∈ L ∞ , then
, and X ∈ L 1 be bounded from below. Then, H + (X ∧ n) ∈ dom ρ for all n ∈ N ∪ {∞} due to monotonicity of ρ. Again by monotonicity, the sequence ρ(H + (X ∧ n)), n ∈ N, is decreasing and bounded from below by ρ(H + X). We claim that
(2.8)
In order to prove this, suppose for the moment that there is a K > 0 such that
Since (H + X) ∧ n ∈ L ∞ , and as ρ ∞ is everywhere subdifferentiable with
According to lemma D.1, we may assume that Z n = f n (X +H) for a measurable function f n : R → R − which is increasing on {F H+X > 0}. As X +H is bounded from below we infer that
so Z n ∈ Q r for all n ∈ N. Since Q r is weakly sequentially compact (proposition 2.5) and L 1 (Ω, σ(H + X), P) is weakly complete, we may assume, by considering a subsequence if necessary, that (Z n ) n∈N converges weakly to some Z ∈ Q r and that Z = f (H + X) for a measurable function f : R → R − . Since the Hahn-Banach separation theorem implies that there is a sequence of convex combinations of the Z n which converges P-a.s. to Z ( [28] corollary III.3.9), we may also assume that f is increasing on
1 and P-a.s. The following estimation shows that the sequence (ZE[X + H|G k ]) k∈N is uniformly integrable. To this end let a ∈ R such that F X+H (a) > 0. Then,
in which the last equality is due to (C.2). On the other hand, we observe that
Hence, by monotone convergence and l.s.c. of ρ * ∞ we obtain
Clearly, (2.10) contradicts (2.9), and thus (2.8) is proved. For general H ∈ L ∞ , and X ∈ L 1 monotonicity and l.s.c. of ρ imply that ρ(H + X) = lim m→∞ ρ(H + (X ∨ −m)). In conjunction with (2.8) and cash-invariance we obtain
The following theorem gives sufficient conditions ensuring the existence of a non-empty generalised subgradient. It is proved throughout sections 3 and 4.
Theorem 2.9. Let ρ be a law-invariant closed convex risk measure on L 1 which is continuous from below. If X ∈ L 1 is bounded from below, then δ(X) = ∅. If, moreover, ρ satisfies the following tail continuity condition
we have δρ(X) = ∅. In both cases we may assume that Z ∈ δρ(X) is of type Z = f (X) for a measurable function f : R → R − which is increasing on {F X > 0}.
Note that if ρ is coherent, then condition (2.11) is equivalent to lim n→∞ ρ(X1 {X≤−n} ) = 0 for all X ∈ dom ρ and (2.12) is equivalent to X ∈ dom ρ. In examples 6.2, 6.3 and 6.4 we illustrate theorem 2.9 by means of well-known risk measures such as Average Value at Risk, the Semi-deviation Risk Measures, and the Entropic Risk Measure. In particular, in example 6.4 we show that we cannot expect any better characterisation of the points at which ρ is generalised subdifferentiable than the one given in theorem 2.9. Moreover, example 6.6 gives a law-invariant closed coherent risk measure which is continuous from below but does not satisfy (2.11).
3 The Space L ρ Throughout this section let ρ be a law-invariant closed convex risk measure on
with the usual convention that inf ∅ = ∞, and define
Clearly, we adopted this idea from Orlicz space theory.
and if C ≥ 1, then
If ρ is coherent, then for all C > 0:
is strict if and only if ρ is continuous from below. In particular, we have that
The law-invariance of · C,ρ follows immediately from law-invariance of ρ. Moreover, it is easily verified that tX C,ρ = |t| · X C,ρ for all t ∈ R. In order to show that
because if either X C,ρ = ∞ or Y C,ρ = ∞ or both, the assertion is trivial.
To this end let α ∈ Λ C (X) and β ∈ Λ C (Y ) for some X, Y ∈ L ρ . Then, by monotonicity and convexity
. In order to verify this, denote the level sets
. Hence, we have proved that · C,ρ is a law-invariant closed sublinear function on L 1 .
(ii): Clearly, if (3.1) and (3.2) hold, then L ρ is well-defined. We only prove (3.1) since the proof of (3.2) is similar and (3.3) is obvious by positive homogeneity. To this end, let C ∈ (0, 1), X ∈ L 1 and λ ∈ Λ 1 (X), i.e. ρ(−|X|/λ) ≤ 1. Then, convexity of ρ yields ρ(−C|X|/λ) ≤ Cρ(−|X|/λ) ≤ C. Hence,
On the other hand, since C < 1, we have Λ C (X) ⊂ Λ 1 (X) and thus X 1,ρ ≤ X C,ρ , and (3.1) is proved. (iii) and (iv): (i) and (C.1) yield for all X ∈ L 1 :
Consequently, X C,ρ = 0 if and only if X = 0. Apparently, the properties of
is a normed space. In order to prove that this space is complete and thus a Banach space, let (
Thus we may conclude that X is the
by monotonicity and cash-invariance. Therefore,
Hence, if ρ is continuous from below, then, by proposition 2.5, there is a X ∈ dom ρ such that essinf X = −∞, and
∞ , we have either essinf X = −∞ or esssup X = ∞ or both, which implies that
But then ρ must be continuous from below (proposition 2.5).
(v): Let X ∈ L ρ and let G be a sub-σ-algebra of F. Then, (i) and (C.1) imply
The reason for introducing the Banach spaces (L ρ , · C,ρ ) is that we will prove that the domain of ρ| L ρ has a non-empty interior. Hence, we obtain nonempty subgradients at these interior points. The role of the variable C > 0 in the norms · C,ρ will become clear in (the proof of) lemma 3.4 in which we characterise the interior points of dom ρ| L ρ . Lemma 3.3. Let ρ be continuous from below. Denote by L ρ * the dual space of L ρ and by · C,ρ * the operator norm corresponding to · C,ρ .
Recall the general property of normed spaces (see e.g. [2] lemma 6.14)
X C,ρ = sup
. This Z µ viewed as a continuous linear functional on L ∞ corresponds to a finitely additive but not σ-additive bounded signed measure µ on (Ω, F) such that P(A) = 0 implies µ(A) = 0 (see [17] theorem A.50). Consider the bounded finitely additive measure |µ| on (Ω, F) given by
A ∈ F (for details on |µ| consult e.g. [11] 
As |µ| is not σ-additive, there exists a decreasing sequence of sets B n ↓ ∅ such that |µ|(B n ) ↓ > 0. We will show that
which contradicts (3.6) and thus shows that L ρ *
Hence,
(ii): We claim that
To this end, note that for every A ∈ F and X ∈ L ρ monotonicity of ρ yields ± 1 A X C,ρ ≤ X C,ρ and thus
is a real-valued linear function, and
Similar arguments yield Z − ∈ L ρ * . The converse implication of (3.8) is trivial. By (3.8) it suffices to prove the law-invariance property of
+ . By law-invariance of · C,ρ , lemma D.2, and X C,ρ = |X| C,ρ we obtain
in which the latter expression depends on the distribution of Z only. Now it is easily verified that every Z such that Z ∼ Z defines a continuous linear functional on L ρ too. The law-invariance of Z C,ρ * for general Z ∈ L ρ * ∩ L 1 follows from a calculation similar to (3.9), using the fact that X C,ρ = |X|1 {Z≥0} − |X|1 {Z<0} C,ρ . (iii): Let G be a sub-σ-algebra of F and Z ∈ L ρ * + . Then, lemma 3.2 (v) and
which, in view of (3.8), completes the proof.
Lemma 3.4. Let ρ be continuous from below.
. Suppose that ρ is coherent. Then, ρ| L ρ is coherent too. Moreover, for every X ∈ L ρ there is a k > 0 such that ρ(−|X|/k) ≤ 1. Hence, by positive homogeneity and monotonicity we obtain that ρ(X)
We recall that any real-valued closed convex function on a Banach space is continuous (see [12] corollary 2.5).
(ii) Recall that any closed convex function on a Banach space is subdifferentiable on the interior of its domain ([12] corollary 2.5 and proposition 5.2). If X C,ρ < 1, then there exists a λ ∈ (0, 1) such that ρ(−|X|/λ) ≤ C, and by convexity
If there is a > 0 such that −(1 + )|X| ∈ dom ρ, then for λ := 1/(1 + ) ∈ (0, 1) we have ρ(−|X|/λ) = ρ(−(1 + )|X|) =: C < ∞, so X ∈ B. If ρ is coherent, then by (3.3) X ∈ L ρ if and only if −|X| ∈ dom ρ.
Remark 3.5. In view of lemma 2.2 the reader might wonder why on the Banach space (L ρ , · C,ρ ) it is possible that int dom ρ| L ρ = ∅ without ρ| L ρ being realvalued and continuous and thus subdifferentiable on all of L ρ . The reason is that the proof of lemma 2.2 relies on the fact that L ∞ is dense in (L 1 , · 1 ) (see [27] ). This, however, need not be true for (L ρ , · C,ρ ). In example 6.4 we show that for the entropic risk measure L ρ corresponds to an Orlicz space for which it is known that L ∞ is not dense. That is one of the reasons why many authors prefer Orlicz hearts (see e.g. [5] ) which are closed sub-spaces of Orlicz spaces such that L ∞ is dense. However, Orlicz hearts are in general much smaller than the corresponding Orlicz space. But we can imitate Orlicz hearts, i.e. shift to the subspace M ρ ⊂ L ρ given by
Then ρ| M ρ is a law-invariant real-valued continuous convex risk measure on M ρ , and thus everywhere subdifferentiable (on
Proof of Theorem 2.9
Proof of theorem 2.9. Let X ∈ L 1 and suppose that there is an > 0 such that (1 + )X ∈ dom ρ. Then, in particular, −(1 + )X − ∈ dom ρ (lemma 2.6), and thus −X − ∈ int dom ρ| L ρ (lemma 3.4). By cash-invariance we may w.l.o.g. assume that ρ(X) = 0. Let
It is easily verified that ρ X + is a closed convex risk measure on (L ρ , · C,ρ ). Note that monotonicity implies dom ρ| L ρ ⊂ dom ρ X + . Hence, −X − ∈ int dom ρ X + which implies that ∂ρ X + (−X − ) = ∅ ([12] corollary 2.5 and proposition 5.2). Let µ ∈ ∂ρ X + (−X − ), i.e.
and let
and
Suppose we knew (4.2) and (4.3). Then, (4.1) yields
or in other words Z µ ∈ δρ(X). In order to verify (4.2), in a first step we compute
in which the first equality follows from lemma 2.8. Hence, all inequalities in (4.4) must in fact be equalities. Secondly, we obtain that
in which the first equality is due to our first step, and the last equality follows from monotone convergence. Thus, as ρ *
and (4.2) is proved. As for (4.3), note that if
, and we are done. Now suppose that X − is unbounded and that ρ satisfies (2.11), but δ :
and because (−X − )1 {X − <n} ∈ L ∞ . Since ρ(X) = 0 by assumption, (4.1) yields
where the last step follows from cashinvariance. Let X n := −X − − X − 1 {X − ≥n} , n ∈ N. Then X n ∈ dom ρ X + and lim n→∞ ρ X + (X n ) = ρ X + (−X − ) = 0 due to (2.11). Hence, as cash-invariance implies that E[µ1] = −1, we obtain by (4.5) that
Passing to the limit for n → ∞ yields the desired contradiction to δ > 0. Consequently, (4.3) is proved. It remains to be shown that Z µ may be chosen as an increasing function of X. To this end, note that according to lemma 2.7 we have ρ(
and thus E[Z µ |X] ∈ δρ(X) (lemma 2.7), we may assume that Z µ = f (X) for a measurable function f : R → R − , and still Z µ ∈ L ρ * (lemma 3.3). Moreover,
is well-defined for all Z ∼ Z µ , so we may apply lemma D.2 in the following. Recalling that −(q X ) − = q −X − we obtain 
, by law-invariance of ρ * ∞ , and by lemma 2.7, we would have that
which is a contradiction. Therefore, E[XZ µ ] = 1 0 q Z (s)q X (s)ds, so f may be chosen as an increasing function on {F X > 0} (lemma D.1).
Optimal Risk Sharing
In this section we consider n agents with initial endowments (risks) X i ∈ L 1 , whose preferences are represented by law-invariant closed convex risk measures ρ i on L 1 which are continuous from below, i = 1, . . . , n. We write
for the aggregate endowment. The aim of the agents is to minimise individual and total risk by sharing X optimally. An allocation of X is a n-tuple
where n i=1 ρ i denotes the convolution of the ρ i as defined in (B.1) (for more details on risk sharing and convolution, please consult [1, 4, 14, 15, 18] ). Allocations solving (5.1) are called optimal. We are particularly interested in optimal allocations which have the following structure. all i = 1, . . . , n. These functions f i are necessarily 1-Lipschitzcontinuous.
The following theorem is our main existence and characterisation result for optimal risk sharing in L 1 .
Moreover, for every X ∈ L 1 , there exists a comonotone optimal allocation, and the first order condition
holds for every comonotone optimal allocation (Y 1 , . . . , Y n ) of X. In particular, if X is bounded from below or if n i=1 ρ i satisfies (2.11) and there is > 0 such that
The continuity from below of n i=1 ρ i follows from proposition 2.5 and lemma B.1. As for (5.2), let X ∈ L ∞ and (Y 1 , . . . , Y n ) be any comonotone allocation of X. Then, due to the 1-Lipschitz-continuity of f i in definition 5.1, we have
∞ , for all i = 1, . . . , n. Now (5.2) follows from the first part of the proof.
As for (5.3), let (Y 1 , . . . , Y n ) be any comonotone optimal allocation of X.
by (5.2), lemmas B.1 and 2.7, and the fact that ZY i ∈ L 1 due to comonotonicity of the allocation. Now lemma 2.
, then again by (5.2), and lemmas B.1 and 2.7
The final statement of theorem 5.2 is simply an application of theorem 2.9.
Note that the statement (5.3) may be void (∅ = ∅).
The subgradients δ n i=1 ρ i (X) induce equilibrium pricing rules as follows. We identify each Z ∈ P R with the absolutely continuous probability measure Q P given by dQ/dP = Z, and with the corresponding pricing rule
Definition 5.
3. An allocation ( Y 1 , . . . , Y n ) of X together with a pricing rule
For a thorough discussion of equilibria with respect to convex risk measures we refer to [14] . The following theorem establishes the connection between equilibria, optimal allocations and generalised subgradients. (ii) There exists a comonotone equilibrium ( Y 1 , . . . , Y n ; Q).
Moreover, if ( Y 1 , . . . , Y n ) is a comonotone optimal allocation of X and (iii) holds, then (
where dQ/dP = −Z is an equilibrium.
Proof. Let Q P be a probability measure on (Ω, F) such that X i ∈ L 1 (Q) for all i = 1, . . . , n. We claim that
where Z := −dQ/dP. In order to verify this, note that by cash-invariance of ρ i it is obvious that the infimum on the left-hand since of (5.5) equals the infimum taken over those
lemma 2.8 and monotone convergence imply that
Hence, we have established ≥ in (5.5). Moreover, since
and by cash-invariance we obtain
and (5.5) is proved.
(i) ⇔ (ii): suppose there exists an equilibrium ( Y 1 , . . . , Y n ; Q). Let (Y 1 , . . . , Y n ) be any comonotone optimal allocation of X, which exists according to theorem 5.2. Then Y i ∈ L 1 (Q) by comonotonicity and the fact that X ∈ L 1 (Q) by definition of an equilibrium. By rebalancing the cash, this is by adding
. . , n, and the modified allocation (Y 1 +c 1 , . . . , Y n +c n ) is still comonotone and optimal due to n i=1 c i = 0 and cash-invariance of the ρ i . Consequently, we may w.l.o.g. assume that (
is a comonotone equilibrium. The converse implication is trivial.
(ii) ⇒ (iii): in the fist part of the proof, we established that the allocation given by any equilibrium must be optimal. Hence, in view of (5.5), and lemma B.1 we conclude that
where Z := −dQ/dP. Consequently, we have proved that
] for all i = 1, . . . , n (theorem 5.2 and rebalancing the cash). The equality (5.3) implies that Z ∈ δρ i (Y i ) for all i = 1, . . . , n. This in conjunction with (5.5) and lemma 2.7 yields
Consequently, (Y 1 , . . . , Y n ; Q) is an equilibrium. This also proves the closing statement of the theorem.
Finally, we provide two sufficient conditions for the existence of an equilibrium.
Lemma 5.5. Suppose that X is bounded from below or that n i=1 ρ i satisfies condition (2.11) and that there is > 0 such that
then there exists an equilibrium.
Proof. In case of (5.6) combine theorems 5.2 and 5.4. In case of (5.7) recall the proof of theorem 2.9 too.
Condition (5.6) is always satisfied if X i ∈ L ∞ , i = 1, . . . , n, or if the initial risks X i may be somehow controlled by the aggregate risk X, which should be satisfied in most interesting cases. Condition (5.7) will be applied in example 6.2.
Examples
In example 6.1 we show that a law-invariant closed convex risk measure ρ on L 1 which is not continuous from below may have empty generalised subgradients even for bounded risks. Examples 6.2, 6.3, and 6.4 illustrate our main results, in particular theorems 2.9, and 5.4 by means of some well-known risk measures. In examples 6.2 (Average Value at Risk) and 6.3 (L p -Semi-Deviation Risk Measure) the spaces L ρ will coincide with some Lebesgue space L p which are a subclass of Orlicz hearts. Orlicz hearts are proposed as model spaces for convex risk measures in [5] . For a definition of Orlicz spaces/hearts and the details on risk measures on Orlicz hearts please consult [5] . In example 6.4, in which we study the entropic risk measure, we will see that L ρ corresponds to an Orlicz space which is strictly larger than the corresponding Orlicz heart, and we will find that the set of points at which the entropic risk measure is generalised subdifferentiable is also strictly larger than this Orlicz heart. Example 6.5 then shows that, although the above mentioned prominent examples of law-invariant convex risk measures are all linked to certain Orlicz spaces, the class of L ρ -spaces covers a far greater variety of law-invariant Banach spaces. This section closes with example 6.6 which is linked to condition (2.11) of theorem 2.9.
Essential Infimum
Let ρ = − essinf and let X ∈ L ∞ be such that P(X = essinf X) = 0. Then δρ(X) = ∅, because for every probability measure Q P we have that Q(X = essinf X) = 0. Supposing we had −dQ/dP ∈ δρ(X), then E Q [X − essinf X] = 0, which would imply that X = essinf X Q-a.s., and thus would be a contradiction. Hence, δρ(X) = ∅, although ∂ρ ∞ (X) = ∅.
Average Value at Risk
Consider the Average Value at Risk (AVaR α ) at level α ∈ (0, 1], i.e.
It is well-known that AVaR α is continuous on L 1 (for a proof see e.g. [27] ) and thus subdifferentiable by lemma 2.2. Clearly, L AVaRα = L 1 , and in view of lemma 3.2 and continuity w.r.t. · 1 it is easily verified that · C,AVaRα and
According to (the proof of) theorem 2.9 for every X ∈ L 1 there is a f α : R → R − which is increasing on {F X > 0} such that f α (X) ∈ ∂ AVaR α (X) ⊂ δ AVaR α (X). It is proved in [17] theorem 4.47 and remark 4.48 that
where κ is defined as
otherwise does the job. Note that f α is indeed increasing, does depend on X, and is not continuous. Let β i ∈ (0, 1] for i = 1, . . . , n, and let γ := max i=1,...,n β i . It is well-known (see e.g. [15] ) that
Hence, as we are in the situation of (5.7), and assuming w.l.o.g. that β 1 = γ, we obtain that for any initial risks X i ∈ L 1 and X := n i=1 X i an equilibrium is given by (X + c 1 , c 2 , . . . , c n ; Q) where dQ/dP = −f γ (X) and
Then ρ p is a law-invariant closed coherent risk measure on L 1 which is continuous from below (proposition 2.5 (iv)) and satisfies (2.11). In fact ρ p is continuous if restricted to (L p , · p ). It easily verified that L ρp = L p , and that · C,ρp and · p are equivalent. Thus we have that
shown in the proof of theorem 2.9). It is known (see e.g. [1] or [13] ) that
does the job. Note that for 1 ≤ p ≤ r < ∞ we have ρ p ≤ ρ r due to Hölder's inequality. Consequently, dom ρ * p ⊂ dom ρ * r and in conjunction with theorem 2.5 in [15] we conclude that ρ p ρ r = ρ p . Hence, if the initial risks satisfy
is an equilibrium provided that X = X 1 + X 2 and −dQ/dP is given by (6.1). The extension of this two-agent case to the n-agent case is obvious.
Entropic Risk Measure
The entropic risk measure with parameter β > 0 is
is a law-invariant closed convex risk measure on L 1 which is continuous from below (proposition 2.5 (iv)) and satisfies (2.11). For simplicity we consider and thus Z ∈ δρ(X) by lemma 2.7. Obviously, Z = f (X) for an increasing function f : R → R − . Now we show that condition (2.12) is in some sense the best we can expect. For this purpose, consider an X ∈ L 1 being distributed according to
for an appropriate constant C > 0. It is easily verified that X ∈ dom ρ and X ∈ L ρ , but (1 + )X ∈ dom ρ for all > 0. We claim that δρ(X) = ∅. Suppose we had δρ(X) = ∅. Then, according to lemma 6.1 below, this would imply that
∈ δρ(X). But this cannot hold because
so we must have δρ(X) = ∅.
Next we elaborate on the connection with Orlicz spaces and Orlicz hearts (for a thorough discussion of Orlicz spaces and hearts we refer to [22] ). To this end, we let Φ(x) = exp(x) − 1, x ≥ 0, and define the spaces
The Orlicz space L Φ is a Banach space if equipped with the Luxemburg norm
, and thus itself a Banach Space. Note that L ρ = L Φ , and that · Φ = · log 2,ρ . In search for subgradients, as an alternative to the space L ρ , one could think of choosing the Orlicz heart M Φ , because ρ| M Φ is closed and real-valued, and thus continuous and everywhere subdifferentiable ([12] corollary 2.5 and proposition 5.2). However, in doing so, we would neglect a lot of points at which ρ is generalised subdifferentiable. In fact, we have that
The fact that this inclusion must be strict is easily verified by considering any X being distributed according to
On the one hand, −k|X| ∈ dom ρ for every k ∈ (1, λ), so X ∈ int dom ρ| L ρ by (3.10). On the other hand, for c ≥ λ we have E[Φ(c|X|)] = ∞, so X ∈ M Φ . The last strict inclusion in (6.2) is justified in remark 3.6.
As for equilibria, it is well-known (see e.g. [4] , [15] ) that
and that for every X ∈ L 1 an optimal allocation is given by γ β+γ X, β β+γ X , which is unique up to rebalancing the cash (which in this case means that all optimal allocations are of type γ β+γ X + c, β β+γ X − c , c ∈ R). Moreover, lemma 6.1 shows that δρ α contains at most one element. Consequently, in view of theorem 5.4, we infer that given any initial risks X 1 , X 2 ∈ L 1 and the aggregate endowment X := X 1 + X 2 such that there is Z ∈ δρ α (X) and (ZX 1 ), (ZX 2 ) ∈ L 1 , the unique equilibrium is
. Lemma 6.1. Let ρ β be the entropic risk measure with parameter β > 0. Then,
Proof. Let Y ∈ dom ρ β and define the probability measure P ≈ P by
Suppose there is a Z ∈ δρ β (Y ). Then, dQ dP = −Z defines a probability measure Q P, and we have that
in which both
and thus
Since the left hand side of (6.4) is Q-integrable, we obtain log
By (6.3) we conclude that E Q [log dQ d P ] = 0 which is equivalent to Q = P.
The Variety of the L ρ -spaces
The spaces L ρ of the preceding examples all corresponded to Orlicz spaces. This is no suprise since the presented risk measures are all closely connected to some Orlicz space generating function. However, as we should expect, this is not the case in general. In this example we will show that L ρ might almost be any law-invariant Banach space of random variables. To this end, let (L, · L ) be a Banach space satisfying the following conditions:
Consider the law-invariant closed coherent risk measure ρ on L 1 given by 
6.6 An Example of a Law-Invariant Closed Coherent Risk Measure which is Continuous from Below but does not satisfy (2.11)
where B(0, 1] is the Borel-σ-algebra over (0, 1] and λ denotes the Lebesgue-measure restricted to B(0, 1]. Let the probability measures Q n be given by
and let Z n := −dQ n /dP, n ∈ N. Moreover, let
and define a law-invariant closed coherent risk measure on L 1 by
where the last equality, and thus the law-invariance of ρ, follows from lawinvariance of Q and lemma D.2. Note that the following computations also imply that ρ is continuous from below (proposition 2.5). Consider the point
Since the function Y is increasing, it is immediate that sup
We notice that
so ρ does not satisfy (2.11).
A Standard Probability Space
Two proability spaces (Ω, F, P) and (Ω , B, Q) are isomorphic mod 0 if there exists null-sets A ∈ F and B ∈ B and a bijection f : Ω\A → Ω \B such that both f and f −1 are measurable and measure-preserving (i.e. P(C ∩ A c ) = Q(f (C ∩ A c )) for all C ∈ F) on the restricted probability spaces. The map f is called isomorphism mod 0. An atom-less probability space (Ω, F, P) is standard if it is isomorphic mod 0 to the probability space ([0, 1], B([0, 1]), λ) where B([0, 1]) denotes the Borel-σ-algebra over [0, 1] and λ is the Lebesguemeasure restricted to B([0, 1]) (see [24] section 2). A mapping τ : Ω → Ω is a measure preserving transformation if it is an isomorphism mod 0. Given an atom-less standard probability space (Ω, F, P) and two sets A, B ∈ F such that P(A) = P(B), there exists a measure preserving transformation τ : Ω → Ω such that τ (A) = B P-a.s. and τ (B) = A P-a.s. and τ = Id Ω on A c ∩ B c P-a.s. This is a direct consequence of the definition of standardness and the fact that for every subset A ∈ F such that P(A) > 0, the restricted probability space with conditional measure is again standard (see [24] section 2, in particular 2.3 and 2.4). For instance, if Ω is a complete separable metric space, F the corresponding σ-algebra of Borel-sets, and P a probability measure on (Ω, F), then (Ω, F, P) is standard (see e.g. [25] theorem 9, p. 327).
B The Convolution
Let F 1 , . . . , F n : V → (−∞, ∞] be proper convex functions on some locally convex space V . The convolution of F 1 , . . . , F n is the function n i=1 F i (X) := F 1 . . . F n (X) := inf
The following properties are well-known (see e.g. [23] ).
Lemma B.1.
C Law-invariant Convex Functions
Throughout the paper we draw heavily on the following properties, which are proved in [10] and [27] . Let p ∈ [1, ∞] and q := provided that the integrals are well-defined. Moreover, if Z = f (X) for a measurable function f : R → R and the upper(lower) bound is finite, then the upper(lower) bound is attained if and only if f can be chosen as an increasing(decreasing) function on either {F X > 0} if Z is bounded from above, or on {0 < F X < 1} else.
The following lemma is an extension of lemma 4.55 in [17] . For the sake of completeness we provide a self-contained proof. Furthermore, we observe that Z n converges to Z P-a.s. and in L 1 . So in particular, the respective quantile functions converge almost everywhere. Therefore, the sequence (q X q Zn ) n∈N converges almost everywhere to the integrable function q X q Z , and we have |q X q Zn | ≤ |q X q Z |. Consequently, the dominated convergence theorem in combination with step 1 yields 
