Polyhedral combinatorics by Schrijver, A. (Lex)
T 
.L 
;~, - •"-·' 
Centrum 
voor 
Wiskunde 
en 
lnformatica 
Centre for Mathematics and Computer Science 
A Schrijver 
Polyhedral combinatorics 
Department of Operations Research and System Theory Report OS-R8701 January 
-·------ -- ---·----·--.. -·----·-----------·------·------·-··-·----·-··- ·-·----------· - ---------
1987 
~--------·--------------- ---···-·----------------·-· ··-------· ------·· --- ---------- .. --
Centrum voor Wiskunde en lnformatica 
Centre for Mathematics and Computer Science 
A. Schrijver 
Polyhedral combinatorics 
Department of Operations Research and System Theory Report OS-R8701 January 
---... ------------------
---------------
The Centre for Mathematics and Computer Science is a research institute of the Stichting 
Mathematisch Centrum, which was founded on February 11, 1946, as a nonprofit institution aim-
ing at the promotion of mathematics, computer science. and their applications. It is sponsored by 
the Dutch Government through the Netherlands Organization for the Advancement of Pure 
Research (Z.W.0.). 
Copyright ,~ Stichting Mathematisch Centrum, Amsterdam 
Polyhedral Combinatorics 
A. Schrijver 
Department of Econometrics, Catholic University Brabant, Ti/burg, The Netherlands 
and 
Centre for Mathematics and Computer Science 
P.O. Box 4079, 1009 AB Amsterdam, The Netherlands 
This paper gives a survey of the field of 'polyhedral combinatorics', and is destined to become a chapter of 
the Handbook of Combinatorics. 
1980 Mathematics Subject Classification: OSCXX (05C35, 90C10). 
Key Words & Phrases: polyhedra, linear programming, total unimodularity, total dual integrality, matching 
polytope, blocking polyhedra, anti-blocking polyhedra, cutting planes, integer hull. 
Table of Contents 
1. Introduction 
2. Background information on polyhedra 
3. Background information on linear programming 
4. Total unimodularity 
5. Total dual integrality 
6. The matching polytope and generalizations 
7. Blocking polyhedra 
8. Anti-blocking polyhedra 
9. Cutting planes 
10. Hard problems and the complexity of the integer hull 
References 
Report OS-R8701 
Centre for Mathematics and Computer Science 
P.O. Box 4079, 1009 A8 Amsterdam, The Netherlands 
-1.1-
1. INTRODUCTION 
Polyhedral combinatorics studies combinatorial problems with the help 
of polyhedra and linear programming. Basic is the ·following observation. 
Let¥ be a collection of subsets of the finite set S, let c:S~JR, and 
suppose we are interested in 
( 1. 1) max I~u c ( s) l u Er}. 
(E.g., Sis the set of edges of a graph, and ,r is the collection of matchings, 
in which case ( 1. 1) is the maximum 'weight' of a matching.) Usually,~ is 
too large to evaluate each set U in~ in order to determine the maximum (1.1). 
(E.g., the collection of matchings is exponentially large in the size of the 
graph.) Now (1.1) is equal to 
h u d h · ·a · s · u < ) 1 f w ere ~ enotes t e inci ence vector of U in JR. , i.e., ~ s = i s £ u, and 
=0 otherwise. (Here we identify functions c:S-7JR with vectors in the linear 
space JRS, and accordingly we shall sometimes denote c(s) by c .) Since (1.2) 
s 
means maximizing a linear function over a finite set of vectors, we could 
equally well maximize over the convex hull of these vectors: 
( 1. 3) 
Since this convex hull is a polytope, there exists a matrix A and a column 
vector b so that 
( 1. 4) 
Hence (1.3) is equal to: 
( 1. 5) 
Thus we have formulated the original combinatorial problem as a linear 
programming problem, and we can appeal to linear programming methods to study 
the combinatorial problem. 
In order to determine the maximum (1.1) algorithmically, we could use 
LP-algorithms like the simplex method or the primal-dual method. Sometimes, 
--
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with the ellipsoid method the polynomial-time solvability of (1.1) can be 
shown. Moreover, by the Duality theorem of linear programming, (1.5), and 
hence (1.1), is equal to 
( 1. 6) 
which gives us a min-max equation for the combinatorial maximum. Often this 
provides us with a 'good characterization' (i.e., (1.1) belongs to NP ~co-NP), 
and it enables us to a 'sensitivity analysis' of the combinatorial problem. 
However, in order to apply LP-techniques, we should be able to find 
matrix A and vector b satisfying (1.4). This is one of the main theoretical 
problems in polyhedral combinatorics. Although the system Ax~b clearly always 
exists, there is the problem that in many cases it is enormously big and often 
too difficult to describe explicitly. The application of LP-methods will be 
helpful only in case the system Ax~b is 'decent' enough. 
Historically, applying LP-techniques to combinatorial problems came 
along with the introduction of linear programming in the 1940s and 1950s. 
Dantzig, Ford, Fulkerson, Hoffman, Johnson and Kruskal studied problems like 
the transportation, flow and assignment problems, which can be reduced to 
linear programming (by the total unimodularity of the constraint matrix) and 
the traveling salesman problem, using a rudimentary version of a cutting 
plane technique (extended by Gomory to general integer linear programming) • 
The field of polyhedral combinatorics was extended and deepened considerably 
by the work of Edmonds in the 1960s and 1970s. He characterized basic poly-
topes like the matching polytope, the arborescence polytope and the matroid 
intersection polytope, he introduced (with Giles) the important concept of 
total dual integrality, and he advocated the link between polyhedra, min-max 
relations, good characterizations and polynomial-time solvability. 
Fulkerson designed the clarifying framework of blocking and anti-blocking 
polyhedra, enabling to deduce one polyhedral characterization or min-max 
relation from another. Other fundamental results were obtained by Lovasz 
and Seymour. 
In this chapter we describe the basic techniques in polyhedral combina-
torics, and we derive as illustrations polyhedral characterizations for some 
concrete combinatorial problems. First, in Sections 2 and 3 we give some 
background information on polyhedra and linear programming methods. 
For background and related literature we refer to Bachem and Grotschel 
(i982], Grotschel and Padberg [i9ss], Grtinbaum [1967], Lovasz [1977 ,197~, 
Pulleyblank [1983], Schrijver[l983c,1986], Steer and Witzgall [1970"']. 
--------- ------------~ 
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2. BACKGROUND INFORMATION ON POLYHEDRA. 
A set P f;.:IR.n is called a polyhedron if there exists a matrix A and a column 
vector b such that 
( 2. 1) P = {x I Ax~b~. 
If ( 2. 1) holds, we say that Ax s; b determines P. A set P ~JRn is called a 
polytope if there exist x 1 , ... ,xt in JRn such that P = conv{x1 , ... ,x~~. The 
following theorem is intuitively clear, but is not trivial to prove, and is 
usually atrributed to Minkowski [1896], Steinitz [1916] and Weyl [1935]: 
(2.2) Finite basis theorem for polytopes. A set P is a polytope if and only if 
P is a bounded polyhedron. 
Motzkin [1.93~ extended this to: 
(2.3) Decomposition theorem for polyhedra. P~1Rn is a polyhedron if and only if 
h · n h t ere exist x 1 , .•• ,xt,y 1 , ..• ,ysEJR sue that 
Now let P = { x I Ax $ b ~ be a nonempty polyhedron, where A has order m )!. n. 
If c e:IR.n with c;;ifO and ~=max{cTx ( x € P}, then the set {x I cTx=b} is called a 
supporting hyperplane of P. A subset F of P is called a face of P if F=P or 
if F=PnH for some supporting hyperplane H of P. Clearly, a face of P is a 
polyhedron again. It can be shown that for any face F of P there exists a 
subsystem A' x ~b' of Ax~ b such that F={xEP / A' x=b '}. Hence P ha:s only 
finitely many faces. They are ordered by inclusion. Minimal faces are the 
faces minimal with respect to inclusion. Hoffman and Kruskal [1956] showed: 
(2.4) Theorem. A set Fis a minimal face of P if and only if ~tF~P and 
F {x IA'x=b'} 
for some subsystem A'x ~b' of Ax~b. 
All minimal faces have the same dimension, viz. n-rank(A). If this is 0, 
minimal faces correspond to vertices: a vertex of P is an element of P which 
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is not a convex combination of two other elements of P. Only if rank(A)=n, 
P has vertices, and then the vertices are exactly the minimal faces. Hence: 
(2.5) Theorem. Vector z in P is a vertex of P if and only A'z=b' for some 
subsystem A' x ~b' of Ax ~b with A' nonsingular of order n. 
The matrix A' (or subsystem A'x~b') sometimes is called a basis for z. 
Generally, such a basis is not unique,. P is called pointed if it has vertices. 
A polytope always is pointed, and is the convex hull of its vertices. 
Two vertices x and y of P are adjacent if conv~,y~ is a face of P. It 
can be shown that if P is a polytope, then two vertices x and y are adjacent 
if and only if the vector ~(x+y) is not a convex combination of other vertices 
of P. Moreover, one can show: 
(2.6) Theorem. Vertices z' and z" of the polyhedron P are adjacent if and 
only if z' and z" have bases A'x~b' and A"x~b", respectively, so that 
they have exactly n-1 constraints in common. 
The polyhedron P gives rise to a graph, whose nodes are the vertices of P, 
two of them being adjacent in the graph if and only if they are adjacent on 
P. The diameter of P is the diameter of this graph. There is the following 
conjecture of W.M. Hirsch (cf. Dantzig J}.963]): 
(2. 7) Hirsch' conjecture. A polytope in JR.n determined by m inequalities 
has diameter at most m-n. 
This conjecture is related to the number of iterations in the simplex method 
(see Section 3). See also Klee and Walkup [i.967] and Larman [i97o]. 
A facet of P is an inclusion-wise maximal face F of P with F~P. A face 
F of Pisa facet if and only if dim(F)=dim{P)-1. An inequality cTx~cS is 
called a facet-inducing inequality if p ~ {~ l CTX ~6} and p Afx I cTx= o) 
is a facet of P. 
Suppose Ax~b is an irredundant (or minimal) system determining P; that 
is, no inequality in Ax ~b is implied by the other. Let A+ x ~b + be those in-
equalities a'"x~~ from Ax<b for which 1z<~ for at least one z in P. Then 
each inequality in A+x~b+ is a facet-inducing inequality. Moreover, this 
defines a one-to-one relation between facets and inequalities in A+ x ~b +. 
If P is full-dimensional, then the irredundant system Ax~b is unique up to 
multiplication of inequalities by positive scalars. There is the following 
characterization: 
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(2.8) Theorem. If P={x jAx~b} is full-dimensional, then Ax~b is irredundant, 
if and only if for each pair a~x ~b. 
l. l 
there is a vector x' in P satisfying 
T 
and a.x~b. 
T J J 
a.x'=b. and 
l. l. 
of constraints 
T II b a.x < .. 
J . J 
from Ax~b 
The polyhedron P is called rational if we can take A and bin (2.1) 
rational-valued (and hence we can take them integer-valued). P is rational 
if and only if the vectors x 1 , ... ,xt,y1 , ... ,ys in (2.3) can be taken to be 
rational. P is called integral if we can take x 1 , ... ,xt,y1 , ..• ,ys in (2.3) 
integer-valued. Hence P is integral if and only if P is the convex hull of 
the integer vectors in P; equivalently, 'if and only if every minimal face 
of P contains integer vectors. 
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3. BACKGROUND INFORMATION ON LINEAR PROGRAMMING 
Linear programming, abbreviated by LP, studies the problem of maximizing 
or minimizing a linear function cTx over a polyhedron P. Examples 
of such a problem are: 
( 3. 1) ( i) max{cTx I Ax ~b3, 
(ii) max{cTx ! X ~QI Ax-::; b1, 
(iii) max{cTx x ~o, Ax=b1, 
(iv) . t T min c x I x ';;? 0 I Ax ~b 1. 
It can be shown, for each of (i)-(iv), that if the set involved is a polyhedron 
with vertices (which is always the case for (ii)-(iv)), and if the optimum 
value is finite, then it is attained by a vertex of the polyhedron. 
Each of the optima (3.1) is equal to the optimum value in some other 
LP-problem, called the dual problem: 
(3.2) Duality theorem of linear programming. Let A be an mim-matrix and let 
b f. JRm and c €JRn. Then 
( 3. 3) {. T ( i) max c x j Ax ~ b} 
(ii) max{cTx J x::; 0, Ax s; b1 
(iii) max{cTx / x ~ 0, Ax= b1 
(iv) min{cTx / x~O, Ax~b1 
provided that these sets are nonempty. 
It is not difficult to derive this from: 
(3.4) Farkas' lemma. Let A be an mxn-matrix and let bEJRm. Then Ax=b has a 
T m T 
solution x :;:::- O if and only if y b~ 0 holds for each vector yEJR with y A;: 0. 
The principle of complementary slackness says: let x and y satisfy 
T T Ax ~b, y ~ 0, y A=c ; then x and y are optimum solutions in ( 3. 3) (i) if and 
only if for each i=1, ... ,m: y.=0 or a~x=b. (where a~x=b. denotes the i-th ]_ ]_ l ]_ ]_ 
line in the system Ax=b). Similar statements hold for (3.3) (ii)-(iv). 
We now describe briefly three of the methods for solving LP-problems. 
The first two methods, the famous simplex method and the primal-dual method, 
can be considered also, when applied to combinatorial problems, as a guideline 
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to derive a 'combinatorial' algorithm from a polyhedral characterization. 
The third method, the ellipsoid method, is more of theoretical value: it 
is a tool to derive sometimes the polynomial-time solvability of a combina-
torial problem. 
The simplex method. The simplex method, due to Dantzig(}951a], is the method 
m~n m n 
used most often for linear programming. Let A eJR , be JR. , c eJR • Suppose 
we wish to solve max{c T x j Ax~ b}, where the polyhedron P : = { x I Ax"' b} is 
a polyhedron with vertices (i.e., rank(A)=n). 
The idea of the simplex method is to make a trip, going from vertex to 
better, adjacent vertex, until an optimal vertex is reached. By (2.5), 
vertices can be described by bases, while by (2.6) adjacency can be described 
by bases differing in exactly one constraint. Thus the process can be 
described by a series 
(3.5) 
-1 
of bases, where each xk := Ak bk is a vertex of P, where 1\+lx~bk+l differs 
T T 
by one constraint from 1\x ~bk, and where c ~+ 1 ~ c ~. 
The series can be found as follows. Suppose 1\x~bk has been found. 
If cTA~ 1 ~o, then~ is an optimal solution of max{cTx[ Ax~b}, since for 
each x 
T 
=c xk. 
satisfying Ax~ b one has 1\x ~k and hence T T -1 T -1 c x=(c Ak )Akx ~(c Ak )bk 
T -1 T -1 -1 
If c Ak :fO, choose an index i so that (c Ak li<O, and let z:=-Ak ei 
(where e. denotes the i-th unit basis vector in JR.n) . Note that for A~ 0, 
1 
xk+Az traverses an edge or ray of P (=face of dimension 1), or it is outside 
\ T T -1 1 
of P for all /\>O. Moreover, c z=-c Ak ei>o. Now if Az~O, then xk+AZE P 
for all A~O, whence maxfcTx \Ax~b~=()o. If Az{;.0, let ,A0 be the largest 
A such that xk+Az belongs to P, i.e., 
( 3. 6) 
T 
A0 ·= min{bj-:j~ 
a.z 
J 
I j=l, ... ,m; a~z)o}. 
Choose an index j attaining this minimum. Replacing the i-th inequality in 
T 
1\x ~bk by inequality ajx ~-bj then gives us the next system Ak+l x ~bk+l. 
T T 
then c xk+l >c ~-Note that ~+l=~+~0z, implying ~hat if ~k+lixk 
Clearly, the above process stops if c ~+l) c ~ for each k (since P has 
only finitely many vertices). This is the case if each vertex has exactly one 
basis - the nondegenerate case. However, in general it can happen that 
xk+l=xk for certain k. Several 'pivot selection rules', prescribing the 
choice of i and j above, have been found which could be proved to yield 
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termination of the simplex method. No one of these rules could be proved 
to give a polynomial-time method - in fact, most of them could be shown to 
require an exponential number of iterations in the worst case. 
The number of iterations in the simplex method is related to the diameter 
of the underlying polyhedron P. Suppose P is a polytope. If there is a 
pivot selection rule such that for each ct;Rn the problem max{cTxj Ax~b1 
can be solved within t iterations of the simplex method (starting with an 
arbitrary first basis A0x~b0 corresponding to a vertex), then clearly P 
has diameter at most t. However, as Padberg and Rao [197~ showed, the 
'traveling salesman polytopes' (see Section 10) form a class of polytopes 
of diameter at most 2, while maximizing a linear function over these 
polytopes is NP-complete. 
A main problem seems that we do not have a better criterion for 
adjacency than (2.6). Note that a vertex of P can be adjacent to an exponent-
ial number of vertices (in the sizes of A and b), whereas for any basis A' 
there are at most n(m-n) bases differing from A' in exactly one row. In the 
degenerate case, there can be several bases corresponding to one and the 
same vertex. Just this phenomenon shows up frequently in polytopes occurring 
in combinatorial optimization, and one of the main objectives is to find 
pivoting rules preventing from going through many bases corresponding to 
the same vertex (cf. Cunningham [i.979]). 
Primal-dual method. As a generalization of similar methods for network flow 
and transportation problems, Dantzig, Ford and Fulkerson [l.gs6J designed the 
'primal-dual method' for LP. The general idea is as follows. Starting with 
a dual feasible solution y, the method searches for a primal feasible solution 
x satisfying the complementary slackness condition with respect to y. If 
such a primal feasible solution is found, x and y form a pair of optimal 
(primal and dual) solutions. If no such primal solution is found, the method 
prescribes a modification of y, after which we start anew. 
The problem now is how to find a primal feasible solution x satisfying 
the complementary slackness condition, and how to modify the dual solution y 
if no such primal solution is found. For general LP-problems this problem 
can be seen to amount to another LP-problem, generally simpler than the 
original LP-problem. To solve the simpler problem we could use any LP-method, 
e.g. the simplex method. In many combinatorial applications, however, this 
simpler LP-problem is a simpler combinatorial optimization problem, for 
which direct methods are available. Thus, if we can describe a combinatorial 
optimization problem as a linear program, the primal-dual method gives us a 
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scheme for reducing one combinatorial problem to an easier combinatorial 
problem. 
We describe the primal-dual method more precisely. Suppose we wish 
to solve the LP-problem 
(3.7) 
m n 
where A is an m)<.n-matrix, with columns a 1 , ... ,an' bC::lR and cflR. The 
dual problem is: 
( 3. 8) 
The primal-dual method consists of repeating the following primal-dual 
iteration. Suppose we have Q feasible solution y 0 for (3.8). Let A' be 
T 
the 
submatrix of A consisting of those columns a. of A for which y 0aj=cj. To J 
find a feasible primal solution for which the complementary slackness 
condition holds, solve the restricted linear program: 
(3. 9) min{>. Ix' j~o; A' x' +bA=bS r T I T T } maxi.. y b y A' ~ 0 ; y b ~ 1 . 
If the optimum value is 0, let xo,A be an optimum solution for the minimum. 
So x0 ·~ 0, A' x0 =b and A =0. Hence by adding zero-components, we obtain a 
vector x 0 ·~ 0 such that Ax0 =b and (x0 ) j =0 if y~aj < cj. By complementary 
slackness, it follows that x 0 and y 0 are optimum solutions for (3.7) and 
(3.8). If the optimum value in (3.9) is positive, it is 1. Let u be an 
optimum solution for the maximum. Let 8be the largest real number satisfying 
(3.10) 
(Note that 6>o.) Reset y 0 :=y0+8u, and start the iteration anew. 
This describes the primal-dual method; it reduces problem (3.7) to 
(3.9), which is often an easier problem. It actually consists only of 
testing feasibility of: x' ~O, A'x'=b. In several combinatorial applications 
this turned out to be a successful approach, in which case one can use other 
methods to solve (3.9) than the simplex method - see Papadimitriou and 
Steigli tz [1982] . 
The primal-dual method can equally be considered as a gradient method. 
Suppose we wish to solve (3.8), and we have a feasible solution y 0 . This y 0 
is not optimal if and only if we can find a vector u such that uTb>O and 
u is a feasible direction in y 0 (i.e., (y0 +6u)TA~c!for some 6>0). If we 
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let A' consist of those columns of A in which y~A~cT has equality, then 
u is a feasible direction if and only if uTA':s;O. Sou can be found by 
solving the right-hand side in (3.9). 
(3.11) Application: maximum flow. Let D=(V,A) be a directed graph, let 
r, s G V, and let a 'capacity' function c: A~ IJ2 be given. The maximum flow 
+ 
problem is to find the maximum amount of flow from r to s, subject to c: 
(3.12) max 
subject to: ~ x (a) - 6 x (a) = 0 
ad/ (v) alf &- (v) 
(veV,v#r,s), 
O~x(a)~c(a) (a EA). 
If we have a feasible solution x0 , we have to find a feasible direction in 
x0 , that is, a function u:A__,.R satisfying 
(3.13) 2} u-(a) -
a~~/ (r) 
'Z u(a)-
a~ ~+ (v) 
u (a)~ 0 
u (a) ~o 
u(a)>O, 
ad- (r) 
u (a) = 0 
a~S - (v) 
(vt. V, v#r,s), 
(a€.. A, XO (a) =0) , 
(aG.A, x0 (a)=c(a)). 
One easily checks that this problem is equivalent to the problem of finding 
an undirected path from r to s in D=(V,A) so that for any ar~~in the path: 
(3 .14) if x (a)=O, then arc a is traversed forwardly, 
0 
if x0 (a) =c (a) , then arc a is traverses backwardly, 
if 0 <xo (a) <c (a), then arc a is traversed forwardly or backwardly. 
If we have found such a path, we find u as in (3.13) (by taking u(a)=+l, 
resp.-1, if a occurs in the path forwardly, resp. backwardly, and u(a)=O 
if a does not occur in the path). Taking the highest e for which x0+$u is 
feasible in (3.12) gives us the next feasible solution. The path is called 
a flow-augmenting path, since the new solution has a higher objective value 
than the old. Iterating this process gives finally an optimum flow. This is 
exactly Ford and Fulkerson's algorithm [i9s7] for finding a maximum flow, 
which is therefore an example of a primal-dual method. (Dinits [1970] and 
Edmonds and Karp [i 97i) showed that a version of this algorithm is a 
polynomial-time method.) 
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The ellipsoid method. The ellipsoid method, developed by Shor [i.970a,b, 
197 7) and Yudin and Nemirovskii [i 976a, b] for nonlinear programming, was 
shown by Khachiyan [i 979] to solve linear programming in polynomial time. 
Very roughly speaking, it works as follows. 
Suppose we wish to solve the LP-problem 
(3.15) 
m~n m n 
where A € m I b €. @ and c ~@ • Let us assume that the polyhedron p: = 
{x /Ax ~b} is bounded. Then it is not difficult to calculate a number R 
such that P ~{ x ~ JR.n j llxk .s; R }. We construct a sequence of ellipsoids E0 , E1 , 
E2 , ..• , each containing the optimum solutions of (3.15). First, E0 := 
{xE:rn.nJ l!x/I s: RJ. Suppose ellipsoid Et has been found. Let z be its center. 
If Az~b does not hold, let a~x~bk be an inequality in Ax~b violated 
by z. Next let E 1 be the ellipsoid of smallest volume satisfying Et+l ..;:> T T t+ 
Et A { x I akx ~akz ~. If Az-:: b does hold, let Et+l be the ellipsoid of smallest 
volume satisfying Et+l:;:? Et A {x \ cTx ~ cTz}. 
One can prove that these ellipsoids of smallest volume are unique, and 
that the parameters determining Et+l can be expressed straightforwardly in 
-1/3n 
those determining Et and in ak resp. c. Moreover, vol(Et+l)-< e ·vol(Et). 
Hence the volumes of the successive ellipsoids decrease exponentially fast. 
Since the optimum solutions of (3.15) belong to each Et, we may hope that 
the centers of the ellipsoids converge to an optimum solution of (3.15). 
If we would make this description more precise, a main problem to be 
solved is that ellipsoids with very small volume yet can have a large 
diameter (so that the centers of the ellipsoids can keep far from any 
optimum solution of (3.15)). Another, technical, problem is that the unique 
smallest ellipsoid usually is determined by irrational parameters, so that 
if we work in rational aritlunetic we must allow approximations of the 
successive ellipsoids. These problems indeed can be overcome, and a poly-
nomially bounded running time can be proved. 
It was observed by Grotschel, Lovasz and Schrijver [1. 98i], Karp and 
Papadimi triou [i 982] and Padberg and Rao [i 980] , that in applying the 
ellipsoid method, it is not necessary that the system Ax~b is explicitly 
given to us. It suffices to have a •subroutine' to decide whether or not a 
given vector z belongs to the feasible region of (3.15), and to find a 
separating hyperplane in case z is not feasible. This especially is useful 
for linear programs coming from combinatorial optimization problems, where 
the number of inequalities can be exponentiaily large (in the size of the 
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underlying data-structure), which yet can be tested in polynomial time. 
This leads to the following result (Grotschel, Lovasz and Schrijver 
[i 981]) • Suppose we are given, for each graph G= (V ,E), a collection ¥G of 
subsets of E. For example: 
(3 .16) (i) ¥G is the collection of matchings in G; 
(ii) f"G is the collection of spanning trees in G; 
(iii) t• G is the collection of Hamiltonian circuits in G. 
With any class (~G j G graph), we can associate the following problem: 
(3.17) Optimization problem: Given a graph G=(V,E) and c<:Q?E, find FE¥G 
maximizing L1 c . 
ee-F e 
so if (.t'G jG graph) is as in (i), (ii), and (iii) above, (3.17) amounts 
to the problems of finding a maximum weighted matching, a maximum weighted 
spanning tree, and a maximum weighted Hamiltonian circuit (the traveling 
salesman problem), respectively. 
The optimization problem is called solvable in polynomial time, or 
polynomially solvable, if it is solvable by an algorithm whose running time 
is bounded by a polynomial in the input size of (3.17), which is jv\+IEI+ 
size(c). Here size(c) := 6 size(c ), where the size of a rational number 
ecE e 
p/q is log2 ( \pl+l)+log2 (!qi). So size(c) is about the space needed to 
specify c in binary notation. 
Define also the following problem for any fixed class (~I G graph): 
E (3.18) Separation problem. Given a graph G=(V,E) and XG'J?, determine 
whether or not x belongs to conv [ XF j Ft ~G}, and if not, find a separating 
hyperplane. 
(3.19) Theorem. For any fixed class (-¥G\ G graph), the optimization problem 
(3.17) is polynomially solvable, if and only if the separation problem 
(3.18) is polynomially solvable. 
The theorem implies that with respect to the question of polynomial-time 
solvability, the polyhedral combinatorics approach described in Section 1 
(i.e., studying the convex hull) is, implicitly or explicitly, unavoidable: 
a combinatorial optimization problem is polynomially solvable if and only 
if the corresponding convex hulls can be described decently, in the sense 
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4. TOTAL UNIMODULARITY 
A matrix is called totally unimodular if each subdeterminant belongs to 
{o,+1,-l~. In particular, each entry of a totally unimodular matrix belongs 
to {o,+1,-1}. The importance of total unimodularity for polyhedral combinatorics 
comes from the following theorem (Hoffman and Kruskal [195~): 
m (4.1) Theorem. Let A be a totally unimodular m X n-matrix and let b € 7Z • 
Then the polyhedron P: =[ x { Ax~ b} is integral . 
Proof. Let F={x I A'x=b'J be a minimal face of P, where A 1 x~b' is a subsystem 
o= 1Ax~b. Without loss of generality, A'= [A1 A2], with A1 nonsingular. Then 
A1 is an integral matrix (as detA1=:1), and hence the vector 
( 4. 2) x ,=(A~>) 
is an integral vector in F. D 
In fact, Hoffman and Kruskal. showed that an integral m X. n.:.matrix A is 
m totally unimodular if and only if for each be?Z each vertex of the polyhedron 
[xEJRn / x~ O; Ax~b} is integral. 
There are several other characterizations of total unimodularity. By far 
the deepest - in terms of decomposition - is due to Seymour g9soj (see 
Chapter ) . 
We mention a strenthening of (4.1) due to Baum and Trotter [}977]. A. 
polyhedron P in lRn is said to have the integer decomposition property if 
for each k€:JN and for each integral vector z in kP (={kxl xeP}), there exist 
integral vectors x 1 , ..• ,~ in P so that z=x1+ ... +~. It is not difficult to 
see that each polyhedron with the integer decomposition property is integral. 
(4. 3) Theorem. Let A be a totally unimodular mt- n-matrix and let b € ?ln: -
Then the polyhedron P: = {x / Ax~ b 1 has the integer decomposition property. 
n Proof. Let k e :JN and z f. kP f\:ZZ • By induction on k we show that z=x1 + ... +~ 
for integral vectors x 1 , ... ,~in P. By (4.1), there exists an integral 
vector, say ~· in the polyhedron {x I Ax~ b; -Ax~ (k-1)b-Az} (since (i) 
the constraint matrix [_:J is totally unimodular, (ii) the RHS-vector 
Cck-l)~-Az) is integral, and (iii) the polyhedron is nonempty, as it 
contains k- 1z). Then z-~ €. (k-l)P, whence by induction z-~=x1+ ... +~_1 
for integral vectors x 1 , .•. ,~_ 1 in P. 0 
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We mention one other characterization of total unimodularity, due to 
Ghouila-Houri [1.962] : 
(4.4) Ghouila-Houri's theorem. A matrix A is tota)ly unimodular if and only if 
each subset R of the rows of A can be partitioned into two classes R' and R", 
so that the sum of the rows in R' minus the sum of the rows in R" is a {o,±11-
vector. 
Application: Bipartite graphs. 
It is not difficult to see that the VXE-incidence matrix A of a bipartite 
graph G=(V,E) is totally unimodular: any square submatrix B of A either has 
a column with at most one 1 (in which case detBc[o,:1} by induction), or has 
two l's in each column (in which case detB=O by the bipartiteness of G). In 
fact, the incidence matrix of a graph G is totally unimodular if and only if 
G is bipartite. 
The total unimodularity of the incidence matrix of a bipartite graph 
has several consequences, some of which we will describe now. 
(4.5) The matching polytope of a graph G=(V,E) is the polytope conv[XM / 
M matching'l in JRE. Theorem (4.1) directly implies that the matching polytope of a 
bipartite graph G is equal to the set of all vector x in JR.E satisfying: 
( 4. 6) (i) x ~ 0 
e 
(ii) ~ x < 1 LJ e -
e~v 
(e EE) , 
(v EV) 
(since the polyhedron determined by (4.6) is integral). 
Clearly, the matching polytope of G=(V,E) has dimension IE/. Each 
inequality in (4.6) is facet-determining, except if G has a vertex of degree 
M M' 
at most 1. It is not difficult to see that the incidence vectors ({ ,~ of 
two matchings M,M' are adjacent on the matching polytope iff MAM' is a 
path or circuit. Hence, the matching polytope of G has diameter Jl(G). (This 
paragraph holds also for nonbipartite graphs.) 
The above characterization of the matching polytope for bipartite graphs, 
implies that for any bipartite graph G=(V,E) and any 'weight' function 
c:E·~JR. : 
+ 
(4.7) ( T . maximum weight of a matching = max1c x \ x ~O; Ax~ 1_1, 
where A is the incidence matrix of A, 1 denotes an all-one column vector, and 
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where the weight of a set is the sum of the weights of its elements. In 
particular: 
( 4. 8) V (G) 
(4.9) The node cover polytope of a graph G=(V,E) is the polytope conv{X..N j 
N node cover} in JRv. Again, Theorem (4.1) implies that, if G is bipartite, 
the node cover polytope of G is equal to the set of all vectors y in JRV 
satisfying 
(4.10) (i) 0 ~y $ 1 
v 
(ii) y + y ~ 1 
v w 
(v £V), 
<{v,w3l E). 
It follows that for any weight function w:V~JR+ 
(4.11) minimum weight of a node cover= min{wTyl y'dO; yTA~.11, 
where A again is the VxE-incidence matrix of G. In particular: 
(4.12) ( G) 
Now, by linear programming duality, we know that (4.8) and (4.12) are equal, 
i.e., we have Konig's matching theorem: J)(G)= -r:·(G) for bipartite G. 
By Theorem (4.3), the matching polytope P of G has the integer decomposition 
property. This has the following consequence. Let k :=b.(G). Then (1, ... , 1) T 6 JRE 
belongs to kP, and hence is the sum of k integer vectors in P. Each of these 
vectors being the incidence vector of a matching, it follows that E can be 
partitioned into k matchings. So we have Konig's edge colouring theorem: the 
edge coloring number t(G) of a bipartite graph G is equal to its maximum 
degree. 
The above forms just some examples of the consequences of Theorems (4.1) 
and (4.3) to bipartite graphs. We briefly mention some more. 
(4.13) The perfect matching polytope of a graph G=(V,E) is the polytope 
conv {xM / M perfect matching~ in lRE. It is a face of the matching polytope of 
G. For bipartite graphs, by (4.6), the perfect matching polytope is determined 
by 
(4.14) (i) 
(ii) 
x ~ 1 
e 
21 x = 1 
e:1v e 
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(e ~ E) , 
(v € V) • 
This is equivalent to a theorem of Birkhoff (1946): each doubly stochastic 
matrix is a convex combination of permutation matrices. 
th h ' 'd M M' f t f t One easily checks at t e inc1 ence vectors J. ,X o wo per ec 
matchings M,M' are adjacent on the perfect matching polytope if and only 
if M ~M' is a circuit (cf. Balinski and Russakoff [i974]). So the perfect 
matching polytope has diameter at most ~JvJ. The dimension of the perfect 
matching polytope of a bipartite graph is equal to IE'l-lvl+l, where E' := 
UM '((\M), whe~e the union and intersection both range over all perfect 
matchings (see Lovasz and Plwmner [1986]). 
(4.15) The assignment polytope of order n is the perfect matching polytope 
f · 1 1 · · th 1 · nl!.n f 11 · ( ) n o K • Equiva ent y, it is e po ytope in JR o a matrices x.. . . 1 n,n iJ i,J= 
satisfying: 
(4.16) (i) x .. ~ 0 
i] 
(i,j=l, ... ,n), 
(ii} ~i: 1 x .. = 1 
LI i= iJ (j=1, ... ,n) I 
(iii) Zj= 1 xij = 1 (i=l, ... ,n). 
Balinski and Russakoff [1.974] studied assignment polytopes, proving inter 
alia that they have diameter 2 (if n~4). See also Balinski [i9ss], Bertsekas 
[i9a1J, Goldfarb Ugs.5], Hung [i9s3], Padberg and Rao [1974], Roohy-Laleh 
[iga1]. 
(4.16) The coclique polytope of a graph G=(V,E) is the polytope conv{KC{ 
C coclique t in "JR. v. By ( 4 .1) , for bipartite G, it is determined by: 
(4. 17) (i) O~yv~l 
(ii) y +y ~1 
v w 
(v <::' V) , 
C{v,wltE). 
So if A is the V11,E-incidence matrix of the bipartite graph G, and w:V.-,.JR+ 
is a 'weight' function, then: 
(4.18) maximum weight of a coclique = max{wTy j y~O; yTA~lTj. 
In particular: 
(4. 19) O((G) 
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(4. 20) The edge cover polytope of a graph G= (V ,E) is the polytope conv{ ftF I 
I E F edge cover7 in JR. • By ( 4. 1) , for bipartite G, it is determined by: 
(4.21) (i) O~x~l 
e 
(ii) L; x ~ 1 
e~v e 
(e'°E), 
(v E V) 
(assuming G has no isolated vertices). Hurkens [1986] characterized adjacency 
on the edge cover polytope, and showed that its diameter is jEj- ~(G). 
From (4.21) it follows that for any'weight'function w:E4JR: 
+ 
(4.22) 
. minimum weight of an edge cover = min{wTx j x;;;i. 0; Ax;? lJ-
In particular: 
(4.23) ~ (G) 
By linear programming duality, (4.19) and (4.23) are equal, and hence we 
have Konig's covering theorem: o<(G)= ~(G) for bipartite G. 
By (4.3), the edge cover polytope of a bipartite graph has the integer 
decomposition property, implying a result of Gupta [i 96 7 J : the maximum number 
of pairwise disjoint edge covers in a bipartite graph is equal to its minimum 
degree. 
(4.24) Let A be the incidence matrix of the bipartite graph G=(V,E), let 
w € 72:E, b € 2Z V, and consider the linear programs in the following duality 
equations: 
(4.25) (i.) 
(ii) 
max{wTx 
[ . T min w x 
/ x_;:.O; Ax~b} 
Ix~ O; Ax?b} 
min{yTb \ y'-?; O; 
maxfyTb I y~O; 
T } y A";:: WT , 
T T'I 
y A ~w J. 
By (4.1), these programs have integer optimum solutions. The special case 
b=1 is equivalent to the following min-max relations of Egervary: 
(4.26) (i) the maximum weight of a matching is equal to the minimum 
value of J.: V y , where y:V_,.2Z + such that yu +yv') we V e=fu,'1-;EE; 
V€ V 
(ii) the minimum weight of an edge cover is equal to the maximum 
value of6 y ,where y:V~2Z+ such that y +y <:W \le={u,v1eE. 
V€V V U V e 
m n (4.27) The transportation polytope for ae;JR-+ 1 b€JR-+ is the set of all vectors 
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(x .. {i=l, ... ,m;j=l, ... ,n) in JRm"'n satisfying: 
l.J 
(4.28) (i) X, .~ 0 ( i= 1 , ... , m; j = 1 , ... , n) , 
l.J 
(ii) 6~=1 X,. = a. (i=l; •••,ill) J l.J J.. 
(iii) z~=l x .. b. (j=l, .•. ,n). l. J J 
It is related to the Hitchcock-Koopmans transportation problem. Klee and 
Witzgall [19681 studied transportation polytopes, showing that x satisfying 
(4.28) is a vertex iff {[pi,qj~ j xij'>oJ contains no circuits (where p 1 , ••. , 
p ,q1 , .•. ,q are vertices). Moreover, the dimension is (m-1) (n-1) if a and m n 
bare positive (if the polytope is nonempty, i.e., if Z. a.=l'. b.). Bolker 
1 J.. J J 
[l.972] and Balinski [i 97{! showed the Hirsch conjecture for some classes of 
transportation polytopes. Bolker fJ-972] and Ahrens [i9s1J studied the number 
of vertices of transportation polytopes. 
(4.29) Related is the dual transportation polyhedron, which is, for fixed 
cflRm)'.n, defined as the set of all vectors (u;v) in lRmX.lRn satisfying: 
(4.30) u.+v. ~c .. J.. J l.J (i=l, ... ,m;j=l, ... ,n), 
u 1=0. 
It is not difficult to see that the dimension is m+n-1, and that (u;v) 
satisfying (4.30) is a vertex iff {{p. ,q.} I u.+v.=c .. 1 is a connected graph 
i J I i J J..J 
on vertex set {p 1 , ... ,pm,ql, ... ,qn1· Balinski [1984] showed that the diameter 
of (4.30) is at most (m-1) (n-1), thus proving the Hirsch conjecture for this 
class of polyhedra. Balinski and Russakoff (i984} made a further study of dual 
transportation polyhedra, characterizing vertices and higher dimensional faces 
by means of partitions. See also Balinski [i. 983] , Ikura and Nemhauser [i 983], 
Zhu [1963]. 
Application: Directed graphs. 
Total unimodularity implies also several results for flows and circulations 
in directed graphs. Let M be the VxA-incodence matrix of a digraph D=(V,A). Then 
M is totally unimodular. Again this can be shown by induction: Let B be a square 
submatrix of M. If B has a column with at most one nonzero, then detB6{0,±1} 
by induction. If each column of B contains a +1 and a -1, then detB=O. 
We mention the following consequences. 
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(4.31) Let D=(V,A) be a digraph, let r,se,V, and let cElRA be a 'capacity' 
+ 
function. Then the r-s-flow polytope is the set of all vectors x in JRA 
satisfying: 
( 4. 32) (i) 
(ii) 
0 <x ~c 
- a - a 
5; _ x = 
aEb (v) a 
x 
a 
(a'2 A), 
(v rev; vf.r ,s). 
AnY vector x satisfing (4.32) is called an r-s-flow (under c). By the total 
unimodularity of the incidence matrix of D, if c is integral, then the r-s-
flow polytope has integral vertices. Hence, if c is integral, the maximum 
value (:= a~~+(r) xa a~o-(r) xa) of an r-s-fow under c is attained by 
an integral vector (Dantzig [i951bJ). 
(4.33) Max-flow min-cut. By LP-duality, the maximum value of an r-s-flow under 
c is equal to the minimum value of Zl y c , where y ElRA is so that there 
V aEA a a + 
exists a vector z in JR. satisfying: 
(4.34) ( i) 
(ii) 
y -z +z ~o 
a v w 
z =1 z =O. r I S 
(a=(v,w) €.A), 
Again, by the total unimodularity of the incidence matrix of D, we may take 
the minimizing y,z to be integral. Let W:={vfV I zv~1}. Then for a=(v,w) C. 
b -t (W) we have y >- z -z ·~ 1, and hence 
a' v w 
(4.35) c . 
a 
So the maximum flow value is not less than the capacity of cut ~+(W). Since 
it can be larger neither, we have Ford and Fulkerson's max-flow min-cut 
theorem. 
(4.36) Given digraph D=(V,A) and r,s EV, the shortest route polytope is the 
p 
convex hull of all incidence vectors X of subsets P of A being a disjoint 
union of an r-s-path and some directed circuits. By the total unimodularity 
of the incidence matrix of D, this polytope is equal to the set of all vectors 
A 
x £lR satisfying 
(4.37) (i) 0 ~x <'1 (a 6 A) , 
a L; (ii) ~+ x x (v"V; vfr,s), a€~ (v) a at:d-(v) a 
(iii) ~ x 21 x 1. 
afS+(r) a at~ - (r) a 
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So it is the intersection of an r-s-flow polytope with the hyperplane 
determined by (iii). Saigal [i969J showed that the Hirsch conjecture holds 
for the class of shortest path polytopes. 
(4.38) For digraph D=(V,A) and ~,uc.JRA, the circulation polytope is the set 
of all circulations between e and u, i.e., vectors x E)RA satisfying: 
(4. 39) (il R ~ x < u 
a a a 
(aE A), 
(ii) Mx=O, 
where M is the incidence matrix of D. By the total unimodularity of M, if 
f and u are integral, then the circulation polytope is integral. So if 
e and u are integral, and there exists a circulation, there exists an 
integral circulation. Similarly, a minimum cost circulation is integral. 
By Farkas' lemma, the circulation polytope is nonempty iff there are 
A V 
no vectors z,wt:JR, yt:JR satisfying: 
(4.40) (i) 
(ii) 
(iii) 
z,w~O, 
T 
z-w+M y=O, 
T 17T 
uz-<-w<O. 
Suppose now e::;-u, and (4.40) has a solution. Then there is also a solution 
satisfying Q_$'y~l_, and hence, by the total unimodularity of M, there is a 
solution z,w,y with y a {0,1}-vector. 
arc a. Then, for W:= {vE VI yv=l}: 
(4.41) u 
a 
~ 
aE~+(W) 
£ 
a 
We may assume that z w =0 for each 
a a 
T nT 
uz-t.-w<O. 
Thus we have Hoffman's circulation theorem [1960]: there exists a circulation 
2_ 
aGii (W) ua x satisfying e ~ x :!f u, iff .e~u and 
< ~+ l. 
a cv (W) a 
there is no subset W of V with 
(4.42) More generally, for (u£lRA and b',b" 1.f.JRv, the polyhedron 
(4.43) {xEJRI\\ e$"x~ u; b' ~ Mx~b"~ 
is integral, if .f.,u,b' ,b" are integral. Moreover, the total unimodularity 
of M yields a characterization of the nonemptiness of (4.43), extending 
Hoffman's circulation theorem. 
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It is not difficult to see that (4.43) is an affine transformation 
A A V V 
of the polytope of vectors (x' ;x" ;y' ;y") in :R x:R )'.:R x.lR satisfying: 
(4.44) x' ~ 0, 
a 
y' ~o, 
v 
6+ 
a c:S (v) 
x' + x" 
a a 
y' + y" 
v v 
x" >- 0 
a"' 
y" > 0 v/ 
z x' + 
a 
a E6- (v) 
u - e 
a a 
b" - b' 
v v 
x" + y 
a v 
(a GA) , 
(v € V) , 
(at A) , 
(v ~ V) 
u - 6 f_ 
a ~+ a 
aEo (v) 
(v EV), 
(the transformation is given by x :=x•+e ) . Thus (4.43) is transformed into 
a a a 
a face of the transportation polytope (4.27). In this way, several results 
for (4.43) can be derived from results for transportation polytopes. 
See also Hoffman [i960,1976,1979J. 
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5. TOTAL DUAL INTEGRALITY 
Total dual integrality appears to be a powerful technique in deriving 
min-max relations and the integrality of polyhedra. It ·is based on the 
following result, shown, implicitly or explicitly, by Gomory [1963],. 
Lehman [}96~, Fulkerson [197i], Chvatal [1973a], Hoffman U974] and Lovasz 
[1976] for pointed polyhedra, and by Edmonds and Giles [i977] for general 
polyhedra. 
(5.1) Theorem. A rational polyhedron P is integral if and only if each rational 
supporting hyperplane of P contains integral vectors. 
Proof. Since the intersection of a supporting hyperplane with P is a face 
of P, necessity of the condition is trivial. To prove sufficiency, suppose 
that each rational supporting hyperplane of P contains integral vectors. Let 
P= {x I Ax~ b~, with A and b integral. Let F= f x I A'x=b'·~ be a minimal face of 
P, where A' x~b' is a subsystem of Ax ~b. If F does not contain any integral 
T T 
vector, there exists a vector y such that c :=y A' is an integral vector, while 
b:=yTb is not an integer (this follows from Hermite's normal form theorem). 
We may suppose that all entries in y are nonnegative (we may replace each 
entry Yi of y by yi-LYij). Now H:={x / cTx=S} is a supporting hyperplane of 
0 P, not containing any integral vector. 
Note that the special case where P is pointed can be shown without appealing 
to Hermite's theorem: if x* is a non-integral vertex of P, w.l.o.g. x~ tf;7i.. 
There exist supporting hyperplan~H={xjcTx=cTx*} and H={xlcTx=cTx*} touching 
Pin x* so that c and bare integral and so that cT-cT=(1,0, •.. ,0). If both H 
N T * .vT * and H contain integral vectors, we know c x e: 2Z and c x E 2Z. However, 
CV T * * (c-c) x =x1 f :ZZ. 
Theorem (5.1) can be applied as follows. Consider the LP-problem 
(5. 2) 
for rational matrix A and rational vectors b,c. 
(5.3) Corollary. The following are equivalent: 
(i) the maximum value in (5.2) is an integer for each integral vector c for 
which the maximum is finite; 
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{ii) the maximum (5.2) is attained by an integral optimum solution for each 
rational vector c for which the maximum is finite; 
(iii) the polyhedron { x j Ax~ b ~ is integral. 
Proof. Directly from Theorem (5.1). D 
Now consider the LP-duality equation 
( 5. 4) r T I T T·1 min l y b y ';:) 0 ; y A=c J. 
Clearly, we may derive that the maximum value is an integer if we know that 
the minimum has an integral optimum solution and b is integral. This motivated 
Edmonds and Giles [i 977] to define a system Ax ~b of linear inequalities to 
be totally dual integral or TDI if for each integral vector c, the minimum in 
(5.4) is attained by an integral optimum solution. Then we have the following 
consequence: 
(5.5) Corollary. Let Ax~b be a system of linear inequalities, with A rational 
and b integral. If: 
then: 
Ax$b is TDI {i.e., the minimum in (5.4) is attained by an integral 
optimum solution y for each c for which the minimum is finite), 
{x ( Ax~b} is integral (i.e., the maximum in (5.4) is attained by an 
integral optimum solution x for each c for which the maximum is finite). 
Proof. Directly from Corollary (5.4). D 
Note that the notion of total dual integrality is not symmetric in objective 
function c and RES-vector b. Indeed, the implication in (5.5) cannot be 
reversed: the system x 1.:;? 0, x 1 +2x2?: 0 determines an integral polyhedron in R 2 , 
while it is not TDI. However, Giles and Pulleyblank [i.979] showed that if 
P is an integral polyhedron, then P==[x j Ax~ b} for some TDI-system Ax ~b with 
b integral. In Schrijver [l98lJ it is shown that if P is moreover full-dimens-
ional, then there is a unique minimal TDI-system determining P with A and 
b integral (minimal under deleting inequalities). 
For more on total dual integrality, see Cook 0983a, 1986], Edmonds and 
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Giles [i9s4}, Cook, Fonlupt and Schrijver {J.9861, Cook, Lovasz and Schrijver 
[i 984]. 
We now give some combinatorial applications of total dual integrality. 
(5.6) Application: Arborescences. Let D=(V,A) be a directed graph, and let 
r be a fixed vertex of D. An r-arborescence is a set A' of Jv/-1 arcs forming 
a spanning tree such that each vertex v#r is entered by exactly one arc in 
A'. So for each vertex v there is a unique directed path in A' from r to v. 
An r-cut is an arc set of the form ~-(U), for some nonempty subset U of 
V\{r}. As usual, b-CU) denotes the set of arcs entering U. 
It is not difficult to see that r-arborescences are the inclusion-wise 
minimal sets of arcs intersecting r-cuts. Conversely, the inclusion-wise 
minimal r-cuts are the inclusion-wise minimal sets of arcs intersecting all 
r-arborescences. 
Fulkerson [i 974] showed: 
(5.7) Fulkerson's optimum arborescence theorem. For any 'length' function 
£:A --7 :::z , the minimum length of an r-arborescence is equal to the maximum 
+ 
number t of r-cuts c1 , ..• ,Ct (repetition allowed) so that no arc a is in 
more than £(a) of these cuts. 
This result can be formulated in polyhedral terms as follows. Let C be the 
matrix with rows the incidence vectors of all r-cuts. So the columns of C 
are indexed by A, and the rows by the sets U with 0#U fV\fr~. Then (5.7) 
is equivalent to both optima in the LP-duality equation 
( 5. 8) 
having integral optimum solutions, for each £EZZA. So in order to show the 
+ 
theorem, by (5.5) it suffices to show that the maximum in (5.8) has an integral 
optimum solution, for each l :A·~ 2Z , i.e. that the system x ~ 0, Cx~ ..!_ is TDI. 
This can be proved as follows (Edmonds and Giles [i977]). 
Proof of (5. 7). If some component of .l is negative, the maximum in (5. 8) is in-
feasible. If all components of [ are nonnegative, let vector y attain the maximum 
in (5.8), so that 
(5. 9) 
is as small as possible (U ranging over all U with 0~U f. V \{r}) . Such a vector 
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y exists by compactness arguments. 
Then the collection 
(5.10) 
is laminar, i.e., if TI u f; r then T £ u or u f; T or Tl'\U=0. To see this' suppose 
T,U t:¥ with TfU $T and TAU;t(O. Let [ := minfyu,yT})O. Next reset: 
(5.11) YT := yT-t,, 
Yu==yu-~' 
YTnU := YTnU +£' 
YTvU := YTvU+£, 
while y does not change in the other coordinates. By this resetting, yTC does 
. d' ( . c 'J>S-(T) cy6-(U), c-.yiJ-(TAU)+ r.-v~-(TuU)), 
not increase in any coor inate since v·n.. + L· 1~ 'l v C" c ~ 
T 
while y .!_does not change. However, the sum (5.9) did decrease, contradicting 
the minimality of (5.9). This shows that¥ is laminar. 
Let C' be the submatrix of C consisting of the rows corresponding to 
r-cuts b- (U) with U in f'. Then 
(5.12) { T I T T-i max y .!_ I y ~ 0 ; y C ~ i S. 
Here the inequality~ is trivial, as C' is a submatrix of C. The inequality 
~ follows from the fact that the vector y above attains the second maximum 
in (5.12), while y has O's in positions corresponding to rows of C not in C'. 
Now the matrix C' is totally unimodular. This can be derived as follows 
with Ghouila-Houri's criterion (4.4). Choose a set of rows of C', i.e., 
choose a subcollection ~ of ¥. Define for each u in ~ the 'height' h (U) of 
u as the number of sets Tin 9 with T~U. Now split~ into ~odd and 9even' 
according to h(U) odd or even. One easily derives from the laminarity of g that, 
for any arc a of D, the number of sets in ~odd entered by a, and the number of 
sets in (i entered by a, differ by at most 1. Therefore, we can split the Jeven 
rows corresponding to~ into two classes fulfilling Ghouila-Houri's criterion. 
So C' is totally unimodular. 
By Hoffman and Kruskal' s theorem ( 4 .1) , the first maximum in ( 5. 12) has 
an integral optimum solution z. Extending this z with components 0 gives an 
integral optimum solution for the second maximum in (5.12). So the maximum 
in (5.8) has an integral optimum solution. 0 
A direct consequence is that the r-arborescence polytope of D=(V,A) 
(being the convex hull of the incidence vectors of r-arborescences) is deter-
mined by: 
(5.13) 0 ~·x ..:;· 1 
a 
'\I x ~1 L! - a 
a €6 (U) 
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(a E:.A), 
(0;o1U GV\{r\). 
This is a result of Edmonds [i 96 7] . It follows, with the ellipsoid method, 
that a minimum length r-arborescence can be found in polynomial time, if 
and only if we can test (5.13) in polynomial time. This last indeed is 
possible: given x E mA, we first test if 0 ~ x ~ 1 for each arc a; if x < 0 or 
a a 
x '>1 for some a, we have a separating hyperplane; otherwise, consider x as 
a 
a capacity function on the arcs of D, and find an r-cut C of minimum capacity 
(with an adaptation of Ford and Fulkerson's algorithm); if c has capacity 
at least 1, then (5.13) is satisfied; otherwise, C yields a hyperplane sepa-
rating x from the polyhedron determined by (5.13). 
For a characterization of the facets of the r-arborescence polytope, 
see Held and Karp [i970] and Giles [i975, 1978]. 
One similarly shows that for any directed graph D=(V,A), the following 
t . A . sys em, in x E. :JR , is TDI: 
(5.14) 
x ~1 
a 
(a€ A) , 
(~~Uf:V, ~+(U)=~), 
which is a result of Lucchesi and Younger [i 918]. It is equivalent to: 
(5.15) Lucchesi-Younger theorem. The minimum size of a directed cut covering 
in a digraph D=(V,A) is equal to the maximum number of pairwise disjoint 
directed cuts. 
Here a directed cut is a set of arcs of the form ~-(U) with ~~U~V, d+(U)=0. 
A directed cut covering is a set of arcs intersecting each directed cut - equi-
valently, a set of arcs whose contraction makes the digraph strongly connected. 
Note that the Lucchesi-Younger theorem is of a self-refining nature: it 
implies that for any I length I function e: A -7 2'Z I the minimum length of a 
+ 
directed cut covering is equal to the maximum number t of directed cuts c1, 
••• ,et (repetition allowed), so that no arc a is in more than f(a) of these 
cuts. (To derive this from (5.15), replace each arc a by a directed path of 
length t(a) .) In this weighted form, the Lucchesi-Younger theorem is easily 
seen to be equivalent to the total dual integrality of (5.14). 
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(5.16) Application: Polymatroid intersection, Let S be a finite set. A 
function f:9(S)---?R is called submodular if 
(5.17) f(T)+f(U)) f (T~U)+f(TvU) for ail T,uqs. 
There are several examples of submodular functions. E.g., the rank function 
of any matroid is submodular (see Welsh [1987]). 
Let f 1,f2 be two submodular functions on S, and consider the following 
s 
system in the variable x ~lR 
(5.18) (i) x >- 0 
S"' 
(s t: S), 
(ii) 2 x <f'fl (U) 
se:U s (U <;. S) , 
(iii) ~ StU xs ~f2 (U) (U<;S). 
Edmonds [i 970 I 1979] proved: 
(5.19) System (5.18) is TDI. 
Proof. Let c: S ~ :::Z, T and consider the dual LP-problem for maximizing c x over 
(5.18): 
(5.20) 
We must show that this minimum has an integral optimum solution. Let y,z 
attain this minimum, so that 
(5.21) 
~ L (y +z ) ·ju\ ·\S\U( u~s u u 
is as small as possible. Let 
(5.22) 
We show that t forms a chain with respect to inclusion. Suppose not. 
Let T,Ut:~ with TtU 4-T. Let t := mintyT,yU}) 0. Next reset 
as in (5.11). Again, the modified y forms, with the original z, an optimum 
. . T U Tr,U T1.1U 
solution of (5.20) (since X +x =i{ +~ and f 1 (T)+f1 (U)~f 1 (ToU)+f1 (TvU)). 
However, (5.21) did decrease, contradicting the minimality of (5.21). This 
shows that ¥forms a chain. Similarly, 
(5 .23) 
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forms a chain. 
Now (5.20) is equal to 
(5.24) 
since y,z attain (5.20), using (5.22) and (5.23). 
The constraint matrix in (5.24) is totally unimodular, as can be derived 
easily with Ghouila-Houri's criterion (4.4). Hence (5.24) has an integral 
optimum solution y,z. By extending y,z with a-components, we obtain an integral 
optimum solution of (5.20). [J 
This result has several corollaries. We mention some of them. If f 1 and 
f 2 are integer-valued submodular functions, then the total dual integrality 
of (5.18) implies that (5.18) determines an integral polyhedron. In particular, 
let fl and f 2 be the rank functions of two matroids (S, I1 ) and (s,12 ). Then 
the following result of Edmonds [J. 970 J follows. 
(5.25) Corollary. The polytope conv{/ ( I~!1 t\'t2} is det;ermined by (5.18). 
Proof. Note that an integral vector satisfies (5.18) iff it is equal to XI 
for some I in !1 f\ 12 • 0 
A special case is that if we have one matroid (S,!), with rank function, 
say, f, then its independence pol ytope ( = conv. L:l ( I t '.t ~ ) is determined by 
x ::;;:o (sGS), 21 x ~f(U) (U~S) (Edmonds [1971]). So (5.25) concerns the 
s s€U s 
intersection of two independence polytopes. The facets of independence poly-
topes, and of the intersection of two of them, are described by Giles [1975]. 
Hausmann and Korte U 9781 characterized adjacency on the independence poly-
tope. See also Edmonds [i 97 9] I Cunningham [i 9 84] . 
Another direct consequence for matroids is: 
(5.26) Edmonds' matroid intersection theorem. The maximum size of a common 
independent set of two matroids (s,'t1 ) and (s,t2 ) is equal to 
minUGS (f1 (U)+f2 CS,U)), where f 1 and f 2 are the rank functions of t;hese 
matroids. 
Proof. By (5.25), the maximum size of a common independent set is equal to 
max{J:..Tx ! x satisfies (5.18)}, and hence, by the total dual integrality of 
. {E I <j> ( s ) 21 . u } (5 .18), to min u~s (y0 f 1 (U) +zuf2 (U)) y, z E. 7.l + ; uss (yu +z0 ) X ~ .!:.. • 
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It is not difficult (using the nonnegativity, the monotonicity and the sub-
modularity of f 1 and f 2) to derive that this last minimum is equal to the D minimum in (5.26). 
The proofs of (5.7) and (5.19) given above are examples of a general 
proof technique for total dual integrality studied by Edmonds and Giles 
[i977]: First show that there exists an optimum dual solution whose nonzero 
components correspond to a 'nice' collection of sets (e.g., laminar, a chain, 
'cross-free'). Next prove that such nice collections yield a restricted 
linear program with totally unimodular constraint matrix. Finally, appeal 
to Hoffman and Kruskal's theorem to deduce the existence of an integral 
optimum dual solution for the restricted, and hence for the original, problem. 
Edmonds and Giles described a general framework based on this proof 
technique, from which several integrality and min-max results follow. For 
variations and extensions, see Frank [1979,1984], Frank and Tardos [i984], 
Grishuhin [igsD, Groflin and Hoffman [igai], Hassin [i.978], Hoffman [i978], 
Hoffman and Schwartz U97BJ, Lawler and Martel [i982a,b], Schrijver [i9s4<0. 
See also Frank [i 982] , Fuj ishige [i 978) . For a survey, see Schrijver [l. 984bJ . 
For an application of TOI to non-optimizational coml:ttnatorics (viz. Nash-
Williams' orientation theorem), see Frank Ll980] and Frank and Tardos !}984]. 
For relations between submodularity and convexity, see Lovasz [198~. 
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6. THE MATCHING POLYTOPE AND GENERALIZATIONS 
We now survey methods and results arising from one of the pioneering 
successes of polyhedral combinatorics, the characterization of the matching 
polytope by Edmonds [i965]. For the basic theory on matchings we refer to 
the chapter by Pulleyblank. 
The matching polytope of an undirected graph G=(V,E) is the polytope 
conv .{ X,M [ M matching} in JR.E. Edmonds showed that this polytope is equal 
to the set of all vectors x in JR.E satisfying: 
( 6. 1) ( i) x ~ 0 (e € E) , 
e 
(ii) 21 e~v x <1 e ..... (v t: V) , 
(iii) 2J 
ec;U xe::::L~luLJ (U ~ V) • 
Since the integral vectors satisfying (6.1) are exactly the incidence vectors 
M ?( of matchings M, it suffices to show that (6.1) determines an integral 
polyhedron. In fact, Cunningham and Marsh [i97tf} showed that the system (6.1) 
is TDI. So for each w: E ~ ?l, both optima in the LP-duali ty equation 
(6. 2) max{wTx Ix satisfies (6 .1) ~ = 
min { ~ y v + ~ z0 L ~I U LJ ( y E. "JR. V; 
VEV USV 
are attained by integral optimum solutions. It means: for each undirected 
graph G=(V,E) and for each 'weight' function w:E-'}?l: 
( 6. 3) max { w (M) \ M matching1 = 
min [ TI y v + 6 z0 L ~ I U lj I 
ve.V U<;V 
Here w(E') := '6 , w for any subset E' 
e€E e 
of E. [Note that 
taking w= JJ J 
(6.3) contains the 
Tutte-Berge formula as special case (by 
Proof. We may assume that w is nonnegative, since replacing any negative 
component of w by 0 does not change the terms in (6.3). 
For any w, let JI denote the left hand term in (6.3). It suffices to 
w 
show that ;J is not less than the right hand term in (6.3) (since ~ is trivial). 
w 
Suppose (6. 3) does not hold, and suppose we have chosen G= (V ,E) and w:E~?l+ 
so that \v\+IE\+w(E) is as small as possible. Then G is connected (otherwise, 
one of the components of G will form a smaller counterexample) and we~l for 
each edge e (otherwise we could delete e). Now there are two cases. 
Case 1: There exists a vertex v covered by every maximum-weighted matching. 
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E In this case, let w'eZZ+ arise from w by decreasing the weights of edges 
incident to v by 1. Then J) ,=J) -1. Since w~ (E)<w(E), (6.3) holds for 
w w 
w'. Increasing component y of the optimum y for w'by 1, shows (6.3) for w. 
v 
Case 2: No vertex is covered by every maximmp.-weighted matching. Now 
let w' arise from w by decreasing all weights by 1. We show that 
vw,+L~\vlj. This will imply (6.3) for w: since w'(E)<w{E), (6.3) 
holds for w'; increasing component zv of the optimal z for w' by 1, shows 
(6. 3) for w. 
Assume V < V , + L ~ /v ILJ , and let M be a matching with JJ 1 = w' (M) , such w w w 
that w(M) is as large as possible. Then M leaves at least two vertices in 
V uncovered, since otherwise w(M)=w' (M)+L~lvlj, implying /) ~w(M)=w' (M)+ 
. w 
l~I vLJ = Jlw' L~I vlj. 
Let u and v be not covered by M, and suppose we have chosen M, u and v 
so that the distance d(u,v) in G is as small as possible. Then d(u,v)).1, 
since otherwise augmenting M by {u,v} would increase w(M). Let t be an internal 
vertex of a shortest path between u and v. Let M' be a matching with 
w(M')=V not covering t. 
w 
Now MAM' is a disjoint union of paths and circuits. Let P be the set 
of edges of the component of MAM' containing t. Then P forms a path starting 
in t and not covering both u and v (as t,u and v each have degree at most 
one in M .1M'). Say P does not cover u. Now the symmetric difference M .AP is 
a matching with \ M .6P I ~ IM\ , and therefore: 
(6.4) w' (MAP)-w' (M) = w(ML\P)-/Mt.Pj-w(M)+IMI ~ 
w (M.6P)-w (M) = w (M') -w(M 1AP) ~ 0. 
Hence J) ,=w' (MAP) and w (MAP) ·~ w{M). However, MAP does not cover t and u, and 
w 
d(u,t) <d(u,v), contradicting our choice of M,u,v. 
So (6.1) is TDI. A consequence is the following fundamental result of 
Edmonds [i 96 5] • 
0 
(6.5) Edmonds' matching polyhedron theorem. The matching polytope of a graph 
is equal to the polyhedron determined by (6.1). 
(For other proofs, see Balinski U972], Green-Kr6tki [i9soJ, Lovasz [1979], 
Schrijver ['1983~, Schrijver and Seymour [i977], and Seymour [l.979].) 
In fact, Edmonds found (6.5) as a by-product of a polynomial-time 
algorithm for finding a maximum-weighted matching. In turn, with the 
ellipsoid method, Padberg and Rao [igs2'"] showed that (6.5) yields a poly-
nomial-time algorithm finding a maximum-weighted matching - see (6.11) below. 
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It is not difficult to see that two matchings M and M' have adjacent 
incidence vectors if and only if Ml\M' consist of one path or circuit. Hence 
the matching polytope of graph G has diameter JJ(G). 
As the origin and all unit basis vectors belong to the matching polytope, 
it is full-dimensional. Pulleyblank and Edmonds [i974] showed: 
(6.6) Theorem. The following is a minimal system determining the matching 
polytope of graph G=(V,E): 
(6. 7) (i) 
(ii) 
(iii) 
(e€E), 
(v E W) , 
(U ~v, U induces a 2-connected 
factor-critical subgraph}. 
Here W:== { v G V ( deg (v) ==1 and the vertex adjacent to v also has degree 1, or 
deg(v)==2 and the two vertices adjacent to v are not adjacent, or deg(v)~3}. 
A graph G is factor-critical if for each vertex v the graph G-v has a perfect 
matching. 
For proofs of (6.6), see Pulleyblank [i9s7], Lovasz [1979], Cornuejols 
and Pulleyblank [i9B2J and Lovasz and Plummer JJ986]. In fact, it was shown 
by Cunningham and Marsh [1978] that (6. 7) is TDI (cf. Cook ~984] for a short 
proof). 
We now describe some consequences of Edmondsi matching polyhedron theorem. 
(6.8) The perfect matching polytope of a graph G=(V,E) is the polytope 1 
conv.{XM ( M perfect matching} in JRE. This polytope clearly is a face of 
the matching polytope of G (or is empty), viz. the intersection of the 
matching polytope with the (supporting) hyperplane [xr:m.E} 2Je€E xe=~lv1}. 
It follows that the perfect matching polytope is determined by the following 
inequalities: 
(6. 9) (i) x ~o 
e 
(e E: E) , 
(ii) ~ x = 1 (v E V) , 
e~v e 
(iii) L:e<: b(U) x ~ 1 (U <;: V; \ul odd). e 
(Note that (ii) and (iii) imply (6.1) (iii).) 
Again it is easy to see that two perfect matchings M and M' yield 
adjacent incidence vectors if and only if MAM' forms one circuit. Naddef 
[i9s2J and Edmonds, Lovasz and Pulleyblank [i9s2J gave formulae for the 
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dimension of the perfect matching polytope. The latter paper also gives a 
characterization of the facets of the perfect matching polytope (see also 
Lovasz and Plummer U9s6]). 
From description (6.9) of the perfect matchi~g polytope one can derive 
with the ellipsoid method a polynomial-time algorithm for finding a maximum-
weighted perfect matching (and hence of a maximum-weighted matching) • It 
amounts to showing that the system (6.9) can be tested in polynomial time. 
Padberg and Rao [igs2] showed that this can be done as follows. 
For a given x E f[)_E we must test if x satisfies ( 6. 9) • The inequalities 
in (i) and (ii) can be checked one by one. If one of them is not satisfied, 
it gives us a separating hyperplane. So we may assume that (i) and (ii) are 
satisfied. If Iv! is odd, then clearly (iii) is not satisfied for U:=V. So 
we may assume that Iv I is even. We cannot check the constraints in (iii) one 
by one in polynomial time, simply because there are exponentially many of 
them. Yet, there is a polynomial-time method of checking them. First note 
that from Ford and Fulkerson's max-flow min-cut algorithm we can derive easily 
a polynomial-time algorithm having the following as in- and output: 
(6.10) input: subset W of V; 
output: subset T of V such that WnT~~~W'T and such that x(&(T)) 
is as small as possible. 
Her~ x(E') := ~ , x for any subset E' of E. We next describe recursively an 
eEE e 
algorithm with the following in- and output specification: 
(6.11) input: subset W of v with lwl even; 
output: subset U of V such that jw"ul is odd and such that x(d(U)) 
is as small as possible. 
First we find with algorithm (6.10) a subset T of v with WAT~~~W'T and with 
x(b(T)) minimal. If jw"TI is odd, we are done. If \wf'\Tj is even, call, 
recursively, the algorithm (6.11) for the inputs WnT and WAT, respectively, 
where T:=V\T. Let it yield a subset U' of V such that IWnTAU'I is odd and 
xcScu')) is minimal, and a subset U" of v such that lwr\T f'\U"I is odd and 
x(b(U")) is minimal. Without loss of generality, WnT $U' (otherwise replace 
U' by V\U') and Wl\T 4u 11 (otherwise replace U" by V\U"). 
We claim that if x(6(TnU'll<x(~ffl\U 11 )) then U:=Tl\U' is output of 
(6.11) for input W, and otherwise U:=Tnu". To see that this output is justified, 
suppose to the contrary that there exists a subset Y of v such that jWnYI is 
odd and x(~(Y))<x(b(TnU')) and x(b(Y))<x(dcTl\U")). Then either lw"YnTI is odd or 
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\wliY"T) is odd. Case 1: \w,..,Y!\T/ is odd. Then x(d(Y)))x(g(U')), since 
U' is output of (6.11) for input w~T. Moreover, x(S(TuU'))~ x(6(T)), 
since T is output of (6.10) for input W, and since W~(TvU') f ~ f 
W\(TvU'). Therefore we have the following contradiction: 
(6 .12) x(b(Y)) °? x(b(U')) ~ x(b (T"U') )+x(8(TvU') )-x(~(T)) ~ x(b (TnU') )>x($(Y)) 
(the second inequality follows since x(d(A))+x(6(B))~ x(d(A~B))+x(d(AvB)) for 
all A,B ~V). Case 2: jwl\Y!\T I is odd. Similarly. 
Given the polynomial speed of the algorithm for (6.10), it is not 
difficult to see that also the described algorithm for (6.11) is polynomial-
time. As a consequence, we can test (6.9) (iii) in polynomial time. 
The perfect matching polytope is one example of the self-refining nature 
of matching theory. Tutte [i952,1954,198lJ, Belck l].950] and Edmonds and 
Johnson [}970] showed that by 'elementary constructions' several other 
variants and extensions can be derived from matching results. Here we give 
a brief survey of polyhedral results derived from the matching polyhedron 
theorem (see also Green-Kr6tki [i9so], Araoz, Cunningham, Edmonds and Green-
Kr6tki [i9s2], Cook and Pulleyblank [)gs3], Schrijver [1983c]). 
(6.13) b-matchings. Let G=(V,E) be a graph and let b:V~2Z+. A b-matching is 
a vector xc:ZZE satisfying h x ~ b for each vertex v. (So if b =1 for 
+ e~v e v v 
each v, b-matchings are just incidence vectors of matchings). The b-matching 
polytope is the convex hull of the b-matchings. Edmonds [1965] (cf. Edmonds 
and Johnson [i 970] , Pulleyblank [i 97 3] , Green-Kr6tki [i 980]) showed that the 
b-matching polytope is determined by: 
(6 .14) (i) 
(ii) 
(iii) 
x '? 0 
e 
6 x ~b 
e~v e v 61 21 x ~· L'1 e~U e vcU bv J 
(e ~ E), 
(v G V) , 
(U S V) • 
This can be derived from (6.5) by the following elementary construction due to 
Tutte split each vertex v into b vertices, and replace each edge 
v 
of G by b b new edges connecting the new vertices corresponding to u 
u v 
and those corresponding to v. 
Cunningham and Marsh (cf. Marsh [l.979]) showed that a maximum-weighted 
b-matching can be found in polynomial-time. With the ellipsoid method this 
can be derived also from (6.14) - see Padberg and Rao [1982]. 
Pulleyblank fJ973] characterized the facets of the b-matching polytope. 
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In fact, (6.14) is TDI - see Cunningham and Marsh [i978], 
Seymour [1977) , Hoffman and Oppenheim [j.97BJ, Pulleyblank 
TD I-system was given by Cook [j 983c]and Pulleyblank [i 98 ~ 
Pulleyblank [1983]). 'Triangle-free' 2-matching polytopes 
Cornuejols and Pulleyblank [i 98q) and Cook [i" 983b] . 
Schrijver and 
[i 980] . The minimal 
( cf. Cook and 
were studied by 
(6.15) Capacitated b-matchings. Let G=(V,E) be a graph and let b:V-,;>-ZZ+ and 
c:E-"'ZZ . A c-capacitated b-matching is a b-matching x satisfying x <;::.c + e - e 
for each edge e. The c-capacitated b-matching polytope is the convex hull of 
the c-capacitated b-matchings. It is determined by: 
(6.16) ( i) 
(ii) 
(iii) 
0 ~x ~c 
e e 
2 x <b e~v e -- v 
21 x +21 e~U e etF x ~ L~ (21 u b +~ F c lj e ve v eE e 
(e <!:'.E), 
(vic:V), 
(U <;V, F £'. ~(U)) 
(Edmonds and Johnson [1970, 1973], Green-Kr6tki [1980J) . This can be derived 
from (6.14) with an elementary construction due to Belck [19so] and Tutte 
[1952,1954]: Replace each edge e={u,v~ by a path {u,ue·~ ,{ue,ve~, fve 1 v) of_, 
(V N '~ 
length three, where u and v are new vertices. This gives the graph G=(V,E). 
e e ~ 
Put b(u ):=b(v) :=c. Now if x satisfies (6.16), define~ on E as follows. 
e e e 
For e={u,v~, let ~({u,u~) :=~<{v ,vl) :=x and ~({u ,v 1) :=c -x . Then~ e e J e e e:l e e 
rv .V 
satisfies (6.14) with respect to G. Moreover, x has equality in (6.14) (ii) 
N , N for each new vertex. Hence x is a convex combination of b-matchings in G, 
each of which has equality in (6.14) (ii) for each new vertex. This gives that 
x is a convex combination of c-capacitated b-matchings in G. 
The same construction also derives the total dual integrality of (6.16) 
and the polynomial solvability of the maximum-weighted capacitated b-matching 
problem from the 'uncapacitated' case. 
Cook and Pulleyblank [l.983] (cf. Cook [i983b]) characterized the facets 
of the c-capacitated b-matching polytope, and the minimal TDI-system for it 
(see also Grotschel [19771i:[). 
(6.17) Lower and upper bounds. Let G=(V,E) be a graph 
Then the convex hull of all x €ZZE satisfying b' <: 2J 
+ v- e:;N 
and let b' ,b" :V~ ZZ • 
+ 
x < b" for each 
e - v 
vertex v is determined by: 
(6.18) (i) 
(ii) 
(iii) 
xe?O (eff:E), 
b'~~ x ,.,;:b" (V€V), 
v e~v e v ~ x - 2J x - ?; ' <: x < I~ (21 b -'Z b ) I e~U" e e~U' e eEo(U'),o(U") e .... L vi::U" v veU' v:J 
(U' ,U" 5:V, U 1 f\U"=(ZJ). 
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This can be derived from the characterization of the b-matching polytope by 
"' tv ,.._, 
the following elementary construction. Let x satisfy (6.18). Let G=(V,E) be 
the graph obtained from G by adding to each vertex v a new vertex v' , and a 
new edge {v,v•1. Let b :=b" and b :=b"-b'. Define ~ :=x for each old edge e 
v v v' v v e e 
and ~{v,v'~ :=b~-he~v xe. Then x satisfies (6.14) for G, while 2;'edv ~e=bv for 
('J 
each V€V, and hence x is a convex combination of b-matchings y in G, each 
satisfying zi y =b for each V€V. This implies that x is a convex combina-
e-iJv e v 
tion of integer functions satisfying (6.18) (i) (ii). Also the total dual 
integrality of (6.18) follows in this way. 
One similarly derives for any graph G=(V,E) and functions c',c":E--"'2Z, 
b' ,b":V-"!>ZZ, an inequality system for the convex hull of the functions 
x:E -~ ZZ satisfying 
(6.19) (i) 
(ii) 
c' <x .,;::: c" 
e - e ~ e 
b 1 ~Z1 x~b" 
v e;:,v e ~ v 
(e~E), 
(v E V) • 
This can be reduced easily to the case where c'=O for each e (replace c" by 
e e 
c from b' and b"). We leave deriving the inequal-
e v v 
c"-c' and subtract ~ 
e e e3V 
ity system to the reader (see also (6.24) below). As a special case we 
mention the following~ 
(6.20) The edge cover polytope of a graph G=(V,E) is the convex hull of the 
incidence vectors of edge covers. It is determined by the following in-
equalities: 
(6.21) (i) 
(ii) 
0 .,;;.x ~ 1 
e 
2J eEE xe~ rt (uq 
e(\Urf 0 
(e<SE), 
(U f,V). 
This can be derived directly from the characterization of the capacitated 
b-matching polytope, as x is an edge cover if and only if y:=l-x satisfies 
O~y.,;'.'1and0521 y ~deg(v)-1 (for vEV). Hurkens [i986] characterized 
- - e~v e 
adjacency on the edge cover polytope and showed that the diameter is equal 
to \EI- ~ (G) . 
(6.22) Bidirected graphs. Edmonds and Johnson [1973] derived an even more 
general result for so-called 'bidirected graphs'. In matrix terminology, it 
is as follows. Let A be an integer m X n-matrix so that in each column the 
m 
sum of the absolute values of the entries is at most 2. Let b' ,b" € ZZ , c', c" 
n 
€22 (components are allowed to be ±0o). Edmonds and Johnson derived with 
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elementary constructions that the convex hull of the integer solutions of 
(6.23) c'~x$c", b'~Ax:::;b" 
is determined by (6.23) together with all inequalities of form 
(6.24) T T I., T T T T J ((z"-z') +(y"-y') A)x~~" c"-z' c'+y" b"-y" b 1 , 
where z',z"t:{O,!)n, y',y"€{o,t)m so that (z"-z')T+(y"-y')TA is an integer 
vector. 
(6.25) Parity conditions. We can add parity conditions, as was shown also 
by Edmonds and Johnson [i 973]. Again let A be an integer m 'f. n-matrix so that 
in each column the sum of the absolute values is at most 2. Let b',b"E2'Zm, 
c' ,c 11 G?Zn, and J f {1, ... ,m}. Then an inequality system for the convex hull 
of the integer solutions of 
(6.26) c'~x~c", b'~Ax~b", 
(Ax) . = b' (mod 2) 
J j for j E. J, 
can be derived from the previous, by adding for each j in J a new variable 
N 
z .. Then a vector x belongs 
J 
to the convex hull of the integer vectors satis-
fying (6.26) if and only if N NI N ~ the vector (x, (z. 1 j~J)), where z.:=!((AX) .-b~), 
J n1 J J J 
belongs to the convex hull of the integer vectors (x, z) € R )< lR satisfying: 
(6.27) c' ~x~c", 
O~z. -,;; ! (b'.'-b'.) 
J J J 
b '. of (Ax) . ..,;'b'! 
J J J 
(Ax).-2z. b'. 
J J J 
(jt:J), 
(j4:J), 
(j 6J). 
This last system is a special case of (6.23). Hence (6.23) and (6.24) yield 
"'N N 
the inequalities for (x,z), and therefore for x. We will not describe them 
here, but will restrict ourselves to the following special case. 
(6.28) Chinese postman polytope. Let G=(V,E) be a connected graph. Call a 
vector x:E-'>?Z a Chinese postman route if it satisfies: 
(6.29) (i) x ~ 1 (e € E), 
e 
(ii) 'Z1 x is even (v € V) . 
e~v e 
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So, by Euler's theorem, a Chinese postman route corresponds to a cycle in G 
covering each edge at least once. The Chinese postman polytope is the convex 
hull of all Chinese postman routes, which is determined by the following 
system: 
(6.30) (e f E), 
(U <;;V with\ b(U)\ odd) 
(Edmonds and Johnson [197 3] ) . Related are results on T-joins and T-cuts -
see Edmonds and Johnson [1. 97 3J , Lovasz [197 5] , Seoo [19ss] , Seymour [1977, 
1979_) . 
Note. For results on the fractional matching polytope [x€1RE / 2J x < 1 
-- + e~v e -
(v G V)~ of a graph G= (V ,E), see Balinski [i 965] , Balinski and 
Spielberg [i 969], Trotter [197 3], Nemhauser and Trotter [i 97 4], Lovasz and 
~lummer [l9s6J. For 'matching forest polytopes', see Giles [1.982a,b,c]. 
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7. BLOCKING POLYHEDRA 
Another useful technique in polyhedral combinatorics is a variant of 
the classical polarity in euclidean space, viz. the blocking relation between 
polyhedra. It was introduced by Fulkerson [i970a, 197~, who noticed its 
importance to combinatorics and optimization. Often, with the theory of 
blocking polyhedra, one polyhedral characterization (or min-max relation) 
can be derived from another, and conversely. 
(7 .1) 
Then the same holds after interchanging the c. and d.: 
l. J 
(7. 2) 
In a sense, in (7.2) the ideas of 'vertex• and 'facet• are interchanged 
compared to (7.1). The proof is a simple application of Farkas' lemma. 
(7.3) Theorem. For any c 1 , •.• ,cm,d1 , .•. ,dt JR:, (7.1) holds if and only if 
( 7 • 2) holds. 
Proof. Suppose (7 .1) holds. Then f: T in (7.2) is direct, since c.d.~l for 
l. J 
all i, j as the c. belong to the RHS in (7 .1), and since c ~ 0. 
l. 
To show -2 in (7.2), suppose x$conv{d1 , ... ,dt}+lR:. Then there exists 
a separating hyperplane, i.e., there is a vector y such that 
(7. 4) 
We may assume t ~ 1 (since if t=O, then ( 7 .1) gives that 0 E { c 1 , ••• / c~~, and 
therefore x does not belong to the RHS in (7.2)). By scaling y, we can assume 
that the minimum in (7.4) is 1. Therefore, y belongs to the RHS in (7.1), 
and therefore to the LHS. So y~A1 c 1 + ••. +~mc for certain A.1, ... ,Am'1'0 with 
A1+ .•• +>.. =1. Since yTx<l, it follows that c~x<1 for at l~ast one i. Hence m i 
x does not belong to the RHS in (7.2). 
This shows (7.1)==7(7.2). The reverse implication follows by symmetry. [] 
n This theorem has the following consequences. For any X<,;JR , define the 
blocking set B(X) of x by: 
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(7.5) B (X) : = { xElR: I yTx?; 1 for each y in x}. 
JRn 'f · h 1 h d Clearly, for c 1 , ... , c € , 1 P is t e po y e ron m + 
(7. 6) 
then 
(7. 7) 
So B(P) is a polyhedron again, called the blocking polyhedron of P. If 
R=B(P), the pair P,R is called a blocking pair of polyhedra. By the following 
corollary of (7.3), this is a symmetric relation. 
(7.8) Corollary. For any polyhedron of type (7.6), B(B(P))=P. 
Proof. We can find d1 , •.. ,d flRn so that (7.1) holds. Hence by (7.3), (7.2) t + 
holds. Therefore, B(P)=conv{d1, .•. ,dt1+JR:. Hence B(B(P)l={xi:JR: [ d~x~1 for 
all j=l, ... ,t}. That is: B(B(P))=P. [] 
So both (7.1) and (7.2) are equivalent to: 
(7. 9) the pair conv{c 1, ••• ,cm1+R: and conv{d1 , ••. ,dt\+R: forms a 
blocking pair of polyhedra. 
The following corollary shows the equivalence of certain min-max relations. 
n (7.10) Corollary. Let c 1 , ••• ,cm 1 d1, ..• ,dt€lR+. Then the following are 
equivalent: 
(7 .11) for 
(7 .12) for 
Proof. By LP-duality, the maximum in (7 .11) is equal to min ff'x / x flR:; 
d~x'.? 1 for j=l, ..• , t}. Hence, (7 .11) is equivalent to (7 .1) • Similarly, 
(7.12) is equivalent to (7.2). Therefore, (7.3) implies (7.10). 0 
Note that by continuity, in (7.11) we may restrict l to rational, and hence 
to integral vectors, without changing the condition. Similarly for (7.12). 
This is sometimes useful when showing one of them by induction. 
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A symmetric characterization of the blocking relation is the 'length-
width inequality' given by Lehman [1965]: 
n (7.13) Lehman's length-width inequality. Let c 1 , ... ,c ,d1 , ..• ,d ~JR. Then 
. m t + 
(7.1) (equivalently (7.2), (7.11) or (7.12)) holds if and only if: 
(7.14) (i) 
(ii) 
d~c. ~1 for all i=l, ... ,m and j=l, ..• ,t; 
~ f T nT l . r T T 1 T 
minle c 1 , •.. ,.ic, _cmJ·minl..w d 1 , ... ,w dt5 ~l w for all l,wc:zz:. 
Proof. Suppose (7.14) holds. We derive (7.11). Let f.6lRn. By LP-duality; the 
+ 
maximum in (7.11) is equal to min{€Tx I xe:·JR:; d~x~l for j=l, .•• ,t}. Let this 
minimum be attained by vector w. Then by (7.14): 
(7.15) 
So the minimum in ( 7. 11) is equal to -~}w. 
Next, suppose (7.1) holds. Then (7.11) and (7.12) hold. Now (7.14) (i) 
follows by takingl=dj in (7.11). To show (7.14)(ii), let.\, ... ,)..t'f'Ji'···fm 
attain the maxima in (7.11) and (7.12). Then 
(7 .16) c2;: A.><~ hJ.> J J ]. v ]. 
This implies (7 .14) (ii). Q 
It follows from the ellipsoid method that if cl, ... , c , dl I ••• ,d elRn 
m t + 
satisfy (7.1) (equivalently, (7.2),(7.11),(7.12)), then: 
(7.17) for each lG.lRn: 
+ 
min\lTc1 , ..• , lTcml can be found in polynomial time, 
if and only if 
for each n min fwTa1 , ..• ,wTdt} WflR : + can be found in polynomial time. 
This is particularly interesting if t or m is exponentially large (cf. the 
applications below) . 
For more on blocking (and anti-blocking) polyhedra, see Araoz 
1973], Araoz, Edmonds and Griffin [1983], Bland [1978], Griffin [1977], 
Griffin, Araoz and Edmonds [i 982] , Huang and Trotter [19sOJ , Johnson [1978]. 
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(7.18) Application: Shortest paths and network flows. The theory of blocking 
polyhedra yields an illustrative short proof of the max-flow min-cut theorem. 
A Let D=(V,A) be a directed graph, and let r,s GV. Let c 1 , ... ,c €JR. be the 
m + A 
incidence vectors of the r-s-paths in D. Similar~y, let d1 , ••• ,dtfJR+ be the 
incidence vectors of the r-s-cuts. 
Considering a given function e :A~ .zz; as a I length I function, one 
+ 
easily verifies: the minimum length of an r-s-path is equal to the maximum 
number of r-s-cuts (repetition allowed) so that no arc a is in more than 
./.(a) of these cuts. (Indeed, the inequality min~max is easy. To see the 
reverse inequality, let p be the minimum length of an r-s-path. For i=l, ..• , 
p, let Vi:= {v€ V /the shortest r-v-path has length at least i1. Then 8-(V1), 
... ,b-(V) are r-s-cuts as required.) This implies (7.11). Hence (7.12) p 
holds, which is equivalent to the max-flow min-cut theorem: the maximum 
amount of r-s-flow subject to a capacity function w is equal to the minimum 
capacity of an r-s-cut. (Note that ~i ~i ci is an r-s-flow.) In fact, there 
exists an integral optimum flow if the capacities are integer, but this fact 
does not seem to follow from the theory of blocking polyhedra. 
The above implies that the polyhedra conv{c 1 , •.. ,cm~+JR.~ and conv{d1 , 
•.. ,dt~+JR.~ form a blocking pair of polyhedra. By (7 .17), the polynomial-
time solvability of the minimum-capacitated cut problem is equivalent to 
that of the shortest path problem. 
(7.19) Application: r-arborescences. Let D= (V ,A) be a digraph and let r € V. 
Let c 1 , ... ,cm be the incidence vectors of r-arborescences, and let d 1 , ... ,dt 
be the incidence vectors of r-cuts (cf. Application (5.6)). 
From (5.13) we know that (7.1) holds. Therefore, by (7.3), also (7.2) 
holds. It means that for any 'capacity' function w €JR.~, the minimum 
capacity of an r-cut is equal to the maximum value of rl+ •.. +fk where ~1' 
••. 'Pk~ 0 are so that there exist r-arborescences T 1 , •.• ,Tk with the property 
that for each arc a, the sum of the IJ. for which a ET . is at most c . 
rJ J a 
Hence the convex hull of the incidence vectors of sets containing an 
r-cut as a subset, is determined by the system (in x e JRA) : 
(7.20) (i) 0 <x <"1 
a 
(ii) l} ,-IT1 x ~ 1 
ac. ... a 
(a€A), 
(T r-arborescence) • 
Edmonds [1973] in fact showed that (7.20) is TDI (again, this does not seem 
to follow from the theory of blocking polyhedra). It is equivalent to: the 
minimum size of an r-cut is equal to the maximum number of pairwise disjoint 
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r-arborescences. 
The theory of blocking polyhedra can also be applied to directed cuts 
and directed cut covers (cf. (5.15)). Again it follows that the convex hull 
of incidence vectors of sets containing a directed cut as a subset, is 
determined by (7.20), with 'r-arborescence' replaced by 'directed cut cover'. 
However, in this case the system is not TDI (cf. Schrijver [i980b,1982,1983b]). 
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8. ANTI-BLOCKING POLYHEDRA 
The theory of anti-blocking polyhedra, due to Fulkerson [i971,1972J, is to 
a large extent parallel to that of blocking polyh~dra, and arises mostly by 
reversing inequality signs and by interchanging 'min' and 'max'. We here 
restrict ourselves to listing results analogous to those given in Section 7 
- the proofs are similar. 
Let c 1 , ... ,cm,dl, •.. ,dt E' JR: such that dim(<c 1 , ... ,c~)=dimKa1 , •.. ,dt)) 
=n. Then the following are equivalent: 
( 8. 1) 
( 8. 2) 
( 8. 3) 
I T . d.x ~1 
~ I C,X ~1 
]. 
for j=1, ... ,t1; 
for i=1, ... ,m}. 
n Define for any subset X of JR the anti-blocking set A(X) of X by: 
A(X) := {xt;JR: [ yTx~l for each yin x1. 
Clearly, if 
(8.4) 
then 
(8.5) A(P) = {xflR: \ c~x~l for i=l, ..• ,m}. 
A(P) is called the anti-blocking polyhedron of P. If R=A(P), the pair P,R is 
called an anti-blocking pair of polyhedra. Again, this is a symmetric relation: 
(8.6) For any polyhedron P of type (8.4), A(A(P))=P. 
Each of the following are equivalent among them and to (8.1) and (8.2): 
This last characterization again is due to Lehman ["196~ . 
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(8.11) Application: Perfect graphs. The theory of anti-blocking polyhedra 
yields a proof of Lovasz' s perfect graph theorem ( cf. Toft [i 987] ) . This 
line of proof was developed by Fulkerson [i970b,1972,1973J, Lovasz 1972 
and Chvatal [1975]. . 
Define for any graph G=(V,E), the clique polytope as the convex hull 
of the incidence vectors of cliques in G. Clearly, any vector x in the clique 
polytope satisfies 
(8.12) (i) x ~ 0 
v 
(ii) 2 x ~ 1 
w:s v 
(v€ V) , 
(S f;V, S coclique) , 
since the incidence vector of any clique satisfies (8.12). The circuit on 
five vertices shows that generally (8.12) can be larger than the clique 
polytope. Chvatal [i975] showed that the clique polytope is exactly determined 
by (8.12) if and only if G is perfect. Anti-blocking theory then yields the 
perfect graph theorem. 
First observe the following. Let Ax~..!._ denote the inequality system 
(8.12) (ii). So the rows of A are the incidence vectors of cocliques. By 
definition, G is perfect if and only if the optima in 
(8. 13) T \ { {T T Tl max{ w x x ~ 0, Ax :$ ..!._ j = min y ..!._ \ y ~ 0; y A 'J:: w 
have integral optimum solutions, for each fo, 1}-vector w. 
(8.14) Chvatal 's theorem. G is perfect if and only if its clique polytope 
is determined by (8.12). 
Proof. (I) First suppose G is perfect. For w:V~'ZZ. , let 6J denote the maximum 
--- + w 
weight of a clique. To prove that the clique polytope is determined by (8.12), 
it suffices to show that 
(8.15) 
for each w:V--?Zl . This will be done by induction on Z w . 
+ VEV V 
If w is a {0,11-vector, then (8.15) follows from the remark on (8.13). 
So we may assume that w ~ 2 for some vertex u. Let e =1 and e =0 if v~u. 
u u v 
Replacing w by w-e in (8.13) and (8.15) gives, by induction, a vector y~O 
T T T 
so that y A~ (w-e) and y l=W • Since (w-e) '>.1 
- w-e u"' ' 
y S > 0 and u €. s: Netmay assume that x_8 ~ w-e. Denote 
there is a coclique S with 
s 
a:=x . 
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Then w <w . 
w-a w 
For suppose u.) =CJ . Let C be any clique with 6' (w-a) 
w-a w V€C v 
W • Since 6J =CJ 
w-a w-a w 
, Sf\t=~. On the other hand, since w-a ~ w-e ~w, we know 
that L} (w-e) = w 
veC v w-e , and hence, by complementary slackness, I SnC\=1, a 
contradiction. 
Therefore, 
( 8. 16) 
implying (8.15). 
(II) Conversely, suppose that the clique polytope is determined by (8.12), 
i.e., that the maximum in (8.13) is attained by the incidence vector of a 
v 
clique, for each w~:?Z . To show that G is perfect it suffices to show that 
+ 
the minimum in (8.13) also has an integer optimum solution for each {0,1\-
valued w. This will be done by induction on '2 w . Vf.V V 
Let w be {0,1}-valued, and let y be a, not necessarily integral, optimum 
solution for the minimum in (8.13). Let S be a coclique with y 8 >o, and let 
a = ;t8 (we may assume a ~w). Then the common value of 
(8.17) 
is less than the common value of (8.13), since by complementary slackness, 
T 
each optimum solution x in (8.13) has a x=1. However, the values in (8.13) 
and (8.17) are integers (since by assumption, the maxima have integral opti-
mum solutions). Hence they differ by exactly one. Moreover, by induction the 
minimum in (8.17) has an integral optimum solution y. Increasing component 
y 5 of y by 1, gives an integral optimum solution of (8.13). D 
Note that the clique polytope of G is determined by (8.12) if and only 
if the clique polytope and the coclique polytope of G form an anti-blocking 
pair of polyhedra. Here the coclique polytope is the convex hull of the in-
cidence vectors of cocliques. The theory of anti-blocking polyhedra then 
gives directly the perfect graph theorem of Lovasz [1912]: 
(8.18) Lovasz's perfect graph theorem. The complement of a perfect graph is 
perfect again. 
Proof. If G is perfect, by (8.14), G is determined by (8.12). Hence the 
clique polytope and the coclique polytope of G form an anti-blocking pair 
of polyhedra. Hence the coclique polytope and the clique polytope of G 
form an anti-blocking pair of polyhedra. Therefore, the clique polytope of 
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G is determined by (8.12). Hence, by (8.14), G is perfect. D 
Note that by (8.14), with the ellipsoid method, a maximum-weighted 
coclique in a perfect graph G can be found in polynomial time, if and only if 
a maximum-weighted clique in a perfect graph G can be found in polynomial 
time. Since the complement of a perfect graph is perfect again, this would not 
give a reduction of the clique problem to an easier problem. For a different 
approach for finding a maximum-weighted clique and coclique in a perfect 
graph in polynomial time (also based on the ellipsoid method), see Grotschel, 
Lovasz and Schrijver [1981,1984]. 
(8.19) Application: Matchings and edge-colourings. Let for any graph G=(V,E), 
P t(G) denote the matching polytope of G. By scalar multiplication, we can 
ma 
normalize system (6.1) determining Pmat(G) to: x~O, Cx~.!_, for a certain 
matrix c (deleting the inequalities in (6.1) corresponding to u~v with 
I ul ~1). As the matching polytope is of type (8.4), and hence its anti-blocking 
polyhedron A(Pmat (G)) is equal to [ zc·JR! I Dz ~ .!J, where the rows of D are the 
incidence vectors of all matchings in G. So by (8.8) I taking e=_!_: 
(8. 20) max{Ll(G), max L~ ~UU .\ = min{yT ..!. j y ~O; yTD ~ .!_T}. 
U"'7 
)u1~2 
Here<u)denotes the collection of all edges contained in U. 
The minimum in (8.20) can be interpreted as the fractional edge-colouring 
number 0%(G) of G. If the minimum is attained by an integral optimum solution 
y, it is equal to the edge-colouring number t(G) of G, since 
(8.21) 
By Vizing's theorem, 6(G)=.6(G) or ~(G)=ll{G)+l if G is a simple graph. If G 
is the Petersen graph, then A(G)=~*f.G)=3 while t<G)=4. Seymour [1979] con-
jectured that for each, possible nonsimple, graph one has 6(G) ~maxf ~(G)+l, 
r~)f(Gn·). 
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9. CUTTING PLANES 
n For any set P'°lR , let the integer hull of P, denoted by PI, be: 
( 9. 1) PI := conv{x j x€ P; x integral}. 
Trivially, if P is bounded, then PI is a polytope. Meyer 09741 showed that 
if P is a rational polyhedron, then PI is a rational polyhedron again. 
Most of the combinatorial results given above, consist of a character-
ization of the integer hull PI by linear inequalities, for certain polyhedra 
P. E.g., the matching polytope is the integer hull of the polyhedron determined 
by the inequalities (6.1) (i) (ii). For most combinatorial optimization problems 
it is not difficult to describe a set of linear inequalities, determining a 
polyhedron P, in which the integral vectors are exactly the incidence vectors 
corresponding to the combinatorial optimization problem; hence, PI is the 
convex hull of these incidence vectors. However, it is genera1ly difficult 
to describe PI by linear inequalities (cf. Section 10). 
The cutting plane method was introduced by Gomory [i960] to solve integer 
linear programs. Chvatal Q973a] (and Schrijver U980~ for the unbounded case) 
derived from it the following iterative process characterizing PI. 
(9. 2) 
Define for any polyhedron P ~ lRn: 
P' := (\ H 
H rational I ' 
affine half space 
with H ;:>P 
where a rational affine half space is a set H:={x I cTx ~ 61, with c ~rt (c~Q) 
and be ~- Clearly, we may assume that the components of c are relatively 
prime integers, which implies: 
(9. 3) 
This usually makes the set P' easy to characterize. 
For instance, for any rational m ~ n-matrix and b €: 'J).m we have: 
(9. 4) 
(here L· .J denotes component-wise lower integer parts). 
The halfspaces HI (more strictly, their bounding hyperplanes) are called 
cutting planes. 
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It can be shown that if P is a rational polyhedron, then P' is a 
rational polyhedron again. Trivially, P q H implies PI SHI , and hence PI ~ P' . 
Now generally P" :J P', and repeating this operation we obtain a sequence 
of polyhedra P ,P' ,P" ,P'", ... satisfying: 
(9.5) 
Denote the (t+l)th set in this sequence by P(t). Then: 
(9.6) Theorem. For each rational polyhedron P there exists a number t with 
p(t)=P 
I' 
A direct consequence applies to bounded, but not necessarily rational, polyhedra: 
(9.7) Corollary. For each polytope P there exists a number t with P(t)=PI. 
Blair and Jeroslow [i982] (cf. Cook, Gerards, Schrijver and Tardos [1.986]) 
proved the following generalization of (9.6): 
(9.8) Theorem. For each rational matrix A there exists a number t such that 
for each column vector bone has: {x I Ax~b3(t)= {x I Ax~b}I. 
Hence we can define the Chvatal rank of a rational matrix A as the smallest 
such number t. The strong Chvatal rank of A then is the Chvatal rank of the 
matrix 
(9. 9) 
It follows from Hoffman and Kruskal's theorem (cf. (4.1)) that an integral 
matrix A has strong Chvatal rank 0 if and only if it is totally unimodular. 
Similar characterizations for higher Chvatal ranks are not known. In Examples 
(9.10) and (10. 3) we shall see some classes of matrices with strong Chvatal 
rank 1. 
For more on cutting planes, see Jeroslow [1978,1979], Blair and Jeroslow 
e-977, 1979, 19821. 
(9.10) Example: the matching polytope. For any graph G=(V,E), let P be the 
polytope determined by (6.1) (i) (ii). So PI is the matching polytope of G. 
It is not difficult to show that P' is the polytope determined by (6.1) (i) 
(ii) (iii). Hence Edmonds' matching polyhedron theorem (6.5) is equivalent to 
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asserting P'=P1 . So the matching polytope arises from (6.1) (i) (ii) by one 
'round' of cutting planes. 
It is the content of (6.22) that all integral m~n-matrices A=(a .. ) 
i] 
satisfying z:=l \aijl ~2 for j=1, •.. ,n, have strong Chvatal rank at most 1. 
More about cutting planes in Section 10. 
-10.1-
10. HARD PROBLEMS AND THE COMPLEXITY OF THE INTEGER HULL 
The integer hull PI can be quite intractable compared with the 
polyhedron P. This has been shown by Karp and Papadimitriou [igs2J, under 
the generally accepted assumption NP ~ co-NP. 
First note that the ellipsoid method (cf. Section 3) can be used also 
in the negative: if NP # P, then for any NP-complete problem there is no 
polynomial-time algorithm for the separation problem for the corresponding 
polytopes. More precisely, if for each qraph G=(V,E) ..VG is a subset of 'P(E), 
and if the Optimization problem (3.17) is NP-complete, then (if NP#P) the 
Separation problem (3.18) is not polynomially solvable. 
In fact, Karp and Papadimitriou showed that for any class (¥G \G graph), 
if the Optimization problem (3.17) is NP-complete, and if NP~ co-NP, then 
the class of polytopes conv{ XF j FE f'G1 has difficult facets, i.e., 
( 10. 1) there exists no polynomial~ such that for each graph G=(V,E) and 
each c e.2ZE and C G Qt with the property that cTx '!f~ defines a facet 
of conv{~ j FcrG}' the fact that cTx~S is valid for each XF with 
F€ r G has a proof of length at most pclvJ + \E\ +size (c) +size (O)). 
The meaning of (10.1) might become clear by considering description (6.1) 
of the matching polytope: although (6.1) consists of exponentially many 
inequalities, each facet-defining inequality is of form (6.1), and for them 
it is easy to show that they are valid for the matching polytope. 
Another negative result was given by Boyd and. Pulleyblank [1984]: 
let, for a given class c¥ G I G graph) I for each graph G= (V ,E) the polytope 
PG in :RE satisfy (PG) I=convfar \ Ft~ G} and have the property that= 
(10.2) given G= (V ,E) and c €:RE, find max{cTx j x lP G 1 
is polynomially solvable. Then if the Optimization problem (3.17) is NP-
complete and if NP#co-NP, then there is no fixed t so that for each graph 
G, (PG) {t) =conv{-x_F I F£ ¥ G1. 
Similar results holds for subcollections .YG of <fl(V) and for directed 
graphs. See also Papadimitriou [i984] and Papadimitriou and Yannakakis [1.982] 
for the complexity of facets. 
(10.3) Example: the coclique polytope. Let G = (V,E) be a graph, and 
let P (G) be the coclique polytope of G. Let P(G) be the polytope in 
cocl 
"JR. V determined by 
(10.4) (i) 
(ii) 
x?. 0 
v 
11 c x ~1 Vt V 
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(v E V), 
(C c;v, c clique) . 
So P(G) is the anti-blocking polyhedron of the clique polytope - cf. (8.11). 
Clearly, P (G) CP(G), since each coclique intersects each clique in at 
co cl -
most one vertex. In fact, as the integral solutions of (10.4) are exactly 
the incidence vectors of cocliques, we have: 
(10.5) P l(G) = P(G)I. 
coc 
r; ;;-, ( t) Chvatal L1973a,198~ showed that there is no fixed t so that P(G) = 
P(G)I for all graphs G (if NPfco-NP, this follows from Boyd and Pulleyblank's 
result mentioned above), even if we restrict G to graphs with O((G)=2. 
By Chvatal's theorem (8.14), the class of graphs with P(G)I=P(G) is 
exactly the class of perfect graphs. In (9.10) above we mentioned Edmonds' 
result that if G is the line graph of some graph H, then P(G) '=P(G)I, which 
is the matching polytope of H. 
The smallest t for which P(G) (t)=P(G)I is an indication of the computa-
tional complexity of the coclique number O((G). Chvatal [i973aJ raised the 
question whether there exists, for each fixed t, a polynomial-time algorithm 
determining ~(G) for graphs G with P(G) (t)=P(G)I. This is true for t=O, i.e., 
for perfect graphs (Grotschel, Lovasz and Schrijver (}. 98D ) . 
Minty [i980] and Sbihi r978, 1980] extended Edmonds I result of the poly-
nomial solvability of the maximum-weighted matching problem, by describing 
polynomial-time algorithms for finding a maximum weighted coclique in K113-
free graphs (i.e., graphs with no K113 as induced subgraph). Hence, by (3.9), 
the separation problem for coclique polytopes of K113-free graphs is polynom-
ially solvable. Yet no explicit description of a linear inequality system 
defining P 1 (G) for K1 3-free graphs has been found. This would extend coc , 
Edmonds' description of the matching polytope. It follows from Chvatal's 
result mentioned above that there is no fixed t such that P(G) (t)=P(G) for 
I 
all K113-free graphs. (See Giles and Trotter [i9s1] .) 
Another 'relaxation' of the coclique polytope of G=(V,E) is the polytope 
Q(G) determined by: 
(10.6) (i) x >-O 
v 
(ii) x +x ~ 1 
v w 
(v G V) , 
<{v,w} t:E). 
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Again, Q(G)I=P 1 (G). Since Q(G);?P(G), there is not with Q(G)(t)= CCC 
Q(G)I for all G. It is not difficult to see that Q(G)' is the polytope 
determined by (10.6) together with: 
(10. 7) lc\-1 
2 (C is the vertex set of an odd circuit). 
It was shown by Gerards and Schrijver [i906J that if G has no subgraph H 
which arises from K4 by replacing edges by paths such that each triangle 
in K4 has become an odd circuit in H, then Q(G) '=P (G). Graphs G with co cl 
Q(G) '=P cocl (G) are called by Chvatal [197s] · t-perfect. 
Gerards and Schrijver showed more generally the following. Let A=(a .. ) 
l.] 
be an integral m j. n-matrix satisfying 
(10. 8) n l aijl ~ 2 j=l (i= 1, •.• ,m) • 
Then A has strong Chvatal rank at most 1 if and only if A cannot be trans-
formed to the matrix 
ff"] 1 0 1 0 (10.9) 1001 0 1 1 0 0 1 0 1 0 0 1 1 
by a series of the following operations: deleting or permuting rows or columns, 
or multiplying them by -1; replacing[~ ~T] by D-bcT, where Dis a matrix and 
b and c are colwnn vectors. 
Chvatal 1973~ showed that for G=K the smallest t with Q(G) (t)=P (G) ~J n cocl 
is about log n. 
Chvatal [1975] observed that the incidence vectors of two cocliques 
C,C' are adjacent on the coclique polytope if and only if CL).C' induces a 
connected graph. For more on the coclique polytope, see Fulkerson [i97D, 
Chvatal [i973a,1975,1984,1985], Padberg [1973,1974,1977,1979], Nemhauser 
and Trotter [i 974, 1975] , Trotter [i975] , Wolsey {f.976b], Balas and Zemel 
U977], Ikura and Nemhauser [i98~ , Grotschel, Lovasz and Schrijver [1.986]. 
(10.10) Example: the traveling salesman polytope. For any 
H 1· traveling salesman polytope is equal to · conv{~ H ~E; H 
As the traveling salesman problem is NP-complete, by Karp 
graph G=(V,E), the 
Hamiltonian circuit1. 
and Papadimitriou's 
result, the traveling salesman polytope will have 'difficult' facets (cf. 
(10.1), if NP~co-NP. 
Define the polyhedron Pf;.lRE by: 
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(10.11) (i) O~x ~1 
e 
(e€E), 
(v G V) , (ii) I; x 2 
e3V e 
(iii) L;'e€b (U) x ~2 e (U f V). 
Since the integral solutions of (10.11) are exactly the incidence vectors 
of Hamiltonian circuits, P1 is equal to the traveling salesman polytope. 
T Note that the problem of minimizing a linear function c x over P is poly-
nomially solvable, with the ellipsoid method, since system (10.11) can be 
checked in polynomial time ((iii) can be checked by reduction to a minimum 
cut problem). So if NP~co-NP, by Boyd and Pulleyblank's result, there is no 
fixed t such that P(t)=P1 for each graph G. 
The system (10.11) however has been useful in solving large-scale in-
E h . . f stances of the traveling salesman problem: for any c E a? , t e minimum o 
T c x over (10.11) is a lower bound for the traveling salesman problem, which 
can be computed with the simplex method using a row generating technique. 
This lower bound can be used in a 'branch-and-bound' procedure for the travel-
ing salesman problem. 
This approach was initiated by Dantzig, Fulkerson and Johnson l}954,1959], 
and developed and sharpened by Miliotis [i978], Grotschel and Padberg [i 979a,b], 
Grotschel [1980], Crowder and Padberg [i.980] and Padberg and Hong /]..9sOJ (see 
Grotschel and Padberg [i985] and Padberg and Grotschel ~985] for a survey) . 
Grotschel and Padberg [i979a] showed that the diameter of the traveling 
salesman polytope for G=K is equal to ~n(n-3). They also proved that for 
n 
complete graphs all inequalities in (10.11) are facet-defining (if \vl;;?5). 
For more about facets of the traveling salesman polytope, see Held and Karp 
[i970, 1971], Chvatal b973b] Grotschel and Padberg [1975, 1977, 1979a,b], 
Maurras [1975], Grotschel [i977a,1980J, Grotschel and Pulleyblank [1984], 
Grotschel and Wakabayashi I1981a,bj , Cornuejols and Pulleyblank I19s2J, 
Papadimi triou and Yannakak:is [i 984] . 
Papadimi triou and Yannak:ak:is [i 98~ showed that it is co-NP-complete to 
decide if a given vector belongs to the traveling salesman polytope. Moreover, 
Papadimitriou [1978] showed that it is co-NP-complete to check if two Hamil-
tonian circuits H,H' yield adjacent incidence vectors (see also Rao [1976]). 
On the other hand, Padberg and Rao [i.974J showed that the diameter of 
the 'asymmetric' traveling salesman polytope (i.e., convex hull of incidence 
vectors of Hamiltonian cycles in a directed graph) is equal to 2, for the 
complete directed graph with at least 6 vertices. Grotschel and Padberg [igs5J 
conjecture that also the 'undirected' traveling salesman polytope has diameter 
2. 
-10.5-
(10.12) Other hard problems. We mention some references studying polyhedra 
associated to other hard problems. Set packing problem: Fulkerson [i97~, 
Padberg U973, 1977, 1979], Balas and Zemel {].977], Ikura and Nemhauser [1985]. 
Set-covering problem: Padberg [ig19] , Balas [1980], Balas and Ho [i980]. 
Set partitioning problem: Balas and Padberg [ig12j, Balas [i977], Padberg 
[i979], Johnson [1980]. Linear ordering and acyclic subgraph problem: 
Grotschel, Junger and Reinelt [i984, 19$5a,bJ, Jiinger [i.985]. Knapsack 
problem and 0,1-programming: Balas [l.975], Hammer, Johnson and Peled [i975], 
Wolsey 0:-975,1976a,1977], Johnson[i980J, Zemel [i97B], Crowder, Johnson 
and Padberg {1983]. Bipartite subgraph and maximum cut problem: Gr6tschel 
and Pulleyblank U981], Barahona [l.983a,b], Barahona, Grotschel and 
Mahjoub Qgs.5]. 
For more background information on hard problems, see Gr6tschel [l977a, 
1982] . 
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