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Generic criticality of community structure in random graphs
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We examine a community structure in random graphs of size n and link probability p/n determined
with the Newman greedy optimization of modularity. Calculations show that for p < 1 communities
are nearly identical with clusters. For p = 1 the average sizes of a community sav and of the giant
community sg show a power-law increase sav ∼ n
α′ and sg ∼ n
α. From numerical results we estimate
α′ ≈ 0.26(1), α ≈ 0.50(1), and using the probability distribution of sizes of communities we suggest
that α′ = α/2 should hold. For p > 1 the community structure remains critical: (i) sav and sg have
a power law increase with α′ ≈ α < 1; (ii) the probability distribution of sizes of communities is
very broad and nearly flat for all sizes up to sg. For large p the modularity Q decays as Q ∼ p
−0.55,
which is intermediate between some previous estimations. To check the validity of the results, we
also determined the community structure using another method, namely a non-greedy optimization
of modularity. Tests with some benchmark networks show that the method outperforms the greedy
version. For random graphs, however, the characteristics of the community structure determined
using both greedy an non-greedy optimizations are, within small statistical fluctuations, the same.
PACS numbers: 89.75.Hc
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I. INTRODUCTION
Random graphs are unique structures, which are of in-
terest both for mathematical and physical sciences. They
allow a deep rigorous analysis [1] and moreover provide
an excellent testing ground for various methods devel-
oped in the context of complex networks [2, 3]. One of
the most basic features of random graphs is their per-
colative properties related to the formation of clusters of
various sizes. It is well known that a large graph of n
nodes with the link probability p/n has an interesting
transition at p = 1. For p < 1 the largest cluster (giant
component) is relatively small and its size s slowely in-
creases with the size of the graph (s ∼ log(n)). However,
for p > 1 the giant component spans a finite fraction of
the graph (s ∼ n). At the transition point the size of
the giant component is intermediate between these two
regimes and s ∼ n2/3 [4]. Instead of clusters of links one
might consider clusters of more complex objects, e.g., the
so-called k-cliques that are complete subgraphs of k ver-
tices. For k-cliques, interesting percolation transitions
were also identified [5].
Subgraphs having strong internal connections, of which
k-cliques are extreme cases, play an important role in
the functioning of many real networks. The existence of
such structures, often called communities, indicates a hi-
erarchical organization of networks and influences their
stability and robustness [6]. However, finding the com-
munity structure, despite considerable interest, is not a
well-defined problem—mainly for lack of a commonly ac-
cepted definition of the community. For example, re-
stricting the notion of a community to a k-clique is too
stringent in many cases and for networks where such
structures are sparse might lead to meaningless results.
Some other definitions of a community were proposed
based, for example, on the ratio of inter- and intra-
community links, but they contain some degree of arbi-
trariness. In some cases no precise definition of a commu-
nity is used and the partition into communities is simply
an outcome of a given algorithm. As a result, a multi-
tude of methods are used to determine the community
structure [6, 7].
It is natural to expect some kind of relation between
clusters and communities. While for clusters the con-
nectedness is a sufficient condition, for communities it
is only a necessary one (Fig. 1). Communities are thus
not larger than clusters, but a more precise comparison
between these two basic structures seems to be missing.
Such comparison would be feasible especially for random
graphs, since their cluster properties, as we described
above, are to a large extent known exactly. Particularly
interesting might be to check whether the transition at
p = 1, which leads to the formation of the percolating
cluster, induces a similar change in the community struc-
ture. Such an analysis is the main objective of the present
paper.
At first sight, the idea to examine a community struc-
ture in random graphs might appear questionable on very
basic grounds. Namely, random graphs almost by defini-
tion should not have any community structure. However,
the problem is more subtle. Random graphs remain ho-
mogeneous (and thus structureless) but only on average.
Any specific configuration of random graphs is subject to
fluctuations and some communities might and do form
[8, 9].
Most of our results are obtained using the Newman
greedy optimization of modularity, which we briefly de-
scribe in Section II. In Section III we describe our numer-
ical results obtained using this method and in particular
we show that for p ≥ 1 the community structure remains
critical. To examine the validity of our approach, we
also determined the community structure using a non-
2FIG. 1. Two clusters (separate subgraphs) and three commu-
nities (in circles): clusters might include one or more commu-
nities – and different clusters incorporate different communi-
ties.
greedy optimization of modularity (section IV). Test-
ing this method with some benchmark networks (Karate
club, 4-module), we found that it outperforms the greedy
optimization. The method preserves the basic algorith-
mic structure of its greedy counterpart and we thus ex-
pected that it might be used to examine a community
structure in large networks. The non-greedy optimiza-
tion applied to random graphs returns, however, nearly
the same results as the greedy version. Such an agree-
ment suggests that the criticality of community strucure
is an inherent property of random graphs. Section V
contains our conclusions.
II. GREEDY OPTIMIZATION OF
MODULARITY
To identify communities in random graphs, we used
Newman’s method [10] based on the optimization of the
modularity Q [11, 12] defined as:
Q =
∑
i
(eii − a
2
i ), (1)
where eii is the fraction of links that have both ends
in the community i, ai is the fraction of ends of links
that are attached to sites in community i, and the sum-
mation in Eq. (1) is over communities. The algorithm
starts with all single-site communities and then succes-
sively amalgamates them in larger ones, choosing at each
step the pair of communities the amalgamation of which
gives the biggest possible increase in modularity (or the
smallest decrease if no choice gives an increase). Even-
tually, all sites form a single community, but typically
on the way there is a required solution: a configuration
of communities with the largest modularity. Similarly to
other greedy algorithms, the obtained solution is usually
only approximately optimal but the advantage of this
method is its computational efficiency, due to which it
can be applied to very large networks.
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FIG. 2. (Color online) The rescaled size of the giant commu-
nity sg/n as a function of the link probability p calculated for
several sizes of a graph n. For each p and n we average over
103 − 105 graphs.
Implementing some of the modifications proposed by
Clauset et al. [13] and adapting this frequently used
method for sparse graphs, we were able to efficiently de-
termine the community structure of random graphs with
n up to 3 · 106 sites. To compare their cluster and com-
munity structure properties, we calculated the average
size of the giant community sg and the average size of
the community sav. Provided that the algorithm results
in the decomposition of the graph into communities of
sizes si, where i = 1, 2, . . . , l and l is the number of the
communities found in a given graph, the average size of
the community is calculated as sav = 〈
1
n
∑l
i=1 s
2
i 〉, where
< . . . > stands for the average over independently gener-
ated graphs.
III. NUMERICAL RESULTS
In the present section we describe our results obtained
by the greedy optimization method. However, as we will
show in the next section, for random graphs this method
most likely returns nearly optimal solutions.
In Fig. 2 we present the rescaled size of the giant com-
ponent sg/n as a function of p. For p < 1, sg/n quickly
converges to zero, which indicates that the giant commu-
nity, similarly to the giant component, contains a negligi-
ble fraction of sites. For p > 1 the giant community seems
to be much larger but a substantial size-dependence is
also clearly visible.
Let us notice that for p > 1 the giant component con-
tains a finite fraction of sites [1]. Fig. 3 shows that the
giant community might not be that large. Indeed, even
up to p = 10 the asymptotic increase of sg obeys the
power law sg ∼ n
α but α remains smaller than 1. It
means that the giant community increases slower than
the size of the graph n and in the limit n → ∞ it spans
only a vanishingly small fraction of the graph. For p < 1
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FIG. 3. (Color online) The n-dependence of the size of the
giant community (log-log scale). For p ≥ 1, the size of the
giant community shows a power-law increase sg ∼ n
α and
from the fit to numerical data we obtain α(p=1)=0.51(1),
α(p=3)=0.85(1), α(p=5)=0.90(1), and α(p=10)=0.95(1).
Let us notice that the numerical data show a nearly linear
increase for more than 4 decades of n.
our results show a slower than power-law increase of sg
and it might be similar to the behaviour of the giant
component that in the subcritical phase increases only
logrithmically with n. At p = 1, which is the interface of
these two regimes, our results show that sg ∼ n
0.51. It is
possible that in this case sg ∼ n
1/2 and it would be de-
sirable to provide analytical arguments for such increase.
Let us recall that at p = 1 the giant component is known
to scale as n2/3 [4].
A similarly slow increase of the giant component and
of the giant community in the p < 1 phase suggests that
in this case communities are nearly identical to clusters.
Our calculation of the average size of the community sav
confirms such suggestion. As shown in Fig. 4, the average
community size is in a very good agreement with the
analytical expression for the average cluster size 1/(1−p)
[14]. For p ≥ 1, the average community size most likely
has a power law increase s ∼ nα
′
(Fig. 5). Similarly
to α, the exponent α′ depends on p and in particular,
we estimate α′(p = 1) ≈ 0.26(1), α′(p = 3) ≈ 0.87(1),
and α′(p = 5) ≈ 0.91(1). Let us notice that α′(p = 1)
is nearly half of α(p = 1). Moreover, for p > 1 the
numerical data show that α′(p) ≈ α(p).
To have some further understanding of the community
structure in random graphs, we measured the probability
distribution of sizes s of communities Pco(s) and of clus-
ters Pcl(s). For p < 1, clusters and communities are rel-
atively small and, as expected, both distributions seem
to have faster than a power-law decay (Fig. 6). Mor-
ever, the overlap of Pco(s) and Pcl(s) is yet another in-
dication that communities in the non-percolating phase
are nearly identical to clusters. For p = 1, both distri-
butions seem to follow a power-law decay s−3/2, which
for the cluster size distribution Pcl(s) is already well
known [14]. Our results show that even at the criti-
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FIG. 4. (Color online) The inverse of the average community
size sav as a function of p. For random graphs the average
cluster size equals 1/(1−p) [14] and our numerical data in the
limit n→∞ are in a very good agreement with this formula.
It means that for p < 1 communities basically coincide with
clusters.
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FIG. 5. (Color online) The n-dependence of the average size
of a community sav (log-log scale). For p ≥ 1, sav shows
a power-law increase sav ∼ n
α′ and from the fit to numer-
ical data we obtain α′(p=1)=0.26(1), α′(p=3)=0.87(1), and
α′(p=5)=0.91(1).
cal point p = 1, the distribution of communities Pco(s)
for any s (and sufficiently large n) is almost identical to
Pcl(s) (Fig. 6). However, for a given n, the cutoffs of
these distributions, as set by the size of the giant clus-
ter and of the giant community, are different: the gi-
ant cluster scales as n2/3 while the giant community is
smaller and is likely to scale as n1/2 (Fig. 3). From the
asymptotic decay of Pco(s) at the p = 1, we can esti-
mate the n-dependence of the average community size
sav ∼
∫ n1/2
0
sPco(s)ds ∼
∫ n1/2
0
s−1/2ds ∼ n1/4, which
agrees with our estimation α′ = 0.26(1). Generalizing,
the giant community scaling as nα will imply sav ∼ n
α/2,
i.e., α′ = α/2.
Much different distributions appear in the percolating
phase (p > 1). The existence of the percolating cluster
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FIG. 6. (Color online) The distributions of size of clusters
(Pcl(s)) and communities (Pco(s)), calculated for p = 1 and
p = 0.7 and for n = 105 (log-log scale). For p = 1 both Pcl(s)
and Pco(s) seem to have the expected power law decay s
−3/2
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FIG. 7. (Color online) The distributions of the size of clus-
ters (Pcl(s)) and communities (Pco(s)) calculated for p = 3.
The disconnected vertical parts of the Pcl(s) on the right side
correspond to spanning clusters.
divides Pcl(s) into two basically separated parts (Fig. 7).
The large-s part of the distribution corresponds to the
spanning cluster and is separated from the small-s part
with a distance increasing as the size of the giant cluster
(∼ n). For small s, the distribution Pco(s) overlaps with
Pcl(s). For larger s, the distribution Pco(s) seems to de-
velop much wider maximum, which is not that much sep-
arated from the small-s part. Such behaviour is related
to the slower increase (with n) of the giant community,
which most likely sets the scale of the characteristic size
in the system. Rescaling Pco(s) with n
0.85 (for p = 3),
we notice that the data for different n approximately col-
lapse (Fig. 8). Moreover, the distribution becomes flat
over a range 0 < s/n0.85 <∼ 0.2 and the size at the upper
limit of that interval s ≈ 0.2n0.85 is close to the size of the
giant community. Let us notice that the size correspond-
ing to the middle part of that interval, namely 0.1n0.85,
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FIG. 8. (Color online) The distribution Pco(s) rescaled with
the characteristic giant community size n0.85 calculated for
p = 3 and several values of n.
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FIG. 9. (Color online) The modularity Q as a function of p.
The inset presents the data for larger range of p and suggests
that for large p the modularity decays as p−0.55.
is in a reasonably good agreement with the scaling of
sav. Such flat shape of the distribution strongly suggests
that the scaling of sg and sav is governed by the same
exponent, implying thus α = α′, in agreement with our
numerical simulations (Fig. 3, Fig. 5). Let us emphasize
that the divergence of sav ∼ n
α′ and sg ∼ n
α slower than
the size of the graph n together with the broad distribu-
tion of sizes Pco(s) indicate that the regime p > 1 with
respect to community structure is critical.
As our final result in this section, we present the p-
dependence of the modularity Q (Fig. 9). One can no-
tice that for large p the modularity Q seems to have a
power-law decay ∼ p−0.55. Our result is intermediate
between the estimations p−0.5 [15] and p−2/3 [9], which
were obtained by finding the ground-state configuration
of a certain spin-glass model .
5IV. NON-GREEDY OPTIMIZATION OF
MODULARITY
The Newman greedy optimization of modularity is a
very fast method suitable for finding the community
structure of even very large networks. Preserving the
basic algorithmic structure of this method (and thus its
advantages), we introduce in this section a non-greedy
optimization method. In the greedy version, one selects
for amalgamation such pairs of communities that pro-
vide the largest increase of the modularity. It is possible,
however, that choosing other pairs of communities will
eventually lead to the community structure with larger
modularity (than that found by the greedy optimization).
The essence of our method is to examine some other se-
quences of amalgamations, where those resulting in the
largest increase of modularity are preferred but others are
also possible. In particular, we select a pair of communi-
ties to be amalgamated using a simple prescription: the
larger the corresponding increase of modularity the bet-
ter the chance of selecting a given pair. To be more spe-
cific, we use the roulette-wheel selection with the weight
of an amalgamation, which will increase the modular-
ity by ∆q, given as w(∆q) = 1/(∆qm − ∆q + ε), where
∆qm is the largest increase of modularity (available at
a given stage of an algorithm) and ε is a numerically
determined parameter of the method [16]. In the limit
ε → 0, the weight w(∆qm) dominates and our method
becomes equivalent to the greedy optimization. For pos-
itive ε, all weights are finite and other amalgamations
(less greedy) might be selected. However, when ε is too
large, the algorithm is very noisy and does not drive the
process to large-Q solutions. Since the number of pos-
sible amalgamations is typically large, we used the O(1)
implementation of the roulette-wheel selection [17]. Run-
ning the non-greedy algorithm several times, one might
expect to find solutions better than that returned by the
greedy optimization.
We tested our method with some simple benchmark
networks. A well-known example is Zachary’s karate club
network [18], which has 34 nodes and for which the greedy
optimization algorithm returns Q = 0.38067 [10]. This
is, however, only a suboptimal solution since the largest
value, as obtained with simulated annealing [19] or lin-
ear programming technique [20], equals Q = 0.41979.
Our algorithm also finds the community structure with
Q = 0.41979. To examine its performance we run the
non-greedy algorithm for several values of ε, until the op-
timal solution (with Q = 0.41979) was found. Repeating
and averaging over 100 trials, we calculated the average
number of runs τ , which are needed to find the optimal
solution. Numerical calculations show (Fig. 10) that in
the vicinity of ε = 10−4 our algorithm easily finds the op-
timal solution. For larger ε, the algorithm amalgamates
communities with less regard to the modularity increase
while for smaller ε it becomes too greedy. In both cases,
finding the largest-modularity solution is more difficult.
We also tested our method on the network of 1024 links
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FIG. 10. (Color online) Zachary’s karate club network. The
average number of runs τ , which are needed to find the com-
munity structure with the largest modularity Q = 0.41979, as
a function of ε.
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and 128 nodes that form 4 groups (of 32 nodes each).
Each node has on average zin links with members of the
same group and zout links with members of other groups
(zin + zout = 16). Also in this case our method out-
performs the greedy optimization (Fig. 11). In particu-
lar, the non-greedy version returns a much larger frac-
tion of correctly indentified nodes [21] and a significantly
larger modularity, especially for large zout. Similar re-
sults for this set of networks were also found using the
method of Extremal Optimization [22]. In this case, the
method also has an optimal performance for a certain
intermediate value of ε (Fig. 12). Let us notice that for
zout = 6 and 8 the optimal values of modularity (ob-
tained for ε ∼ 10−7) are larger by more than 10% than
those found with the greedy algorithm.
Having tested the method for some well-known exam-
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FIG. 12. (Color online) The modularity Q as a function of
ε for the 128-node network with 1024 links. Circles indicate
the values obtained by the greedy version (ε = 0).
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FIG. 13. (Color online) The modularity Q as a function of ε
for n = 1000 random graph. Each result is an average over
100 graphs and non-greedy optimization was executed 103
times for each graph. Circles indicate the values obtained by
the greedy version (ε = 0).
ples, we applied the non-greedy optimization to random
graphs. Our calculations show, however, that in this case
the non-greedy method offers little or maybe no improve-
ment. Indeed, the largest values of modularity seem to
be the same as those previously obtained by the greedy
method (Fig. 13). We present only n = 1000 data but cal-
culations for other values of n show a similar behaviour.
Upon changing ε, the size of the giant community
sg exhibits some variability (Fig. 14). However, in
the regime of small ε, i.e., with the largest modularity
(Fig. 13), the values of sg obtained by the non-greedy
and greedy methods nearly overlap. Thus, we expect
that the results obtained using the greedy method, which
were reported in section III, are nearly optimal since the
non-greedy method does not find solutions of larger mod-
ularity.
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munity as a function of ε for n = 1000 random graphs. Each
result is an average over 100 graphs and the non-greedy op-
timization was executed 103 times for each graph. Circles
indicate the values obtained by the greedy version (ε = 0).
V. CONCLUSIONS
In summary, we examined the community structure in
random graphs and compared it with their cluster prop-
erties. While below the percolation threshold, clusters
and communities are nearly the same, at the percola-
tion threshold and especially above it, the communities
are much smaller than the clusters. There are some in-
teresting consequences, especially above the percolation
threshold, where, as we show, contrary to cluster prop-
erties there is no spanning community. Since the average
size of communities diverges but slower then the size of a
graph and there is a broad distribution of sizes of commu-
nities, the regime above the percolation threshold, with
respect to the community structure, might be consid-
ered critical. An open question is whether the above
described critical behaviour, which we detected numeri-
cally for moderately dense graphs, will persist in denser
networks. Alternatively, one might expect yet another
threshold, above which a spanning community will form.
To determine the community structure, we used the
Newman method based on the greedy optimization of
the modularity. We checked, however, that nearly the
same results are obtained by the non-greedy optimization
method.
Introducing the non-greedy optimization method
presents an additional objective of the present paper.
The method preserves an efficient algorithmic structure
of the greedy optimization but relaxes the requirement
that always those pairs of communities are amalgamated,
which yield the largest possible increase of modularity.
Instead, some other amalgamations take place and this
eventually might lead to determination of a community
structure with larger modularity, as we demonstrated on
some examples. We expect that the method might be fur-
ther improved. One possibility is to continuously change
7the parameter ε so that, for example, at the beginning
(for large ε) various amalgamations would be possible—
also those leading to a small increase (or even decrease) of
modularity. However, during the run, such steps would
be gradually suppressed and at the end of the process
(ε → 0) only the largest increase would be admissible.
Such a procedure would clearly resemble the simulated
annealing technique but an examination of its efficiency
is left for the future.
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