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ON THE WHITTAKER PLANCHEREL THEOREM FOR
REAL REDUCTIVE GROUPS
NOLAN R. WALLACH
To my friend Bertram Kostant
Abstract. The main purpose of this article is to fix several as-
pects aspects of the proof of the Whittaker Plancherel Theorem in
Real Reductive Groups II that are affected by recently observed
errors or gaps . In the process of completing the proof of the the-
orem the paper also gives an exposition of its structure, and adds
some clarifying new results. It also outlines the steps in the proof
of the Harish-Chandra Plancherel theorem as they are needed in
our proof of the Whittaker version..
1. Introduction
It has been over 25 years since the publication of my book Real Re-
ductive Groups II ([RRGII]). The last chapter in the book presents, as
an application of Harish-Chandra’s work on his Plancherel Theorem the
Whittaker analogue which I called the Whittaker Plancherel Theorem.
This result has received many citations because of its implications to
the theory of automorphic forms and theory number theory. However,
in the last year several errors and gaps in my proof have been found.
Also, the presentation of the theorem in [RRGII] is somewhat opaque
since it rests on earlier and extremely difficult results in the book. I
therefore feel that even if the problems in the details in the presen-
tation of the theorem did not exist an integrated presentation of the
Harish-Chandra and the Whittaker Plancherel Theorems is justified.
There are two major points that need correction. The first was
pointed out by Van den Ban and Kluit in [vdBK]. This error which
appears in a basic lemma (Lemma 15.3.2 in [RRGII]) that has two
parts. The first part is correct but they show that the second cannot
be true as stated. However in the basic case of generic characters the
argument in the last step of the proof of the Whittaker Plancherel the-
orem (see the proof of Theorem 51) indicates that the lemma is true
for generic characters. We derive a replacement in this paper which is
sufficient to prove the basic propertied of Whittaker cusp forms. The
1
N. R. Wallach Whittaker Plancherel Theorem
second major problem was pointed out by the referee of an earlier ver-
sion of this paper. It is an erroneous use of dominated convergence in
the proof of a key integral formula. As it turns out that result is true
in an operational sense which is all that is needed for the main theorem
(see Corollary 46). There is one more change that we feel is necessary
in the exposition that involves convergence of certain integrals in the
parameter of what we call Jacquet integrals outside the range of ab-
solute convergence (Theorem 42). This involves taking another look
at the shift equation used in the holomorphic continuation of Jacquet
integrals. The result allows us to replace compactly supported func-
tions by Schwartz functions in many formulas. There are complicated
calculations in the original text that do not use the “tainted” results
some of these results will be referred out to the text.
In this paper I will only be studying the generic case. In [RRGII]
one can find a reduction of the degenerate cases to the generic case for
certain Levi factors. In addition, there are several new results in this
paper beyond the estimates in the parameter of the Jacquet integral.
Most important to our exposition is the direct relationship between
the Harish-Chandra Schwartz Space and the Whittaker Schwartz Space
(Theorem 20).
I had completed most of the material on the Whittaker Plancherel
Theorem in the early 1980’s. During that period Harish-Chandra also
worked on the Whittaker theory. We spoke several times about this
work. However, beyond both of us using his Theory of Cusp forms our
approaches were different. The upcoming fifth volume of his collected
papers [H5] edited by V.S.Varadarajan and R. Gangolli contains his
unpublished work on this subject.
In this paper one can also find a review of the Harish-Chandra’s
derivation of the Plancherel Theorem for real reductive groups [H1],
[H2],[H3]. These steps precede the analogous steps in the proof or the
Whittaker version of the theorem. Thus the paper can also be looked
upon as an exposition of both of the theorems. A fuller exposition of
Harish-Chandra’s Plancherel Theorem can be found in Varadarajan’s
introduction to Harish-Chandra’s collected works [H4].
The paper begins with a section giving the notation used in the rest
of the paper. Section 3 gives a description of Harish-Chandra’s work on
what he calls cusp forms in the context of the Harish-Chandra Schwartz
space and their relationship with the discrete series. Section 4 begins
the development of the Whittaker version of the Schwartz space. Theo-
rem 14 combined with Corollary 16 in that section replaces the defective
lemma. The corollary uses a difficult inequality of Harish-Chandra.
Section 5 gives a proof of the Whittaker version of Harish-Chandra’s
2
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theorem asserting that an eigenfunction for the bi-invariant differential
operators that is in the Schwartz space is a cusp form. Section 6 gives
an exposition of the Harish-Chandra Plancherel theorem. The reader
should be warned that in [RRGII] the Harish-Chandra Plancherel den-
sity, µ(ω, iν), needs several normalizing constants. In this paper we will
be “sloppy” about normalizing constants. These aspects were handled
in [RRGII]. The density we write as µ(ω, ν) and it contains all of these
normalizations. Theorem 25 is the most important part of the theorem
for the purposes of the proof of the Whittaker version of the theo-
rem. Section 7 involves a major deviation from [RRGII]. The point
here is that we use the Harish-Chandra’s determination of cusp forms
and our surjective map of the Harish-Chandra Schwartz space to the
Whittaker Schwartz space to characterize the Whittaker cusp forms
in terms of the discrete series for G. Section 8 gives a description of
the holomorphic continuation of the Jacquet integrals and proves the
estimates alluded to above. Section 9 contains the essence of the Whit-
taker Plancherel theorem, Section 10 contains the Whittaker analogue
of Harish-Chandra’s formula for the Dirac delta function at the origin
in terms of induced distributional characters and Section 11 gives the
direct integral version of the Whittaker Plancherel Theorem.
As indicated above this paper suggest that Lemma 15.3.2 in [RRGII]
is actually true for generic characters. However, a proof based on the
formula in the proof of Theorem 51 uses most of the derivation of the
Whittaker Plancherel Theorem.
This paper is dedicated to my friend Bert Kostant. It may seem
strange for me to submit a paper consisting mainly of analysis in honor
of the legacy of a mathematician whose main work was in algebra and
geometry. My justification is that my introduction to Toda lattices
and Whittaker theory was through his beautiful papers [K1], [K2].
This work inspired my joint work with Roe Goodman in our series
of papers studying Toda lattices and Whittaker vectors. The work
with Goodman led me to add the chapter on the Whittaker Plancherel
theorem to [RRGII]. I think it would have made Bert happy that he
helped me to repair an error in my work.
2. Notation
We will be studying the class of real reductive groups G as in [BW]
and [RRGI],[RRGII]. That is, there is an algebraic subgroup G1 of
GL(n,R) (for some n) invariant under transpose such that G is a finite
covering of an open subgroup of G1. Let p : G → G1 be the covering
3
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map. We replace G1 with{[
g 0
0 (g−1)T
]
|g ∈ G1
}
⊂ GL(2n,R)
and p with the corresponding map[
p(g) 0
0 p(g−1)T
]
Let ‖T‖ to be the Hilbert–Schmidt norm on M2n(R). We set ‖g‖ =
‖p(g)‖ and if X ∈ Lie(G) then ‖X‖ = ‖dp(X)‖.
Let K be a maximal compact subgroup of G (which we can take as
p−1(G1 ∩ O(2n))) and let θ be the corresponding Cartan involution.
Let G = KAoNo be an Iwasawa decomposition of G. Let Po be the
normalizer of No in G. The minimal parabolic subgroups are the G
conjugates of Po. Since G = KPo they are all K conjugate. A parabolic
subgroup of G is a subgroup that is its own normalizer containing a
minimal parabolic subgroup. Let P be a parabolic subgroup. We set
MP = P ∩ θP and NP equal to the unipotent radical of P . Then
P = MPNP is called a (K–) standard Levi decomposition. Let C
denote the center of MP . If aP = {x ∈ Lie(C)|θx = −x} then we set
AP = exp(aP ). We note that
exp : aP → AP
is an isomorphism of Lie groups (aP a Lie group under addition). Define
(as usual) log : AP → aP to be the inverse of exp. Set oMP = ∩µKerµ,
the intersection is over all Lie group homomorphisms
µ :MP → R>0,
then MP =
oMPAP and P =
oMPAPNP with unique decomposition.
This is usually called a Langlands decomposition. We will use the
notation P = θP the standard opposite parabolic to P . We note
that P = oMPAP θ (NP ) and we write θ (NP ) = NP . Applying this
standard material to Po and using the notation XPo = Xo for X =
M,A,N, a we have Po =
oMoAoNo. Also the Iwasawa decomposition
implies that G = NoAoK with unique decomposition. So if g ∈ G then
g = n(g)a(g)k(g) with n(g) ∈ No, a(g) ∈ Ao, k(g) ∈ K. We will call a
parabolic subgroup standard if it contains Po.
Let U(Lie(G)) be the universal enveloping algebra of Lie(G). We
look upon U(Lie(G)) as the left invariant differential operators on
G. We use the standard notation ZG(Lie(G)) for Ad(G)–invariants
in U(Lie(G)) and Z(Lie(G)) for the center of U(Lie(G)). We note
that since G has a finite number of connected components Z(Lie(G))
is a finitely generated ZG(Lie(G)) module.
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We fix the norm, ‖...‖ described above on G. Which is a function on
G with values in R>0 that satisfies
1. ‖xy‖ ≤ ‖x‖ ‖y‖ , x, y ∈ G.
2. ‖x‖ = ‖x−1‖ .
3. The sets Br = {x ∈ G| ‖x‖ ≤ r} are compact.
4. ‖k1xk2‖ = ‖x‖ for k1, k2 ∈ K, x ∈ G.
5. If (pi,H) is a Banach representation of G with norm ‖...‖H then
there exist C > 0 and r > 0 such that ‖x‖B ≤ C ‖x‖r (see [RRGI]
2.A.2. p. 71).
We will make a specific choice of norm in G if G has compact center.
Let Z be the center of G and let (σ, V ) be the representation of the
simply connected covering, G1, of the complexification of G/Z with
highest weight ρ (the half sum of the positive roots for some choice
of Cartan subgroup in G1 and system of positive roots). We put a
K–invariant inner product on V and note that ‖σ(g)‖ for g in the cor-
responding covering of G/Z pushes down to G/Z. Since Z is compact
‖...‖ lifts to a norm on G. We will call the norm the standard norm.
We note that for such a norm ‖I‖ > 1 (in fact, 2n in the notation
above) and so
1 < ‖I‖ = ∥∥gg−1∥∥ ≤ ‖g‖2
thus ‖g‖ > 1.
Lemma 1. There exists a constant C > 0 such that if a ∈ Ao then
C ‖log a‖ ≤ log ‖a‖ ≤ ‖log a‖ .
Proof. Set H = log a (i.e. expH = a)
‖expH‖ ≤ e‖H)‖.
So the upper bound is obvious. Clearly if H ∈ Lie(Ao) then trdp(H) =
0. Let dp(H) = h. Let |T | be the operator norm of T ∈ M2n(R). We
note that ∣∣eh∣∣ ≥ e |h|2n−1 .
To see this let h1, ..., h2n be the eigenvalues of h counting multiplicity
in order of decreasing absolute value. Let λ be the maximum of the hi.
Then
|h| = |h1| ,
∣∣eh∣∣ = eλ.
If h1 ≥ 0 then h1 = λ. If h1 < 0 then
|h1| = −h1 =
2n∑
j=2
hj ≤ (2n− 1)λ.
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This proves the assertion. To complete the proof we note that if T ∈
M2n(R) then
|T | ≤ ‖T‖ ≤
√
2n |T | .
We now prove the lower bound. p(a) = eh so
log ‖a‖ = log ∥∥eh∥∥ ≥ log(∣∣eh∣∣) ≥ |h|
2n− 1 ≥
‖h‖√
2n (2n− 1) = C ‖log a‖
with C = 1√
2n(2n−1) . 
If P is a parabolic subgroup of G and if aP is as above then we define
(as usual) ρP (H) =
1
2
tr(ad(H)|Lie(NP )) for H ∈ aP . We will set ρ = ρPo .
If λ ∈ a∗o then we set aλ = eλ(log a).
Let P be a parabolic subgroup of G and let (σ,Hσ) be a Hilbert
representation of oMP such that the underlying (Lie(
oMP ),
oMP ∩K)
is admissible and finitely generated and (σ,Hσ) is unitary as a repre-
sentation of oMP ∩K and let ν ∈ (a∗P )C. We form the smooth induced
representation I∞P,σ,ν as follows: The underlying Fre´chet space is
I∞σ = {f : K → H∞σ |f is C∞ and f(mk) = σ(m)f(k), m ∈ oMP∩K, k ∈ K}.
With H∞σ the space of C
∞ vectors of Hσ. If f ∈ I∞σ then we define
(piP,σ,ν(g)f) (k) = Pfν(kg)
with
Pfν(namk) = a
ν+ρP σ(m)f(k)
if n ∈ NP , a ∈ AP , m ∈ oMP and k ∈ K. On I∞σ we put the inner
product
〈f1, f2〉 =
∫
K
〈f1(k), f2(k)〉σ dk.
The Hilbert space Iσ is the space of K–finite vectors of I
∞
σ .
3. The Harish-Chandra Schwartz Space
We keep to the notation of the previous section. The purpose of this
section is to give a tour of Harish-Chandra’s most profound results in-
volving the discrete series. We follow the discussion in [RRGI] Chapter
7.
We recall the definition of the Harish-Chandra Schwartz space. If
f ∈ C∞(G), k ∈ R≥ = [0,∞), x, y ∈ U(Lie(G)) then set
pk,x,y(f) = sup
g∈G
(
(1 + log ‖g‖)kΞ(g)−1 |RyLxf(g)|
)
.
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Here Ry is the right regular action so Ryf = yf as a left invariant dif-
ferential operator and Lx is the left regular action (so a right invariant
differential operator) and Ξ is Harish-Chandra’s basic spherical func-
tion which in particular is K bi-invariant. The key facts we need about
Ξ are in [RRGI], Section 4.5.
1. Ξ(g) =
∫
K
a(kg)ρdk (the integration is over normalized invariant
measure).
2. There exist C, d > 0 such that if h ∈ a+o then
eρ(h) ≤ Ξ(exp(h)) ≤ Ce−ρ(h)(1 + ‖h‖)d.
3. Ξ(g) > 0 and there exists r > 0 such that (dg is a Haar measure
on G) ∫
G
(1 + log ‖g‖)−rΞ(g)2dg <∞.
4. If P is a parabolic subgroup of G and N = NP then there exists
r such that (dn is a Haar measure on N)∫
N
(1 + log ‖n‖)−rΞ(n)dn <∞.
5. Since it is a K bi-invariant spherical function it satisfies∫
K
Ξ(xky)dk = Ξ(x)Ξ(y)
(indeed this is one of the definitions of zonal spherical function).
6. Ξ(xy) =
∫
K
a(kx−1)ρa(ky)ρdk for x, y ∈ G.
7. Assume that G has compact center and ‖...‖ is the standard norm
(see Section 2). Then there exist C1, C2, d > 0 such that
C1 ‖g‖−1 ≤ Ξ(g) ≤ C2 ‖g‖−1 (1 + log ‖g‖)d.
To prove 7. we note that relative to the system of positive roots
corresponding to No the weights with respect to the action of Ao on
the ρ–representation (the representation used in the definition of the
standard norm) are of the form ρ−Q with Q a sum of positive roots.
Thus if h ∈ a+o then
eρ(h) ≤ ‖exp(h)‖ =
(∑
mQe
2(ρ−Q)(h)
) 1
2 ≤ C3eρ(h).
This proves 7. since G = K exp(a+o )K.
Using 6. one sees easily that if Y is a compact subset of G then there
exist positive constants MY , LY such that if y ∈ Y then
LY Ξ(x) ≤ Ξ(xy) ≤MY Ξ(x).
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Indeed, we can choose LY ,MY such that 0 < LY < a(ky)
ρ ≤ MF for
y ∈ Y since KY is compact and a(x)ρ > 0. Thus proves
LY
∫
K
a(kx−1)ρdk ≤ Ξ(xy) ≤MY
∫
K
a(kx−1)ρdk =MY Ξ(x).
The Harish-Chandra Schwartz space, C(G), is the subspace of C∞(G)
consisting of those functions f such that
pk,x,y(f) <∞
for all x, y ∈ U(Lie(G)) and all k ≥ 0 endowed with the topology given
by the semi-norms pk,x,y. With this topology C(G) is a Fre´chet space
and an algebra under convolution.
In this context the basis of Harish-Chandra’s “philosophy of cusp
forms” is encapsulated in the following sequence of results. Let P be a
standard parabolic subgroup of G. We define for f ∈ C(G)
fP (m) = a−ρP
∫
NP
f(nm)dn
for m ∈ MP such that the integral converges. Until further notice all
of the coming results in this section are due to Harish-Chandra. We
will give references to [RRGI].
Theorem 2. (cf. [RRGI]Theorem 7.2.1) If f ∈ C(G) then the inte-
gral defining fP converges absolutely and uniformly in compacta of M
and defines an element of C(M). Furthermore the map f 7→ fP is a
continuous from C(G) to C(M).
This follows from the following result of Harish-Chandra (cf. [RRGI]
p. 233.). Set Ξ0MP equal to the analogue of Ξ for
0MP and K ∩MP
then
Proposition 3. If u, v > 0 are given then there exists r > 0 such that
if m ∈ 0MP , a ∈ AP
a−ρP
∫
NP
Ξ(nam)(1 + log ‖nam‖)−rdn ≤
Ξ0MP (m)(1 + log ‖m‖)−u(1 + log ‖a‖)−v.
If fP = 0 for all proper parabolic subgroups of G then we call f a
cusp form. Let Z(Lie(G)) denote the center of U(Lie(G)) then
Theorem 4. (cf. [RRGI],Theorem 7.7.2)If f ∈ C(G) is such that
dimZ(Lie(G))f <∞ then f is a cusp form.
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Let Kˆ be the set of equivalence classes of irreducible continuous
representations of K. Let γ ∈ Kˆ and let χγ and d(γ) be respectively
the character and dimension of any representative of γ. Defining for
f ∈ C(G)
Eγ(f)(g) = fγ(g) = d(γ)
∫
K
f(gk)χγ(k
−1)dk
then under the right regular action of K on C(G) the function fγ
transforms as a representative of γ. The following result is easily
derivable from [RRGI] Corollary 3.4.7 and is used in the proof of the
preceding theorem.
Theorem 5. If f ∈ C(G) then fγ ∈ C(G) and the series∑
γ∈Kˆ
fγ
converges to f in C(G). Furthermore, if G has compact center and
dimZ(Lie(G))f <∞ then the (Lie(G), K) modules
U(Lie(G)C)SpanCRKfγ
are admissible and are finite direct sum of the underlying (Lie(G), K)
modules of irreducible square integrable representations.
The last part of the above theorem needs an explanation. An irre-
ducible unitary representation of G, (pi,H), is said to be square inte-
grable if the matrix coefficients
g 7→ 〈pi(g)v, w〉
are square integrable for all v, w ∈ H . In fact, all one needs is one
non-zero square integrable matrix coefficient.
Theorem 6. Assume that G has compact center. If (pi,H) is an irre-
ducible square integrable representation of G and if v, w are K–finite
elements of H then the corresponding matrix coefficient, f , is in C(G)
and dimZG(Lie(G))f = 1.
If (pi,H) is an admissible tempered representation (we will explain
this shortly) of G then the algebra C(G) (under convolution) acts on
H as follows: If f ∈ C(G), v ∈ H∞ then the integral∫
G
f(g)pi(g)vdg = pi(f)v
defines an operator pi(f) which is an algebra homomorphism. Using the
Casselman-Wallach theorem (as proved in [RRGII] chapter 11) one can
show that if pi is irreducible then this action is algebraically irreducible
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on the C∞ vectors of H . Indeed, it says that the smaller convolution
algebra of rapidly decreasing functions with rapidly decreasing deriva-
tives acts algebraically irreducibly. This observation implies that the
above theorem is true as stated for matrix coefficients of C∞ vectors.
If (pi,H) is an irreducible square integrable representation of G then
set Cpi(G) equal to the set of matrix coefficients of C∞ vectors of H .
Corollary 7. With the notation above the space Cpi(G) is contained in
the space of cusp forms.
We are now ready to close the circle and describe one of Harish-
Chandra’s deepest results. We set E2(G) equal to the set of irreducible
square integrable representations of G (obviously, E2(G) = ∅ if the cen-
ter of G is not compact). If ω ∈ E2(G) and if (pi,H) is a representative
of ω then we set Cω(G) = Cpi(G).
Theorem 8. Assume that G has compact center. Then the space of
cusp forms on G is the topological direct sum⊕
ω∈E2(G)
Cω(G).
This follows from the following difficult converse to Theorem 4.
Theorem 9. (cf. [RRGI] Theorem 7.7.6) Assume that the center
of G is compact. If f is a cusp form on G that is K–finite then
dimZ(Lie(G))f <∞.
4. The Schwartz space adapted to Whittaker models
In this section we study a parallel theory to that of the previous
section for so called Whittaker functions. We retain the notation of
the preceding section. Let χ : No → S1 be a unitary character. We say
that χ is generic if its differential is non-zero on every Ao weight space
in Lie(No)/[Lie(No), Lie(No)]. We set C
∞(No\G;χ) equal to the space
of smooth functions on G such that f(ng) = χ(n)f(g) for n ∈ No and
g ∈ G.
Using a standard integration formula we define a unitary represen-
tation L2(No\G;χ) as follows: We fix an invariant measure on No
and take the corresponding right invariant measure on No\G, dg¯. The
Hilbert space is the space of all measurable (with respect to Haar mea-
sure) functions on G such that
1. f(ng) = χ(n)f(g) for n ∈ No and g ∈ G.
2.‖f‖2 = ∫
No\G |f(g¯)|2dg¯ =
∫
Ao×K |f(ak)|2a−2ρda < ∞(up to nor-
malization of da on A).
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If f ∈ L2(No\G;χ) then we define piχ(g)f(x) = f(xg) for x, g ∈ G.
This defines a unitary representation of G.
The integration formula∫
G
φ(g)dg =
∫
No×Ao×K
φ(nak)a−2ρdkdadn.
suggests the generalization of the Harish-Chandra Schwartz space in
this context. We define
pd,x(f) = sup
g∈G
(a(g)−ρ(1 + ‖log(a(g))‖)d|xf(g)|
for d ∈ R and x ∈ U(Lie(G)). Then C(No\G;χ) is the space of all
f ∈ C∞(No\G;χ) such that pd,x(f) <∞ for all choices of d and x. We
endow C(No\G;χ) with the topology defined by the semi-norms pd,x.
This defines a Fre´chet space. this is how it was defined in [RRGII]
Chapter 15. In light of Lemma 1 the following semi–norms
qd,x(f) = sup
g∈G
(a(g)−ρ(1 + log ‖a(g)‖)d|xf(g)|
are equivalent to the pd,x we will use one or the other depending on
convenience. We will also need another similar space. Here we use the
(Langlands) decomposition
G = AG
oG
With AG a connected subgroup of Ao and
oG has compact center. If
d, r ≥ 0, x ∈ U(Lie(G)) and g = ago with a ∈ AG and go ∈ oG then we
define for f ∈ C∞(No\G;χ)
qd,k,x(f) = sup
g∈oG,a∈AG
a(g)−ρ(1+log ‖a(go)‖)k(1+log ‖a‖)−d−k |xf(ago)| .
We set for each d ≥ 0, Bd(No\G;χ) equal to the space of all f ∈
C∞(No\G;χ) such that qd,k,x(f) <∞ for all k ≥ 0 and x ∈ U(Lie(G)).
Then
B(No\G;χ) = lim→ Bd(No\G;χ)
is a LF space. We note that if G has compact center then B(No\G;χ) =
C(No\G;χ).
We have
Lemma 10. C(No\G;χ) ⊂ L2(No\G;χ).
Proof. If f ∈ C(No\G;χ) then then for all d > 0
|f(ak| ≤ aρ(1 + ‖log a‖)−d
11
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Thus ∫
Ao×K
|f(ak)|2a−2ρdadk ≤
∫
Ao×K
a2ρ(1 + ‖log a‖)−da−2ρda.
Take d so large that∫
Ao×K
(1 + ‖log a‖)−dda <∞.

Proposition 11. If f ∈ C(G) then the the integral
fχ(g) =
∫
No
χ(n)−1f(ng)dn
converges absolutely and uniformly on compacta in g to an element of
C(No\G;χ). Furthermore, the map defined by Tχ(f) = fχ is a contin-
uous map from C(G) to C(No\G;χ).
Proof. We have if n ∈ No, a ∈ Ao and k ∈ K then
|f(nak)| ≤ pk,1,1(f)Ξ(na)(1 + log ‖na‖)−d.
We note that there is an orthonormal basis of R2n such that relative
to that basis p(n) = I +X with X upper triangular with zeroes on the
main diagonal and p(a) is diagonal. Thus
p(na) = p(a) +Xp(a)
and so ‖an‖ ≥ ‖a‖. Also ‖n‖ = ‖a−1an‖ ≤ ‖a−1‖ ‖an‖ = ‖a‖ ‖an‖ ≤
‖an‖2 . This implies that
(1 + log ‖an‖) ≥ (1 + log ‖a‖)
and
(1 + log ‖an‖) ≥ (1 + log ‖n‖)
2
.
So if d > 0
(1 + log ‖an‖)−d ≤ 2 d2 (1 + log ‖a‖)− d2 (1 + log ‖n‖)− d2 .
This and Proposition 3 imply that for all d˙ > 0 and n1 ∈ No, a ∈ Ao
and k ∈ K
a−ρ|fχ(n1ak)| ≤ pd,1,1(f)a−ρ
∫
No
Ξ(na)(1 + log ‖na‖)−ddn ≤
pd,1,1(f)2
d
2 (1 + log ‖a‖)− d2 .
for d sufficiently large. Thus we have shown that for large d
q d
2
,1(fχ) ≤ 2
d
2pd,1,1(f).
12
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If x ∈ U(Lie(G)) then (xf)χ = x(fχ). Thus
q d
2
,x(fχ) ≤ 2
d
2pd,1,x(f).

We now come to a result that is one of the main reasons for this
paper. It is the analogue of Lemma 15.3.2 in [RRGII]. This lemma
has an error in its proof (pointed out in [vdBK] who also show that it
cannot be true as stated).
If f ∈ C(No\G;χ) and if P is a standard parabolic subgroup (i.e.
Po ⊂ P ) P = oMPAPNP (as in Section 2) and recall that we set
NP = θ(NP ) then we define for m ∈ oMP and a ∈ AP
fP (ma) = aρ
∫
NP
f(n¯ma)dn¯.
We need the following simple lemma and to recall a key equality of
Harish-Chandra in the proof of replacement. Let V be a real inner
product space. Let V = V1 ⊕ V2 an orthogonal direct sum. Let P
denote the orthogonal projection of V onto V1. Assume that we have
u ∈ V1, v ∈ V2 and w ∈ V such that there exists 0 < C < 1 such that
1 + ‖Pw‖ ≥ C(1 + ‖w‖).
Lemma 12. 1+‖u+ v + w‖ ≥ C(1+‖w‖)
(1+‖u‖) , (1 + ‖u+ v + w‖)2 ≥ C(1+‖v‖)(1+‖u‖) .
Proof. We note that P (v) = 0. Thus
1 + ‖u+ v + w‖ ≥ 1 + ‖u+ P (w)‖ .
We note that if x, y ∈ V then
1 + ‖x+ y‖ ≥ 1 + ‖x‖
1 + ‖y‖ .
Indeed,
1 + ‖x‖ = 1 + ‖x+ y − y‖ ≤
1 + ‖x+ y‖+ ‖y‖ ≤ (1 + ‖x+ y‖) (1 + ‖y‖).
Applying this to the content of the lemma we have
1 + ‖u+ v + w‖ ≥ 1 + ‖u+ P (w)‖ ≥
1 + ‖Pw‖
1 + ‖u‖ ≥
C(1 + ‖w‖)
1 + ‖u‖ .
This proves the first inequality. We note that
(1 + ‖u+ v + w‖) (1 + ‖w‖) ≥ (1 + ‖u+ v‖) ≥ (1 + ‖v‖).
13
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By the above
(1 + ‖u+ v + w‖) (1 + ‖w‖) ≤ C−1 (1 + ‖u+ v + w‖)2 (1 + ‖u‖)
proving the second inequality. 
The next lemma is due to Harish-Chandra (cf. [RRGI] Lemma
4.A.2.3).
Lemma 13. There is a constant 0 < C1 < 1 such that if n¯ ∈ N¯ then
ρP (log a(n¯)) ≤ 0 and
1− ρP (log a(n¯)) ≥ C1(1 + ‖log a(n¯)‖).
Theorem 14. If f ∈ B(No\G;χ) then the integral defining fP (ma)
converges absolutely and uniformly for m ∈ oMP and a ∈ AP in com-
pacta. Furthermore, the map f 7−→ fP is continuous from B(No\G;χ)
to B(No ∩MP\MP ;χ|No∩M).
Proof. Since the estimates on AG are unaffected by the integrals. We
may assume that G has compact center and we need to prove the results
for f ∈ C(No\G;χ). We have for p ≥ 0, n¯ ∈ N¯P , m ∈ oMP , a ∈ AP
|f(n¯ma)| ≤ a(n¯ma)ρ(1 + ‖log a(n¯ma)‖)−pqp,1(f).
The Iwasawa decomposition for m relative to K1 = K ∩ MP , A1 =
Ao∩ oMP , N1 = No∩MP is m = n1a1k1. Thus since AP is in the center
of MP we have
n¯ma = n¯an1a1k1
so if we set b = an1a1 then
a(n¯ma) = a(an1a1b
−1n¯b) = aa1a(b−1n¯b).
We will now apply the previous lemmas to get some inequalities. Set
∗
a = Lie(Ao ∩ oMP ). We note that
ao = aP ⊕ ∗a
orthogonal direct sum. If we set u = log a, v = log a1 and w =
log a(b−1n¯b) and use the lemma of Harish-Chandra quoted above the
hypotheses of the penultimate lemma above are satisfied so we have
1 + ‖log a(n¯ma)‖ ≥ C1(1 + ‖log a(b
−1n¯b)‖)
(1 + ‖log a‖)
and
(1 + ‖log a(n¯ma)‖)2 ≥ C1(1 + ‖log a1‖)
(1 + ‖log a‖) .
Thus if we write p = 2k + d
a(n¯ma)ρ(1 + log ‖a(n¯ma)‖)−p =
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(aa1)
ρa(b−1n¯b)ρ(1 + log
∥∥aa1a(b−1n¯b)∥∥)−p ≤
C
−(k+d)
1 (aa1)
ρa(b−1n¯b)ρ(1 + ‖log a‖)d+k×
(1 + ‖log a1‖)−k(1 +
∥∥log a(b−1n¯b)∥∥)−d =
C
−(k+d)
1 (aa(m))
ρa(b−1n¯b)ρ(1 + ‖log a‖)d+k×
(1 + ‖log a(m)‖)−k(1 + ∥∥log a(b−1n¯b)∥∥)−d
Obviously, if Ω is a compact subset ofMP then there is a constant CΩ,d
such that
0 ≤ C−(k+d)1 aρ(1 + ‖log a‖)da(m)ρ(1 + ‖log a(m)‖)−d ≤ CΩ,d
if ma ∈ Ω. Thus ∫
NP
|f(n¯ma)| dn¯ ≤
CΩ,dqd,1(f)
∫
NP
a(b−1n¯b)ρ
(
1 + log
∥∥a(b−1n¯b)∥∥)−d dn¯ =
CΩ,dqd,1(f)a
−2ρ
∫
NP
a(n¯)ρ (1 + log ‖a(n¯)‖)−d dn¯.
If d is sufficiently large this integral converges (cf. [RRGI] Theorem
4.5.4) to C2. Now if we put together everything we have proved so far
we have∣∣fP (ma)∣∣ ≤ C−d2 qp,1(f)a(m)ρ(1 + log ‖a(m)‖)−k(1 + log ‖a‖)d+k.
So
qd,k,1
(
fP
) ≤ C−d1 q2k+d,1(f).
Replacing f by xf for x ∈ U(LieMP ) yields qd,k,x
(
fP
) ≤ C−d1 qd+2k,x(f).
Thus f 7−→ fP is continuous from C(No\G;χ) to B(No∩M\G;χ|No∩M).

The next result follows from the proofs of the two preceding theo-
rems.
Corollary 15. Let P be a standard parabolic subgroup of G and set
N = NP = θNP . If f ∈ C(G) then the integral∫
No×N¯
|f(non¯)| dnodn¯
is convergent and defines a continuos seminorm on C(G).
Corollary 16. Assume that G has compact center. Let P be a standard
parabolic subgroup of G. Let H ∈ Lie(AP ) be such that ρ(H) ≤ 0 and
let m ∈ oMP . If f ∈ C(No\G;χ) then for each d > 0 there exists Ck
such that ∣∣fP (exp(H)m)∣∣ ≤ Cd(1− ρ(H))−da(m)ρ.
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Proof. We begin the argument as we did in the proof of Theorem 14
with the same notation. Let a = exp(H) and b = an1a1
a(n¯ma)ρ(1 + ‖log a(n¯ma)‖)−d =
(aa1)
ρa(b−1n¯b)ρ(1 +
∥∥log (aa1a(b−1n¯b))∥∥)−d.
We note that
ρP (log
(
aa1a(b
−1n¯b)
)
= ρP (log(a)) + ρP (log a(b
−1n¯b))
and there exists 0 < C < 1 such that
1 + ‖log a(n¯ma)‖ ≥ C(1− ρP (log
(
aa1a(b
−1n¯b)
)
).
Thus
1 + ‖log a(n¯ma)‖ ≥ C (1− ρP (log(a))− ρP (log a(b−1n¯b)))
and since ρP (log a(b
−1n¯b)) ≤ 0 we have
1 + ‖log a(n¯ma)‖ ≥ C(1− ρP (log a))
and
1 + ‖log a(n¯ma)‖ ≥ C(1− ρP (a(b−1n¯b)).
This implies that
a(n¯ma)ρ(1 + ‖log a(n¯ma)‖)−k−d ≤
C−k−d1 (aa1)
ρa(b−1n¯b)ρ(1− ρP (log a))−k(1− ρP (a(b−1n¯b))−d.
Harish-Chandra has shown that if d > 0 is sufficiently large then∫
N¯
a(n¯)ρ(1− ρP (log a(n¯))−d <∞.
We have ∣∣fP (ma)∣∣ ≤ aρ ∫
N¯
|f(n¯ma)| dn¯ ≤
C−k−d1 (a1)
ρa2ρ(1− ρP (log a))−k
∫
N¯
a(b−1n¯b)ρ(1− ρP (a(b−1n¯b))−ddn¯.
If d is sufficiently large then the integral converges in light of the lemma
above and the argument in Theorem 14. The estimate follows from the
formula. 
Let α1, ..., αl be the simple roots of the parabolic Po relative to Ao.
Lemma 17. We assume that G has compact center and that χ is
generic. If f ∈ C(No\G;χ), h ∈ ao, mi ∈ Z>0 is given for 1 ≤ i ≤ l and
d > 0 then there is a continuous seminorm q = q{mi},d on C(No\G;χ)
such that
|f(exp(h)k)| ≤ e−
∑
i∈F miαi(h)(1 + ‖h‖)−deρo(h)q(f).
16
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Proof. Let x1, ..., xn be a basis of Lie(G). If X ∈ Lie(G) and if k ∈ K
then we can write Ad(k)X =
∑
ai(k,X)xi. We note that
|ai(k,X)| ≤ C ‖X‖
for all k ∈ K. Now let Xi be an element of the αi root space in no such
that dχ(Xi) = zi 6= 0. Then
f(exp(h)k) = z−1i LXif(exp(h)k) = z
−1
i
d
dt |t=0
f(exp(tXi) exp(h)k) =
d
dt |t=0
f(exp(h) exp(tAd(exp(−h))Xi)k) =
z−1i
d
dt |t=0
f(exp(−h) exp(teαi(h)Xi)k) =
z−1i
d
dt |t=0
f(exp(h)k exp(te−αi(h)Ad(k−1)Xi)k) =
e−αi(h)z−1i
∑
aj(k
−1, Xi)xjf(exp(h)k).
Iterating this argument yields and expression
f(exp(h)k) = e−
∑
i∈F miαi(h)Z(k)f(ak)
with Z a smooth function from K to L = U
∑
i∈F mi(Lie(G)) with
U j(Lie(G)) the standard filtration. If we choose a basis of L, y1, ..., yr
then we have
Z(k) =
∑
bi(k)yi.
Thus we have
|f(exp(h)k)| ≤ e−
∑
i∈F miαi(h)
∑
j
Cj |yjf(exp(h)k)| ≤
e−
∑
i∈F miαi(h)(1 + ‖h‖)−deρo(h)
∑
j
Cjqd,yj(f).

Corollary 18. Assume that χ is generic. If f ∈ C(No\G;χ) and
x ∈ U(g) then there exists a continuous semi-norm rx,d on C(No\G;χ)
such that
|xf(g)| ≤ qx,d(f)Ξ(a(g))(1 + log ‖a(g)‖)−d.
Proof. If a ∈ Ao then a = exp(h) with h ∈ sa+o for some s ∈ W (Ao).
Harish-Chandra’s estimates (2. in the previous section) imply that if
‖...‖is the standard norm on G then
asρo ≤ Ξ(a) ≤ Casρo(1 + log ‖a‖)d.
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Now the desired inequality follows from sρo = ρo −
∑
imiαi(h) with
mi ≥ 0. 
We have seen in 7. that if G has compact center then there exists a
norm ‖...‖(the standard norm) on G and there exist C1, C2, r > 0 such
that
C1 ‖g‖−1 ≤ Ξ(g) ≤ C2 ‖g‖−1 (1 + log ‖g‖)r.
Theorem 19. Let f ∈ C(No\G;χ) be right K–finite and let ϕ ∈
C∞c (No) then ψ(nak) = ϕ(n)f(ak) for n ∈ No, a ∈ Ao and k ∈ K
defines an element of C(G).
Proof. Let Ω be the support of ϕ. If n ∈ Ω then there exist constants
C3, C4 (depending only on Ω) such that if n ∈ Ω then
‖n‖ ≤ C3, |ϕ(n| ≤ C4
Thus, if a ∈ Ao then
‖na‖ ≤ ‖n‖ ‖a‖ ≤ C3 ‖a‖
and
‖a‖ = ∥∥n−1na∥∥ ≤ ∥∥n−1∥∥ ‖na‖ ≤ C3 ‖na‖ .
Thus since ‖gk‖ = ‖g‖ for k ∈ K there exists a constant, Bd, for each
d such that
|ψ(nak)| ≤ C4Bd ‖a‖−1 (1 + log ‖a‖)−d ≤
C4C
−1
3 Bd ‖nak‖−1 (1 + log ‖nak‖)−d.
Thus to prove that ψ ∈ C(G) we need to show that LXψ and RXψ
satisfy the inequalities (with appropriate constants) in Lemma 17 for
each X ∈ U(Lie(G)). We first consider the right derivatives. If X ∈
Lie(G) then
RXψ(nak) =
d
dt t=0
ψ(na exp(tAd(k)X)k)
we choose a basis of Lie(G), X1, ..., Xn with Xi in the βi root space
with βi positive for i ≤ r, Xi ∈ ao for r < i ≤ r + l and Xi ∈ Lie(K)
for i > r + l. Then
Ad(k)X =
∑
i
ci(k,X)Xi.
Hence
RXψ(nak) =
∑
i
ci(k,X)
d
dt t=0
ψ(na exp(tXi)k).
18
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If a ∈ A then a = exp(log a). Let Sa = {i|αi(log a) > 0}. If i ≤ r then
βi =
∑
j
mijαi
with mij ≥ 0. Thus
aβi ≤ a
∑
j∈Sa
mijαj .
So if i ≤ r then
d
dt t=0
ψ(na exp(tXi)k) = a
βidχ(Xβi)ψ(nak)
Applying Lemma 17 and Lemma 18 we have∣∣∣∣ ddt t=0ψ(na exp(tXi)k)
∣∣∣∣ ≤ qd(f) ‖na‖−1 (1 + log ‖an‖)−d
for i ≤ r. This estimate is also clear for i > r. We now take a basis
Yi = Xi,i ≤ r + l, Y ∈ Lie(Mo), r + l < i ≤ r + l +m and Yi in the
−βi root space with βi positive for i > r + l +m. We now look at the
left derivative. Noting that
Ad(n)−1X =
∑
i
di(n,X)Yi
LXψ(nak) =
∑
di(n,X)
d
dt t=0
ψ(n exp(tYi)ak)
There exists a constant b such that |di(n,X)| ≤ b for all n ∈ Ω.
Suppose that i > r + l +m then
d
dt t=0
ψ(n exp(tYi)ak) = a
βi
d
dt t=0
ψ(na exp(tYi)k).
Also Yi = −θYi + (Yi + θYi) and −θYiis in the βi root space and Zi =
Yi + θYi ∈ Lie(K).So
d
dt t=0
ψ(n exp(tYi)ak) = a
2βi
d
dt t=0
ψ(n exp(−tθYi)ak)+aβi d
dt t=0
ψ(na exp(tZi)k).
Now arguing as above we see that these terms satisfy the required
estimates. The others are easily seen to satisfy the inequalities. This
procedure iterates an proves the Theorem. 
Theorem 20. Assume that χ is generic. Let Tχbe as in Theorem 11
then the map
Tχ : C(G)→ C(No\G;χ)
is surjective.
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Proof. Let f ∈ C(No\G;χ) and let ϕ ∈ C∞c (No) be such that∫
No
χ(n)−1ϕ(n) = 1.
Then define ψ(nak) = ϕ(n)f(ak) or n ∈ No, a ∈ Ao and k ∈ K. We
have seen that ψ ∈ C(G). Also
ψχ(nak) = χ(n)f(ak) = f(nak).

5. The space of Whittaker cusp forms
We retain the notation of the previous sections.
If f ∈ C(No\G;χ) then we say that f is a cusp form if (Rkf)P = 0
for all proper standard parabolic subgroups P and all k ∈ K. We leave
the following lemma as an exercise
Lemma 21. If f is a cusp form then (Rgf)
P = 0 for all proper stan-
dard parabolic subgroups P and all g ∈ G.
We set oC(No\G;χ) equal to the space of cusp forms in C(No\G;χ).
Here is the analogue of Theorem 4 in this context. Due to the error
in [RRGII] this result was also left without a proof.
Theorem 22. If f ∈ C(No\G;χ) and dimZ(Lie(G))f <∞ then f is
a cusp form.
Proof. If f ∈ C(No\G;χ) and γ ∈ Kˆ then we set
fγ(g) = d(γ)
∫
K
f(gk)dk.
We note that
∑
fγconverges to f in C(No\G;χ). It is enough to prove
that fPγ = 0 for all standard parabolic subgroups and all γ ∈ Kˆ. So
we will assume f is K-finite. We may assume that the center of G is
compact. If P is a parabolic subgroup of G we have P¯ = oMPAP N¯P .
We note that
V = U(Lie(G))SpanCRKf
is a finitely generated, admissible (Lie(G), K)–module. We also note
that if φ ∈ Lie(N¯)V then φP = 0. Also V/Lie(N¯)V is an admissible,
finitely generated (Lie(oMP ),
oMP ∩ K)–module. This implies that
fP (exp(tH)m) is an exponential polynomial in t for each m ∈ oMP ,
i.e.
fP (exp(tH)m) =
∑
j
eµjtpj(t,m)
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with pj(t,m) a polynomial in t and µj ∈ C distinct. But fP ∈ B(No ∩
Mp\G;χ|No∩Mp) which implies that there exists r and C such that for
all t ∣∣fP (exp(tH)m)∣∣ ≤ C(1 + |t|)r.
Hence µj = iνj with νj ∈ R. Now Corollary 16 implies that if ρ(H) > 0
and t > 0 and d > 0 than there exists Cm,d such that∣∣∣∣∣
∑
j
e−iνjtpj(−t,m)
∣∣∣∣∣ ≤ Cm,d(1 + t)−d.
Thus
∑
j e
iνjtpj(t,m) = 0 for all t which implies the theorem. 
Theorem 23. Assume that χ is generic and G has compact center.
If H ⊂ L2(No\G;χ) is a closed, invariant, irreducible subspace then
H∞ ⊂ oC(No\G;χ).
Proof. In [RRGII] Theorem 15.3.5 a proof is given that
H∞K ⊂ oC(No\G;χ).
The completion of H∞K in L
2(No\G;χ)∞ is a smooth Fre´chet represen-
tation of moderate growth as is the completion in C(No\G;χ). The
Casselman-Wallach theorem [RRGII],11.6.7 implies that the two com-
pletions are the same. Now the previous theorem implies this theo-
rem. 
In order to carry out the rest of the theory of Whittaker cusp forms
we need to recall Harish-Chandra’s decomposition of the Schwartz
space of G and our results on the analytic continuation of Jacquet
integrals.
6. The Harish-Chandra Plancherel Theorem.
The purpose of this section is to describe Harish-Chandra’s decom-
position of C(G) relative to conjugacy classes of associate standard
parabolic subgroups of G. If P1 and P2 are standard parabolic sub-
groups of G then they are associate if there exists s ∈ W (Ao) (the
so called small Weyl group) with AP2 = sAP1 . Note that this implies
that if s∗ ∈ K has the property that conjugation by s∗ restricted to
Ao yields s then s
∗MP1 (s
∗)−1 = MP2 . A parabolic subgroup, P , of G
is said to be cuspidal if MP contains a compact Cartan subgroup. Let
P = P(G) denote the set of classes of associate cuspidal parabolic sub-
groups. Then one can show that up to conjugacy all Cartan subgroups
of G can be obtained from elements of P as [P ] 7−→ TPAP where P is
a representative of [P ] and TP is a compact Cartan subgroup of MP .
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If we further, divide by Mp conjugacy then the correspondence is bi-
jective. Thus we can either talk about the set of all conjugacy classes
of Cartan subgroups of G or the set of associativity classes of cuspidal,
standard parabolic subgroups of G.
The simplest statement of the Harish-Chandra Plancherel theorem
is (we will explain the notation after the statement).
Theorem 24. (cf. [RRGII] Theorem 13.4.1) Let δ be the Dirac distri-
bution at the identity element e in G. If f ∈ C(G) then
δ(f) =
∑
[P ]∈P
∑
σ∈E2(oMP )
∫
a
∗
P
ΘP,σ.iν(f)µ(σ, ν)dν.
Now for the explanations. The set E2(oMP ) is the set of equivalence
classes of irreducible square integrable representations of oMP . ΘP,σ.iν
is the character of the induced representation IP,σ,iν initially defined for
f ∈ C∞c (G) as tr (piP,σ,iν(f)) and shown by Harish-Chandra to extend
to a continuous functional on C(G). µ(σ, ν) is for each σ a non-negative
analytic function on a∗P that is of polynomial growth. We should note
that the function µ depends on [P ] and the normalizations of the Haar
measures of all of the groups involved. Also, the parameter [P ] is the
conjugacy class of Ap in Harish-Chandra [H3] and [RRGII].
This monumental achievement is one of the most important theo-
rems of the twentieth century. Harish-Chandra’s steps leading to its
proof led to the deepest results on intertwining operators, square in-
tegrable representations, regular singular differential equations, classi-
fication problems,... We will need an implication. If [σ] ∈ E2(oMP )
we set [[σ]] to be the set of classes [σs] with σs(m) = σ(k−1mk) with
k ∈ NK(AP ) a representative for s ∈ W (AP ). We set [E2(oMP )] equal
to the set of [[σ]] for [σ] ∈ E2(oMP ).
Theorem 25. (cf. [RRGII], Theorem 13.4.6 (1)) Let P ∈ [P ] ∈ P.
Let for σ ∈ E2(oMP ), v, w ∈ (Iσ)K and α in the (usual) Schwartz space
of a∗P , S(a∗P ),
ϕP,σ,α,v,w(g) =
∫
a
∗
P
〈piP,σ,ιν(g)v, w〉α(ν)µ(σ, ν)dν.
Then ϕσ,v,w ∈ C(G). Let C[P ],[σ](G) denote the closure in C(G) of the
span of
{ϕP,σ,α,v,w|v, w ∈ (Iσ)K , α ∈ S(a∗P )} .
Then C(G) is the orthogonal (relative to the L2–inner product) direct
sum ⊕
[P ]∈P,[[σ]]∈[E2(oMP )]
C[P ] [σ](G).
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We will also need a formula related to that in Lemma 13.1.7 in
[RRGII].
Lemma 26. Let P ∈ [P ] ∈ P, and σ ∈ E2(oMP ), v, w ∈ (Iσ)K and if
f ∈ C(G) then ∫
G
〈
piP¯ ,σ,ιν(g)v, w
〉
f(g)dg =∫
NP×oMP×K×AP×a∗P
a−iν〈σ(m)v(k), wiν(n)〉 (L(n)R(k)f)P¯ (ma)dndmdkdν.
Proof. We note that with appropriate normalization of the invariant
measure on N = NP∫
K
〈v(k), w(k)〉σ dk =
∫
N
〈viν(n), wiν(n)〉 dn.(∗)
Indeed, if n ∈ N then
n = n¯P¯ (n)aP¯ (n)mP¯ (n)kP¯ (n).
So
vν(n) = aP¯ (n)
−ν−ρσ(mP¯ (n))v(kP¯ (n)).
Hence
〈viν(n), wiν(n)〉 = aP¯ (n)−2ρ 〈v(kP¯ (n)), w(kP¯ (n))〉 .
(∗) now follows since∫
N
〈viν(n), wiν(n)〉 dn =
∫
N
aP¯ (n)
−2ρ 〈v(kP¯ (n)), w(kP¯ (n))〉 dn.
We are now ready to prove the Lemma. Since both sides of the
equation we are proving are continuous in f we may assume that f ∈
C∞c (G). We are calculating (viν = P¯viν)∫
G
∫
NP
〈viν(ng), wiν(n)〉f(g)dg.
This integral converges absolutely so it can be calculated in any order.
Hence it is equal to∫
NP
∫
G
〈viν(g), wiν(n)〉f(n−1g)dg =∫
NP
∫
G
〈viν(g), wiν(n)〉 (L(n)f) (g)dg =∫
N¯P×MP×AP×K×NP
a−ρp−iν〈σ(m)v(k), wiν(n)〉×
(L(n)f) (n¯mak)dn¯dmdadkdn.

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Corollary 27. Notation as in Theorem 26. If f ∈ C(G) and if β(a) =
α(ν)µ(σ, ν) then∫
G
ϕP¯ ,σ,α,v,w(g)f(g)dg =
∫
NP×oMP×K×AP
β(a)a−iν〈σ(m)v(k), wiν(n)〉 (L(n)R(k)f)P¯ (ma)dndmdk.
7. Whittaker cusp forms and the discrete spectrum
Lemma 28. Let ϕ, ψ ∈ C(G) then∫
G
∫
No
∫
No
|ϕ(n1g)ψ(n2g)| dgdn1dn2 <∞.
Proof. The proof of Proposition 11 used only the estimates the absolute
value of an element of C(G) and is true for the trivial character of No.
Set
ϕ1(g) =
∫
No
|ϕ(ng)| dn.
Then the proof of Proposition 11 shows that
ϕ1(g) ≤ Cda(g)ρ(1 + ‖log a(g)‖)−d
for all d > 0. Also (using the proof of Lemma 10∫
G
ϕ1(g) |ψ(g)| dg =
∫
No\G
∫
No
ϕ1(g) |ψ(ng)| dndg =
∫
No\G
ϕ1(g)ψ1(g)dg <∞
with
ψ1(g) =
∫
No
|ψ(ng)| dg.

Proposition 29. Let χ be a character of No. If ϕ ∈ C[P ],[ω](G) and
ψ ∈ C[Q].[η](G) and ([P ], [σ]) 6= ([Q], [η]) then
〈Tχϕ, Tχψ〉 = 0.
Proof. We are looking at the integral∫
No\G
∫
No
χ(n1)
−1ϕ(n1g)dn1
∫
No
χ(n2)ψ(n2g)dn2dg.
This integral converges absolutely by the previous lemma. We also
note that it can be written∫
G
ϕ(g)
∫
No
χ(n)ψ(ng)dg
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which also converges absolutely. Hence it can be rewritten as∫
No
χ(n)
∫
G
ϕ(g)ψ(ng)dg =
∫
No
χ(n)−1
∫
G
ϕ(g)L(n)ψ(g)dg.
But L(n)ψ ∈ C[Q],[η](G), and
〈C[P ],[ω](G), C[Q],[η](G)〉 = 0. 
Lemma 30. If ϕ ∈ C(G) then (Tχϕ)P (ma) =
∫
No
χ(no) (L(no)ϕ)
P¯ (ma)dno.
Proof. Let ϕ ∈ C(G). Then we calculate (ϕχ)P (ma) for m ∈ oMP , a ∈
AP .
(ϕχ)
P (ma) = aρP
∫
N¯P
∫
No
χ(no)
−1ϕ(non¯ma)dnodn¯.
The integral converges absolutely so we may interchange the order of
integration. This implies that
(ϕχ)
P (ma) = aρP
∫
No
χ(no)
−1
∫
N¯P
ϕ(non¯ma)dnodn¯ =
aρP
∫
No
χ(no)
∫
N¯P
ϕ(n−1o n¯ma)dnodn¯ =
∫
No
χ(no) (L(no)ϕ)
P¯ (ma)dno.

Theorem 31. Assume that χ is generic. The space C(No\G;χ) is the
completion of the orthogonal direct sum⊕
[P ]∈P
⊕
[[ω]]∈[E2(oMP )]
TχC[P ],[[ω]](G)
(see Theorem 25 for notation).
Proof. The Proposition combined with Theorem 20 and the continuity
of Tχ imply the theorem. 
The main theorem of this section is
Theorem 32. Assume that χ is generic then oC(No\G;χ) = TχoC(G) =
TχC(G)[G].
Proof. The last equality is a consequence of Theorem 9 and the con-
tinuity of Tχ. Let P be a proper standard parabolic subgroup and let
ϕ ∈ C(G)[P¯ ] and let f ∈ oC(No\G;χ) we which to show that∫
G
ϕ(g)f(g) = 0.
To do this we may assume that ϕ =ϕP,σ,α,v,w Then f = ψχ for some
ψ ∈ C(G). Hence∫
G
ϕ(g)ψχ(g)dg =
∫
G
∫
No
χ(n)ϕ(g)ψ(n−1g)dndg.
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This integral converges absolutely so we can write it as∫
No
χ(no)
∫
G
ϕ(g)L(no)ψ(g)dnodg.
Corollary 27 implies that this integral is equal to (here we will use
absolute convergence of the integrals again)∫
No×NP×oMP×K×AP×a∗P
χ(no)β(ν)a
−iν〈σ(m)v(k), wiν(n)〉×
(L(n)L(no)R(k)ψ)
P¯ (ma)dνdndnodmdk =∫
No×NP×oMP×K×AP×a∗P
χ(n)−1χ(no)β(ν)a
−iν〈σ(m)v(k), wiν(n)〉×
(L(no)R(k)ψ)
P¯ (ma)dadνdndnodmdk =∫
No×NP×oMP×K×AP×a∗P
χ(n)−1χ(no)β(ν)a−iν〈σ(m)v(k), wiν(n)〉
(L(no)R(k)ψ)
P¯ (ma)dnodndmdk =∫
NP×oMP×K×AP×a∗P
χ(n)−1β(ν)a−iν〈σ(m)v(k), wiν(n)〉 (R(k)f)P (ma)dndmdkdadν.(∗)
Thus f is perpendicular to
∑
[P ] 6=[G] TχC[P ](G). The previous theo-
rem implies that f ∈ TχoC(G). 
We have finally completed the first step in Harish-Chandra’s philos-
ophy of cusp forms.
Corollary 33. Assume that G has compact center and χ is generic.
If f ∈ oC(No\G;χ) is right K–finite that f is Z(Lie(G))–finite.
8. The analytic continuation of Jacquet integrals
The purpose of this section is to describe our work on the analytic
continuation of Jacquet integrals. The proofs of the main results are
complicated. We will refer to the appropriate places in [RRGII] Section
15.4.
We will assume that χ is generic throughout this section. If (pi,H)
is a Hilbert representation of G then the space of Whittaker vectors on
H∞ is
Whχ(H
∞) = {λ ∈ (H∞)′|λ ◦ pi(n) = χ(n)λ, n ∈ No}.
Since a finitely generated (Lie(G), K) module is finitely generated as
a U(Lie(No)) module (cf. [RRGI] 3.7.2 p.96) we have
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Lemma 34. If (pi,H) is admissible and finitely generated then dimWhχ(H
∞) <
∞.
Theorem 35. Let (pi,H) be an irreducible square integrable represen-
tation of G. If w ∈ HK then
λw(v) =
∫
No
χ(n)−1 〈pi(n)v, w〉 dn
is absolutely convergent for v ∈ H∞ and defines an element ofWhχ(H∞).
Furthermore, Whχ(H
∞) = {λw|w ∈ HK}.
Proof. Let w ∈ HK . If v ∈ H∞ then the function Tw(v)(g) = cv,w(g) =
〈pi(g)v, w〉 is in C(G). Furthermore, Tw : H∞ → C(G) is continuous.
Thus the first part of our assertion follows from Proposition 11.
We now prove the second assertion. Let λ ∈ Whχ(H∞). For each
γ ∈ K̂ we define Eγ to be the projection of H onto H(γ), the γ isotypic
component of H . Then
λ =
∑
γ∈K̂
λ ◦ Eγ
which converges in the weak topology on (H∞)′. We note that for each
γ ∈ Kˆ there exists zγ ∈ H(γ) such that
λγ(v) = λ ◦ Eγ(v) = 〈v, zγ〉 .
We note that if
Tλ(v)(ϕ) =
∫
G
λ(pi(g)v)ϕ(g)dg =
∫
No\G
λ(pi(g)v)ϕχ(g)dg
then Tλ(v) defines a continuous functional on C(G) thus if we set
ϕγ(g) = d(γ)
∫
K
χγ(k)
−1ϕ(kg)dk
(here d(γ) is the formal degree, χγ is the character of γ) then the series∑
γ∈Kˆ ϕγ converges to ϕ in C(G). If ϕ(g) = 〈pi(g)v, w〉 then
Tλ(v)(ϕ) =
∫
No\G
λ(pi(g)v)λw(pi(g)dg.
Now
Tλ(v)(ϕ) =
∫
G
λ(pi(g)v) 〈pi(g)v, w〉dg. =
∑
γ∈K̂
∫
G
λ(pi(g)v) 〈Eγpi(g)v, w〉dg =
∑
γ∈K̂
∫
G
λ(Eγpi(g)v) 〈Eγpi(g)v, w〉dg =
∑
γ∈K̂
∫
G
λ(Eγpi(g)v) 〈pi(g)v, w〉 dg =
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∑
γ∈K̂
∫
G
〈pi(g)v, zγ〉 〈pi(g)v, w〉dg =
1
d(pi)
∑
γ∈K̂
‖v‖2 〈zγ , w〉 = 1
d(pi)
‖v‖2 λ(w). (∗)
Here d(pi) is the formal degree of pi relative to our choice of Haar mea-
sure on G. The formula (∗) if the function
g 7→ λ(pi(g)v)
is perpendicular to
g 7→ λw(pi(g)v
for all w ∈ HK for some v 6= 0 then λ = 0. Since dimWhχ(H∞) < ∞
the second assertion follows. 
Corollary 36. (To the proof) If ω ∈ E2(G) then there exists an inner
product (..., ...)ω onWhχ(H
∞
ω ) such that if λ, µ ∈ Whχ(H∞ω ) and v, w ∈
H∞ω then ∫
No\G
λ(piω(g)v)µ(piω(g)w)dg = (λ, µ)ω 〈v, w〉 .
Furthermore if w ∈ H∞ω then
(λ, λw)ω =
1
d(ω)
λ(w).
Proof. Let v ∈ H∞ω then∫
No\G
λ(piω(g)v)λw(piω(g)v)dg =
∫
No\G
λ(piω(g)v)χ(n) 〈w, pi(ng)v〉 dndg =∫
No\G
∫
N0
λ(piω(ng)v) 〈w, pi(ng)v〉 dndg =
∫
G
λ(pi(g)v)〈pi(g)v, w〉dg =
1
d(ω)
〈v, v〉λ(w)
by formula (∗) in the proof of the preceding theorem. 
Let P be a standard parabolic subgroup of G with Langlands de-
composition P = oMPAPNP . If (σ,Hσ) is a Hilbert representation of
oMP that is finitely generated and admissible, λ ∈ Whχ|oMP∩No (H∞σ )
and f ∈ I∞σ then we consider the integral
JP,σ,ν(λ)(f) =
∫
NP
χ(n)−1λ(P¯fν(n))dn.
We set for p ∈ R
(a∗P )
−
r = {ν ∈ (a∗P )C|Re(ν, α) < r, α ∈ Φ(P,A)}.
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We have ([RRGII] Lemma 15.6.5,p.398)
Lemma 37. Let σ, λ be as above then there exists c = cσ such that
if ν ∈ (a∗P )−c the the integral JP,σ,ν(λ)(f) converges absolutely for all
f ∈ I∞σ . Furthermore, the map ν 7−→ JP,σ,ν(λ)(f) is holomorphic on
(a∗P )
−
c for all λ ∈ Whχ|oMP∩No (H∞σ ) and all f ∈ I∞σ .
This result combined with the holomorphic continuation for P = Po
and some Bruhat theory leads to ([RRGII] Theorem 15.6.5, p. 399)
Theorem 38. Let (σ,Hσ) be an irreducible, admissible Hilbert repre-
sentation of oMP . Let λ ∈ Whχ|oMP∩No (H∞σ ). If f ∈ I∞σ then the
map
ν 7→ JP,σ,ν(λ)(f)
has a holomorphic continuation to (a∗P )C. Furthermore, for all ν ∈
(a∗P )C, JP,σ,ν defines a linear bijection between Whχ|oMP∩No (H
∞
σ ) and
Whχ(I
∞¯
P ,σ,ν
).
We can now present our main theorem on the continuation ([RRGII],
Theorem 15.4.1 p. 381) whose proof and that of the previous theorem
comprise more than 20 complicated pages (pp. 382-405).
Theorem 39. Assume that (σ,Hσ) is a square integrable representa-
tion of oMP then the constant cσ can be taken to be 0 and we have
ν, f 7→ JP,σ,ν(λ)(f)
defines a continuous map on (a∗P )
−
0 × I∞σ that is holomorphic om ν and
linear in f . Furthermore, This map extends to a weakly holomorphic
map of a∗P to (I
∞
σ )
′. Finally, for each ν ∈ a∗P , JP,σ,ν defines a linear
bijection between Whχ|oMP∩No (H
∞
σ ) and Whχ(I
∞¯
P,σ,ν
).
We note that the following lemma also follows from the techniques
of the proof.
Lemma 40. Hypotheses as in the previous theorem. If w ∈ I∞σ and
Re(ν, α) > 0 for all α ∈ Φ(P,A) then define jσ,ν(w) by
〈x, jσ,ν(w)〉 =
∫
N
χ(n) 〈x, P¯wν(n)〉σ dn
then v 7→ jσ,ν extends to an anti-holomorphic map of a∗C to H∞σ .
We conclude this section with an estimate on for the growth of JP,σ.iν
in ν ∈ a∗P . We assume that G has compact center. Let P = NPAP oMP
be a Postandard parabolic subgroup of G with standard Langlands
decomposition. As usual P¯ = N¯PAP
oMP . If g ∈ G then g = n¯amk
with n¯ ∈ N¯P , a ∈ AP , m ∈ oMP , k ∈ K and we use the notation
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nP¯ (g) = n¯, aP¯ (g) = a,mP¯ (g) = m and kP¯ (g) = k. Than as usually
noted nP¯ and aP¯ define smooth functions but only mP¯ (g)kP¯ (g) defines
a function.
Fix (σ,Hσ) and irreducible square integrable representation of
oMP .
We now estimate JP,σ ν(λ)(v) for v ∈ I∞σ , λ ∈ Whχ|No∩MP (H∞σ ) and
Re(ν, α) < 0 for all α ∈ Φ(P,A). For simplicity of notation we set
vν = P¯ vν . We have
JP,σ ν(λ)(v) =
∫
NP
χ(n)−1λ(vν(n))dn =∫
NP
χ(n)−1aP¯ (n)
ν−ρPλ(σ(mP¯ (n))v(kP¯ (n)))dn.
Thus
|JP,σ ν(λ)(v)| ≤
∫
NP
aP¯ (n)
Re ν−ρP |λ(σ(mP¯ (n))v(kP¯ (n)))| dn ≤∫
NP
aP¯ (n)
Re ν−ρPΞ(a(mP¯ (n))dn ‖λ‖ q(v)
by Corollary 18, here q is a continuous seminorm on I∞σ . We have
Lemma 41. If Re(ν, α) < 0 then
‖JP,σ ν(λ)(v)‖ ≤
∫
NP
aP¯ (n)
Re ν−ρP |λ(σ(mP¯ (n))v(kP¯ (n)))| dn ≤ ‖λ‖ q(v)
∫
NP
a(n)Re ν−ρP dn.
with q a continuous seminorm on I∞σ .
Let F be the irreducible finite dimensional representation of G such
that F nP is trivial for oMP and AP acts by a
4ρ. (See the example in
10.2.1 in [RRGII]). We note that F = F nP ⊕ n¯PF as an MP–module.
Thus
F/n¯PF ∼= F nP
as an MP–module. We have a surjective homomorphism
I∞¯P ,σ,ν−4ρ ⊗ F → I∞¯P,σ,ν
this induces an injective map
Whχ(I
∞¯
P,σ,ν)→ Whχ(I∞¯P ,σ,ν−4ρ ⊗ F ).
We also note that in Theorem 15.5.7 defined a linear bijection
Γ : Whχ(I
∞¯
P,σ,ν−4ρ)⊗ F ∗ →Whχ(I∞¯P ,σ,ν−4ρ ⊗ F ).
Γ is defined on the space W˜hχ(I
∞¯
P ,σ,ν−4ρ)⊗ F ∗ with
W˜hχ(I
∞¯
P ,σ,ν−4ρ) = {T ∈ (I∞¯P,σ,ν−4ρ)′|(X−dχ(X)kT = 0, X ∈ no, some k}
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which is a g–module. Γ is defined as follows: Let H ∈ aP be such that
α(H) = 1 for α the non-zero restriction of a simple root to aP . Then
the eigen values of H are on F ∗ of the form 4ρP (H) − k with k ≥ 0
and k ∈ Z. We set F ∗k equal to the 4ρP (H)− k eigenspace of H acting
on F ∗ and let pk be the projection of F ∗onto F ∗k . Then
Γ =
∑
Lk(I ⊗ pk)
with Lk ∈ U(g) depending only on χ and k. Thus of λ1, ..., λd is a basis
of Whχ|No∩MP (H
∞
σ ) and if f1, ..., fr is a basis of F
∗ compatible with the
grade (i.e. fj ∈ F ∗k(j)) then the elements
Lk(j) (JP,σ,ν−4ρP (λi)⊗ fj) , 1 ≤ i ≤ d, 1 ≤ j ≤ r
form a basis of Whχ(I
∞¯
P,σ,ν−4ρ ⊗ F ). This basis can be written∑
p,q
aij ,pq (ν)JP,σ,ν−4ρP (λp) ◦ dij ⊗ fq
with aij,pq a polynomial in ν and dij is a differential operator on I
∞
σ
corresponding to the action of . Now applying the map
T : I∞¯P ,σ,ν−4ρ ⊗ F → I∞¯P ,σ,ν
which is a composition of two maps T1 and T2 with
T2(ϕ⊗ f)(g) = ϕ(g)⊗ gf
which maps
I∞¯P,σ,ν−4ρ ⊗ F → I∞¯P ,σν−4ρ⊗F|P¯
(here σν is the P¯ representation on H
∞
σ with N¯P acting trivially, AP
action by a 7−→ a−ρP+ν−4ρP ) and
T1(h)(g) = (I ⊗Q) (h(g))
with Q the natural surjection F → F/n¯PF . We note that neither of
these maps depend on ν. This implies
JP,σ,ν(λ) ◦ T =
∑
ij
bij(λ, ν) (JP,σ,ν−4ρ(λi) ◦ dij ⊗ fj) .
With bij a polynomial in ν, linear in λ and dij a continuous operator
on I∞¯
P
.
We can now prove
Theorem 42. Let ν ∈ a∗. There exists m > 0 and a continuous
seminorm, γ1 on I
∞
σ such that if u ∈ I∞σ then
JP¯ ,σ,ιν (λ)(u) ≤ γ1(u)(1 + ‖ν‖)m ‖λ‖ .
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Proof. We note that we can chose aK–Fre´chet,summand Z of the space
I∞σ ⊗F such then T is a K–isomorphism of Z to I∞σ . Let u1, ..., ur. be
the dual basis to f1, ..., fr. If z ∈ Z then
z =
∑
zi ⊗ ui.
Thus
JP,σ,iν(λ)T (z) =
∑
ij
bij(ν, λ)JP¯ ,σ,iν−4ρ(λi) ◦ dijzj
Applying the above Lemma we have
|JP,σ,iν(λ)(T (z))| ≤ ‖λ‖
∑
ij
γ(dijzj) (1 + ‖v‖)m ‖λi‖
∫
NP
a(n)−5ρP dn.
This implies that there exists a continuous seminorm, γ1, on I
∞
σ such
that
|JP,σ,ν(λ)(T (z))| ≤ ‖λ‖ γ1(Tz) (1 + ‖v‖)m .

Corollary 43. Let ν ∈ a∗ then there exist continuous seminorms q1, q2
on I∞σ and d > 0 such that if u.v ∈ I∞σ then∣∣JP,σ,ν(λjσ,iν(u))(v)∣∣ ≤ ‖λ‖ q1(u)q2(v) (1 + ‖ν‖)d .
Proof. We note that if x ∈ H∞σ and u ∈ I∞σ then
λjσ,ν(u)(x) = λx(jσ,ν(u)) = JP,σ,iν(λx)(u).

Corollary 44. Let α ∈ S(a∗) then if λ ∈ Whχ|MP∩No (H∞σ ), v, w ∈ I∞σ
then ∫
a∗
JP,σ.iν(λ)(piP¯ ,σ,iν(g)v)α(ν)dν
and ∫
a∗
JP,σ.iν(λjσ, 6iν(w))(piP¯ ,σ,iν(g)v)α(ν)dν
converge absolutely and define elements of C∞(No\G;χ).
9. First steps on the Whittaker Plancherel Theorem
Theorem 45. Let P be a standard parabolic subgroup of G. Let (σ,Hσ) ∈
[σ] ∈ E2(oMP ). If λ ∈ Whχ|oMP∩No (H∞σ ) and if f ∈ C(No\G;χ) and if
α ∈ S(a∗P ) set β(ν) = α(ν)µ(σ, ν)
Ψ(α, σ, λ, v)(g) =
∫
a∗
P
JP,σ,iν(λ)(piP,σ,iν(g)v)β(ν)dν
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then∫
No\G
Ψ(α, σ, λ, v)(g)f(g)dg =
∫
No∩MP \oMP×K×A×a∗P
a−iνβ(ν)λ (σ(m)v(k))×
(R(k)f)P (ma)dmdkdadν.
Note that
∫
a
∗
P
aiνβ(ν)dν defines a Schwartz function on AP .
Proof. We assume that |f | ∈ Cc(No\G) and α ∈ C∞c (a∗P ). We consider
for z ∈ C
ϕ(z, g) =
∫
a
∗
P
JP,σ,iν−zρP (λ)(piP ,σ,iν−zρP (g)v)β(ν)dν
which is entire in z.Also ∫
No\G
ϕ(z, g)f(g)dg
is entire in z¯. Thus in this case∫
No\G
Ψ(α, σ, λ, v)(g)f(g)dg = lim
ε→+0
∫
No\G
ϕ(ε, g)f(g)dg.
If ε > 0 then ∫
No\G
JP,σ,iν−ερ(λ)(piP ,σ,iν−ερ(g)v)f(g)dg =
∫
No\G
λ
(∫
NP
χ(n)−1viν−ερ(ng)dn
)
f(g)dg.
We note N0 = NPNo ∩MP and the expression no = nn∗ with nP ∈ NP
and n∗ ∈ No ∩MP is unique. Now∫
No\G
λ
(∫
NP
χ(n)−1viν−ερ(ng)dn
)
f(g)dg =
∫
No\G
λ
(∫
NP
viν−ερ(ng)dnf(ng)dn
)
dg =
∫
No∩MP \G
λ
(∫
viν−ερ(g)
)
f(g)dg.
We now include the integral over β and have∫
N¯P×No∩MP \oMP×A×K×
β(ν)a−2ρPλ(viν−ερ(n¯mak))f(n¯mak)dn¯dmdadkdν =∫
N¯P×No∩MP \oMP×A×K×a∗P
β(ν)a−2ρP aρP−iν−ερλ(σ(m)v(k))×
(R(k)f) (n¯ma)dn¯dmdadkdν =∫
No∩MP \oMP×A×K×a∗P
β(ν)a−iν−ερλ(σ(m)v(k)) (R(k)f)P¯ (ma)dmdadkdν.
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Now take the limit as ε→ +0. 
Corollary 46. Notation as in the previous theorem. Let
ψ(g) =
∫
a
∗
P
〈
piP ,σ,iν(g)v, w
〉
β(ν)dν
with w ∈ I∞σ . If f ∈ C(No\G;χ) then∫
No\G
ψχ(g)f(g)dg =
∫
No\G
∫
a
∗
P
JP,σ,iν(λjσ,iν(w))(piP ,σ,iν(g)v)β(ν)dνf(g)dg.
In particular this implies that
w, v, ν 7−→
∫
a
∗
P
JP,σ,iν(λjσ,iν(w))(piP ,σ,iν(g)v)α(ν)µ(σ, ν)dν
is a continuous function from I∞σ × I∞σ × S(a∗P ) to C(No\G;χ).
Proof. The first follows from the limiting argument in the proof of the
theorem above and the formula (∗) in the proof of Theorem 32. The
second follows from the first since it implies that
ψχ(g) =
∫
a
∗
P
JP,σ,iν(λjσ,iν(w))(piP ,σ,iν(g)v)β(ν)dν.

10. The distributional form of Whittaker Plancherel
Theorem
We assume that G has compact center and that χ is generic.
If F ⊂ Kˆ is a finite set then set
C(G)F = {f ∈ C(G)|
∑
γ∈F
d(γ)
∫
K
f(gk)χγ(k
−1)dk = f(g), g ∈ G}.
Let P be a standard cuspidal parabolic subgroup and let σ ∈ E2 (oMP ).
Let Eγ be the orthogonal projection onto Iσ(γ) (the γ–isotypic compo-
nent). We set piiν = piP¯ ,σ,iν . If F ⊂ Kˆ then we write EF =
∑
γ∈F Eγ.
If f ∈ C(G)F then
piiν(f) = piiν(f)EF
Thus if {vσi } is an orthonormal basis of Iσ such that vσi ∈ Iσ(γi). If
Sσ = {i|γi ∈ F} then {vi}i∈Sσ is an orthonormal basis of Iσ(F ) =∑
γ∈F Iσ(γ). We have
ΘP¯ ,σ,iν(L(g)f) = tr (piiν(g)piiν(f)) =
∑
i∈Sσ
〈piiν(g)piiν(f)vi, vi〉 .
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We define a Whittaker version of the character by
JP,σ,iν(f)(g) =
∑
i
JP¯ ,σ,iν(λjσ,iν(vi))(piiν(g)piiν(f)vi).
Note that if f ∈ C(G)F for some finite subset of Kˆ then this sum is
finite. We have
Proposition 47. If f ∈ C(G)F then given k there exists a continuous
seminorm, pk,F,σ, on C(G)F such that
|JP,σ,iν(f)| ≤ pk,F,σ(f)(1 + ‖ν‖)−k
for ν ∈ a∗.
Proof. We note that as above
piiν(f)vi =
∑
j∈F
〈piiν(f)vi, vj〉 vj
Thus
JP,σ,iν(f) =
∑
i,j∈F
〈piiν(f)vi, vj〉 JP¯ ,σ,iν(λjσ,iν(vi))(vj).
Now the function αij(f, ν) = 〈piiν(f)vi, vj〉 is continuous from C(G)F to
S(a∗). The result now follows from the tempered estimate. 
On C(G) we define δχ(f) = Tχ(f)(e) (e the identity of G).
Theorem 48. If f ∈ C(G) is right K–finite then
δχ(f) =
∑
[P ] ∈ P
P ⊃ Po
∑
ω∈[ω]∈E2(oMP )
∫
a
∗
P
JP,ω,iν(f)µ(ω, ν)dν.
Which is a finite sum.
Proof. This follows from (∗) above and Corollary 46. 
11. The direct integral form of the Whittaker
Plancherel Theorem
We are now ready to explain proof of the direct integral version of
the Whittaker Plancherel theorem for a generic character of No, χ using
the fixes in this paper. Fix P a standard cuspidal parabolic subgroup
of G and a generic square integrable (σ,Hσ) representation of
oMP .
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We set χ∗ = χ|No∩MP . Let λ1, ..., λm be an orthonormal basis of
Whχ∗(H
∞
σ ) relative to the inner product (, )σ in Corollary 36. If u ∈
H∞σ let λu be as in Theorem 35 35. Then
λu =
∑
i
(λu, λi)σλi =
1
d(σ)
∑
i
λi(u)λi
By Corollary 36 36
Let for u ∈ I∞σ , jσ,iν(u) ∈ H∞σ be as in Lemma 40.
Lemma 49. With the notation above we have
λjσ,iν(u) =
∑
i
JP,σ,iν(λi)(u)λi.
Proof. We have
λjσ,iν(u) =
∑
i
(λjσ,iν(u), λi)σλi =
∑
i
λi(jσ,iν(u))λi = JP ,σ,iν (λi)(u)λi.

As in [RRGII] p.416 we define a linear map
Λ : C∞c (a
∗
P )⊗ I∞σ → C∞c (a∗P ;Whχ∗(H∞σ ))
given by
Λ(α⊗ u)(ν) = α(ν)
∑
i
JP,σ,iν(λi)(u)λi.
Lemma 50. Λ is a surjection.
This is Lemma 15.8.6 in [RRGII] which is proved using Theorem 35
and a partition of unity argument.
If a ∈ C∞c (a∗P ,Whχ∗(H∞σ )), u ∈ I∞σ , g ∈ G we define (as in 15.8.8 in
[RRGII])
Ψ(P, α, σ, u)(g) =
∫
a
∗
P
JP,σ,iν(α(ν))(piP¯ ,σ,iν(g)u)µ(σ, ν)dν.
Theorem 51. 1. Ψ(P, α, σ, u) ∈ C 6 (No\G;χ).
2. If [P ] 6= [Q] with Q is a standard parabolic subgroup and (µ,Hµ) is
an irreducible square integrable representation of oMQ and β ∈ C∞c (a∗Q,Whχ∗(H∞Q )), w ∈
I∞µ or if [P ] = [Q] and [µ] /∈ [W (A)σ] then
〈Ψ(P, α, σ, u),Ψ(Q, β, µ, w)〉 = 0.
3. SpanC{Ψ(P, α, σ, u)|a ∈ C∞c (a∗P ,Whχ∗(H∞σ )), u ∈ I∞σ , g ∈ G} is
dense in Tχ(C(G)[p],[σ]).
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4. There exists a constant C[P ],[σ] such that if a, β ∈ C∞c (a∗P ,Whχ∗(H∞σ )), u, w ∈
I∞σ
〈Ψ(P, α, σ, u),Ψ(P, β, σ, w)〉 = C[P ],[σ]
∫
a
∗
P
(α(ν), β(ν))σdν 〈u, w〉
Proof. Lemma 50 implies that
Ψ(P, α, σ, u) ∈ Tχ
(C[P ](G)) ⊂ C 6 (No\G;χ).
This proves 1. We note that 2. and 3. follow from Proposition 29.
We are left with the inner product formula. We may assume that
β = κ(ν)λ and α(ν) = Λ(δ, w). If
f(g) =
∫
a
∗
P
δ(ν)
〈
piP¯ ,σ,iν (g)u, w
〉
µ(σ, ν)dν = F (δ, u, w)(g)
then
Ψ(P, β, σ, u) = fχ
and Theorem 45 implies that
〈Ψ(P, α, σ, u),Ψ(P, β, σ, w)〉 =
∫
No∩MP \oMP×K×A×a∗P
aiνµ(ν)λ (σ(m)v(k))×
(R(k)fχ)
P (ma)µ(σ, ν)dνdmdkda.
We calculate (once again)
(fχ)
P (ma) = aρP
∫
N¯P
∫
No
χ(n)f(n−1n¯ma)dndn¯.
We note that this integral converges absolutely so it can be written in
either order. We write n ∈ No as n¯P¯ (n)mP¯ (n)aP¯ (n)kP¯ (n). We will
first calculate (here piiν = piP¯ ,σ,iν and piσ is the action of K on I
∞
σ )∫
N¯P
f(n−1n¯ma)dn¯ =
∫
N¯P
f(kP¯ (n)
−1aP¯ (n)
−1mP¯ (n)
−1n¯P¯ (n)n¯ma)dn¯ =∫
N¯P
f(kP¯ (n)
−1aP¯ (n)
−1mP¯ (n)
−1n¯ma)dn¯ =
aP¯ (n)
−2ρP
∫
N¯P
f(kP¯ (n)
−1n¯mP¯ (n)
−1maaP¯ (n)
−1)dn¯ =
aP¯ (n)
−2ρP
∫
N¯P
〈
piiν(kP¯ (n)
−1n¯mP¯ (n)
−1maaP¯ (n)
−1)u, w
〉
δ(ν)µ(σ, ν)dνdn¯ =
aP¯ (n)
−2ρP
∫
N¯P
∫
a∗
P
〈
piiν(n¯mP¯ (n)
−1maaP¯ (n)
−1)u, piσ (kP¯ (n))w
〉
δ(ν)µ(σ, ν)dνdn¯ =
aP¯ (n)
−ρP aρPF (δ, u, piσ (kP¯ (n))w)
P¯ (mP¯ (n)
−1maaP¯ (n)
−1).
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The Harish-Chandra transform F (δ, u, piσ (kP¯ (n))w)
P¯ can be expressed
in terms of Harish–Chandra transforms of wave packets of Eisenstein
integrals. These in turn are expressed in terms of what Harish-Chandra
calls the leading term (what is called the leading term in [RRGII]). The
upshot is formula (1) page 415 of [RRGII] which says:
(fχ)
P (ma) = cP
∑
s∈W (A)
∫
a∗
P
aisνδ(ν)JP,ksσ,isν (λksσ(m)As(iν)u(1))(Ais(iν)w)µs(σ, iν)dν
with ks ∈ NK(A) (the normalizer of A in K) such that
Ad(ks)|aP = s, As(iν) = JP¯ |ksP¯ k−1s (ksσ, isν) ◦ L(ks),
ksσ(m) = σ(k
−1
s mks),
L(ks) is the intertwining operator from I
∞
σ to I
∞
ksσ
given by the left
regular action
L(ks)f(k) = f(k
−1
s k).
and cP is a constant depending only on [P ]. We leave it to the reader
to get the rest of the proof from pp. 420-421 of [RRGII] 
Here is the Whittaker Plancherel Theorem which is a direct conse-
quence of the previous theorem:
Theorem 52. Let χ be a regular character of No. The completion of
TχC[P ],[ω] in L2(No\G;χ) denoted L2[P ],[ω](No\G;χ) is isomorphic∫
a
∗
P
HP¯ ,σ,iν ⊗Whχ|No∩MP (H
∞
σ )µ(ω, ν)dν
where HP¯ ,σ,iν is the Hilbert space completion of I
∞¯
P
,σ,iν. Furthermore,
L2(No\G;χ) is the orthogonal direct sum of the spaces L2[P ],[ω](No\G;χ).
Here we define
L :
∫
a
∗
P
HP¯ ,σ,iν ⊗Whχ|No∩MP (H
∞
σ )µ(ω, ν)dν → TχC[P ],[ω]
as follows: If F ⊂ Kˆ is finite α : a∗P → Iσ(F ) ⊗Whχ|No∩MP (H∞σ ) is a
Schwartz function and if {ui} is a basis of Iσ(F ) then
α(ν) =
∑
i
ui ⊗ αi(ν)
with αi ∈ S(a∗P ,Whχ|No∩MP (H∞σ )). We set
L(α) =
∑
i
Ψ(P, αi, σ, ui).
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The functions α as above if we run through all finite subsets, F , of Kˆ
yield a dense subspace of∫
a∗
P
HP¯ ,σ,iν ⊗Whχ|No∩MP (H
∞
σ )µ(ω, ν)dν.
The functions Ψ(P, α, σ, u) for α ∈ S(a∗P ,Whχ|No∩MP (H∞σ )) and u ∈ Iσ
yield a dense subspace of TχC[P ],[ω] which by definition is dense in its
closure in L2. Theorem 51 implies that up to a multiple L is a unitary
equivalence.
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