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Dengan memanjatkan puji syukur kehadirat Allah SWT. Atas limpahan 
rahmat dan hidayah-Nya sehingga penelitian dapat menyelesaikan tugas akhir 
yang berjudul : 
 
“KLASIFIKASI PENGENALAN AKTIVITAS MANUSIA 
MENGGUNAKAN ACCELEROMETER DAN GYROSCOPE 
DENGAN METODE CONVOLUTIONAL NEURAL 
NETWORK” 
 
Di dalam tulisan ini disajikan pokok-pokok bahasan yang meliputi 
Rancangan system pengenalan aktivitas manusia menggunakan fitur sensor 
accelerometer dan gyroscope, Pengujian beberapa hyperparameter guna mencari 
model terbaik pada model pelatihan, serta membandingkan hasil ukuran f1-score 
dan akurasi menggunakan confusion matrix. 
Penulis menyadari sepenuhnya bahwa dalam penulisan tugas akhir ini masih 
banyak kekurangan dan keterbatasan. Oleh karena itu penulis mengharapkan saran 
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