Approximations of slightly nonlinear systems with linear time-invariant (LTI) models are often used in applications. Here, LTI models that are optimal approximations in the mean-square error sense are studied. It is shown that these models can be very sensitive to small nonlinearities. Furthermore, the significance of the distribution of the input process is discussed. From the examples studied here, it seems that LTI approximations for inputs with distributions that are Gaussian or almost Gaussian are less sensitive to small nonlinearities. 
Introduction
It is very common to approximate nonlinear systems using linear models. This approximation can be done in many ways. For example, differentiation can be used to linearize a nonlinear system description locally, or some kind of linear equivalent of a nonlinear system can be derived for a particular input. Here, we will investigate the latter of these two approaches.
More specifically, we will discuss some examples of linear model estimates obtained by system identification using input and output data from nonlinear systems. The system identification method that will be used here is the prediction-error method (Ljung, 1999) , and we will only investigate its behavior when the number of measurements tends to infinity.
Consider a parameterized linear time-invariant (LTI) output error (OE) model y(t) = G(q, θ)u(t) + e(t),
where θ is a parameter vector and where q denotes the shift operator, qu(t) = u(t + 1). The signals u(t), y(t) and e(t) are the system input, output and noise, respectively. It is assumed that G(q, θ) is stable. It can be shown (Ljung, 1978) that the prediction-error parameter estimate under rather general conditions will converge to the parameters that minimize a mean-square error criterion E((y(t) − G(q, θ)u(t))
2 ). Here, E(x) denotes the expected value of the random value x. With this result in mind, it is interesting to investigate what can be said about the mean-square error optimal LTI approximation of a general, possibly nonlinear, system. More specifically, we are interested in the model that minimizes E((y(t) − G(q)u(t))
2 ) with respect to all stable and causal models G(q). The mean-square error optimal model G 0,OE (q) will here be called the Output Error Linear Time-Invariant Second Order Equivalent (OE-LTI-SOE).
LTI approximations of nonlinear systems can be studied in many frameworks. The idea of deriving an LTI approximation by differentiation of a nonlinear system is used, for example, by Mäkilä and Partington (2003) . They study LTI approximations of nonlinear systems for l ∞ -signals and use the notion of Fréchet derivatives to derive some of the approximations. Related material can be found in Partington and Mäkilä (2002) , Mäkilä (2003a) and in Mäkilä (2003b) . LTI approximations for deterministic signals are also discussed in Sastry (1999) and in Horowitz (1993) .
Furthermore, LTI approximations can also be studied in a stochastic framework. There has been a wide interest in understanding how a static nonlinearity can be linearized for a stochastic input signal. Many results in this area are directly or indirectly related to Bussgang's classic theorem about Gaussian signals (see Bussgang (1952) or, for example, Papoulis (1984) ). Bussgang (1952) has shown that the cross-covariance function between the output and the input of a static nonlinear function is a scaled version of the input covariance function if the input is Gaussian. Hence, the following theorem holds.
Theorem 1.1 (Bussgang)
Let y(t) be the output from a static nonlinearity f with a Gaussian input u(t), i.e., y(t) = f (u(t)). Assume that the expectations E(y(t)) = E(u(t)) = 0. Then
where R yu (τ ) = E(y(t)u(t − τ )), R u (τ ) = E(u(t)u(t − τ )) and b 0 = E(f (u(t))).
Bussgang's theorem has turned out to be very useful for the theory of Hammerstein and Wiener system identification (Billings and Fakhouri, 1982; Korenberg, 1985; Bendat, 1998) .
LTI approximations of nonlinear systems are discussed also by . They use the term related linear system for the mean-square error optimal LTI system and view the part of the output signal that this system cannot explain as a nonlinear distortion. Related material can be found in , and Schoukens et al. (2003) . have also discussed benefits and drawbacks of different input signals for LTI approximations.
Output Error LTI-SOEs
In this paper, we will only consider nonlinear systems with input and output signals that have certain properties. These signal assumptions are listed here. Assumption A1. Assume that (i) The input u(t) and output y(t) are real-valued stationary stochastic processes with E(u(t)) = E(y(t)) = 0.
(ii) There exist K > 0 and α, 0 < α < 1 such that the second order moments Figure 1 : The output error model.
(iii) The z-spectrum Φ u (z) (i.e., the z-transform of R u (τ )) has a canonical spectral factorization
where L(z) and 1/L(z) are causal transfer functions that are analytic in {z ∈ C : |z| ≥ 1}, L(+∞) = 1 and r u is a positive constant.
As mentioned above, we will here only consider output error models (Ljung, 1999) . The structure of an output error model is shown in Figure 1 .
Using only output error models, the mean-square error optimal LTI approximation of a certain nonlinear system is simply the causal and stable LTI model
2 ). This model is often called the Wiener filter for prediction of y(t) from (u(t − k)) ∞ k=0 (Wiener, 1949) . However, in order to avoid any ambiguities we will instead call G 0,OE the Output Error LTI Second Order Equivalent (OE-LTI-SOE) of the nonlinear system. Hence, we have the following definition.
Definition 2.1. Consider a nonlinear system with input u(t) and output y(t) such that Assumption A1 is fulfilled. The Output Error LTI Second Order Equivalent (OE-LTI-SOE) of this system is the stable and causal LTI model G 0,OE (q) that minimizes the mean-square error E((y(t) − G(q)u(t))
2 ), i.e.,
where G denotes the set of all stable and causal LTI models.
The concept of LTI Second Order Equivalents has, for example, been discussed in Ljung (2001) and in Enqvist (2003) . It should immediately be pointed out that the OE-LTI-SOE of a nonlinear system depends on which input signal that is used. Hence, we can only talk about the OE-LTI-SOE of a nonlinear system with respect to a particular input signal. The following theorem is a direct consequence of classic Wiener filter theory.
Theorem 2.1
Consider a nonlinear system with input u(t) and output y(t) such that Assumption A1 is fulfilled. Then the Output Error LTI Second Order Equivalent (OE-LTI-SOE) G 0,OE of this system is
where [. . .] causal denotes taking the causal part and where L(z) is the canonical spectral factor of Φ u (z) from (1).
Proof: See, for example, Ljung (1999) or Kailath et al. (2000) .
The expression (2) for the OE-LTI-SOE can be simplified in some cases. For example, the following theorem holds if the input has been generated by filtering white noise through a minimum phase filter.
Theorem 2.2 Consider a nonlinear system with input u(t) and output y(t) such that Assumption A1 is fulfilled. Assume that the input signal has been generated by filtering white, possibly non-Gaussian, noise e(t) through a minimum phase filter L m (z). Assume also that any other external signals that affect the output are independent of u. Then the OE-LTI-SOE is
where R e (0) = E(e(t) 2 ).
Proof: See Enqvist (2003).
In the next section, we will use (3) to simplify the calculations of some particular OE-LTI-SOEs.
Slightly Nonlinear Systems
The use of a linear model is very natural when the true system is close to being linear. In many cases, the behavior of a slightly nonlinear system can be understood, at least intuitively, from the theory of linear systems. Hence, it is a legitimate question to ask whether this linear intuition can be extended also to OE-LTI-SOEs for slightly nonlinear systems. A slightly nonlinear system will here be defined as a system that for a certain input signal can be written
where the linear part, G l (q)u(t), of the system is much larger than the nonlinear part αy n (t). Here, the parameter α defines the size of the nonlinear part of the system and w(t) is a noise term.
If the nonlinear contribution to the output is small for a certain input, one might assume that the corresponding OE-LTI-SOE would be close to the linear part of the system in some sense. However, as we will see in the following example, this is not always the case.
Example 3.1
Consider the nonlinear system
The output from this system consists of a linear part, y l (t), and a nonlinear part, αy n (t), whose size is controlled by the parameter α. Here, the transfer function G l (q) of the linear part is equal to one. For bounded input signals, small values of α will give a system output that is close to the output from G l . In this sense, α defines how close the nonlinear system is to the linear system G l (q). Let the input signal be
where
and where e(t) is a white noise process with uniform distribution over the interval [−1, 1]. For all c with 0 < c < 1, the input is bounded, −4 < u(t) < 4. For this input, a small value of α like, for example, α = 0.01 will give an output that is very similar to the output from G l , i.e., the output when α = 0. This can be seen in Figure 2 for a particular realization of the input signal. However, the small differences between these output signals will sometimes give rise to totally different OE-LTI-SOEs. Since the input is generated by filtering white noise through a minimum phase filter, Theorem 2.2 gives that the OE-LTI-SOE can be written
.
If y n (t) is expanded we get y n (t) = e(t) 3 − 6ce(t) 2 e(t − 1) + 3c 2 e(t) 2 e(t − 2) + 12c 2 e(t)e(t − 1) 2 − 12c 3 e(t)e(t − 1)e(t − 2) + 3c 4 e(t)e(t − 2) 2 − 8c 3 e(t − 1) 3 + 12c 4 e(t − 1) 2 e(t − 2) − 6c 5 e(t − 1)e(t − 2) 2 + c 6 e(t − 2) 3 .
Using the fact that E(e(t)
2 ) = 1 3 and E(e(t) 4 ) = 1 5 and that e(t) and e(t − k) are independent when k = 0, we can derive the cross-covariance function R yne (τ, c) R yne (0, c) = E(y n (t)e(t)) = E(e(t) 4 ) + 12c 2 E(e(t) 2 e(t − 1) 2 ) + 3c 4 E(e(t) 2 e(t − 2) 2 ) = 1 5 + 12c 2 1 9 + 3c 4 1 9 = 1 15 3 + 20c 2 + 5c 4 , R yne (1, c) = E(y n (t)e(t − 1)) = −6cE(e(t) 2 e(t − 1) 2 ) − 8c 3 E(e(t − 1) 4 ) − 6c 5 E(e(t − 1) 2 e(t − 2) 2 ) = −6c 1 9 − 8c 3 1 5 − 6c 5 1 9 = − 1 15 10c + 24c 3 + 10c 5 , R yne (2, c) = E(y n (t)e(t − 2)) = 3c 2 E(e(t) 2 e(t − 2) 2 ) + 12c 4 E(e(t − 1) 2 e(t − 2) 2 ) + c 6 E(e(t − 2) 4 ) = 3c 2 1 9 + 12c 4 1 9 + c 6 1 5 = 1 15 5c 2 + 20c 4 + 3c 6 , R yne (τ, c) = 0, ∀τ ∈ Z \ {0, 1, 2}.
Inserted in (7) this gives
Then the static gain of ∆ G is
From (9) we see that the numerator of ∆ G (1, α, c) approaches 12α when c → 1, i.e., for c close to 1 we have ∆ G (1, α, c) ≈ 12α 5(1−c) 2 . This implies that no matter how small α > 0 we select, we can always make ∆ G (1, α, c) arbitrarily large by choosing a c sufficiently close to 1. That is, no matter how linear the system is, there is always a bounded input signal such that its OE-LTI-SOE is far from G l (e iω ) for ω = 0. The difference between |G 0,OE (e iω , 0.01, 0.99)| and |G l (e iω )| is shown in Figure 3. Furthermore, since
it follows that for any α > 0 the l 1 -norm of the impulse response of ∆ G can be made arbitrarily large by an appropriate choice of c. Furthermore, it can be shown that, for any fixed α > 0, also
can be made arbitrarily large by taking a c close to 1. The previous example is a clear indication that the OE-LTI-SOE not always can be understood from linear theory. There is no corresponding behavior in the linear case, since a small linear, time-invariant deviation from G l in Example 3.1 only would have given rise to exactly the same small deviation in the OE-LTI-SOE. It should be noted that for small α values, G l is a good model of the true system and it can predict the output very well from the input signal. Despite this, the model obtained from prediction error identification will not converge to G l but to G 0,OE when the number of measurements tends to infinity.
We have seen that the OE-LTI-SOE in some cases can be far from the linear part of the system. This can in some circumstances be an undesirable property, e.g. if the OE-LTI-SOE is supposed to be used as a basis for robust control design. Such a design puts restrictions on the control laws in order to guarantee the stability of the resulting true closed-loop system, despite the presence of model errors.
Assume that the true system is almost linear in the sense that it deviates from an LTI system G l by a nonlinearity with a small gain. In this case, G l is a very good basis for robust control design, since the small nonlinearity often only gives rise to rather mild restrictions on the controller. However, if an OE-LTI-SOE that is far from G l is used for the controller design, the restrictions on the controller might become much harder, since the gain of the model error now is large. Hence, it is interesting to investigate under what circumstances we can guarantee that the OE-LTI-SOE will be close to the linear part of the system when the nonlinearities are small. In the case of linear undermodelling, i.e., when a linear system is approximated by a model of lower order, the optimal approximation depends only of the spectral density of the input (Ljung, 1999) and not on the distribution of the input signal components. However, when a nonlinear system is approximated with a linear model, the distribution of the input affects the result significantly. For example, in Example 3.1 the input is generated from the white uniformly distributed signal e(t). If this signal is replaced with a white Gaussian signal with the same variance, the corresponding OE-LTI-SOE will be completely different. This is shown in the next example.
Example 3.2
Consider once again the nonlinear system (4) but now with an input u(t) generated by filtering a white Gaussian process e(t) with zero mean and variance 1/3 through the filter L m (q, c) in (6). Since the system is static and the input is Gaussian, Theorem 1.1 gives that
where we have used that E(u(t) 2 ) = (1 + 4c 2 + c 4 )/3. Since (10) implies that
the OE-LTI-SOE of the system is
for this particular input. Hence, the fact that the input is Gaussian implies the the OE-LTI-SOE is static. Furthermore, it is obvious that the deviation of the OE-LTI-SOE from the linear part (i.e., from 1) is bounded in this case. With
2 + c 4 ) and 0 < c < 1, we have
Here, unlike in Example 3.1, we cannot make ∆ G large for an arbitrarily small α > 0 by selecting c < 1 sufficiently close to 1. For example, α = 0.01 and c = 0.99 give G 0,OE (z, 0.01, 0.99) ≈ 1.0588
and |∆ G (z, α, c)| ≈ 0.0588, which can be compared with the large ∆ G that is obtained when e(t) is uniformly distributed (see Figure 3) .
From Example 3.2 we see that the fact that the input is Gaussian can, at least in some cases, prevent the OE-LTI-SOE from being far from the linear part of a slightly nonlinear system. Probably, this is often a desirable property and hence one could argue that Gaussian inputs should always be used in identification experiments where slightly nonlinear systems are approximated with LTI models. However, an input with a distribution which is similar to a Gaussian distribution might also work fine. This is illustrated in the next example.
Example 3.3
Again, consider the nonlinear system (4) with an input u(t) generated by filtering a white process e(t) with zero mean and variance 1/3 through the filter L m (q, c) in (6). Let c = 0.99 and α = 0.01. In the two previous examples, it has been shown that this choice of parameters and a uniformly distributed e(t) give an OE-LTI-SOE with the frequency response shown in Figure 3 while a Gaussian e(t) gives the OE-LTI-SOE in (11). Here, it will be shown that for non-Gaussian choices of e(t) with distributions that are more Gaussian than the uniform distribution, the OE-LTI-SOEs will have frequency responses that are closer to the linear part of the system. Let
whereẽ k (t) are independent white signals with uniform distribution over the interval [−1, 1] and zero mean. In this way, E(e M (t) 2 ) = 1/3 for all M and e M (t) will, according to the central limit theorem, become more Gaussian for larger M . Let
be inputs to the nonlinear system and let the OE-LTI-SOE of the system for each of these inputs be denoted by G 0,OE ,M (z). Since all inputs have been generated in the same way as the input in Example 3.1,
1 − 1.98z −1 + 0.9801z −2 for all M . Furthermore, let u G (t) denote the Gaussian input that is obtained when e(t) is a white Gaussian input with zero mean and variance 1/3 and let G 0,OE ,G (z) be the corresponding OE-LTI-SOE (i.e., the OE-LTI-SOE in (11)).
Realizations with 50000 samples of u M (t) for M = 1, 2 and 8, u G (t) and of the corresponding system outputs have been generated in Matlab. Using the System Identification Toolbox, an output error modelĜ 0,OE ,M (z) with n b = 3, n f = 2 and n k = 0 has been estimated for each pair of input and output realizations. More specifically, the command oe(z,[3 2 0],'lim',0) has been used. The frequency responses of these estimated models are shown in Figure 4 .
By comparing this figure with Figure 3 , it can be seen thatĜ 0,OE ,1 (z) indeed is close to the exact OE-LTI-SOE. Furthermore, Figure 4 shows that the OE-LTI-SOEs for the non-Gaussian inputs get closer to the OE-LTI-SOE for the Gaussian input if the input has a more Gaussian-like distribution. The results in Example 3.3 indicate that the distance between the OE-LTI-SOE and the linear part of a slightly nonlinear system depends on how nonGaussian the input is. With this in mind, it seems preferable to use inputs that are as Gaussian as possible in this case.
