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a b s t r a c t
In this work it is shown that if C(α, β) and C(γ , δ) are double Cesàro matrices with
α ≥ γ > −1, β ≥ δ > −1, then any double series that is | C(γ , δ) |k-summable is
also | C(α, β) |k-summable, k ≥ 1.
© 2009 Published by Elsevier Ltd
A doubly infinite Cesàro matrix C(α, β) is a doubly infinite Hausdorff matrix with entries
hmnij =
(
m+α−i−1
m−i
) (
n+β−j−1
n−j
)
(m+α
α
) ( n+β
β
) , α, β ≥ 0.
A series
∑∑
amn with partial sums smn is said to be absolutely C(α, β)-summable, of order k ≥ 1, if
∞∑
m=1
∞∑
n=1
(mn)k−1|∆11σ (α,β)m−1,n−1|k <∞, (1)
where
σ (α,β)mn :=
1(m+α
α
) ( n+β
β
) m∑
i=0
n∑
j=0
(
m+ α − i− 1
m− i
)(
n+ β − j− 1
n− j
)
sij
and where, for any double sequence {umn}, and for any fourfold sequence {amnij}, we define
∆11umn = umn − um+1,n − um,n+1 + um+1,n+1,
∆11amnij = amnij − am+1,n,i,j − am,n+1,i,j + am+1,n+1,i,j,
∆ijamnij = amnij − am,n,i+1,j − am,n,i,j+1 + am,n,i+1,j+1,
∆i 0amnij = amnij − am,n,i+1,j, and
∆0jamnij = amnij − am,n,i,j+1.
The one-dimensional version of (1) appears in [1].
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For brevity, let H = C(α, β). Associated with H are two matrices H and Hˆ defined by
h¯mnij =
m∑
µ=i
n∑
ν=j
hmnµν, 0 ≤ i ≤ m, 0 ≤ j ≤ n, m, n = 0, 1, . . . ,
and
hˆmnij = ∆11h¯m−1,n−1,i,j, 0 ≤ i ≤ m, 0 ≤ j ≤ n, m, n = 1, 2, . . . .
It is easily verified that hˆ0000 = h¯0000 = h0000. In [2] it was shown that, if A is a double triangularmatrixwith the row sums
in each direction constant (i.e.,
∑m
µ=0 amnµν =
∑m−1
µ=0 am−1,nµν = a(n, ν), and
∑n
ν=0 amnµν =
∑n−1
ν=0 am,n−1,µ,ν = b(m, µ)),
then
aˆmnij =
i−1∑
µ=0
j−1∑
ν=0
∆11am−1,n−1,µ,ν . (2)
Using the standard interpretation that the right hand side of (2) is zero whenever i or j is zero, formula (2) remains valid
for these choices. (Under the hypotheses that the row sums are constant in each direction, a direct calculation verifies that
aˆmn0j = aˆmni0 = aˆmn00 = 0.) Eq. (2) is certainly true for double Cesàro matrices, since the row sums in each direction are 1.
Therefore hˆmni0 = hˆmn0j = 0.
σ (α,β)mn =
m∑
i=0
n∑
j=0
hmnijsij =
m∑
i=0
n∑
j=0
i∑
µ=0
j∑
ν=0
hmnijaµν
=
m∑
µ=0
n∑
ν=0
m∑
i=µ
n∑
j=ν
hmnijaµν
=
m∑
µ=0
n∑
ν=0
h¯mnµνaµν,
and a direct calculation verifies that
Xmn := ∆11σ (α,β)m−1,n−1 =
m∑
i=1
n∑
j=1
hˆmnijaij, (3)
since
h¯m−1,n−1,m,ν = hm−1,n−1,µ,n = hˆm,n−1,µ,n = hˆm−1,n,m,n = 0.
Theorem 1. Let α ≥ γ > −1, β ≥ δ > −1, and∑m∑n amn be a double series with partial sums smn. If ∑m∑n amn is|C(γ , δ)|k-summable, then it is also |C(α, β)|k-summable.
We will require the following lemmas in the proof of the theorem.
Lemma 1. τ (α,β)mn = mn∆11σ (α,β)m−1,n−1, where
τ (α,β)mn :=
1(m+α
α
) ( n+β
β
) m∑
i=0
n∑
j=0
(
m+ α − i− 1
m− i
)(
n+ β − j− 1
n− j
)
ijaij
Proof. By analogy to formula (2.1.3) of [1] we may write
1(
n+β
β
) n∑
j=0
(
n+ β − j− 1
n− j
)
jaij = n(σin − σi,n−1),
where
σin = 1(
n+β
β
) n∑
j=0
(
n+ β − j− 1
n− j
) j∑
ν=0
aiν .
Define bij =∑jν=0 aνj. Then we may write
1(m+α
α
) m∑
j=0
(
m+ α − j− 1
m− j
)
jbij = m(σ¯mj − σ¯m−1,j),
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where
σ¯mj = 1(m+α
α
) m∑
i=0
(
m+ α − i− 1
m− i
) i∑
µ=0
bµj = 1(m+α
α
) m∑
i=0
(
m+ α − i− 1
m− i
)
sij.
Thus
τ (α,β)mn =
n(m+α
α
) m∑
i=0
(
m+ α − i− 1
m− i
)
i(σin − σi,n−1)
= n
 1(
n+β
β
) n∑
j=0
(
n+ β − j− 1
n− j
)
1(m+α
α
) m∑
i=0
(
m+ α − i− 1
m− i
)
ibij
− 1(
n+β−1
β
) n−1∑
j=0
(
n+ β − j− 2
n− j− 1
)
1(m+α
α
) m∑
i=0
(
m+ α − i− 1
m− i
)
ibij

= mn
 1(
n+β
β
) n∑
j=0
(
n+ β − j− 1
n− j
){
1(m+α
α
) m∑
i=0
(
m+ α − i− 1
m− i
)
sij
− 1(
m+α−1
α
) m−1∑
i=0
(
m+ α − i− 2
m− i− 1
)
sij

− 1(
n+β−1
β
) n−1∑
j=0
(
n+ β − j− 2
n− j− 1
){
1(m+α
α
) m∑
i=0
(
m+ α − i− 1
m− i
)
sij
− 1(
m+α−1
α
) m−1∑
i=0
(
m+ α − i− 2
m− i− 1
)
sij

 = mn∆11σ (α,β)m−1,n−1. 
Lemma 2. For any , η ≥ 0, α, β > −1,
τ (α+,β+η)mn =
1(m+α+
α+
) ( n+β+η
β+η
) m∑
µ=1
n∑
ν=1
(
m+  − µ− 1
m− µ
)(
n+ η − ν − 1
n− ν
)(
µ+ α
α
)(
ν + β
β
)
τ (α,β)µν .
Proof. The summations on the right hand side can be written in the form
L1 :=
m∑
µ=1
(
m+  − µ− 1
m− µ
) n∑
ν=1
(
n+ η − ν − 1
n− ν
) µ∑
i=1
ν∑
j=1
(
µ+ α − i− 1
µ− i
)(
ν + β − j− 1
ν − j
)
ijaij
=
m∑
i=1
n∑
j=1
ijaij
m∑
µ=i
(
m+  − µ− 1
m− µ
)(
µ+ α − i− 1
µ− i
) n∑
ν=j
(
n+ η − ν − 1
n− ν
)(
ν + β − j− 1
ν − j
)
.
Using identity (2.1.1) from [1],
m∑
µ=i
(
m+  − µ− 1
m− µ
)(
µ+ α − i− 1
µ− i
)
=
m−i∑
t=0
(
m+  − t − i− 1
m− t − i
)(
t + α − 1
t
)
=
(
m+ α +  − i− 1
m− i
)
.
Similarly,
n∑
ν=j
(
n+ η − ν − 1
n− ν
)(
ν + β − j− 1
ν − j
)
=
(
n+ β + η − j− 1
n− j
)
.
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Thus
L1(m+α+
α+
) ( n+β+η
β+η
) = 1(m+α+
α+
) ( n+β+η
β+η
) m∑
i=1
n∑
j=1
(
m+ α +  − i− 1
m− i
)(
n+ β + η − j− 1
n− j
)
ijaij
= τ (α+,β+η)mn . 
To prove the theorem, we shall first prove that{ ∞∑
m=1
∞∑
n=1
(mn)−1|τ (α+,β+η)mn |k
}1/k
≤ A
( ∞∑
m=1
∞∑
n=1
(mn)−1|τ (α,β)mn |k
)1/k
, (4)
where A is a positive constant depending only on k, α, β, , η, and where , η ≥ 0, α, β > −1.
Let us have λ > 1 to be chosen later, and let λ ′ denote the conjugate index of λ. Using the identity in Lemma 2 and
Hölder’s inequality we have
|τ (α+,β+η)mn | ≤
1(m+α+
α+
) ( n+β+η
β+η
) m∑
µ=1
n∑
ν=1
[(
m+  − µ− 1
m− µ
)(
n+ η − ν − 1
n− ν
)]1/λ
×
[(
µ+ α
α
)(
ν + β
β
)]1/k
|τ (α,β)µν |
×
[(
m+  − µ− 1
m− µ
)(
n+ η − ν − 1
n− ν
)]1/λ ′[(
µ+ α
α
)(
ν + β
β
)]1/k ′
≤ 1(m+α+
α+
) ( n+β+η
β+η
){ m∑
µ=1
n∑
ν=1
[(
m+  − µ− 1
m− µ
)
×
(
n+ η − ν − 1
n− ν
)]k/λ (
µ+ α
α
)(
ν + β
β
)
|τ (α,β)µν |k
}1/k
×
{ m∑
µ=1
n∑
ν=1
[(
m+  − µ− 1
m− µ
)(
n+ η − ν − 1
n− ν
)]k ′/λ ′[(
µ+ α
α
)(
ν + β
β
)]}1/k ′
.
Now choose λ so that k ′( − 1)/λ ′ and k ′(η − 1)/λ ′ > −1. Then
m∑
µ=1
n∑
ν=1
[(
m+  − µ− 1
m− µ
)(
n+ η − ν − 1
n− ν
)]k ′/λ ′[(
µ+ α
α
)(
ν + β
β
)]
≤ Bmk ′(−1)/λ ′+α+1nk ′(η−1)/λ ′+β+1.
Hence
|τ (α+,β+η)mn |k ≤ Bm−σn−φ
m∑
µ=1
n∑
ν=1
[(
m+  − µ− 1
m− µ
)(
n+ η − ν − 1
n− ν
)]k/λ (
µ+ α
α
)(
ν + β
β
)
|τ (α,β)µν |k,
where
σ = −k( − 1)
λ ′
− k(α + 1)
k ′
+ k(α + ) = α + 1+ k( − 1)
λ
,
and
φ = β + 1+ k(η − 1)
λ
.
Hence
1
mn
|τ (α+,β+η)mn |k ≤ Bm−1−σn−1−φ
m∑
µ=1
n∑
ν=1
[(
m+  − µ− 1
m− µ
)(
n+ η − ν − 1
n− ν
)]k(−1)/λ
×µα+1µ−1νβ+1ν−1|τ (α,β)µν |k.
Therefore
M∑
m=1
N∑
n=1
(mn)−1|τ (α+,β+η)mn |k ≤ B
M∑
µ=1
N∑
ν=1
λµν(µν)
−1|τ (α,β)µν |k,
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where
λµν = µα+1νβ+1
M∑
m=µ
N∑
n=ν
m−1−σn−1−φ
(
m+ k( − 1)/λ− µ
m− µ
)(
n+ k(η − 1)/λ− ν
n− ν
)
≤ µα+1νβ+1
∞∑
m=µ
∞∑
n=ν
m−1−σn−1−φ
(
m+ k( − 1)/λ− µ
m− µ
)(
n+ k(η − 1)/λ− ν
n− ν
)
≤ µα+1νβ+1
∞∑
m=µ
∞∑
n=ν
(
m+ k( − 1)/λ− µ
m− µ
)(
n+ k(η − 1)/λ− ν
n− ν
)∫ 1
0
(1− x)σ xmdx
∫ 1
0
(1− y)φyndy
= µα+1νβ+1
∫ 1
0
(1− x)σ xµ−1
{ ∞∑
m=µ
(
m+ k( − 1)/λ− µ
m− µ
)
xm−µ
}
dx
×
∫ 1
0
(1− y)φyν−1
{ ∞∑
n=ν
(
n+ k(η − 1)/λ− ν
n− ν
)
yn−ν
}
dy
≤ µα+1νβ+1
∫ 1
0
(1− x)σ−k(−1)/λ−1xµ−1dx
∫ 1
0
(1− y)φ−k(η−1)/λ−1yν−1dy
≤ Bµα+1µk(−1)/λ−σ νβ+1νk(η−1)/λ−φ = B,
since α + 1+ k( − 1)/λ− σ = 0 and β + 1+ k(η − 1)/λ− φ = 0.
To finish the proof, in (4) set  = γ − α, η = δ − β .
Define
A =
{
{smn} :
∞∑
m=1
∞∑
n=1
(mn)k−1|amn|k <∞
}
.
If a doubly infinite matrix A sums every double sequence inA, then A is said to be absolutely kth-power conservative.
Corollary 1. For α, β ≥ 0, C(α, β) is absolutely kth-power conservative.
Proof. In Theorem 1 set γ = δ = 0. 
The one-dimensional version of Corollary 1 appears in [1].
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