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Test equating is used to ensure that test scores from different test forms are comparable and that the scores can be used interchangeably. A well-known observed-score equating method that has been used extensively over the years is item response theory (IRT) observedscore equating (IRTOSE). In IRTOSE, an IRT model is used to produce estimated distributions of the observed number-correct scores on the test forms. These estimated distributions are then equated with equipercentile equating methods (Kolen & Brennan, 2014) . The widespread usage of IRTOSE can be attributed to the extensive use of IRT to model items in many large-scale assessments around the world. Although IRTOSE is a wellworking equating method, we saw a need for refining the method as well as the opportunity to increase its usage by incorporating new methods into the current observed-score equating framework (von Davier, 2011) . In the last couple of decades several local equating methods have been suggested, including local IRTOSE (van der Linden, 2000) . In local IRTOSE, a family of IRTOSE transformations is used instead of a single equating transformation, which means that there is one IRTOSE transformation for each ability of interest. In the equating literature, it is suggested to use linear equating instead of equipercentile equating if the only way the score distributions differ across test forms is in the first two moments. Wiberg and van der Linden (2011) suggested the possibility of local linear equating methods, which means that they defined a family of linear equating transformations. However, they did not explore the possibility of local linear IRTOSE methods. Within the kernel equating framework (von Davier, Holland & Thayer, 2004 ) a local kernel IRTOSE method was recently suggested although a linear possibility was not explored (Wiberg, von Davier and van der Linden, 2014) .
The aim of this paper was to explore three alternative linear IRTOSE methods, to discuss them in light of existing methods, and to compare the three alternative methods with the traditional IRTOSE method through an empirical evaluation using both a simulation study 4 and real data from a college admission test. A special interest was to examine if the suggested methods are robust with a smaller sample size at each ability level than has been used in previous local equating method studies. In this paper, the focus is on the equivalent group (EG) design, but replicating the study with the nonequivalent group with anchor test (NEAT) design should be straightforward. There also already exist other local equating methods specifically defined for the NEAT design (cf. Wiberg et al., 2014) . This paper is important because it both enriches the observed-score equating framework by including alternative linear IRTOSE methods and it gives an empirical evaluation of the proposed methods.
We had the following three hypotheses. 1) The local equating methods would yield the least bias because local methods do not average over all the abilities as do traditional equating methods, which have previously been noted (Wiberg and van der Linden, 2011) . 2) The linear equating methods would be stable over the entire range of test scores compared to equipercentile methods because unless the samples are huge the estimates of the observedscore distributions tend to be inaccurate, especially at the tails. If the bias due to assuming linearity is minor (i.e. there are only small differences in higher moments between test score distributions), one might accept some bias in order to obtain better mean square errors than when using equipercentile equating. 3) The kernel equating methods would be overall more stable than the non-kernel methods because this is the case with the local kernel methods studied in Wiberg et al. (2014) .
To define an equating transformation, we assume that we have two test forms X and Y with scores of X and Y and that the two different distributions of X and Y have strictly increasing cumulative distribution functions (cdfs) FX(x) and FY(y). As noted above, IRTOSE uses an IRT model to create estimated distributions of observed number-correct scores on each test form X and Y (Lord, 1980; Kolen & Brennan, 2004) . Modeling the data with an IRT model can be seen as one form of presmoothing, and IRTOSE methods can also be viewed as a supplement to IRT true-score equating methods. The strength of IRTOSE is that it can be 5 used with any equating design provided that the two test forms jointly fit an IRT model. The observed-score equating framework (con Davier, 2011 ) that the IRTOSE methods are part of includes traditional equating methods (Kolen & Brennan, 2004) , local equating methods (van der Linden, 2000; van der Linden, 2006a,b; van der Linden & Wiberg, 2010) , kernel equating methods (von Davier et al., 2004) , and the recently developed jointly local kernel equating methods . Different parts of the observed-score framework are used when discussing existing methods in comparison with the three alternative IRTOSE methods presented here.
The three alternative IRTOSE methods are all linear methods, and two of them are also local equating methods and could thus be compared with the local linear methods presented in Wiberg and van der Linden (2011) . Their proposed local linear methods were, however, especially designed for either the NEAT or the single group (SG) design, while in this paper the focus is on the EG design. In the local linear method that Wiberg and van der Linden (2011) proposed for the NEAT design, the anchor test had a central role as a proxy of ability because the conditional mean and variances over anchor scores were used to obtain a family of equating transformations. In their proposed method for the SG design, the test scores from the new test form were used as a proxy for the ability, thus the conditional means and variances were obtained over the new test scores. These two methods are different from the local linear methods proposed in this paper because the observed test or anchor scores in our methods are not directly used to obtain conditional distributions. In our proposed methods, the conditional mean and variances are obtained over the test takers' ability. In Wiberg et al. (2014) , the focus was on local kernel equating methods using the full distributions in both the NEAT and EG designs. The methods proposed here will, therefore, also be discussed in light of their proposed methods.
The structure of the paper is as follows. The traditional equipercentile IRTOSE method is discussed in the next section, and this is followed by descriptions of the kernel and local 6 equating methods. The fifth section discusses IRTOSE in linear equating and gives definitions of the three alternative IRTOSE methods. The sixth section describes a simulation study and a real data example, and the results of these are given in the seventh section. The final section contains some concluding remarks.
IRT Observed-Score Equating
The most well known IRTOSE method is the traditional equipercentile IRTOSE method.
Throughout this paper, the three-parameter logistic (3PL) IRT model is used. We assume that test taker l has ability l  and we define the probability to answer item i correctly as
where i a is the item discrimination, i b is the item difficulty, and i c is the pseudo guessing parameter (i.e. the item characteristics). It is possible to use the compound binomial distribution to generate distributions of observed number-correct scores on test forms X and Y given the test taker's ability (Lord & Wingersky, 1984) . The observed-score distributions are then cumulated over a population of test takers in order to obtain the number-correct observed-score distributions for both of the two test forms. If the ability distribution has a finite number of abilities for 1,..., l N  test takers, we can estimate the density functions with equating (Kolen & Brennan, 2004; Lord, 1980; van der Linden, 2011) . The following notation is used for traditional IRTOSE:
Kernel equating (von Davier et al, 2004; von Davier, 2013) has the overall aim of finding an optimal version of the equating transformation between tests X and Y for a target population T. We let test form X and Y be administered to different samples of test takers P and Q, respectively. If the two samples are either the same sample or from the same target population, we have T = P = Q. To construct kernel IRTOSE methods, we can follow the five steps of kernel equating that are briefly summarized here.
(1) Presmoothing. The raw score distributions are smoothed by modeling the data, and the model with the best fit is selected and used. Log-linear modeling is typically used.
(2) Estimation of the Score Probabilities. From the estimated score distributions in step 1, i.e., 
where ) (z  denotes the standard normal distribution function, X h is the bandwidth, and
(von Davier et al., 2004) . The optimal bandwidth X h can be found by minimizing the penalty
, i.e. the probability density function, and  is a constant within the range 0 to 1. 1
where pen w is a constant (usually set to .25), otherwise 0 Davier, 2011) .
There are also other methods to obtain optimal bandwidths, although they give similar results (Häggström and Wiberg, 2014 
In kernel IRTOSE (Andersson & Wiberg, 2015; von Davier, 2010; Wiberg et al., 2014) , the estimated probabilities from an IRT model are used within the kernel equating framework and using Equation 6 it is defined as 1(
where X F and Y F are the smoothed cdfs.
(5) Calculating Standard Error of Equating. The asymptotic standard error of equating (SEE) for random sampling from the target population is defined as
Local Equating
Local equating (van der Linden, 2000; van der Linden, 2006a, b; van der Linden & Wiberg, 2010) was developed from Lord's (1980) definition of equity, which in general means that distributions of the test scores and the equated scores are indistinguishable. In order to achieve equity, we cannot use a single equating transformation for an entire population as is used in the traditional equating methods because such a transformation will always be population dependent and biased. Instead, we need to define a family of equating transformations where each ability level is one member of this family. We let the test forms X and Y measure the same ability  . If  is known, we can use the conditional distributions of X and Y in order to obtain the family of true equating transformations
where each  is a member of the equating family (van der Linden, 2000) . Because the true ability is seldom known, it needs to be estimated or obtained from some kind of proxy, for example, the test scores in an EG design or the anchor test in a NEAT design.
The first defined local IRTOSE method was local equating conditional on ability, also named local equating with estimated ability (van der Linden, 2000), which we refer to as local IRTOSE because it builds upon IRTOSE. Another previously defined local IRTOSE is the recently defined local kernel IRTOSE . Both of these previously defined local IRTOSE methods are equipercentile equating methods.
Linear Equating
The fundamental assumption in linear equating is that the only way the score distributions differ across forms is in the first two moments, i.e., the means and variances. We let Y  and X  be the observed-score means of Y and X and let Y  and X  be their standard deviations. The linear equating transformation from Y to X is then defined as (Kolen & Brennan, 2004, sect. 2.2) . This is only the general definition of linear equating, and for different equating designs the means and standard deviations have to be derived from the observed test scores using different sets of assumptions. Linear equating can be viewed as an approximation of equipercentile equating, although it is also a special case of kernel equating if we use bandwidth parameters that approach infinity (von Davier et al. 2004, chap. 4 ).
Linear equating is especially useful with small samples, and the accuracy of the results is most important near the mean (Kolen & Brennan, 2004, p. 293, Table 8.5 ).
Linear IRTOSE
The first of our alternative IRTOSE methods is linear IRTOSE, which is a linear extension of the IRTOSE method. Although IRTOSE has been used extensively over the years, we are not aware of any declared definition of a linear (traditional) IRTOSE method.
Recently, Chen (2012) mentioned a linear IRTOSE in the kernel-equating context in a NEAT design. However, it should be emphasized that Chen did not show or describe a linear IRTOSE definition in the traditional setting as it is described here. One obvious possibility to create a linear IRTOSE method is to derive the mean and standard deviations from the previously described distributions. We propose that one defines the linear IRTOSE equating transformation as
If we let )
be the probabilities of answering an item correctly given  , then
and 2 2 1(
An advantage with linear IRTOSE is its simplicity and that fewer test takers are needed with a linear method than when an equipercentile method is used. This method could be a good alternative when the items fit an IRT model. It is easy to compute, and if there are no real differences in the higher moments it could easily replace the traditional IRTOSE. A disadvantage, shared with all linear methods, is that it might be over simplistic if the test forms differ in more than the first two moments because using the traditional IRTOSE method accounts better for differences between test forms.
Local linear IRTOSE
The second alternative IRTOSE method is local linear IRTOSE, which is a linear extension of the combination of IRTOSE (Kolen & Brennan, 2004; van der Linden, 2011 ) and local equating conditional on ability (van der Linden, 2000) . In this case, we use  as the index and derive a family of equating transformations from the conditional distributions of X and Y given  , | X F  , and | Y F  . We define the family of equating as
where the means and variances of the observed-score distributions of X and Y are
, and 
Linear kernel IRTOSE
A key feature in kernel equating is the bandwidths. By increasing the bandwidths hx and hy, we can obtain a "linear" equating. It is possible to define all kernel equating methods as consisting of a linear part and a remainder part
(p. 12, von Davier et al., 2004; p. 16 von Davier, 2011) . In general, increasing the bandwidths in kernel equating compared to applying the traditional linear equating in Equation 9 yields very small differences. If the bandwidth is larger than ten times the standard deviation, one can refer to the kernel equating as linear (von Davier et al, 2004 ). There has also been a proposal for a unified approach to linear equating when using the NEAT design (von Davier & Kong, 2005) . Note that if one has a NEAT design, Equation 9 cannot be applied in a straightforward manner. Instead, either linear chain or linear post stratification equating methods need to be used. In the kernel equating R package kequate (Andersson, Bränberg and Wiberg, 2013) , linear kernel equating can be obtained by using large bandwidths.
Local linear kernel IRTOSE
The third and last alternative IRTOSE method -local linear kernel IRTOSE -is a linear equating method that is a combined extension of IRTOSE (Kolen & Brennan, 2004) , local equating conditional on ability (van der Linden, 2000) , and kernel IRTOSE (von Davier, 2010) . To obtain a local linear kernel IRTOSE we approximate the local kernel IRTOSE method by using large bandwidths hX and hY. We defined local linear kernel IRTOSE as
where X h   and Y h   symbolize that large bandwidths are used. To perform the equating, we can estimate  for all test takers from the test forms and use a member of the family of transformations from Equation 15 to equate the observed score Y to the score on X.
Because we are using equivalent test takers, i.e., test takers with the same ability level, the identity function is the design function. The main difference between this method and linear kernel IRTOSE is that the former defines a family of transformations while the latter only gives one transformation.
We included the local linear kernel IRTOSE method for the sake of completeness. One might also argue that for linear equating it is not meaningful to use presmoothing and continuization because the linear transformation is already continuous and the equating transformation is obtained from the mean and standard deviations of the score distributions. It is thus unnecessary to smooth these score distributions because they are never used in their entirety. The distributions are only used to estimate two moments (which might become worse because of bias introduced if smoothing is used). In von Davier et al (2004) , the problem of linear kernel equating is discussed and viewed as problematic because kernel equating is always equipercentile equating. Although there is a clear relationship between linear and equipercentile kernel equating (von Davier et al., 2004) , the proposed method was viewed as a separate method here because we believe it can be viewed as a linear equating method. Linear kernel equating is strictly theoretical and holds for a given kernel (e.g., Gaussian) when the bandwidths approach infinity. One can avoid oversmoothing by choosing large, but not too large, bandwidths so as not to introduce unnecessary bias. This being said, an advantage with the local linear kernel IRTOSE method is that fewer test takers are typically required for a linear method than when a full-distribution equating method is used.
Empirical study
The goal of the empirical study was to evaluate the performance of the three alternative Wiberg, 2010; Wiberg & van der Linden, 2011; Wiberg et al., 2014) . The empirical study was performed using MATLAB and R (R Development Core Team, 2014) , and in particular the R package kequate (Andersson et al., 2013) .
Evaluation criteria
Each method was evaluated with respect to bias, percent relative error (PRE), and three loss indices. Lord's (1980) bias( (y); ) (y) *(y; )
Denote the p th moment of the distributions of X and 
where N is the number of test takers given test form Y (Han, Kolen & Pohlmann, 1997) .
Method
Test forms X and Y were constructed by random sampling and assembled from an item pool of a large testing program. Throughout this study, the item parameters were assumed to be known with no estimation errors. The actual test is longer, but in this study both test forms were chosen to have a length of 40  m items. Although a different test was used, the chosen test length and basic settings in this study were in general the same or similar to previous empirical studies in the local equating field in order to enhance comparability (van der Linden & Wiberg, 2010; Wiberg & van der Linden, 2011; Wiberg et al., 2014) .
A special equivalent group design labeled the "calibration" design (cf. Wiberg et al., 2014) of N = 82,000 test takers for each test was used in which 2,000 test takers were at each of the ability levels on a scale range of θ = −2.0, −1.9,…, 2.0. This special design was chosen in order to ensure that we had enough test takers at the lowest and highest total score levels.
Linear equating does not actually require such large sample sizes, but these were chosen because one of our interests was in the estimation of bias in the equating and we wanted to minimize the problem with accuracy of the methods. Also, the actual test used is sometimes administered to such large groups, and the size of the samples was also in line with previous empirical studies within this field (Wiberg & van der Linden, 2011; Wiberg et al., 2014) . In order to examine the performance of the explored methods with a smaller sample of test takers at each ability than has previously been studied in local equating, an additional calibration design was used with N = 20,500 test takers for each test in which 500 test takers were at each of the ability levels on a scale range of θ = −2.0, −1.9,…, 2.0. by using known ability and known item parameters, meaning there were no estimation errors in the person and ability parameters. In the simulations, the test takers' item scores on X and Y were simulated using the known item and ability parameters with the 3PL IRT model in Equation 1. The model choice was motivated from the fact that the 3PL IRT model typically fits the items in the used test and the 3PL IRT model is one of the most commonly used in the testing industry and because we wanted to facilitate comparison with previous local equating studies. The simulated item scores were summed together to obtain test scores on X and Y, and they were also used to obtain estimates of the test takers' ability using the expected a posteriori (EAP) estimator. The bias was calculated as defined in Equation 16 , that is, by comparing the true equating transformation (using the test takers' known true ability) and the proposed equating transformation for the test takers' closest estimated EAP value of ability at the points θ = −2.0, −1.9,…, 2.0. Some of the bias functions in the results section do not have data points at each score value because values of X with probabilities lower than 10 −3 were omitted. To handle the discreteness of the test scores, the transformations at these values were obtained through linear interpolation in the traditional equating methods (Kolen & Brennan, 2004, sect. 2.5 ) and through Gaussian kernel continuization in the kernel methods (von Davier et. al., 2004) . Descriptive statistics of the test forms, including the mean, standard deviation, and item characteristics, are given in Table   1 . The robustness of the methods in the equating was evaluated by examining the impact of the difficulty of the Y test and the discrimination of the Y test in relation to the X test.
The case in which nothing was manipulated is referred to as the baseline case in the tables and figures. The manipulations of the test forms were as follows. The more difficult test form Y was obtained by adding 0.5 to each of the baseline difficulty parameters in line with Wiberg and van der Linden (2011) . The more accurate test form Y was obtained by multiplying the baseline item discrimination parameters by 2.0, which was in line with van der Linden and Wiberg (2010) . These variations were chosen in order to determine the effects of these parameters on the bias in the equating, and common cases can, therefore, be found within these limits. Although kernel equating generally includes a presmoothing step with log-linear modeling, this was not used in this study because using an IRT model means that we have already smoothed the data and we did not want to oversmooth the data. In order to examine the practical aspects of the three explored methods, an example with real data from the Swedish Scholastic Assessment Test (SweSAT) was included. SweSAT is a college admission test that is given twice a year. It is a multiple-choice test with 160 items with eight subtests divided into a verbal and a quantitative section, both of which contain 80 items and are equated separately. In this example, an EG design was assumed because the SweSAT has typically been equated with an EG design using different groups in the past (Lyrén and Hambleton, 2011 samples were approximately normally distributed with a mean ability of −0.09 in both samples, and only a few test takers had very low or very high abilities. To avoid sparseness at some ability levels and to be able to use all of the data in the later analyses, nine ability categories were constructed by dividing the ability scale into nine intervals: θ = −2.0, −1.5,…, 1.5, 2.0. The break points for these intervals as well as the number of test takers who belonged to each ability category for the two test forms are given in Table 2 . Because this is a college admission test, the test is high stakes and is typically of greater importance for midrange and higher ability students. Because real data were used, we do not know the true equated values and thus some of the previous evaluation criteria cannot be used. In the following result section, we report equated values and PRE for 1.5
 
as an example and show the equating transformations in a figure for θ = −1.5, 0, 1.5, i.e. in the ability interval where most test takers were found. In general, a test taker with ability lower than −1.5 is unlikely to get into any educational program, and the equated scores for test takers with higher ability than 1.5
had similar patterns as the displayed equating transformations. *Note, an interval break point (e.g. −1.75) to the right of an ability (e.g. −2) belongs to that ability category.
Results

Simulation study
Only results for θ = −2.0, −1.0, 0, 1.0, 2.0 are shown in the figures to enhance readability, but the omitted results follow the same pattern as the displayed results. In Figures 1-3 and Table 1 , N = 82,000 test takers as opposed to Figure 4 where N = 20,500 test takers. Figure 5 , Table 2 , and the lower parts of Table 1 This result is probably due to the use of a single equating transformation as opposed to the local methods that use a family of equating transformations.
[ Figure 1 about here]
For a more difficult Y test, as shown in Figure 2 , we found that all methods had an increase in bias. This is not surprising because a linear method only adjusts for the differences between the first two moments of distributions, and the rest remains as bias. This means that For a more discriminating Y test, as shown in Figure 3 , the (linear) IRTOSE methods displayed curves over the entire test score range, and the scores far away from an examined ability level had large bias. The local methods did not have curves over the entire test score range, but the bias was small for the three lower test abilities. The generally larger bias for all methods for the two highest abilities might be due to the fact that the examined test is designed to measure ability in the middle of the test score range and it might have had problems capturing higher abilities. The local linear kernel IRTOSE method appeared to be similarly affected by changes in discrimination as its full distribution counterpart examined in Wiberg et al. (2014) , although it exhibited smaller differences in the baseline case for low abilities.
[ Figure 2 & 3 about here]
MSD, MAD, and RMSD were used to further examine the three alternative IRTOSE methods. In Table 3 , the three cases with N = 82,000 test takers are given with the different evaluation criteria summed over the displayed categories. The local methods clearly scored lower in all three cases on all three measurements. This is not surprising because these measures compared the true equating against each of the equatings, and the local method gave lower values as expected because it compares the same ability levels against each other instead of comparing one equating transformation against each ability level. The lower part of Table 3 shows the PRE, which was in general lower for all local methods in the simulations.
This result is probably due to the fact that it is easier to preserve moments within an ability level than when the entire ability range is used. The PRE numbers 1-10 refer to the ten moments of PRE. The numbers 1, 3, and 5 in the method names for the simulation refer to the abilities θ = -2, 0, and 2, respectively, e.g. LLIRTO1 refers to LLIRTO for θ = -2. In the real data study, 1.5 in the method name means that PRE is displayed for θ = 1.5 for the LLIRTO and LLKIRTO methods.
Finally, the simulation study was extended with a calibration design using a reduced sample size of N = 20,500 test takers, which is shown in Figure 4 . Overall, the bias using either the large sample or the reduced sample were very similar and thus the cases of Y being more difficult and Y being more discriminating were omitted. The reason for this similarity is probably due to the fact that the three proposed methods are linear and having either 500 or 2000 test takers within the same ability yields similar results in the mean and standard deviation within that ability.
[ Figure 4 about here]
The test takers' test scores on test X and Y were approximately normally distributed in the real data study. Only equated values for θ = −1.5, 0, 1.5 are shown in Figure 5 to enhance readability, but it should be emphasized that the omitted results follow the same pattern as the displayed results. It should be noted that there are different equated values for low and highability test takers and that the traditional IRTOSE has equated values in between the high and low equating transformations of the local methods.
[ Figure 5 about here]
The equated scores from the four equating methods are given in Table 4 is that depending on which equating method is used, there are differences that matter in the equated values, especially in the upper score range. This means that depending on which equating method is used the test takers might have either lower or higher chances of being accepted into the college education program of their choice. The PRE (given in the lower part of Table   3 ) was in general low for all methods, although it was somewhat larger for the local linear IRTOSE, especially in the higher moments. The equated scores are given for θ = 1.5 for the LLIRTO and LLKIRTO methods. IRTO = Traditional IRTOSE, LIRTO = Linear IRTOSE, LLIRTO = Local linear IRTOSE, and LLKIRTO = Local linear kernel IRTOSE.
Concluding remarks
This study aimed to explore three alternative linear IRTOSE methods, and these were evaluated in comparison with the traditional IRTOSE method with respect to bias, MSD, MAD, RMSD, and PRE. The two local methods performed well in many instances as seen in the figures compared with the traditional IRTOSE and linear IRTOSE method, with only a few exceptions in the lower observed scores. The local methods also performed better than IRTOSE on the MSD, MAD, and RMSD measures, except when the Y test was more difficult. Furthermore, the PRE was lower for the local methods in the simulation study although it was somewhat higher for local linear IRTOSE followed by linear IRTOSE in the real data study. The linear IRTOSE method performed worse in general compared with the traditional IRTOSE method, with a few exceptions. Because it does not require much extra effort to perform a full distribution IRTOSE compared to a linear IRTOSE, we cannot in general recommend the use of linear IRTOSE. It is mainly included here for the theoretical purpose of filling in a gap in the observed-score framework.
The two explored local linear IRTOSE methods had low bias, low values on the loss measures, and low PRE, which is promising. Previous research in local equating has mainly used bias and root mean squared error, but the latter was not included here because it yielded essentially the same results as the bias measure. By comparing the results of this study to those of Wiberg and van der Linden (2011), we notice that the two proposed local linear methods are at least performing as well as those suggested in their paper. Furthermore, when comparing the results of this study to the full distribution method counterparts given in Wiberg et al. (2014) we note that for low abilities the linear versions perform better than full distribution methods in the baseline case, and similar to changes in discrimination. The proposed methods are especially preferable to the previously suggested local linear methods when we have data that are well modeled by IRT. Because many large-scale assessments use IRT to model items, it is well motivated to use an IRTOSE method.
One can always argue what is the use of more equating methods, but we believe that gaps in the theoretical framework should be filled, and this is one of the main contributions of this study. IRTOSE is a stable equating method, and being aware that we have alternatives within the local equating framework is an extra strength. There are also situations in which it is more appropriate to use local linear methods as opposed to local methods, for example, when the first two moments are of particular interest and the test forms do not differ in the higher moments. The reduced sample size simulation example pointed to the direction that the proposed methods can be used without information loss when we have smaller sample sizes at each ability level, which is a strength compared to methods that use full distributions. An obvious question of interest is how small the samples can be for the proposed local equating methods to still work. A simple answer would be that it depends on the number of used categories. If the sample size is small, one has the possibility to categorize the abilities into only a few categories. To examine how small each sample size can be at each ability category, a robustness study with different sample sizes and different numbers of ability categories should be performed. One guess is that one would need sample sizes at each ability category of interest of similar size as has been shown to be needed in other small-sample equating situations.
From the real data example, it is clear that the explored methods can be used in practice.
It is also evident that choice of equating method affects the equated values and might have an impact on the test takers' results. The local linear methods are relatively easy to use, and they do not require as large sample sizes as local methods using full distributions. In order to circumvent the potential problem of too few test takers at an ability level and to be able to use all the data in the analyses, the test takers were categorized by estimated ability. This choice was made from a practical point of view and should be elaborated upon more in the future.
The local methods can also be of specific importance in order to assure that specific ability groups achieve a fair equating, as noted in the real data example. From the real data study, larger differences in PRE were observed and this could possibly give us a hint for how to choose between local linear IRTOSE and local linear kernel IRTOSE, especially because the latter had more stable PRE results.
A strength with the three alternative IRTOSE methods presented here is that they can be directly fit into the current observed-score equating framework (von Davier, 2013) because they follow the steps outlined in that framework. The local linear kernel IRTOSE was derived from the joint methods for local and kernel equating, although all three explored methods were derived from linear equating and IRTOSE.
Two future challenges follow from this study. Because standard errors of equating have not yet been analytically derived for all of the proposed methods, they were not used as an evaluation criterion in this study. Although we recognize the possibility of using bootstrap standard errors, we believe that in the future it would be of greater interest to derive these analytically and to make a thorough comparison of the standard errors for all (eight) existing IRTOSE methods. Another future challenge includes examining these methods with models other than the 3PL IRT model because von Davier, Gonzalez & von Davier (2013) have indicated that some IRT methods might be somewhat problematic to use in local equating.
