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Consider a stochastic interface h(x, t), described by the 1+1 Kardar-Parisi-Zhang (KPZ) equation
on the half-line x ≥ 0. The interface is initially flat, h(x, t = 0) = 0, and driven by a Neumann
boundary condition ∂xh(x = 0, t) = A and by the noise. We study the short-time probability
distribution P (H,A, t) of the one-point height H = h(x = 0, t). Using the optimal fluctuation
method, we show that − lnP (H,A, t) scales as t−1/2s
(
H,At1/2
)
. For small and moderate |A| this
more general scaling reduces to the familiar simple scaling − lnP (H,A, t) ' t−1/2s(H), where s
is independent of A and time and equal to one half of the corresponding large-deviation function
for the full-line problem. For large |A| we uncover two asymptotic regimes. At very short time
the simple scaling is restored, whereas at intermediate times the scaling remains more general and
A-dependent. The distribution tails, however, always exhibit the simple scaling in the leading order.
PACS numbers: 05.40.-a, 05.70.Np, 68.35.Ct
I. INTRODUCTION
The Kardar-Parisi-Zhang (KPZ) equation [1] describes
non-equilibrium stochastic dynamics of the height h(x, t)
of a growing interface at the point x of a substrate at
time t:
∂th = ν∂
2
xh+
λ
2
(∂xh)
2
+
√
D ξ(x, t). (1)
Here ξ(x, t) is a Gaussian noise with zero average and
〈ξ(x1, t1)ξ(x2, t2)〉 = δ(x1 − x2)δ(t1 − t2). (2)
Throughout this paper we assume, without loss of gen-
erality, that the symmetry-breaking nonlinearity coeffi-
cient λ < 0 [2]. The KPZ dynamics in 1+1 dimen-
sion have been studied in great detail. At late times,
the characteristic width of the KPZ interface increases
as t1/3, and the lateral correlation length increases as
t2/3. The exponents 1/3 and 2/3 define an important
universality class of the 1+1 dimensional non-equilibrium
growth [3–9]. Among the more detailed characteriza-
tions of the KPZ growth is the full probability distribu-
tion P (H, t) of the interface height at a given space-time
point: H = h (x = 0, t). Remarkably, the form of this
distribution, even at arbitrarily long times, depends on
the initial shape of the interface h (x, t = 0), see Refs.
[7–9] for recent reviews.
Traditionally, the interest in the KPZ equation and
related models has been focused on their long-time dy-
namics and universality. With an emergence of interest
in large deviations in stochastic systems out of equilib-
rium, there have been a growing number of recent studies
of short-time, t ν5/(D2λ4), dynamics of the one-point
height distribution P (H, t). This interest was sparked by
∗ meerson@mail.huji.ac.il
† vilenkin@mail.huji.ac.il
a discovery of a new scaling behavior of the distribution,
including its tails which describe large deviations of the
height. As of present, short-time height distributions are
known exactly for the droplet [10], stationary [11] and
flat [12] initial conditions. For several other initial con-
ditions the leading-order asymptotics of the distribution
tails have been determined. Quite often the distribution
tails, predicted at short times, hold (at sufficiently large
H) at arbitrary long times [13]. For the droplet initial
condition this important property is well established by
now [14, 15].
Almost all of the previous works on the one-point
height statistics assumed an infinite substrate: −∞ <
x < ∞. In such cases, P (H, t) at short times turns out
to behave, in a proper moving frame [16], as − lnP '
s (H) /
√
t. Here the function s(H) plays the role of the
large deviation function of the height fluctuations. Re-
cently, the role of boundaries in the dynamics of P (H, t)
has attracted attention. Ref. [17] studied the short-time
probability distribution of the KPZ height at one point
on a ring of length 2L, and the authors identified a “phase
diagram” of different scaling behaviors of lnP (H,L, t) in
the (L/
√
t,H) plane. A more basic setting is the half-
line x ≥ 0, and there have been several studies dealing
with it, both at long [15, 18–23] and at short [12, 18, 23]
times.
Here we will focus on the short-time regime. Smith and
Meerson [12] employed the optimal fluctuation method
(OFM, which we will briefly review toward the end of the
Introduction) and established a simple relation between
any full-line problem with spatial mirror symmetry x↔
−x of the optimal path and the corresponding half-line
(x ≥ 0) problem with the same initial condition and the
homogeneous Neumann boundary condition ∂xh(0, t) =
0. The relation is
s (H) =
1
2
sfull (H) , (3)
where s (H) is the large deviation function for the half-
line problem, and sfull (H) is the large deviation function
ar
X
iv
:1
80
7.
11
04
8v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
9 J
ul 
20
18
2for the full-line problem. Although Eq. (3) is a simple
consequence of the OFM formalism [12], it is far from
intuitive. Indeed, it implies that it is much more likely
to observe unusually large values of H in a half-line sys-
tem than in the full-line system with otherwise the same
parameters [24].
Now let us consider a half-line problem with a more
general Neumann boundary condition at x = 0:
∂xh(0, t) = A. (4)
For A 6= 0 this boundary condition drives the KPZ in-
terface even in the absence of noise. Recently Krajen-
brink and Le Doussal [23] (see also Ref. [18]) consid-
ered this problem for the droplet initial condition. They
extracted the t → 0 asymptotics from exact represen-
tations for P (H,A, t) for three particular values of A.
These included A = −∞, corresponding to the “hard
wall”, A = 0, corresponding to the “reflecting wall”,
and a finite positive value of A, corresponding to the
so called critical case [25]. For all three values of A,
Krajenbrink and Le Doussal arrived at the scaling be-
havior − lnP ' S (H) /√t. For the latter two values of
A, they observed that the H →∞ and H → −∞ tails of
lnP (H,A, t) in the reflecting and critical cases coincide
and obey Eq. (3) [23]. These findings suggest that, in
the limit of t→ 0, a non-zero but finite A does not affect
the height statistics. In the present work we show that
this conjecture is correct for the flat initial condition. We
also show that, for sufficiently large |A|, there is an addi-
tional asymptotic regime – of intermediate times – where
A is relevant, and where the scaling of − lnP with time is
different. The distribution tails, however, always exhibit
the simple A-indendent scaling, up to subleading terms
which violate it.
Our approach is based on the OFM (also known as the
weak-noise theory, instanton method, and macroscopic
fluctuation theory). The OFM originated in condensed
matter physics [26–29] and found many applications in
theory of turbulence and turbulent transport [30–32], dif-
fusive lattice gases [33] and stochastic reactions on lat-
tices [34, 35]. It has been employed in many studies of
the KPZ equation and related systems [12, 13, 17, 36–49].
The starting point of the OFM is the path integral of the
stochastic process, conditioned on a specified large devi-
ation. If the noise is effectively weak, the path integral
can be evaluated using Laplace’s method. This leads to
a variational problem, the solution of which is the most
probable, or optimal, path of the stochastic process, and
the most probable realization of the noise, conditioned
on the specified large deviation. The variational problem
can be formulated as a classical Hamiltonian field theory.
The action, evaluated on the optimal path, yields P up
to a pre-exponential factor. For a nonzero A, the OFM
formalism yields a more general scaling behavior,
− lnP(H,A, t) ' s
(
H,A
√
t
)
√
t
. (5)
and this work addresses the consequences of this fact.
The remainder of the paper is organized as follows.
In Sec. II we consider the evolution of an initially flat
KPZ interface in the absence of the noise. This evolution
determines the expected value of height H. In Sec. III we
present the OFM formalism and expose our analytical
and numerical calculations of the function s
(
H,A
√
t
)
in
different regimes. Our results are summarized and briefly
discussed in Sec. IV.
II. DETERMINISTIC EVOLUTION
In the absence of noise, an initially flat interface will
evolve if and only if A 6= 0. This evolution is described
by the deterministic KPZ equation
∂th = ν∂
2
xh+
λ
2
(∂xh)
2
. (6)
Let the observation time be T . Upon rescaling t/T → t,
x/
√
νT → x and |λ|h/ν → h Eq. (6) becomes dimen-
sionless,
∂th = ∂
2
xh−
1
2
(∂xh)
2
. (7)
Importantly, the interface slope at x = 0 undergoes a
T -dependent rescaling:
∂xh(0, t) = a, where a =
|λ|√T√
ν
A. (8)
Equation (7) should be solved with the boundary condi-
tion (8) and the initial condition h(x, 0) = 0. The Cole-
Hopf ansatz h(x, t) = −2 lnu(x, t) transforms Eq. (7)
into the diffusion equation ∂tu = ∂
2
xu [50]. The Neu-
mann condition (8) becomes a Robin condition
∂xu(0, t) +
a
2
u(0, t) = 0. (9)
The solution, in terms of h(x, t), is
h0(x, t) = −2 ln
[
e
a
4 (at−2x)erfc
(
x− at
2
√
t
)
+ erf
(
x
2
√
t
)]
,
(10)
where erf z = (2/
√
pi)
∫ z
0
e−ξ
2
dξ is the error function, and
erfc z = 1− erf z. Figure 1 shows the deterministic (that
is, expected) time history of the interface for a = 2 and
a = −2.
The expected interface height at x = 0 and t = 1 is
h0(0, 1) ≡ H0(a) = −2 ln
[
e
a2
4 erfc
(
−a
2
)]
. (11)
The function of H0(a) vanishes at a = 0 and is strongly
asymmetric with respect to a = 0, see Fig. 2. The asymp-
totes of H0(a) are the following:
H0(a) =
{−a22 − 2 ln 2 + . . . , a 1,
ln
(
pia2
4
)
+ . . . , −a 1, (12)
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FIG. 1. Deterministic evolution of the interface as described
by Eq. (10) for a = 2 (upper panel) and a = −2 (lower panel)
at times 0, 1/4, 1/2, 3/4 and 1: from top to bottom in the
upper panel, and from bottom to top in the lower one. The
identical scales of the two panels emphasize the asymmetry
of the deterministic solutions at positive and negative a.
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FIG. 2. The expected one-point interface height H0 = h(0, 1)
versus a. Solid line: Eq. (11), dashed lines: asymptotics (12).
We will also need to know the evolution of the expected
interface slope V0(x, t) = ∂xh0(x, t):
V0(x, t) =
a e
a
4 (at−2x)erfc
(
x−at
2
√
t
)
e
a
4 (at−2x)erfc
(
x−at
2
√
t
)
+ erf
(
x
2
√
t
) . (13)
The deterministic solution simplifies for a  1. In this
limit Eq. (13) describes the formation and propagation
of a simple Burgers shock [50] with velocity a/2, where
V0 “jumps” from V0 = a behind the shock to V0 = 0 in
front of the shock. The width of the transition region is
of order of 1, see Fig. 3.
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FIG. 3. The expected interface slope V0(x, t) = ∂xh0(x, t)
versus x for a = 20 at t = 0, 1/4, 1/2, 3/4 and 1 (from left to
right), as described by Eq. (13).
III. DISTRIBUTION VARIANCE AND TAILS
A. OFM formulation
Now we return to the stochastic KPZ equation (1).
After the rescaling, described above, it becomes
∂th = ∂
2
xh−
1
2
(∂xh)
2
+
√
 ξ (x, t) , (14)
where  = Dλ2
√
T/ν5/2 is the dimensionless noise mag-
nitude. In the short-time limit,  → 0, one can evaluate
the path integral, corresponding to Eq. (14), by Laplace’s
method. This procedure boils down to a minimization
problem for the action
s =
1
2
∫ 1
0
dt
∫ ∞
0
dx
[
∂th− ∂2xh+
1
2
(∂xh)
2
]2
. (15)
The ensuing Euler-Lagrange equation can be recast into
Hamiltonian equations for the optimal history of inter-
face h (x, t) and its canonically conjugate “momentum”
ρ (x, t) which describes the optimal realization of the
noise ξ(x, t) [13, 38, 41]:
∂th = δH/δρ = ∂2xh−
1
2
(∂xh)
2
+ ρ, (16)
∂tρ = −δH/δh = −∂2xρ− ∂x (ρ∂xh) . (17)
Here
H =
∫ ∞
0
dx ρ
[
∂2xh−
1
2
(∂xh)
2
+ ρ/2
]
is the Hamiltonian. One boundary condition at x = 0 is
the fixed slope condition (8). The additional condition
at x = 0 is
∂xρ(0, t) + aρ(0, t) = 0. (18)
This zero-flux condition ensures that the boundary term
at x = 0, coming from the integration by parts of the
linear variation of the action, vanishes as it should. The
initial condition is
h (x, t = 0) = 0, x ≥ 0. (19)
4The condition
h(x = 0, t = 1) = H (20)
can be translated into a “final” condition for ρ [41]:
ρ (x, t = 1) = Λ δ (x) , (21)
with a Lagrange multiplier Λ, ultimately determined by
H.
Once the OFM problem is solved, we can evaluate the
action s:
s = s(H, a) =
1
2
∫ 1
0
dt
∫ ∞
0
dx ρ2 (x, t) . (22)
Up to a small correction, − lnP ' s(H, a)/, or
− lnP (H,T,A) ' ν
5/2
Dλ2
√
T
s
(
|λ|H
ν
,
A|λ|√T√
ν
)
(23)
in the dimensional variables, as announced in Eq. (5).
Now we see that three different regimes are possible:
1. For very short observation times,
T  ν
A2λ2
, (24)
the second argument of the function s in Eq. (23)
can be sent to zero. In this limit − lnP becomes
independent of A and exhibits the simple scaling
s(H)/
√
t.
2. For intermediate observation times,
ν
A2λ2
. T  ν
5
D2λ4
, (25)
the OFM is still applicable for the whole height
distribution, but a nontrivial scaling of − lnP with
time can appear. This regime is possible only when
|A| is much larger than an intrinsic height gradient
scale of the KPZ equation:
|A|ν2
D|λ|  1. (26)
3. For longer observation times,
T & ν
5
D2λ4
, (27)
the OFM is inapplicable for typical fluctuations of
the height, but may still be applicable in the tails.
Here we only consider the regimes 1 and 2. We will see
later that, in the distribution tails, H → ±∞, the de-
pendence of the function s on its second argument ap-
pears only in a subleading order, and the simple scaling
− lnP ' s(H)/√t is observed up to subleading correc-
tions.
For A = 0, when H0 = 0, the short-time large-
deviation function s(H) for the flat initial condition is
known exactly [12], and it obeys the relation (3). In its
turn, sfull(H) has been recently found in Ref. [12] by (i)
exploiting, in the OFM formalism, a non-trivial symme-
try of the KPZ equation in 1 + 1 dimension [51–53], (ii)
establishing a simple mapping between the OFM prob-
lems with flat and stationary initial conditions, and (iii)
using exact short-time results, extracted in Ref. [11] from
the known exact representation for the stationary case
[54, 55]. For further reference, we present asymptotics of
s(H,A = 0) for the half-line problem:
s=

4
√
2
15piH
5/2 + 4
√
2
3pi H
3/2 lnH
+ 2
√
2
9pi
[
2 + 3 ln
(
4
9pi2
)]
H3/2 + . . . , H → +∞,√
pi
8 H
2 +
√
pi
288 (pi − 3)H3 + . . . , |H|  1,
4
√
2
3 |H|3/2−4
√
2 ln(2)|H|1/2+ . . . , H → −∞.
(28)
The same results are obtained when A 6= 0, but the ob-
servation time T is very short, see above. This completes
our consideration of the limit T → 0. In the remain-
der of the paper we will focus on the regime of large |A|
and intermediate times, see Eqs. (25) and (26), where
s(H, a) is unknown. In the absence of exact solution of
the OFM problem our strategy will be similar to that of
the previous works on short-time large deviations of KPZ
interfaces [13, 41–43, 45–47, 49]. We will employ three
different perturbation approaches: to obtain the lead-
ing (and sometimes even subleading) asymptotics for the
left and right tails of P(H), and also to evaluate the vari-
ance of P(H) for a 1, when the left inequality sign in
the double inequality (25) becomes . Finally, we will
solve the OFM problem numerically [56], find s(H, a) in
different parameter regimes and verify our approximate
analytical results.
B. Variance
Similarly to the full-line problem [13, 45], the cumu-
lants of the height distribution P(H,T,A) can be cal-
culated via a regular perturbation theory applied to the
OFM problem. The small parameter is H −H0(a), or Λ.
We set
h(x, t) = h0(x, t) + Λh1(x, t) + Λ
2h2(x, t) + . . . , (29)
ρ(x, t) = Λρ1(x, t) + Λ
2ρ2(x, t) + . . . . (30)
where h0(x, t) is given by Eq. (10). Correspondingly,
s(Λ) = Λ2s1 + Λ
3s2 + . . . . The distribution variance
is obtained in the first order of this perturbation series
[13, 45]. Here Eqs. (16) and (17) yield
∂th1 + V0 ∂xh1 − ∂2xh1 = ρ1, (31)
∂tρ1 + ∂x(V0 ρ1) + ∂
2
xρ1 = 0, (32)
5and V0 = V0(x, t) is given by Eq. (13). The boundary
conditions are
∂xh1(0, t) = 0, ∂xρ1(0, t) + aρ(0, t) = 0,
h1(x, 0) = 0, and ρ1(0, 1) = δ(x). (33)
The KPZ nonlinearity is at work already in the first or-
der of the perturbation expansion, so the variance differs
from that for the Edwards-Wilkinson equation. Impor-
tantly, Eqs. (31)-(33) include only one parameter a. The
first-order action s1 can therefore depend only on a, and
the resulting action, corresponding to typical, small fluc-
tuations of height, must scale as
s(H, a) = f(a) [H −H0(a)]2 . (34)
In order to find the function f(a), one should solve
Eqs. (31) and (32). However, in spite of their linearity,
these equations are hard to solve, because V0(x, t) de-
pends on x and t in a complicated way, see Eq. (13).
Here we will only consider the limit of a  1. In
the dimensional variables, this limit corresponds to a
very strong left inequality in Eq. (25). In this case
V0(x, t) ' a = const behind the shock, see Fig. 3, and
Eq. (32) in this region becomes very simple:
∂tρ1 + a ∂xρ1 + ∂
2
xρ1 = 0. (35)
As a 1, the solution rapidly approaches a steady state,
ρst1 (x). By virtue of the boundary condition (18), this
steady state must have zero flux, and we obtain
ρst1 (x) = Λae
−ax , (36)
with the coefficient determined by the conservation law∫∞
0
ρ1(x) dx = Λ. The solution is strongly localized at
x = 0. Using Eq. (22), we obtain s ' aΛ2/4. Using the
relation [57]
ds
dΛ
= Λ
dH
dΛ
, (37)
we express Λ via H: Λ = (2/a)(H − H0), where the
expected height H0 = H0(a) is given by the first line of
Eq. (12). Finally,
s(H, a) =
1
a
(
H +
a2
2
+ 2 ln 2 + . . .
)2
, (38)
so f(a) = 1/a in this limit. As to be expected, small
fluctuations of the height are normally distributed. The
variance of P(H) is proportional to a in this regime of
a 1. In the dimensional variables, the variance is
VarH =
A|λ|3DT
2ν3
. (39)
That is, for a sufficiently large positive A, the customary
λ-independent Edwards-Wilkinson scaling VarH ∼ T 1/2,
observed at very short times, gives way to a different
scaling, VarH ∼ T , at intermediate times. Figure 4
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FIG. 4. The Gaussian action s(H, a = 20), predicted by
Eq. (38) (solid line), is compared with the action computed
numerically for a = 20 (symbols). The dashed line shows the
expected height H0(a = 20) ' −201.4.
compares Eq. (38) with results of numerical solution of
the full OFM problem for a = 20 and relatively small
|H − H0(a)|. A very good agreement is observed. The
steady-state solution (36) does not apply very close to
t = 0 and t = 1 (see Fig. 5), but these “boundary layers
in time” would give only a subleading correction (with
respect to the small parameter 1/a) to the action.
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FIG. 5. Upper panel: the large-a steady-state solution ρst(x),
predicted by Eq. (36) (dashed line), is compared to numer-
ically computed ρ(x, t = 0.5) (solid line) for a = 20 and
Λ = −0.5. The two curves are indistinguishable. Lower panel:
numerically computed ρ(x = 0, t) versus time (solid line) and
theoretical value ρ(x = 0) = Λa = −10 (dashed line) for the
same parameters. The numerical solution exhibits two narrow
boundary layers: at t = 0 and t = 1, where the steady-state
solution (36) does not apply.
C. λH →∞ tail
For a → 0 the optimal realization of noise ρ, which
determines the H → −∞ tail of P(H) (to remind the
6reader, λ < 0), is strongly localized at x = 0 and has
the form of (the right half of) a standing soliton which,
for the full-line problem, has been known for a long time
[13, 36, 38, 41]:
ρ(x, a = 0) = −2|H| sech2
(√
|H|
2
x
)
, x ≥ 0. (40)
The action (22), evaluated with this ρ(x), gives the lead-
ing term in the last line of Eq. (28). The corresponding
optimal interface slope is
V (x, a = 0) =
√
2|H| tanh
(√
|H|
2
x
)
(41)
at 0 ≤ x < t√|H|/2, and V = 0 at x > t√|H|/2.
Expression (41) vanishes at x = 0 as it should. It is
natural to assume that the optimal solution for a 6= 0
is given by the x ≥ 0 part of a standing soliton, shifted
along the x-axis:
ρ(x, a) = −β2sech2
[
β
2
(x+ `)
]
, (42)
V (x, a) = β tanh
[
β
2
(x+ `)
]
, (43)
where β and ` should be determined by H and a. The
boundary condition (8) yields
` =
2
β
arctanh
(
a
β
)
, (44)
and the no-flux boundary condition (18) is satisfied au-
tomatically. Now we use Eq. (16) at x = 0 to evaluate
∂th(0, t):
∂th(0, t) = ∂xV (0, t)− a
2
2
+ ρ(0, t).
For the solution (42) and (43) the right hand side evalu-
ates to −β2/2. This must be equal to H, so β = √2|H|,
as in the case of a = 0. Now the shifted solution solution
is fully determined. Evaluating its action (22), we obtain
s(H, a) =
4
√
2
3
|H|3/2 − 2a|H|+ a
3
3
. (45)
The first term is the leading one. It coincides with its
counterpart for a = 0, see the last line of Eq. (28). The
last term in Eq. (45) appears to be in excess of accu-
racy. This is because it is much smaller, at large |H|,
than subleading terms unaccounted for by the soliton so-
lution. Indeed, for A = 0 the subleading term in the
asymptotic expansion of the exact large-deviation func-
tion s at large negative H scales as |H|1/2, see the last
line of Eq. (28), so it is much larger than a3/3. The sec-
ond term in Eq. (46) scales as |H|, and we argue that it
is a correct subleading term. We finally obtain
s(H, a) ' 4
√
2
3
|H|3/2 − 2a|H|, −H →∞. (46)
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FIG. 6. The action s(H, a) for large negative H and a = 1
(upper panel) and −1 (lower panel). Solid line: prediction
of Eq. (46), including the subleading term −2a|H|. Dashed
line: only the leading term in Eq. (46). Symbols: numerical
results.
The asymptotic (46), including the subleading term,
agrees with our numerics, see Fig. 6. We also verified nu-
merically that the optimal noise realization ρ(x, t) does
not change in time except very close to t = 0 and t = 1.
In addition, it is described well by the shifted soliton
solution (42), see Fig. 7.
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FIG. 7. The optimal noise realization ρ(x, t = 1/2) versus
x for H ' −99.3 and a = −1. Solid line: Eq. (40) with
β =
√
2|H| and ` = (2/β) arctanh (a/β) ' A/|H|. Dashed
line: unshifted soliton (40). Symbols: numerical results.
We emphasize that, in view of Eq. (8), the subleading
term −2a|H| of Eq. (46) is time-dependent in the di-
mensional variables, and so it violates the simple scaling
− lnP (H, t) ' s (H) /√t.
D. λH → −∞ tail
On an infinite line the optimal history of h and ρ at
H →∞ is approximately described by a combination of
two hydrodynamic solutions, obtained when neglecting
7the diffusion terms in Eqs. (16) and (17). The first of the
solutions solves the equations [13, 41, 43]
∂tρ+ ∂x(ρV ) = 0, (47)
∂tV + V ∂xV = ∂xρ, (48)
with ρ(x, t) 6= 0. These equations describe a non-
stationary inviscid flow of an effective gas with den-
sity ρ and velocity V . The gas pressure is negative:
p(ρ) = −ρ2/2. With the initial condition V (x, t) = 0
and the final condition (21), the solution represents a
uniform-strain flow on a shrinking finite support [13, 43]
which leads to collapse of the gas into the origin at t = 1.
The second solution appears in the regions where
ρ(x, t) = 0. It solves the Hopf equation ∂tV +V ∂xV = 0.
The two hydrodynamic solutions can be continuously
matched [13]. The H → ∞ tail of P(H) is determined
solely by the “pressure-driven” solution, and one arrives
at [13, 43]
s =
8
√
2
15pi
H5/2. (49)
For the half-line problem with A = 0 the optimal path
is given by the right half of the full-line solution. The
resulting action is twice as small as for the full line, and
we arrive at the leading term of the first line in Eq. (28).
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FIG. 8. The action s(H) for large positive H and a = 0 (solid
line), a = 1 (circles) and a = −1 (rectangles). The solid line
actually represents two indistinguishable lines which show the
analytic expression from Ref. [12] and the numerical results
from Ref. [13].
When a 6= 0, the “gas velocity” at x = 0 is fixed and
nonzero: V (0, t) = a. To get an insight into the character
of solution, let us perform the “hydrodynamic” rescaling
[13] of the original OFM equations and boundary condi-
tions: x/Λ1/3 → x, V/Λ1/3 → V , and ρ → ρ/Λ2/3. In
the new variables the OFM equations become
∂tρ+ ∂x(ρV ) =
1
Λ2/3
∂2xV, (50)
∂tV + V ∂xV − ∂xρ = − 1
Λ2/3
∂2xρ. (51)
The boundary conditions in time are V (x, t) = 0 and
ρ(x, 1) = δ(x), whereas the boundary conditions at x = 0
become
V (0, t) =
a
Λ1/3
, (52)
aρ(0, t) = − 1
Λ1/3
∂xρ(0, t). (53)
When Λ → ∞, which corresponds to H → ∞, we can
drop the diffusion terms in Eqs. (50) and (51) thus repro-
ducing Eqs. (47) and (48). This procedure applies in the
large hydrodynamic region outside of two narrow bound-
ary layers. The first boundary layer appears, for any a,
between the “pressure-driven” flow region and the Hopf
flow region. The second boundary layer, at x = 0, ap-
pears only when a 6= 0. These two boundary layers give
only subleading contributions to the action. To calcu-
late the leading term it suffices to use the hydrodynamic
equations (47) and (48). As their order is reduced com-
pared with the full equations, one is allowed to use only
one of the two boundary conditions (52) and (53). It is
convenient to use Eq. (52) which, as Λ goes to infinity,
has a simple limit V (x, t) = 0. The ensuing hydrody-
namic problem is independent of a, and its solution is
described by the right half of the full-line hydrodynamic
solution [13, 43]. This leads us to the conclusion that the
leading-order action, for any finite a, is described by the
first term in the first line of Eq. (28).
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FIG. 9. The x-profiles of V , ρ and h at t = 1/2 for a = 1 and
Λ = 103. The corresponding value of H = 212.9. The insets
show blowups of the boundary layer at x = 0.
We verified this important result numerically. Figure 8
shows that s(H) for large positive H almost coincide for
a = 0, 1 and −1. The profiles of V (x, t = 0.5), ρ(x, t =
0.5) and h(x, t = 0.5) are shown in Figs. 9 and 10 for
a = 1 and −1, respectively. One can see that, outside of a
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FIG. 10. The x-profiles of V , ρ and h at t = 1/2 for a = −1
and Λ = 103. The corresponding value of H = 213.2. The
insets show blowups of the boundary layer at x = 0.
narrow boundary layer at x = 0 the solution is large-scale
and close to the analytical solution for a = 0, obtained in
Refs. [13, 43]. The presently unknown subleading terms,
coming from the boundary layer at x = 0, will violate
the simple scaling − lnP ' s(H)/√t.
IV. SUMMARY AND DISCUSSION
We studied, analytically and numerically, the short-
time distribution of the height of the KPZ interface on
a half-line with a prescribed interface slope A at x = 0
for flat initial condition. We showed that, for small and
moderate slopes, one observes a simple A-independent
scaling − lnP (H,A, t) ' s(H)/√t, and s(H) obeys the
simple relation (3).
For sufficiently large slopes, there are two regimes: of
very short times and of intermediate times. At very short
times the simple A-independent scaling− lnP (H,A, t) '
s(H)/
√
t is observed, and a finite A is irrelevant. For
intermediate times the scaling behavior of− lnP (H,A, t)
is more general, see Eq. (5). The more general scaling is
most pronounced in the body of the height distribution,
see e.g. Eq. (39). The positive and negative tails do not
depend on A
√
t in the leading order, and they obey Eq.
(3). In a subleading order the simple scaling is violated.
We calculated one such scaling-violating subleading term
in the λH →∞ tail, see Eq. (46).
The λH → ∞ tail is quite universal. Indeed, slightly
extending a previous argument for infinite systems [45],
one realizes that Eq. (46), including its subleading term,
is valid for a whole class of initial conditions. The rea-
son is that, as λH →∞, the slightly shifted soliton solu-
tion (42) and (43) is strongly localized near the boundary
x = 0 and therefore is not sensitive to specifics of the (de-
terministic) initial condition. At the level of the leading-
order description of this tail, an immediate confirmation
comes from the droplet case [23], for two different finite
values of A.
The λH → −∞ tail is not as universal. Here the
numerical factor, multiplying the leading term H5/2 of
s(H), should depends on the initial condition, as already
observed in infinite systems [10, 13, 43, 45].
Finally, based on the previous work for infinite systems
[14, 15], one can expect that both tails of the short-time
height distribution, 4
√
2|H|3/2/3 and 4√2H5/2/(15pi),
continue to hold, at sufficiently large |H|, at all times.
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