Introduction and main results.
This paper is a mathematical companion to an article introducing a new economics model, by Burdzy, F rankel and Pauzner (1997) . The motivation of this paper is applied, but the results may h a v e some mathematical interest in their own right. Our model, i.e., equation (1.1) below, does not seem to be known in literature. Despite its simplicity, i t generated some interesting and non-trivial mathematical questions.
In this paper, we limit ourselves to mathematical results; those interested in their economic motivation should consult Burdzy, F rankel and Pauzner (1997) . To make this easier, the two papers have been written using comparable notation. A related paper by Bass and Burdzy (1997) will analyze a simplied version of our model and derive a n umber of new results of a purely mathematical nature.
We will rst prove existence and uniqueness for dierential equations of the form (1.1) below. These equations involve Brownian motion but they do not fall into the category of classical \stochastic dierential equations" as they do not involve the Itô theory of integration. Typical solutions of these equations are Lipschitz functions rather than semimartingales. It turns out that the excursion theory for Markov processes is the appropriate probabilistic tool for treatment of this family of equations.
We also establish several properties of the \bifurcation time," to be dened below. We prove that the bifurcation time for (1.1) goes to 0 as the random noise becomes smaller and smaller. More importantly, w e determine the asymptotic values for probabilities of upward and downward bifurcations.
The simplicity of equation (1.1) is misleading. If the process B t in (1.1) is not a Brownian motion but a fractional Brownian motion, none of the results in Theorems 1 and 2 can be proved using the same methods, except the existence part of Theorem 1. In fact, we currently do not know a n y method of proving results analogous to Theorems 1 and 2 for fractional Brownian motion B t .
Research partially supported by NSF grant DMS-9322689. Note that dX=dt is not specied by (1.1) for t such that B t = f(X t ). A typical solution X t does not have a derivative for such t. I f f 1 exists and is a Lipschitz function then the function X t = f 1 (B t ) is a continuous solution of (1.1) but it is not Lipschitz. Hence, uniqueness holds only for Lipschitz solutions. We note that k is a Lipschitz constant for the Lipschitz solution of (1.1).
It will be shown in Bass and Burdzy (1997) that existence and uniqueness for solutions to another, related dierential equation can be proved using the results of Engelbert and Schmidt (see Karatzas and Shreve (1988) Section 5.5). We h a v e not been able to apply that theory to (1.1). However, our proof of Theorem 1 seems to be more intuitive than an application of general theorems from stochastic calculus.
The following simple results are quite useful. X n t converge to X t , the solution of (1.1) corresponding to f.
The statement of the next theorem is rather complicated in order to be directly applicable in Burdzy, F rankel and Pauzner (1997). We precede it with a simplied version of the result, to help the reader grasp its meaning.
Fix some x 0 2 (0; 1) and suppose that f is a decreasing Lipschitz function with f 0 (x 0 ) 6 = 0. Fix some and Consider a right-continuous process (A t ) t0 . W e will say that (A t ) t0 has i.i.d. jumps if: (1) for some random times ft i g i0 , t 0 = 0, the process A t is constant o n e v ery interval [t i 1 ; t i ); and (2) the random vectors (t i t i 1 ; A t i A t i ) are independent and identically distributed.
Consider a process A t with i.i.d. jumps and A 0 = b 0 and the following dierential
Since A t is constant almost everywhere, there need not be a unique Lipschitz solution to (1.3). Let X t and X t be the maximal and the minimal Lipschitz solutions; their existence can be shown using the approach given in the proof of Theorem 1. 2. Proofs. W e will rst prove Theorem 1. The proof of existence is quite elementary and perhaps it is an easy corollary of known results. We provide it here for completeness. We will give a quite intuitive proof of uniqueness instead of trying to derive uniqueness from general results on stochastic dierential equations.
Proof of Theorem 1. W e will give the proof for the case The solution X t is consistent in the following sense. Consider a xed path fB t ; t0 g and the solution X t . N o w c hoose any s > 0 and suppose that X s = z. Let : b = f(x)g. W e will apply the results of Maisonneuve (1975) to construct an exit system (H b;x ; d L ) for the process of excursions of (B t ; X t ) from the set D. W e will briey describe the elements of the exit system. See Blumenthal (1992), Burdzy (1987) , Maisonneuve (1975) , or Sharpe (1989) for various versions of excursion theory. The rst element of an exit system, H b;x 's, are excursion laws, i.e., H b;x is an innite -nite measure dened on the space C of functions (e B t ; e X t ) dened on (0; 1) 7 (note that 0 is excluded) which take v alues in R 2 [ f g . Here is the con state. Let be the lifetime of an excursion, i.e., infft > 0 : ( e B t ; e X t ) = g . Then under H b;x , w e have ( e B t ; e X t )2R 2 for t 2 (0; ) and (e B t ; e X t ) = for t 2 [; 1), except for the set of excursions of H b;x -measure zero. The measure H b;x is strong Markov with respect to the transition probabilities of the process f(B t ; X t ) ; t0 gkilled at the hitting time of D. Moreover, the H b;x -measure of the set of paths for which lim t#0 (e B t ; e X t )6 = ( b; x) i s equal to 0. The second element of the exit system, dL, denotes the measure dened by a non-decreasing process L t . The process L t is a continuous additive functional which will be referred to as the local time for (B t ; X t ) o n D . The process L t does not increase on any i n terval (s; u) such that (B v ; X v )= 2Dfor v 2 (s; u); in other words, L s = L u for such intervals.
Next we will study the excursion laws H b;x . Note that we need to consider only H b;x with b = f(x). It is clear that e B t 6 = f(e X t ) for t 2 (0; ). Hence, X t is governed by one and only one of the formulae given in (1.1), on the whole interval (0; ). In either case, e X t is an exponential function or a linear transformation of an exponential function for the duration of an excursion. Consider the process f( t ; e X t ) g:= f(e B t f(e X t ); e X t ) gunder the measure , might not agree. Suppose that T is any stopping time for the ltration generated by L t , for example, we m a y take> 0 and let T be the stopping time infft > 0 : L t g . Since L t does not increase when B t is away from f(X t ), we m ust have B T = f(X T ). In view of the Lipschitz property o f f , w e h a v e j f ( X T + t ) f ( X T ) j c 1 kt, and so for small t we h a v e j f ( X T + t ) f ( X T ) j t 5 = 6 . Let A 1 = A 1 (s) be the event that the rst excursion of (B t ; X t ) from the set D after the time T with je B t f(e X t )j > t 3 = 4 for some t < , i s s u c h that e B t > f ( e X t ) for t < . Let A 2 be the analogous event with e B t < f ( e X t ) for t < . Let T(a) be the hitting time of a for B t and let be the usual Markovian shift. We h a v e for small s, Hence, as s goes to 0, the probability that the rst excursion of after T which hits s 3=4 will come before the excursion which hits s 3=4 converges to 1=2. Since T is an arbitrary stopping time for L t , the normalizations for the \positive" and \negative" parts of b H 0;x , relative t o e H 0 ;x , m ust agree for almost all x (strictly speaking, they must agree only on the set that may b e c harged by dL t but we can make them always equal without loss of generality). This completes the proof that 1 = 2 . with probability 1, for every t 0.
Now w e apply the results from excursion theory proved above to show the uniqueness of X t . Suppose that X t is another Lipschitz solution starting from the same point X 0 = x 0 = X 0 . First we prove that the set Q of times t such that B t = f(X t ) has zero Lebesgue measure. Fix arbitrarily small a > 0. Consider > 0, to be specied later. Note that for any i n teger j, jf(X j+s ) f(X j )j c 1 ks: Since X V X V =(2c 1 ), we m ust have jf(X t ) f(X t )j =2, and so V = U(1=16c 1 k).
Since this is true for arbitrarily small > 0, we conclude that X t = X t for t U(1=16c 1 k).
An induction argument based on the strong Markov property applied at the stopping times U(j=16c 1 k), j = 1 ; 2 ; : : : , shows that X t = X t for t U((j + 1 ) = 16c 1 k) and every j 1.
This implies that X t = X t for all t.
Proof of Lemma 1. Assume rst that X For part (ii), take a n y sequence f(b n ; x n ) gsuch that b n ! 0 and x n ! 0 a s n goes to innity. F or a xed t, there exists a subsequence f(b n j ; x n j ) gsuch that e X b n j ;x n j t converges. By extracting further subsequences and then using the diagonal method we can obtain a subsequence f(b 0 n ; x 0 n ) gof the original sequence f(b n ; x n ) gsuch that e X b 0 n ;x 0 n s converges to a limit X s for every rational s > 0. The convergence is uniform on compact sets because all functions e X b 0 n ;x 0 n s are Lipschitz with constant k. We see that X s must be a solution to (1.1) by the same argument as in the proof of Theorem 1. By uniqueness, X s = X s for all s. Since the same is true for any initial sequence f(b n ; x n ) g , w e conclude that e X b;x t converge to X t a.s., uniformly on compacts. The proof of part (iii) is completely analogous to that for part (ii). One can show that for every subsequence of b X n t , there is a further subsequence which converges and, moreover, it converges to a solution of (1.1). The argument is nished by i n v oking the uniqueness of the solution.
Lemma 3. Let excursion laws H b;x be dened as in the proof of Theorem 1 but relative to the solution of (1.2) in Theorem 2. Fix arbitrarily small " > 0 and x 2 (0; 1 "). Let A be the event that for the excursion (e B t ; e X t )with lifetime under H b;x , w e h a v e The convergence is uniform in x on every interval (0; 1 " 1 ) (0; 1 ").
Proof. T o simplify the proof, we will consider only the case when = lim k!1 k = 1 .
Let g x;k t = f k (1 (1 x) exp( k t)). The function g x;k t may be represented as f k (X k t ) where X k t is the solution to (1.2) starting from X k 0 = x, and assuming that the rst condition in (1.2) is always satised, i. A 1 denote the event that the process t ! (t; B k t ) i n tersects K for some t > 0, and let A 2 be the event that the process (t; B k t ) i n tersects K at some time t greater than u. In view of our assumptions on the derivatives of f k 's, we m ust have k > u , i f u is suciently small. This and the fact that K lies below the graph of g y;k t for t 2 (0; u ) imply that the event fT b;y k g contains A 1 n A 2 .
The probability that Brownian motion B t with drift > 0, variance by a formula from page 362, Section 7.5, of Karlin and Taylor (1975) . In particular, the probability of this event is strictly between 0 and 1. The formula (2.3) applies also to lines with a constant slope, with the drift of Brownian motion being increased by the slope of the line.
This proves the upper bound in (2.2). The proof of the lower bound in (2.2) proceeds along similar lines. We consider a small > 0. Suppose that k is suciently large so that k > (1 )=(1 =2). Assume that jy xj is suciently small so that one can nd small u > 0 (not depending on k) such that for t 1 Recall that we considered only the case when k ! = 1 to see that this completes the proof.
Proof of Theorem 2. (i) In order to simplify the notation, we will assume in part (i) that = lim k!1 k = b = lim k!1 b k = 1 . Fix some arbitrarily small p 1 > 0 and t 0 > 0. We will show that for large k the random time T k 0 is less than t 0 with probability greater than 1 p 1 . Suppose that M > 1 is a large integer whose value will be specied later. Recall the meaning of c 0 from the statement of the theorem and let t 1 = t 0 =(2M). If provided X k
