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FROM THE EDITORS 
In the last issue of the Iowa State journal of Research, we introduced 
the Journal's resident editorial faculty. Following this precedent, we continue 
with those who contribute to its editorial quality. 
The Journal, a multidisciplinary organ, receives an appreciable number 
of submissions from the fields of Entomology, Agronomy, Zoology, and 
Botany. Off-campus associate editors are responsible for the review processing 
of manuscripts in the first three-named fields; the Editor, a botanist, in effect 
serves as an associate editor for that field. The off-campus associate editors are: 
FLOYD D. MINER, Associate Editor for Entomology. B.S., Entomol-
ogy, Oklahoma State University (1940); M.S., Entomology, ibid. (1941); 
Ph.D. Entomology, Kansas State University (1952). University of Arkansas 
1942-present. An "applied" entomologist with leanings toward basic biology, 
he teaches a graduate course in insect ecology. He has worked principally on 
control of insects of soybean and alfalfa. Other activities have included serving 
for eleven years as department head and being an agricultural advisor for 
USAID in Nicaragua. Dr. Miner likes hunting as an excuse for camping. 
PAUL W. UNGER, Associate Editor for Agronomy. B.S., Agricultural 
Education, Texas A & M University (1961); M.S., Soil Science, Colorado State 
University (1963); Ph.D., Soil Science, Colorado State University (1966). U.S. 
Department of Agriculture-Science and Education Administration-Agricu-
tural Research, Conservation and Production Research Laboratory, Bushland, 
Texas, 1965-present. He is a Soil Scientist conducting soil management 
research with emphasis on tillage, cropping systems, evaporation control, and 
soil structure. He serves as Research Leader for the Soil and Crop Management 
Unit at the Laboratory, and is an Associate Editor for the Soil Science of 
America journal. 
CLIVE JORGENSEN, Associate Editor for Zoology. Brigham Young 
University, Provo, Utah. Sorry but we have not yet received a summary vita 
from Dr. Jorgensen. He will have to come on stage another time. 
The J oumal also receives manuscripts covering essentially all areas of 
scientific research and scholarly endeavor (look at the diversity in any issue). 
On-campus consultants for a few of these areas function primarily in suggest-
ing names of qualified reviewers for their subject fields. They include: 
PAUL W. BARCUS, Consultant for Engineering. B.S., Marine Engi-
neering, U.S. Naval Academy (1945); B.S., Electrical Engineering, Massachu-
setts Institute of Technology (1948); M.A., Mathematics, East Carolina College 
(1961); Ph.D., Theoretical and Applied Mechanics, Iowa State University 
(1966). Iowa State University 1966-present. He has taught twenty different 
courses, ranging from Ocean Engineering to History of Technology, and also 
serves as Assistant Dean of the College of Engineering. His major outside 
activities are tennis and the drama. 
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MARY E. HELTSLEY, Consultant for Home Economics. B.S., Home 
Economics, Western Kentucky University (1960); M.S., Family and Child 
Development, University of Tennessee (1962); Ph.D., Human Development, 
Pennsylvania State University (1968). Iowa State University 1970-present. 
After teaching for approximately ten years in the Family Environment Depart-
ment, she is now the assistant dean for research and graduate education in the 
College of Home Economics. Her teaching was primarily graduate classes in 
family theory and aging. Her research interests have centered on aging and 
family planning. On occasion, she finds that her academic pursuits interfere 
with playing racquetball. 
L. GLENN SMITH, Consultant for Education. Dr. Smith, Professor 
of Secondary Education, is currently on leave and out of the country. We will 
have to ask him to present his paragraph later. 
What of the many specialties not represented by associate editors or 
the consultants? We hope to add more consultants as opportunity offers. 
The editors (i.e., Isely, Madison, Hinz), combining their knowledge of people 
and disciplines, search for qualified reviewers through consultation, corres-
pondence, and by telephone. It often requires exploration, but we find them. 
* * * * * 
Again, we include two short papers of special interest to Iowa State 
readers. In the last issue we printed the unpublished B. Agr. thesis of George 
Washington Carver, as well as excerpts from the previously unpublished first 
masters thesis submitted at Iowa State by J. C. Arthur in 1878. In the present 
issue we present an essay about the first doctorate dissertation, that of L. A. 
Kenoyer, 1916, and also in botany. We do not reprint from the thesis because 
it has already been published, in fact, twice, and Kenoyer achieved two Ph.D.'s 
from it. Turning from botany to home economics, Dr. Heltsley has edited 
excerpts from unpublished lectures of Mary B. Welch. Mrs. Welch, wife of the 
first president of Iowa State College, was responsible for the initial develop-
ment of perhaps the first curriculum in domestic economy in the United States. 
In addition, she was a persuasive spokesman, in context of the latter 19th 
century, of equal rights for women. 
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ENVIRONMENTAL INFLUENCES ON NECTAR SECRETION 
Leslie A. Kenoyer1 
This study was undertaken to summarize and supple-
ment existing knowledge of the factors which stimulate or 
retard the secretion of nectar. The work was carried out under 
the direction of the botanical section of the Iowa State Experi-
ment Station in cooperation with the chemical section, being 
done mostly at Ames, Iowa, from June 1914 to June 1916. 
SUMMARY 
1. By increasing humidity the secretion from nectaries of 
water not that of sugar is increased. 
2. Excessive water supply lessens the sugar surplus in the parts 
of the flower. 
3. Dilution and washing by rain cause much of the sugar of 
nectar to be lost. 
4. Rate of secretion for both sugar and water increases with 
temperature up to a certain optimum. 
5. Accumulation of sugar in the flower and its vicinity varies 
inversely as the temperature. 
6. The optimum condition for sugar secretion is an alternation 
of low and high temperatures. 
7. Variation of atmospheric pressure has no marked influence 
on secretion. 
8. Sugar excretion is markedly diminished in darkness on 
account of limitation of the food reserves of the plant. Water 
excretion may or may not continue, depending upon the species. 
Removal of the leaves has the same deterrent effect. 
9. The more favorable all conditions for growth and the more 
vigorous the plant, the greater is the amount of sugar secreted. 
10. Nectar is most abundant early in the blooming season, 
other things being equal. 
11. Accumulation and secretion of sugar is most pronounced 
near the time of the opening of the flower. 
* * * * * * * * * * 
The above is the introductory statement and the summary of results 
from the dissertation for the first Ph.D. degree awarded at the then Iowa State 
College. As with the first Master's degree (J. C. Arthur in 1878) from this 
institution, this degree was one awarded from the Department of Botany, with 
L. H. Pammel being the major professor. Unlike the unpublished Arthur thesis, 
from which we have recently printed segments (Arthur, 1981), or the Carver 
unpublished B. Agr. thesis reproduced in its entirety (Carver, 1981), we present 
1Edited by Duane Isely, John Pleasants, and Toby Fishbein. 
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above only Kenoyer's introductory statement and summary. This is because 
Kenoyer's dissertation has been previously published as related below. 
Though the dissertation is succinct in comparison with many present 
day ones, it is a credible effort by any standards-well organized and carefully 
written. It treats a complex subject in the sense of the number of environmental 
parameters considered and differences among the several kinds of plants 
tested. It was necessary to develop methods to determine nectar secretion with 
reasonable accuracy. 
Unfortunately, Kenoyer has left but scant archival trace of his work at 
Iowa State University. He was born in 1883 in Illinois. He received his Bach-
elor's degree from Campbell College, Holton, Kansas, in 1906 and the Master's 
degree in botany at the University of Kansas in 1908. After teaching high 
school in Kansas for one year, he moved to Leander Clark College, Toledo, 
Iowa, as Professor of Biology where he stayed until 1915. He spent the sum-
mers of 1914 and 1915 primarily in residence at Iowa State, taking courses and 
initiating his research which he finished during the academic year of 1915-16. 
The Pammel Papers in the I. S. U. archives contain considerable correspondence 
between Kenoyer and Pammel concerning the fiscal arrangements for his work 
but only limited "substantive" discussion of his research and course work, e.g.: 
Kenoyer to Pammel, December 6, 1915: "I shall very likely work at 
Ames during my spring vacation, when I hope to get some greenhouse material 
started for experimentation during the summer. At holiday time I hope to find 
opportunity to look up the data on nectar secretion in the Chicago University 
and Crerar Libraries." January 13, 1915: "I have been looking through the 
libraries for literature on the secretion of nectar, but so far have brought very 
little of it to light." January 20, 1915 : "I shall arrage to devote some time 
to the matter of fruit pollination here this spring." 
Pammel to Kenoyer, September 18, 1914: "Do you know anything 
about the missing volume ofKnurth's Pollination of Plants?" January 15, 1915: 
"You know we talked fruit blossom work." June 14, 1915: "I think it would 
be well to take some of these practical agricultural lines this summer, say the 
second 6 weeks course. Then of course , you have some work to do on lan-
guages, French and German. You ought in one semester be able to get your 
thesis in shape. I will get the bees for the work you expect to do and also the 
land." July 21, 1915: "I thought you had better continue along the same line 
you did last summer, perhaps giving attention to the secretion and flow of 
nectar. This is an unusual season and some work should be done on the white 
clover. Then, it seems to me that you should do some work with Prof. Barthol-
omew on the insects." 
Presumably there was communication of a more material nature be-
tween Kenoyer and Pammel about the former's research during his year of 
residence at Iowa State. Considering Pammel's manifold activities, however, it 
is likely that most of the planning and analysis derive primarily from Kenoyer. 
In any event, the dissertation was finished in 1916 and abundantly re-
produced. It was immediately published, essentially verbatim, as an Iowa 
Agricultural Experiment Station Research Bulletin (Kenoyer, 1916). A second 
bulletin, "The weather and honey production" (Kenoyer, 1917a), written in 
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a popular vein, draws much of its data from the thesis. The joker, however, is 
the fact that Kenoyer simultaneously received the Ph.D. at the University of 
Chicago (Plant Ecology and Physiology) on the basis of the same thesis which 
was identically published in the Botanical Gazette (Kenoyer, 1917b) as a 
contribution from the Hull Botanical Laboratory, No. 228. The Iowa State 
University archives apparently contains no information about arrangements for 
this double degree. Evidently the Chicago degree was not an underground 
operation because Kenoyer wrote Pammel from Chicago, May 31, 1916: 
"I managed to get through my examination but found it just a bit harder than 
the one at Ames. Dr. Coulter says for you to write him a statement to the 
effect that the thesis has been accepted for publication." 
Kenoyer then went to Allahabad Christian College in India where he 
stayed until 1922. He then returned to the United States and spent a year at 
Michigan State College. He moved to Western Michigan State Normal School, 
Kalamazoo, Michigan (now Western Michigan University) where he spent the 
remainder of his preretirement career (1923-1953) as Professor of Biology and 
subsequently department head. After retirement, he was Guest Professor at 
Trinity College, San Antonio, Texas, in 1954. He died on January 7, 1964. 
A publication list of Kenoyer, available from the Iowa State archives 
for the period 1903-1922, includes some 24 titles. The major one seems to be a 
high school botany textbook (Kenoyer, 1922). 
After some sixty plus years, how is the Kenoyer study to be regarded? 
Has it been of major significance in its field, or is it just another paper that 
passed in the night? The following assay has been prepared by John Pleasants: 
Kenoyer's work on nectar production and the environmental factors 
which affect it appears to have been prompted by the importance of beekeep-
ing in Iowa at that time (Iowa was second in the nation in honey production; 
it has since dropped to sixth or seventh) and by his major professor's (L. H. 
Pammel) general interest in pollination. It was about this time that an active 
bee research program was begun at Iowa State-this research continued until 
1960. 
Interest in nectar production seems to run in 30-3 5 year cycles. Ke-
noyer's work, published in 1916 and again in 1917, followed up work by Bon-
nier (1878) and was followed in turn by that of Beutler (1953). There is 
renewed interest at present in this subject. 
In Kenoyer's day there was much debate about whether nectar was 
simply an excretion or whether its primary function was indeed to attract 
pollinators. Kenoyer's conclusions about the effects of such factors as rainfall, 
humidity and temperature on nectar production differ somewhat from those of 
several subsequent studies. This is not to belittle Kenoyer's contribution; in 
fact the picture that has emerged to date is that nectar production responses to 
environmental factors are quite variable depending on the plant species studied. 
Kenoyer's study, while not revolutionary or pioneering, did make an important 
contribution to a then scant literature on nectar production. His work has been 
regularly cited in later publications. 
LITERATURE CITED 
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WOMAN IN THE HOME l 
Mary B. Welch 
EDITORIAL NOTES 
Mrs. Mary B. Welch, wife of the first president of Iowa State University, 
was so convinced that household training for women was as essential as tech-
nical education for men that she pioneered in offering home economics training 
at the land grant college in 1872. "It was her idea that the home economics 
course should be so planned that a woman should have a well-rounded educat-
tion, placing emphasis on the cultural side of education as well as the practical. 
Mrs. Welch was a cultured woman who realized the importance of placing a 
woman on such a footing that she could meet the problems of the day in the 
home and in society" (Memorial for Mrs. Mary B. Welch, Faculty Minutes, 
January 15 , 1923, Iowa State University Archives). She is credited with begin-
ning one of the first "Domestic Economy" programs in a land-grant university 
as well as giving lectures which resulted in the beginnings of the present state-
wide home economics extension program for women. Excerpts from many of 
her classroom lectures are included in the history of the College of Home 
Economics, published at the time of its centennial in 1972 (Ercel S. Eppright 
and Elizabeth S. Ferguson, A Century of Home Economics at Iowa State 
University, Iowa State University Press, Ames, Iowa, 1971). 
Two selections from Mrs. Welch's unpublished works are presented 
here. In the first titled "A Talk," which is undated but was probably written 
about 1890, Mrs. Welch describes the beginning of the domestic economy 
classes at Iowa State University and her philosophy in relation to the education 
of women. "Woman in the Home," a talk which she delivered before at least 
six recognized audiences in California, is the second example. Although she was 
almost 60 at the time (1900) of this speech, it clearly indicates that she was a 
pioneer and ardent advocate for equal suffrage for women throughout her life. 
Even though she credits women with their contribution toward the socializa-
tion of children, she also emphasizes the importance of learnings gained by 
women in their contacts in the outside world. She was unwilling to allow 
women, once gaining from new opportunities, to forsake a responsibility of 
service to state and nation. 
ATALK 
Booker Washington said in his autobiography that the 
world wants and wants tremendously "men and women who 
can do common things uncommonly well." The fact that he 
1 Edited by Mary Heltsley, Assistant Dean for Research and Graduate Educa-
tion in the College of Home Economics, Iowa State University, Ames, Iowa. 
The insightful editorial response of Duane Isely was appreciated, as well as the 
assistance of Toby Fishbein in initiating the project and in locating the neces-
sary materials in the Iowa State University Archives. 
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believes this thoroughly, and that his life has been consistent 
with his belief, has resulted in that kind of character which has 
made him the leader of his race .... 
What are common things and who are busy doing them? 
The common people, of course, among whom you and I are 
numbered. The common people! Abraham Lincoln said, with 
fine appreciation, "God must love the common people; he 
makes so many of them" .... 
Twenty years ago the president of a western college, 
wherein the sons and daughters of the common people were 
being trained to be useful men and women, was discussing with 
his wife plans for improving the practical training of the girls, 
when the wife said, "Why not teach them, as you do the boys, 
some of the industries that directly concern them as women?" 
"How can we?" said the husband. "If we try to teaching cook-
ing, or its kindred industries, they will rebel, and declare that is 
not what they come to college for, that they do not expect to 
go into domestic service, and hope when they marry they can 
afford to hire the housework done." Then came the question, 
"Do you expect all the boys that graduate from the Agricultural 
course to work as farm hands, or even to take up farming as 
their life work?" "Of course not," was the quick reply. "Then 
why do they not protest because of the manual practice which 
is required of them regularly and without which they cannot 
earn their diplomas?" "Because they realize that skill in any 
direction is a valuable part of training, and a marketable com-
modity as well, and they need the allied sciences to prepare 
them for any scientific pursuit." "What are those allied sci-
ences?" "Chemistry, Botany, Zoology, Anatomy, Physiology, 
etc." "Are they not also allied to domestic economy?" "Ye-es, 
but-" "But me no buts, " the wife said. "Let us present this 
matter to the Board of Trustees at their next meeting and see if 
something cannot be done about it." 
The Board was approached, favored the recommenda-
tion of the President and ordered the establishment of a Depart-
ment of Domestic Economy as soon as a teacher could be 
secured and the proper equipment purchased. When the search 
for a teacher began, no one could be found who seemed to be 
prepared for just this work. The manual skill was only a part of 
the requirements necessary to the success of the scheme. The 
whole enterprise seemed likely to fail, when suddenly the 
President said (with that sublime confidence every good man 
feels in his wife), "You can do it, if you will only try. You 
believe in the plan and that is half the battle" .... 
The wife gasped, "I?" and enumerated numberless 
difficulties in the way, but finally consented to try. A winter 
in New York studying at Cooper Union under Miss Juliet 
Corson followed. Many things were learned and a great desire to 
know more created, and the following winter the enthusiastic 
woman set sail for London, determined to master all that could 
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be taught at the famous South Kensington School of Cookery. 
There partial disappointment awaited her. The main business of 
this school is [sic] to train women for cooks in families rich 
enough to pay for skilled service, and prepare teachers for the 
suburban schools. The searcher after knowledge was armed with 
all sorts of letters and credentials, but the rules were rigid, as 
only English rules can be, and she was told that if she desired to 
enter the school and try for a certificate, as their diploma is 
called, she must begin at the beginning, just the same as every 
other scholar. This meant scrubbing and polishing copper 
kettles and saucepans in the scullery, cleaning the stove, and 
laying a coal fire properly . Rigid economy had not been prac-
ticed for a year and the perils of the ocean braved for the pur-
pose of studying at this school to fail because of a bit of prelim-
inary drudgery. The determination was fixed to make those 
coppers shine as they had never shone before, and that fire to 
burn with a fiercer flame . 
. . . But I secured my diploma, went home and opened my 
department of Domestic Economy. I will not dwell upon my 
experiences there, though I should like to relate the history of 
our experiments, our failures and our final success. Suffice it to 
say that in the Iowa State College of Agriculture and Mechan-
ical Arts no girl graduates now who has not had three years 
training in Domestic Economy as a required part of her course 
of study. 
Is such training worthwhile? Does it pay? Decidedly 
yes. Let us go back to Booker Washington's maxim. While the 
things that occupy the time and attention of the majority of 
women are common in the sense of frequent occurrence, they 
are certainly uncommonly important to the world. How can 
any thoughtful person look with indifference or contempt 
upon those occupations that are basal and essential. Think 
what would happen if all the common people should stop doing 
all the common things for one short week. We speak of com-
mon things! We make them common or uncommon by the 
spirit in which we do them .... Not one of all the girls here 
but will probably be called on to bake and brew, to roast and 
stew, sometime in her life. Shall she be a master or a dabster 
in the art? Shall she do these common things uncommonly or 
indifferently well? No one of the common things is of more 
importance to the world than the art of cooking. Food means 
life. Life means service, and service is the chief end of man .... 
Is it worthwhile, while you are students, to give any time to the 
study of this art? There is a skilled teacher, a college woman, I 
believe, who has thought it valuable enough to spend much 
time in the acquisition of this accomplishment. Aside from the 
manual skill she may be able to impart, she will surely teach 
you, if I am not altogether mistaken in her spirit, to respect 
that which you have possibly hitherto regarded as an inferior 
occupation, and when you come to respect common things, you 
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have taken the first step towards doing them uncommonly well, 
and so are becoming able to satisfy one of the real needs of the 
world in which you live. When college women respect house-
work and give it its proper rank among the arts, then the 
vexed problem of domestic service, its remuneration and its 
social standing will be solved .... 
You see, there is great opportunity for original methods 
and original treatment in this comparatively new field. My ad-
vice is never miss an opportunity for increasing your stock of 
practical wisdom. Anyone who can meet a real need is always 
sought after and always can command a place among well-paid 
workers. There are other rewards than money that come to 
such workers. 
EDITORIAL COMMENT 
Commonality, rather than uniqueness, is central to many aspects of 
our daily living. Performance of the common things of life occurs by choice, 
by necessity or though life experience. Even though many of the common 
things of life can occur by happenstance, the basic principles involved in the 
process or performance of the tasks are often not understood. When the 
scientific principles related to the occurance of the phenomena are understood, 
the certainty of having success with the task can be increased. 
What variation of this speech might Mrs. Welch be concentrating on 
today? With the majority of women today in the labor force and maintaining 
dual careers, she would likely stress the importance of men being exposed to 
the common things also. Many men are involved in the common home activ-
ities, but have gained their expertise by trial and error. Many female occupa-
tions and activities still suffer from a contemptuous outlook toward common 
things. Child care and household work are low paying jobs with little status. 
They do not carry the value (or status) which Booker Washington accords to 
common things. 
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No question in religion or politics could call forth more 
divergent opinions or give rise to more heated debate than the 
seemingly innocent query, "What preparation best fits a woman 
to create and govern a home?" From one point of view the 
answer covers every art and every industry possible to woman. 
From another it embraces only those activities that relate 
directly to the material interests of the home. Both depend on 
the proper definition of the word "home." Does "home" imply 
a refuge for weary man after his daily struggle for existence, a 
place where he and his children can be sure of warmth and 
clothing, food and a bed-a sort of domestic inn, in short, where 
the service is excellent and material comfort in its most perfect 
form is assured? If this be the proper ideal, then the best cook, 
the neatest house-maid, the most agreeable temper, and the 
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hardest-worked drudge blended together make the model 
woman in the home. 
If, however, desirable as these are, something else more 
complex, more subtle, more essential enters into the highest 
thought of home and makes that which conduces to material 
comfort subordinate in importance, we must readjust the 
camera and change the focus and make altogether a different 
picture of its presiding genius. 
If I should ask each of you to define the word "home," 
I should get, I presume, as many different answers as there are 
persons present. But, if I should get a little child in the midst 
and ask him, "What is a home?", doubtless he would say at 
once, with the marvelous wisdom of childhood, "The place 
where I and Father and Mother live." This answer strikes the 
keynote of history and of progress. It is a trite saying; you have 
heard it ad nauseam, that the world revolves around woman. It 
would be truer to say it revolves around motherhood. The 
woman plus her baby are indeed acknowledged to be the potent 
forces that have made for the evolution of humanity from bar-
barism to civilization. Man, say the philosophers, was for long 
centuries too much engaged in giving and taking hard blows to 
spend much effort toward growth in grace. The woman, 
through the helplessness and dependence of infancy, has been 
compelled to exercise the virtues of self-denial and sacrifice, 
the one leaven capable of raising the sodden lump of barbarism 
into a higher form of existence, and this, reacting on man, has 
compelled his admiration, his affection, and finally his emula-
tion, until by slow and painful degrees, we have come to our 
present condition. The mother and child are today what they 
have ever been, the hope of humanity. 
Home, then, does not mean a house or a hotel. It means 
a family together with its place of abode. Woman in the home 
means, therefore, woman in the family. And if the family be, 
as we are told it is, the unit of our civilization, its average char-
acter must both determine and reveal the average value of that 
civilization. The influence and power of woman in the home is 
the measure, then, of her responsibility for the spirit, the ideals, 
the facts of our present environment. Where and when are 
habits formed, prejudices created, beliefs acquired, convictions 
crystallized, character evolved? Largely during you th and in the 
home. Who first comes into closest touch with the children 
there? Whose influence, conscious and unconscious, enfolding 
them almost as completely as the atmosphere we breathe sur-
rounds us, exercises the greatest power over children during the 
first five years of life, the period during which they learn more 
than is ever duplicated in the same length of time from youth to 
old age? Undoubtedly that of the woman who most constantly 
cares for them .... 
One great point will be gained if the young woman of 
this generation can be roused to anything like a just estimate of 
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her great power and immense responsibility . .. . We hear a 
great deal now-a-days about the "new woman"-a great deal of 
ridicule, something of praise. Do you not think we need a new 
woman in many homes? . . . What does all this movement 
towards opportunity and culture and a more symmetrical devel-
opment for women mean? Why is it that business and the 
learned professions now offer her open doors on every side? 
Why these women's clubs, these home-study societies, and these 
women's colleges? No such fundamental change in popular 
belief as has taken place during the last fifty years, and the re-
sulting change in the activities of women are without meaning 
and purpose. It is true that such a radical revolution in refer-
ence to womanly proprieties and womanly work is neces-
sarily accompanied by some uncomfortable and some unlovely 
manifestations . 
. . . If this is the woman's century, it is hers for a purpose. We 
have had 1900 years of Christianity with man in the fore-
ground. Women and children seemed subordinate, while men 
were fighting great battles, creating empires and developing such 
wealth of material resources, the world had apparently become 
intoxicated with power, and the love of money was fast taking 
precedence over the love of righteousness. Where was the 
remedy to be found? If man, who had been given every oppor-
tunity, could not solve the mighty problems of life alone, who 
was able to furnish him the lacking element of power? Woman? 
Not the woman of fifty years ago because of her lack of suffi-
cient training and her consequent narrowness of vision. What 
could stir her to a knowledge of her capabilities and furnish her 
a motive strong enough to induce her to enter the struggle and 
prove her power? Nothing short of an overwhelming appeal to 
her sympathies and her moral sense. This was furnished first by 
the anti-slavery agitation and the exigencies of the Civil War. 
These roused women to the use of hitherto unknown talents, all 
over the Union, north and south, and taught the world a new 
lesson in sociology. "But this has to do," you say, "with woman 
out of the home. Your topic is woman in the home." Wait a 
moment until I reach my conclusion. You know how a pendulum 
works in mechanics. You must send it swinging far out of its 
normal course by some sharp movement and for a time it 
describes much more than its proper arc, but give it a little time 
and leave it to the influence of the mighty force that controls 
its movements, and gradually and beautifully it will settle 
finally with just the vibration calculated to effect the desired 
result. So with this providentially ordered and providentially 
guided woman movement. Stimulated and excited by unwonted 
freedom of thought and action, conscious of talents hitherto 
checked and dwarfed, she has been tempted in some cases into 
license, mistaking that for liberty. But a reaction is already 
apparent and everywhere now is heard an appeal for better 
homes, better trained children, more efficient mothers. Women 
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themselves are studying most seriously, in clubs and at home, 
the problems of home-management. Out of this very forward 
movement have come these mothers' clubs, all the schools of 
cookery and domestic science, the training of nurses, and like 
enterprises. They were undreamed of fifty years ago . . Let these 
young, active, eager, inquiring women once become convinced 
of their own value and power and responsibility as women, and 
a long step has been taken toward a higher and better civiliza-
tion. For the woman who goes into a home of her own from 
close contact with the outside world and a large outlook upon 
life will be a very different person from the one who timidly 
and apologetically stepped forth fifty years ago as an ardent 
but absolutely untrained champion of what she called Woman's 
rights. She has, during the stress and conflict of these marvelous 
years, been (I say it reverently) born again. Quickened mentally 
by the best schools, intelligent as to all questions of public mo-
ment, sobered by a sense of responsibility, knowing the value of 
money because of a proper business training, and in the large 
majority of cases, thank God, guided and controlled by a deep 
religious faith, she will have come to a beginning at least of 
proper training for her work in the home. So long as the pop-
ular ideal of woman was compounded of three-fourths domestic 
drudge and one-fourth doll-baby prettiness and helplessness, 
the woman who took a serious view of life was at a discount, 
but when, urged forward by love of humanity and the neces-
sity of wage earning, she initiated the evolution that has so 
astonished and bewildered the masculine world. She reversed 
the old tradition, and the woman of intelligence, the woman of 
liberal culture, the woman who respects her own sex and com-
prehends her own destiny and place is now the woman who 
commands the largest amount of confidence and admiration. 
When she took the first step towards the things that enter into 
the life of her husband and son, she took the first step also 
towards a full comprehension of what woman in the home 
should be. 
Far be it for me to say there have been no true homes 
and no good mothers in them until now. We should never have 
emerged from barbarism if this were true. There has ever been 
in the heart of woman such depth of maternal feeling, such 
capacity for self-denying affection, such instinctive fidelity to 
the great trust committed to her care, that she has resisted with 
amazing tenacity every attempt to thwart the design of Prov-
idence in her creation. There is hardly to be found on the face 
of the earth a woman so frivolous, so worldly, so ambitious, 
so masculine in her tendencies that she cannot be converted to 
better things if you put a helpless infant into her arms. The 
pages of history are filled with accounts of heros [sic] , philan-
thropists, saints and martyrs who acknowledge their indebted-
ness to the wise and tender training of good mothers. . .. 
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We who are older and able to contrast the present and 
the past feel like saying to the coming mothers, "Oh, young 
women of today, born to so rich a heritage of opportunity, hav-
ing such generous sympathy and encouragement in every effort 
you make towards a larger culture and a more completely devel-
oped womanhood, what sort of women ought you to be in the 
homes you are to take charge of?" No accomplishment that can 
be cultivated, no skill that can be acquired in any department of 
business, no knowledge gained of practical affairs as teacher, 
clerk or wage earner in any capacity need be wasted in the 
home. Habits of punctuality, order, promptness are all impor-
tant in the home. An independent and courageous spirit, gained 
in the struggle for a livelihood outside of the home will help in 
exercising the sweet, impartial, unwavering authority and 
influence essential to the best interests of all concerned in the 
home. In short, the whole discipline of life, once its meaning is 
recognized, prepares any woman more and more for the most 
responsible, the most dignified , the most holy position possible 
in this world, that of a good mother in a happy and well-
ordered home. 
And what does the good woman in a happy and well-
ordered home of her own owe to those outside her own home 
circles? Has the mother any duty to other children than her 
own? ... I believe in the political wisdom of extending the 
suffrage to woman, but she can now render service to the state 
and nation as great perhaps as is possible to man .... 
EDITORIAL COMMENT 
Although the major theme in the talk is that most women are involved 
in the activities of the home, her personal philosophy lies near the surface. Her 
personal example of an extraordinary career is enviable. Her husband, children, 
and family enriched her life and she had a deep interest in people and public 
affairs. 
Mutally supportive endeavors frequently punctuated the activities of 
the Welches' lives. Many of the educational ideas tried were revolutionary. Her 
educational philosophy stressed equity: combining the cultural and theoretical 
with the practical and functional-for men and for women. Education is for 
the living as well as making a living. 
The separation of the concept of woman and motherhood is noted. The 
mother as caretaker exerts a profound influence on children. In her writings, 
she indicates that motherhood is reflective in children's responses as they be-
come involved in the world; i.e., the subtle teachings (or learnings) of mother 
and child become foremost parts of public opinion for nations. 
Women must be learned if their influence is so profound. According to 
Mrs. Welch, with this influence comes the responsibility to minister to the 
needs of others in the nation, to develop a "more philanthropic outlook on 
humanity, and to truer and juster appreciation of the real purpose and value of 
life." 
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THE INFLUENCE OF NEOPLATONIST 
THOUGHT ON WILLIAM HARVEY 
Andrew J. Butrica* 
ABSTRACT. Historians have not resolved the genesis of William Harvey's 
theory of the circulation of the blood. An examination of the influences of 
certain Neoplatonists, particularly Giordano Bruno and Robert Fludd, and the 
writings of Harvey himself suggest that the thinking of these individuals is 
important for an understanding of the context in which Harvey formulated his 
theory. 
Addition index words: Blood circulation, Fludd, Bruno, Aristotle. 
Many historians have tried to reconstruct the context in which William 
Harvey developed his theory of the circulation of the blood, but at present 
there is no consensus. 1 Walter Pagel has said that historians must "get over the 
spectre of an Aristotelian skeleton carried irrational¥' and unnecessarily by 
Harvey and detected in his cupboard by posterity." An alternative to this 
Aristolelian Harvey is a Neoplatonist one: that it was a contemplation of 
Neoplatonist circular symbolism and microcosm-macrocosm analogy that led 
Harvey to his discovery. 
Pagel is the major proponent of Harvey the Aristotelian. A major flaw 
in Pagel's argument is his understanding of what constitutes Aristotelian 
thought. In particular, he attributes the macrocosm-microcosm analogy and 
circular symbolism to Aristotle. 3 For his knowledge of Aristotelian philosophy, 
Pagel relies on interpretations of Aristotle supplied by Erna Leskey and J. H. 
Randall, Jr. 4 , scholars who have built their professional careers on Aristotle. 
A contrary position, for example, is held by Solmsen who holds that Aristotle 
took almost all of his ideas from Plato. 5 If it is a case where both philosophers 
stated the same concepts, considering that Aristotle was Plato's pupil, these 
ideas ought to be attributed to Plato. 
If one reads Harvey's works, one encounters constant citations to Aris-
totle, including reverential passages such as "an author so diligent and faithful" 
and "the authority of Aristotle has always such weight with me that I never 
think of differing from him inconsiderately.6 However, these statements 
usually precede moments when Harvey demonstrates an error he has found in 
Aristotle. Moreover, until recently, Harvey was presented as an Aristotelian 
inductivist; that is, Harvey made his discovery of the circulation only after 
performing numerous and careful experiments. This misunderstanding of 
Harvey appears to have arisen out of Robert Willis' translation of Harvey's 
work De motu cordis in which Willis actually added phrases that Harvey 
never wrote. The added material has Harvey accumulating a "mass of evidence" 
which led to the discovery of the circulation.7 In actuality, Harvey wrote 
that he arrived at his discovery though the deductive process of meditation, 
not experimentation. 8 
*Graduate student, Department of History, Iowa State University, Ames, Iowa. 
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Harvey's meditations were a subject of John Aubrey, a contemporary 
of Harvey, who received medical care from him. Of Harvey, Aubrey wrote "He 
was alwayes very contemplative," "he did delight to be in the darke & told 
me he could then best contemplate," and "he had Caves made in the Earth in 
which in sumer time he delighted to meditate. ,,9 It would appear, therefore, 
that Harvey did much of his work not in the laboratory but "in the darke," 
contemplating. But what did he contemplate? 
According to the chemist Robert Boyle: lO 
And I remember when I asked our famous Harvey, in the only 
Discourse I had with him, (which was but awhile before he dyed) 
What were the things that induc'd him to think of a Circulation 
of the Blood? He answer'd me, that when he took notice that 
the Valves in the Veins of so many several Parts of the Body, 
were so Plac'd that they gave free passage to the Blood Towards 
the Heart, but oppos'd the passage of the Venal Blood the Con-
trary way: He was invited to imagine, that so Provident a Cause 
as Nature had not so Plac'd so many Valves without Design: and 
no Design seem 'd more probable, than That, since the Blood 
could not well, because of the interposing Valves, be Sent by the 
Veins to the Limbs; it should be Sent through the Arteries, and 
Return through the Veins, whose Valves did not oppose its 
course that way. 
Boyle's explanation suggests that Harvey observed the valves preventing the 
flow of blood into the heart, Harvey wondered then why there were "so many 
Valves," and Harvey finally concluded that the blood had to circulate through 
the body. This explanation, on the surface of it, is difficult to accept because 
it raises several questions. If, for example, Harvey was able to "take notice" of 
the function of the valves, why was it that his professor at Padua, Fabricius ab 
Acquapendente, generally credited with the discovery of the venous valves, was 
unable to observe the same function? Moreover, Fabricius also noted that there 
were many valves, but he failed to discover or to prove the circulation of the 
blood. Harvey must have had an advantage that Fabricius lacked: the Neo-
platonist influences. 
Pagel, in discussing how Harvey came upon his discovery, said that 
Andrea Cesalpino (1525-1603), an "out-and-out Aristotelian,"11 did not "dis-
cover" the circulation of the blood because he failed to deny anastomoses in 
the heart. Therefore, according to Pagel, the key to understanding Harvey is 
that he posited a circulation built around the heart as a pump rather than as a 
muscle containing a membrane with pores. 12 In another place, however, Pagel 
states that Boyle suggested that Harvey arrived at his theory on the circulation 
of the blood through a meditation on the valves. 13 On the other hand, as Lord 
Cohen of Bitkenhead suggested, did Harvey contemplate the similarity of the 
venous and arterial blood? 14 What was the advantage Harvey had over such 
"out-and-out Aristotelians" as Cesalpino? 
Cohen's argument is intriguing because it assumes that Harvey slit open 
a vein, observed the blood, then slit open an artery, observed the blood, and 
concluded that the blood was identical in both cases. Therefore, because the 
blood is observably the same, the blood must flow from the arteries to the 
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veins (without prov ing or observing the existence of the capillaries). It is a nice 
argument, but does not, in itself, prove the circulation of the blood; it only 
proves that the blood appears to be the same, although, in fact, venous and 
arterial blood are not the same. What, then, led Harvey to his discovery? 
If one reads again Harvey himself at the beginning of Chapter VIII in 
De motu cordis, it is seen that Harvey was most interested in the quantity of 
blood flowing in the veins in a given time period and he suggests that it was a 
consideration of this quantity that led him to believe in a circular flow of the 
blood. For some reason, moreover, Harvey began the passage with lines that 
are full of trepidation. Perhaps he feared that his discovery was too revolu-
tionary. One does not know what was on his mind as Harvey wrote the section 
that begins Chapter VIII. One thing is clear, though, and that is that Harvey 
felt that the quantity of blood passing from the artieries to the veins was most 
important. 
Quantifying the blood, nonetheless, has mathematical, almost mechan-
istic implications. Harvey's quantification is not of this sort. It is more of an 
estimating of the quantity of blood passing through the heart and arteries over 
a period of time, the rate or velocity of flow. Quantification of this variety was 
not new . One finds it in Galen, Erasistratus, Santorius, and Van Helmont. 15 
Harvey, if he thought the precise quantity of blood had to be known, might 
have punctured an artery, collected the blood, and measured the amount of 
time that passed. The result would have been in exact ounces per minute terms. 
Instead, Harvey asked the reader to assume the smallest quantity of blood pass-
ing through the heart during any one phase of systole and diastole, then multi-
ply this times the number of pulses in a minute, an hour, a day, and so forth. 16 
The methodology is similar to the deductivist thought experiments employed 
by Galileo. Again, this is not an Aristotelian inductivist approach. One is led to 
the conclusion that what was most important for Harvey was not the measur-
ing of the quantity of blood, but paying attention to the velocity of the blood. 
After all, if it could be shown that the flow of blood through the body is rapid, 
one must abandon anastomoses in the heart and the valves in the veins must 
not act to slow down the blood as they did in the Galenic-Aristotelian system, 
but must have another purpose. This in turn leads one to contemplate the 
function of the valves. In the speed of the blood, therefore, one has the critical 
piece of evidence that made it necessary that everything else follow. It was the 
lynchipin of Harvey's argument, and probably, the contemplation of the 
velocity of the blood convinced him, ultimately, of the circulation of the 
blood. But without first assuming rapid, circular flow as suggested earlier by 
the Neoplatonist Dominican friar Giordano Bruno, 17 Harvey would not have 
looked for the swift flow of the blood. 
Bruno (1548-1600) had espoused a philosophy whose basic symbol was 
the circle. For Bruno, the circle was "the monad that first of all develops 
(explicat) all." Furthermore, "Each work of Nature is thus after the pattern of 
the circle and so is all impulse . . . birth is the expansion of a centre into a 
sphere, life the maintenance of this sphere in equilibrium, and death its con-
traction back into the centre." 18 Most of Bruno's work on circles and the flow 
of the blood ap~eared in his De rerum principiis et causis (1591), in which he 
declared that: "The spiritual life-force is effused from the heart into the 
whole of the body and (flows back) from the latter to the heart, as it were 
from the centre to the periphery and from the periphery to the centre, following 
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the pattern of a circle .... The material part of the spmt is a fluid .... " 
Additionally, Bruno stated that the heart was the first organ to live and the last 
organ to die. 20 In his De mo tu cordis, Harvey asserted the same general prin-
ciple. 21 
Bruno also thought that the human body was a microcosm. 22 The same 
idea is echoed in the Dedicatio to Harvey's De motu cordis. As part of his 
discussion of the circulation of the blood, Bruno made comparisons between 
the circulation of the blood in the human body and the circulation of water 
in the world. Harvey followed the same argument in the eighth chapter of 
De motu cordis. 23 However, it is Bruno's concept of blood moving continually 
and ra_pidly in a circle that is most noteworthy for its similarity to Harvey's 
work. 2'4 Galenic medicine, on the other hand, taught that the flow of blood 
was sluggish; Fabricius, moreover;. conceived the role of the venous valves as 
that of slowing down the blood. 2 :> Bruno's statement on the swift flow of the 
blood became, for Pagel, a case of "a correct result on a point of science 
arrived at by non-scientific sp,ecu lation." 2 6 It has been suggested that Harvey 
was aware of Bruno's ideas. 27 Given the similarities between Harvey's and 
Bruno's theories of the circulation of the blood, the likelihood that Harvey 
knew of Bruno's philosophy increases. 
Nonetheless, Harvey's knowledge of Bruno's work is based on tenuous 
assumptions. The argument for and against Harvey's knowledge of Bruno's 
ideas has been summarized by Pagel: 28 
The nearest approach to a circular movement of the blood is 
found in the speculations of Giordano Bruno whose spectacular 
death at the stake in 1600 was an event that could hardly have 
escaped the knowledge of any academic citizen at Padua at the 
time, including Harvey. It is true that Bruno's most unequivocal 
statements concerning the circular motion of the blood are con-
tained in a treatise that only came to light in the second half of 
the nineteenth century and could not possibly have been known 
outside the closely guarded archives of the Vatican. There were, 
however, clear passages to that effect in Brunonian treatises 
printed before 1600. 
Possibly Harvey learned of Bruno's works through his friend and colleague, 
Fludd, who probably was aware of Bruno's writings. 29 Thus, while it is not 
apparent how, or even if, Harvey learned about Bruno's philosophy, one cannot 
overlook the similarities between the views of these men. 
Fludd (1574-1637) certainly influenced Harvey. After studying at 
St. John's College, Fludd traveled through France, Spain, Italy, and Germany. 
In 1605, he returned to England and obtained a medical degree (MD) from 
Christ Church, Oxford. 30 During the years that Harvey gave the Lumleian 
Lectures, 1616-1618, Robert Fludd published a large number of works, includ-
ing Utriusque Cosmi: De Macrocosmi Historia (1617, 1618) and De Microcosmi 
Historia (1619). 
Given his social and financial status in England, Harvey probably could 
have had De motu cordis published anywhere in London. Instead, he chose 
as his publisher William Fitzer, who had taken over the Frankfurt publishing 
business after the death of his father-in-law, Johann Theodore de Bry. When 
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run by Bry, the firm had published several of Fludd's works, including the 
important Utriusque Cosmi. 31 Harvey chose the Fitzer firm upon the ad-
vice of Fludd. Harvey hoped that he would have the advantage of reaching 
a larger audience by publishing on the Continent and, as Fludd pointed out, 
he could get better terms from Fitzer. The result was disasterous. A page of 
126 errata was included with the book, which was done in "a small mean type 
on paper of such poor quality that in most copies it has turned dark and 
crumbled." 32 
The choice of publisher is not the only indication of the closeness of 
the relationship between Harvey and Fludd. That Fludd attended Harvey's 
lectures on anatomy is evidenced by his denial of the existence of anastomes 
in his Clavis. Also, Fludd was a "keen anatomist," performing dissections some-
times in his own home. 3 3 Moreover, once Harvey's circulation theory became 
known, some contemporaries on the Continent, e. g., Gassendi and Mersenne, 34 
agreed that the work of these two men had to be discussed together. Also, both 
Fludd and Harvey were members of the Royal College of Physicians both 
served as Censors, making inspection tours of London apothecaries, 3's and 
presumably both worked together. 
In various places of Harvey's Prelectiones, furthermore, one can observe 
that Harvey was already familiar with alchemical apparatus, if not methods. 36 
Alchemy, of course, was one of the interests of Fludd. 37 During the period 
1616-1618, Fludd's interests in Paracelsian me~ifine, alchemy, the microcosm-
macrocosm analogy and circular symbolism are somewhat reflected in 
Harvey 's De motu cordis. An example of the microsm-macrocosm analogy in 
Harvey is in the Dedicatio to the De motu cordis:39 
Cor animalium, fundamentum est vitae, princeps omnium, 
Microcosmi Sol, a quo omnis vegetatio dependet, vigor omnis 
& robur emanat. Rex pariter regnorum suorum fundamentum, 
& Microcosmi sui Sol, Reipublicae Corest, a quo omnis emanat 
potestas, omnis gratia provenit. 
Furthermore, it would not be surprising to find Paracelsian influences in the 
works of William Harvey given the tremendous number of Paracelsians in 
England at this time, including Fludd.40 
· Further evidence of similarities between Harvey's and Fludd's work can 
be found in Flud d's Anatomiae Ampitheatrum, published in 162 3 but com-
pleted December 9, 1621.41 Fludd presents a mystico-chemical scheme for the 
circulation of the blood which he compares with the circulation in the macro-
cosm. This same argument can be found in Fludd's treatise on the Philosophical/ 
Key (c. 1618-1621):42 
Then in his midle spheare shalt thou erect a pavillion called 
the hart, which lik the sonne in the greater world, shall send 
forth the essentiall beames circularly from his centre that 
therby they may animat and vivify every member of this so well 
erected Microcosme. 
Moreover, Fludd declared that his theory of the circulation of blood could be 
be proven by "testis ocularis," that is, by "ocular demonstration."43 The 
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appeal to "ocular demonstration" is the same means of proof advocated by 
Harvey in De motu cordis.44 Finally, it was during the period of these numer-
ous tracts and books by Fludd, the early 1620 s, that Harvey made his dis-
covery of the circulation of the blood.45 The relationship between Harvey and 
Fludd was such that it "could not have failed to lead to an exchange of ideas, 
thoughts and experiences. ,,46 
During the years 1616, 1617, and 1618, William Harvey delivered the 
Lumleian Lectures on anatomy. The Prelectiones, Harvey's notes for those 
lectures, reveal that he had not yet arrived at hi~ famous discovery, but that he 
was teaching a Neoplatonist view of the heart: 47 "Therefore [the heart is] the 
principal part because [it is in] the principal place, as in the center of a circle, 
the middle of the necessary body." Interestingly, in explaining the function of 
the venous valves, Harvey declared that the valves ''impede propulsion into the 
heart" and, later, the "valves impede. "48 Obviously, these observations predate 
his ultimate "discovery." 
Also in this section of the Prelectiones which deals with the heart, one 
enounters an often quoted phrase, "as by two clacks of a water bellows to 
rayse water. ,,49 This statement has been used as partial justification for a 
mechanical interpretation of Harvey. The use of the words seems to be that of 
an analogy; that is, Harvey was not making an explanation of physiological or 
physical phenomena in mechanistic terms, but rather was presenting his 
audience with an analogy that would explain how the blood is carried up to the 
lungs. What is of more interest, though, is that the statement reveals that 
Harvey had acquired, somehow, knowledge about the operation of clacks, 
water pump valves which maintained the forward flow of water while prevent-
ing the water from flowing in the opposite direction. 5 O The operation of 
a clack was something that could not be learned by observation, because one 
simply cannot look inside a pump while it is operating. Therefore, Harvey must 
have known how clacks functioned because it was either common knowledge 
or because someone who was knowledgeable told him. There is no evidence 
that information on the operation of machines was commonplace during the 
early 1600 s in England. But Fludd, to whom Harvey refers in the Prelec-
tions, 51 knew enough about the operations of machines that he was able to 
describe various water- and air-powered machines in a book on the subject. 52 
Thus, Harvey could well have received this bit of information on the function 
of clacks from Fludd. 
The importance of Neoplatonist influences in Harvey should not be 
underplayed as they too often are in arguments in favor of a strictly Aristotelian 
Harvey. He never rejected Aristotle completely. At this time, in fact, one could 
state that biology was Aristotle. However, one must not overplay the Aristotelian-
ism to the exclusion of the Platonism. Moveover, it was Harvey's belief in circu-
lar symbolism and the microcosm-macrocosm analogy, both Platonist notions, 
that led him to prove the circulation of the blood where others had failed. Cer-
tainly, Harvey was not the only one who ever considered the quantity of blood 
flowing in the arteries. It must have been obvious to Fabricius that the blood 
flowed rapidly; that is why he suggested that the valves served to slow down 
the flow of the blood. In order to prove the circulation of the blood, in order 
to "discover" the circulation of the blood, Harvey first had to believe it was 
there to prove or to "discover." And the circular flow of blood in the body was 
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first taught by Plato. 5 3 Harvey, however, unlike Fludd, did not discard all of 
Aristotle. 5 4 
We can perhaps better understand what Harvey has done, keeping some 
of Aristotle and taking some of the Neoplatonist thought, if, like Charles 
Singer, we view the medical system Harvey learned at Padua as being Hippo-
cratical in "substance" and Aristotelian in " form. " 5 5 Harvey surely was made 
to learn a great deal of Aristotle at medical school. On the other hand, when 
Harvey talks about the veins, the flow of the blood , the function of the heart, 
and especially about generation, he shows Aristotle to be wrong and proposes 
Neoplatonist explanations instead. 5 6 The result is a curious mix of Aristotelian 
and Platonist thought in which the Neoplatonist elements were important in his 
discovery of the circulation of the blood. Specifically, it was Harvey's belief in 
Neoplatonist circular symbolism and the microcosm-macrocosm analogy that 
led him to succeed in discovering the circulation of the blood where others, 
like Cesalpino who was an " out-and-out Aristotelian," failed. 
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Harvey 's phrase " omni ex ovo " overthrows Aristotle regarding generation 
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IOWA STATE JOURNAL OF RESEARCH I MAY, 1981 
Vol. 55, No. 4 
323-331 
HEREDITARY VARIANTS OF BEHAVIOR 
AND VISION IN THE PIGEON l 
W. F. Hollander and W. J. Miller2 
ABSTRACT. Recent extensive use of the domestic pigeon, Columba liv-ia, in 
studies of learning, vision, brain organization, psychopharmacology, and related 
subjects prompts a review of known heredity differences affecting these char-
acters and areas. Breed peculiarities include tumbling or rolling, neck-shaking, 
pouting, trumpeting or drumming or laughing, high-flying, solo-flying, diving 
flight, long-distance homing, unusual postures, and eye features. Genetical 
analysis of these is incomplete. Less common mutants are mainly simple 
recessives. These include albinism and other pigment anomalies with associated 
nystagmus; various types of blindness and other visual defects such as microph-
thalmia, cataracts, and retinal abnornality; and ataxia. "Sideburns" is a domin-
ant syndrome involving bulging cornea and tremor. Wild species of Columbidae 
also provide valuable comparisons, especially in regard to hybrids. The domes-
tic ringneck dove, Streptopelia risoria, has been hybridized extensively even 
with domestic pigeons, but has few relevant mutants. 
Index words: dove, Columba, Streptopel-ia, eye, behavior. 
INTRODUCTION 
In the last two decades the domestic pigeon, Columba livia, has become 
a favored subject for extensive investigations of operant and other behavior 
and visual discrimination (Granda and Maxwell, 1979) as well as neurology 
(e.g., Donovan, 1978) and psychopharmacology. So far, however, integration 
of such research with the use of inherited mutant variants has been largely 
neglected in this species as compared with (e.g.) the mouse (Hollander and 
Waggie, 1977) or Drosophila. This review may be a foundation for possible 
future extensions. 
There are three main sources of hereditary variants: (1) established 
domestic types, usually referred to as breeds, often of considerable antiquity 
and available from fanciers; (2) mutants segregating out from genetic load by 
inbreeding or carried at low frequency in a population, or occurring sporadi-
ically de novo; and (3) different species, usually wild, and hybrid derivatives. 
DOMESTIC BREEDS 
As Charles Darwin (1868) emphasized, the wild-type (ancestral) Col-
umba livia is the appropriate standard of reference in studies of domestic 
forms. His treatise includes a classic analysis of variation in domestic pigeons 
1Journal Paper No. J-9999 of the Iowa Agriculture and Home Economics 
Experiment Station, Ames, Iowa. Projects No. 1380 and 1940. 
2Professor Emeritus and Professor, respectively, Department of Genetics, 
Iowa State University, Ames, Iowa. 
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but is rarely noticed by modern students. Feral pigeons are similar to the wild 
type in most respects and have been used often in various psychological and 
neurological investigations, but quite different domestic breeds also have been 
casually employed with little or no comparison. "Normal" behavior has been 
reported exhaustively in (mostly feral) pigeons by the Heinroths (1948), 
Murton et al. (1972), and Goodwin (1970), with minimal consideration of 
"abnormal" behavior found in the domestic breeds. Nicolai (197 6) has recti-
fied this omission to some degree. 
One might assume that inherent tameness or tameability would have 
provided the primary basis for domestication, and it is evident that some 
domestic types are notably less excitable than the wild stocks under the same 
caging conditions. Many of the domestic breeds, however, are nervous and 
shy, while the wild types, if reared with people from very early age, can be 
made hand-pets. Other training may also be influential. Measurement of "in-
trinsic" wildness or tameness is thus difficult. Schmidt (1980) has been attempt-
ing to identify differences in brooding behavior (responses to human intrusion) 
as Mendelian units and has proposed a recessive gene for "calmness" and an 
unrelated partially dominant gene for "gentleness." 
Domestication of the pigeon began probably at least 3000 years ago 
with the differentiation of distinct breeds coming slowly (Levi, 1957, 1965). 
The pace has accelerated during the last two centuries, with increasing interest 
of numerous fanciers in competitive racing, showing, and other activities with 
the birds. Although there has been some steady selection for special behavior 
abilities, notably homing from long distances, increased intelligence (adapt-
ability) ordinarily has not been sought. Indeed, it is fairly clear that many 
domestic types tend to be less adaptable than the ferals and more reliant on 
human care for survival. 
A summary categorization of the major domestic types follows: 
(1) Derivative normals. These indicate breeds maintained for their 
interesting colors and other "ornaments" ("Toys," Gimpels, Frillbacks, 
Modenas, etc.) which are essentially as the ferals in behavior. Those kept for 
food purposes probably can be classified here, their larger size usually being 
associated with reduced activity: the White Carneau and King breeds com-
monly used in laboratory studies are examples. 
(2) Tumblers and Rollers. This is an extremely popular and diverse 
group. The special propensity of these birds is to perform backward somer-
saults and other aberrations in flight. The more extreme manifestations in-
clude spinning, "roll-down," tumbling at low levels, tumbling during ascent, 
and rolling on the ground. Such behavior, not shown by fledglings, develops 
gradually. 
(3) Highfliers. These are mostly small-bodied pigeons which tend to 
ascend to great altitudes and may remain aloft for hours (endurance fliers). 
They are typically flown in "kits" of three to five birds rather than in flocks. 
Some varieties show no flocking tendency and are termed "solo" fliers. In-
cluded are a number of European varieties called Highfliers, and also the Tip-
pler and the Cumulet. Some Tumbler varieties are also Highfliers. 
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(5) Homers. These have an exaggerated drive to return to their home 
location if they are taken away (Keeton, 1974). Although a number of breeds 
have been reputed to have this drive as well as navigating ability, the ancient 
Carrier or Bagdad breed is perhaps the most significant ancestor of the modern 
Racing Homer. Show Homers, Dragoons, Scandaroons, Magpies, and other out-
cross derivatives of the old Bagdad stock have been selected only for "show" 
and have little if any homing ability. On the other hand, some breeds not 
ordinarily thought of as Homers, for example Turbits, Owls, or Dewlaps, have 
retained the talent (Levi, 1957). 
(6) Pouters or Croppers. The peculiarity of this group is difficulty in 
releasing air swallowed into the crop. As in normal pigeons, crop inflation is 
part of courting and fighting displays and is little evidenced in juveniles. There 
are numerous Pouter and Cropper breeds, the most exaggerated being the 
Norwich. Males of a number of the breeds also are notable for being "clap-
pers"-beating the wings together excessively during courting-flight display. 
The Spanish "Thief Pouters" have been selected for ability to lure females to 
the males' home. The Czech Steiger or Stavak and the German Steller, both 
known as "Swing" Pouters in the U.S., fly with crop inflated and often swoop 
with wings held vertically over the back. It is possible that the flying and 
courting peculiarities are not genetically related to the crop-inflaction (pout-
ing); the Rhine Ringbeater breed shows exaggerated clapping but does not 
pout (Nicolai, 1976). 
(7) Trumpeters and Laughers. These pigeons have a tendency to pro-
tract the last note of the courting or display coo in a stuttering fashion. The 
term "drumming also has been applied to such vocalization. 
In addition to the above categories several other breed-characteristic 
peculiarities should be noted. Fantails and several varieties of Tumblers typ-
ically let the wing tips droop below the tail when at rest. The Maltese like the 
Fantail carries the tail almost vertical but the wings do not droop. Some 
Spanish Pouters, especially the Marchenero, hold the tail vertically downward 
in flight. The Dragoon typically holds its beak pointing horizontally or up-
ward. An unusual type of flying performance called "sharpshooting" or nose-
diving has long been admired in breeds of certain Middle-East countries but 
has only recently been recognized in the West. The birds fly high and, on 
signal, close the wings to plummet to their homes (Hollander and Pettit, 1979). 
The Vienna Tumbler is unusual in having protruding eyes, though vision seems 
normal. Differences in visual acuity or other functions of the eyes between 
breeds are evidently minor despite extreme diversity in other features. 
Very little experimental study has been devoted to analyzing the 
hereditary bases for breed peculiarities, in part because of the long time periods 
required and the difficulties of classification. The long history of the various 
breeds and the continued selection by fanciers for the "best" would lead us 
to expect complexity, as assumption confirmed by reports on tumbling-rolling 
(Kopp, 1967; Entrikin and Erway, 1972; and Entrikin and Bryant, 1975). 
Future studies may, however, identify specific key genes. 
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OTHER MUTANT TYPES 
As in other domestic species, e.g., the chicken (Somes, 1978, 1980), 
mutant or "freak" types have frequently appeared in pigeons, and these often 
involve vision or behavior abnormality. While it is obvious that fanciers have 
promoted the breeding of some bizarre abnormalities, there is a limit to such 
appreciation. For example, any sort of visual defect, especially cataracts or 
other blindness, will not be tolerated, much less promoted. The number of 
variants eliminated each year because they offend the fanciers' sense of rro-
priety is large. The present authors' interest in oddities that fanciers con-
sider beyond the pale is now fairly widely known; consequently, we have 
been the beneficiaries of many donations of reject birds "for science." Also, 
we have discovered several new mutants in our own stocks. The special signifi-
cance of such abnormalities for psychological, neurological, and vision studies 
still awaits appreciation in other laboratories. 
Maintenance of most unusual and defective types can be accomplished 
with fairly simple facilities (Sturtevant and Hollander, 1977) but requires con-
tinued attention. Some of the mu tan ts listed below have been lost for one 
reason or another, and others are in precarious position. If more interest should 
develop, propagation might be handled by supply companies. 
The following list gives the "common" name for each mutant, with 
reference and other notes. Other mutants undoubtedly exist or have existed 
for which we could not obtain adequate information. 
(1) Albino. Most white pigeons ordinarily available such as White 
Carneau and White King have normal choroid pigmentation in the eye and 
therefore should not be called albinos. True albinos were reported by Hollander 
(1951). Inheritance is simple recessive to normal, and the gene symbol al is 
used. The albinos have some visual impairment and nystagmus. Stock is main-
tained by the authors. 
(2) Pink-eyed dilute. This mutant also was reported by Hollander 
(1951). The choroid lacks pigment as in the albino, and there is some vision 
impairment and nystagmus, but the plumage pigmentation is not eliminated. 
Inheritance is simple recessive, unrelated to al. The gene symbol is pd. Stock is 
maintained by the authors. 
(3) Clumsy. This visual-defect mutant was reported by Hollander 
(19 38), who found disturbed arrangement of the retinal oil droplets. Clumsy 
pigeons may see close objects fairly well but do not have clear distance vision. 
Feed is best provided in a bowl or cup. Inheritance is simple recessive; gene 
symbol cl. Stock is maintained by the senior author. 
(4) Ataxia. Riddle and Hollander (1943) and Riddle (1947) reported 
this mutant ; expression varied considerably, even in individual specimens. 
Inheritance typically recessive, gene symbol at. The brain and particularly the 
cerebellum are smaller than normal. The stock appears to have been lost. 
(5) Microphthalmia. Hollander (1948) reported a congenital type of 
blindness, the eyes being about half-normal diameter with a remarkable thick 
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layer of tissue behind the retina. Unless the fledgling birds of this type were 
trained to eat and drink from bowls or cups they would not survive. Inherit-
ance simple recessive; gene symbol mi. The stock has probably been lost. 
(6) Feed-blind. This vision mutant appears sporadically among Racing 
Homers. Although superficially like clumsy birds (No. 3 above), feed-blind 
pigeons see fairly well at a distance (Hollander, 1970). Because close-up vision 
is impaired, they must be fed in a bowl or cup to survive. Inheritance simple 
recessive, symbol fb. Stock is not being maintained at present. 
(7) Cataract. This mutant condition was reported by Hollander (1958). 
Young birds seemed normal, but cataract developed by maturity so that essen-
tial blindness resulted and the birds had to be fed in a bowl or cup. Inheritance 
simple recessive. This stock is not being maintained. 
(8) Sublethal polydactyly. Hollander and Levi (1942) reported this 
syndrome which included blindness, the eyes, however, showing no evident 
structural abnormality. Affected specimens usually die before fledging age 
even when well cared for. Inheritance simple recessive; symbol py. Stock of 
this mutant is very limited as present, being only maintained by the senior 
author. 
(9) Sideburns. Hollander and Miller (1978a,b) reported this mutant 
syndrome involving facial-feather reversal and tendency to bulging cornea. 
Vision seems not affected. Inheritance dominant to normal; symbol Sb. Homo-
zygotes show varied degrees of continuous head tremor and occasionally "waltz-
ing," and are difficult to breed. Stock is maintained by the authors. 
(10) Almond. This well-known coloration mutant is available in several 
breeds (Levi, 1957, 1965). Inheritance is dominant and sex-linked; symbol 
St. Homozygous males often are blind in one or both eyes with distention and 
with absence of lens ("bladder eye"), or the eyes may have merely irregularity 
of the iris. Pigeons having both the almond factor and the sex-linked dilution 
factor d tend to show nystagmus and there may be coloboma of the iris. 
(11) Dominant opal. This coloration mutant is also available in several 
breeds (Levi, 1957, 1965). Inheritance is dominant to normal; symbol Od. 
Homozygotes generally do not survive to maturity and may show extreme 
tremor (personal communications from several breeders to the senior author). 
(12) Less-well-analyzed mutants: completely blind Racing Homers have 
been occasionally noted in some families (e.g., Hagedoorn, 1954), the eyes 
showing little or no definite abnormality. Inheritance recessive but data meager. 
"Temporary blindness" has been reported to us (personal communi-
cation from J. L. Blaine and others, 1980) in certain families of "blue bar-
less" fancy pigeons. The young can learn to eat from a bowl or cup, and 
gradually gain vision by maturity. Inheritance recessive but data meager. 
A family of "erratic" pigeons has been bred by R. J. Mangile (personal 
communication 1980). They have defective vision and very disturbed behavior, 
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so that survival is difficult; however, some specimens have managed to produce 
young. Inheritance is recessive. 
Of the numerous other mutant factors known and available in pigeons, 
several have indirect effects on behavior. For example, "silky" plumage re-
stricts ability to fly (Levi, 1957, 1965). Iris-pigmentation mutants, however, 
have no effect on vision or behavior (Hollander and Owen, 1939). 
In addition to the above listing, individual peculiarities of other sorts 
are often noticed, such as indiscriminate feeding of any begging young by 
adults, and activity in near darkness when most pigeons al!
1
e settled on the 
roost. We have also observed some bizarre food preferences; these could per-
haps be studied by the methods of Zeigler et al. (1971 ). 
OTHER SPECIES AND HYBRIDIZATION 
The Order Columbiformes has been repeatedly revised, most recently 
by Goodwin (1970). He has emphasized the significance of behavioral differ-
ences among species, especially in relation to courtship (Goodwin, 1966). 
Such differences function in nature in part as barriers to hybridization, but in 
captivity many fertile crosses have been obtained (Gray, 1958). The mainten-
ance and breeding of wild species often is much more difficult than with 
domestic pigeons; Naether (1964) provides information and suggestions. 
Hybrid embryos from intergeneric crossing or distantly related species 
often fail to hatch, or they may be feeble, but in some crosses they may be 
vigorous and mature into sterile "mules." Their behavior may combine features 
of the parent species or be different from both in some respects. Vocalization 
often is less specialized than that of the parents. Whitman (1919) was a pioneer 
in studies of such phenomena. Potential insights from such investigation are 
elegantly exemplified by Dilger's (1962) work with lovebird species crosses. 
That one should expect to obtain great diversity in later generations 
from fertile species hybrids is borne out by Taibel's (1949) study of cross 
derivatives from the African species Columba guinea with domestic pigeons. 
Comparisions of related species without hybridization also may be informative, 
especially regarding ecological specializations (e .g., Lofts et al., 1966, 1967). 
Besides the domestic pigeon, only one other species in the Order is 
considered domesticated: Streptopelia risoria, variously referred to as Barbary 
dove, ringneck dove or ringdove, collared turtledove, laughing dove, sacred 
dove, etc. Few mutant types are available in this species as compared with the 
pigeon (Miller, 1956, Hollander and Miller, 1967), but one of these is albino 
homologous to that of the pigeon (W. J. Miller, unpublished data). 
The behavioral repertoire of this dove species (Miller and Miller, 195 8) 
is not greatly different from the pigeon's, but the vocalizations are very unlike. 
Hybridization with the pigeon is not easy but has been accomplished often 
(Cole and Hollander, 1950). The raucous voice of the male hybrids, with 
almost no inflections, is like that of neither parent. Unlike pigeons, ringneck 
doves have not shown "psychopathic" fighting between mates in small breeding 
cages (Hollander, 1945). Hybrids have tended to be even more aggressive and 
vicious than the pigeon. Taibel (1933) crossed domestic ringneck doves (non-
migratory) with related migratory species and found that the hybrids were 
non-migratory. 
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Davies (1970) made extensive comparisons of various behavior compo-
nents in Streptopelia species: risoria, decaocto, senegalensis, turtur, and chinen-
sis. A number of the possible types of F 1 hybrids were also obtained and 
studied. In our laboratory, Miss K. Collias has made a comparative study of 
hybrids and later descendants from S. risoria X S. humilis. The latter species 
has very distinctive vocalization. There is interesting segregation and assortment 
of bow-coo components (unpublished). 
DISCUSSION 
Investigations of structure and function (by psychologists, neurol-
ogists, and others), especially of those dealing with the eye and the brain, 
should recognize the basic role of heredity and take advantage of revelations 
afforded by genetic variance. In pigeon studies to date, this aspect has received 
almost no attention, probably because of tradition but also because informa-
tion has been scattered and not conveniently accessible. It is to be hoped that 
this survey will aid researchers in exploiting hereditary variants. The clumsy 
mutant, for example, may provide novel insight into the organization of the 
retina. In psychopharmacology, limitation of tests to a single breed can pos-
sibly yield very atypical data, or at least will afford no concept of the range of 
response in the species. 
The unusual types discussed in this review are only a beginning, and 
fraternization with fanciers can often reveal a wealth of unsuspected and signif-
icant material. Responsibility for maintaining stocks of valuable but defective 
mutants is likely to remain a major problem, but wider recognition of the 
problem may aid in at least partial solution. 
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FEMALE AND MALE ENTREPRENEURS: A COMPARISON OF THEIR 
BUSINESSES AND BACKGROUND CHARACTERISTICS1 
Cheryl W. Compton2 
ABSTRACT. In 1979, a study was conducted to determine the status of 
women-owned businesses in rural areas, and to compare them with similar 
enterprises owned by men. Respondents were selected from Chamber of Com-
merce lists of small-business owners. The invited sample included 17 5 women 
and 144 men business owners. Fifty-six percent of the invited sample re-
sponded to the mailed questionnaire. 
The data were analyzed by chi square tests. Significant differences 
between female and male small-business owners were found. Female small-
business owners earned less money, started with less capital, and had lower 
gross receipts than male small-business owners. Men had more years of man-
agerial experience than women prior to business ownership, yet women were 
older than men when they started their first business. Both men and women 
identified major business problems as "reducing fixed costs," "following 
government regulations," and "selecting employees." Men reported these 
problems more often than women. 
INTRODUCTION 
An emerging national goal is to encourage women to pursue careers as 
entrepreneurs. The Small Business Administration created the National Wo-
men's Business Ownership Campaign in 1977. The purposes of the campaign 
were to provide management assistance and to encourage the involvement of 
women in small business (U.S. Small Business Administration, 1978, p. 3). 
Little information then existed about the limited involvement of 
women in business or the obstacles faced by entrepreneurs. Therefore, in 1977 
President Carter established the Task Force on Women Business Owners. The 
purposes of the Task Force were to: (1) identify existing data on women 
business owners, and (2) study practices that discourage women from becom-
ing entrepreneurs (The Bottom Line, 197 8, p. 3 ). 
The Task Force study indicated that women business owners were 
motivated by some of the same factors which motivate men-the desire for 
independence and the ability to utilize a skill or talent. Women did, however, 
face obstacles of limited financing, little management training, and limited 
access to technical assistance. These specific problems were similar to those 
facing men entrepreneurs; however, the problems were magnified for women 
because of sex stereotyping. 
1Journal Paper No. J-9831 of the Iowa Agriculture and Home Economics 
Experiment Station, Ames, Iowa. Project No. 2318. 
2Research Assistant, Department of Home Economics Education, Iowa State 
University, Ames, Iowa. 
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OBJECTIVES 
The objectives of this study were to: (1) determine the status of women 
business owners in selected retail and service businesses in rural areas, and 
(2) compare the women-owned businesses with similar businesses owned by 
men. 
Data from this study should supplement data obtained by the Task 
Force and provide information about women owners in rural areas. Such 
information should be important for professionals who work with women 
engaged in business management or who are considering such. 
PROCEDURE 
Small-business owners completed a questionnaire in Spring 1979, which 
requested information concerning (1) business characteristics, (2) background 
data, and (3) concerns of small-business owners. The questionnaire was devel-
oped from a review of small-business references and interviews with small-
business owners. 
Experts in the areas of economics and small-business ownership assessed 
the content validity of the instrument. Small-business owners in Iowa pilot-
tested the questionnaire prior to final revisions and implementation of the 
study. 
The small-business owner respondents were selected from Chamber of 
Commerce lists of small-business owners in rural communities in Iowa with 
populations of 2,500 to 20,000. 
The businesses selected for this study were in five retail and service 
areas: foods, textiles and clothing, home furnishings, child care, and personal 
services. Women-owned businesses have been identified as concentrated in 
these retail and service business areas (The Bottom Line, 1978, p. 30). Because 
a purpose of the study was to compare female and male small-business owners, 
it was considered important to identify areas in which both women and men 
participated in business ownership. 
The invited sample included 17 5 female and 144 male business owners. 
The businesses owned included restaurants, catering services, grocery and 
speciality food stores, fabric stores, men's and women's clothing stores, interior 
design shops, paint, furniture, craft, and upholstery stores, and child care ser-
vices. The researcher's intent was to invite equal numbers of female and male 
business owners in each specific type of business as respondents. This was not 
possible because no male owners of child care businesses, no female-owned 
men's clothing stores, and few female-owned furniture stores were identified. 
Also, many women and few men were identified as craft store and fabric store 
owners, while. more men than women owned restaurants and grocery stores. 
This is not to say that such businesses do not exist; they were simply not 
identified in our sample. 
The data-producing sample included 5 6% of the invited sample. Ninety-
five women and 84 men constituted the data-producing sample. Two way 
contingency tables were developed using male-female business owners as one 
variable and item responses as the second variable. Business owners were de-
fined as having the majority, or 51 %, ownership in the business. Chi square 
values were computed on the tables to test significant differences between 
FEMALE AND MALE ENTREPRENEURS 335 
male and female owners. Because of the unequal N in cells, frequency counts 
were converted to percentages to facilitate comparison. 
RESULTS 
The questionnaire data provided by the respondents were used to com-
pare female-owned and male-owned businesses. The male and female business-
owner respondents also were compared on selected background characteristics. 
Table 1 shows the percentages of female and male responses to questionnaire 
items related to business characteristics. Table 2 shows the percentages of fe-
male and male responses to questionnaire items related to background char-
acteristics. Each table shows the chi square values associated with the responses. 
Following is a discussion of items producing significant results. 
1. Gross receipts of business: Only 19% of the women, compared with 
63% of the men, had gross receipts in 1978 totaling $125,000 or 
more. The Task Force survey (Bottom Line, 1978, p. 3) found the 
majority (more than 66%) of women in their sample grossing over 
$250,000 in 1977. The women surveyed in rural Iowa had much 
lower gross receipts than the women surveyed by the Task Force. 
The Iowa female business owners surveyed were concentrated in 
service businesses which typically have low gross receipts and could 
explain this difference. 
2. Owner's draw: A greater proportion (68%) of women had salaries of 
less than $10,000 than of men (29%). Women were concentrated 
in child care services and craft stores. These service businesses 
typically have low gross receipts and, thus, low salary levels. These 
data were analyzed using only those business owners who were 
working 40 hours per week or more in their businesses. 
3. Amount of initial business capital: Women obtained less initial 
business capital than did men. Seventy-eight percent of the females 
had less than $25,000 of initial capital while only 37% of the men 
started their businesses with that amount. Questions to be consid-
ered by professionals working with female business-owners are: 
(1) is that the amount of money requested by women, or (2) are 
women being given less money for capital loans? 
4. Reasons for profitable business: Men reported "good management" 
and "preparation and planning" significantly more often than did 
women as reasons why their businesses were profitable. Conjectures 
as to why this was reported suggests that men were able to better 
analyze their business operations. Also, greater management expe-
rience and business preparation is reflected by these responses. 
5. Contribution to family income provided by the business: Sixty-
nine percent of the female business-owners contributed 40% or less, 
of the family income whereas 51 % of the male business-owners pro-
vided the sole source of family income. The low contribution of 
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Table 1. Business characteristics of female and male entrepreneurs 
Business characteristics female % male% x 2 
Gross receipts of business 48.8 *** 
$ 9 ,999 or less 31a 3 
$ 10,000 - $ 24,999 14 3 
$ 25,000 - $ 49 ,999 14 6 
$ 50,000 - $ 74,999 10 7 
$ 75,000 - $ 99,999 6 9 
$100,000 - $124,999 6 9 
$125,000 or more 19 63 
Owner 's drawb 30.00* ** 
$ 4,999 or less 53 9 
$ 5,000 - $ 9,999 15 20 
$ 10,000 - $ 14,999 11 33 
$ 15,000 - $ 19,999 8 17 
$ 20,000 or more 13 21 
Amount of initial business capital 31.9 *** 
$ 9 ,999 or less 46 13 
$ 10,000 - $ 24,999 32 24 
$ 25 ,000 - $ 49,999 7 23 
$ 5 0,000 - $ 99,999 4 20 
$ 100,000 or more 11 20 
Reason for profitable business 
good management 56 78 8.1 ** 
preparation and planning 53 72 5.6 * 
dedicated employees 42 63 6.8* * 
excellent product 63 80 5.6* 
aData are presented as percentages to facilitate comparison of unequal N in the 
groups of females and males 
boata were- analyzed using only small-business owners working 40 hours or 
more per week in their businesses 
* p:;; .05 
** p-:; .01 
*** p:;; .001 
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Table 2. Background characteristics of female and male entrepreneurs 
Background characteristics female% male% x2 
Contribution to family income 73.8*** 
sole source 16 51 
major source (greater than 60%) 2 31 
co-equal source ( 40%-60%) 13 7 
contributing source (10%-40%) 25 6 
minor source (less than 10%) 44 5 
Years worked in a managerial capacity 
preceding business ownership 17.3*** 
0 64 32 
2-4 years 18 35 
5 years or more 18 33 
Age when started the business 20.5*** 
25 or under 4 27 
26-29 16 20 
30-34 26 14 
35-39 20 16 
40 or over 34 23 
Primary reason for becoming 
a business owner 8.2* 
profit 24 28 
job satisfaction 41 21 
continuation of family business 5 13 
reward for personal efforts 30 38 
* p.::; .05 
** p.::; .01 
*** p.::; .001 
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family income by women reflected the low salaries found m the 
female business-ownership areas. 
6. Years worked in a managerial capacity preceding business owner-
ship: Male's greater experience in management was reflected in this 
item. Sixty-eight percent of the males had two or more years of 
managerial experience; only 36% of the females had that amount of 
managerial experience. Since lack of management experience is 
cited as a primary cause of business failure, it is important to 
encourage women entrepreneurs to seek management training. 
7. Age when started the business: The women were significantly older 
when starting their businesses than were the men. Only 20% of the 
females started their businesses before age 29, but 47% of the males 
started their businesses before that age. The largest percentage of 
women (34%) started their businesses after the age 40. Because 
many women became entrepreneurs after age 40, educational 
programs designed specifically for women starting a new career in 
mid-life may be necessary. 
8. Primary reason for becoming a business owner: Women most often 
indicated "job satisfaction" as their primary reason, and men most 
often indicated "reward for personal efforts." More men indicated 
"profit" and "continuation of a family business" than women as 
their primary motivation. It is interesting to note that these reasons 
were significantly different for women and men. This finding differs 
from the Task Force study (Bottom Line, 1978, p. 5) in which 
reasons given by women and men for becoming small-business 
owners did not differ greatly. 
9. Business problems: An inspection of Table 3 shows what problems 
were considered to be major problems of business owners and were 
significantly different for males and females. 
The percentage analysis for females is given in Table 3, column 1, males 
in column 2, and chi square values in column 3. "Following government 
regulations" was the problem on which women differed most significantly 
from men. Women reported government regulations as less of a problem 
than did men. "Reducing fixed costs" received the highest percentage response 
of both men and women, with men again reporting it as a greater problem than 
women. 
Overall, lower percentages of females than of males indicated items 
that were business problems. Data were not available to determine if the 
females actually did have fewer problems or if the difference was a matter of 
perception. The general categories in which most of the specific problem 
items grouped were those of financing, personnel, and marketing. 
PERSONAL COMMENTS FROM BUSINESS OWNERS 
The questionnaire included an open-ended item to qualitatively assess 
additional information on the business owners' opinions about their career 
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Table 3. Major business problems 
Type of problem female% male% x2 
Following government regulations 24 51 18.7*** 
Selecting employees 24 47 14.7* * 
Identifying target market 21 31 12.1** 
Training employees 24 44 11.3** 
Providing "back-up" personnel 
for owner 27 50 11.0** 
Reducing fixed costs 45 63 10 .O* 
Advertising products 16 33 10.0* 
Establishing credit policies 22 27 9.5 * 
Handling defective merchandise 24 38 8.8* 
Determining products 22 31 7.6* 
Supervising employees 17 29 7.6* 
* p ~.05 
** p ~.01 
*** p -::; .001 
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choice and to include advice that they would like to give to prospective entre-
preneurs. Respondents enthusiastically completed this item and also enclosed 
unsolicited personal notes with the returned questionnaires. Their comments 
were overwhelmingly positive about choosing small-business ownership as their 
career. The following provide examples: 
One female owner indicated that small-business ownership has "the 
rewards of a job well done, the pride of ownership, and the satisfaction of 
being your own boss." Other women commented: "Establishing credit was my 
biggest problem; good credit is a must-make sure you have enough capital." 
It is "important to understand business and finances as well as your product or 
service; if you're prepared to work, it can be a most enjoyable experience." 
There are "always new goals to reach for ." A final example: "You must never 
think of yourself as a loser; you are the competition for everyone else. Give 
100% of yourself." These comments in general qualitatively gave the impres-
sion that women are enthused about their careers, yet want and need specific 
guidance in owning a small business. 
SUMMARY 
This study compared a sample of rural area female and male small-
business owners and their businesses. Female entrepreneurs typically earned 
less money than their male counterparts. They started with less business cap-
ital and had lower gross receipts. Men had more years of managerial experience 
than women prior to business ownership, but women were older when they 
started their business. 
These results support the Task Force study (Bottom Line, 1978, pp. 3-6) 
in showing that business women, self-motivated and with a sense of independ-
ence, however, face obstacles of limited financing and little management 
training. These data can aid in the identification of specific areas where women 
need assistance and in the evaluation of the special needs of their programs. 
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ESTIMATION OF INDIVIDUAL LEAF AREAS IN GRAIN SORGHUM l 
Alvaro Bueno and R. E. Atkins2 
ABSTRACT. Linear regression was used for developing prediction equations 
for estimating individual leaf areas in grain sorghum, Sorghum bicolor (L.) 
Moench. Leaf lengths, maximum widths, and areas were measured over a wide 
range of leaf sizes, from early vegetative stages until completion of plant 
growth. The data were evaluated (1) to determine the relationship between 
linear measurements of leav_es taken from all sections of the plant at different 
stages of growth and actual leaf area, and (2) to assess the reliability of the leaf 
area factor ( 0. 7 5) as a single factor for estimating the area of all leaves from 
linear measurements. 
The product of leaf length times maximum width was more highly 
correlated with the actual area of fully developed leaves than was either length 
or width alone. Regression coefficients for leaf area on the product of length 
times width ranged from 0.53 to 0.76 for fully expanded leaves sampled from 
different plant areas. The formula A= L x W x 0.75 estimated the area of most 
individual leaves on fully developed plants with reasonable accuracy, but it 
tended to overestimate the area of small leaves. For studies that analyze growth 
during several stages of plant development, a single factor for leaf-area estima-
tion does not seem adequate. 
Index words: Sorghum bicolor (L.) Moench, Sorghum, Leaf areas, 
Plant architecture, Growth analysis. 
INTRODUCTION 
Evaluations of plant development and dry matter production have been 
the subjects of attention of sorghum breeders in recent years. Growth analysis 
experiments may call for the measurement of a large number of leaves that 
span a wide range in size. The relation of leaf area to basic plant metabolic 
processes, such as photosynthesis and respiration, is obvious and recognized. 
The quantification of several growth analysis parameters also requires the 
measurement of leaf area at several stages during the life of the plant. 
But the direct measurement of leaf area is slow and laborious. It may 
require detachment of leaves from the plant or the use of an electronic area 
meter. This makes the process laborious or costly and discourages full utiliza-
tion of leaf-area data in applied agronomic research. To speed the process, 
methods of estimating leaf area have been proposed for several crops. These 
methods have been classified into two major groups (Marshall, 1968), those 
1 Journal Paper No. J-9982 of the Iowa Agriculture and Home Economics Ex-
periment Station, Ames, Iowa. Project No. 1944. 
2Former graduate student, Agronomy (present address Department of Plant 
Sciences, Federal University, Bahia, Brazil), and Professor of Agronomy, Iowa 
State University, Ames, Iowa, respectively. 
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that require destructive sampling and methods that do not destroy the leaves. 
Nondestructive methods have the advantage of leaving the sampled leaf intact 
so that it may be used subsequently for other experimental purposes. 
Sorghum breeders and physiologists should benefit from a method of 
leaf area estimation that is fast, inexpensive, and reliable, in addition to not 
requiring the destruction of the leaves and which is sufficiently manageable for 
use in field experiments. Mathematical relationships between leaf area and 
linear measurements have been established for several crops, with the ultimate 
purpose of developing a leaf-area factor that may be used to estimate the area 
of attached leaves (Darrow, 1932; Ackley et al., 1958; Stickler et al., 1961; 
Ashley et al., 1963; Wendt, 1967; Wiersma and Bailey, 1975). 
Montgomery (1911) concluded that multiplying the length of a corn 
(Zea mays L.) leaf by its maximum width and then by the factor 0.75 would 
approximate the actual leaf area, but he did not indicate how the factor was 
determined. Regression analysis has been used to develop prediction equations 
for the estimation of leaf area of several crops. Tejwani et al. (1957) used this 
procedure for tobacco (Nicotiana tabacum L.) leaves, Spencer (1962) for 
cassava (Manibot utilissima Pohl), Vivekanandan et al. (1972) for peanuts 
(Aracbis bypogaea L.), rice (Oryza sativa L.), and corn, and Wiersma and 
Bailey (1975) and Hatfield et al. (1976) for soybeans (Glycine max (L.) Merr). 
The strategy involves the regression of actual leaf area on linear measurements 
of the leaf. Provided the intercept of the equation is not significantly different 
from zero, the regression coefficient (b) may be used as a leaf-area factor. 
The regression technique was used by Stickler et al. (1961) to estimate 
the area of sorghum leaves. They sampled ten leaves randomly at anthesis 
stage from each of six varieties. The area of each leaf was measured with a 
planimeter and regressed on the product of leaf length times maximum width. 
The average regression coefficient across all varieties was 0.7 4 7, essentially 
the same as that proposed for corn by Montgomery (1911). 
Krishnamurthy et al. (197 4 ), working in India with three sorghum 
varieties that were quite different from those used by Stickler et al. (1961), 
and under different environmental conditions, obtained an average regression 
coefficient of 0.71. They used measurements from only the top six to eight 
leaves in their calculations. The regression equations had very small intercept 
values, which were not significantly different from zero. Arkel (1978), working 
in Kenya with grain types and tall forage sorghums, found several instances 
in which the intercept of the equations was significantly different from zero. 
He stressed, however, that the loss of precision was minimal when all the inter-
cepts were considered to be zero. The regression coefficients that he obtained 
ranged from 0.65 to 0.77, with an average of 0.72. 
Objectives of the research reported in this paper were (1) to determine 
the relationship between linear measurements of specific sorghum leaves 
(length, maximum width, and their product) and actual leaf area over a wide 
range of leaf sizes and shapes, and (2) to assess the reliability of the leaf-area 
factor previously reported (b = 0.75) as a single factor for estimating the area 
of all leaves. 
MATERIALS AND METHODS 
Data were obtained from an experiment planted 15 June 1977 at the 
Iowa State University Agronomy Research Farm near Ames, Iowa. Plant 
LEAF AREAS IN GRAIN SORGHUM 343 
development and stature were normal during the growing season. Planting was 
later than usual because of dry weather, but rainfall was received shortly after 
planting. Moisture was not limiting thereafter. 
The experiment was arranged in three replicates of a split-plot design, 
with row spacing randomized as whole plots and a 2 x 2 factorial combination 
of hybrids (tall and short) and plant densities (low and high) randomized as 
subplots. Rows were spaced 51, 76, or 102 cm apart, andplantdensitieswere 
128,490 and 256,980 plants/ha. The genotypes tested were two near-isogenic 
hybrids, Combine Kafir 60 x Tx7078 (the "tall" hybrid) and Tx616 Kafir x 
Tx7 07 8 (the "short" hybrid). Each experimental unit (plot) consisted of three 
rows 6.1 m long. 
Beginning at 30 days after planting and continuing each ten days there-
after until 70 days after planting, ten consecutive plants in each plot were 
pulled from the soil, and the roots discarded. Five plants per plot were sampled 
at 80, 90, and 100 days after planting. Care was taken to sample only normal 
and competitive plants. The leaves from each plant were detached and stacked 
in ascending order of occurrence on the plant, secured with rubber bands, and 
wrapped with wet paper towels. Each bundle of plants was identified by plot 
number, placed in a styrofoam box, and stored in a cold room (ca. 4.5C) to 
prevent wilting. 
Areas of individual leaves were measured by using a Licor Model 
LI3000 portable area meter assembled with conveyor belt. The individual 
leaves also were used for measurements of leaf length and maximum widths. 
Leaf areas were recorded to the nearest mm2, leaf length to the nearest cm, 
and maximum width to the nearest mm. The first true leaf developed after the 
seedling leaf was designated number 1, but it never was measured because it 
was very small and was no longer attached to most plants at the first sampling 
date. 
RESULTS AND DISCUSSION 
While leaves matured sequentially during plant development, all had 
essentially reached their maximum area at 50 days after planting, most cer-
tainly so at 60 days. The average area is shown in Table 1. The values listed, 
and those in subsequent tables, are from data pooled over all treatments 
since row spacings, plant densities, and hybrids did not influence these para-
meters appreciably. A wide range of leaf sizes was obtained, ranging from 
5.5 cm2 for leaf number 2 (attained at 30 days from planting) to nearly 
300 cm2 for the fully developed 12th leaf. Most values in Table 1 represent 
an average of 180 observations, and the range of individual leaf areas was 
from 2.5 cm 2 to 350 cm2. Leaf lengths ranged from 8.2 to 59.0 cm, and 
maximum widths from 1.0 to 6.8 cm. 
The procedure used by other investigators (Stickler et al. , 1961; Krish-
namurthy et al., 197 4; Arkel, 1978) to develop a leaf-area factor for sorghum 
involved the regression of actual leaf area on the product of leaf length times 
width. The same procedure was followed in this study, but we determined first 
which of the leaf's linear measurements seemed most appropriate for use as the 
independent variable in the regression equation. Correlations of actual leaf 
area (as measured by the electronic meter) with leaf length, width, and the 
product of length times width were calculated from the data obtained at each 
sampling interval. A summary of these coefficients is presented in Table 2. 
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Table 1. Average area in cm 2 for individual sorghum leaves, Ames, Iowa, 1977 
Leaf Averagea Leaf Averagea 
number area, cm2 number area, cm2 
2 5.5 10 247.5 
3 10.0 11 285.1 
4 21.3 12 293.6 
5 43.0 13 265 .6 
6 74.2 14 206.8 
7 111.9 15 139.9 
8 152.9 16 (flag) 98.4 
9 202.1 
aLeaves 7 through 16, averages for all measurements taken at 50 days from 
planting and later. Leaves 2 through 6, averages for measurement at maximum 
development, 30, 40 , or 50 days past planting. 
Table 2. Phenotypic correlation coefficients for actual leaf area with leaf 
length (L), maximum width (W), and the product of length times 
width (A), Ames, Iowa, 1977 
Leaf 
numbera L w A 
2 0 .78 0.77 0.87 
3 0.69 0.56 0.79 
4 0.66 0.73 0.87 
5 0.71 0.74 0.90 
6 0.79 0.61 0.84 
7 0.69 0 .65 0.85 
8 0.71 0.52 0.84 
9 0.51 0.45 0.77 
10 0.38 0.65 0.85 
11 0.43 0.83 0.92 
12 0.73 0 .89 0.95 
13 0.90 0.91 0.97 
14 0.94 0.93 0.97 
15 0.97 0.88 0.98 
16 0.94 0.87 0.95 
acoefficients for leaf number 2 from data at 30 days after planting, leaves 
number 3 through 6 at 40 days, leaves number 7 through 9 at 50 days, and 
leaves 10 through 16 at 60 days after planting. All coefficients are significantly 
different from zero (P < 0.01). 
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All coefficients are significantly different from zero (P < 0.01), but the 
product of leaf length times maximum width shows the highest correlation 
with actual leaf area for every leaf. Investigations with several other crops also 
have indicated that the product of length times width of the leaf was more 
highly correlated with actual leaf area than was either length or width alone 
(Ackley et al., 1958; Palaniswamy and Gomez, 1974; Schneiter, 1978). From 
these results, we decided that the product of leaf length times width should 
be the best independent variable for use in a regression equation. 
Previous investigations have suggested that regression analysis provides 
an efficient procedure for the development of a single factor that is reliable 
for leaf-area estimation. For this to be correct, the regression equation must 
produce an intercept value not significantly different from zero; otherwise, 
only the complete equation will effectively predict actual leaf area. 
Regression equations were determined from the data obtained at the 
30- through 70-day sampling intervals. Then only the data obtained from fully 
expanded leaves were pooled across sampling intervals, and regression equations 
were calculated on the basis of a larger number of observations (ranging from a 
minimum of 180 to a maximum of 1433). Parameters from these equations, 
and t heir associated errors, plus the coefficients of determination are presented 
in Table 3. 
The equations for most leaves have intercepts significantly different 
from zero. Additionally, most equations have regression coefficients different 
from 0.75. Coefficients of determination generally were smaller for equations 
with intercept values significantly different from zero. Standard errors of the 
regression coefficients tended to be smaller when the regression coefficients 
and the coefficients of determination were relatively high. 
Considering the equations for all leaves, it seemed that when the re-
gression coefficients approached 0. 7 5, the intercept values and standard errors 
or the regression coefficients were smaller, and the coefficients of determina-
tion larger. These results suggest that the best single factor for leaf-area estima-
tion is a number above 0.70 and below 0.77. But it also is clear that only cer-
tain leaves usually produce coefficients in that range. 
Leaves 9, 13, and 15 had equations with intercept values not signifi-
cantly different from zero, and leaves 11, 12, and 14 had intercepts sufficiently 
small that considering them equal to zero probably would not increase the 
errors of estimation substantially. Leaves 9 through 15 are large leaves, located 
in the upper half of the canopy. They ranged in area from 140 cm2 to 294 cm 2. 
If the measurements taken only from leaves 9 through 15 of our experiment 
are considered, the results agree closely with those reported by Stickler et al. 
(1961) and Krishnamurthy et al. (1974). 
Estimates of leaf area in sorghum usually have been made at flowering 
or at later stages of plant development. At these stages, all leaves are fully ex-
panded, but the lower and smaller leaves have dropped from the plant. Leaves 
most often have been sampled randomly, and it is very likely that most leaves 
have been taken from the upper half of the canopy because of ease in sampling. 
A large portion of the leaves measured, therefore, would have sizes and shapes 
corresponding to leaves 9 through 15 of our experiments. 
For studies that analyze growth during several stages of plant develop-
ment, a single factor for leaf-area estimation does not seem adequate. In our 
studies, regression coefficients for leaves measured sooner than 50 days after 
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Table 3. Y intercepts (a), regression coefficients (b), standard errors of the 
intercept (sda), standard errors of the regression coefficient (sdb), 
and coefficients of determination (r2), developed by regression of 
actual leaf area on the product of leaf length times maximum leaf 
width, pooled over sampling intervals, Ames, Iowa, 1977 
Leaf 
Number a b ' sda sdb r2 
2 1.329 0.526 0.186 0.022 0.759 
3 2.142 0 .55 3 0.263 0.017 0.746 
4 4.533 0.569 0.439 0.014 0.818 
5 8.133 0.558 0.964 0.015 0.796 
6 11.891 0.568 1.681 0.015 0.726 
7 17.513 0.580 1.785 0.011 0.712 
8 9.099 0.679 1.656 0.008 0.827 
9 2.644a 0.739 1.645 0.006 0.909 
10 39.514 0.642 3.414 0.011 0.746 
11 17.845 0.703 2.623 0.007 0.887 
12 6.815 0.726 2.067 0.005 0.936 
13 -5.247a 0.754 2.002 0.005 0.939 
14 -10.206 0.755 2.057 0.007 0.919 
15 -l.743a 0.707 1.527 0.007 0.913 
16 16.423 0.581 2.332 0.016 0.762 
alntercept value not significantly different from zero (P < 0.05) 
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Table 4. Y intercepts (a), regression coefficients (b), standard errors of the 
intercept (sda), standard errors of the regression coefficient (sdb), 
and coefficients of determination (r2), developed by regression of 
actual area of individual leaves on the product of L x W x 0.7 5 pooled 
over sampling intervals, Ames, Iowa, 1977 
Leaf 
Number a b sda sdb r2 
2 1.329 0.701 0.186 0.029 0.759 
3 2.142 0.737 0.263 0.022 0.746 
4 4.533 0.759 0.438 0.019 0.818 
5 8.134 0.744 0.964 0.020 0.796 
6 11.891 0.758 1.680 0.021 0.726 
7 19.068 0.764 1.636 0.014 0.713 
8 9.098 0.905 1.656 0.011 0.827 
9 2.644a 0.968 1.646 0.008 0.909 
10 39.514 0.856 3.414 0.014 0.747 
11 17 .845 0.937 2.623 0.009 0.887 
12 6.815 0.968 2.066 0.007 0.936 
13 -5 .247a l.006b 2.002 0.007 0.939 
14 -10.207 1.006b 2.057 0.009 0.919 
15 -l.743a 0.942 1.527 0.009 0.913 
16 16.429 0.774 2.332 0.021 0.761 
aintercept value not significantly different from zero (P < 0.05) 
bRegression coefficient not significantly different from 1 (P < 0.05) 
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planting, and those for the lower six or seven leaves, were appreciably smaller 
(ranging from 0.53 to 0.58) than those for leaves in the upper canopy that 
were sampled beyond 50 days from planting. But it does seem that the 0.7 5 
value should serve quite well practically for the estimation of leaf areas of fully 
developed plants. This is true because the estimates are then made predom-
inantly by using large leaves from the upper portion of the canopy. 
Other studies in sorghum that provide data on the estimation of indi-
vidual leaf areas were not found in the literature. Tejwani et al. (1957) have 
found that different equations were needed to estimate areas of tobacco leaves 
of different sizes. In contrast, Vivekanandan et al. (1972) and Spencer (1962) 
have reported that one equation was sufficient to estimate the areas of all 
leaves in peanuts and cassava, respectively. 
Regression analyses should prove useful for assessing the precision of 
the formula A= L x W x 0.75 as an estimator of actual leaf area. For the esti-
mated and actual values to be equivalent, the regression of actual leaf area on 
the product of L x W x 0.75 should yield a regression equation that satisfies 
two requirements. First, the intercept value should not be significantly differ-
ent from zero; second, the regression coefficient should not be significantly 
different from one. 
Regression equations were calculated for each leaf from the data pooled 
over sampling intervals. Parameters from these equations and the associated 
estimates of error are presented in Table 4. Leaves 9, 13, and 15 had intercept 
values not significantly different from zero, and leaves 13 and 14 had regression 
coefficients not significantly different from one. It is evident again that the 
formula A= L x W x 0. 75 estimates the area of sorghum leaves most effectively 
for the upper half of the canopy, except for the flag leaf. In other words, area 
of the larger leaves is estimated more accurately by this formula than is area of 
the smaller leaves. Since leaf-area measurements in sorghum most often are 
taken at anthesis or later, when all the leaves are fully expanded and the smaller 
leaves have dropped from the bottom of the canopy , the formula seems effective 
and appropriate for those situations. 
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RELATIVE STAGE DURATION OF MICROSPOROGENESIS IN MAIZE1 
Sun-Yuan Hsu and Peter A. Peterson2 
ABSTRACT. To quantify microsporogenesis (MSG)(meiosis through pollen 
maturation), 28 arbitrarily chosen stages or steps (13 of meiotic and 15 of 
pollen maturation have been identified. The relative duration of each stage in 
MSG has been established from a sample of 3,543 spikelets from 479 maize 
tassels at four spikelet positions among 30 genotypes. Sampling was conducted 
between the period of the onset of meiosis of each genotype until the time of 
anther dehiscence and at time intervals of one to two days. 
During the MSG period, pollen development was separated into two 
phases: approximately one-fifth (19 .8%) of the time was in meiosis and four-
fifths (80.2%) in pollen maturation. Of the total meiotic period, approximately 
90% is spent in meiosis I and approximately 10% in meiosis II. The first three 
stages of prophase, leptotene, zygotene, and pachytene, occupy approximately 
72% of the meiotic period. Within the total MSG period, the largest portion 
(25.2%) is in the vacuolate microspore stage. 
One major application of determining the cumulative frequencies of 
each of the 28 stages or steps of MSG is in providing a standard that will aid 
in predicting the flowering date in a breeding or in a physiology program. 
Index words: Zea mays, microsporogenesis, microspore-development, 
meiosis-duration. 
INTRODUCTION 
After a series of morphogenetic steps in the anthers of higher plants, 
pollen grains are formed, conveying male genetic material to the next genera-
tion (Weatherwax, 195 5; Mangelsdorf, 1974). While encased in the sporophytic 
tissue of the anther wall, the diploid microspore mother cell (also identified as 
pollen mother cell) undergoes meiosis, yielding haploid microspores, each of 
which later undergoes a mitotic division and finally differentiates as an auton-
omous male gametophyte (pollen grain). There have been numerous studies on 
the process of meiosis (Rhoades, 19 5 5 ), but only a few on the maturation of 
pollen in plants. The relative duration of the several stages of microsporogenesis 
(MSG; meiosis and pollen maturation), has never been reported in maize. Such 
an understanding is desirable. For example, some cytological events of MSG 
require but a limited amount of time to complete development. The relatively 
longer duration of other stages, perhaps, provides a possible interpretation of 
1Journal Paper No. J-10000 of the Iowa Agriculture and Home Economics Ex-
periment Station, Ames, Iowa. Project No. 2381. 
2Formerly graduate student, ISU, now Associate Plant Breeder, Wantan Sugar-
cane Breeding Station, Taiwan Sugar Research Institute, Wantan, Pingtung, 
Taiwan 909, Republic of China, and Professor, Department of Agronomy, Iowa 
State University, Ames, Iowa, respectively. 
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some complex physiological or cytological activities taking place at certain 
stages of MSG. 
Developmental and quantitative studies of MSG in maize have been 
undertaken using light microscopy. The purpose of this investigation was to 
divide MSG arbitrarily into definable stages of meiosis (13) and pollen matura-
tion (15) as a means of quantifying microspore development and establishing 
the relative duration of each of these stages. 
MATERIALS AND METHODS 
Definition of Terms 
Relative duration The duration of a stage relative to the total 
duration of all stages. 
Relative frequency (RF) Frequency of a given stage relative to the total 
of all stages observed . 
Cumulative frequency (CF) The cumulative frequency (CF) of a given stage 
is accumulated time up to that stage, relative 
to the total observed. 
Synchrony in a broad sense The uniformity of more than one stage (or 
closely related stages) among the meiocytes 
or microspores within a loculus or an anther. 
Synchrony in a narrow sense The absolute uniformity of a stage among the 
meiocytes or microspores within a loculus or 
an anther. 
Genotype classification 
Thirty strains, in five groups (inbreds, tetraploids, Mexican and Colom-
bian varieties, hybrids, and a sweet corn variety) of maize (Zea mays) were 
included in this study (Table 1). 
Among the 17 inbreds, 13 lines (Nos. 1-13, Table 1) represent 13 of the 
original 16 divergent inbreds used to develop the Iowa Stiff Stalk Synthetics 
in 1933, and was kindly supplied by Dr. Amel R. Hallauer. The remaining three 
inbreds, Nos. 28, 29, and 30 (Table 1) originated from Pioneer lines 086, 302, 
and 312, respectively. These three inbreds were obtained from Dr. Don Duvick 
of Pioneer Hi-bred Corn Company, Johnston, Iowa. Inbred No. 26 was ob-
tained from the University of Illinois (Illinois R181B). 
Thr~e tetraploid stocks were accessions from Dr. D. Alexander of the 
University of Illinois in 1964 (No. 16) and in 1972 (Nos. 14 and 15). Both the 
Mexican (Nos. 17, 18, 19 and 20) and Colombian varieties (Nos. 21 and 22) 
were 1971 accessions of native origin (Plant Introduction Station, Ames, Iowa). 
The following hybrid combinations also were used: Number 23 = R181/250, 
No. 24 = 086/695, and No. 25 = 226/R181B (all lines in the combination are 
Pioneer lines except R181B). The sweet corn variety "Country Gentleman" is a 
commercial variety obtained from Henry Field Seeds, Shenandoah, Iowa. 
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Table 1. Maize strains studieda 
1 2 3 
Group Strainb Tassels 
Sampled 
1. A3G-3-1-3 14 
2. FlBl-7-1 13 
(B2xFe-2) 
3. 111Hy 20 
4. 1159 13 
5. I224(Al) 17 
6. Ind461 15 
7. LE23-1-6-2 16 
Inbreds 
8. Ia0s420C2 15 
9. IndTr-9-1-1-6 14 
10. Ind456A 16 
11. 11112-E 15 
12. CI187-2 16 
13. CI540 15 
26. 8 '4913 16 
28. 8 '4909 13 
29. 8 '4906 16 
30. 8 '4903 17 
14. 3'1624 18 
Tetraploids 15. 3'1367 18 
16. 3'1622 14 
17. Ac406 14 
Mexican varieties 
18. Ac415 19 
19. Ac420 20 
20. Ac421 21 
Colombian varieties 
21. Ac436 14 
22 . Ac440 16 
23. 8'4913/4907 16 
Hybrids and varieties 
24. 8'4909/4910 13 
25. 8 '4902/4913 13 
27. Country Gentleman 22 
Total 30 genotypes 479 
Average 15.97 
aTassels sampled per strain ranged 13-22, a total of 479 
bFurther descriptions in Hsu, 197 6 
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Sampling method and microsporocyte techniques 
The first tassel of each strain was collected at or near the onset of 
meiosis in spikelet position 2, shown in Figure 1. Sampling subsequently was 
continued at time intervals of one to two days until anther dehiscence. 
The entire young tassel or, with old tassels, a segment of each of the 
four designated positions (Figure 1) was sampled and fixed in Farmer's solu-
tion (95% ethyl alcohol and acetic acid in a ratio of 3: 1) for 24 to 48 hours 
and stored in 70% ethyl alcohol at room temperature (22°C). 
Preceding the examination of the stages of MSG, three to five spike-
lets were picked from each of the four positions designated as positions 1, 2, 
3, and 4 (Figure 1) and transferred into four vials with identifying labels. From 
two spikelets, three anthers of each upper floret (Figure 2) were examined by 
squashing in aceto-carmine. If more than one stage appeared on one slide, the 
predominant stage was recorded, with one exception: Prophase II was recorded 
as prohase II because the appearance of this stage is extraordinarily rare. In 
each strain, 13 to 22 tassels, with an average of approximately 16 tassels, were 
sampled (Table 1). In all, 3543 spikelets were sampled from 479 maize tassels 
among 30 genotypes. 
Classification of each stage of microsporogenesis 
MSG was arbitrarily divided into 28 steps or stages, of which 13 are of 
meiosis and the remaining 15 of pollen maturation. 
Fifteen steps, from the tetrad stage to the appearance of mature pollen 
at the time of pollen shedding (termed microspore 6.5), have been classified 
according to the morphological changes of the microspores or the developing 
pollen under light microscopic observation. Thirteen of the 15 stages in pollen 
maturation are given in Figure 3. (The various stages were assigned in order to 
conform to the classification scheme tabulated in Table 2.) For identification 
of the stages of pollen maturation, refer to Figures 3 and 4. 
Relative duration of each stage in MSG 
The relative duration of each of the 28 stages in MSG was estimated 
from the upper flowers of 3543 spikelets. In making this determination, it was 
assumed that in a representative sample of pollen mother cells or microspores 
each stage would be present in a proportion corresponding to the time required 
for each stage. This is a slight modification of Laughlin's (1919) method. The 
relative duration or relative frequency (RF) of each of the 28 stages or steps 
then can be written as: 
No. of the given stage in all observations 
RF%= x 100 
No. of all stages included in all observations 
Therefore, a greater relative frequency of a particular stage is an indication of 
the longer duration of that stage. 
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Figure 1. Four positions of a tassel used as reference areas in sampling florets 
RESULTS 
The relative frequency (duration) of each stage of MSG 
The 3543 spikelets constitute a broad representation of spikelet 
samples because they cover all phases of flower development during the whole 
MSG period. The relative frequency (duration) of each of the 28 stages is listed 
in Table 2 (column 4). The leptotene (No. 2) and zygotene (No. 3) stages 
occupy 7.17% and 5.17% of MSG, respectively. On the other hand, it takes 
only 0.06% of the total MSG period to complete prophase II (No. 10) during 
meiosis. As maize cytogeneticists have long observed, early meiotic stages 
occupy a longer portion of meiosis. Of the 13 meiotic stages, each of the eight 
from metaphase I until telophase II occupies less than 1 % of MSG. The 13 
stages of meiosis in total occupy approximately one-fifth (19.83%) of the total 
MSG period (Table 2, column 5). 
356 
A L-- -- I 




















:_ i I 
\. 
B 
Figure 2. Section of spikelets (after Weatherwax, 1955) 
A. Cross section of a staminate spikelet 
B. Longitudinal section of a staminate spikelet 
G, glume; L, lemma; P, palea; Pi, aborted pistill of staminate spikelet; 
St, stamen; Lod, lodicule 
MICROSPOROGENESIS IN MAIZE 357 
Table 2. Relative duration of each of the 28 stages during microsporogenesis 
estimated from the upper flowers of 3404 spikelets. From Leptotene 
to Microspore 6.5 
Frequency Relative Cumulative 
Stages Observations frequency frequency 
(%) (%) 
Premeiosis (139)b 
l a. Lepto 244 7.168 7.168 
2. Zygo 176 5.170 12.338 
3. Pachy 69 2.027 14.365 
4. Diplo 40 1.175 15 .540 
5. Diak 41 1.204 16.744 
6. Meta I 25 0.734 17.478 
Meiosis 7. Ana I 9 0.264 17.742 
8. Telo I 9 0.264 18.006 
9. Inter 10 0.294 18.300 
10. Pro II 2 0.059 18.359 
11 . Meta II 22 0.646 19.005 
12. Ana II 12 0.353 19.358 
13. Telo II 16 0.470 19.828 
14. Tetrad 205 6.022 25.850 
15. Micro 0.5c 21 0.617 26.467 
16. Micro 1.0 304 8.931 35.398 
17. Micro 1.5 24 0.705 36.103 
18. Micro 2.0 192 5.640 41.743 
19 . Micro 2.5 44 1.293 43.036 
Pollen 20 . Micro 3.0 407 11.957 54.993 
maturation 21. Micro 3.5 214 6.287 61.280 
22. Micro 4.0 352 10.341 71.621 
23 . Micro 4.5 106 3.114 74.735 
24. Micro 5.0 117 3.437 78 .172 
25. Micro 5.5 150 4.407 82 .579 
26. Micro 5.8 137 4.025 86.604 
27 . Micro 6.0 349 10.25 3 96.857 
28. Micro 6.5 107 3.143 100.000 
Total 3,404b 100.000 
aFigure preceding each stage represents the coded stage of MSG 
bNot including observations of premeiosis 
csee Figure 3 for explanation 
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0 
Figure 3. Maturation of pollen grains in maize (A-M. x 252. N-0. x 315) 
(legend on nex t page) 
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Figure 3. Maturation of pollen grains in maize (A-M. x 252. N-0. x 315) 
A. Tetrad stage: tetrads of microspores encased in callose. 
B. Microspore 1.0: nonvacuolate microspores just released from 
tetrads after callose dissolution. 
No evident exine (pollen wall). 
C. Microspore 1. 5: early vacuolate microspore stage. Microspore 
enlarging and small vacuole forming. Thin exine forming. 
D, E. F. Microspores 2.0, 2.5, 3.0: midvacuolate microspore stage. 
Microspore enlargement. Vacuoles coalescing. Pollen wall (exine) 
thickens. 
G. Microspore 3.5: late-vacuolate microspore stage. The nucleus 
and pollen pore are located at the opposite ends of the micro-
spore. Vacuoles coalescing. Pollen wall (exine) approaches its 
final thickness. 
H. Microspore 4.0: vacuolate pollen stage (microspore mitosis). 
Microspore nucleus undergoes mitosis to form the generative 
and vegetative (tube) nuclei. The vegetative nucleus is larger 
than the generative nucleus. 
I, J, K. Microspores 4.5, 5.0, 5.5: engorging pollen stage. The 
vegetative nucleus migrates toward the pore first, followed then 
by the generative nucleus. Starch accumulates. Vacuole dimin-
ishes. Intine forms beneath the exine and is much thicker near 
the pore. 
L. Microspore 5.8: engorging pollen stage (pollen mitosis). The 
generative cell begins to divide at this stage, producing two sperm 
cells (see 0 ). 
M. Microspore 6.0: trinucleate pollen stage. The vacuole disappears. 
The mature pollen grains before shedding. 
N, 0. Microspore 5.8 to 6.0: trinucleate pollen stage. Two sperm 
cells produced after the division of the generative cell. The 
vegetative nucleus is observed at a near-central position of the 
pollen grain. N and 0 are the same pollen grains with each 
photo from a different exposure time. 
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Figure 4. Summary diagram of microsporogenesis in Sorghum. Anther in cross 
section showing each locule in a different stage of development: 
drawn to approximately same scale. (legend on bottom of next page) 
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The remaining period of MSG, approximately four-fifths (80.16%), is 
occupied by the 15 pollen maturation stages. Each of the following arbitrarily 
defined pollen maturation stages has a duration of longer than 5% of the MSG 
period: tetrad, mic. 1.0 (early nonvacuolate microspore), mic. 2.0 (vacuolate 
microspore), mic. 3.0 (vacuolate microspore) , mic. 3.5 (vacuolate microspore), 
mic. 4.0 (vacuolate pollen) and mic. 6.0 (trinucleate pollen). Among these 
stages, mic. 3.0, mic. 4.0, and mic. 6.0 each occupies a duration longer than 
10% of MSG. In contrast, mic. 0.5 (the mixed stages of tetrad and early non-
vacuolate microspore) and mic. 1.5 (early vacuolate microspore) each occupies 
less than 1 % of MSG. 
The cumulative frequency is diagrammed along the 28 steps of MSG in 
Figure 5. The cumulative frequency identifies the level of advance of the stages 
in MSG quantitatively. It also provides a convenient method in the estimation 
of the time interval between any two stages of MSG. 
The relative duration of several cytological periods during MSG 
Laser and Lersten (1972), after their survey of cytoplasmic male 
sterility, proposed a diagrammatic scheme of normal microsporogenesis that 
included eight cytological stages, beginning with the onset of the sporogenous 
cell division and ending in the trinucleate pollen stage. In this study, cumulative 
* * * * * 
Figure 4. Summary diagram of microsporogenesis in Sorghum. Anther in cross 
section showing each locule in a different stage of development: 










Late sporogenous mass stage. 
Tetrad stage. 
Late vacuolate microspore stage. 
Engorged pollen stage. 
Surrounding stages of pollen development are all drawn to same 
scale; approximately 3 x anther scale (adapted from Christensen, 
1972). 
Pollen: Vac =Vacuolate 
Microspore: L, M and E VacM-Late, Mid and Early Vacuolate 
microspore. 
Meiosis: SMC Sporogenou s mass cell 
MMC Microspore mass cell 
Epidermis IP 
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Figure 5. Cumulative frequency of the observations of upper flowers in the 
various stages of microsporogenesis (legend on bottom of next page) 
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frequency begins with the leptotene stage instead of the sporogenous cell 
stage and ends in the trinucleate pollen stage when the pollen is shed. The 
relative frequencies of each of the eight cytological periods or stages were 
calculated (Table 3). Nearly one-fifth (19.83%) of the MSG period was spent 
in the process of meiosis and within this meiotic period, 92.3% (18.30/19.83) 
occupied meiosis I. Meiosis II, on the other hand, occupied only 1.5 3% (19.83-
18. 30) of the total MSG period or 7.7% (1.53/19.83) of the meiosis period. 
Approximately four-fifths (80.17%) of the whole MSG period was 
spent in the maturation of pollen grains. The tetrad stage consumed 6.64% 
of the MSG period where four newly formed young microspores are still held 
together by callose. This is followed by the dissolving of the callose and release 
of four haploid nonvacuolate microspores. The nonvacuolate microspore 
stage occupies 9.64% of MSG period and is followed by the enlargement of the 
vacuole and thickening of the pollen wall. The largest part of the MSG period 
(25.18%) is included in the vacuolate microspore stage. This is followed by the 
vacuolate pollen stage, 10.34% of the total MSG, at which time microspore 
mitosis takes place, yielding a generative cell and a vegetative (or tube) nucleus. 
It then takes 14.98% of the MSG period to complete the engorged pollen stage 
where the vacuole gradually disappears and starch or other materials such as 
protein and lipid reserves begin to appear. In the last step of MSG, the trinu-
cleate stage, two elongate sperm nuclei are formed after mitosis of the genera-
tive cell, and the vacuole completely disappears. This stage consumes 13.39% 
of the MSG period leading to completely mature shedding pollen. 
Relative frequencies of meiotic stages 
Of the 3404 upper flowers investigated, 67 5 were in meiotic stages. 
As shown in Table 4, approximately 90% of the total meiotic period is in 
meiosis I, and approximately 10% in meiosis II. Most of meiosis I is spent in 
leptotene (36.15%) followed by zygotene (26.07%) and pachytene (10.22%). 
On the other hand, only 0.3% of meiotic period is spent in prophase II. It 
takes only a short time to complete the development of certain stages such as 
anaphase I (1. 33%), telophase I (1. 33%), interphase (1.48%), prophase II 
(0.30%), anaphase II (1.78%), and telophase II (2.37%). 
* * * * * 
Figure 5. Cumulative frequency of the observations of upper flowers in the 
various stages of microsporogenesis 
LEP leptotene INT interphase 
ZYG zygotene PRO-II prophase II 
PAC pachytene M-11 metaphase II 
DIP diplotene AN-II anaphase II 
DIA diakinesis TEL-II telophase II 
M-1 metaphase I TET tetrad 
AN-I anaphase I MIC microspore 
TEL-I telophase I 
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Table 3. Duration of meiosis and pollen maturation during microsporogenesis 
Relative Eight periods Relative Cumulative 
MSG durationa in MSG frequency frequency 
(%) (%) 
Meiosis I 18.30 18.30 
Meiosis 19.83% 
Meiosis II 1.53 19.83 
Tetrad 6.64 26.47 
Early 
non-vacuolate 
microspore 9.64 36.11 
Vacuolate 
microspore 25.18 61.29 
Pollen 
maturation 80.17% Vacuolate 
pollen 10.34 71.63 
Engorged 
binucleate 
pollen 14.98 86.61 
Tri-nucleate 
pollen 13.39 100.00 
aThe duration of a stage relative to the total duration of all stages 
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Table 4. Relative duration of each of the meiotic stages 
Frequency Relative Cumulative 
Meiosis Stages observationa frequency frequency 
(%) (%) 
Lepto 244 36.15 36.15 
Zygo 176 26.07 62.22 
Pachy 69 10.22 72.44 
Dip lo 40 5.93 78.37 
MI Diak 41 6.07 84.44 
Meta I 25 3.71 88.15 
Ana I 9 1.3 3 89.48 
Telo I 9 1.3 3 90.81 
Inter 10 1.48 92.29 
Pro II 2 0.30 92.59 
Mil Meta II 22 3.26 95.85 
Ana II 12 1.78 97.63 
Telo II 16 2.37 100.00 
Total 675 100.00 
a Frequency observation is estimated from the 67 5 upper flowers 
366 HSU and PETERSON 
DISCUSSION 
Factors that influence the duration of each MSG step 
Although the onset and final maturation of microsporocytes leading to 
pollen grains, beginning with early meiosis and proceeding through the shed-
ding of pollen grains, is a continuous process, several of these activities can be 
divided into arbitrary steps. Some stages require a longer period; others require 
only rather short periods. 
Darlington (1957) and Stern and Hotta (1969) attributed the longer 
meiotic prophase duration to the initiation of several physiological activities. 
During prophase I, extensive growth of the pollen mother cell (Darlington, 
1957; Moss and Heslop-Harrison, 1967) takes place, and this is associated 
with chromosome pairing and crossing over. The extended length of meiotic 
prophase probably is due in large part to these activities (Wolfe, 1972). 
Moss and Heslop-Harrison (1967) suggested that, in maize, the main 
DNA synthesis occurs during the premeiotic period. In the Liliacae, two 
distinct periods of DNA synthesis occur at early- to mid-zygotene, when 
chromosome pairing occurs, and at late zygotene and pachytene, when recombi-
nation is assumed to occur (Hotta, etal., 1966; Hotta and Stern, 1971). Flavell 
and Walker (197 3) indicated that extensive synthesis of DNA occurs in the 
pachytene-diplotene period in wheat and rye. These reports imply that DNA 
synthesis may occur during premeiosis, or early- or mid-prophase, depending 
upon the individual species. 
According to Bennett (197 3 ), both the minimum mitotic cycle time 
and meiotic cycle time have a positive linear relationship with nuclear DNA 
content in the same ploidy-ievel species. Transient peaks in concentrations 
of presumed nucleic acid precursors in Lilium longifiorum and Trillium erec-
tum, particularly deoxyribosides, appear to precede the synthesis of DNA 
occuring during the premeiotic interphase of the pollen mother cells and the 
late microspore interphase. This occurs again at the time of DNA synthesis in 
maturing pollen before the formation of male gametes (Vasil, 1967). Three 
peaks, referring to the total amount of DNA per pollen sac for the sporogenous 
tissues and spores of maize, appear at leptotene-zygotene, vacuolated micro-
spores, and pollen mitosis (Moss and Heslop-Harrison, 1967). 
In this study, the leptotene and zygotene periods occupied 62.22% 
of the meiotic period or 12. 34% of the MSG period. The vacuolate microspore 
stage occupied 2 5 .18% of the MSG period and the pollen mitosis stage com-
prised at least 14.28% (mic. 5 .8 and mic. 6.0) of this period. The long dura-
tion of these three stages corresponds to the three peaks of DNA syntht:sis 
reported by Moss and Heslop-Harrison (1967). 
From the prevaiiing evidence, it seems that there is a positive relation-
ship between the duration of the stages in meiosis or pollen maturation and 
the synthesis of RNA and protein. Further, from this study of relative stage-
duration and a cytochemical study of DNA, RNA, and protein in the develop-
ing maize anther (Moss and Heslop-Harrison, 1967), a clue emerges in inter-
preting the longer relative time required for certain stages as an indicator of 
metabolic assimilation events. 
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Variation of the stage duration in microsporogenesis 
The relative proportion of meiosis taken by the individual stages shows 
some interspecific variation in five cereal genotypes, e.g., diploid and tetraploid 
Secale cereale, hexaploid Triticum, hexaploid triticale and octoploid triticale 
(Bennett and Kaltzikes, 1973). Among these species, the zygotene stage was 
estimated to range from 14 to 24%, and the pachytene stage was from 9 to 24% 
of the total meiotic time. Although, as reported by Bennett and his co-workers 
(Bennett and Smith, 1972; Finch and Bennett, 1972; Bennett and Kaltsikes, 
1973), some variation in stage duration exists among different species, lepto-
tene is invariably the longest single stage and is closely followed by zygotene 
and pachytene in duration (Bennett, 197 3). The stages after pachytene are 
all brief, the shortest, including diakinesis, anaphase I and II, and telophase I 
and II. Among four species (barley, rye, wheat, and triticaie), the duration of 
diakinesis is about half to one-quarter that of the diplotene stage. In maize, 
however, Maguire (1970) estimated that the duration of diakinesis to be about 
five times as long as that of the diplotene stage (in relative frequency), based 
on the examination of one genotype (Table 5 ). In the present study of 30 
maize genotypes, diakenesis was found to be slightly longer than diplotene 
and approximately twice as long as metaphase I or II. The shorter meitoic 
stages include prophase II, interphase, anaphase I and II, and telophase I and 
II. With the exception of the length of diakinesis, the relative duration of the 
meiotic stages of maize as reported herein then agrees with the pattern esti-
mated by Maguire (1970) and by Bennett and co-workers for other species. 
With respect to the duration of the individual phases of pollen matura-
tion, only those of a few species have been reported. In Tradescantia paludosa 
the period from tetrad to microspore mitosis involves five to seven days, with 
the pollen maturing within three or four days after the microspore mitosis 
(Taylor, 1950; Beatty and Beatty, 1953). In contrast to this with the current 
study in maize, we found that the relative duration from the end of meiosis 
(Tetrad) to microspore mitosis (mic. 4.0) is approximately 13 days or 51.79% 
of the MSG period; from microspore mitosis to pollen shedding is slightly more 
than eight days or 3 8. 7 4% of the MSG period (microspore mitosis to the 
beginning of pollen mitosis [mic. 5.8] is 25.34% of the MSG period; and from 
pollen mitosis to anther dehiscence [mic. 6.5] is 13.40% of this period). The 
ratio of these three constituent periods of pollen maturation is approximately 
4: 2: 1. The duration of pollen maturation in five cereal genotypes ranges from 
7.5 days in Triticum aestivum to 16 days in Secale cereale (Bennett and Smith, 
1972), with the ratio of the three constituent stages among these five cereal 
genotypes about 1: 1: 1 or 1. 3: 1: 1. The ratio of the three constituent stages 
of pollen maturation for Zea mays as determined in this study is closer to that 
estimated by Taylor (1950) for Tradescantia paludosa, but quite different from 
that estimated by Bennett and Smith (1972). As for meiosis, it is possible that 
the relative proportion of pollen maturation time required by individual stages 
also shows some interspecific variation in higher plants. 
Variation exists among different species in the proportionate time of 
MSG occupied by meiosis. In octoploid triticale, meiosis occupies 9.24% of 
the total MSG period (a duration of 22 hours in meiosis and 9.0 days in pollen 
maturation)(Bennett and Smith, 1972). In Triticum monococcum, meiosis 
occupie§ 12. 7 3% of MSG period (a duration of 42 hours in meiosis and 12.0 
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Table 5. Comparison of the relative frequencies of meiotic stages from 
diplotene to telophase II estimated by Maguire (1970) and those 
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days in pollen maturation). When anthers of Tradescantia paludosa were 
excised and cultured in media at 25 or 30°C, the duration of meiosis was 
four days or more, and the entire process from the initiative of leptotene to 
mature pollen took from 14 to 17 days (Taylor, 1950). According to Taylor's 
(1950) data, meiosis occupies 28.57% to 23.57% of the whole MSG period. In 
this _study, however, meiosis was found to take up 19.83% of the MSG period. 
This difference may be one between species but it might have been caused by 
the method of sampling. To be certain of obtaining meiosis in a tassel, we 
sampled more frequently from earlier tassels (Hsu, 1976) because of the rela-
tively short duration of meiosis. As a consequence, the value of 19.83% for 
meiosis probably is slightly underestimated. 
Application of the relative duration or cumulative frequency of MSG 
The method utilizing relative duration was first developed by Laughlin 
(1919). He demonstrated the mathematical-biological soundness of a statistical 
and cytological method of measuring both the relative and absolute duration of 
the several arbitrarily delimited progressive stages in cell division. The general 
applicability of this method depends upon the representative nature of the 
sample used. Compared with other methods, such as attached anther or anther 
culture method, the relative duration method is rather simple, reasonably 
accurate, and applicable for the handling of large populations. With the anther 
culture method, Bennett and Kaltsikes (1973) indicated that estimates of the 
duration of individual meiotic stages are subject to much greater error than are 
estimates for the duration of groups of stages. This method is unsuitable for 
timing development of meiotic stages during periods in excess of 24 hours. The 
attached spikelet method is suitable for timing anther development over longer 
periods (Bennett and Kaltsikes, 197 3), but this procedure leads to unavoidable 
damage to the leaves in which the spike is enclosed. The relative duration 
method is free of these disadvantages and is subject to much less external 
environmental interference. Once the absolute duration of the whole period of 
meiosis or microsporogenesis (from leptotene to anther dehiscence) has been 
determined, the absolute duration of each stage of meiosis or MSG can be 
easily recovered. 
The duration of MSG among 30 genotypes is about three to four weeks. 
Assuming that it takes 25 days to complete MSG, the absolute duration of each 
of the 28 stages can be determined from the relative duration of that stage. 
Both relative and absolute durations of each of the 28 stages of MSG in this 
study are given in Table 6. It takes 43, 31, and 12.2 hours to complete lepto-
tene, zygotene, and pachytene, respectively, but it only takes 0.4 hours to 
complete prophase II. Meiosis is completed in approximately five days (119.1 
hours), and pollen maturation is completed in 20 days (480.9 hours)(Table 6). 
Therefore, the duration of leptotene in maize (43 hours) is longer than the 
total duration of meiosis in diploid barley (39.4 hours) or hexaploid wheat 
(24 hours)(Finch and Bennett, 1972). 
The use of the cumulative frequency value is an important indicator of 
stage of development because it identifies the actual stage of microspore 
development. Further, it is very useful in a quantitative study of the rate of 
microspore development and, in addition, has useful applications. A major 
application of the cumulative frequencies of each of the 28 steps or stages of 
Table 6. The absolute duration (in hours) of each of the 28 stages when the period of microsporogenesis (Leptotene to w 
'1 
Microspore 6.5) is 25 days (600 hrs) 0 
Stages Relative Absolute Stages in Relative Absolute 
in duration duration pollen duration duration 
meiosis (%) (hours) maturation (%) (hours) 
1. Lepto 7.168 43.0 14. Tetrad 6.022 36.1 
2. Zygo 5.170 31.0 15. Micro 0.5 0.617 3.7 
3. Pachy 2.027 12.2 16. Micro 1.0 8.931 53.6 
4. Diplo 1.175 7.1 17. Micro 1.5 0.705 4.2 
5. Diak 1.204 7.2 18. Micro 2.0 5.640 33.8 
6. Meta I 0.734 4.4 19. Micro 2.5 1.293 7.8 
7. Ana I 0.264 1.6 20. Micro 3.0 11.957 71.7 
8. Telo I 0.264 1.6 21. Micro 3.5 6.287 37.7 
9. Inter 0.294 1.8 22. Micro 4.0 10.341 62.0 
10. Pro II 0.059 0.4 23. Micro 4.5 3.114 18.7 
11. Meta II 0.646 3.9 24. Micro 5.0 3.437 20.6 
12. Ana II 0.353 2.1 25. Micro 5.5 4.407 26.4 :I: 
IJl 
13. Telo II 0.470 2.8 26. Micro 5.8 4.025 24.2 c:: 
s::w 
27. Micro 6.0 10.253 61.5 ::s Cl. 
28. Micro 6.5 3.143 18.9 "'tl t'!i ..., 
t'!i 
Total 19.828 119.1 Total 80.172 480.9 ::i;:i IJl 
0 z 
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MSG of this study is in the prediction of the flowering date in a breeding pro-
gram. When a developing tassel of a genotype is collected from the field and the 
stage of the microsporocytes at spikelet position 2 (where the most advanced 
stage is located in a tassel) is determined, the first flowering date can be readily 
predicted if the approximate duration of MSG of this genotype is known. For 
example, if the duration of MSG of a given genotype is approximately 25 days 
and the microsporocyte sample collected from the field is at the tetrad stage, 
then this stage (tetrad) can be mapped (or located) approximately five days 
(25 days x 19.8% = 4.96 days) after the initiation of meiosis. About 20 days 
later, anthesis should occur. Major weather changes could, of course, alter these 
predictions. 
The cumulative frequency method is much more reliable than the use 
of the leaf number in the prediction of the stage of tassel maturity. In fact, we 
could not confirm a strict correlation between leaf number and the stage of 
maturity as reported by Mock and Frey (1970). This was not unanticipated 
because microsporocyte development can be independent of leaf development. 
For example, microsporocyte development can advance rapidly in a favorable 
climatic regime with no perceptible change occurring among the leaves (Dham-
maphonphilas, 1971). Bonnet (1940) has previously indicated that the number 
of leaves externally visible is not a reliable indication of the stage of internal 
differentiation. 
For a physiological study of the effects of fertilizers, growth-regulating 
chemicals, and other treatments on the definite stages of meiosis or pollen 
maturation, the cumulative frequencies of these 28 stages estimated among a 
wide collection of maize genotypes may provide an approximate time schedule 
for the application of these treatments. From the complete set of cumulative 
frequencies of the 28 stages in MSG, it is possible to theoretically predict the 
approximate date of any of its anticipated individual stages. This prediction is 
made from the observed stages in the microsporocytes of a developing tassel 
and depends on the approximate duration of the MSG of a given genotype. 
SUMMARY 
The maize staminate spikelet consists of upper and lower flowers. In 
this study, 3543 spikelets were sampled from 479 maize tassels at four spike-
let positions among 30 genotypes. The first tassel of each genotype was col-
lected at or near the onset of meiosis in spikelet position 2 (Figure 1). Con-
tinued sampling was employed afterward at time intervals of one to two days 
until anther dehiscence. Stages were scored in four positions (Figure 1) from 
each tassel. 
An arbitrarily developed standard that includes 28 stages or steps 
(13 meiotic stages and 15 pollen maturation stages) in microsporogenesis 
(MSG) was developed for a quantitative study of the development of micro-
spores. The upper flowers were chosen for estimation of the relative duration 
of each of the 28 stages in MSG. 
The cumulative frequency, a numerical value that identifies the level 
of advance in the stage of the development of microspores, is useful in a quanti-
tative study of the rate of microspore development. An application of a know-
ledge of the cumulative frequencies of each of the 28 stages of MSG is in the 
ability to predict the flowering date in a breeding program. 
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About one-fifth (19.83%) of the MSG period was occupied by meiosis, 
and four-fifths (80.17%) in pollen maturation. The first three stages of pro-
phase, leptotene, zygotene, and pachytene, occupy approximately 72% of the 
meiotic period. The largest portion of the MSG period (25.18%) is in the vacu-
olate microspore stage. 
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FACTORS AFFECTING SCORES ON WRITTEN COMPOSITION 1 
Philip Nagy and Elaine McNally Jarchow2 
ABSTRACT. The study examines the relationship of timed writing perform-
ance, a typical procedure, to untimed writing ability, the goal of writing 
instruction. 
Two composition samples from 320 grade ten students were each 
scored by four judges. The design had several factors: topics, order (time limits), 
students, their country, judges. Their country effects were crossed; students 
and judges nested within country and replication; students within order; and 
judges within topics. 
As well as the main hypotheses, generalizability calculations address 
the issues of writer and judge consistency. 
Index words: composition, scores, cross-cultural, generalizability 
theory, writing performance. 
INTRODUCTION 
The assessment of writing ability has been a long standing concern of 
teachers and researchers in language education. Major overlapping themes of 
research can be discerned in the literature. For example, Bereiter and his 
colleagues and students (e.g., Bereiter et al., 1979), among others, are con-
cerned with the process of writing, with a view to understanding the skills 
necessary to produce good written work and to improving the teaching of 
written composition in the classroom. Godshalk et al. (1966) focus on the 
indirect assessment of writing ability by devices such as multiple-choice tests 
of components of the writing process. Coffman (1971, p. 296), however, in 
a review of the field said that "few of the important questions have been 
answered in any final way.'' 
This is a report on a large scale study of factors influencing grades 
assigned to written composition at the grade ten level, using the methods of 
generalizability theory (Cronbach et al. , 1972). The major concern is not on 
the process of writing, but on that of grading of written products. Clarification 
of the various influences on grading should be of direct interest to those whose 
main concerns are other aspects of written composition. 
The goal of teaching composition is to produce students who are able 
to write for personal purposes in later life. Such "personal purposes," of 
course, will often include later academic pursuits. Assessment of student ability 
is usually done by grading work produced under two sets of circumstances: 
one, over a period of several days under "at home" or "assignment" conditions, 
1 Research sponsored in part by the University Research Grants Committee, 
Iowa State University, Ames, Iowa. 
2Professor, Institute for Educational Research & Development, Memorial 
University of Newfoundland, St. John's, Newfoundland, Canada, and 
Associate Professor, Department of Secondary Education, Iowa State Univer-
sity, Ames, Iowa. 
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and two, within a specific time limit, under exam conditions. The former set 
of conditions is more representative of the end goal of instruction, and the 
assumption has traditionally been that writing ability under exam conditions 
is an accurate reflection of the same ability under more relaxed conditions. 
This assumption has not been tested in any systematic manner. Thus, one main 
purpose of this study has been to compare writing performance under two 
conditions, "at home" and "exam." 
BACKGROUND 
Among the important questions posed by researchers in the assessment 
of writing ability are: 
1. Can writing ability be assessed through indirect (amenable to 
machine scoring) methods? 
2. Is it more efficient and reliable to score essays analytically or 
holistically? 
3. What are the variables influencing written composition quality? 
How are they best controlled to improve reliability of estimates of 
writing ability? 
The last question is of direct concern to this report, but accurate estimation of 
writing quality is a major tool in research on the first two also. Any discussion 
of related research cannot entirely separate the three questions. 
Godshalk (1966) studied the relationship between direct and indirect 
assessment of writing ability at the high school level. Among other concerns, 
he necessarily sought reliability estimates for scores assigned to his direct 
measures. To combat the well known inconsistency of essay grades, a technique 
of obtaining multiple writing samples from each student and having these 
graded by several graders was employed. Five topics were assigned to each 
student. The essays were timed, some forty minutes and some twenty minutes, 
and included both descriptive and expository topics. The readers, five for 
each essay, with no experience in high school student productions, were asked 
to make holistic judgments (3, 2, or 1). In total, some 25 readers rated 646 
papers and achieved a reliability estimate of 0.921 for the reading, and 0.841 
for the total essay score. Godshalk's calculational methods were based on 
analysis of variance (Ebel, 1951) but did not follow the methods of general-
izability theory directly. Reanalysis of the data presented in Godshalk's Table 1 
(page 12) produces a generalizability coefficient of student writing ability, 
for five topics crossed with five readers, both random, of 0.912. Three broad 
generalizations from this study are: "The reliability of essay scores is primarily 
a function of the number of different essays and the number of different 
readings included." " ... the unreliability of essay tests came from two major 
sources: the differences in quality of student writing from one topic to 
another, and the differences among readers in what they consider the char-
acteristics of good writing." "The most efficient predictor of a reliable direct 
measure of writing ability is one which includes essay questions or interlinear 
exercises in combination with objective questions." This latter conclusion, 
while central to Godshalk's objective, is incidental here. 
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Many researchers (e.g., Finlayson, 1951; Vernon and Millican, 1954) 
have considered essay scoring procedures primarily in terms of their reliability. 
In a major review, Coffman (1971) concluded that "a) different raters tend to 
assign different grades to the same paper; b) a single rater tends to assign 
different grades to the same paper on different occasions; and c) the differ-
ences tend to increase as the essay question permits greater freedom of re-
sponse" (p. 277). According to Coffman, raters differ in a number of ways: 
a) severity; b) extent to which they distribute grades throughout the score 
scales; and c) understanding of relative values assigned papers. Reliability 
becomes greater when a small group whose backgrounds of instruction are 
homogeneous act as scorers. 
Bond and Tamor (1979) reported that while differences in judges have 
been well documented, little is known about the variability of student per-
formance over different occasions. In the present context, little is known about 
the relationship between performance with and without the pressure of time. 
A concern over scoring procedures has led researchers to distinguish 
between holistic and analytic scoring. Prior to this distinction, scorers were 
often provided a list of do's and don'ts. For example, Ahman and Glock (1975) 
suggested , "If the spelling, penmanship, grammar, and writing style of the 
responses are to be scored, it should be done independently. If this is not 
possible, score them a second time yourself, doing so without knowledge of 
your first judgments" (pp. 13 9-141 ). 
More recently, though, the holistic scoring method has been accepted 
by both practitioners and researchers. It asks the rater to form a judgment of 
the whole product and assign a rating on that basis. The analytic method by 
contrast might produce a series of criteria (e.g., McNally, 1978) and suggest 
weightings. In similar fashion, Diederich and Link (1967) proposed five anal-
ytic characteristics: ideas, form, flavor, mechanics, and wording. 
Coward (1950), however, suggested that it is possible to get two holistic 
ratings in the time it takes to do one analytic score and that the former will 
provide equivalent reliability. And Coffman (1971, p. 295) said, "There is 
some evidence, for example, that for content examinations raters are able to 
distinguish more than nine quality levels without an appreciable increase in 
the time required for making the ratings." Powills et. al. (1979) described an 
Indianapolis Writer's Clinic for teachers of seventh and eighth graders. The 
teachers, volunteers for the clinic, participated in a holistic scoring experiment 
of two controlled writing assignments. The researchers concluded that the 
holistic method was an efficient and reliable method of scoring papers. The 
readers, scanning for overall effect (not details) at the rate of 64 papers per 
hour, achieved an average reliability (Cronbach's alpha) on the sum of three 
independent ratings of about 0.80. Possibly supportive of holistic procedure, 
Conlan (1980) reported scorer frustrations because of the time needed for 
analytic scoring. 
Although the major sources of variation among scores on written 
composition are inter- and intra-student and judge differences, some investiga-
tions have demonstrated the effect of other variable on score variance. For 
example, handwriting and its effect on raters was addressed by Markham 
(1976) who asked the question, what is the effect of quality of handwriting on 
elementary school teachers evaluation of elementary school children's written 
work? After analysis of 45 teachers' and 36 student teachers' evaluations, she 
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concluded that papers with better handwriting consistently received higher 
scores than did those with poor handwriting regardless of quality of content. 
This conclusion was also drawn at the secondary level by Chase (1968), Briggs 
(1970), and Soloff (1973). 
Chase (1979) continued this consideration of the handwriting variable 
by considering the effect of achievement expectancy on scores given essay 
tests which varied widely in quality of handwriting. He concluded that hand-
writing alone was not the most significant variable in scoring. In fact, when 
high expectancy was coupled with poor handwriting, expectancy appeared 
to negate the effect of poor handwriting. We eliminated the influence of 
handwriting quality in the present study by having the essays typed prior to 
their review by the judges. 
Another important variable in studying writing is that of mode of dis-
course. Cooper (1977) has noted that different writing attributes characterize 
varied modes of discourse. For example, expository writing, i.e., developing 
an argument, takes much less time in words per minute than narrative writing, 
e.g., a personal experience. 
Crowhurst (1978) concluded that argument outranks both narration 
and description in syntactic complexity for grades six and ten. Rosen (1969) 
found that fifteen and sixteen year olds produced longer T-units in referential 
writing than they did in expressive or personal writing. Coffman (1971), con-
sidering the nature of the essay test, produced the perhaps obvious postulate, 
"The more complicated the question, the more time required to compose and 
record the answer" (p. 280). 
Shale (1978), examining different modes of discourse, discussed criteria 
which have been identified for analytic scoring. In "A Factorial Analysis of 
Evaluation of English Composition" (1978) he identified criteria common to 
both exposition and description. In his study 168 twelfth grade students wrote 
on two topics at home (one descriptive and one expository). Four well trained 
markers scored the essays. The findings prompted the researcher to conclude 
that the evaluation criteria used by the judges were somewhat dependent on 
the kind of writing, and that even when the same criteria were used to evaluate 
expository and descriptive writing, these were often perceived differently by 
raters. 
Following the recommendations of Coffman (1972), the present study 
uses holistic ratings on a more detailed rating scale than those reported above. 
It includes estimates of the effects on essay grades of topics, time limits, the 
countries of both students and judges, as well as the influences of student 
and judge variations, as previously investigated by others. Among the most 
noteworthy omissions in the list of investigated variables is the influence of 
scoring context, in the sense of whether a paper is preceded in the scoring pile 
by high or low quality products. For a discussion of this variable, see Hughes 
et al. (1980). 
DESIGN AND SAMPLE 
One hundred sixty grade ten students were randomly selected from 
schools agreeing to participate in both the Province of Newfoundland and the 
State of Iowa. Each student wrote essays on two topics, one in thirty minutes, 
and the other in one class period with overnight revision. Topic 1 was 
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descriptive: "Describe trying to get to sleep with a mosquito buzzing;" and 
topic 2 was an argument: "Argue for or against the statement 'Children over 
the age of fourteen should have as much say as parents in reaching decisions 
which affect the entire family.' " Topic order was reversed for half the stu-
dents. All writing samples were typed "as is" to eliminate the influence of 
handwriting quality. 
Selection of students within schools was random, but selection of 
schools were not. In Newfoundland with a largely rural population, an attempt 
was made to solicit cooperation from schools in the larger centres (roughly 
comparable to middle-sized Iowa districts), in order to make the samples from 
the two locations more comparable. In Iowa, with the use of available standard-
ized test data from the areas in which schools were located, an attempt was 
made to specify schools which were approximately matched on test scores, 
school size, and community size. Thus, the samples are cross-sectional in 
nature, tending more towards rural (in Iowa terms) than urban, and, on bal-
ance, slightly below national norms. No claim is made that the samples are 
"matched." 
Schools were assigned, in pairs, one from each location, to Group 1 
or Group 2 treatment. Of the 22 cooperating schools, approximately half were 
large enough to have more than one grade ten class. In these cases, a middle 
ability academic class was chosen. In four schools, two classes were used. 
The data were collected and instructions given to the students by 
either school or board office personnel or by a research assistant. Written 
instructions were given the administrators of the writing samples, and a form 
provided for them to report any difficulties. Four classes were lost because 
administrators failed to follow directions or because they withdrew their 
participation. 
The written samples were checked, and any which gave away the 
author's location were eliminated from the sample. Those which, despite 
instructions, were too long to have been written in thirty minutes were elim-
inated. As it happened, the longest selection, almost 5 00 words, was written 
in the short time limit. 
Eighty students (ten for each duplication) were needed to fill each of 
the country-group cells for the eight duplications. After removal of data as 
described above and removal of single, unpaired samples, from 85 to 140 
students remained for each of the cells. The design cells were filled by random 
selection from the data pool. 
Sixty-four judges, 32 from each country, were selected through per-
sonal recommendation of school board personnel and acquaintance with the 
investigators. All were qualified, experienced teachers of grade ten English. 
Approximately 80 teachers were approached to fill the 64 vacancies. Once 
they had agreed, no one backed out. The teachers were paid an honorarium 
for their cooperation. 
SCORING 
Judges were given no specific instructions for scoring. In keeping with 
the intention of following everyday classroom practice as much as possible, 
they were asked to grade on the scale F, D-, D, ... A, A+ according to the 
implicit standards they had developed in their experience with grade ten 
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students. Judges were given the topic title, but no information on time limits 
or the origins of the students in the sample. Lack of information on the time 
limits created a slightly artificial situation, but this seemed a reasonable com-
promise. For analysis, scores were converted to a scale of 1-13, ranging from 
'F' to 'A+.' 
Each student paper was graded by four judges, two from each country. 
Each judge graded a total of 40 papers. 
RESULTS 
Consistency of Judges 
The judges differed in their scoring, as expected from the literature. 
Using the 13-point scale for averaging, and then converting back to the nearest 
letter, the average grade awarded by a judge over the 40 papers graded varied 
from a 'D' to a ' B.' In average grade awarded, the 64 judges broke down as 
follows: D, 5; D+, 7; C-, 13 ; C, 18 ; C+, 12 ; B-, 6 ; B, 3. These results show con-
siderable differences in expectations on the part of experienced, qualified 
teachers of grade ten English. 
This analysis, however, tends to exaggerate the differences in grading 
among teachers. Even though the sets of students were formed randomly, they 
would be expected to differ in performance. Thus, not all of the variation re-
ported in the above paragraph is due to inconsistent grading practices. How-
ever, 16 sets of four judges graded the same 40 papers. Within these sets, any 
spread across judges is a direct reflection of differing standards. In only one of 
the 16 sets was the spread across all four judges near one unit on the 13-point 
scale. Most sets of judges had a spread of two, three, or four points, while in 
one set of judges the spread was five points. 
Average grade awarded is only one possible way of considering con-
sistency. The correlation between judges who scored the same papers might 
also be summarized. If two judges rank students and spread them out in approx-
imately the same order, their scores will produce a high correlation, even 
though the average grades awarded by each might differ substantially. If one 
judge consistently gave every paper three points more than another, their 
correlation would be perfect. On the other hand, two judges could award 
identical average grades but have a low correlation because they rank ordered 
the students differently. 
Looking at the 16 sets of four judges who scored identical papers, six 
correlation coefficients (all pair-wise comparisons among the four judges) can 
be produced for each set, for a total of 96. To put these figures in perspective, 
a correlation less than 0.50 can be tabulated as considerable inconsistency 
between a pair of judges, 0.50 to 0.70 adequate consistency, and over 0.70 
quite high consistency. On this basis, of the 96 correlations, 21 would be 
rated poor, 52 adequate, and 2 3 high . Thus, it seems that the problem of aver-
age grade differences between judges is more serious than the problem of judge 
intercorrelations. 
Influence of Various Factors 
A summary of the distribution of grades awarded is presented in 
Table 1. Column 1 gives a breakdown of the scores of the entire sample (320 
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11-A- 4.3 4.8 3.8 4.4 4.2 4.2 4.4 2.7 5.9 
12-A 3.4 3.7 3.1 3.8 3.0 3.5 3.3 2.6 4.2 
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students x two topics x four judges/topic). The scores are positively skewed, 
with a mean of 5.78, between 'C-' and 'C.' Considerably more low grades have 
been awarded than high grades. There are more grades of 'F' than 'A-,' 'A,' and 
'A+' combined. 
Time Limits 
Columns 2 and 3 give the results broken down by time limits. Contrary 
to expectations, there is a small but consistent difference in grades in favor of 
the short time limits. Since students were writing under the understanding that 
the grades would "count," this cannot be explained by suggesting that students 
would not bother with any effort at home merely to cooperate with a research 
project. It perhaps suggests instead that students write as well (or better) under 
the stress of timed conditions as when given the greater leisure of an entire class 
period plus opportunity for over-night revision. It would be an interesting ex-
tension of this study to see if lengthening the time limits (and the length of 
the writing sample) might change this tentative conclusion. For example, 
would grades differentiate between a one hour time limit and a one week time 
limit? 
Topic 
Columns 4 and 5 give a breakdown for the two topics. There is a 
difference in grades, in favor of the descriptive topic. Unlike the time limit 
effect, inspection of the pattern of grades shows a trend in the difference. 
The descriptive topic was awarded fewer grades in the range 'D+' to 'B-,' 
and more in the 'B' to 'A' range. The number of very low grades was about 
equal in both cases. 
Geographic Origin of Students: Newfoundland versus Iowa 
Columns 6 and 7 show that the Newfoundland students scored consid-
erably higher than Iowa students, on average, more than 0.50 points higher on 
the 13-point scale. Inspection of the table shows that they were awarded far 
fewer failing grades, which was compensated for by more grades in the range 
'C-' to 'B-.' There were about equal numbers of good grades. The difference 
appears to be real, statistically significant, and large enough to be educationally 
important. The cause, however, is open to question. Matching of the two 
groups was done roughly, on the basis of school and community size, and on 
the basis of standardized test scores available for earlier grades in the same 
communities. The finding could be attributed to a poor match across locations. 
Or, since the matching was on scores for earlier years, the higher dropout rate 
in Newfoundland could lead to a better student, on average, remaining in 
the academic schools in Newfoundland. This is because a system of regional 
vocational schools draws vocationally oriented students away from the largely 
academic high schools. By contrast, the schools in. Iowa largely maintain young 
people of the subject ages and are more composite in nature. 
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Country of Judges 
Columns 8 and 9 report the grades awarded by judges from the two 
countries. Iowa judges, on average, gave scores a full point higher than New-
foundland judges. The awarding of far fewer failing grades by the Iowa judges 
is balanced by more very good grades. Numbers of grades in the average range 
are about equal. 
Individual variations among judges are large. Four judges gave failing 
grades to 15 or more of the 40 papers they scored. All were from Newfound-
land. Twenty judges gave no failing grades, and 17 of these were from Iowa. 
At the other end of the scale, considering 'A-,' 'A,' and 'A+' as one grade of 
'A,' only one judge, from Iowa, gave more than ten to twelve 'A's. Ten judges 
gave no 'A' grades, nine of them being from Newfoundland. 
This pheonomenon perhaps reflects not so much a difference in expecta- , 
tion of quality of work but in the language through which work is judged. That 
is, Iowa judges tend to consider a "typical" or average paper to be -worth a 
higher grade on the 'F' ... 'A+' scale. As long as the language and expectations 
are understood, and internally consistent, no problems arise. Problems do arise, 
however, when location comparisons are made. 
It is important to realize that, for the values in Table 1, judges from 
both countries scored essays from both countries, but they were unaware of 
country of origin of the papers. If the Iowa papers had been marked only by 
the Iowa judges, scores would not be comparable with Newfoundland papers 
marked only by Newfoundland judges. This seems an important finding and 
is worthy of further investigation. 
Improving Reliability of Scoring 
Analysis of the scores by the methods of generalizability theory shows 
that judges are more consistent in their scoring than students are in their writ-
ing. For a given amount of marking time, it is more efficient to estimate the 
writing ability of students by having them produce more than one writing 
sample, with each sample marked by one judge. The alternative, in which a 
given sample is scored by several judges, produces lower reliability. 
DISCUSSION 
The purposes of this report were: one, to document the lack of con-
sistency among scorers of essays; two, to report the effect of time limits on 
essay performance; and three, to make recommendations on improving effi-
ciency of scoring which are practical in a classroom situation. 
On the first issue, considerable evidence was presented that the scoring 
of essays is subject to major idosyncratic variations. This judgment is not to 
condemn the 64 judges who participated in this study. Representative of the 
better, experienced teachers of high school English, they, however, differ in 
background, expectations, and subjective criteria in their definitions of good 
writing. The fault, if that is the proper term, lies instead in the nature of the 
task. 
Procedures which have been demonstrated to improve scoring reli-
ability, such as use of training sessions and sample essays, it should be noted, 
384 NAGY and JARCHOW 
were deliberately avoided, in order to generalize to classroom reality. It can be 
argued that the essays were marked " out of context" in that the conditions 
of writing and the students were unknown to the judges. Such a criticism 
points to the limitations of research of this nature. However, when teachers are 
aware of the author of test material, they often award scores for what they 
think the student intended to say, rather than what he/she actually said. 
The second issue, that of time limits, produced an interesting result. 
Judges were unaware of the fact that different time limits were involved. 
Further research is obviously required, but one possible explanation of the 
results is that students operating under the longer time limits don't push them-
selves particularly hard during the first class period, on the assumption that 
they could work at their leisure later. However, once home, they may have 
lost their ambition. 
The last issue, concerning the improvement of reliability, must not 
be overgeneralized. As with Godshalk (1966) , the results of this study suggest 
more writing samples to be more efficient than more scorers. One is tempted 
to generalize to an exam situation, such as the provincial exams in Newfound-
land, and suggest that the students should produce two writing samples, rather 
than one, and that each should be scored once , rather than twice. This, how-
ever, assumes that a student would show as much variation in writing quality 
on two time limit essays written during the same exam as on a timed and un-
timed performance a week or more apart. This has not been demonstrated. 
This research responds to those questions which Coffman maintained 
"have (not) been answered in any final way. " The study also supplies data, 
in some instances, clarifying the nature of the remaining unanswered questions. 
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EFFECTS OF DIFLUBENZURON ON ALFALFA WEEVIL LARVAE1 
AND UPON TOXICITY OF METHIDATHION AND CARBOFURAN2 
Ching-Mei Chu and William A. Brindley3 
ABSTRACT. Increasing concentrations of diflubenzuron (Dimilin TM, 
TH-6040) in the diet of larval Hypera postica (Gyllenhal) led to reductions in 
survival, pupal weight, and adult weight and to increases in developmental 
time. Diflubenzuron LC50 levels ranged from 102.5 ppm for four days of 
exposure to 14.0 ppm for 28 days of exposure. A dose of 10 ppm difluben-
zuron reduced 24 and 48 h LC50 values for methidathion to 46% of the con-
trol value, while the same diflubenzuron exposure reduced carbofuran LC5 0 
values to 64% and 81 % of the control values for 24 and 48 h respectively. 
Additional index words: Hypera postica, Dimilin. 
INTRODUCTION 
Braithwaite et al. (1976) have shown diflubenzuron to be effective 
against the alfalfa weevil, Hypera postica (Gyllenhal). Neal (1974) found that 
treatment of field plots with diflubenzuron had significant larvicidal effects and 
also led to considerably smaller adults among the survivors. The prevention of 
normal cuticular development by diflubenzuron (Wellinga et al., 1973) could 
facilitate the penetration of insecticides and thus the susceptibility of weevils 
to other insecticides used on alfalfa. 
These experiments were conducted to (1) quantify diflubenzuron's 
toxicity to larval weevils and its effects on weevil growth and survival and (2) 
to determine if there is an interaction, detectable by biological assay, between 
diflubenzuron and two insecticides. 
MATERIALS AND METHODS 
Alfalfa weevil adults were collected from fields near Logan, Utah and 
were allowed to oviposit in fresh alfalfa cuttings kept under a nine h photo-
period at 21°C and 60-80% RH (Bennett, 1971). After hatching, larvae were 
fed fresh alfalfa leaves or leaf powder (Hsiao and Hsiao, 197 4). 
Diflubenzuron-containing diets were prepared by adding 10 ml 
of an acetone solution of technical diflubenzuron (95%; donated by the 
1 Coleoptera: Curculionidae. 
2A contribution from the Utah State Agric. Exp. Stn., Journal Paper No. 2258, 
and the Department of Biology, College of Science, Utah State Univ. This 
research was supported by Utah Agric. Exp. Stn. Project 645. 
3Department of Biology, Utah State University, Logan Utah. Correspondence 
should be addressed to the junior author, Department of Biology, UMC 5 3, 
Utah State University, Logan, Utah 84322. 
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Thompson-Hayward Chem. Co., Kansas City, KS) to 10 g of leaf powder for 
each 100 ml of diet. After mixing and drying, the diet was prepared using the 
treated leaf powder. Checks of untreated leaf powder and controls of acetone-
treated leaf powder also were prepared. 
Replicates of five larvae each were maintained under a 16-h photo-
period at 26.5°C and 60-80% RH. The larvae were checked every other day for 
mortality and growth. Larval instars were distinguished by head capsule width 
(Bartell and Roberts, 1974). Newly formed pupae were individually weighed, 
and the emergence of adults was recorded daily. 
Bioassays were conducted to determine if exposure to sublethal levels 
of diflubenzuron (10 ppm) would alter the lethality of a four h exposure to 
methidathion (97 .2%; donated by the Geigy Chemical Co., Ardsley, NY) or 
carbofuran (99%; donated by the Niagara Chemical Co., Richmond, CA). At 
least ten replicates of five larvae each were removed from either the control 
diet, the diet containing 10 ppm diflubenzuron or fresh alfalfa cuttings and 
placed in glass vials treated with different concentrations of methidathion or 
carbofuran (Brindley, 1975). After four h in the vials, the larvae were returned 
to their original diet. Larval death, defined as the total lack of movement even 
with mild prodding, was recorded 24 and 48 h later. 
The data were analyzed by probit analysis, t tests, or least significant 
difference tests as appropriate. 
RES UL TS AND DISCUSSION 
Preliminary experiments with 0.1, 1, 10, and 100 ppm of difluben-
zuron in the leaf powder diets led to further studies with 5, 10, 20, 40, and 80 
ppm. Newly hatched larvae quickly began feeding and their first molt occurred 
between two and four days. At 80 and 100 ppm, a high mortality occurred 
after two days. All larvae on 100 ppm diflubenzuron died within 12 days and 
those on 80 ppm died by the 14th day. 
Table 1 summarizes effects of diflu benzuron on weevil growth. There 
was no significant difference between check or control replicates. There was a 
significant difference in the development time between controls and 5 ppm of 
diflubenzuron. Mean pupal and adult weights decreased with increasing diflu-
benzuron concentrations, becoming significantly different from the controls 
with 1 and 0.1 ppm, respectively. Higher levels of diflubenzuron had more 
severe effects. The percent yields of all stages decreased with increasing diflu-
benzuron concentration with a large difference being noted between 10 and 20 
ppm. This difference was important in selection of 10 ppm as the concen-
tration for studies of diflubenzuron interactions with carbofuran and meth-
idathion. 
The LC 50 for 28 days of feeding on a diflubenzuron-containing diet 
was 14 ppm wnereas 20 ppm would result in 50% mortality within 12 days of 
feeding (Table 2). 
Diflubenzuron at 10 ppm was therefore a sublethal level which, how-
ever, has a significant effect upon growth of these ins~cts. The bioassays to 
test for insecticide interactions were therfore conducted with larvae fed 
10 ppm diflubenzuron. 
Table 3 shows that the toxicity of methidathion or carbofuran 24 or 
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Check 88 86 80 18.7±0.6a 9.0 ± 0.4a 7.8 ± 0.4 a "Tl 
> 
Control 88 86 82 18.9 ± 0.6 a 8.9 ± 0.4 a 7 .9 ± 0.4a ~ "Tl 
0.1 84 78 74 19.2 ± 0.6 ab 8.6 ± 0.5 ab 7.3±0.4b > :; 




5 74 70 66 19.9 ± 0.8 be 8.0 ± 0 .5 cd 6.8 ± 0.5 cd t== 
10 74 68 60 20.6 ± 0.7 c 7.7 ± 0.5 d 6.5 ± 0.5 d ~ > 
20 30 24 20 23.4 ± 0.8 d 6.9 ± 0.6 e 5.8 ± 0.4 e 
::i:; 
< > 
40 6 6 4 25.0 ± 1.0 d 6.5 ± 0.6 e 5.6 ± 0.3 e t'l1 
a Any 2 means followed by the same letter are not significantly different at the 1 % level, least significant difference test w 
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Table 2. Concentration-mortality equations (probit mortality= m log ppm + b) 
for alfalfa weevil larvae fed up to 28 days with diflubenzuron-contain-
ing diets a 
Days LC50 9 5% confidence limits b m 
(ppm) (ppm) 
4 102.5 71.6 - 182.2 1.00 1.33 
6 30.8 25.4 - 37 .2 0.07 1.98 
8 24.6 20.7 - 29.1 -0.80 2.43 
10 21.3 18.2 - 25 .0 -1.67 2.87 
12 19.0 16.1 - 23.3 -1.82 2.99 
14 18.3 15.4-22.1 -1.54 2.89 
16 17.3 14.5 - 20.8 -1.40 2.86 
18 17.1 14.3 - 20.7 -1.35 2.84 
20 16.4 13.5 - 19.9 -0.94 2.68 
22 15.4 12.7-18.6 -1.10 2.79 
24 14.8 12.3 - 17.6 -1.61 3.05 
26 14.6 8.6-23.2 -1.71 3.10 
28 14.0 11.7 - 16.6 -2.12 3.31 
a x2 (0.01) = 6.63 
All concentration-mortality relationships were significant at 0.01 level, lowest 
x 2 being 18.12 
Table 3. Toxicity of methidathion and carbofuran after a 4 h exposure to 4th instar alfalfa weevil larvae reared under 0 -







Rearing time LC50 95% Confidence Limits c:: 
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Methidathion Fresh leaves 24 5.5 3.1 - 12.4 2.04 1.08 
~ 
V'l 
48 1.8 1.0-3.1 1.02 1.22 0 z 
Control diet 24 3.5 1.7-8.8 2.94 0.81 > 
I:""' 
48 1.5 0.8 - 2.8 2.60 1.10 "rJ > 
Di flu benzuron 24 1.6 0.9 - 2.8 2.38 1.19 I:""' 
"rJ 
diet 48 0.7 0.4 - 1.1 2.37 1.43 > 
~ 
~ 
Carbofuran Fresh leaves 24 6.7 2.9 - 26.6 2.99 0.71 ~ < -48 1.8 0.9 - 3.6 2.93 0.92 I:""' 
Control diet 24 5.3 2.3 - 19.4 3.12 0.69 
I:""' 
> 
48 1.6 0.3 - 14.3 3.38 0.74 ~ < 
Diflubenzuron 24 3.4 1.5 - 10.7 3.25 0.69 > ~ 
diet 48 1.3 0.6 - 2.8 3.32 0.79 
a x 2 (0.01) = 6.63; all concentration-mortality relationships were significant at 0.01 level, lowest x 2 being 12.66 
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leaves or acetone-treated leaf powder diets. Diets that contained 10 ppm 
diflubenzuron did slightly lower the LC 5 0 values for the insecticides, espe-
cially for methidathion. Both the 24 and 48 h LC 50 values for methidathion 
were reduced 54%, but since the slopes of the dose-mortality regression lines 
differed, this effect was not seen at all lethality levels. Regression lines for 
carbofuran had nearly equal slopes but there was hardly any effect upon the 
48 h LC50. The 24 h LC.so for carbofuran was reduced to 64% of the control 
LC50 for larvae reared with a sublethal level of diflubenzuron, the 48 h being 
reduced to 81%. 
Since the data are based upon lethal concentrations rather than lethal 
doses, it is not possible to determine if the reductions in carbofuran or methid-
athion toxicities parallel decreases in larval weight. 
Other studies of diflubenzuron effects upon coleopterans have demon-
strated reductions in hatchability of F 1 eggs (McLaughlin, 197 6) and adult 
emergence (Taft and Hopkins, 1975). Our experiments did not test any of 
these effects but do suggest diflubenzuron concentrations that might be used 
for similar studies in alfalfa weevils. 
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SURVEY OF SOME MOLECULARLY DISPERSED ODOROUS 
CONSTITUENTS IN SWINE-HOUSE AIR l 
E. G. Hammond and R. J. Smith2 
ABSTRACT. The amounts of tri- and tetramethylpyrazines, butyric acid, and 
p-cresol, compounds previously shown to account for most of the odor in 
filtered swine-house air, were measured in a swine house over a period of seven 
months. The amounts of these compounds in the air were below the odor 
threshold except for butyric acid, which exceeded the threshold slightly. The 
amounts of pyrazines, cresol, and butyric acid adsorbed on the dust in a given 
volume of air were less than those dispersed molecularly in the air. A mech-
anism to account for the strong odor of the dust is suggested. 
Index words: odors, swine, particulates, dust. 
INTRODUCTION 
Hammond et al. (1974) reported that the chief odorous constituents in 
concentrates of filtered swine-house air were diacetyl, hexanal, tri- and tetra-
methylpyrazine, butyric acid, and p-cresol. Later reports (Hammond et al., 
1979) emphasized the vital role of dust in the perception of most odors from 
swine confinement facilities and named butyric, phenylacetic and hydrocin-
namic acids; p-cresol and ethylphenol; and several carbonyl compounds as the 
chief odorous compounds adsorbed on the dust. Hammond and Smith (in 
press) also devised an analytical method for determining these compounds 
on the minute amounts of dust in air samples and reported typical concentra-
tions of many of these odorous compounds on swine-house dust. 
Others have reported the importance of various acids and phenols in 
swine wastes (Schaefer et al., 1974; Miner et al., 1975; Lunn and Van de 
Vyver, 1977; and Yasuhara and Fuwa, 1977a, 1977b, lj79). Schaefer (1977) 
reported that swine-house air contained 2.5 to 75 µglm of p-cresol, but there 
is no other information of the concentration of these compounds in swine-
house air. Undoubtedly the amount of these odorants on dust determines the 
perception of swine odors, but presumably the dust gains its odors from com-
pounds molecularly dispersed in the air. Thus information about the air con-
centration of these compounds is important to an understanding of the mech-
anisms leading to odor perception. 
This study reports observations of the amount of molecularly dispersed 
butyric acid, pyrazines, p-cresol, and dust in swine-house air over a period of 
seven months. 
1Journal Paper No. J-10091 of the Iowa Agriculture and Home Economics 
Experiment Station, Ames, Iowa. Project 2126. 
2Professor, Department of Food Technology, and Professor, Department of 
Agricultural Engineering, respectively, Iowa State University, Ames, Iowa. 
The authors acknowledge the technical assistance of Joan Kozel. 
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METHODS 
Chemical analysis 
The 700-head swine-finishing building and porous polymer air-sampling 
device have been described in a previous study (Hammond et al., 1974). The 
building was in full capacity operation throughout the study. Samples were 
taken at lL/min for 24 h, and the air entering the apparatus was filtered 
through a Type AA Millipore filter with a 0.8-µm pore (Millipore Corp, Bed-
ford, MA). The porous polymer trap was eluted with 150 ml of diethyl ether-
methanol (99:1, v/v). The ether was freshly distilled from sodium and then 
saturated with water. 
The pyrazines were isolated from the ether-methanol elute by passage 
through a 10 x 1.2-cm column packed with 2 g of Celite 545 impregnated with 
1 ml of 2N H2so4. The column was washed with 3 ml of ether, and air was 
passed through the column at 0.7 L/min for 2-3 min to remove most of 
the ether. Next, NH 3 was passed through the column at 0.1 L/min to neutralize 
the H2so4 in the column. The end point was detected by passing the gas from 
the column into a tube containing bromthymol blue indicator. As soon as the 
acid was neutralized, pyrazines were washed from the column with 3 ml of 
ether. The ether was evaporated to 200 µl in a 40 C water bath, with the water 
level kept below the ether level at all times. The final volume of the ether was 
measured with a 250-µl syringe, and the pyrazines were determined by injecting 
an aliquot of the ether solution into a gas chromatograph fitted with a hydro-
gen flame detector and a 180 cm x 6.3 mm glass column packed with 15% 
Carbowax 20 M on 100/120 mesh Chromosorb W. The temperature was pro-
grammed from 50 C at 6° /min. Helium at 40 ml/min was the carrier gas. The 
peak areas and retention times were compared with those of known amounts 
of tri- and tetramethylpyrazine. 
After the pyrazines had been removed from the ether-methanol eluate 
of the trap, butyric and other acids were removed by stirring the eluate with 
1 ml of 1 % sodium carbonate solution. The sodium carbonate solution was 
collected by centrifuging and removed with a syringe. The ether layer was 
washed with an additional 2 ml of water. The sodium carbonate solution and 
washings were placed in a small vial containing 2 µl of 1 N sodium hydroxide 
and evaporated on a steam bath with a stream of nitrogen. The dry sample, 
100 µl of decanol and 35 µl of concentrated sulfuric acid, were incubated at 
55 C for 70 min with the vial sealed to esterify the acids. To remove the excess 
decanol, the solution was transferred with 200 µl of ether-hexane (55/45, v/v) 
to a 6-mm microcolumn containing 2 g of Fisher Adsorption Alumina (Fisher 
Scientific Company). The column was washed with ether-hexane until 5 ml 
of eluate were collected in a 5-ml volumetric flask. A 5-µl aliquot of the eluate 
was injected into the gas chromatograph. The conditions were the same as used 
for the pyrazines, except that the temperature was held at 125 C. The area and 
retention times were compared with authentic decyl butyrate. 
After the acids have been removed from the ether-methanol eluate of 
the trap, cresol was recovered by drying the eluate with 12 g of anhydrous 
sodium sulfate and passage through a 30 x 1.5 cm column containing 18 g of 
Fisher Adsorption Alumina, which had been hydrated and dried to 125 C for 
16 h. To recover the cresol from the column, methanol-water (112, v/v) was 
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added to the column. The first 8 ml of ether displaced from the column were 
discarded, and the remaining ether (about 5 ml) and the first 6.5 ml of the 
methanol-water to come through were collected in a 15-ml centrifuge tube. 
Two drops of 1 N hydrochloric acid and enough water were added to the eluate 
to make the volume of the lower layer 8 ml; the eluate was centrifuged, and the 
ether layer (about 5 ml) was removed. The tube and interface were washed 
with 200 µl of ether, and the ether layer and washings were evaporated to 1.5 
ml at 40 C with the same precaution as used in the evaporation of the pyrazine 
fraction. The ether layer again was washed with 1 ml of water to remove 
additional methanol, and the evaporation was continued to 800 µl. The residual 
volume was measured with a 1-ml syringe, and an aliquot was injected into the 
gas chromatograph. The conditions were the same as for pyrazines, except that 
the column was held at 17 5 C. Peak areas and retention times were compared 
with those of authentic p-cresol. 
Dust measurements 
The amount of dust was determined by weighing the Millipore filter 
before and after the sample collection. The dust count and distribution were 
determined with a Model 218 portable particle counter (Royco Instruments, 
Inc., Menlo Park, CA). 
Odor measurement 
Vapor pressures of tri- and tetramethylpyrazine were determined by 
the submerged bubblet method (Smith and Menzies, 1910; Thompson, 1949). 
Thresholds were determined by comparing the intensities of dilutions of air, 
saturated with a compound, with the intensities of a series of butanol standards 
and extrapolation to the threshold of butanol (Patte et al., 1975). 
RE SUL TS AND DISCUSSION 
Verification of analytical method 
The capacity of the expanded polystyrene traps to remove the odor 
constituents from swine-house air was demonstrated by connecting two traps in 
series and pulling swine-house air through them at 1 L/min for 24 h. Pyrazines, 
volatile acids, and cresol were detected in the first trap but not in the second. 
The trap had a limited capacity for the more volatile diacetyl and hexanal, so 
this procedure would not be used for them. 
Recoveries of trimethylpyrazine, butyric acid, and p-cresol added 
directly to the porous polymer in the trap averaged 97%. The main error in the 
recoveries are attributable to error in measuring the aliquots for the gas chrom-
atograph. The low values may be caused by losses during the separation. 
Some error in dust weight was caused by variable absorption of mois-
ture by the Millipore filter, but this was less than 1 mg. 
The fractionation scheme successfully removed the many odorless 
compounds that interfere with the analysis of the odorous compounds. The 
pyrazine fraction showed the presence of methyl- and dimethylpyrazine and 
several unknown compounds, as well as tri- and tetramethylpyrazine. Acetic 
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and propionic acids and occasional traces of higher fatty acids were found, 
along with bu tyric acid. 
Observations on the swine house 
Table 1 shows the average concentrations and standard deviations of 
the odorous compounds in filtered swine-house air during a period of seven 
months. The amount of p-cresol is in the same range as reported by Schaefer 
(1977). The amount of dust was similar to that reported by Burnett (1969). 
The dust particles ranged from about 10 µm down. The typical distribution 
range was: 10 µm, 600-2200; 5-10 µm, 550-3000; 1-5 µm, 4900-22,000; and 
0.5-1 µm, 7500-25,000 particles/L. 
Table 2 presents the odor thresholds of the selected compounds and 
shows that all except butyric acid were below the odor threshold in the swine-
house air. Even at 31 times threshold, butyric acid has only a weak odor. 
This agrees with the report of Hammond et al. (1979) that if the particles are 
removed, swine houses, lagoons, and feedlots are almost odorless. 
Table 3 gives the correlation among the variables. Butyric acid and 
tetramethylpyrazine concentrations were correlated positively with temper-
ature and negatively with humidity. The pyrazines were correlated negatively 
with dust weight. Probably these compounds are produced by bacterial action 
on swine wastes. The kinds of these microorganisms and the nature of conse-
quent fermentation are influenced by temperature and water activity. Seemingly 
the production of tetramethylpyrazine and butyric acid are favored by high 
temperature and low humidity. The negative correlation of butyric acid and 
pyrazines with dust (significant in the case of trimethyl pyrazine) probably 
is because the production of the odorants was favored by high temperatures 
when high ventilation rates were used in the swine house. Cresol production is 
influenced much less by temperature and humidity than pyrazines and butyric 
acid. 
Comparison of these results with the amounts of p-cresol and butyric 
acid attached to the dust particles shows that the weight of odorous com-
pounds on the dust was about 20-25% of that which was molecularly dispersed 
in the same volume of air (Hammond and Smith, in press). Since removal of 
the dust eliminates the odor, this suggests that adsorption of the odorants on 
dust amplifies the odor, although compounds other than p-cresol and butyric 
acid contribute to the dust odor. 
We believe this is because the dust particles holding adsorbed odorants 
more readily adhere to tissues in the nasal passages than the odorants molec-
ularly dispersed in the gas phase. Studies have shown that particles 1 µm or 
larger are efficiently removed from the air by the nose (USHEW, 1969). The 
olfactory membrane is located at a sharp bend in the nasal airstream, where 
colloidal particles are particularly likely to be thrown out of the airstream. 
The particles, in contact with the wet membranes of the nose, release their 
load of odorous compounds directly on or near the olfactory apparatus. 
From the concentration of bu tyric acid and p-cresol on the dust 
(Hammond and Smith, in press) and molecularly dispersed in the air, one 
can calculate that a dust particle would have to absorb the odorant from a 
volume of air 4 x 107 times as great as the particle. The transfer probably 
is achieved by the relative motion of particles and air past each other under 
gravity and in drafts. 
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Table 1. The average concentration in µg/1000 L and standard deviations of 
various constituents in swine-house air sampled for 24 h each week 
from October to June 
Trimethylpyrazine 
Tetramethylpyrazine 




Relative humidity range 
0.45 .:.':: 0.36 
0.09 .:.':: .27 
80 .:.':: 32 
7.3 .:!: 5.3 
4.1.103 .:.':: l.9·103 
6 - 33 c 
65 - 90 
Table 2. Threshold for odorous compounds in swine-house air, and the ratio 
of observed to threshold concentration 
Compound Threshold cone. a Observed conc./Threshold conc.b 
Minimum Maximum 
Trimethylpyrazine 1.3 x 10-1 1.1 x 10-4 1.5 x 10-3 
Tetramethylpyrazine 3.3 x 10-9 0 6.0 x 10-2 
Butyric acid 1.4 x 10-9a 7.9 3.1 x 10 
Cresol 2.4 x 10-8 1.3 x 10-2 1.9 x 10-1 
a Mo I. fraction at 2 5 C 
b A value of 1 means the observed concentration is at threshold 
Source: aF. Patte, M. Etcheto, and P. Laffort. 1975. Selected and standardized 
values of suprathreshold odor intensities for 110 substances. Chemical Senses 
and Flavor 1: 283-305 







*Significant at 0.05 













Dust Swine house 
weight Temp. Rel. 
Hum. 
-0.61** 0.21 -0.31 
-0.51 0.7 3 * * -0.56* 
-0.38 0.84** -0.68* * 
0.12 -0.27 0.07 










ODOROUS CONSTITUENTS IN SWINE-HOUSE AIR 399 
LITERATURE CITED 
Burnett, W. E. 1969. Odor transport by particulate matter in high density 
poultry houses. Poultry Sci. 48: 182-185. 
Hammond, E.G., G. A. Junk, P. Kuczala and J. Kozel. 1974. Constituents of 
swine-house odors, pp. 364-372. In: Livestock environment (Proceed-
ings, International Symposium). Amer. Soc. Agric. Engineers, St. 
Joseph, Ml. 
------, C. Fedler, and G. Junk. 1979. Identification of dust-borne odors in 
swine confinement facilities. Trans. Amer. Soc. Agric. Engineers 22: 
1186-1189, 1192. 
------, and R. Smith. In press. Analysis of odorous compounds on dust 
from air samples. Agric. and Envir. 
Lunn, F., and J. Van de Vyver. 1977. Sampling and analysis of air in pig 
houses. Agric. and Envir. 3: 15 9-169. 
Miner, J. R., M. D. Kelly, and A. W. Anderson. 1975. Identification and 
measurement of ammonia evolution rates from manure-covered sur-
faces, pp. 351-355. In: International Symposium on Livestock Wastes. 
Amer. Soc. Agric. Engineers, St.Joseph, Ml. 
Patte, F., M. Etcheto, and P. Laffort. 1975. Selected and standardized values 
of suprathreshold odor intensities for 110 substances. Chem. Senses 
and Flavor 1: 283-305. 
Schaefer, J., J. M. H. Bemelmans, and M. C. Ten Noever De Brauw. 1974. 
Oderzoek naar de voor de stank van varkensmeterijen verant woorde-
lijke componenten. Landbouwkundig Tijdschrift (NL) 86-89, 228-232. 
------. 1977. Sampling, characterization and, analysis of malodors. Agric. 
and Envir. 3: 121-127. 
Smith, A., and A. W. C. Menzies. 1910. Studies in vapor pressure. II. A simple 
dynamic method applicable to both solids and liquids, for determining 
vapor pressure, and also boiling points at standard pressures. J our. 
Amer. Chem. Soc. 32: 907-914. 
Thompson, G. W. 1949. Determination of vapor pressure, pp. 141-251. Jn: 
A. Weissberger. Techniques of organic chemistry. Vol. 1, Pt. 2, 2nd ed. 
Physical methods of organic chemistry. Interscience, N .Y. 
United States Department of Health, Education, and Welfare. Publication of 
the National Air Pollution Control Administration. 1969. Air quality 
criteria for particulate matter. AP-49. 
Yasuhara, A., and K. Fuwa. 1977a. Odor and volatile compounds in liquid 
swine manure. I. Carboxylic acids and phenols. Bull. Chem. Soc. Japan 
50: 731-733. 
------ and ------. 1977b. Odor and volatile compounds in liquid 
swine manure. II. Steam distillable substances. Bull. Chem. Soc. Japan 
50: 3029-3032 . 
------and ------. 1979. Quantification of phenols in gas from rotten 
liquid swine manure by computer-controlled gas chromatography-mass 
spectrometry. Bull. Chem. Soc. Japan 5 2: 3 311-3313. 
