This paper builds on two covering Hopf algebras of the Hopf algebra QSym of quasisymmetric functions, with linear bases parameterized by compositions. One is the Malvenuto-Reutenauer Hopf algebra SSym of permutations, mapped onto QSym by taking descents of permutations. The other one is the recently introduced Hopf algebra RQSym of weak quasi-symmetric functions, mapped onto QSym by extracting compositions from weak compositions.
1.1. Hopf algebras of various symmetric functions. Beginning with the pioneering work of Joni and Rota [24] , many combinatorial objects have been endowed with Hopf algebra structures which, while giving precise algebraic meanings of combinatorial operations, provided intuitive realizations of abstract concepts. Furthermore, relationship between different combinatorial objects are made precise as homomorphisms between these Hopf algebras through which properties in one Hopf algebra become better understood through the interaction with other Hopf algebras.
Central among these "combinatorial Hopf algebras" are the Hopf algebras Sym of symmetric functions [14] , QSym of quasi-symmetric functions [16] , NSym of noncommutative symmetric functions [15] and SSym of permutations [29, 30] . Homomorphisms among these Hopf algebras are summarized in the commutative diagram 
demonstrating the close relations among partitions, compositions and permutations. For instance, the multiplication of two fundamental quasi-symmetric functions in QSym is made much simpler when the functions are lifted to SSym and multiplied there by means of the shifted shuffle product.
Quasi-symmetric functions were formally introduced by Gessel [16] in 1984 as a source of generating functions for Stanley's ordinary P-partitions [43] , even though the related ideas can be tracked back much earlier. Since then they have found applications in diverse areas in mathematics including Hopf algebras [12] , representation theory [20] , number theory [21, 22] , algebraic topology [3] , discrete geometry [5] and probability [19] . The pivotal role played by quasisymmetric functions was conceptualized by the property that the Hopf algebra of quasi-symmetric functions is the terminal object in the category of combinatorial Hopf algebras [1] .
The space of quasi-symmetric functions is canonically spanned by monomial quasi-symmetric functions parameterized by compositions, that is, by vectors of positive integers. In order to study generalizations of symmetric functions in the context of Rota-Baxter algebras envisioned by Rota [39] , the authors introduced in the recent paper [45] the Hopf algebra RQSym of weak quasi-symmetric functions, linearly spanned by monomial weak quasi-symmetric functions parameterized by weak compositions, that is, by vectors of non-negative integers. To deal with the divergence of such a function caused by the zero entries in a weak composition, the notion of a regularized composition (called an N-composition in [45] ) was introduced to give a "regularization" of the weak quasi-symmetric functions. It is shown that QSym is at the same time a Hopf subalgebra and a Hopf quotient algebra of RQSym via a Hopf algebra surjection ϕ 1 : RQSym → QSym, leading to the following extension of the commutative diagram in Eq. (1):
HSym (signed permutations) 
which suggests a "pullback" Hopf algebra HSym together with suitable Hopf algebra homomorphisms ϕ 2 and D 2 .
In a nutshell, the purpose of this paper is to complete this square. We next give an outline of the paper centered around this diagram.
1.2.
Outline of the paper. The Malvenuto-Reutenauer Hopf algebra [29, 30] , also known as the Hopf algebra of free quasi-symmetric functions [11] , is SSym = n 0 kS n , linearly spanned by permutations in the symmetric groups S n and equipped with the shifted shuffle product of permutations.
Signed permutations on n letters naturally form a group under composition, called the n-th hyperoctahedral group and denoted by B n . This is recalled in Section 2 in order to obtain a Hopf algebra HSym = ∞ n=0 kB n of signed permutations (Theorem 2.5). Here the multiplication turns out to be defined by a shifted quasi-shuffle product of signed permutation, which calls for a quasi-shuffle algebra with a weight and with the generating algebra not necessarily commutative.
In Section 3 we first give some background on quasi-symmetric functions and weak quasisymmetric functions. The Hopf algebra homomorphism D 1 : SSym → QSym in [29, 30] was defined by taking descents of permutations. By taking weak descents, each signed permutation is associated with a unique regularized composition, giving rise to a linear map D 2 : HSym → RQSym. The Hopf algebra surjection ϕ 1 : RQSym → QSym in [45] was defined by extracting a composition from a regularized composition. Likewise, we define a linear surjection ϕ 2 : HSym → SSym by extracting a permutation from a signed permutation. Then the commutativity of the resulting left square in diagram (2) is verified in Theorem 3.3, on the level of linear maps.
The fact that ϕ 2 is a Hopf algebra homomorphism is proved in Theorem 4.10, in which the interpretation of the shifted quasi-shuffle product as a stuffle product plays a key role.
In order to verify that D 1 is a Hopf algebra homomorphism [29, 30] , the notion of P-partitions was used to realize the fundamental quasi-symmetric functions as generating functions for partitions of permutations, showing that the shifted shuffle product of two permutations is sent to the product of the two corresponding fundamental quasi-symmetric functions.
To apply this idea to verify the Hopf algebra homomorphism property of D 2 , we need a suitable generalization of P-partitions. There are a number of generalizations of P-partitions. Stembridge [41] outlined how the generating functions of enriched P-partitions give peak quasisymmetric functions. Chow [9] studied type B quasi-symmetric functions using ordinary type B P-partitions which is a simpler version of the notion due to Reiner [36] . Petersen [34] connected type B enriched P-partitions to type B peak algebras. Lam and Pylyavskyy [25] defined set-valued P-partitions, which are maps that take nonempty finite sets of positive integers as values.
For our purpose, we introduce another generalization of P-partitions. They are called signed P-partitions and are defined from signed permutations. We show that the generating function for the signed P-partition of a signed permutation is precisely the fundamental weak quasi-symmetric function indexed by the regularized composition coming from the signed permutation by taking weak descents (Theorem 5.4). Thus this process coincides with the linear map D 2 . Further this process sends the shifted quasi-shuffle product of signed permutations to the product of the corresponding fundamental weak quasi-symmetric functions, thereby showing that D 2 is a Hopf algebra surjection (Theorem 5.9).
Notations. Unless otherwise specified, an algebra in this paper is assumed to be defined over a field k of characteristic zero. Denote by N the set of nonnegative integers and P the set of positive integers. Given any m, n ∈ P with m n, let [m, n] = {m, m+1, · · · , n} and [n] = [1, n] . For a set A of positive integers, the poset notation A = {a 1 < a 2 < · · · < a k } indicates that A = {a 1 , a 2 , · · · , a k } and a 1 < a 2 < · · · < a k .
Hopf algebra of signed permutations
In this section we show that the linear space of signed permutations carries a Hopf algebra structure that naturally extends the Malvenuto-Reutenauer Hopf algebra of permutations.
The Malvenuto-Reutenauer Hopf algebra [29, 30 ] SSym = n 0 kS n is linearly spanned by the permutations S n on [n], n 0, with the convention that S 0 = {ı}, ı being the identity. The elements π ∈ S n are viewed as words π = (π(1), π(2), · · · , π(n)) or simply π 1 π 2 · · · π n . If m is a positive integer, then let π[m] := (π 1 + m)(π 2 + m) · · · (π n + m), regarded as a permutation of [m + 1, m + n].
For two permutations σ ∈ S m and τ ∈ S n , their shifted shuffle, denoted by σXτ, is the shuffle of σ and τ[m], so σXτ = σXτ[m] is the sum of permutations in S m+n whose first m smaller values are in the same relative order as σ and whose last n larger values are in the same relative order as τ[m]. For example, we have 12X12 = 12X34 = 1234 + 1324 + 1342 + 3124 + 3142 + 3412.
Then SSym is a Hopf algebra with the shifted shuffle product X and the shifted deconcatenation coproduct ∆ := (st ⊗ st)δ, where δ is the deconcatenation coproduct and st is the usual standardization on words, replacing the i-th smallest element of a word by i. More precisely,
For instance, ∆(1324) = ı ⊗ 1324 + 1 ⊗ 213 + 12 ⊗ 12 + 132 ⊗ 1 + 1324 ⊗ ı. See [2] for further background on the Malvenuto-Reutenauer Hopf algebra.
Let [n] ± denote the set {n − , · · · , 2 − , 1 − , 0, 1, 2, · · · , n}, where the additive inverse −n of an integer n is denoted by n − for notational clarity. A signed permutation of [n] is a permutation π of the set [n] ± such that π(i − ) = π(i) − for i ∈ [0, n]. This notion has many applications in algebra and combinatorics [7, 32, 37] . Signed permutations of [n] naturally form a group under composition, called the n-th hyperoctahedral group and denoted by B n , which is a Coxeter group of type B. We identify the n-th symmetric group S n with the subgroup of B n consisting of all signed permutations π such that π([n]) = [n]. We will equip HSym = n 0 kB n with a product and a coproduct which give a Hopf algebra structure on HSym, such that SSym is a Hopf subalgebra and a Hopf quotient algebra of HSym.
For a signed permutation π, it is easy to see that π(0) = 0. So π is uniquely determined by the images of 1, 2, · · · , n. So we will write π = (π(1), π(2), · · · , π(n)) or simply π = π 1 π 2 · · · π n . The number n is called its length and denoted by ℓ(π). For example, π = 53 − 246 − 1 − is the signed permutation that maps 1 to 5, 2 to 3 − , 3 to 2, and so on.
Motivated by the notions of standard permutation [38] and colored standardization [33] , for a word w = a 1 a 2 · · · a n on the alphabet set Z\{0}, we define its standard signed permutation to be the unique signed permutation st(w) = b 1 b 2 · · · b n ∈ B n such that (a) for i ∈ [n], b i and a i have the same sign, To extend the shifted shuffle product X on the space SSym of permutations to the space HSym of signed permutations, we make use of the quasi-shuffle product, by including a weight and removing the commutativity condition on the generating algebra. See also [10] .
Let A be a set whose elements are called alphabets or letters. Let A * denote the free monoid generated by A whose elements are called words on the letter set A, including the the empty sequence, denoted by ı and called the empty word.
Given a word w = a 1 a 2 · · · a n on A with a i ∈ A for i ∈ [n], we call a i the parts of w and n the length of w, denoted by ℓ(w). The length of the empty word ı is defined to be 0. Then the linear space kA * with the concatenation product is the free associative algebra k A on A. Next suppose that there is an associative product • on kA. Fix λ ∈ k. We define a new k-bilinear multiplication ⋆ λ = ⋆ λ,• on k A by making ı = 1 k ı ∈ k A the identity element and define the product recursively by
for all letters a, b in A and all words u, v in A * . We remark that the restriction of the commutativity of the product • in the original construction of [21, 22] is removed here.
As in [22] , we define the deconcatenation coproduct δ :
Then (k A , δ, ǫ) is a connected cograded coalgebra with k A = n 0 k A n , where k A n is the subspace spanned by the words of length n.
Analogous to [22] , we have Since k A 0 = kı, the bialgebra (k A , ⋆ λ , δ) is a connected cograded coalgebra, and hence is a Hopf algebra [13, 31] .
For the second statement, if • is commutative, then so is ⋆ λ as in the classical case of weight λ = 1 [21] . Conversely, by Eq. (4), for any letters a, b, we have
so the commutativity of ⋆ λ implies the commutativity of •.
If λ = 0 or the product • is identically zero, then ⋆ λ specializes to the usual shuffle product X on k A . If λ equals to 1 and −1 respectively, then ⋆ λ coincides with the quasi-shuffle products * and ⋆ in [22, 23] dictating the products of multiple zeta values and multiple zeta-star values, respectively. Following [22] , we will call ⋆ λ the quasi-shuffle product of weight λ with respect to • and call (k A , ⋆ λ ) the quasi-shuffle algebra of weight λ. We next apply this quasi-shuffle product to signed permutations. Let A be an alphabet set and fix a subset Y of A. Let χ Y be the characteristic function of Y. Define a product • Y on kA by setting Now fix a λ ∈ k, we define the shifted quasi-shuffle product ⋆ λ of weight λ on HSym with ı being the identity element. Take A to be the set −P ∪ P, and take Y to be the subset −P. Then the product • Y becomes
where a, b are nonzero integers. By Lemma 2.2, the product • is associative.
For σ ∈ B m and τ ∈ B n , define the shifted quasi-shuffle product ⋆ λ of weight λ with respect to • by
where ⋆ λ is the quasi-shuffle product of weight λ in Eq. (4), τ[m] is the word on the alphabet set [m − + n − , m − + 1 − ] ∪ [m + 1, m + n] obtained by replacing each i ∈ P in τ by i + m and each i − ∈ −P by i − + m − , respectively. For example, Proof. It suffices to show that ⋆ λ is associative. To this end, it is enough to show that (π⋆ λ σ)⋆ λ τ = π⋆ λ (σ⋆ λ τ) for all signed permutations π ∈ B m , σ ∈ B n , τ ∈ B p . By Eq. (7), we have
Note that the signed permutations in st(π ⋆ λ σ[m]) have length at most m + n. So by Remark 2.3, we have
On the other hand, we have
and the associativity of ⋆ λ follows from that of ⋆ λ guaranteed by Theorem 2.1.
Define the shifted deconcatenation coproduct ∆ as in Eq. (3):
for any σ = σ 1 σ 2 · · · σ m ∈ B m . For example,
This coproduct is obviously coassociative. Also define a counit
Theorem 2.5. For any λ ∈ k, the quadruple (HSym, ⋆ λ , ∆, ǫ) is a Hopf algebra, called the Hopf algebra of signed permutations with weight λ. It contains the Malvenuto-Reutenauer Hopf algebra SSym as a Hopf subalgebra.
Proof. We first show that (HSym, ⋆ λ , ∆) is a bialgebra. It suffices to show that ∆ and ǫ are ⋆ λpreserving. This is trivial for ǫ. To show the statement for ∆, we first observe that for any word π on −P ∪ P, we have ∆(st(π)) = ∆(π). By Theorem 2.1, δ is a ⋆ λ -homomorphism. Then for any σ ∈ B m and τ ∈ B n , we have
(by the definition of st)
This shows that ∆ is a ⋆ λ -homomorphism. Hence HSym is a bialgebra.
Let HSym n = kB n , n 0. Then HSym = n 0 HSym n is a cograded coalgebra, that is, ∆(HSym n ) ⊆ p+q=n HSym p ⊗ HSym q for n 0, n 1
HSym n ⊆ ker ε.
Note that HSym 0 = kı, so (HSym, ⋆ λ , ∆) is a bialgebra such that (HSym, ∆, ε) is a connected cograded coalgebra. By [13, 31] , HSym is a Hopf algebra.
The restriction of ⋆ λ to permutations is the shifted shuffle product and the coproduct ∆ on signed permutations extends the one on permutations, proving the second statement.
Relationship among the Hopf algebras
In this section, we provide surjective Hopf algebra homomorphisms ϕ 2 and D 2 from the Hopf algebra HSym of weak permutations to the Hopf algebra RQSym of weak quasi-symmetric functions and the Hopf algebra SSym of permutations respectively, so that the commutativity of the diagram (2) holds. We begin by providing background on quasi-symmetric and weak quasi-symmetric functions. See [7, 27, 28, 42, 45] for further details.
3.1. Weak compositions and regularized compositions. Let N := N ∪ {ε} be the additive monoid obtained from the additive monoid N by adjoining a new element ε such that 0 + ε = ε + 0 = ε + ε = ε, n + ε = ε + n = n for all n 1.
For convenience we extend the natural order on N to N by defining 0 < ε < 1.
Given an element n ∈ N, a weak N-composition α = (α 1 , α 2 , · · · , α k ) of n is an ordered finite sequence of elements of N whose sum is n. We call α i the parts of α, n the weight of α, denoted by |α|, and k the length of α, denoted by ℓ(α). In particular, we call α a composition if all of its parts are positive, a weak composition if all of its parts are nonnegative, a regularized composition if all of its parts are either positive or ε, regarded as the "regularization" of a weak composition when the zero parts of the weak composition are replaced by ε. We write α | = n if α is a composition of weight n.
For example, 6 has a composition (1, 2, 3), a weak composition (1, 0, 2, 3), a regularized composition (1, 2, ε, 3) and a weak N-composition (1, 0, 2, ε, 3). For convenience, we denote by ∅ the unique weak N-composition, called the empty composition, whose weight and length are designated to be 0. Given n in N, let C(n) and C(n) denote the set of compositions and regularized compositions of n, respectively. We write C, WC and C for the sets of compositions, weak compositions and regularized compositions, respectively. Clearly, we have C = WC ∩ C.
Replacing a weak composition α by its regularized composition noted above starts with the map
and is given by the natural bijection
This enables us to define weak quasi-symmetric functions in Section 3.2.
We write ε i for a string of i parts of ε. Then any regularized composition α can be expressed uniquely in the form
. Denote by α the composition obtaining from the regularized composition α by omitting its ε parts. Then α = (s 1 , s 2 , · · · , s k ). Further, for the length and weight of α, we have
We call ℓ ε (α) := i 1 + i 2 + · · · + i k+1 the ε-length of α and ||α|| := |α| + ℓ ε (α) the total weight of α. Clearly, |α| = ||α|| if and only if α is a composition. The descent set of α is the subset of [||α||] defined by
Note that ||α|| ∈ D(α) if i k+1 = 0, and ||α|| D(α) otherwise. Thus, the integer ||α|| = |α| is in the descent set if α is a composition, which is different from the usual notation in the literature [42] . This is because we will need to use the total weight ||α|| to determine whether the last part of α is ε or a positive integer, when α is a regularized composition. Any composition α = (α 1 , α 2 , · · · , α k ) of n naturally corresponds to its descent set D(α) = {α 1 , α 1 +α 2 , · · · , α 1 +α 2 +· · ·+α k−1 , n}. Note that this is an invertible procedure; that is, if S = {a 1 < a 2 < · · · < a k < n} is a subset of [n], then the composition comp(S ) := (a 1 , a 2 − a 1 , · · · , n − a k ) is precisely the composition such that D(comp(S )) = S .
Let α and β be regularized compositions of weight n. By grouping adjacent positive parts into blocks, we might write
Restricting to the subset C(n), we obtain the refinement order on compositions.
Given a regularized composition α, the reversal of α, denoted by α r , is obtained by writing the entries of α in the reverse order. For regularized compositions α = (α 1 , α 2 , · · · , α k ) and β = (β 1 , β 2 , · · · , β l ), the concatenation of α and β is α · β := (α 1 , · · · , α k , β 1 , · · · , β l ), while if (and only if) α k ∈ P and β 1 ∈ P, then the near concatenation is α ⊙ β :
Weak quasi-symmetric functions. This subsection recalls the Hopf algebras RQSym of weak quasi-symmetric functions, while refers the reader to [45] for further details.
We begin with generalizing the formal power series algebra. Let X = {x n | n ∈ P} be a set of commuting variables. A formal power series is a (possibly infinite) linear combination of monomials x α 1 i 1 x α 2 i 2 · · · x α k i k where α 1 , α 2 , · · · , α k are positive integers, which can be regarded as the locus of the map from X to N sending x i j to α j , 1 j k, and everything else in X to zero. Our generalization of the formal power series algebra is simply to replace N by N.
The set of N-valued maps is defined by
for all f, g ∈ N X and x ∈ X, making N X into an additive monoid. Resembling the formal power series, we identify f ∈ N X with its locus {(x, f (x)) | x ∈ S( f )} expressed in the form of a formal product, called an N-exponent monomial:
with the convention x 0 = 1. So each N-exponent monomial can be written as
With this notation, the (multiplicative) addition on N X is simply
We then form the semigroup algebra k[X] N := k N X consisting of linear combinations of Nexponent monomials, called the algebra of N-exponent polynomials. Similarly, we can define the k-module k[[X]] N consisting of possibly infinite linear combinations of N-exponent monomials, called N-exponent formal power series. Let α = (α 1 , α 2 , · · · , α k ) be a regularized composition. We call |α| and ||α|| the degree and total degree of the N-exponent monomial x α 1 i 1 x α 2 i 2 · · · x α k i k , respectively. Analogously, the degree (resp. total degree) of an N-exponent power series f is the largest |α| (resp. ||α||) such that the coefficient of
A formal power series f of bounded total degree in k[[X]] N is called a weak quasi-symmetric function if, for any regularized composition (α 1 , α 2 , · · · , α k ), the coefficients of
j k in f are equal for every two increasing sequences i 1 < i 2 < · · · < i k and j 1 < j 2 < · · · < j k of positive integers.
The set of weak quasi-symmetric functions is a subalgebra of k[[X]] N denoted by RQSym(X), or RQSym for short, replacing the notion QSym N used in [45] . The prefix R stands for the "regularization" x ε in place of x 0 . For this reason, we also call the weak quasi-symmetric functions the regularized quasi-symmetric functions.
Rota suggested that Rota-Baxter algebras provide an ideal context for generalizations of symmetric functions [39] . Motivated by this suggestion, we obtained For a regularized composition (α 1 , α 2 , · · · , α ℓ ), the monomial weak quasi-symmetric function indexed by α is the formal power series
. Then the fundamental weak quasi-symmetric function indexed by α is the formal power series
Let M ∅ = F ∅ = 1. Then {M α | α ∈ C} and {F α | α ∈ C} are linear bases for RQSym. Also, by [45, Propositions 3.1 and 3.2], for any regularized composition α = (ε i 1 , s 1 , · · · , ε i k , s k , ε i k+1 ), we have
where c α,β = i 1 j 1 · · · i k j k i k+1 −1 j k+1 −1 for any regularized composition β = (ε j 1 , β 1 , · · · , ε j k , β k , ε j k+1 ) such that β α, with the convention that −1 −1 = 1.
Let RQSym n denote the linear span of {M α | α ∈ C(n)} for n ∈ N. It follows from [45, Propositions 2.5] that the vector space RQSym = n∈ N RQSym n of weak quasi-symmetric functions has the structure of an N-graded Hopf algebra. The product is the ordinary multiplication of N-exponent power series. With respect to the monomial weak quasi-symmetric functions, the product is given by the quasi-shuffle product * [21] of regularized compositions, which can be equivalently defined by the stuffle product [6] or mixable shuffle product [18] . See [17] . More precisely, given regularized compositions α = (α 1 , α 2 , · · · , α k ) and β = (β 1 , β 2 , · · · , β l ). Let α ′ = (α 2 , · · · , α k ) and β ′ = (β 2 , · · · , β l ). Define
For convenience, we define a k-bilinear pair ·, · on k C satisfying α, β = δ α,β . Then
Thus, we will write M α M β = M α * β , for simplicity. The coproduct, counit and antipode are defined by
The coproduct formula of a fundamental weak quasi-symmetric function is given in [26] by
When α's are taken to be compositions, we obtain the Hopf subalgebra QSym of quasi-symmetric functions as usual.
3.3. Commutativity of the square. We now extend the commutative diagram of Hopf algebras in Eq. (1) to the one in Eq. (2), duplicated here for the reader's convenience.
HSym (signed permutations)
Here the Hopf algebra HSym is assume to have weight −1. Thus, the multiplication on HSym defined by Eq. (7) becomes
A signed permutation π ∈ B n has a descent at position i ∈ [0, n − 1] if π i > π i+1 . Define the descent set π by D(π) := {i ∈ [0, n − 1]|π i > π i+1 }. The descents of signed permutations received significant attention over the past decades, see, for example [4, 32, 35, 40] . In order to give the desired Hopf algebra homomorphism D 2 , we need a new notion as follows. The weak descent set, denoted WD(π), of a signed permutation π ∈ B n is defined by
In particular, if π ∈ S n is a permutation, then WD(π) = D(π) ∪ {n}. For any permutation π ∈ S n , define its descent composition, denoted comp(π), to be comp(WD(π)). As shown in [29, Théorèms 5.12, 5.13, and 5.18], there exists a Hopf algebra surjection
By [45, Theorem 3.8] , there is a Hopf algebra surjection ϕ 1 : RQSym → QSym defined by
where δ α,∅ denotes the Kronecker delta. Equivalently, by [26, Section 4.2] ,
For a signed permutation π, we denote by π the word obtained from π by omitting its negative parts. For example, if π = 53 − 246 − 1 − , then π = 524. Thus, a signed permutation π satisfies π = (π 1 , · · · , π i , π, π n− j+1 , · · · , π n ) for some nonnegative integers i and j if and only if π k < 0 for k ∈ [i] ∪ [n − j + 1, n] and π k > 0 for k ∈ [i + 1, n − j]. Then we obtain a linear map ϕ 2 : HSym → SSym by taking
, if π = (π 1 , · · · , π i , π, π n− j+1 , · · · , π n ) for some i ∈ N, j ∈ {0, 1} and π ı, δ π,ı , otherwise.
Observe that the map ϕ 2 defined above is independent of the values of the negative integers in π = π 1 · · · π n . Thus to study ϕ 2 , no information is lost in substituting for those π i with π i < 0, which we will adapt for notational clarity. For example, for the previous π we have π = (5, , 24, 2 ). In general, any signed permutation π ∈ B n will be written as π = ( i 1 , π i 1 +1 · · · π j 1 , i 2 , π j 1 +i 2 +1 · · · π j 2 , · · · , i k , π j k−1 +i k +1 · · · π j k , i k+1 ) for clarity, where i p ∈ N, p ∈ [k + 1], j q−1 + i q + 1 j q , and π l ∈ P for j q−1 + i q + 1 l j q , q ∈ [k] with the convention j 0 = 0.
With this notation, the map ϕ 2 : HSym → SSym is simply ϕ 2 (π) :=        (−1) j st(π), if π = ( i , π, j ) for some i ∈ N, j ∈ {0, 1} and π ı, δ π,ı , otherwise.
Evidently ϕ 2 is surjective since it is the identity on permutations. Also note that ϕ 2 (π) is zero as long as π has multiple blocks of positive parts (separated by negative parts).
With this notation, the regularized composition of π is defined by rcomp(π) := (ε i 1 , comp(st(π i 1 +1 · · · π j 1 )), ε i 2 ,comp(st(π j 1 +i 2 +1 · · · π j 2 )), · · · , ε i k , comp(st(π j k−1 +i k +1 · · · π j k )), ε i k+1 ).
For example, rcomp(5, , 243, 2 ) = (1, ε, 2, 1, ε 2 ). We then further define the k-linear map
We now arrive at the main result of this paper about the commutativity of the left square in diagram (15) . Proof. We first verify the commutativity of the left square of the diagram (15) as linear structures. The proofs that ϕ 2 and D 2 are Hopf algebra homomorphisms need more preparations and will be provided in Section 4 and Section 5 respectively.
By Eqs. (17) and (19), for any signed permutation π of [n], we have
, if π = ( i , π, j ) for some i ∈ N, j ∈ {0, 1} and π ı, δ π,ı , otherwise.
On the other hand, it follows from Eqs. (18) and (21) that
where α = rcomp(π). Note that rcomp(π) = (ε i , rcomp(π), ε j ) is equivalent to π = ( i , π, j ), and rcomp(π) ∅ is equivalent to π ı. Hence we have comp(st(π)) = rcomp(π) in this case, so the proof is completed.
Stuffle product and the Hopf algebra homomorphism ϕ 2
This section is devoted to showing that the map ϕ 2 defined by Eq. (19) is a Hopf algebra homomorphism from HSym to SSym.
For the application in this section, we give an explicit reformulation of ⋆ λ in terms of order preserving maps called the stuffle [6] in the study of multiple zeta values but could be traced back to Cartier's work [8] on free commutative Rota-Baxter algebras. It also agrees with the mixable shuffle product in free Rota-Baxter algebras [17, 18] . We will follow the presentation in [17] .
For positive integers m, n and nonnegative integer r with 0 r min(m, n), define Let u = a 1 a 2 · · · a m , v = b 1 b 2 · · · b n be words on A. For (ϕ, ψ) ∈ J m,n,r , we define uX (ϕ,ψ) v to be the word of length m + n − r whose i-th factor is
In short,
with the convention that a ∅ = b ∅ = 1. Define the stuffle product of u and v by
Completely analogous to the proof of [17, Theorem 3.1.19], we derive Proposition 4.1. The multiplications X st,λ and ⋆ λ are the same.
Then from Eq. (22) , we obtain the following alternative description of the quasi-shuffle product ⋆ λ , noting the left-right symmetry in the definition of X st,λ . 
Proof. Let τ = τ 1 τ 2 · · · τ n . Then σ⋆ −1 τ = st(σ ⋆ −1 τ[m]). By Eq. (22) and Proposition 4.1, we have
Let j 1 = ϕ(i 1 ), j 2 = ϕ(i 2 ), j 3 = ϕ(i 3 ). Since ϕ is an order preserving map, we have 1 j 1 < j 2 < j 3 m + n − r for each (ϕ, ψ) ∈ J m,n,r , and hence
By Eq. (6),
If either of the three products is zero, then the corresponding σX (ϕ,ψ) τ[m] is zero by definition. If none of the three is zero, then the corresponding σX (ϕ,ψ) τ[m] has two blocks of positive parts separated by a block of negative parts and hence is annihilated by ϕ 2 , by the remark after Eq. (19) . Therefore, ϕ 2 (σ⋆ −1 τ) = 0. An analogous argument shows ϕ 2 (τ⋆ −1 σ) = 0.
Let τ be a signed permutation of [n] with τ i < 0 for all i ∈ [n]. Recall that for any positive integer m, we have τ[m] = (π 1 + m − )(π 2 + m − ) · · · (π n + m − ) which is denoted by n [m] for short. Since ⋆ −1 is the quasi-shuffle product which coincides with the mixable shuffle product on commutative algebras, by [ As a consequence, we obtain the following identity.
Corollary 4.5. For any m, n ∈ N,
Proof. Let σ = σ 1 σ 2 · · · σ m and τ = τ 1 τ 2 · · · τ n be signed permutations with σ i < 0 for i ∈ [m] and τ j < 0 for j ∈ [n]. Denote by A mn the left-hand side of the desired equation. By Lemma 4.4, A mn is equal to the number of terms with plus sign minus the number of terms with minus sign in the product σ ⋆ −1 τ[m]. We show A mn = 1 by induction on m + n. If m + n 1, then one of σ, τ is ı, so that A mn = 1 is true. Assume that A mn = 1 holds for all m + n k where k 1 and consider the case m + n = k + 1. Note that
by the induction hypothesis we have A mn = A m−1,n + A m,n−1 − A m−1,n−1 = 1. So the proof follows by induction.
Lemma 4.6. Let σ = ( i , σ, j ) and τ = ( p , τ, q ) be signed permutations where i, j, p and q are nonnegative integers. If one of j or q is strictly larger than 1, then ϕ 2 (σ⋆ −1 τ) = 0.
Proof. Let m = ℓ(σ) and n = ℓ(τ). Without loss of generality, we assume that j 2. Hence ϕ 2 (σ) = 0 by Eq. (19) . If n = 0, then τ = ı so that ϕ 2 (σ⋆ −1 τ) = ϕ 2 (σ) = 0. We next suppose that n 1. Thus, τ ı and min(m, n) 1. Analogous to the proof of Lemma 4.3, we only need to show that ϕ 2 (st(σX (ϕ,ψ) τ[m])) = 0 for all (ϕ, ψ) ∈ J m,n,r where 0 r min(m, n).
Since ϕ and ψ are order preserving injective maps with im(ϕ) ∪ im(ψ) = [m + n − r], for any (ϕ, ψ) ∈ J m,n,r , we have
and
However, for k ∈ [m + n − r], ϕ −1 (k) = ∅ and ψ −1 (k) = ∅ can not hold at the same time.
If τ = ı or q 2, then it follows from Eqs. (23) and (24) If τ ı and 0 q 1, then we assume that τ = ( p , τ p+1 , · · · , τ p+t , q ) where t 1 and τ p+1 , · · · , τ p+t are positive integers. Thus, τ = (τ p+1 , · · · , τ p+t ). We will show that ϕ 2 (σ⋆ −1 τ) = 0 by considering the following three cases. Case 1. σ ı. Then, by j 2, we may assume that σ = σ 1 · · · σ r · · · σ m−1 σ m where σ r > 0, , ϕ 2 (σX (ϕ,ψ) τ[m]) = 0. Therefore, we always have ϕ 2 (σ⋆ −1 τ) = 0. Case 2. σ = ı and q = 1. Then σ = m with m 2 and τ = ( p , τ, ). By Corollary 4.2, we have
It follows from m 2 that st(( m−1 ⋆ −1 ( p , τ, )[m]) ) must be a linear combination of signed permutations of the form (· · · , k ) with k 2, so, by Eq. (19), ϕ 2 (st(( m−1 ⋆ −1 ( p , τ, )[m]) )) = 0. Hence
We iterate the above argument up to t times to obtain
Then from Lemma 4.4 and Corollary 4.5, we have
Case 3. σ = ı and q = 0. Then σ = m with m 2 and τ = ( p , τ). By Corollary 4.2, we have
Completely analogous to the proof in Case 1, we obtain Lemma 4.8. Let i, j be nonnegative integers and ( i , σ), ( j , τ) signed permutations, where σ = σ 1 σ 2 · · · σ m and τ = τ 1 τ 2 · · · τ n with σ 1 > 0, τ 1 > 0, m 1 and n 1. Then
Proof. We use induction on i + j. The case i + j = 0 is trivial. Now suppose that i + j 1 and the claim has already been shown for all smaller values of i + j. Since i + j 1, without loss of generality, we may assume that i 1. Let k = i + m. If j = 0, then, by Eq. (4),
Since τ 1 > 0, σ 1 > 0 and i 1, by Eq. (19),
By the induction hypothesis, we obtain ϕ 2 (( i , σ)⋆ −1 ( j , τ)) = ϕ 2 (st(σ)⋆ −1 st(τ)). If j 1, then Eq. (4) yields
Then by Eq. (19) and the induction hypothesis, we obtain
as required.
Proposition 4.9. The k-linear map ϕ 2 : HSym → SSym is an algebra homomorphism.
Proof. It suffices to show that ϕ 2 (σ⋆ −1 τ) = ϕ 2 (σ)Xϕ 2 (τ) for all signed permutations σ ∈ B m and τ ∈ B n . If one of σ and τ, say σ, is not of the form ( i , σ, j ) for some i ∈ N, j ∈ {0, 1} and σ ı, then from Eq. (19) it follows that ϕ 2 (σ) = 0. On the other hand, by Lemmas 4.3, 4.6 and 4.7, we have ϕ 2 (σ⋆ −1 τ) = 0 so that ϕ 2 (σ⋆ −1 τ) = ϕ 2 (σ)Xϕ 2 (τ). Now we assume that σ = ( i , σ, j ) and τ = ( p , τ, q ) where j ∈ {0, 1}, q ∈ {0, 1}, σ ı and τ ı. By Lemma 4.8, we can further assume that i = p = 0, and write σ = (σ 1 σ 2 · · · σ s , j ), τ = (τ 1 τ 2 · · · τ t , q ) for some positive integers s and t, where σ = σ 1 σ 2 · · · σ s and τ = τ 1 τ 2 · · · τ t .
If j = q = 0, then σ = σ and τ = τ are permutations so that σ⋆ −1 τ = σXτ are linear combinations of permutations, and hence ϕ 2 (σ⋆ −1 τ) = ϕ 2 (σXτ) = σXτ = ϕ 2 (σ)Xϕ 2 (τ).
If exactly one of j and q is 1, say, j = 1 and q = 0, then
Applying Eq. (19) we conclude that ϕ 2 (st((σ ⋆ −1 (τ, )[m]) )) = 0. A completely analogous argument yields that ϕ 2 (st(((σ, ) ⋆ −1 τ[m]) )) = 0. Thus,
Note that σ and τ are words on P, so
and hence Eq. (19) guarantees that
completing the proof. Proof. By [44, Lemma 4.0.4] , a bialgebra homomorphism between two Hopf algebras is automatically a Hopf algebra homomorphism. According to Theorem 2.5, HSym is a Hopf algebra; by Proposition 4.9, ϕ 2 is an algebra homomorphism. Thus, it now suffices to show that ϕ 2 is a coalgebra homomorphism. For this we only need to show that (ϕ 2 ⊗ ϕ 2 )∆(σ) = ∆(ϕ 2 (σ)) for all nonempty signed permutations σ. If σ = ı, then σ must be of the form σ = ( ℓ(σ) ) with ℓ(σ) 1, so that
If σ ı, then by collecting the positive parts, we may assume that σ = ( r 1 , σ r 1 +1 · · · σ r 1 +s 1 , · · · , r k , σ r 1 +···+r k +s 1 +···+s k−1 +1 · · · σ r 1 +···+r k +s 1 +···+s k , r k+1 )
where k 1, r 1 0, r k+1 0, r i 1 for 2 i k, s i 1 for 1 i k, and σ j ∈ P for r 1 + · · · + r p + s 1 + · · · + s p−1 + 1 j r 1 + · · · + r p + s 1 + · · · + s p , 1 p k.
If k 3, by Eq. (19) , it is straightforward to verify that (ϕ 2 ⊗ ϕ 2 )∆(σ) = 0 = ∆(ϕ 2 (σ)). If k = 2, then σ = ( r 1 , σ r 1 +1 · · · σ r 1 +s 1 , r 2 , σ r 1 +r 2 +s 1 +1 · · · σ r 1 +r 2 +s 1 +s 2 , r 3 ).
Hence ϕ 2 (σ) = 0, which yields that ∆(ϕ 2 (σ)) = 0. On the other hand, it follows from Eqs. (10) and (19) that
ϕ 2 (st( r 1 , σ r 1 +1 · · · σ r 1 +s 1 , i )) ⊗ ϕ 2 (st( r 2 −i , σ r 1 +r 2 +s 1 +1 · · · σ r 1 +r 2 +s 1 +s 2 , r 3 )).
Since r 2 1, together with Eq. (19) , we obtain
, · · · , σ r 1 +s 1 ) ⊗ ϕ 2 (st(σ r 1 +r 2 +s 1 +1 · · · σ r 1 +r 2 +s 1 +s 2 , r 3 )) = 0.
Hence (ϕ 2 ⊗ ϕ 2 )∆(σ) = ∆(ϕ 2 (σ)).
If k = 1, then σ = ( r 1 , σ r 1 +1 · · · σ r 1 +s 1 , r 2 ). Denote c = χ {0,1} (r 2 ), that is, c =        1, if r 2 ∈ {0, 1}, 0, otherwise. Then by Eq. (19) , ∆(ϕ 2 (σ)) = (−1) r 2 c∆(st(σ)), and hence
Therefore, ϕ 2 is a coalgebra homomorphism, completing the proof.
Signed P-partitions and the Hopf algebra homomorphism D 2
The purpose of this section is to prove that the linear map D 2 : HSym −→ RQSym defined in Eq. (21) is a Hopf algebra homomorphism, by applying the notion of signed P-partitions which should be interesting on its own right.
5.1.
Signed P-partitions. We generalize Stanley's P-partitions [42] to signed P-partitions, whose generating functions will be the fundamental weak quasi-symmetric functions.
A signed labeled poset P of cardinality n is a poset with n elements labeled by distinct nonzero integers a 1 , a 2 , · · · , a n , where |a i | |a j | for i j in [n]. We let < P denote the partial order on P, and let < denote the usual total order on the set Z of integers. Given a signed labeled poset P with n elements labeled by a 1 , a 2 , · · · , a n , taking st(a 1 a 2 · · · a n ) = b 1 b 2 · · · b n gives a signed labeled poset Q with its n elements labeled by b 1 , b 2 , · · · , b n . Clearly, b 1 b 2 · · · b n is a signed permutation of [n] and P is isomorphic to Q. We call Q the standard signed labeled poset of P and write Q = st(P).
Definition 5.1. Let P be a signed labeled poset. A signed P-partition is a function f : P → P such that for all i < p j in P, we have (a) f (i) f ( j), and
Indeed, as in the case of P-partition [41] , it suffices to impose conditions (a) and (b) when j covers i in P, namely i < j and no element k ∈ P satisfies i < k < j. We denote the set of all signed P-partitions by A(P). Notice that when the underlying set of P is [n], we recover Stanley's P-partition up to a reversing of order.
For a word w = a 1 a 2 · · · a n on the alphabet set Z\{0}, where |a i | |a j | if i j, we may identify w with the signed labeled poset with the total order < w defined by a 1 < w a 2 < w · · · < w a n .
Then A(w) is the set of functions f : {a 1 , a 2 , · · · , a n } → P satisfying f (a 1 ) ∼ 1 f (a 2 ) ∼ 2 · · · ∼ n−1 f (a n ), where for all i ∈ [n − 1], ∼ i is < if a i > max(0, a i+1 ) and is otherwise.
Let P be a signed labeled poset of cardinality n. Define L(P) to be the set of linear extensions [42] of st(P) that are themselves signed labeled posets. Thus, L(P) is the set of signed permutations of [n] extending st(P) to a total order; that is, L(P) is the set of signed permutations of [n] such that π ∈ L(P) if and only if i < st(P) j implies π −1 (i) < π −1 ( j), as in Figure 1 . When P = [n], it follows from [16, Theorem 1] that A(P) = ∪ π∈L(P) A(π) where the union is disjoint. In general we still have the union even though the union may not be disjoint, as shown in Example 5.3.
The proof of the identity is omitted, since it is completely analogous to the proof of [16, Theorem 1] by induction on the number of incomparable pairs of elements in P. 
It is easy to see that L(P) = {π, σ}, where π = 4 − 21 − 3 − and σ = 4 − 23 − 1 − . By the definition of signed P-partitions,
Thus, A(P) = A(π) ∪ A(σ). Note that the functions f : P → P satisfying f (4 − ) f (2) < f (1 − ) = f (3 − ) are in both A(π) and A(σ), so the union is not disjoint. The signed permutations π and σ have the same generating function
where the generating function of a poset is given by Eq. (25) . 1,ε) and therefore Γ(P) = 2F (ε,1,ε 2 ) − F (ε,1,ε) .
Let X = {x n | n ∈ P} be a set of commuting variables. For a signed labeled poset P, we define the weight of f ∈ A(P) to be the N-exponent monomials
and define the generating function for P to be
Thus, for a signed permutation π of [n], the generating function
is a weak quasi-symmetric function. Then the same holds for Γ(P) by Lemma 5.2. Clearly, Γ(P) = Γ(st(P)). It is convenient to extend the notation a little further: If Λ is a set of signed permutations, then we set Γ( π∈Λ π) = π∈Λ Γ(π).
The power series of the form Γ(π) are important. It is easy to see that Γ(π) depends only on the regularized composition of π.
Theorem 5.4. For any signed permutation π, we have Γ(π) = F rcomp(π) for F rcomp(π) in Eq. (12) .
Proof. Let π be a signed permutation of [n] and let m i = f (π i ), i ∈ [n]. Then by Eq. (26),
By Eq. (16), for each i ∈ [n − 1], π i > max(0, π i+1 ) is equivalent to i ∈ WD(π). Hence in view of Eq. (20) , the equation WD(π) = D(rcomp(π)) holds. It follows from Eq. (12) that Γ(π) = F rcomp(π) , as required. Proof. Let σ = σ 1 · · · σ m ∈ B m , τ = τ 1 · · · τ n ∈ B n , and write σ ′ = σ 2 · · · σ m , τ ′ = τ 2 · · · τ n . By Then g is in A(σ 1 (σ ′ ∪ τ ′ [m])), giving rise to a bijection between B and A(σ 1 (σ ′ ∪ τ ′ [m])). By Definition 5.1, f (σ 1 ) = f (τ 1 [m]) implies σ 1 < 0 and τ 1 < 0, so that δ(σ 1 , P) = δ(τ 1 , P) = ε. Hence, for any f ∈ B corresponding to g ∈ A(σ 1 (σ ′ ∪ τ ′ [m])), we have 
Note that Γ(w) = Γ(st(w)) for any word on −P ∪ P with |w i | |w j | if i j, and that Eqs. (7) and (28) satisfy the same recursion, so Γ(σ)Γ(τ) = Γ(σ⋆ −1 τ).
Analogous to [29, Corollairy 4.10] , we obtain the product rule of two fundamental weak quasisymmetric functions.
Corollary 5.7. For any signed permutations π, σ, we have
where τ range over all signed permutations and C τ π,σ is the coefficient of τ in the product π⋆ −1 σ. In abbreviated notation, we write F rcomp(π) F rcomp(σ) = F rcomp(π⋆ −1 σ) .
Proof. This follows immediately from Theorem 5.4 and Proposition 5.6. (a) If π p < 0 or π p > 0 with p ∈ WD(π), then rcomp(π) = rcomp(st(π 1 · · · π p )) · rcomp(st(π p+1 · · · π n ));
(b) If π p > 0 with p WD(π), then rcomp(π) = rcomp(st(π 1 · · · π p )) ⊙ rcomp(st(π p+1 · · · π n )).
Proof. Let π = i 1 π i 1 +1 · · · π j 1 i 2 π j 1 +i 2 +1 · · · π j 2 · · · i k π j k−1 +i k +1 · · · π j k i k+1 where i p ∈ N, p ∈ [k +1], j q−1 + i q + 1 j q , and π l ∈ P for j q−1 + i q + 1 l j q , q ∈ [k] with the notation j 0 = 0. (a) If π p < 0, then by Eq. (20) , there exists q ∈ [k] such that j q−1 < p j q−1 + i q , and hence rcomp(π) =(ε i 1 , comp(st(π i 1 +1 · · · π j 1 )), · · · , ε i q−1 , comp(st(π j q−2 +i q−1 +1 · · · π j q−1 )), ε p− j q−1 ) · (ε j q−1 +i q −p , · · · , ε i k , comp(st(π j k−1 +i k +1 · · · π j k )), ε i k+1 ) =rcomp(st(π 1 · · · π p )) · rcomp(st(π p+1 · · · π n )).
If π p > 0, then by Eq. (20) , there exists q ∈ [k] such that j q−1 + i q < p j q . It follows from Eq. (16) that p ∈ WD(π) is equivalent to p − j q−1 − i q ∈ WD(st(π j q−1 +i q +1 · · · π j q )). Thus if π p > 0 with p ∈ WD(π), then we have comp(st(π j q−1 +i q +1 · · · π j q )) = comp(st(π j q−1 +i q +1 · · · π p )) · comp(st(π p+1 · · · π j q )) so that rcomp(π) = rcomp(st(π 1 · · · π p )) · rcomp(st(π p+1 · · · π n )), proving Item (a). (b) If π p > 0 with p WD(π), then by the proof of Item (a), p− j q−1 −i q WD(st(π j q−1 +i q +1 · · · π j q )), so comp(st(π j q−1 +i q +1 · · · π j q )) = comp(st(π j q−1 +i q +1 · · · π p )) ⊙ comp(st(π p+1 · · · π j q )) and hence rcomp(π) = rcomp(st(π 1 · · · π p )) ⊙ rcomp(st(π p+1 · · · π n )), proving Item (b).
Theorem 5.9. The k-linear map D 2 : HSym → RQSym induced by D 2 (π) = F rcomp(π) is a Hopf algebra homomorphism.
Proof. By Theorem 5.4 and Proposition 5.6, we have D 2 (σ⋆ −1 τ) = F rcomp(σ⋆ −1 τ) = Γ(σ⋆ −1 τ) = Γ(σ)Γ(τ) = F rcomp(σ) F rcomp(τ) = D 2 (σ)D 2 (τ) for any signed permutations σ and τ. Thus D 2 is an algebra homomorphism. Next we show that D 2 is comultiplication-preserving. Let π be a signed permutation of [n]. Clearly ǫ R D 2 (π) = ǫ(π) by Eqs. (11) and (13) . It follows from Eq. (10) that ∆(π) = n p=0 st(π 1 · · · π p ) ⊗ st(π p+1 · · · π n ), which together with Lemma 5.8 implies that (D 2 ⊗ D 2 )∆(π) = n p=0 F rcomp(st(π 1 ···π p )) ⊗ F rcomp(st(π p+1 ···π n )) = rcomp(π)=α·β
Thus, (D 2 ⊗ D 2 )∆(π) = ∆ R (F rcomp(π) ) = ∆ R (D 2 (π)) by Eq. (14) . Therefore, D 2 is a bialgebra homomorphism and hence a Hopf algebra homomorphism by [44, Lemma 4.0.4] .
