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Abstract 
The trends of machining difficult-to-machine materials and of dry machining or MQL lead to high temperatures in the cutting zone and in-
crease the importance of thermal factors in the machining process. Besides amplified thermal tool loading and wear, the thermal fluxes affect 
the machining accuracy due to thermo-elastic deformations. Thus it is extremely important to know the magnitudes of these heat flows in order 
to assess the machining process heat and the tool wear and to develop compensation strategies against thermal tool center point (TCP) dis-
placements.  
Based on the FE modeling of the cutting processes, the paper describes methods of determining the generated thermal energy and heat fluxes. 
Furthermore, new methods are presented how and in which partitions this heat flows into the workpiece, the tool and the chips. In order to 
validate the methods, 2D FE models are compared with temperature and force measurements carried out on a broaching test bed. The methods 
are applied on cutting examples which are investigated in the papers of Komanduri and Hou using analytical models. Thus, the simulation 
allows an assessment of the heat fluxes in real cutting processes in comparison with analytical and simplified numerical models.
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of The International Scientific Committee of the “15th Conference on Modelling of Machining Operations”. 
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1. Introduction 
Apart from static and dynamic machine tool characteristics, 
heat fluxes inside the machine tool affect the TCP location 
and, in turn, the positioning accuracy [1]. Studies in the Col-
laborative Research Centre (CRC) Transregio96 on “Thermo-
energetic design of machine tools” [2] are aimed at the analy-
sis of the machine tool’s heat fluxes in order to find a better 
thermo-energetic machine design and engineer strategies to 
avoid or compensate for thermally induced TCP dislocations.  
Cutting heat represents a major heat source in the machine 
tool’s overall system. Cutting heat causes thermo-elastic de-
formations, and, in the form of heat flux, dissipates via the 
tool chuck into the main spindle and via workpiece and clamp-
ing system into the machine table. 
Requirements for high machining accuracy are faced with 
thermo-elastic deformations that are reinforced by the trend 
towards high performance cutting (HPC) and dry machining 
or minimal quantity lubrication. The conflict among the crite-
ria of accuracy, productivity and ecological requirements is 
complicated by small manufacturing batches, changing manu-
facturing orders and tool changes, as well as shut downs of the 
base load power to conserve energy. The result is frequently 
the thermally unstable machine. 
In the subproject A01 of the CRC Transregio96, tests on 
long-protruding end mills subjected to heat sources equivalent 
to those of real milling processes were conducted. The test 
yielded  thermally induced changes in length of up to 60 μm, 
which – in order to guarantee the accuracy values required – 
have to be paid attention to in the machine tool’s CNC [3]. 
The experiments in the CRC were carried out using an artifi-
cial heat source (ceramic or induction heater). The knowledge 
of heat fluxes in real cutting processes in comparison to the 
artificial sources is required for the assessment of the deter-
mined TCP displacements. Since it is impossible to measure 
the heat flux dissipating from the heat source in the cutting 
process, it can only be ascertained or estimated from the cut-
ting parameters. Analytical models to quantify the cutting heat 
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were created in subproject A02 of the CRC Transregio96 [4]. 
An experimental broaching test bed was installed to verify the 
models. 
The thermo-mechanical procedures within the cutting pro-
cess can be modeled and then simulated by means of the Fi-
nite-Element method (FEM) [5]. But knowledge of the charac-
teristics of the material subjected to metal cutting, of the ther-
mal and mechanical contact between the tool and the work-
piece, as well as of the thermal boundary conditions, is neces-
sary to obtain a representation of the real cutting procedure in 
simulation. Despite comprehensive in-depth studies, these 
findings, as a rule, remain incomplete, and demand verifica-
tion in experiment. 
This paper elucidates the combination of experiments and 
analytical and numerical simulation by which the authors 
succeeded in verifying the FE simulations of the cutting pro-
cesses by experiments. Otherwise, FE simulation provides a 
tool capable of evaluating the analytical heat source models of 
the cutting process. 
The heat source in machining results from the forming en-
ergy converted into heat and from the frictional heat generated 
by contact between tool, workpiece and/or chip. Different 
empirical and analytical models are available for the tempera-
ture distribution in the chip formation and frictional contact 
zones, and for the heat source magnitude and the resulting 
heat fluxes. All of these models are based on simplified model 
assumptions like sharp cutting edges or steady chip formations 
with a plane primary shear zone. Thus they are inaccurate and 
only transferable to a limited extent to most machining pro-
cesses. After the fundamental work [6-8], summarizing the 
investigations carried out until 2001, several studies have been 
dedicated to the refinement of the analytical models to make 
them transferable to other manufacturing processes as well 
[9].  
Direct measurement of the thermal energy generated in the 
cutting process is only feasible under certain process condi-
tions, with tools and workpieces of special design, and a com-
plex measurement setup is required. A summary is presented 
in [10]. The statements in the literature about the percentage 
distribution of the heat fluxes dissipating into the tool, the 
chips and the workpiece differ greatly. Thus, for instance, the 
portion relevant for the thermal tool load varies – depending 
on the cutting process – from 1 to 20 % [11-14]. The percent-
age of the heat partition flowing into chips increases with 
growing thermal number R=vc f tan(ĳ)/a (vc – cutting speed, f
– feed per tooth, a – thermal diffusivity, ĳ – shear angle) [6-
8], whereas the portions of the tool and the workpiece de-
crease.
Since in-process measurements of the heat fluxes are either 
not possible at all or only possible with tremendous effort, and 
empirical or analytical models are insufficient, the strategy 
was aimed at the numerical simulation of the cutting process. 
In simulation, it is possible to calculate the temperature fields 
inside the workpiece, the tool and the chip over a given period 
of time. The amount and the distribution of the heat fluxes 
dissipated into the tool, the workpiece and the chip were de-
termined from the temperature fields calculated outside the FE 
program in software modules created by the authors. The heat 
fluxes were calculated from the changes in the amounts of 
heat or from the heat flowing through cross-sections of work-
piece and chip. In [15], this methodology was applied to high-
performance drilling; an 8 to 11% heat flux portion dissipating 
into the tool was calculated and verified in experiment. 
FE modelling has no principal limitations in the geometry 
of the tool and the cutting zone, but these methods require 
realistic models of the material behavior and the frictional 
processes under the conditions typical for thermo-mechanical 
cutting. These models are by far not always available for all 
materials and work-tool combinations. 
2. Experimental set-up 
For experimental validation of the model, broaching tests 
were performed on a FORST 8x2299x600 M/CNC electro 
mechanically driven broaching machine tool. The tools used 
were small segments according to industrial standards. The 
width of the cutting edge and the workpiece (Inconel 718, 
triple-melt) amounted to 4 mm. The workpiece height was 
slightly smaller than the pitch of the tool, so that only one 
cutting edge was engaged at a time (see Fig 1, right-hand 
side).
The measurement of the temperature field was conducted 
using a FLIR SC7600 high-speed infra-red camera in combi-
nation with a 50 mm lens providing a resolution of 15 ȝm per 
pixel in 300 mm working distance in a 640x512 pixel grid (see 
Fig. 1, left-hand side). In order to achieve higher object emis-
sivity, the cutting edges as well as the workpiece were painted 
with black color. For an additional absolute temperature 
measurement in the cutting zone, a two-color pyrometer was 
employed. The fiber of the pyrometer was fed through a 0.5 
mm hole in the workpiece focusing the cutting edge of the 
passing tool at a 1.5 mm distance in front of the workpiece 
exit (see Fig 1, right-hand side). By combining the two tem-
perature measurement systems, it is possible to calibrate the 
infrared camera image [4]. Furthermore, process forces were 
measured in all three spatial directions using a built-in dyna-
mometer.  
Fig. 1. Experimental set-up for thermo-graphic investigations of the cutting 
zone
In an initial experimental series, the cutting of nickel-based 
alloys Inconel 718 using HSS cutting tools was investigated. 
15 different tools were deployed varying in geometry and 
feed-per-tooth. Moreover, the cutting speed, which is the only 
tool-independent parameter in broaching, was tested at differ-
ent stages. In total, 75 independent process conditions were 
investigated reproducing the entire industrial range of broach-
ing Inconel 718. 
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In an additional series, cutting tests of steel AISI-1045 
were performed. The results will be published later because 
this series has not yet been finished. 
3. Numerical models 
3.1. FE model of the cutting process  
The test setup on the broaching machine is characterized by 
two-dimensional cutting conditions. Consequently, 2D-FE 
models were created for the various process conditions. Figure 
2 illustrates both the geometry and the mesh refinement areas 
for the tool and the tool’s cutting edge (shown in the window). 
Fig. 2. 2D-FE model for broaching  
The tests described below in Table 1 were chosen for the 
verification of the FE models. In doing this, the forces and 
temperatures measured were compared to those from the 
simulation results. In all compared tests the following geomet-
rical and cutting parameters are the same: Rake angle Ȗ = 5°, 
clearance angle D = 10°, cutting edge radius r = 10 μm, HSS 
tool, workpiece material Inconel 718. 
Table 1. Cutting conditions chosen to verify the FE models 
CuttingConditions 5_40_4 5_80_4 5_40_8
fͲfeedpertooth[μm] 40 80 40
vcͲcuttingspeed[m/min] 4 4 8
Modeling was executed by means of the DEFORMTM soft-
ware. The frictional contact was represented by a shear-
friction approach assuming the coefficient of friction μ=0.6. 
The μ parameter affects the frictional heat, which, unlike the 
heat content dissipating from forming, is low in the heat bal-
ance. Furthermore, in the contact area it was assumed that the 
frictional heat dissipates as heat flux at a rate of 50 % each 
into the contact partners (tool and chip or workpiece surface). 
The amount of the forming heat portion dissipating into the 
tool via contact depends on the contact heat transfer coeffi-
cient Įtool_WP. However, there are no verified measured values 
for this coefficient.  Thus the authors used a value of 
Įtool_WP=45000 W/m2K as recommended by the Machining 
Wizard in the DEFORM software. However, using the value 
determined in [12], which is 22 times larger than the value 
proposed by DEFORM Wizard, the heat flux into the tool may 
rise up to 100% depending on the cutting conditions. This was 
shown by comparative calculations, but this increased value is 
not based on any physical phenomena. 
The thermo-physical material data of O (heat conductivity) 
and ȡcp (heat capacity) for Inconel 718 summarized in Table 2 
and the constant values O=19.0 W/mK and ȡcp=3.40 N/mm2K
for HSS steel were taken from the material database of the FE 
system DEFORMTM.
Table 2. Thermo-physical material data for Inconel 718  
T [°C] O [W/mK] ȡcp [N/mm2K]
20 10.32 3.62 
100 11.89 3.78 
300 15.18 4.00 
500 18.47 4.28 
800 26.09 5.44 
1000 26.32 5.53 
1200 30.95 5.84 
1500 30.95 5.84 
The thermoplastic flow was modeled according to the 
Johnson-Cook law, in which the coefficients were found by 
means of comprehensive parameter identification in [16] from 
experiments and FE modeling (see Table 3). The serration of 
Inconel 718 chip formation is most closely approximated by 
the Cockcroft-Latham damage criterion with the parameter 
Dcrit=97.8. When the plastic energy accumulated reaches the 
critical value, then the yield stress is lowered down to p=43.13 
% of its original value. 
Table 3. Coefficients of the Johnson-Cook law used (ߝ଴ሶ ൌ ͲǤͲͳݏିଵǡ ௠ܶ ൌ
ͳͷͲͲιܥሻ [16] 
 A B C n m
Inconel718 1485 904 0.015 0.777 1.689
3.2. Determination of heat fluxes in simulation 
Simulation, which is very time-consuming, makes it possi-
ble to efficiently calculate only a very short time interval, as a 
rule, until the development of a stationary flow chip or, in 
laminated chips, repeated periodic chip formation. In this way, 
as a rule, a thermal equilibrium in the tool and the workpiece 
cannot be achieved and, moreover, it is necessary to model all 
of the components and to know the thermal boundary and 
contact conditions. To determine the heat fluxes, it is suffi-
cient to model only a small part of both the tool and the work-
piece (Fig. 2).  
If one knows the heat fluxes dissipating into the tool and 
into the workpiece, one can carry out separate thermo-
mechanical simulations based on FEA for this part [17, 18]. 
Thus it is not only possible to calculate the TCP displacements 
related to the tool and the workpiece, but also to balance the 
heat fluxes dissipating into the machine tool. In dry machining 
processes, the hot chips that are deposited are another heat 
source, for which, however, it is generally difficult to localize 
the position of action in the machine tool. 
To quantify the heat fluxes dissipating into the tool and the 
workpiece, two software tools were developed, which are 
summarized below.   
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Method 1: Derivation of heat flux from the accumulated 
heat energy 
In the area ȍTool, defined according to the model geometry 
(see Figure 3 top), the content of accumulated heat WTool
    
(1) 
is calculated from all meshes and node temperatures known 
for all simulation increments stored by the FE software, and 
from this, for successive increments ti-1 and ti, heat flux is 
obtained: 
   
  (2) 
Analogous formulae are valid for the workpiece and the 
chip (areas ȍWP and ȍChip).  
For 3D cutting simulations as shown in Fig. 3 bottom right, 
it is difficult to represent the area of the chip by means of a 
body of simple geometry, in which, as a next step, the amount 
of heat is calculated. 
If one wants to calculate the global heat fluxes into the tool, 
the workpiece and the chips, then the simulation has to be 
carried out until a stationary or quasi-stationary chip has been 
formed.  
Fig. 3. Integration areas (2D and 3D) for heat flux calculations  
Method 2: Calculation of heat fluxes by means of section 
planes in the workpiece and the chip
In 2D modeling of the cutting process, sections that are sta-
tionary at that time are laid under the tool’s flank (through the 
workpiece) and across to the rake face (through the chip). 
These sections X1, X2, … Xn are laid in a way that is sufficient-
ly finely subdivided in the workpiece and Y1, Y2, … Ym in the 
chip (see Fig. 3 bottom left). For all of the steps in the simula-
tion, the temperatures calculated and the material flow veloci-
ties are interpolated onto these subdivision points.  
Consequently, the heat fluxes PWP and PChip dissipating into 
the workpiece surface and the chip are calculated according to 
the formula  
(3) 
whereby Ti stands for the average temperature in the section 
1ii XX and ),( ii nv
&&
 is the scalar product of the velocity and 
the normal vector on the section. An analogous formula is 
applied to the heat flux into the chip. As in method no. 1, 
steady chip formation has to be available.  
By means of method 2 the heat flux into the tool cannot be 
calculated. For this reason method 1 must be used. 
Heat dissipating through the model area boundaries into the 
environment and into the areas of the tool and the workpiece 
was not considered in either calculation method. For this rea-
son, the simulations were carried out with adiabatic thermal 
boundary conditions at all boundaries of the modeling areas 
according to Fig. 2. This way, all of the heat generated is kept 
in the tool, the workpiece and the chip. During the integration 
period, this results in slightly too high temperatures in the 
integrated areas, but it correctly represents the balances, in 
particular the heat fluxes. In the balancing methods no. 1 and 
2, the heat fluxes that are directed against the flow direction at 
the areas’ boundaries due to heat conduction, have not been 
considered. However, this portion decreases as a function of 
increasing cutting speed, when heat transfer by convection 
dominates heat conduction. 
When considering processes with interrupted cut, the heat 
source has to be scaled to the content of the partition of en-
gagement time; if there are more than one cutting edges in 
engagement, it has to be multiplied by their number. 
4. Calculation results  
4.1. Verification of the FE models by means of the force and 
temperature measurements 
All measured and simulated values are scaled on a depth of 
1 mm into the third coordinate direction. 
The verification of the chip formation models is limited to 
the Inconel 718 cutting tests according to Table 1.  
Fig. 4. Force curve (measured and simulated) of the test no.  5_80_4 
Figure 4 demonstrates the comparison between measured 
and simulated forces for the test no. 5_80_4. When doing this, 
attention must be given to the difference in the cutting path: in 
force measurement, the engagement time is 0.15 s, whereas, in 
the simulation, only the first 0.03 s are shown. The variations 
in the simulated force signal result from chip serration, which 
can also be detected in the experiments. However, the chip 
serration is lower, and in the measured signal, it is not shown 
as clearly as in the simulation. In the simulation, a quasi-
stationary state has already been achieved after 0.03 s, where-
as, in the experiment, the forces continue to grow. ),()(
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The comparison between the measured and averaged simu-
lated cutting forces is shown in Table 4. The differences in the 
cutting force are maximally 12 %. In simulation, the passive 
forces amount to only 50-60 % of the cutting forces, whereas, 
as a rule, approximately 80 % were measured in experiment. 
One reason for these deviations could be that, in simulation, 
the contact length of the chip is less than in experiment, 
which, in turn, results in a too low frictional force against the 
chip flow direction. But this has not yet been proved. 
Table 4. Measured and simulated cutting forces for Inconel718 broaching 
tests in comparison  
Cutting
Cond.
Fc[N]
meaͲ
sured
Ft[N]
meaͲ
sured
Fc[N]
simuͲ
lated
Ft[N]
simuͲ
lated
DeviaͲ
tionFc
DeviaͲ
tionFt
5_40_4 202.8 173.6 179.2 104.6 Ͳ11.6% Ͳ39,7%
5_40_8 192.1 168.3 173.9 101.6 Ͳ9.5% Ͳ35.6%
5_80_4 346.2 248.0 338.5 182.4 Ͳ2.2% Ͳ26.5%
Fig. 5. Measured and simulated temperature fields obtained from the tests 
no. 5_40_8 
Fig. 5 shows the comparison of measured and simulated 
temperatures in the workpiece. The accordance is strong. It 
should be noted that the measured values in the chip are above 
the interval calibrated, and the ratio of emission at the chip’s 
front face cannot be exactly determined; also, it is difficult to 
map the distribution inside the chip with the resolution given 
by the thermographic camera. 
4.2. Heat dissipating into the tool and the workpiece 
In [17], the heat fluxes dissipated into the tool, the chip and 
the workpiece were determined at a cutting depth of h=f=30
μm and a cutting speed of vc=10, 35, 70, 140, 280, 560 m/min 
and evaluated for a series of simulations focused on steel cut-
ting (AISI-1045). The values were calculated by means of 
method no. 1. The simulation results confirmed the known 
trend that the temperatures clearly rise during cutting at in-
creasing cutting speed, whereas the cutting forces slightly 
decrease. It was also possible to demonstrate that, at increas-
ing cutting speed, the ratio of the amount of generated heat 
dissipating into the chips goes from 35 % at vc=10 m/min up 
to 70 % at vc=560 m/min, while the ratio of heat dissipating 
into the workpiece decreases correspondingly, and the ratio 
dissipating into the tool remains constant at 2 …4 %.  
The results on Inconel 718 - described below, shown in the 
diagram for the test no.  5_40_4 in Fig. 6 and summarised in 
Table 5 - confirm these findings, where the cutting speed of 4 
or 8 m/min was still below the minimal speed of the processes 
that have been investigated up to now. The strategy of apply-
ing both methods of heat flux calculation simultaneously was 
aimed at improving the validity of the data. 
Fig. 6. Heat fluxes (left) calculated by means of the methods no. 1 and 2 and 
chip shape (right) for test no. 5_40_4 (2D model) 
Table 5. Heat fluxes calculated by means of the methods no. 1 and 2 
Cutting
Cond. PTool [W] 
PWP (Meth. 1 / 
Meth. 2) [W] 
PChip (Meth.1 / 
Meth. 2) [W] 
5_40_4 2.36 6.95/6.70 2.38/2.53 
5_40_8 3.82 12.57/11.56 6.38/6.24 
5_80_4 5.06 10.47/9.79 6.29/5.87 
Partition PTool
[%] 
Partition PWP
[%] 
Partition PChip
[%] 
5_40_4 20.3 57.9 (72.6) 21.8 (27.4) 
5_40_8 17.7 53.6 (65.1) 28.7 (34.9) 
5_80_4 24.4 47.2 (62.4) 28.4 (37.6) 
The values in brackets are the partitions if only compare 
the heat fluxes into workpiece and chip. The periodic change 
of forming energy due to chip serration is also seen in the heat 
fluxes. Chip serration was also observed in the experiments 
but not in such degree like seen in the Figures 5 and 6. The 
reason may be that the serration process is incompletely re-
flected by the used materials law with fitted Cockroft-Latham 
parameters [16].  
4.3. Assessment of the heat partitioning method using the 
thermal number R 
The thermal number R is a parameter defining how much 
accumulated heat in the shear zone is distributed by heat con-
vection in comparison with thermal conduction. Due to chip 
serration in the investigated cutting processes the shear angle 
ĳ varies around a middle value of 17° (models 5_40_4 and 
5_40_8) resp. 20° (model 5_80_4). The thermal numbers are 
R=0.2 (model 5_40_4), R=0.4 (model 5_40_8) resp. R=0.5 
(model 5_80_4)), lying near the lower boundary of the consid-
ered interval of thermal numbers described in [6-8]. The cal-
culated heat flux partitioning (Table 5) confirms the published 
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[6] analytical and experimental results. 
In order to reinforce the described simulation method, the 
cutting processes of Shaw, Trigger/Chao, Boothroyd and Ueda 
(investigated in detail [6-8], references 13, 14, 17 and 32 in 
[6]) have been modelled by FE simulations and analyzed with 
the heat partitioning methods presented. All results are shown 
below in Tables 6 to 8. They satisfactorily match the experi-
mental and analytical results in [6-8]. 
Table 6. Calculated by FEM cutting forces of the models Shaw (S), Booth-
royd (B), Trigger/ Chao (T) and Ueda (U) in comparison with measured ones
Model 
Fc [N] 
mea-
sured
Ft [N] 
mea-
sured
Fc [N] 
simu-
lated
Ft [N] 
simu-
lated
Devia-
tion Fc
[%] 
Devia-
tion Ft
[%] 
S 356 125 411 62 +15.4 -50.4 
B 890 667 1132 432 +27.2 -35.2 
T 1681 854 1615 441 -3.9 -48.4 
U 12.4 8.1 15.1 8.1 +21.7 +-0 
Table 7. Calculated heat fluxes (meth. 2) for the models S, B, T and U 
Model PTool [W] PWP [W] PChip [W] 
S 85.6 131.3 547.6 
B 194.0 325.2 1760.2 
T 178.0 349.0 1576.4 
U 3.1 68.2 33.4 
Table 8. Calculated heat flux partitions (meth. 2) for the models S, B, T and U
Model Thermal number R
Partition
PTool [%] 
Partition
PWP [%] 
Partition
PChip [%] 
S 5.05 11.2 17.2 (19.4) 71.7 (80.6) 
B 12.44 8.5 14.3 (15.6) 77.2 (84.4) 
T 14.94 8.9 17.4 (19.1) 73.7 (80.9) 
U 0.27 3.0 65.2 (67.2) 31.8 (32.8) 
5. Conclusions and outlook 
Heat fluxes resulting from the thermal energy created in 
the cutting process cause thermo-elastic displacements of the 
TCP, which have to be considered, corrected or compensated 
within the manufacturing process. The paper introduced two 
methods to determine the process heat sources and the result-
ant heat fluxes by means of the numerical simulation of the 
temperature fields calculated during the cutting process. The 
simulation models were verified for cutting of Inconel 718 in 
broaching tests; measured values and simulated force and 
temperature measurements were compared.  
All calculated heat fluxes match well with the modelling 
results of Komanduri and Hou [6-8].  
The studies will be continued for AISI-1045 cutting tests. 
To consolidate the studies, the investigations have to be ex-
tended to other materials and other manufacturing processes 
(3D and discontinuous processes like oblique turning, milling 
and drilling). Furthermore, it is necessary to refine the found 
in [17] correction factors, which have only been roughly esti-
mated until now. 
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