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Abstract Climate	  change,	  pollution	  of	  freshwater	  sources,	  swelling	  populations,	  increased	  per	  capita	  consumption,	  as	  well	  as	  political	  policies	  are	  all	  threatening	  water	  security	  in	  communities	  worldwide.	  Successful	  direct	  and	  indirect	  alternative	  water	  source	  (AWS)	  projects	  have	  been	  implemented	  in	  many	  different	  countries.	  However	  these	  projects	  have	  frequently	  encountered	  strong	  community	  opposition	  and	  failure	  despite	  initially	  receiving	  favorable	  support	  from	  potential	  users.	  And	  often,	  while	  people	  have	  seen	  the	  benefit	  of	  an	  AWS	  project	  for	  the	  community	  as	  a	  whole,	  individuals	  have	  been	  reluctant	  to	  use	  water	  from	  alternative	  sources	  themselves.	  The	  AWS	  literature	  has	  given	  limited	  attention	  to	  social-­‐psychological	  factors	  that	  may	  be	  linked	  to	  this	  resistance.	  This	  thesis	  addresses	  that	  gap	  by	  examining	  two	  personal	  uses	  of	  AWS:	  drinking	  and	  the	  washing	  of	  hands.	  It	  does	  so	  from	  the	  perspective	  of	  emotions	  and	  two	  national	  cultures,	  US	  American	  and	  Indian.	  Previous	  work	  has	  demonstrated	  that	  culture	  substantially	  determines	  social-­‐moral	  emotions	  as	  well	  as	  the	  degree	  to	  which	  people	  use	  emotions	  to	  make	  decisions.	  Here	  these	  findings	  are	  applied	  to	  better	  understand	  how	  judgments	  and	  likely	  use	  of	  AWS	  are	  associated	  with	  the	  social	  factors	  of	  risk-­‐benefit	  perceptions,	  expert	  information,	  the	  social-­‐moral	  symbolism	  of	  water,	  and	  social	  trust	  as	  well	  as	  the	  psychological	  factors	  of	  uncertainty	  attitudes,	  decision	  styles	  and	  social-­‐moral	  identities.	  The	  findings	  of	  this	  thesis	  indicate	  that	  some	  risk	  and	  benefit	  perceptions	  were	  moderately	  correlated	  with	  likelihood	  of	  use	  although	  overall	  these	  relationships	  were	  stronger	  for	  the	  US	  American	  samples.	  The	  other	  social-­‐psychological	  factors	  considered	  were	  either	  weakly	  or	  indirectly	  linked	  with	  AWS	  use	  likelihood.	  However,	  what	  was	  common	  to	  all	  of	  these	  factors	  was	  a	  relationship	  with	  attention	  to	  emotions.	  Based	  on	  these	  observations,	  agent	  based	  models	  defined	  with	  a	  subset	  of	  these	  social-­‐psychological	  characteristics	  were	  developed.	  Simulations	  of	  emergent	  judgments	  and	  likely	  use	  of	  AWS	  in	  response	  to	  changing	  external	  conditions	  suggest	  that	  these	  are	  dynamically	  defined	  by	  the	  flow	  of	  human	  emotions.	  In	  the	  wake	  of	  these	  results,	  a	  social-­‐moral	  decision-­‐making	  hypothesis	  is	  proposed.
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1 Water water everywhere but not a drop I’d drink 
1.1 Introduction: Literature review 
The United Nations predicts that almost half the world's population will be living in 
areas of high water stress by 2030 and water scarcity is expected to be one of the 
defining features of the 21st century. Climate change, pollution of freshwater sources, 
swelling populations, increased per capita consumption, as well as political policies are 
all threatening water security in communities all over the world (Jorgensen, Graymore, 
& O'Toole, 2009; Kundzewicz, 2008; United Nations Educational, Scientific and 
Cultural Organization, 2003). Consequently, world-wide there is an increasing urgency 
to develop and adopt alternative and sustainable water supplies.  
Augmenting ground and surface water reservoirs, alternative water source (AWS) 
technologies extract potable water from different sources. Purified recycled water 
(PRW) is extracted using a range of sewage water treatment technologies; desalinated 
water is obtained using any of several processes that remove salt and other minerals 
from sea water; and rain water is typically collected from the roofs of buildings, stored 
in catchments, and filtered.  All of these technologies can produce water of potable 
quality that is equal to and often superior to traditional ground and surface water 
sources. 
Successful direct and indirect AWS projects have been implemented in many different 
countries, including Australia, US America, Singapore, Israel, Namibia and several 
European countries. However, AWS projects have frequently encountered strong 
community opposition and failure despite initially receiving favorable support from 
potential users. And often, while people have seen the benefit of an AWS for the 
community as a whole, individuals have been reluctant to use water from alternative 
sources themselves (Dolnicar & Schäfer, 2009; Dolnicar, Hurlimann, & Nghiem, 2010; 
Hurlimann, & Dolnicar, 2010b; Marks et al., 2006; CSIRO Land and Water, 2003; 
CSIRO Land and Water, 2005).  
These efforts have demonstrated that successful AWS projects can depend on positive 
public attitudes and community support. However, until recently community views of 
AWS use were not considered an important project consideration and the traditional 
implementation approach has been “decide-announce-defend” (DAD).  While some 
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question whether or not it is better to avoid public consultation, water resource 
professionals are now seeing a need to include the public in their decision making 
processes (Christen, 2005; Dolnicar & Hurlimann, 2009a; CSIRO Land and Water, 
2003).  
There is limited literature regarding cross-cultural community attitudes towards AWS 
and few studies of communities that are actually using alternative sources. Nonetheless, 
it has been suggested that the resistance to AWS projects may be due to inadequate 
consideration of social, cultural, environmental and political implications (Hurlimann, 
Dolnicar, & Meyer, 2009; Hurlimann & Dolnicar, 2010b). For example, the DAD 
policy is now commonly viewed by water professionals to be ineffective in countries 
like Australia and US America while countries with authoritarian governmental 
systems, such as Singapore, have successfully implemented AWS using this approach 
(CSIRO Land and Water, 2003).  
The following sections give brief summaries of the dominant themes addressed in the 
current AWS literature. First, research that has investigated attitudes towards water 
from different alternative sources and different uses is reviewed. Highlights of findings 
related to the role of risk perceptions, emotions, education and information, and social 
influence are then presented. This is followed by a general summary of social and 
behavioral theories that have been considered. Gaps in the literature are then 
highlighted. Finally, the thesis focus and organization are outlined. 
1.2 Attitudes towards different sources and uses 
The AWS use literature has largely focused on purified recycled water (PRW) sources 
with limited attention given to desalinated (Dolnicar & Schäfer, 2009) or rain water. 
However, while few studies have conducted comparisons of public acceptance of water 
from different sources (cf. Dolnicar & Schäfer, 2009; Dolnicar & Hurlimann, 2009b; 
Dolnicar, Hurlimann, & Nghiem, 2010; Hurlimann & Dolnicar, 2010a) there is 
evidence that people do distinguish the different methods of water augmentation. While 
findings vary, in general self-purified rainwater is most likely to be accepted, 
desalinated water less so, and PRW is most likely to meet with resistance (Hurlimann & 
Dolnicar, 2010a; Hurlimann & Dolnicar, 2009; ACIL Tasman Pty Ltd., 2005). 
By far the most thoroughly researched aspect of water-related attitudes is the 
willingness to use PRW (Hurlimann, Dolnicar, & Meyer, 2009). Previous work has 
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found that, compared to PRW, desalinated water is favored for personal uses whereas 
PRW was found to be preferred for tasks such as cleaning the car (Dolnicar & Schäfer, 
2009). Other research suggests that people in US America and Australia tend to be most 
resistant to AWS for personal, close-to-body uses such as drinking and bathing 
(Dolnicar, Hurlimann, & Grun, 2011; Marks et al., 2006; CSIRO Land and Water, 
2003).  
There is some evidence that certain groups have distinct responses to AWS and prefer 
different sources for different purposes (Hurlimann, Dolnicar, & Meyer, 2009; Dolnicar 
& Schäfer, 2009). A study that looked at preference by occupation found that 
professionals were over-represented in acceptance of AWS in general and desalinated 
water in particular; whereas managers and administrators were among PRW strong 
accepters (Dolnicar & Schäfer 2009). Gender differences have been identified in 
intended likelihood of use, AWS risk perceptions, and emotional responses. In some 
studies, males have been found to be more willing to support PRW projects, be less 
concerned about health risks, and have less negative emotions towards AWS use 
(Australian Research Centre for Water in Society, 2006; Roseth, 2000). However, these 
and other socio-demographic factors such as education, age, household type, and 
income have been found to be inconsistently associated with acceptance.  
1.3 Risk perceptions 
Risk perceptions have been found to be significantly linked with other AWS acceptance 
factors such as fairness, trust, emotion, and subjective social norms (Australian 
Research Centre for Water in Society, 2006). For example, there is evidence that greater 
trust in water authorities, heath and government agencies, and scientific experts is 
associated with reduced AWS risk perceptions. 
Although there is limited information about community attitudes towards risk 
associated with PRW use (The Cooperative Research Centre for Water Quality and 
Treatment, 2008), three domains of risk have been examined in previous AWS studies - 
economic, environmental, and health (Alexander, Price, Browne, Leviston, Bishop & 
Nancarrow, 2008; Dolnicar & Schäfer, 2009; Hurlimann & Dolnicar, 2009; CSIRO 
Land and Water, 2003). Of these, risk of system failure and health risk have been 
identified as principal concerns of the public (Alexander et al., 2008). However, 
objective measures of risk do not fully explain public risk perceptions and resistance to 
alternative water sources such as PRW (Marks, Martin & Zadorozny, 2008). Further, it 
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has been observed that individuals can differ substantially in what they consider 
acceptable levels of risk (Alexander et al., 2008; Australian Research Centre for Water 
in Society, 2006; CSIRO Land and Water, 2005).  
1.4 Emotions 
Previous work suggests that a major barrier to PRW is psychological rather than 
technical (Postal, 1997) and emotions have been shown to play a key role in the way 
people rate environmental risks (McDaniels, Axelrod, & Slovic,1995; Mankad, 2012). 
Although there has been limited theoretical focus on the relationship between emotion 
and decision making in the AWS literature (Mankad, 2012), emotional responses are 
frequently associated with AWS acceptance (Alexander et al., 2008; Dolnicar & Schäfer 
2009; The Cooperative Research Centre for Water Quality and Treatment, 2008; 
Australian Research Centre for Water in Society, 2006; CSIRO Land and Water, 2005; 
Price, Fielding, Leviston, Bishop, Nicol, Greenhill & Tucker, 2010). Consequently it 
has been argued that emotional barriers have to be taken into consideration to increase 
public acceptance of AWS (Dolnicar & Saunders, 2006; Mankad, 2012). 
In the AWS literature, most consideration has been given to negative emotions such as 
anger, disappointment, and regret. For example, there is evidence that anticipated regret 
is an important determinant of people’s behavioral choices and it has been suggested 
that people are inclined to avoid AWS use in order to reduce the potential for regret. 
That is, it is proposed that people often prefer the existing service and known 
experience rather than a new innovation because the potential of experiencing regret 
and disappointment is less (CSIRO Land and Water, 2003). 
However, by far the emotion most discussed is ‘yuck’. This disgust response has been a 
fairly intractable problem for both PRW and desalinated water since studies of public 
attitudes towards PRW began in the 1970s (Ching 2010;CSIRO Land and Water, 2003; 
Schmidt 2008; Russell & Lux, 2009). Consequently, disgust has become central to 
suggested explanations for AWS use resistance and it has been noted that both popular 
commentaries and some academic work now routinely refer to the ‘yuck factor’ 
(Russell & Lux, 2009). 
1.5 Education and information 
To reduce anticipated risks, it has been suggested that the public be provided with 
education regarding AWS processes as is done in Singapore (Mankad, 2012). Some 
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researchers have found that concerns are reduced and the stated likelihood of AWS use 
increases significantly if people are provided with AWS production information and 
suggest that educating the public about AWS will increase trust and acceptance 
(Dolnicar, Hurlimann, & Nghiem, 2010; Hartley, 2006; CSIRO Land and Water, 2003). 
However, other research has found that actual as well as self-reported knowledge about 
AWS information does not appear to contribute significantly to the likelihood of AWS 
use (Australian Research Centre for Water in Society, 2006; Russell & Lux 2009). 
1.6 Social Influences 
In addition to objective information, experts, authorities, friends, and family have also 
been observed to influence AWS perceptions and attitudes (Hurlimann & Dolnicar, 
2010b; Hartley, 2006; CSIRO Land and Water, 2003; Price et al., 2010). For example, 
some research has demonstrated that while scientists and experts are the most likely to 
have a positive influence, friends and family can have the most negative influence in 
raising doubts and preventing people from drinking water from alternative sources 
(Dolnicar & Hurlimann, 2009b).  
The social factors of fairness, trust and social justice have also been associated with 
AWS use choices. Although secondary to water security, fairness to different groups of 
community members has been identified as a factor in PRW project decision-making 
(Alexander et al., 2008; Australian Research Centre for Water in Society, 2006; Urban 
Water Security Research Alliance, 2007). For example, in one study, PRW was seen to 
be fairer to those with high incomes and households with no children (Australian 
Research Centre for Water in Society, 2006). 
Additionally, it has been suggested that trust in authorities to provide safe recycled 
water could play a crucial role in determining public acceptance of AWS (Hartley, 
2006; CSIRO Land and Water, 2003; CSIRO Land and Water, 2005). Although 
measures of the relative levels of trust for water authorities, heath and government 
agencies, and scientific experts have not been consistent across studies in Australia and 
US America, scientific experts have typically been given the highest ratings, ahead of 
family and government (Alexander et al., 2008; Australian Research Centre for Water 
in Society, 2006; Marks & Zadorozny, 2005; CSIRO Land and Water, 2003; CSIRO 
Land and Water, 2005).  
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It has been observed that in US America generally, opposition to drinking PRW 
increased from the 1970s to the 2000s and it has been suggested that this is related to 
decreasing levels of trust in institutions and technology in US American society since 
the 1960s (The Cooperative Research Centre for Water Quality and Treatment, 2008). 
While the relationship between trust and attitudes towards policies has often been found 
to be either weak or moderate (CSIRO Land and Water, 2003) other research suggests 
that trust, specifically of government agencies, is strongly predictive of AWS risk 
perceptions (Alexander et al., 2008; Australian Research Centre for Water in Society, 
2006; Urban Water Security Research Alliance, 2007). 
1.7 Social theories 
While most AWS research has been focused on demographic characteristics, behavioral 
intentions (Hurlimann, Dolnicar, & Meyer, 2009) and dominated by a limited number 
of social psychology concepts (Russell & Lux, 2009), other ideas are beginning to be 
introduced. Some researchers have suggested a sociological approach to understanding 
AWS use resistance. Three viewpoints have been considered in relation to PRW: 
Epistemological realism, cultural meanings, and the ‘risk society’ thesis (Marks, Martin, 
& Zadoroznyj, 2008; Russell & Lux, 2009). 
Epistemological realism views risk as an objective reality. Within this framework risks 
are understood as phenomena that can be identified and scientifically measured (Slovic, 
1987). It suggests that social scientific study of risk should focus on how people 
respond to objectively described hazards. It says that people find risks more acceptable 
if they are controllable, visible, voluntary, familiar, fair, forgettable, and that adverse 
effects will be immediately experienced rather than delayed. This implies that people 
will be more willing to accept water recycling that fits the profile of acceptable risks 
(Marks, Martin, & Zadoroznyj, 2008). 
Another view of risk suggests a cultural meanings approach. This perspective proposes 
that AWS responses should be considered from the perspective of shared cultural 
attitudes rather than solely in psychological terms. Anthropological work has found that 
water can be used in symbolic gestures of separation and classification that define 
ordered realities and moral purity (Douglas, 1966). Following on this observation, it is 
suggested that ideas about alternative sources of water are not so much a reflection of 
hygienic concerns per se as threats to symbolic systems of order and stability. 
Supporting this proposition is the observation that people often express concerns that 
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purified recycled water schemes, and by extension other AWS, violate a “natural order” 
(Alexander et al., 2008; Price et al., 2010). Because it has been found that people are 
particularly likely to reject or see as risky situations that involve objects being ‘out of 
place’ (Douglas, 1966; Marks, Martin, & Zadorozny, 2008; Russell & Lux, 2009), a 
possible reason for AWS risk perceptions may be the symbolism of water as obtained 
from ‘out of place’ alternative sources.  
The risk society thesis of Giddens and Beck is also premised on the understanding that 
ideas about risk are social constructions deeply embedded in historical, social and 
cultural context. The risk society thesis consists of two central interrelated concepts. 
One concerns reflexive modernization and the other the issue of risk. It argues that the 
consequences of scientific and industrial development are a set of unprecedented risks 
and hazards. These are perceived by people as beyond their control and imposed on 
them via a technocracy making them dependent on scientific knowledge and expertise 
to objectively assess, measure and calculate risk. The theory focuses on the divide 
between expert assessments of risk and public risk perceptions and suggests that people 
will be least accepting of solutions to a perceived water crisis when they rely most on 
scientific knowledge or expertise. That is, according to the risk-society thesis, people 
who view AWS as a source of this new kind of technological risk will be resistant to it 
(Beck, 1992; Marks, Martin, & Zadorozny, 2008; Smithson, M.J. personal 
communication, April 5, 2013).  
1.8 Behavioral theory 
Studies showing that behavioral intention really does predict actual AWS use has been 
mixed (Hurlimann, Dolnicar, & Meyer 2009). There are few studies with communities 
who are using AWS and consequently there are significant gaps in the research that 
examines AWS behaviors. However, the Theory of Planned Behavior (TPB, Ajzen, 
1985) argues that behavioral intentions are a good predictor of human behavior and a 
number of AWS use studies and models have been based on this assumption 
(Hurlimann, Dolnicar, & Meyer 2009; Australian Research Centre for Water in Society, 
2006; Urban Water Security Research Alliance, 2007; Nancarrow, Porter, & Leviston, 
2010; CSIRO Land and Water, 2003; CSIRO Land and Water, 2005). 
The TPB states that behavior is influenced by three factors: attitudes towards the 
behavior, subjective norms and perceived behavioral control (Ajzen, 2002). Ajzen’s 
theory specifically applied to AWS use suggests that people’s willingness (i.e. 
	  8	  
behavioral intention) is dependent on: (1) their attitudes towards using the water; (2) 
their perception of what significant others think about using the water (i.e. subjective 
norm) and; (3) their perceived ease or difficulty in using the AWS (i.e. perceived 
behavioral control). 
The TPB regards demographic, environmental, and personal characteristics as 
background variables that can influence behavioral intentions, normative, and control 
beliefs and previous research suggests that approximately two-thirds of behavioral 
variance is unaccounted for by intention and perceived behavioral control (Armitage & 
Conner, 2002). Consequently other factors such as fairness, trust, choice, emotions, 
anticipated regret, risk perceptions have been incorporated in AWS models that apply 
the TPB. 
1.9 Gaps in the literature 
Most of the AWS research has been focused on personal characteristics and behavioral 
intentions (Hurlimann, Dolnicar, & Meyer, 2009). However, social-demographic 
findings have frequently been conflicting, only a very narrow selection of social-
psychological theories have been applied and the role of emotions in AWS decision-
making, while acknowledged as a factor, has not been considered in depth. Other 
limitations found in the literature are that most AWS studies have investigated factors in 
isolation so that possible interaction effects of multiple factors have largely been 
ignored. Further, although culturally defined social factors have been identified, there is 
very little cross-cultural research addressing this issue.  
1.10 Thesis focus and organization 
Although limited, previous work provides valuable insights that guide this research. The 
aim of this thesis is to identify and assess significant social-psychological factors 
associated with the acceptance or rejection of alternative water sources by individuals 
and communities. It compares and contrasts two specific close-to-body AWS uses that 
preceding work has shown to have been met with the most resistance: drinking and the 
washing of hands. This thesis also compares and contrasts two distinctly different 
societies: the individualistic, independent culture of the US America and the collectivist, 
interdependent culture of India.  
While	  emotions	  can	  be	  influenced	  by	  biology,	  culture	  has	  been	  found	  to	  play	  an	  important	  part	  in	  emotional	  experience.	  For	  example,	  culture	  can	  define	  the	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meanings	  of	  specific	  emotions,	  culture	  can	  calibrate	  how	  people	  perceive	  and	  interpret	  the	  emotions	  of	  others,	  and	  culture	  can	  dictate	  how	  individuals	  attend	  to	  and	  use	  their	  emotions	  in	  decision-­‐making	  (Matsumoto & Hwang, 2012). Other work 
has demonstrated that each of the perception, attitude, value and style themes of this 
thesis research are constructed, selected, learned, and evaluated by way of social 
processes (Douglas & Wildavsky, 1982; Bammer & Smithson, 2008; Gigerenzer & 
Gaissmaier, 2011). For this reason, in order to better understand the factors that 
influence AWS acceptance, these themes are assessed from the perspective of culture 
and specific emotions that have been associated with risk perceptions and social-moral 
attitudes. That is, this research aims to understand how AWS attitudes and behaviour 
are influenced by culturally defined values. 
1.10.1 Chapter outline 
The following chapters explore the roles that culturally defined emotional responses, 
risk-benefit perceptions, attitudes towards uncertainty, social-moral values, trust in 
institutional authorities, and decision styles play in attitudes towards and likelihood of 
AWS use. Chapter 2 begins by giving an overview of the literature that considers the 
relationships between culture and emotions. It then presents a summary of emotional 
traits and associations between emotional responses and likelihood of AWS use for the 
two country samples. Chapter 3 examines emotions as associated with AWS related 
health, economic, and environmental risk-benefit perceptions. Chapter 4 considers the 
relative impact of uncertain expert opinion about the safety of AWS use when 
uncertainty is expressed as conflict, ambiguity, or probability. Chapter 5 explores 
social-moral attitudes and cultural symbolism of social order and moral purity as related 
to AWS. Chapter 6 examines emotional attention, trust attitudes, and AWS 
implementation approaches. Chapter 7 examines the association between culture, 
emotions, uncertainty and decision style. Chapter 8 discusses the role of emotional 
contagion, household decision-dynamics and presents simulation results of an agent 
based model of emergent AWS decision-making based on the findings of this thesis. 
Finally, a summary of the thesis findings, implications, and proposed future directions 
are presented. 
1.10.2 Research design and methods 
This project incorporates four studies and each chapter uses a unique subset of findings 
from one or more of these studies. With the aim of simplicity and clarity, the method 
sections in the individual chapters focus on the specific study elements used in the 
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analyses of that chapter. Individual study details are provided separately in the 
appendix. These include an overview of how the studies evolved along with information 
regarding participant recruitment, study procedures, experimental designs, scenarios, 
and the psychological instruments used for each study. The structure of the online 
studies was a series of demographic questions, a system check (e.g. inquirery of the 
participant’s immediate social and technical environment), an AWS scenario, questions 
regarding the likelihood of using an AWS for personal uses, followed by attitude 
surveys and select social-psychological instruments. 
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2 Feeling it in my waters 
2.1 Introduction: Emotions and culture 
Emotion is frequently associated with recycled water acceptance and proposed 
recycling schemes (Dolnicar & Schäfer, 2006; Hurlimann et al., 2008; Australian 
Research Centre for Water in Society, 2006; CSIRO Land and Water, 2003; CSIRO 
Land and Water, 2005; Price et al., 2010; Russell & Lux, 2009) and it is well 
established that emotion plays a key role in human social and economic decision-
making  (Heilman et al., 2010). However, the alternative water source (AWS) literature 
has paid little attention to the relationship between emotion and decision-making  
(Mankad, 2012). Other authors have argued that too much emphasis is placed on the 
role of emotion in predicting support for and acceptance of AWS such as purified 
recycled water (PRW). Rather, they have suggested that responses to water from 
alternative sources may develop over long periods of socialization and are deep-rooted. 
They propose that more fruitful explanations and effective public engagement require a 
shift towards sociological and cultural explanations (Sofoulis, 2005; Russell & Lux, 
2009).  
In cultural research, culture is typically defined as an enduring and shared system of 
meaning (Kashima, 2000). In other work Boiger and Mesquita (2012) have proposed 
that emotions are best conceived of as ongoing, dynamic, and interactive processes that 
are socially constructed at both personal and cultural levels. Consequently, this research 
presents an integrated approach that considers both emotions and culture as related to 
AWS acceptance. However, most of what psychologists currently know about human 
nature is based on the so-called Western view of the individual as an independent, self-
contained, autonomous entity and individualistic assumptions underlie the bulk of 
contemporary western research in psychology (cf. Markus & Kitayama, 1991). This 
thesis addresses this limitation; it compares and contrasts the role of emotions as related 
to AWS attitudes in both Eastern and Western societies. That is, the individualistic, 
independent society of US America and the collectivist, interdependent society of India. 
In India, like other collectivist Asian cultures, the interdependence of the self with 
others is emphasized. In contrast, in the Western individualistic culture of US America, 
emphasis is placed on the independence of the self from others. These distinctly 
different world views have been found to be reflected in expressions of cognition, 
motivation, as well as emotion (Markus & Kitayama, 1991; Kashima & Gelfand, n.d.).  
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Emotion, like several of the concepts addressed in this thesis, has been variously 
defined and assessed in the literature. While acknowledging the value of distinguishing 
the nuanced differences between closely associated terms such as ‘affect’, ‘mood’, and 
‘feelings’ used in the literature, for the purposes of discussion in this thesis, ‘emotion’ is 
assumed to generally encompass these variations.  
This chapter identifies the relationships between the two intimately inter-related 
constructs that join the themes of this thesis: emotions and culture. It reviews previous 
work that has identified universal emotions and how culture calibrates the expression of 
these and other emotions. It then discusses research that has identified dimensions of 
culture and presented evidence that these are associated with specific types of emotional 
expression. It continues with a capsulation and comparison of cultural dimension 
measures of US America and India followed by a brief overview of the motifs explored 
in this thesis: risk-benefit perceptions, uncertainty attitudes, social-moral beliefs, and 
trust. Thesis study analyses are then presented which characterize and compare the 
Indian and US American samples and study findings for overall likelihood of drinking 
and washing hands with AWS.   
2.2 Emotion, motivation, and control 
A substantial literature suggests that emotions serve two important functions: first, to 
assess the environment and second, to motivate approach and avoidance behaviors 
(Arnold, 1960 in Gasper & Bramesfeld, 2006). Significant evidence suggests that the 
predilections to approach what is helpful and to avoid what is harmful form separate 
motivational dimensions that operate independently of one another (cf. Cacioppo & 
Gardner, 1999). Regulatory focus theory is a goal pursuit theory that examines the 
relationship between the motivation of a person and the way in which they go about 
achieving their goal by promotion or prevention. A promotion focus is described as the 
pursuit of future ideals and aspirations, with an aim to maximize gains. That is, 
intentions and values. Alternatively, a prevention focus aims to fulfill immediate duties 
and obligations, attempting to minimize shortfalls. These two orientations can 
significantly affect behavior, emotions, cognitions, and preferences (Higgins, 1997; 
Earle, 2010).  
While cognition helps people make true-false distinctions, a defining characteristic of 
emotions is that they help people make approach-avoidance distinctions (Loewenstein 
et al., 2001). Previous work has also found different emotions to be associated with 
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different motivations as well as different cognitive processes (Nelissen, Dijker, & De 
Vries, 2007; Tiedens & Linton, 2001). However, people can regulate these emotions 
using different strategies. For example, emotional regulation can be accomplished 
through reappraisal, suppression (Matsumoto et al., 2008), attending to or ignoring 
(Gasper & Bramesfeld, 2006). These observations suggest that understanding how 
people manage their emotions can also help understand their motivations. 
Reappraisal of emotions is defined as a cognitive process that is internal to an 
individual, unobservable to others, and focused on emotional experience. Reappraisal 
constitutes changing thoughts after experiencing an emotion or by re-evaluating the 
source of the emotion. Suppression of emotions is focused on observable behaviors. It 
has been argued that the effects of culture on emotion regulatory processes are more 
directly seen in observable, expressive behaviors than internal emotional experience 
(Matsumoto et al., 2008).  
Other evidence suggests that emotional regulation is associated with social-moral 
behaviors and general social competence (Eisenberg, 2000). The capacity to disengage 
attention from certain information, or attentional control, has been found to be a key 
factor in the regulation of emotional experience (Gyurak & Ayduk, 2007; Derryberry, 
Reed, & Pilkenton-Taylor, 2003; Lishetzke & Eid, 2003). For example, suppression has 
been found to be associated with less social closeness, less social support and avoidant 
attachments. Reappraisal has been associated with greater sharing of emotions, closer 
relationships, and greater social support (John & Gross, 2004). 
Work by Gasper and Bramesfeld (2006) examined how following versus ignoring 
positive and negative feelings can influence behavior. Their Following Affective States 
Test (FAST) is a measure of four dimensions of emotional attention. Following positive 
feelings predicts noticing, reacting to, and using positive stimuli. Following negative 
feelings is associated with noticing, reacting to, and using negative stimuli. It has been 
suggested that these measures of emotional attention are associated with motivation. 
That is, previous work suggests that following negative emotions is associated with 
avoidance and extrinsic motivation whereas following positive emotions predicts 
intrinsic motivation (Gasper & Bramesfeld, 2006). 
Although much research has treated the disregard of emotions as the opposite of 
following them, Gasper & Bramesfeld found evidence that their measures of ignoring 
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emotions are unique dimensions. Ignoring positive emotions was found to be 
independent of other measures of psychological functioning and inversely associated 
with following, intensely experiencing, expressing, being clear about, and repairing 
emotions. Consequently, it has been suggested that the measure of ignoring positive 
emotions may in fact be an assessment of the tendency to more broadly devalue 
emotional experiences. Ignoring negative feelings on the other hand was found to be 
more context dependent than the other dimensions. That is, it has been suggested that 
context determines the degree to which individuals attend to their negative emotions. 
For example, individuals might find it helpful to ignore fear while giving a talk, but not 
when needing to run from a venomous snake (Gasper & Bramesfeld, 2006). 
2.3 Emotions, culture and meaning 
Social life is complex. Individuals are members of multiple groups, with multiple social 
roles, norms, and expectations. One of the important functions of culture is to provide 
social coordination and organization that allows individuals and groups to negotiate this 
complexity. That is, culture encourages social order and prevents social chaos 
(Matsumoto & Hwang, 2012). Although country is not necessarily culture and many 
countries include a variety of cultures that can be defined with more than one social 
variable, cross-country comparisons can serve as a foundation for findings related to 
culture (Matsumoto et al., 2008).  
In psychology, emotion has often been viewed as a universal set of largely prewired 
internal processes of self-maintenance and self-regulation (Markus & Kitayama, 1991). 
This perspective is supported by evidence of universal emotional expressions that are 
associated with distinct and unique physiological patterns (Ekman, Levenson, & 
Friesen, 1983; Levenson, Ekman, Heider, & Friesen, 1992). However, social groups and 
group norms have long been found to have a significant conscious and unconscious 
influence on emotional attention, attitudes, perceptions as well as behaviors of groups 
and individuals (Sherif, 1935).  
It has been argued that emotional meaning is an emergent product of social life (Lutz, 
1988, p. 5 in Markus & Kitayama, 1991). Emotions have been found to serve as 
primary motivators of behavior (Tomkins, 1962, 1963 in Matsumoto & Hwang, 2012) 
and norms concerning emotion regulation in all cultures provide a means for 
maintaining social order by controlling behavior through appropriate emotional 
responses (Matsumoto, Yoo, Nakagawa, & 37 Members of the Multinational Study of 
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Cultural Display Rules, 2008). It has been observed that cultures regulate emotion and 
displays of emotion in two ways: by establishing norms about how people should feel 
towards culturally significant events and how people should show those feelings. That 
is, given a social-situation, culture assigns specific emotional meaning to attitudes, 
values, beliefs, and concepts. These emotions and emotional expressions in turn provide 
the impetus for culture-constant and specific normative social behavior (Matsumoto & 
Hwang, 2012; Matsumoto et al., 2008). These cultural display rules of emotions 
(Ekman & Friesen, 1969) have been observed to be learned early in life and prescribe 
the management and modification of universal expressions depending on social context.  
2.4 Cultural dimensions and emotion 
Cross-country comparisons of cultural variables are one of the most common forms of 
cross-cultural research (Matsumoto et al., 2008). Although a range of cultural 
characteristics have been identified (Gheorghui, Vignoles, & Smith, 2009; Hofstede & 
Bond, 1984; Schwartz, 2004), in this research Hofstede’s five extensively analyzed 
cultural dimensions are considered. These have been labeled power distance, 
uncertainty avoidance, masculinity (vs femininity), long-term orientation, individualism 
(vs collectivism) (Hofstede, 2001; Hofstede & Bond, 1984; Hofstede & McCrae, 2004). 
Each of these dimensions has been associated either with specific types of emotions or 
the degree to which emotions are associated with behavior. 
2.4.1 PDI Power distance 
This dimension refers to the degree to which cultures differentiate their behaviors 
towards others on the basis of social status (Matsumoto & Hwang, 2012). That is, the 
extent to which the less powerful members of organizations and institutions (such as the 
family) accept and expect that power is distributed unequally. This dimension suggests 
that a society’s level of inequality is endorsed by the followers as much as by the 
leaders (Hofstede & McCrae, 2004). Cultures with high measures of power distance 
discourage assertiveness and encourage self-regulation when interacting with people of 
higher status (Matsumoto, 2007).  
Power Distance has been shown to be positively correlated with emotional suppression 
(Matsumoto et al., 2008) and negatively correlated with how people interpret the 
intensity of expressions of anger, fear, and sadness (Matsumoto & Hwang, 2012). 
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2.4.2 UAI Uncertainty avoidance  
This dimension refers to the degree to which people feel threatened by the unknown or 
ambiguous situations and have developed beliefs, institutions, or rituals to avoid them 
(Hofstede, 2001). It has been argued that uncertainty-avoiding cultures try to minimize 
this uncertainty through strict laws and rules, by safety and security measures, and, on 
the philosophical and religious level, by a belief in absolute Truth: “There can only be 
one Truth and we have it.” (Hofstede & McCrae, 2004).  
Several emotion-based theories assume anxiety is a consequence of uncertain conditions 
and it has been proposed that anxiety is the emotional equivalent of uncertainty 
(Smithson, 2008b ; Gudykunst & Nishida, 2001; Hofstede, 2001 pg 148). Other 
research has found that cultures with high measures of uncertainty avoidance have been 
associated with greater uncertainty related levels of anxiety. 
2.4.3 MAS Masculinity (vs femininity)  
This dimension is defined as the distribution of emotional roles between the sexes. The 
role values along this dimension vary from assertive and competitive to modest and 
caring where the assertive pole has been called masculine and the modest caring, 
feminine. Previous work suggests that women's values differ less among societies than 
men's values. It has also been found that men's values vary along a dimension from very 
assertive and competitive and maximally different from women's values on one side to 
modest and caring and similar to women's values on the other. The women in feminine 
countries have the same modest, caring values as the men. In contrast, in masculine 
countries, women are somewhat assertive and competitive, but not as much as the men, 
so that these countries show a gap between men's values and women's values (Hofstede 
& McCrae, 2004). 
2.4.4 LTO Long-term orientation 
Long- versus short-term orientation refers to the degree to which cultures encourage 
delayed gratification of material, social, and emotional needs among its members 
(Hofstede, 2001). Values associated with long-term orientation are thrift and 
perseverance. Values associated with short-term orientation are respect for tradition, 
fulfilling social obligations, and protecting one’s “face” (Hofstede & McCrae, 2004). It 
has been suggested that this value orientation is associated with long-term perspective 
towards relationships that motivates a tendency to regulate emotional reactions by 
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suppression to preserve the possibility of future good relationships (Matsumoto et al., 
2008). 
2.4.5 IDV Individualism (vs collectivism) 
This dimension has no political meaning. Rather it refers to the degree to which 
individuals are integrated into groups. Individualist societies expect members to take 
care of themselves and their immediate family. Collectivist societies expect members to 
integrate into strong cohesive groups such as extended families and protect them in 
exchange for unquestioned loyalty (Hofstede & McCrae, 2004). Individualism-
collectivism has been used to explain many cross-country and cross-cultural differences 
in behavior (Matsumoto & Hwang, 2012). And while the complex and multi-
dimensional nature of individualism-collectivism is widely acknowledged, it is 
generally agreed that the central aspect of this dimension is the relative emphasis on 
either individual independence or interdependence in relation to others (Gheorghui, 
Vignoles & Smith, 2009).  
It has been argued that the emotions which dominate in the regulation of behavior varies 
systematically according to the extent to which they follow from, and also encourage 
and reinforce, an independent or an interdependent self (Markus & Kitayama, 1991). It 
has also been suggested that attitudes and emotions are relatively more important 
determinants of behavior in individualistic cultures, and norms are relatively more 
important in collectivistic cultures (Suh, Diener, Oishi, & Triandis, 1998). 
That is, people with independent self-identities are more likely to attend more to ego-
focused emotions - such as inner feelings of anger, frustration, and pride - and act on the 
basis of them, because these feelings are regarded as diagnostic of the independent self. 
Not to attend to one's inner feelings is often viewed as being inauthentic or even as 
denying the "real" self. For people with more interdependent selves, inner feelings may 
be less important in determining behavior. However, other-focused emotions - such as 
sympathy, feelings of interpersonal communion, and shame - may be more frequently 
expressed and experienced by those with more interdependent selves who value creating 
and maintaining a connection with others (Markus & Kitayama, 1991). Supporting 
work has found that suppression of emotions is negatively correlated with individualism 
(Matsumoto et al., 2008) and that individualistic cultures rate fear and anger more 




A country comparison of Hofstede's cultural dimensions (data source: http://geert-
hofstede.com) is shown in figure 2.1 where measures range from 0 (lowest) to 100 
(highest). Of particular interest for this thesis is the distinct difference in 
individualism/collectivism (IDV) indicating that US American culture (left, grey bars) 
is highly individualistic and Indian culture (right, black bars) is somewhat collectivist. 
And although the uncertainty avoidance (UAI) measure suggests that US American 
culture tends to avoid uncertainty more than the Indian culture, difference between the 
two countries is relatively small. 
  
 
Figure 2.1 Country comparisons of Hofstede's cultural dimensions 
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Figure 2.2 Conceptual map of thesis theme relationships 
Figure 2.2 illustrates a proposed clustering of associations among the themes of this 
thesis and their related emotions as suggested in the literature. This chapter begins by 
examining emotional attention in terms of the degree to which people follow or ignore 
their emotions when making a decision. As indicated in the map, this aspect is of central 
importance in joining the social-psychological elements of this research. Chapter 3 
examines risk and benefit perceptions and the associated emotions of fear, optimism and 
interest, Chapter 4 looks at uncertainty feelings and attitudes towards uncertainty as 
related with anxiety-stress. Chapter 5 explores the social-moral emotions of contempt, 
anger, and disgust. Chapter 6 begins to build on the results from these chapters by 
examining two different aspects of trust, warmth/intention and competence, and their 
relationships with positive and negative emotions and attention. At the center are the 
relationships among decision styles, emotional attention, and attitudes towards 
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uncertainty that are proposed by this thesis in chapter 7. Chapter 8 applies these findings 
in a predictive agent based model and presents the results of several simulations. 
Finally, chapter 9 presents a summary of findings and proposes future directions. 
The following study analysis begins by applying the findings of the literature just 
reviewed to the specific questions of this thesis. That is, the literature suggests that these 
two different cultures, specifically in the dimension of individualism/collectivism, US 
American and Indian participants will have distinct emotional responses to AWS use. It 
also suggests that the relative influence of these emotional responses on AWS decision-
making will be greater for the US American than Indian participants. The following 
analyses test this hypothesis. 
2.5 Thesis studies 1, 3, 4 and 5 analyses 
The findings presented here are intended to provide a framework for the more detailed 
analysis in the next chapters. First, the overall demographics and likelihood of drinking 
versus washing hands for the Indian and US American participants is presented 
followed by an analysis of the overall likelihood of use for the two countries. Next a 
summary of the results for the four experimental studies that are used in this thesis are 
described. Country level emotional attention scores are then presented followed by a 
digest of emotional responses as related to the likelihood of drinking and washing hands 
with AWS. 
2.5.1 Methods 
The data for the following analyses are drawn from studies 1, 3, 4 and 5. In study 1 (US 
American participants only), after reading the scenario participants were asked how 
likely it was that they would use the AWS for drinking and washing their hands on a 
Likert scale from 0 (not at all likely) to 6 (very likely). They were then asked how 
certain they were that using the AWS would be the right decision. Following this, they 
were asked how disgusted they would feel if a given social group used the AWS for 
drinking or washing their hands. 
In studies 3, 4, and 5, after reading a scenario, participants were asked how likely it was 
that they would use water from AWS for drinking and washing their hands. They were 
then presented with eight emotions in randomized order that have been identified by 
previous researchers as being specifically associated with risk-benefit perceptions and 
social-moral attitudes (cf. Sjöberg, 2007; Rozin et al., 1999). Participants were asked to 
	   21	  
rate from 0 (no [emotion]) to 6 (a lot of [emotion]) the degree to which they would feel 
that emotion if they had to use household tap water containing AWS for both uses. That 
is, a total of 16 emotional ratings. Each emotion was accompanied with two synonyms 
in order improve response accuracy. The eight emotions assessed in all three of these 
studies were: anger (fury, rage); fear (dread, terror); interest (curiosity, enthusiasm); 
optimism (positivity, hopefulness); disgust (sickness, nausea); contempt (disdain, 
scorn); relief (comforted, ease); uncertainty (hesitancy, doubtfulness). 
Study 3 also included a four question measure of general and current anxiety-stress. The 
instructions were: Please rate these statements on a scale from 0 (Disagree Strongly) to 
6 (Agree Strongly): 
• Most of the time I feel relaxed and content. (reverse scored) 
• Most of the time I feel stressed and anxious. 
• Right now I feel relaxed and content. (reverse scored) 
• Right now I feel stressed and anxious. 
 
Following these scenario related questions, a series of psychological instruments were 
presented. Gasper & Bramesfeld's (2006) Following Affective States Test (FAST) 
instrument was used to assess emotional attention. This instrument provides a trait 
measure of emotional attention where following positive feelings predicts noticing, 
reacting to, and using positive stimuli; following negative feelings is associated with 
noticing, reacting to, and using negative stimuli; ignoring positive feelings is 
independent of other measures of psychological functioning and inversely associated 
with following feelings, intensely experiencing feelings, expressing feelings, being clear 
about feelings, and repairing feelings; and ignoring negative feelings is more context 
dependent than the other dimensions. That is, individuals might find it helpful to ignore 
fear or anger in some circumstances but not others. 
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2.5.2 Results 
1. Country comparisons of demographics and likelihood of use 
A country comparison of demographic information 
(gender and age) and likelihood of use was done for 
studies 3, 4 and 5. Table 2.1 shows study 
demographics by country. Mann-Whitney, and 
Wilcoxon country comparison tests indicate that 
there were significant sample differences in gender, 
age and likelihood of washing hands in study 3 (Z = 
3.72 - 6.37, p < .01). In study 4 age was significantly different (Z = 6.42, p < .01). And 
in study 5, gender, age, use likelihood were all significantly different (Z = 3.69 -12.63, 
p < .01).  
 
 
2. Overall likelihood of drinking versus washing hands 
Figure 2.3 shows a country comparison of AWS for drinking and washing hands in 
studies 3, 4 (drinking only) and 5 where the grey bars show the likelihood of drinking 
and white bars show the likelihood of washing hands. 
Correlation tests of likelihood of drinking with likelihood of washing hands for both 
countries were significant (p < .01). Spearman’s correlation of likely drinking and 
Figure 2.3 Likelihood of AWS use 
Table 1.1 Study demographics 
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washing for US American participants were rho(280)=.59 in study 1, rho(368)=.60 in 
study 3 and rho(448)=.53 in study 5. Correlations for Indian participants were 




Figure 2.4 Drinking versus washing hands: Heat maps 
Figure 2.4 shows country comparison heat maps for studies 5, 3, and 1 that compare 
likelihood of drinking and likelihood of washing hands. Each square represents a Likert 
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scale selection where the increasing likelihood of washing hands goes from left to right 
and increasing likelihood of drinking goes from bottom to top. The darker cells indicate 
a higher count of participants who indicated those specific likelihoods of drinking and 
washing their hands with water from an AWS. Although the count distributions varied 
among studies, the maps indicate that in all studies, US American and Indian 
participants were generally less likely to drink AWS than to wash their hands with it.  
3. Country comparisons for likelihood of use 
In study 3 a Mann-Whitney test indicated that the likelihood of drinking AWS was no 
different for the two countries where (Mdn=3). However, US Americans (Mdn=5) 
reported significantly higher likelihoods of using AWS for washing their hands than 
Indians (Mdn=4), U=69363, p <= .01. In study 4 a Mann-Whitney test indicated that the 
likelihood of drinking AWS was not significantly different for the US American 
(Mdn=4) and Indian (Mdn=3) participants. Study 5 showed that the likelihood of both 
AWS uses was significantly different for the two country samples. Tests of reported 
likelihood of drinking for US American (Mdn=4) and Indian (Mdn=3) participants was 
U=147085, p <= .01 and for washing hands US American (Mdn=6) and Indian 
(Mdn=5), U=149057, p <= .01 demonstrated that in this study US participants were 
significantly more likely to use AWS.  
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4. External factors and likelihood of use 
	  Table	  2.2	  Experimental	  results:	  Signal-­‐to-­‐noise	  and	  χ2	  values 
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Table 2.2 shows the results from studies 1, 3, 4 and 5 of the relative impact that four 
experimental variables, each with three categorical levels, had on participant’s stated 
likelihood of AWS use for drinking or hand washing. The results are in the form of both 
signal-to-noise-ratios and significant (p < .01) χ2	   values. These fractional factorial 
experimental designs were presented in the form of AWS use scenarios described below 
and in additional detail in the appendices. 
The advantage of factorial designs is that they allow the measurement of individual 
factor effects at multiple levels as well as factor interactions. Full factorial experimental 
designs dominate the social sciences (Stolle et al., 2002). However, adding factors 
increases the complexity of the design exponentially and designs with multiple factors 
at multiple levels can become cumbersome and impractical. Fractional factorial designs, 
which are now in common use in the physical sciences, address this limitation. The 
studies in this research took advantage of fractional factorial experimental design 
methods to test the relative impact different alternative water sources, implementation 
strategies, expert communication, urgency and social influence have on AWS decisions. 
There are a number of methods that can be used to analyze fractional factorial data. The 
signal-to-noise technique applied here was derived from the quadratic loss function and 
identifies the combination of factors (those in bold) that will result in the greatest 
likelihood of AWS use. Significant (p < .01) Kruskal-Wallis χ2 results are also reported 
indicating whether differences in an individual variable were associated with 
differences in the likelihood of use.	  
The individual study variables and scenarios are detailed in the appendix. The summary 
of results shown in table 2.1 are also discussed for each study. 
How table 2.2 is organised: Findings from US American participants are listed in the 
left column and Indian participants in the right column. The AWS use, drinking or 
washing of hands, is shown in italics above the relevant set of signal-to-noise (SNL) 
and separate χ2 test results for each variable.  
Interpreting the SNL values: These values are relative and intended to aid in the 
identification of variable combinations that have the most impact on the experimental 
results. Four rows of variables are listed to the left and three variable level/categories 
are listed in the header. The level with the largest SNL value for each variable is in 
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bold. These bolded variable level/category combinations are most likely to optimise the 
measured results. However, it is important to note the relative difference in these SNL 
values, both within and between variables. Small differences suggest little to no impact. 
Interpreting the χ2 values: Significant (p < .01) χ2 values across categorical levels for a 
given set of variable levels/categories are reported in the last (fifth) column. This test 
serves as a tool for interpreting the SNL results. That is, the few and largely small χ2 
values suggest that most of the experimental variables had relatively little or 
inconsistent impact on AWS use likelihood. 
Participant counts for each of the studies listed below in parenthesis are expressed as    
N = drinking responses/hand washing responses. 
Study 1 (US America N=295/284)  
This experiment tested a scenario where a percentage (1%, 50%, or 90%) of household 
tap water was augmented with purified recycled water and scientific experts, household 
members, most community members agreed it was safe, agreed the AWS augmented 
was NOT safe, or disagreed whether the water augmented with AWS was safe to use for 
drinking or hand washing. Kruskal-Wallis tests of this study suggest that only expert 
opinion had a significant impact on likelihood of either drinking χ2 (2)=20.2 or hand 
washing χ2 (2)=22.8.  
Study 3 (US America N=399/385, India N=430/408) 
This study examined how the AWS use decision was made (unilateral government, 
unilateral water authorities, community consensus); scientific expert uncertainty 
(probability, ambiguity, conflict); AWS type (PRW, desalinated, rain); and urgency 
(water source gone now, in six months, in a year). Kruskal-Wallis tests of this study 
suggest that only expert opinion had a significant impact on likelihood of drinking χ2 
(2)=8.3 for Indian participants. For USA participants, water source was significantly 
associated with likelihood of hand washing χ2 (2)=17.2. 
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Study 4 (US America N=49, India N=72) 
Only data related to drinking AWS were collected in study 4. The factors tested were 
family and friends opinion (agree IS safe, disagree is safe, or agree is NOT safe); expert 
information uncertainty type (probability, ambiguity, or conflict); water source (purified 
recycled, desalinated, or rain); urgency (water source gone now, gone in six months, or 
gone in a year). Kruskal-Wallis tests, suggest that only urgency had a statistically 
significant impact on likelihood of drinking for Indian participants χ2 (2)=10.6. 
Study 5 (US America N=466/486, India N=725/699) 
The four factors examined in study 5 were how and by whom an AWS project 
implementation decision was made (unilateral decision by the local government, 
unilateral decision by water authorities, or by a community consensus vote); water 
filtration process (separated, purified, or treated); water source (PRW, desalinated, or 
rain); water process method (natural, scientific, or regulated). Kruskal-Wallis tests of 
this study suggest that filtration process had a significant impact on likelihood of 
drinking for both Indian χ2 (2)=10.5 and US American participants χ2 (2)=9.4. For 
USA participants, as in study 3, likelihood of hand washing was significantly different 
χ2 (2)=12.1 depending on water source.  
Overall, these results indicate that, like the individual factors, the factor combinations 
that had the most influence on AWS use likelihood differed for drinking and washing 
hands within and between countries. The highlighted factor-levels in table 2.1 identify 
the combination, relative to other factor-level combinations, most likely to influence 
AWS use likelihood for each study and use. These relative values suggest that most 
individual factors tested in these studies have little direct influence on reported AWS 
use likelihood. They also indicate that the combination of factors that influence drinking 
and washing hands are largely different for each country. 
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Figure 2.5 Follow Affective States Test (FAST) 
Table 2.3 Follow Affective States Test (FAST) 
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Figure 2.5 shows a comparison chart of the relative FAST score means and 
distributions. Table 2.3 summarizes the relationships of these scores. 
Table 2.3 Kruskal-Wallis χ2, Mann-Whitney U, and Z-scores indicate that the 
distributions for all FAST scores, especially ignoring positive emotions, are distinctly 
different for the two countries. The results suggest that overall the Indian participants 
are more likely to follow their positive feelings and ignore their feelings whereas the US 
American sample is more likely to follow negative feelings.  
A multilevel analysis (Pedhazur, 1997; R psych package, statsBy function) of the FAST 
scores was done for the two countries. Unlike other methods for the complex analysis of 
hierarchical (multilevel) data structures, statsBy is a much simpler function that gives 
basic descriptive statistics for two level models. The study data was not found to have 
sufficiently normal distributions so Spearman's rho was used as the correlation measure.  
The results indicate a moderate country level effect for following positive emotions  (ηρ2 
= 0.06, intraclass correlation1 = 10%), strong effects for ignoring positive emotions (ηρ2 
= 0.19, intraclass correlation = 31%) and ignoring negative emotions (ηρ2 = 0.13, 
intraclass correlation = 21%), and a weak effect for following negative emotions (ηρ2 = 
0.02, intraclass correlation = 03%). 
Spearman's rho correlations suggest that for both country samples following positive 
emotions is negatively correlated with following negative emotions; following positive 
emotions is positively correlated with ignoring negative emotions; and following 
negative emotions is positively correlated with ignoring positive emotions. For US 
American participants, following positive emotions was also strongly and negatively 
correlated with ignoring positive emotions. These two sets of correlations are 
qualitatively similar to Gasper and Bramesfeld's (2006) US sample results.  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  1	  Reflects	  the	  amount	  of	  total	  variance	  associated	  with	  the	  country	  grouping	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5. Emotional responses and FAST 
	  
Figure 2.6 Summary of emotional responses 
Figure 2.6 bar charts show a country comparison of the range of positive (white bars) 
and negative (grey bars) emotional responses for studies 3 and 5. These demonstrate 
that, overall, Indian participants reported more positive as well as more negative 
emotions than US American participants.  
	  
Table 2.4 Emotional responses and FAST: Correlations 
Table 2.4 shows Spearman’s rho (p < .01) for FAST scores and emotional responses to 
AWS use. All correlations are positive and indicate that for Indian participants, 
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emotional responses to AWS use were significantly associated with following negative 
and ignoring positive emotions. However for US American participants, emotional 
responses to AWS use were more significantly associated with following and ignoring 
positive emotions. 
6. Emotional responses and likelihood of use  
	  
Table 2.6 Emotional responses and likely use: Regressions 
Table 2.6 shows a summary of ordinal logistic regressions examining which emotions 
were most closely associated with AWS use likelihood. Overall, these results suggest 
that the emotions most frequently associated with likelihood of use for US American 
sample was disgust and for the Indian sample, anger. An additional ordinal regression 
was run for study 3 that included emotions as well as anxiety-stress in general and 
"now" measures. The only significant anxiety-stress result was for Indian participants 
for likelihood of hand washing Wald(278) = 10.57, p < .01. 
Non-parametric (Spearman) partial correlations controlling for all emotions (excluding 
anxiety-stress) for studies 3 and 5 showed that for US Americans, disgust and drinking 
likelihood were negatively correlated rho(298) = -.17 and rho(358) = -.27, p < .01 
respectively. For washing hands, disgust was negatively correlated with likely use with 
rho(304) = -.26 and rho(350)= -.21, p <.01. For Indian participants anger and drinking 
likelihood were negatively correlated with rho(327) = -.17, p < .01 in study 3 only. For 
washing hands, likelihood was negatively correlated with anger rho(298) = -.21, p < .01. 
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Relief was not significantly correlated with likelihood for either country sample or 
either use.  
2.5.3 Discussion 
Overall, the likelihood of drinking and washing hands were strongly correlated and the 
stated likelihood of use for washing hands was almost always greater than that of 
drinking for both countries. While none of the experimental conditions tested showed a 
significant relationship with likelihood of washing hands for the Indian samples, results 
from studies 3, 4, and 5 indicate that water source may be a significant factor for US 
American participant likelihood of washing hands but not for drinking. This suggests 
that factors other than the frequently cited health concerns may be important for US 
Americans. Overall, the other individual factors considered as related with likelihood of 
drinking did not consistently demonstrate significant differences for the two cultural 
samples.  
These analyses also indicate that the relative reported likelihood of using AWS for 
either drinking or hand washing was higher for the US American than for the Indian 
samples. Generally, the results also suggest that while the US American samples were 
similarly willing to drink water from alternative sources, the Indian samples were less 
willing to use it for washing their hands. However, whether there was a significant 
difference between the two samples depended on the study. Participants were randomly 
assigned trial conditions and Kruskal-Wallis tests of the distribution of experimental 
factors for the two samples showed no significant differences. It is suggested that these 
use likelihood differences may be due to the demographic composition of the study 
samples and/or the relative importance of the factors that were tested in the individual 
studies.  
Indian participants reported significantly stronger positive and negative emotions when 
considering AWS use. However, previous work has found that bilingual Hindu speakers 
tend to express stronger emotions when using the English language than when using 
Hindi (Matsumoto & Assar, 1992). These authors suggest that this finding may be due 
to linguistic factors. However, neither that nor this study incorporated English language 
proficiency measures so it was not possible to determine the degree to which this may 
have been true.  
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The results suggest that while Indian participants expressed a greater range of positive 
and negative emotional responses to AWS use, these were less associated with 
likelihood of AWS use than for the US American participants. Correspondingly, the 
FAST measures suggest that the Indian participants were significantly more likely than 
US Americans to broadly devalue emotional experiences (ignore positive). That is, US 
Americans were found to be significantly more likely to value and attend to their 
emotions in general, particularly to their negative emotions given the situational 
context. Although the specific definition of the term “ego-focused emotions” can be 
debated, it is suggested that the findings discussed in this chapter are consistent with 
previous work observing that individuals with independent self-identities, as are found 
in individualistic cultures such as US America, are more likely to attend more to ego-
focused emotions than those with more interdependent self-identities, as are found in 
collectivist cultures, such as India. 
This chapter reviewed previous work that suggests that culture can be a defining factor 
in both emotional responses and the degree to which these emotions are attended to in 
guiding behavior. It further identified significant differences in emotional responses and 
attention between the US American and Indian participant groups as associated with the 
likelihood of AWS use. These findings suggest that there may be specific culturally 
defined emotional responses, views and attitudes that could be important factors in 
AWS acceptance. The following chapters examine emotional responses that have been 
linked with specific social-moral views and attitudes towards uncertainty, rather than 
simply views and attitudes that participants are consciously aware of. In doing so, this 
research aims to identify the more subtle and potentially more pervasive influence that 
cultural social context plays in AWS judgment and decision-making. 
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3 Dangerous waters 
3.1 Introduction: Determinate uncertainty 
While risk is often cited as a key factor in AWS acceptance, objective measures of risk 
often do not fully explain the public’s risk perceptions or justify resistance to using 
water from alternative sources, such as purified recycled water (ACIL Tasman Pty Ltd., 
2005). Instead, the larger risk literature suggests that, when considered from the 
perspective of consequentialist models such as the expected utility model, people's risk-
taking behavior in general can be highly variable and inconsistent across domains and 
situations (Loewenstein et al., 2001). In other work, Weber and Johnson (2009) have 
argued that perceived risk is less predicted by analytic considerations than by emotional 
reactions associated with familiarity with the choice option and decision domain. 
Findings such as these have contributed to an increasing awareness that public 
perceptions of risk can involve factors that experts may not take into account (Bammer 
& Smithson, 2008).  
Although there is limited information about community attitudes towards risk 
associated with purified recycled water (PRW) use (The Cooperative Research Centre 
for Water Quality and Treatment, 2008) or other alternative water sources, three 
domains of risk have been examined in previous AWS studies - health, economic, and 
environmental (Alexander et al., 2008; Dolnicar & Schäfer, 2006; Hurlimann & 
Dolnicar, 2009; CSIRO Land and Water, 2003). Of these, system failure and health 
risks have been identified as the principal public concerns (Alexander et al., 2008). As 
noted in chapter 1, Beck and Gidden's risk society thesis argues that new technologies, 
such as AWS systems, create new risks that make people dependent on scientific 
experts to objectively measure and assess these threats (Beck, 1992; Marks, Martin, & 
Zadorozny, 2008). This chapter takes a closer look at factors that may influence public 
risk perceptions as distinct from risk as defined and assessed by scientific experts. It 
also expands the discussion of public AWS risk perceptions to include the role that 
benefit appraisals play in assessing risks. The thesis study analyses then examines how 
these factors might be associated with AWS risk-benefit perceptions and how those 
perceptions influence likelihood of AWS use. 
3.2 Defining risk 
While it is often taken for granted that there is only one type of uncertainty, substantial 
evidence suggests that there are many types and people respond to them differently 
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(Bammer & Smithson, 2008, pg 5; Kahneman & Tversky, 1982). Uncertainty types 
have been defined with a varied array of taxonomies and frameworks. Of these, two 
broad categories have been identified: determinate and indeterminate. Risk is 
technically defined as determinate uncertainty, often expressed as the probability or 
percent likelihood that a particular event may happen (Knight, 1921). However, while a 
substantial literature demonstrates that although this usage of the term risk is common 
among scientific experts, perceptions of “riskiness” often mean something quite 
different to individuals and communities (Slovic, 1987). That is, individuals and 
communities assess probability information about risk differently than do scientific 
experts. 
3.3 Lay assessments of risk as defined by probability 
It has been argued that emotions are important factors in the assessment of probabilistic 
information and that the impact of probability assessments depends strongly on the 
nature of the outcome (Loewenstein et al., 2001). The certainty effect, a phenomenon 
presented in prospect theory (Kahneman & Tversky, 1979), refers to the observation 
that people inconsistently evaluate probability weights. That is, an equivalent reduction 
in percent probability of gains is perceived as greater when the initial probability of 
gains is certain rather than probable. Incremental increases in probable likelihood are 
associated with changes in choice when the emotional meaning of a situation is 
moderate or low. However when emotional meaning is high, changes in probability 
have been found to make little or no difference in decisions (Rottenstreich & Hsee, 
2001). In the case of risk perceptions, this can mean that if the probability of a 
threatening event goes from zero to non-zero, an event that was previously of no 
concern can become a significant source of worry. However, if the threat is already to 
any degree considered probable an increase in that probability will be considered 
substantially less threatening. 
3.4 Risks, benefits and emotions 
Most risk research has found that negative emotions dominate risk perceptions and has 
assumed, more or less implicitly, that risk is something negative (Sjöberg, 2007). 
However, risk choices are generally associated with beneficial trade-offs and risk 
perception measures have been proposed that incorporate both perceived risks and 
benefits (Weber, Blais, & Betz 2002). Previous work has demonstrated that risks and 
benefits tend to be positively associated in the real world. However, they are typically 
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negatively associated in people's minds (Alhakami & Slovic, 1994 in Weber, Blais, & 
Betz 2002). Notably, this negative relationship has been found to be maintained even 
when the nature of the benefits of an activity is distinct and qualitatively different from 
the nature of the risks (Slovic et al., 2004). It has been argued that this negative 
relationship could be due to people's reliance on general emotional evaluations in 
making risk and benefit judgments. That is, situations that evoke negative emotions are 
seen as both high in risk and low in benefit (Loewenstein et al., 2001). 
The psychological heuristics and biases (Tversky & Kahneman, 1974) literature 
suggests that people use simple rules of thumb, such as representativeness and 
availability, to assess risk-benefits. Several so-called dual-process models demonstrate 
that both emotions and cognitive assessment play a role in risk-benefit appraisals 
(Chaiken & Trope, 1999; Kahneman & Frederick, 2002; Sloman, 1996). Other work 
shows that typically the two processes are interrelated, with cognitive judgments giving 
rise to emotions and emotions influencing judgments. However, people often 
experience emotional reactions without even knowing why and are confronted with 
discrepancies between these emotions and their cognitive evaluation of a situation’s 
risks and benefits. Several theories emphasize quick and automatic intuitive feelings as 
the predominant method by which human beings evaluate a situation and suggest that 
people might rely on emotional appraisals as a primary cue when assessing risk-
benefits. These emotion based theories include ‘the affect heuristic’ (Slovoc et al., 
2004) and the “risk as feelings” model (Loewenstein et al., 2001) which show that 
emotion often supersedes cognitive evaluations. 
3.5 Emotions: approach and avoidance 
Different emotions, including those linked with risk-benefit perceptions, have been 
found to be associated with different motivations (Nelissen, Dijker, & De Vries, 2007). 
For example, although fear has frequently been associated with risk perceptions, there is 
evidence that another important risk related emotion is anger (Lerner & Keltner, 2001). 
Anger has been found to motivate people to move against its source, whereas fear has 
been found to motivate avoidance of the source (Zeelenberg et al., 2008). Other findings 
suggest that fear and anger also have opposite effects on risk perceptions. That is, there 
is evidence suggesting that fearful people express pessimistic risk estimates and risk 
adverse choices whereas angry people express optimistic risk estimates and risk-seeking 
choices (Lerner & Keltner, 2001). Further, although negative emotions seem to be the 
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most important, the presence or absence of positive emotions has also been found to be 
associated with risk perceptions. For example, one study found that interest was 
positively related with perceived risk and other work found optimism to be negatively 
associated with perceived risk (Silvia, 2006; Sjöberg, 2007). 
Other research has identified a negative association between risk and benefit judgments. 
That is, the greater the perceived benefit, the lower the perceived risk and vice versa 
(Fischhoff et al., 1978). These findings suggest that both positive and negative 
emotional responses are important factors in AWS risk-benefit perceptions. This 
includes the role that probabilistic information plays in AWS risk-benefit assessments. 
The following analyses of the thesis data explore the associations among probabilistic 
information about AWS use safety, emotional responses, risk-benefit perceptions, and 
likelihood of AWS use.  
3.6 Thesis studies 1 and 5 analyses 
The risk-benefit categories considered here include health, economics, and the 
environment. The first analysis tests the relationships between AWS risk and benefit 
perceptions. The second analysis looks at the links between risk-benefit perceptions and 
emotions. The third examines the relationship between risk-benefit perceptions and 
likelihood of use. In the final analysis, the degree to which risk perceptions are affected 
when a hypothetical home tap water supply is composed of 1%, 50%, or 90% purified 
recycled water for sample groups expressing high, moderate, and low positive and 
negative emotional responses and high, moderate, or low FAST emotional attention 
scores are assessed.  
3.6.1 Methods 
As described in the previous chapter, in study 1 (US American participants only) after 
reading the AWS scenario in which the hypothetical water supply was composed of 1%, 
50%, or 90% purified recycled water (PRW), participants were asked how likely it was 
that they would drink and wash their hands with the mixed tap water. They were then 
asked to rate how risky they thought using the mixed tap water for each of the two uses 
would be. Following this, they were asked to rate how disgusted they would be if 
various social groups used this mixed tap water for drinking or washing hands. 
Similarly but more specifically, in study 5 participants were asked how likely it was 
they would use the described AWS (PRW, desalinated, or rain) for drinking and hand 
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washing. They were then asked to rate the health and economic risks and benefits for 
themselves, their household, and their communities. They were also asked to rate 
environmental risks and benefits. In total, each participant was asked to rate 14 risk-
benefit factors. 
All ratings were based on Likert scales that ranged from 0 (not at all) to 6 (very). 
3.6.2 Results 
1. Relationships between risk and benefit perceptions 
 
 
Figure 3.1 Risk and benefit perceptions 
Table 3.1 Risks and benefits: Mann-Whitney tests 
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Figure 3.1 illustrates the relative risk and benefit perceptions of the two countries. With 
the exception of community economic risk and environmental benefits Indian 
participants rated both risks and benefits as significantly greater than did the US 
American participants. 
Table 3.1 shows a Mann-Whitney country comparison test of risks and benefit 
perceptions. Overall, the Indian sample risk perceptions were greater than US 
American. Both country samples rated the economic and environmental benefits of 
AWS as greater than health benefits. These measures also show that while the relative 
ratings of benefits for personal, household, community and the environment are similar 
for the two countries, Indian participants rated health benefits more highly than US 
Americans.  
	  
Table 3.2 Risks and benefits: Correlations	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Table 3.2 illustrates the significant negative correlations between risk and benefit 
perceptions. These ranged from rho(394 - 447)=-.15 to rho(394 - 447)=-.37, p < .01 for 
US American and rho(709 - 760)=-10 to rho(709 - 760)=-.30, p < .01 for Indian 
participants. Strong correlations (rho > .6) are highlighted in bold. For both country 
samples, benefit perceptions were more strongly correlated with other benefits than with 
related and other risks. Unlike economic risk perceptions, health risk perceptions were 
negatively correlated with all health, economic and environmental benefit perceptions. 
For US American and Indian participants environmental benefit perceptions were 
negatively correlated with all risk perceptions. In addition, Indian environmental risk 
perceptions were negatively correlated with all benefit perceptions. 
2. Risk-benefit perceptions and emotions 
Figure 3.2a Risks, benefits, emotions and drinking: Regressions 
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  In order to visually assess the relationship between risk and benefit perceptions with 
emotions as associated with likelihood of use, locally weighted regression plots were 
generated (cf. Cleveland, Grosse, & Shyu, 1992; R gplots package, lowess function) as 
shown in Figure 3.2a and 3.2b. While this is just one of many non-parametric regression 
techniques, it is arguably the most flexible. The grey lines illustrate risk and benefit 
perceptions the black lines illustrate negative (fear, anger, contempt, disgust, and 
uncertainty) and positive (relief, interest, and optimism) emotions risk and benefit 
perceptions. The solid grey lines illustrate health, dashed economic, and dotted 
environment risk and benefit perceptions. The results suggest that emotions and health 
risk-benefit perceptions are very closely associated. However, for US American 
participants health, economic and environmental risk and benefit perceptions are 
distinguished from one another while the Indian participants ratings are more similar for 
Figure 3.2b Risks, benefits, emotions and washing hands: Regressions 
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all three risk-benefit categories. Spearman correlation coefficients for the US American 
sample ranged from rho(448) = .38 to rho(441) = .79, p < .01 for risk and negative 
emotions, and rho(426) = .16 to rho(415) = .60 for benefits and positive emotions. 
Correlations for the Indian sample ranged from rho(693) = .31 to rho(726) = .58, p < .01 
for risk and negative emotions, and rho(691) = .27 to rho(703) = .55, p < .01 for benefits 
and positive emotions.  
3. Risk-benefit perceptions and likelihood of AWS use 
 
 
Likelihood of use was significantly correlated with risk perceptions in both studies 1 
and 5. In study 1, drinking likelihood was correlated with drinking risk perceptions 
rho(348) = -.67, p < .01 and hand washing likelihood was correlated with hand washing 
risk perceptions rho(333) = -.60, p < .01.  
Table 3.3 shows that in study 5 overall risk and benefit perceptions were moderately 
correlated with likelihood of use for both countries although overall these relationships 
were stronger for US Americans.  
Table 3.3 Risks, benefits, and likely use: Correlations 
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Table 3.4 Risks, benefits and likely use: Regressions 
Ordinal logistic regression results of likely use with risks and benefits are shown in 
table 3.4. These indicate that for US Americans likelihood of drinking AWS was 
associated with perceptions of personal health risk, household economic risk, and 
community economic benefit χ2 (14) = 219, p < .01. For Indian participants, drinking 
AWS was associated with perceptions of personal health risk, household health benefit, 
and community economic benefit perceptions χ2 (14) = 201, p < .01.  
For US Americans, hand washing with AWS was associated with community health 
risk perceptions χ2 (14) = 131, p < .01. For Indian participants, washing with AWS was 
associated with community economic benefits χ2 (14) = 79, p < .01. 
Given the interrelated nature of risk perceptions, benefit perceptions, negative emotions 
and positive emotions (specifically as related to risk and benefit perceptions), a three 
step process was used in an effort to identify the key risk-benefit perceptions and 
associated risk-benefit emotions linked with likelihood of use.  
First, ordinal regressions for each of the risk and benefit perceptions that were found to 
be significantly associated with likelihood of use were done using emotional responses 
as the independent variables. The results are shown in Table 3.5.  
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Table 3.5 Risks, benefits and emotional responses: Regressions 
 
These results suggest that for both country samples perceptions of drinking risks were 
largely associated with fear while drinking benefits were largely associated with relief. 
Emotional responses were not associated with perceptions of hand washing risks 
however hand washing benefits were negatively associated with contempt’s for the US 
American sample and positively associated with interest and relief for the Indian 
sample.
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Non-parametric partial correlation tests 
were then run separately for the risk-
benefit perceptions and emotional 
responses that were significantly          
(p < .01) associated with likelihood of 
use. The results shown in table 3.6 
suggest that community economic 
benefit, community health risk and 
personal health risk perceptions are 
similarly associated with likelihood of 
use for both samples. Community 
economic benefit was the single risk-
benefit perception that was linked with 
likelihood of hand washing for both 
samples. 
The risk-benefit emotions most likely to influence drinking for The US sample were 
uncertainty and disgust and for the Indian sample, fear and disgust. The risk-benefit 
emotion most strongly associated with hand washing likelihood was contempt for both 
samples and, for the Indian sample, relief. 
 
 
Correlations between the "approach" and "avoidance" emotions of anger and fear for 
studies 3, 4, and 5 are shown in table 3.7. These results indicate that the two emotions 
are strongly and positively associated. 
Table 3.6 Risks, benefits, responses and 
likely use: Correlations 
Table 3.7 Fear and anger: Correlations 
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4. Tap water composition: Percent purified recycled water 
	  
Figure 3.3 Risk perceptions, water composition and likely use 
 
Figure 3.3 shows an overall comparison of drinking (grey bars) and hand washing 
(white bars) likelihood and risk perceptions of drinking and hand washing of household 
tap water composed of 1%, 50%, or 90% purified recycled water. Kruskal-Wallis tests 
grouped on percent composition for likelihood of use and risk perceptions showed no 
significant differences in likelihood of drinking or hand washing use or risk perceptions 
for the three different conditions.  
Participant samples were then split into three emotional response groups: high, 
moderate, and low average sample disgust ratings for drinking and washing with the 
described AWS. The Kruskal-Wallis test was repeated. However, no significant 
differences were found for either use likelihood or risk perceptions.  
3.6.3 Discussion 
The literature suggests that both emotions and cognitive assessment play a role in risk-
benefit appraisals. Chapter two focused on the broad relationships between emotional 
responses and the likelihood of AWS use. This chapter expands on these findings and 
examines the relative roles and relationships between emotional responses, risk-benefit 
perceptions and use likelihood. The analyses here suggest significant moderate to strong 
correlations between risk and, to a lesser degree, benefit perceptions with likelihood of 
use. They also provide evidence of significant positive associations of risk perceptions 
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with negative emotional responses and benefit perceptions with positive emotional 
responses. Consistent with the findings of chapter two, the directionality of use 
likelihood is negative for risk perceptions and negative emotional responses and 
positive for benefit perceptions and positive emotional responses. 
Overall the Indian sample gave higher ratings of both risks and benefits of AWS use 
than did the US American sample. They also indicate that perceptions of health, 
economic, and the environmental risks-benefits were all significantly correlated. 
However, these analyses also suggest that specific risks and benefits were associated 
with likelihood of use. Likelihood of drinking was negatively associated with 
perceptions of personal and community health risk and positively associated with 
perceptions of community economic benefits for both the US American and Indian 
samples. Likelihood of washing hands was positively associated with community 
economic benefit perceptions for both country samples. Environmental risk-benefit 
concerns did not appear to play a significant role in either use likelihood. 
Both risk and benefit perceptions were found to be strongly associated with negative 
and positive emotions respectively. However, the results of these analyses indicate that 
risk-benefit perceptions were more closely correlated with emotional responses for the 
Indian than for the US American sample. This was particularly true for risk perceptions 
linked with washing hands and to a lesser degree risk and benefit perceptions linked 
with drinking. As suggested by the findings of the previous chapter, it may be that US 
American resistance to washing hands with water from AWS could be due to factors 
unrelated to physical risks. 
Both samples showed a negative association between likelihood of drinking with 
disgust and a negative association of likelihood of washing hands with contempt. 
However, these associations were notably stronger for the US American than for the 
Indian sample. 
The literature suggests that approach and avoidance emotions, specifically fear and 
anger, are positively associated with risk perceptions. Those relationships were 
supported by this data and the two emotions were also found to be strongly and 
positively correlated to one another in both country samples. However, the role of anger 
and fear as related to likelihood of use were largely lacking. That is, anger was absent 
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and fear was found to be weakly and negatively associated with likelihood of drinking 
solely for the Indian sample. 
Finally, differences in percent composition (1%, 50%, or 90%) of home tap supply from 
an AWS was not found to significantly influence emotional responses, risk perceptions 
or likelihood of use. These findings are largely consistent with other risk perception 
research indicating that people do not discriminate between non-zero probabilities when 
the emotional meaning of a risk is high. However, when participants were grouped 
according to high, moderate, and low emotional responses and by implication emotional 
meaning, no differences were found. The next chapter explores these findings further as 
they relate to the second category of uncertain information. 
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4 Muddy waters 
4.1 Introduction: Indeterminate uncertainty 
Previous work has found that actual as well as self-reported knowledge about 
alternative water sources (AWS) does not appear to contribute significantly to the 
likelihood of use (Australian Research Centre for Water in Society, 2006; Russell & 
Lux 2009). However, some researchers have found that concerns are reduced and the 
stated likelihood of AWS use increased if people are provided with AWS production 
information. Consequently, they suggest that educating the public about AWS will 
increase trust and acceptance (Mankad, 2012; Dolnicar, Hurlimann, & Nghiem, 2010; 
Marks et al., 2002 in CSIRO Land and Water, 2003). This chapter continues looking at 
public ‘risk’ perceptions. Here the focus is on the second category of uncertainty, 
indeterminate, as related to how people use different types of expert information to 
make AWS use decisions. This chapter and the thesis study analyses focus on the 
relationships between uncertainty and information. It explores this question from three 
different perspectives: attitudes towards uncertainty, uncertainty and emotions, and 
types of uncertain information. 
For the purposes of this thesis, when the term risk is applied to indeterminate 
uncertainty it will be referred to with quotes. 
4.2 Culture and uncertainty 
There is substantial evidence showing that some cultures foster greater tolerance of 
uncertainty than others. Notably, Eastern and Western cultures have been found to have 
quite different attitudes towards uncertainty. For example, Western culture has been 
observed to have a preoccupation with certainty (Smithson, 2008b; Hofstede, 1984) and 
Asians have been found to be more tolerant of contradictions (Choi & Nisbett, 2000). 
Others have noted that uncertainty avoidant cultures look for structure in their 
organizations, institutions, and relationships. Similarly, it has been observed that the 
stronger a culture’s tendency to avoid uncertainty, the greater its need for rules. 
Paradoxically, those that are highly uncertainty avoidant are often prepared to engage in 
'risky' behavior in order to reduce uncertainty (Hofstede, 2001). 
4.3 Uncertainty emotions: anxiety-stress and relief 
The presence of and need to reduce uncertainty have been associated with different 
emotions. At the individual level, there is evidence that uncertainty increases the 
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physiological signs of anxiety (cf. Reiman, et al., 1989; Behar, 2001 in Smithson, 
2008b) and measures of intolerance of uncertainty have been found to be significantly 
associated with anxiety disorders (cf. Gentes & Ruscio, 2011). At the country level, 
measures of high uncertainty avoidance have also been associated with higher anxiety-
stress levels (Hofstede, 2001). This and other evidence support a set of emotion-based 
theories that assume anxiety is a consequence of uncertainty (Bammer & Smithson, 
2008b). Gudykunst & Nishida (2001) have even argued that anxiety is the emotional 
equivalent of uncertainty.  
While the reduction of subjective uncertainty is a powerful human motive (Hogg, 2000) 
the need for certainty has been found to vary substantially among individuals and 
cultures (Hofstede, 1984). That is, individuals can experience either positive or negative 
emotions under conditions of uncertainty. While it can be stressful, anxiety provoking, 
and give a sense of powerlessness and lack of control, the experience of uncertainty can 
also be an exhilarating challenge providing a sense of satisfaction and mastery in its 
resolution (Hogg, Adelman, & Blagg, 2010). Consequently, not all emotions associated 
with uncertainty are negative. For example, some work suggests that positive feelings 
such as relief may be associated with the alleviation of uncertainty (Demerath, 1993; 
Dolinski & Nawrat, 1998; Sorrentino et al., 2003) as well as interest and optimism 
(Sjöberg, 2007).  
4.4 Uncertainty and information 
Previous work has emphasized the importance of feelings of certainty and it has been 
suggested that these feelings can influence how people process information. Emotions, 
whether positive or negative, associated with feeling certain have been found to 
promote heuristic processing. In contrast, both positive and negative emotions 
associated with feeling uncertain have been found to promote more systematic 
processing. Of relevance to the questions posed in this chapter and chapter 6 which 
discusses trust, there is evidence that emotions associated with certainty result in greater 
reliance on the expertise of a source of a persuasive message (Tiedens & Linton, 2001). 
4.4.1 Conflict and ambiguity 
Previous work has found that theories that predict different responses to different types 
of uncertainty, specifically by reducing complexity, may only be relevant for 
individuals with specific types of uncertainty attitudes (Pushkarskaya et al., 2010). Of 
the several types of indeterminate uncertainty that have been defined, the two external 
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sources of uncertainty considered in this chapter are conflict and ambiguity. Here 
conflict is defined as contradictory views about states of reality that cannot 
simultaneously be true (cf. Smithson, 1999). And although not used consistently in the 
judgment and decision-making literature, the term ambiguity is commonly equated with 
vagueness. Here, ambiguity is defined as the absence or lack of clarity in information 
where several distinct possible interpretations are possible (cf. Black, 1937; Smithson, 
1999).  
The literature suggests that cultures as well as individuals can have different attitudes 
towards uncertainty and that uncertainty can evoke specific types of emotions, notably 
anxiety. It further suggests that uncertain conditions and their associated emotions can 
influence how people process information. The following analyses examines how these 
observations may apply to the likelihood of AWS use, specifically as related to 
uncertain expert information. This question is addressed from three different 
perspectives: attitudes towards uncertainty, uncertainty and emotions, and types of 
uncertain information. 
4.5 Thesis studies 1, 3, 4 and 5 analyses 
A number of methods have been used to assess uncertainty attitudes. The following 
analyses begin with a country comparison of two different sets of uncertainty attitude 
measures. Next, associations between anxiety-stress, uncertainty attitudes and emotional 
attention are assessed. Finally, the links between uncertain expert information about 
AWS water safety, emotional responses to and likelihood of AWS use are appraised. 
Specifically, this last set of analyses look at how uncertainty attitudes and emotional 
attention may moderate how people respond to AWS use given different types of expert 
information.  
4.5.1 Methods 
The data for the following analysis were drawn from studies 1, 3, 4 and 5. Study 1 (US 
American participants only) presented scenarios where expert opinion was either in 
agreement or conflict (agree is safe, disagree whether is safe, agree is not safe). 
Participants were then asked to rate the likelihood that they would use the described 
AWS for drinking and washing their hands, their feelings of certainty about their 
decision and how 'risky' they thought it would be to use the water for each use.  
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Studies 3 and 4 presented expert AWS safety information that was probabilistic, 
ambiguous, or conflicting (calculate that there is a 1% chance; think that there is some 
chance; or disagree about whether there is any chance that someone would become sick 
from AWS use). Participants were then asked to rate the likelihood that they would use 
the described AWS for drinking and washing their hands, how 'risky' each use would 
be, and their emotional responses and levels of anxiety-stress. As previously noted, the 
specific language used in these study scenarios is documented in appendix B.  
Two instruments were used to assess uncertainty attitudes: Personal Need for Structure 
(PNS, Neuberg & Newsom, 1993; Thompson et al., 1989, 1992) and Need for 
Cognitive Closure - reduced scale (NCC, Houghton & Grewal, 2000). The PNS is a 
measure that aims to capture several aspects of the desire for simple structure where 
ambiguity and “grey areas” are considered troublesome and annoying (Thompson et al. 
1992 in Neuberg & Newsom, 1993). The PNS is defined as both a single factor and a 
two factor measure. The original single factor measure is for the overall need for 
structure measure which was developed by Thompson et al. (1992). Two conceptually 
related, but somewhat independent PNS factor measures were distinguished by Neuberg 
& Newsom (1993) from the original PNS survey questions. One factor measures the 
extent to which people prefer to structure their lives (desire for structure) and the second 
measures how people respond to unstructured, unpredictable situations (response to lack 
of structure). The PNS instrument was used in studies 3, 4 and 5. 
The NCC measure has five sub-scale in study 5 factors of which three associated with 
uncertainty were used: preference for order and structure, preference for predictability, 
and discomfort with ambiguity (decisiveness and closed-mindedness measures were not 
included). These measures were used in studies 1, 3, and 5. Gasper and Bramesfeld's 
(2006) Following Affective States Test (FAST) instrument was used to assess 
emotional attention in study 3. 
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4.5.2 Results 
1. Attitudes towards uncertainty: Country comparisons 
	  
Figure 4.1 Uncertainty attitudes: Need for Cognitive Closure (NCC) 
	  
Figure 4.2 Uncertainty attitudes: Personal Need for Structure (PNS) 
	  
	  
Table 4.1 NCC and PNS: Median scores 
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Table 4.2 NCC and PNS: Mann-Whitney tests 
Tables 4.1 and 4.2 show median scores and Mann-Whitney country comparisons of 
uncertainty attitudes for the two instruments. Results across individual studies were 
inconsistent. However, when scores were combined (NCC N ~ 1000; PNS N ~ 600 per 
country), all NCC scores were found to be significantly different, most notably for the 
preference for order and structure measure. The Indian sample showed a slightly higher 
preference for order and structure and discomfort with ambiguity while the US 
American sample showed a slightly greater preference for predictability. The combined 




Table 4.3 NCC and PNS: Multilevel analysis 
The results of a multilevel analysis (R psych package, statsBy function using 
Spearman's rho) are shown on Table 4.3. These results suggest that country level effects 
for variance were none to small for the NCC factors in studies 3 and 5 and moderate for 
the PNS factors in studies 3 and 4 but there was no significant country effect in study 5.
	  
Table 4.4 NCC and PNS: Correlations 
As shown in table 4.4, the combined NCC and PNS scores from all studies for both 
countries display significant (p < .01) correlations. The results suggest moderate 
correlations among NCC measures and between the PNS desire for structure and 
response to lack of structure (components of the more general need for structure 
measure) for both countries. The NCC order and structure and predictability preference 
measures were, for the US American samples, strongly correlated to all three PNS 
measures. However, these relationships were generally moderate for the Indian sample. 
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The NCC discomfort with ambiguity and the three PNS measures were also moderately 
associated for both countries. 
The combined NCC and PNS measures were all found to have skewness measures        
< ±1.0 and kertosis measures < ±2 so a Box's test of dispersion was conducted. The 
results showed a marked difference with F(21, 2821859) = 13.15, p < .001 between the 
two country samples. Separate comparisons of NCC F(6, 25472961) = 19.62, p < .001 
as well as PNS F(6, 8902730) = 29.70, p < .001 matrices were also significant. 
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2. Uncertainty attitudes, emotional attention and anxiety-stress 
To better understand the relationships of anxiety-stress with uncertainty attitudes and 
emotional attention, logistic regression and partial correlation tests were done. 
 
Table 4.5 NCC, PNS, FAST and anxiety-stress: Regressions 
 
Using anxiety-stress in general and "now" 
as the dependent variables, logistic 
regressions were done with the NCC and 
PNS uncertainty attitude and FAST 
emotional attention measures. The results 
shown in table 4.5 indicate that although 
associations with the NCC uncertainty 
attitude factors are significant, following 
negative emotions was most strongly and 
consistently associated with the anxiety-
stress measures for the two countries. 
 
Table 4.6 NCC, PNS, FAST and 
anxiety-stress: Correlations 
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Table 4.6 shows a summary of non-parametric (Spearman's) partial correlation tests of 
anxiety-stress controlling for NCC and FAST measures. These results are consistent 
with the regressions showing a negative correlation with preference for order & 
structure and positive correlation with following negative emotions.  
A multilevel analysis (R psych package, statsBy function using Spearman's rho) for the 
two anxiety-stress measures show small (ηρ2 = .01) country level effects. 
Conditional inference tree (CIT; cf. Strasser & Weber, 1999; R party package, ctree 
function) models were generated in order to explore the pattern of relationships between 
anxiety-stress, NCC, PNS uncertainty attitudes and FAST emotional attention. 
Conditional inference trees estimate a regression relationship using binary recursive 
partitioning in a conditional inference framework. This non-parametric class of 
regression trees can be applied to a variety of regression problems, including nominal, 
ordinal, numeric, censored as well as multivariate variables and arbitrary measurement 
scales. Further, unlike a majority of recursive partitioning methods, this particular 
algorithm addresses issues of overfitting and selection bias towards covariates with 
many possible splits.  For these analyses, the minimum sum of weights in a node in 
order to be considered for splitting was set at 10 and the minimum sum of weights in a 





Figure 4.3 NCC, FAST and anxiety-stress: CIT models 
Figure 4.3 shows tree model results for anxiety-stress in general as related to the NCC 
uncertainty attitudes and FAST emotional attention. Both the US American and Indian 
models indicate a clear relationship between following negative emotions and anxiety-
stress. However, neither the NCC nor PNS uncertainty attitude measures fit to these 
models. 
To assess the relationships between uncertainty attitudes and emotional attention, a 
second set of models were tested using the same settings, this time using the NCC and 
PNS uncertainty measures as dependent variables and the FAST measures as 
independent variables. 
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Figure 4.5 Discomfort with ambiguity and FAST: CIT models 
Figures 4.4 and 4.5 show tree model results for NCC uncertainty attitudes as related to 
FAST emotional attention measures. No models for predictability preference or any of 
the PNS measures and FAST measures resulted for either the US American or the 
Indian samples. As shown in figure 4.4, preference order & structure models for both 
countries were dominated by following positive emotions. The Indian model showed 
that ignoring negative emotions was also associated with the preference for order & 
structure. 
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The results shown in figure 4.5 suggest that discomfort with ambiguity has weaker and 
less clear relationships with the FAST measures. Following negative emotions and to a 
lesser extent ignoring negative emotions defined the US American model. However, the 
Indian model was dominated by ignoring negative emotions while following positive 
emotions had a modest association with this NCC measure. 
Logistic regressions were also used to test these models. Table 4.7 shows results that 
largely support the CIT findings. That is, both country samples show a strong positive 
relationship with the preference for order and structure with following positive 
emotions. Both country samples also showed a strong positive relationship between 
discomfort with ambiguity and following negative emotions and neither showed 
significant relationships with any FAST measures and the preference for predictability. 
Notably in the US American sample there were significant relationships between 
ignoring negative emotions with the need for and response to lack of structure. For the 
Indian sample, the desire for structure was significantly associated with following 
positive emotions. 
	  
 Table 4.7 NCC, PNS and FAST: Regressions 
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3. Expert information, likelihood of use and emotional responses 
 
Bar plots for likelihood of drinking (dark grey) and washing hands (light grey) and 
feelings of certainty about use choice (white) pairs for study 1 (US American 
participants only) for different conditions of expert information are shown in figure 4.6. 
Overall, agreeing expert information that the AWS is safe resulted in the highest and 
agreeing expert information that the AWS is not safe resulted in the lowest likelihoods 
of drinking, washing hands and certainties regarding the choice to use AWS.  
 
Table 4.8 shows the median 
scores and results of Kruskal-
Wallis tests of personal use 
likelihood, feelings of 
certainty, and risk perceptions 
suggesting that these 
differences were significant for 
the three conditions of expert 
information certainty.  
Table 4.8 Expert information: Kruskal-Wallis tests 
Figure 4.6 Expert information, likely use and feelings of certainty 
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Figure 4.7 Expert information and likely use 
Figure 4.7 shows bar plots of overall likelihood of drinking studies 3 (dark grey) and 4 
(grey) with and washing in study 3 (white) where expert information was presented as a 
percent probability, ambiguity, or conflict.  
Kruskal-Wallis tests grouped by expert information in study 3 suggests that for the US 
American sample there was a small but significant difference in anger responses for 
washing hands χ2(2) = 10.26, p < .01 where ambiguous (Mdn = 1) and probabilistic 
(Mdn = 1) expert information conditions showed slightly higher measures of anger than 
did conflicting (Mdn = 0) expert information.  
In the Indian sample, there were small but significant differences in both likelihood of 
χ2(2) = 9.93, p < .01 and contempt for χ2(2) = 9.72, p < .01 drinking. Drinking 
likelihood was lower for the ambiguous (Mdn = 2) condition than for the probabilistic 
(Mdn = 3) and conflicting (Mdn = 3) conditions. Contempt measures were lower for the 




Table 4.9 Expert information and emotional responses: Mann-Whitney tests 
	  
Country	  comparisons	  of	  responses	  to	  the	  three	  different	  types	  of	  expert	  information	  are	  shown	  in	  table	  4.9.	  Negative emotions are indicated with a grey 
background and positive emotions with a white background. Emotions associated with 
drinking are in bold text and those associated with washing hands in normal text. 
Although the Indian sample responded more strongly with both positive and negative 
emotions in all conditions, the conflict condition shows the greatest disparity both in the 
overall strength of the Z-scores and the range of emotional differences. The conflict 
condition also shows the greatest differences in negative emotional responses to 
washing hands with water from an AWS.	  
4. Expert information, uncertainty attitudes and emotions 
Using the combined data from all studies, 
correlation tests results shown in table 4.10 suggest 
that US American attitudes towards structure were 
significantly, although weakly, associated with 
AWS use, largely as associated with washing 
hands. This was also true for the Indian sample but 
to a notably lesser degree. 
Table 4.10 Likely use, NCC and PNS 
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To determine whether different conditions of expert information were associated with 
emotional responses to AWS use as related to uncertainty attitudes and emotional 
attention, the data was split by condition and Spearman non-parametric correlations 
were done for each NCC, NFS and FAST measure with emotional responses.  
 
Table 4.11 Expert information - NCC, FAST and emotional responses: Correlations 
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In order to determine whether group characteristics were adequately similar for each of 
the three conditions, Kruskal-Wallis tests of the NCC, PNS, FAST measures and 
anxiety-stress scores grouped by the three expert information conditions. Each condition 
group (probability, ambiguity and conflict) consisted of approximately 100 to 130 
participants. No significant differences in measures or scores were found between the 
three groups for either country. 
Table 4.11 shows the significant (p < .01) correlations of emotional responses with the 
NCC and FAST measures in the three expert information conditions presented in study 
3. No significant correlations were found for the PNS measures. Negative emotions are 
highlighted with a grey background and positive emotions with a white background. 
Emotions associated with drinking are in bold text and those associated with washing 
hands in normal text. These results suggest that uncertainty attitudes were moderately 
associated with positive and negative emotional responses for US Americans in the 
probability condition and to a lesser extent in the ambiguity condition. There were no 
significant associations with uncertainty attitudes for the Indian sample. 
In the US American sample, following and ignoring positive emotions were moderately 
associated with emotional responses in the probability and conflict conditions and to a 
lesser extent the ambiguous condition. The Indian sample displayed more consistent 
relationships where following negative and ignoring positive emotions were associated 
with responses in all three conditions. Ignoring negative emotions was somewhat 
significant in the ambiguity and conflict conditions. Following positive emotions was 
not associated with responses in any condition for the Indian sample. 
The Indian sample also had positive correlations for both positive and negative 
emotional responses with attitude measures. This was also the case for the US American 
sample with three exceptions. Negative correlations were found for optimism towards 
drinking and discomfort with ambiguity in the probability condition; optimism towards 
washing hands with preference for order and structure in the ambiguity condition; and 
anger towards washing hands with ignoring negative emotions in the conflicting 
condition. 
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Table 4.12 NCC, FAST and emotional responses: Correlations 
All conditions were combined, anxiety-stress measures were added and the correlation 
tests were repeated. The results are shown in table 4.12. As before, US American but 
not the Indian sample displayed small but numerous correlations with emotional 
responses and NCC uncertainty attitudes. However, here the direction of the 
associations was consistent with emotional valence. That is, correlations with 
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uncertainty attitudes were all positive for negative emotions and negative for positive 
emotions. 
FAST emotional attitudes also reflected the patterns shown in table 4.11. For the US 
American sample, emotions were largely associated with following and ignoring 
positive emotions. For the Indian sample, emotional responses were largely associated 
with following negative and ignoring positive emotions. And as in the previous 
analysis, all response associations were positive, regardless of emotional valence. 
Anxiety-stress in general and "now" was not significantly correlated with any emotional 
responses for the US American sample. However, for the Indian sample all negative 
valence emotions towards washing hands were weakly but positively associated rho(380 
- 400) = .2, p < .01 with anxiety-stress in general and "now". The positive emotions 
interest and relief towards drinking were positively associated with anxiety-stress 
"now". 
For both samples, anxiety-stress was negatively associated with preference for order 
and structure as well as following positive emotions. Similarly, both samples had 
positive anxiety-stress correlations with following negative emotions and ignoring 
positive emotions. For the US Americans there was a weak positive correlation with 
discomfort with ambiguity and the Indian sample showed a weak negative correlation 
with ignoring negative emotions. 
4.5.3 Discussion 
The findings of this chapter found evidence that attitudes towards uncertainty and 
different types of uncertain expert information are significant factors in the likelihood of 
AWS use. However, the associations between these factors and use likelihood were 
generally small and the analyses indicate, indirect.  
Country comparisons showed small but significant differences in NCC but not PNS 
measures of uncertainty attitudes and found no significant differences in measure 
variances between the two countries. These results are in contrast to Hofstede's cultural 
dimension of Uncertainty Avoidance index (UAI) introduced in chapter 2. The UAI 
aims to measure the degree to which people feel threatened by the unknown or 
ambiguous situations. The published UAI measures of US Americans (46/100) suggest 
that the US American sample would be somewhat LESS tolerant of unknown or 
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ambiguous situations than Indians (40/100). However, the reverse was found with very 
small differences in discomfort with ambiguity for these samples,. The analyses also 
suggests that, in the combined samples, Indians had a slightly greater preference for 
order and structure and lesser preference for predictability compared with the US 
American sample. Further, the within country correlations between NCC and PNS 
uncertainty attitude measures, which varied from weak to strong, were significantly 
different for the two country samples. These results suggest that attitudes towards 
different types of uncertainty are largely independent and may be driven by unique 
factors. 
Previous work has argued that anxiety-stress is linked with attitudes towards 
uncertainty. However, findings of this chapter suggest that following negative emotions 
is the strongest predictor of anxiety-stress in general as well as "now". In addition, a 
strong association of emotional attention with two NCC uncertainty measures was 
observed: preference for order & structure and discomfort with ambiguity. However, 
although there was a clear relationship between preference for order & structure with 
following positive emotions in both samples, the FAST measures associated with 
discomfort with ambiguity were very different for each of the two country samples. 
These findings and the lack of significant FAST associations with the other uncertainty 
attitude measures provide further evidence for the view different uncertainty attitudes 
are motivated by unique factors. These findings also suggest that links between anxiety-
stress with uncertainty are indirect and specific to particular types of uncertainty. That 
it, it is suggested that different types of emotional attention are associated with anxiety-
stress and specific types of uncertainty attitudes. 
Likelihood of use was found to be weakly but positively and significantly associated 
with US American attitudes towards NCC and PNS order & structure measures, 
particularly for washing hands. That is, the greater the preference, need, desire for 
structure and response to lack of structure the greater the stated likelihood of use. The 
Indian samples showed small positive correlations of drinking with the NCC discomfort 
with ambiguity and washing hands with the NCC preference for predictability. 
Comparisons of uncertain expert information expressed as probability, ambiguity, or 
conflict identified no significant differences in either emotional responses to or 
likelihood of use. However the country level effects for emotional responses, especially 
for washing hands was found to be small for probabilistic and ambiguous information 
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and larger for conflicting information. Correlation tests of NCC, PNS, and FAST 
measures with emotional responses in the three conditions suggested that uncertainty 
attitudes were significant for US Americans in the conflict condition and overall 
uncertainty attitudes were weakly, but more likely than FAST measures, to be 
associated with emotional responses to AWS use. This was in contrast to the Indian 
samples that showed very few associations of uncertainty attitudes with emotional 
responses. Instead, following negative and ignoring positive emotions was found to be 
moderately associated with emotional responses for all three conditions. In addition, the 
results shown in table 4.9 suggest that the Indian sample expressed both more positive 
and negative emotional responses to the conflict condition than in the other two expert 
information conditions. These results suggest that uncertain expert information was 
assessed differently by the two samples and that the Indian sample was less tolerant of 
conflicting expert information. 	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5 Still waters that run deep 
5.1 Introduction: Social-moral meaning 
The emotion most discussed in the alternative water source (AWS) literature is ‘yuck’ 
and this disgust response has become central to many suggested explanations for 
purified recycled water use resistance (CSIRO Land and Water, 2003; CSIRO Land and 
Water, 2005; Dolnicar & Hurlimann, 2009b). While the emotion of disgust has been 
found to have its roots in physical aversion, substantial evidence suggests that it has 
evolved to serve as a response to social-moral transgressions as well (Douglas, 1966; 
Rozin, Haidt, & McCauley, 2008; Zhong & Liljenquist, 2006). Consequently, it has 
been suggested that reactions to AWS use may not be so much a reflection of perceived 
health risks as much as threats to existing symbolic systems of social order and moral 
purity (Marks, Martin, & Zadorozny, 2008; Russell & Lux, 2009). This view is 
supported by sociological-anthropological literature suggesting that some ‘risk’ debates 
may not even be about ‘risk’ per se but rather rationales for actions motivated by other 
reasons or surrogates for other social or ideological concerns (Slovic 1987; Sjöberg & 
Wahlberg, 2002).  
For centuries water has been used as a social-moral symbol and water as a 'sacred 
substance' is ubiquitous in religious history (Strang, 2004 pg 85). Although the 
argument has been made that technical, scientific descriptions of water’s form prevail in 
modern societies (Helmreich, 2011), water and water symbolism continues to be central 
to the many myths and narratives, religious doctrines and practices, and customs and 
rituals found modern as well as ancient cultures (L'Institute Veolia Environment, 2005; 
Chamberlain, 2008 pg 15; Douglas, 1966). 
Social-moral rituals, ideologies, and identities have been found to provide a way for 
individuals and cultures to manage uncertainty (Douglas, 1966; Hofstede, 2001; Hogg, 
Adelman, & Blagg, 2010; Jost & Amodio, 2012). Other work provides evidence that 
specific social-moral emotions, including disgust, are a powerful means by which 
culturally defined social-moral conventions are maintained (Rozin et al., 1999). The 
literature reviewed in this chapter reviews work that shows how social-moral 
conventions can be used to manage uncertainty. It further examines the symbolism of 
water as related to perceptions of natural, social and moral order with social-moral 
emotions. The thesis study analyses build on this work by examining how culturally 
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defined social-moral ideology and identity, water symbolism, and emotions are 
associated with attitudes towards uncertainty and the likelihood of AWS use. 
5.2 Symbolic natural, moral and social order 
Wilk (2006) observes that water is more than a symbol of the natural world, rather it is 
usually seen as its very substance. He notes that the meaning of water's purity can be 
ambiguous and that its use can mean two very different things to the water user. On the 
one hand water can symbolize the purity of nature as protection from dangerous 
technology and on the other, advanced technology acts as an agent to purify nature or at 
least assure its purity. 
Water's purity can also be a moral symbol. Physical cleansing, such as bathing or 
washing hands, is at the core of many religious rituals and many faiths consider that the 
purity of water can cleanse the self of moral contamination (L'Institute Veolia 
Environment, 2005). Recent work demonstrates that even in modern US American 
culture exposure to moral indiscretions, by the self or others, poses a moral threat and 
stimulates a need for physical cleansing. This “Macbeth effect” suggests that when 
moral self-identity is at stake, such as after having indulged in morally questionable 
activities, a natural response is to engage in cleansing activities that will restore moral 
integrity and moral self-image (Zhong & Liljenquist, 2006). And in India, bathing 
festivals such as the Kumbh Mela, which observes bathing for purification from sin, 
attracts millions of modern day pilgrims (Manasi & Raju, 2012). 
In addition, water is used in these and other symbolic gestures of separation to classify 
and order society. Exceptions to these rules can be considered threats that “must be” 
labeled as impure, dangerous, contaminating or dirty. That is, people are particularly 
likely to reject (or see as risky) situations that involve objects being ‘out of place’ 
(Douglas, 1966). In view of these observations, it has been suggested that the 'risk' 
people perceive in AWS use may be related to how these uses are seen to involve the 
transgression of social-moral boundaries (Marks, Martin, & Zadorozny, 2008; Russell 
& Lux, 2009) and not simply the physical water source per se.  
5.3 Social-moral emotions 
Judgment and choice research has been dominated by functionalist assumptions about 
what people are trying to accomplish when they make decisions. The most influential of 
these assumptions have been that people are either "intuitive scientists" motivated by 
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epistemic goals or "intuitive economists" motivated by utilitarian goals (Tetlock et al., 
2000). Tetlock (2002) proposed an alternative, social functionalist perspective where 
people are either "politicians" who aim to cope with accountability to others; 
"theologians" who try to protect sacred values or things; or "prosecutors" who try to 
enforce social norms.  
While culturally defined social-moral values and norms serve the purpose of 
maintaining social order and structure, social-moral emotions are strong motivators to 
behave in a socially favorable way (Douglas, 1966; Rozin, Haidt, & McCauley, 2008). 
Shweder et al (1997) developed the "Big three" model of morality based on work with 
Hindu Indians which identified core moral concerns that have been found to be relevant 
in both Eastern and Western societies. Three principal clusters of themes and moral 
concerns emerged from this research: autonomy (harm, rights, justice), community 
(duty, hierarchy, interdependence, souls), and divinity (sacred order, natural order, 
sanctity, tradition). Building on this work, Rozin and colleagues (1999) found that, in 
Western culture, distinct social-moral emotions are associated with these themes: 
contempt, anger, and disgust. This CAD hypothesis argues that particular emotions are 
evoked by transgressions of the three social-moral concerns: contempt for violations of 
communal codes including hierarchy; anger for individual rights violations; and disgust 
for violations of purity-sanctity/divinity (Rozin et al., 1999). 
Disgust includes a motivation to avoid, expel, or break off contact with the offending 
entity, often coupled to the need to wash, purify, or remove residues of physical contact 
that was made with the entity (Moll et al., 2005; Rozin, Haidt, & McCauley 2008). A 
basic feature of disgust is contamination sensitivity (Kelly, 2007) and although 
contamination may have been shaped as an adaptation for disease avoidance, it has been 
shown to operate largely independently of conscious beliefs about disease (Rozin, 
Haidt, & McCauley, 2008). Contamination sensitivity has been found to correlate with 
sensitivity to domain-specific areas of disgust. For example, in adults it has been found 
to be mixture of at least two types. One of these is the transfer of invisible material 
through contact, which is often sensitive to manipulations like washing, and the other of 
passing of some type of spiritual force that can not be removed with physical treatments 
(Nemeroff & Rozin, 1994). 
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Although social-moral disgust can be evoked by transgressions of boundaries that serve 
to maintain social categories and hierarchies (Douglas, 1966; Rozin, Haidt, & 
McCauley, 2008) other work suggests that the common understanding of disgust is a 
mixture of disgust and anger. One suggested explanation is that disgust applies to 
physical disgust and anger applies to social-moral disgust (Nabi, 2002). Other work 
suggests that groups representing physical or social-moral contaminants elicit disgust, 
whereas groups representing barriers to desired goals elicit anger (Cottrell & Neuberg, 
2005). Interpersonal disgust discourages contact with other human beings who are not 
intimates and can serve the purpose of maintaining social distinctiveness and social 
hierarchies (Rozin, Haidt, & McCauley 2008). For example, groups seen as low in 
status and dissimilar to one's own group tend to be viewed with disgust and contempt 
(Fiske, Cuddy & Glick, 2006). 
5.4 Uncertainty, ideology and identity 
A number of researchers have argued that chronic and temporary needs to reduce 
uncertainty, ambiguity, threat, and disgust are positively associated with 
conservative/traditional and negatively associated with liberal/progressive ideologies 
(Jost & Amodio, 2012). Supporting this are a variety of findings suggesting that 
individuals with more conservative ideologies tend to exhibit higher personal needs for 
order, structure, and closure (Altemeyer, 1998; Chirumbolo, 2002; Kemmelmeier, 1997; 
Webster & Kruglanski, 1994). Those with conservative ideologies have also been found 
to tend to perceive the world as more dangerous and threatening, on average, than do 
liberal/progressives (Altemeyer, 1998; Duckitt, 2001). 
Other work suggests that people manage uncertainty about oneself by identifying with 
groups. This uncertainty-identity theory (Hogg, 2000) proposes that group membership 
can satisfy people’s fundamental need to reduce uncertainty about who they are, what 
they should think, how they should behave, and how others will perceive and treat them 
by providing a normative guideline. Especially in situations that are new or ambiguous 
where it is not clear which behavior or strategy to use, group members tend to look for 
what is prototypical for their group and use this information as a normative guideline 
for their own behavior (Oakes, Haslam, & Turner, 1994; Turner, Oaks, Haslam, & 
McGarty, 1994 in Faddegon, 2009). 
Self-categorization theory (Turner et al., 1987) suggests a link between ideology and 
group identity. According to this theory, people validate their beliefs by comparing their 
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own world views with those held by other members of the groups they belong to. At the 
same time, members of other groups - out group members who are less similar to the 
self - are considered less valid as a point of self reference. 
This literature demonstrates that even in modern times water plays an important 
symbolic role in culturally defined social-moral order. It also provides evidence that 
individuals and cultures manage uncertainty though the means of social-moral rituals, 
ideologies, and identities maintained by social-moral emotions. The following thesis 
study analyses assess AWS use as a symbol of natural, social, and moral order. It tests 
the hypothesis that individuals who are less tolerant of uncertainty will have more 
conservative and traditional social-moral views and will be less willing to use AWS for 
drinking and washing their hands. 
5.5 Thesis studies 1, 3, 4, and 5 analyses 
The following analyses begin with a country comparison of social-moral identities of 
the US American and Indian participants. Next, the associations between social-moral 
identities and uncertainty attitudes are assessed. Then an analysis of the relationships 
between social-moral identities and social-moral emotions are associated with the 
likelihood of personal AWS use and the perceived likelihood of AWS use by different 
social-moral groups.  
5.5.1 Methods 
These results were drawn from studies 1, 3, 4 and 5. In study 1 after reading the AWS 
scenario and rating their own responses, participants were asked how likely they 
thought that members of ten different social-moral groups would use AWS. Paticipants 
were also asked the degree of disgust they would feel if members of the group used the 
AWS. The social-moral groups presented were country people, city people, upper class 
people, lower class people, wealthy people, poor people, physicians, spiritual and 
religious leaders, sanitation workers, and criminals. 
In studies 3, 4, and 5, after reading the AWS scenario, all participants were asked how 
likely it would be that they drink and wash their hands with the described AWS and 
their emotional responses to AWS use. Study 5 also included the same series of 
questions with regard to the religious, ritual use of the AWS. 
Gasper and Bramesfeld's (2006) Following Affective States Test (FAST) instrument 
was used to assess emotional attention in study 3. Attitudes towards uncertainty were 
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assessed with the Personal Need for Structure (PNS, Neuberg & Newsom, 1993; 
Thompson et al., 1989, 1992) instrument in studies 3, 4, and 5 and Need for Cognitive 
Closure - reduced scale (NCC, Houton & Grewal, 2000) was used in studies 1, 3, and 5. 
In all studies, after responding to the AWS scenario questions, participants were asked 
to rate their social and economic views on a scale from 0 (very liberal/progressive) to 6 
(very conservative/traditional).  
In studies 1 and 4, participants were asked to rate their public ("Most people who know 
me think that I am a"), private ("I am a"), and desired ("I wish I was a more") selves as 
moral, religious, spiritual, and ethical on a scale from 0 to 6. These three ratings were 
used to calculate a variance value used to approximate identity uncertainty for each 
characteristic. In study 5, participants rated their religiosity and spirituality on a scale 
from 0 (not at all) to 6 (very). 
In study 1, participants were asked to rate a series of statements intended to encompass 
the variety of preferences and attitudes, both symbolic and practical, typically found in 
the broader literature as related to washing hands. They were asked to do so on a Likert 
scale ranging from strongly disagree (0) to strongly agree (6): 
• I don't like dirt 
• I don't like germs 
• I want to stay healthy 
• I like to feel clean 
• I wash my hands LESS often than I should 
• I wash my hands MORE often than I need to 
• Cleanliness is next to godliness 
• I prefer natural soaps 
 
Studies 3, 4 and 5 each compared different AWS: purified recycled, desalinated, and 
rain. In study 5 AWS methods (natural, scientific, or regulated) and processes 
(separated, purified, or treated) were also compared.  
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5.5.2 Results 
1. Social-moral identity: Country comparison
 
 
Summaries of self reported social and economic identities across studies for the US 
American and Indian samples are shown in figure 5.1. A Kruskal-Wallis test of the two 
countries grouped by study showed no significant differences in social or economic 
self-ratings among studies except for US American participants in study 3 whose social 
self-rating (Mdn = 2) was significantly more liberal/progressive than in the other studies 
(Mdn = 3). A comparison of social and economic identity self-ratings of the two 
countries for studies 1 (dark grey), 3 (grey), 4 (light grey) and 5 (white) is shown in 
figure 5.1. Lower scores indicate more liberal views and higher scores indicate more 
conservative views.  
	  
Table 5.1 Social and economic identities: Mann-Whitney tests 
Figure 5.1 Social and economic identities across studies 
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Mann-Whitney tests and median values of the country samples shown in table 5.1 
indicate significant but very small differences in the individual studies as well as the 
combined data with the common median or both country samples being "moderate" (3). 
The combined self-ratings for both countries were found to have normal distributions 
with skewness and kertosis measures less than ±1. Rating distributions were compared 
using a standard paired t-test as well as JZS Bayes factors. The JZS Bayes factor is an 
alternative to the conventional t-test that can identify a preference for either the null 
hypothesis or the alternative (Rouder et al., 2009). An independent samples t-test that 
compared social identities resulted in a t(2361) = -10.28, p < .001, a JZS Bayes factor (r 
= 1) of 1.30e-21, and Levene’s test indicated unequal variances (F = 67.56, p < .001). 
Results for economic identities t(2340) = -4.07, p < .01, a JZS Bayes factor (r = 1) of  
0.01, and Levene’s test (F = 33.21, p < .001) indicating unequal variances. These 
findings indicate that although the US American self-ratings of social (Mean = 2.52) 
and economic (Mean = 2.94) identities were only slightly more liberal than the Indian 
social (Mean = 3.18) and economic (Mean = 3.18) self-ratings, the dispersion of these 
ratings was much larger for the US American sample, most notably for social self-
ratings. 
Paired t-tests of social and economic identity for the US American sample resulted in a 
t(1093) = -12.16, p < .01and a JZS Bayes factor (r = 1) of 3.33e-29 strongly indicating 
that the rating distributions were not the same. For the Indian sample the t-test results 
were not significant and the JZS Bayes factor (r = 1) was 42.75, decisively supporting 
the null hypothesis that the two self-ratings were the same. 
Multilevel analysis (Pedhazur, 1997; R psych package, statsBy function) was done for 
the two countries. The results showed a moderate country effect for social views in 
study 3 ηρ2 = .05, study 4 ηρ2 =. 07, and study 5 ηρ2 = .05. There were no between country 
effects for economic views in study 3, moderate effects for study 4 ηρ2 = .05, and small 
effects for study 5 ηρ2 = .01. An analysis of merged data from all studies showed small 
country level effects for social ηρ2 = .04 and economic ηρ2 = .01 identities. 
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Figure 5.2 illustrates a comparison of 
self-rated religiosity of US American 
and Indian samples in study 5. Mann-
Whitney tests showed that US 
Americans (Mdn = 2) self-reported as 
less religious than Indians (Mdn = 4), 
Z = -13.72, p < .01. The US 
Americans (Mdn = 3) also self-
reported as less spiritual than did the 
Indian sample (Mdn = 4), Z = -8.2,        
p < .01.  
Multilevel analysis (R psych package, statsBy function) showed a strong country effect 
for religiosity ηρ2 = .15 and moderate effect for spirituality ηρ2 = .06.  
Distributions measures of ratings skewness for both countries were less than ±1 and 
kertosis measures were less than ±2 suggesting substantially normal distributions. An 
independent samples t-test that compared religious identity ratings resulted in a t(1248) 
= -15.34, p < .001, a JZS Bayes factor (r = 1) of 5.61e-46, and Levene’s test (F = 
121.76, p < .001) indicating unequal variances. Results for spiritual identity ratings 
resulted in t(1250) = -9.10, a JZS Bayes factor (r = 1) of  1.09e-16, and Levene’s test (F 
= 79.5, p < .001) also indicating unequal variances. US American self-ratings of 
religious (Mean = 2.30) and spiritual (Mean = 3.02) identities were significantly lower 
than the Indian religious (Mean = 3.98) and spiritual (Mean = 3.98) self-ratings. As with 
social and economic self-ratings, the variance in these measures was also significantly 
larger for the US American than the Indian sample. 
Paired t-tests of religious and spiritual identity for the US American sample resulted in a 
t(487) = -10.11, and a JZS Bayes factor (r = 1) of 2.18e-19 strongly indicating that the 
two identity ratings were not the same. For the Indian sample the t-test results were not 
significant and the JZS Bayes factor (r = 1) was 33.98, strongly supporting the null 
hypothesis that these two self-ratings were also the same. 
Figure 5.2 Religious and spiritual identities 
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Table 5.1 shows significant (p < .01) 
correlations among the social-moral identity 
measures that were obtained in study 5. The 
results indicate strong correlations between 
social and economic identities as well as 
religious and spiritual identities for both 
samples. While significant, for both samples 
the correlations of social-economic with 
religious-spiritual identities were weak to 
moderate.  
A country comparison with Box's test of equality covariance matrices for this set of 
social-moral self-ratings resulted in F(10,4732911)  = 11.19, p < .01 suggesting that 
these correlation matrices were significantly different. 
	  
 Table 5.2 Social-moral identities: t-test values and JZS Bayes factors 
 
Paired t-test values and JZS Bayes factors for all six social-moral identity pairs using 
data from study 5 are shown in table 5.2. Two social-moral identity pairs displayed 
strong evidence for the null hypothesis of equal variance in each sample. For the Indian 
sample these were social & economic and religious & spiritual. However, for the US 
American sample these were social & religious and economic & spiritual.  
Table 5.1 Social-moral identities: 
Correlations 
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2. Social-moral identity and uncertainty  
	  
Table 5.3 Social-moral identities, NCC and PNS: Correlations 
Table 5.3 shows correlation values for social-moral characteristics with the NCC and 
PNS uncertainty attitude factors introduced in chapter 4. The results suggest that the 
NCC preference for order and structure and PNS need for structure measures are most 
consistently, although weakly, associated with social views of the US American 
samples. For the Indian sample, religiosity and spirituality were found to be associated 
with all three NCC measures. 
However, when social and economic self ratings were combined from all studies, US 
American preference for predictability and economic identity rho(954) = -.11, p < .01 
was the only significant correlation with NCC and PNS measures. 
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Paired t-tests of all social-moral identity self-ratings with NCC and PNS uncertainty 
measures showed highly significant results indicating that all pair distributions were 
distinctly different for both countries. 
3. Social-moral identity, emotional responses and use likelihood 
Spearman's correlation tests of social-moral identities with use likelihood of each of the 
individual studies showed some evidence that conservative/traditional identities are 
negatively correlated with likelihood of use. In study 3 US American social identity was 
associated with drinking rho(374) = -.16 and washing hands rho(387) = -.14. In study 5 
US American social identity was associated with drinking rho(441) = -.13. Combined 
scores from all studies showed associations of US American social rho(1038) = -.10 and 
economic rho(1028) = -.14 identity self ratings with the likelihood of washing hands 
only. There were no other significant (p < .01) correlations of social-moral identities 
with likelihood of use for either country. 
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Table 5.4 Social-moral identities and emotions: Regressions 
 
Logistic regression results where social-moral identity self-ratings were used as the 
dependent variables and emotional responses to uses as independent variables in studies 
3, 4 and 5 are shown in table 5.4. The results suggest that US Americans religious 
identities and Indian social identities were most frequently associated emotional 
responses in these studies.  
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Figure 5.3 Social-moral identities, emotions and likely use: Regressions 
The locally weighted regression plots of figure 5.3 (R gplots package, lowess function) 
illustrate the relationships between the social-moral CAD emotional responses to AWS 
use and two social-moral identities: religiosity and social views. The charts are scaled 
along the y-axis from no emotion (0) to strong emotions (6). The x-axis ranges from not 
religious or liberal/progressive (0) to very religious or conservative/traditional (6). This 
figure suggests a stronger and more consistent relationship between responses and these 
identities for Indian participants. Although very weak, US Americans show slightly 
greater response changes going from none to moderate than from moderate to strong 
identity ratings. US American responses also suggest a slightly greater distinction 
between CAD emotional responses to AWS use. 
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Table 5.5 Social-moral identities, emotions and water sources: Regressions 
Table 5.5 shows logistic regression results where social-moral identity self-ratings were 
again used as the dependent variables and emotional responses to AWS use. However, 
these data are from study 5 only and were grouped by water source. The results suggest 
that greater conservatism, religiosity, and spirituality were largely associated with 
negative but also positive emotional responses to specific water uses, sources, methods, 
and processes. In this set of analysis, US American social identity and Indian religious 
identity were the most frequently associated with emotional responses. And although 
Indian social-moral identity was associated with emotional responses for all uses, this 
was only the case for drinking and ritual use in the US American sample. Further, these 
results suggest specific associations of use with identities. 
For US Americans drinking was associated with social identity and ritual use was 
associated with spiritual identity. For Indians drinking was also associated with social 
identity, ritual use was associated with spiritual and religious identities, and washing 
hands was associated with economic identity. 
Social-moral emotions of contempt, anger, and disgust as identified by the CAD 
hypothesis appear to dominate Indian responses. However, although contempt and 
	  88	  
disgust were associated with US American social-moral identities, non-CAD emotions 
were more frequent. For the Indian sample spirituality, rain water and ritual use were 
negatively associated with emotional relief. In contrast for the US American sample 
spirituality, rain water and ritual use were positively associated with emotional relief. 
4. Social-moral identity and responses to AWS use by social-moral groups 
In study 1 (US American participants only) public and private, but not desired, 
religiosity was significantly correlated with disgust responses to the use of PRW by the 
upper class rho(192)=.20 and physicians rho(190)=.2, p < .01. Public spiritual identity 
was associated with likelihood expectations of poor people drinking water from an 
AWS rho(195) = .18, p < .01.  
Variances calculated using public, private, and desired measures of religious self-
identity were also found to be associated with disgust responses to the drinking of water 
from an AWS by groups identified as spiritual rho(182)=.21, upper class rho(192)=.21, 
and wealthy rho(188)=.19. In this study, neither social nor economic identities were 
found to be significantly associated with expected likelihood of or disgust for the use of 
AWS by the different social-moral groups. 
5. Social-moral identity, preferences and attitudes 
For study 1 (US Americans only) Spearman correlation tests of social-moral public, 
private, desired identity and identity variance (that is, the variance calculated with 
public, private, and desired identity measures in each category) with preferences and 
attitudes related to washing hands showed a number of weak to moderate associations. 
The statement, "Cleanliness is next to godliness" was significantly (p < .01) correlated 
with all desired social-moral identity categories of ethical rho(161)=.33, moral 
rho(164)=.32, religious rho(169)=.34, spiritual rho(160)=.41 as well as social 
rho(163)=.28 and economic rho(154)=.27 ideology. The statement was also correlated 
with private religious rho(173)=.33 and spiritual rho(170)=.20 self identities. And it was 
correlated with public moral rho(173)=.22, religious rho(170)=.34, and spiritual 
rho(170)=.22 self identities. Partial non-parametric (Spearman's) correlation with the 
strongest correlation factor, desired spiritual identity, controlling for the other desired 
identity categories was rho(130) = .23, p < .01.  
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Only three other statements were significantly (p < .01) correlated with any of these 
identity measures. "I don't like germs" with public moral identity rho(190)=.26; "I wash 
my hands more often than I need to" with desired spiritual identity rho(173)=.24; and "I 
prefer natural soaps" negatively correlated with religious identity variance       
rho(178)=-.23.  
5.5.3 Discussion 
The literature suggests that water use can be symbolic of natural, social and moral 
order. For example, water can define relationships between nature and technology; 
social status and structure; as well as moral and spiritual separation and purity. This 
chapter examined how social-moral identity may be associated with AWS use 
likelihood. 
Country comparisons of social-moral identity suggested that although the distributions 
of US American self-ratings were larger, there was little difference in social and 
economic self identity ratings for the two country samples which largely identified as 
"moderate". In study 5, the Indian sample was found to self identify as significantly 
more religious and spiritual than the US American sample which again showed a wider 
range of self-ratings. 
Although each sample showed significant correlations among the four principle social-
moral identities examined, tests of variance suggested very different identity 
relationships for the two countries. Unlike the US American samples, the Indian 
samples showed no significant differences between religious and spiritual identities nor 
between social and economic identities. Further examination revealed that for the Indian 
samples these identity pairs (religious & spiritual and social & economic) significantly 
covaried. However, the identity pairs that covaried in the US American samples were 
social & religious and economic & spiritual. Likewise the relationships found between 
responses to different water sources and uses with social-moral identities were unique to 
each country. 
The hypothesis that people who are less tolerant of uncertainty have more conservative 
and traditional social-moral self-identities and will be less willing to use AWS for 
drinking and washing their hands was only weakly supported in these analyses. 
However, these findings did give evidence that social-moral identity is significantly 
associated with emotional responses to AWS use. 
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For the US American samples, relationships between social-moral self-identity and 
uncertainty attitudes were weak. Religiosity was most frequently associated with 
disgust responses towards the use of AWS by the upper class and the wealthy 
suggesting that AWS use may be symbolic of social status as well as moral and spiritual 
separation.  
The statement, "Cleanliness is next to godliness" was primarily associated with moral 
identity categories with desired spiritual identity showing the strongest relationship. "I 
wash my hands more often than I need to" was also significantly associated with desired 
spiritual identity. As noted in chapter 2, the use of different alternative water sources 
(recycled, desalinated, and rain) was found to have a significant impact on US 
American hand washing likelihood. In this chapter spirituality, rain water and ritual use 
was found to be strongly and positively associated with US American emotional relief. 
"I prefer natural soaps" negatively correlated with religious identity variance. That is, 
the less "certain" an individual's religious identity, the more likely s/he preferred natural 
soaps. Further, spiritual identity was significantly correlated with emotional responses 
to the ritual use of an alternative water source that had been obtained using a "natural" 
method. These findings indicate a small but significant link between AWS use, US 
American spiritual identity, and water use as a symbol of both moral purity and nature. 
For the Indian samples, no significant relationships were found between social-moral 
self-identity and uncertainty attitudes. However, social-moral identities were found to 
be clearly associated with emotional responses to all uses of AWS. Further, the social-
moral emotions of contempt, anger, and disgust as identified by the CAD hypothesis 
appear to dominate Indian responses both for AWS use in general and for specific 
sources. And although like the US American sample, spiritual identity, rain water and 
ritual use were associated, for the Indian sample there was a weaker and negative 
relationship. Overall, these results suggest that for the Indian samples, water's 
symbolism is broadly moral and has little significance as related to social order and 
structure. 
It is suggested that these results reflect the distinctly different traditions and world 
views of Eastern and Western cultures. This chapter found evidence that for the Indian 
participants, water's symbolism is broadly moral with little significance as related to 
social order and structure. This arguably is in alignment with Eastern traditions, such as 
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Hinduism, which emphasize the inter-relatedness of all creation (Chamberlain, 2008 pp 
39). In contrast, the findings also suggest that for US American participants, water's use 
may be symbolic of social status as well as moral and spiritual separation. It is proposed 
that this is in keeping with Western Abrahamic traditions, such as Christianity, which 
separate the human and natural worlds in a hierarchical ordering and emphasize the 
transcendence of the divine in relation to the created world (Chamberlain, 2008 pp 39). 
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6 Warm waters 
6.1 Introduction: Trust 
Although often either weak or moderate, previous studies have demonstrated a 
relationship between trust and attitudes towards public policies (Biel & Dahlstrand, 
1995). Other work provides evidence that trust, specifically for government agencies, is 
strongly predictive of AWS 'risk' perceptions (Alexander et al., 2008; Australian 
Research Centre for Water in Society, 2006; Urban Water Security Research Alliance, 
2007) and it has been asserted that trust in authorities to provide safe water from 
alternative sources and expert opinion may play a crucial role in determining public 
acceptance of AWS (Hartley, 2006; Hurlimann & Dolnicar, 2010b; CSIRO Land and 
Water, 2003; CSIRO Land and Water, 2005).  
When information about whether an authority can be trusted is absent, it has been 
argued that the influence of procedural fairness increases (van den Bos, Wilke, & Lind, 
1998). Other work has found that a greater belief in AWS scheme fairness is associated 
with less negative emotions towards the scheme and greater levels of trust in the 
authorities (Alexander et al., 2008). Although trust and procedural fairness have been 
found to be inconsistently associated with public 'risk' perceptions, understanding how 
to deal with the limited usefulness of trust and fairness perceptions have been identified 
as among the most important questions facing researchers working on the social aspects 
of 'risk' management (Earle, 2010).  
Trust has been described as a solution for a specific problem of 'risk' (Luhmann, 2000). 
That is, trust relationships can provide a solution to the problems caused by social 
uncertainty. However, trust relationships also require tolerance of uncertainty as well as 
ignorance (Smithson, 2010; Yamagushi & Yamagishi, 1994). 
Trust is a complex concept. It has been variously defined, associated with different 
characteristics and contexts, identified at different social levels, and proposed as a 
cause, outcome, and moderator (Rousseau et al., 1998; Smith, Bond, & Kagitçibasi, 
2006, pp 62 in Fischer & Chalmers, 2008). This chapter begins by describing three 
different aspects of trust: as a characteristic, trustworthiness, and trust dimensions. That 
is, trustfulness as a characteristic of individuals and cultures; whether the 
trustworthiness of people in general, institutions or individuals is being assessed; and 
trust as defined by intentions or by competence. It then discusses work that has linked 
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trust with perceptions of procedural fairness. The thesis study analyses follow with a 
country comparison of trust attitudes and an examination of how trust and AWS project 
implementation decision procedures may be associated with responses to and likelihood 
of AWS use. 
6.2 Trust as a characteristic: Culture and individuals 
An important issue in trust research is distinguishing between trust as a characteristic of 
individuals and as a characteristic of national culture (Levi & Stoker, 2000). Two 
prominent theories of generalized social trust as applied to national culture are social 
capital theory (Putnam, 1995) and the emancipation theory of trust (Yamagishi & 
Yamagishi, 1994)  
Social capital theory, one of the most prominent theories of generalized social trust, 
focuses on relationships among individuals. This theory argues that nations with high 
levels of generalized social trust have a strong civic consciousness, are community 
oriented, participate in voluntary organizations, are politically engaged, and trust the 
government and other political institutions. 
The emancipation theory of trust (Yamagishi & Yamagishi, 1994) on the other hand 
focuses on relationships in and among groups and emphasizes the significance of 
within-group trust. This theory asserts that members of highly individualistic national 
cultures are much more likely than highly collectivist cultures to trust others until they 
are given some reasons not to. In contrast, members of highly collectivist national 
cultures are more likely to base their trust on personal within-group relationships. 
6.3 Trustworthiness: Generalized, institutional, and interpersonal 
Trust in others is often characterized as either "thick" or "thin". The former refers to 
specific trust for familiar others. The latter refers to general trust for a wider circle of 
unfamiliar others (Delhey, Newton & Welzel, 2011). Generalized social trust is 
understood to reflect an unconditional belief in the benevolence of human nature rather 
than beliefs about a specific individual or group and has been associated with increased 
social cohesion and solidarity within a society (Gheorghui, Vignoles, & Smith, 2009; 
Uslaner, 2002; Yamagishi & Yamagishi, 1994). Aggregate trust levels have been shown 
to vary among countries and regions (Dohmen, et al., 2012) and it has been asserted that 
generalized trust does not depend on personal experiences or conditions. Instead, 
collective experiences play a critical role in shaping trust (Uslaner, 2002). Other 
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research suggests that specific factors such as economic inequality, political make-up, 
and cultural dimensions may all be associated with generalized trust. For example, 
variations in generalized trust have been found to be linked with general economic 
conditions, specifically economic equality, that can provide a foundation for optimism. 
That is, how well an individual is doing economically is much less important than how 
well the country is doing. When economic inequality is increasing, generalized trust 
declines (Uslaner, 2002).  
Two perspectives exist with regard to institutional trust. One argument is that it is not 
accurate to say that people trust in institutions per se because trust requires knowing 
people and it is not possible to know enough people in a given institution for it to 
inspire trust (Hardin, 1998). Another argument is that trusting an institution means 
trusting the people behind it. That is, an institution becomes trustworthy when processes 
are in place to select individuals who are competent, credible, and likely to act in the 
interests of those being asked to trust the institution (Levi, 1998 in Farquharson & 
Critchley, 2004; Sztompka, 1999). 
Trust in individuals is the focus of interpersonal trust and the social science literature 
has been largely focused on interpersonal rather than institutional trust (Farquharson & 
Critchley, 2004). Like generalized trust, it has been argued that it is not life experiences 
that define interpersonal trust. Rather a sense of optimism and control has been 
observed to shape interpersonal trust (Uslaner, 2002). Related work suggests that people 
who prefer certainty tend to have either high or low interpersonal trust while those who 
were more tolerant of uncertainty are more likely to have moderate interpersonal trust 
(Sorrentino et al., 1995). 
6.4 Trust dimensions: Warmth and competence 
Two broad types of trust, ‘relational’ and ‘calculative’, have been identified in the 
literature and these have been linked to two fundamental (or universal) dimensions of 
social judgment (Earle, 2010). One group of researchers has labeled these basic 
judgment dimensions as ‘warmth’ (intentions) and ‘competence’ and the two 
characteristics have been demonstrated to almost completely determine perceptions of 
everyday social behaviors. Combined, they have been shown to be significantly 
associated with specific social emotions and behavior. Overall, the trust dimension 
dealing with intentions has been shown to be more important (more accessible, in 
greater demand, more predictive, and more heavily weighted) than the trust dimension 
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dealing with abilities in eliciting positive emotions and behavior (Fiske, Cuddy, & 
Glick, 2006; Wojciszke & Abele, 2008). 
6.5 Trust and fairness perceptions 
The relationships between trust and fairness perceptions with attitudes towards AWS 
policies have often been found to be either weak or moderate (CSIRO Land and Water, 
2003). However, social justice research indicates that people pay more attention to 
procedural fairness as an analytical tool when they are uncertain (van den Bos, 2001; 
van den Bos, Lind & Wilke, 2001; van den Bos, Wilke, & Lind 1998) and information 
uncertainty has been observed to be a crucial factor in perceptions of  fairness. Other 
work has argued where there is a lack of information, people use incidental emotions in 
making judgments of fairness, whereas in information-certain conditions, incidental 
emotions are not used, and fairness judgments are based on the cognitive aspects of the 
procedural information (van den Bos, 2003; van den Bos et al., 2003). 
While a widely accepted model of fairness holds that fair procedures lead to trust, it has 
been observed that other evidence implies the converse. That is, instead trust within a 
group influences judgments of fairness. It has been suggested that these apparent 
contradictions may be due to contextual factors (van Den Bos, Lind, & Wilke, 2001). 
For example, it has been shown that when an issue is seen as having high personal 
significance, trust is seen as more important than fair processes. Similarly, for many 
people, the moral importance of an issue can be greater than the moral importance of 
fairness. Earle and Siegrist (2008) argue that the problem with fair procedures is that 
fairness may not lead to trust and cooperation in cases contested by persons with 
differing morality-based positions on issues they consider are of central importance. 
Consequently they argue that outcome preferences will determine fairness judgments 
under conditions of high moral importance but have little effect when moral importance 
is low (Earle, 2010; Earle & Siegrist, 2008).  
A wide range of institutional authorities are involved in new technologies, including 
scientific experts, government agencies, as well as public and private organizations. 
Farquharson and Critchley (2004) argue that trust in these institutional authorities may 
have a significant impact on how comfortable people feel with new technologies. This 
literature suggests that trust assessments in institutional authorities may play a role in 
perceptions of the procedural fairness of AWS project decision-making. The following 
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analyses explore how trust and different AWS implementation decision procedures are 
associated with emotional responses to and likelihood of AWS use.  
6.6 Thesis studies 3 and 5 analyses 
These analyses begin with a country comparison of institutional and interpersonal trust 
attitudes. The relationship between these attitudes and uncertainty and emotional 
attention are then examined followed by an assessment of the relationships among 
institutional and interpersonal trust attitudes. Finally, analyses are conducted that 
examine the relationships between trust attitudes and AWS project decision-making 
procedures (unilateral government, unilateral water authority, or community vote) with 
emotional responses to and likelihood of AWS use. 
6.6.1 Methods 
These results were drawn from studies 3 and 5. In each study participants were 
presented with a scenario in which the decision to implement an AWS processing 
facility was made by solely by government authorities, water authorities, or by 
community member vote. Participants were then asked how likely it would be that they 
drink and wash their hands with the described AWS and their emotional responses to 
AWS use. 
Gasper and Bramesfeld's (2006) Following Affective States Test (FAST) instrument 
was used to assess emotional attention in study 3. Attitudes towards uncertainty were 
assessed with the Personal Need for Structure (PNS, Neuberg & Newsom, 1993; 
Thompson et al., 1989, 1992) instrument in study 3, and the Need for Cognitive Closure 
- reduced scale (NCC, Houton & Grewal, 2000) was used in studies 3 and 5. 
In study 3, participants were asked, "In making decisions about what's best for you and 
your community, how trustworthy (competent, dependable, reliable) do you think 
[group] are?" The groups rated on a scale from 0 (not at all trustworthy) to 6 (very 
trustworthy) were local government officials, publicly owned water companies, 
privately owned water companies, scientific experts, and members of participant's 
community. 
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In study 5, participants were asked to rate the intentions on a Likert scale from 0 (not 
well intentioned) to 6 (very well intentioned) and competence from 0 (not at all 
competent) to 6 (very competent) of scientific experts, government authorities, public 
water authorities, private water authorities, household members and community 
members. The questions were presented in randomized order and based on the structure 
and logic presented in Fisk et al., 2009 as shown below. 
 
 
We are interested in how different groups are considered in society. Please tell us 
how you think these groups are generally viewed. That is, what do most people 
think about these groups? 
Competence: "In making good decisions about community water supplies, how 
competent (knowledgeable, experienced, able) do most people think [group] are?" 
Intensions: "In making good decisions about community water supplies, how 
well intentioned (well meaning, concerned for you and your community) do most 
people think [group] are?" 
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6.6.2 Results 
1. Trust dimensions: Country comparison 
	  
Figure 6.1 Trust dimensions 
Mann-Whitney test comparisons for studies 3 
and 5 are shown in table 6.1 where the highest 
possible trust rating was six. US American and 
Indian samples gave public water authorities 
similar, moderate trust ratings. In study 5 US 
Americans gave experts the highest trust ratings. 
However, overall the Indian samples gave small 
but significantly greater trust ratings to all other 
groups.
Table 6.1 Trust comparisons: 
Mann-Whitney tests 
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Table 6.2 Trust dimensions: Correlations 
Significant positive correlations between the different trust measures used in studies 3 
and 5 are shown in table 6.2. These indicate significant associations between all trust 
attitudes which were largely similar for both countries.  
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Skewness and kurtosis measures were <  ±1 for trust measures of both studies and 
countries so Box's test was run for these correlation matrices. Study 5 showed a small 
but significant country differences in trust associations with F(78, 2091926) = 2.81, p < 
.001. Study 3 showed a similarly small but significant difference between countries with 
F(15, 2209911) = 2.91, p < .001. 
2. Trust, uncertainty attitudes, emotional attention and anxiety-stress 
	  
Table 6.3 Trust, NCC, PNS, FAST and anxiety-stress: Regressions 
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Table 6.3 shows the results of logistic regressions of study 3 data using individual and 
combined trust measures as dependent variables with NCC and PNS uncertainty 
attitudes, FAST emotional attention and anxiety-stress as the independent variables. 
These results suggest that for the US American sample trust was significantly associated 
with uncertainty attitudes particularly as related to the preference, desire, need and 
response to order and structure. However, for the Indian sample, the results indicate that 
anxiety-stress was the most significant factor. There were no consistent patterns in who 
trust was specifically directed towards. However, regressions results for mean and 
median trust ratings for all groups displayed similar patterns. 
3. Trust, emotional responses and use likelihood  
As shown in table 6.4, trust measures 
were weakly associated with use 
likelihood with trust for scientific 
experts showing the most frequent 
correlations for both country 
samples. 




Table 6.5 Trust and emotional responses: Regressions 
Table 6.5 shows significant (p <= .01) results of logistic regressions with trust as the 
dependent variable and emotions as independent variables. Positive emotions are 
highlighted in bold text. Only the Indian sample showed significant trust-emotional 
response associations in study 3. In study 5, the Indian sample showed stronger and 
more associations with trust measures than did the US American samples. Further, the 
Indian sample results were largely dominated by the trust dimension of competence. 
The results also indicate that positive and negative emotions were associated with trust 
measures to a similar degree for both country samples. 
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4. Implementation decision, trust and likelihood of use 
As noted in chapter 2, signal-to-noise ratio assessments and Kruskal-Wallis test results 
found no evidence to suggest a direct association with how the decision to implement an 
AWS processing facility was made and the responses to or likelihood of AWS use.  
	  
Table 6.6 Implementation decision, trust and likely use: Regressions 
To determine whether different implementation conditions were associated with 
different relationships between trust and likelihood of use, the data was split into groups 
by implementation decision category: government authorities, water authorities, and 
community member vote. Ordinal regression results with likelihood of use as the 
dependent variable and trust measures as independent variable with data from studies 3 
and 5 are shown on table 6.6.  
Overall, these results suggest that trust was largely only a factor for likelihood of use 
when an AWS implementation decision was made unilaterally by local government or 
by community vote. The results also indicate no clear pattern regarding likelihood of 
use and who trust was directed towards suggesting again that general trust rather than 
trust for specific groups may be most significant. 
For the Indian sample, government authority decision condition, drinking likelihood and 
trust was a factor in both study 3 and study 5. No other significant relationships were 
found. 
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For the US American sample, a larger number of trust attitudes were associated with 
likely use than for the Indian sample. In the government decision condition, trust in 
community members was negatively associated with the likelihood of both drinking and 
hand washing. Separate Spearman correlation tests confirmed this negative trust-
likelihood relationships with likelihood of washing hands rho(121) = -.24, p < .01 
however, no significant correlation was found with drinking likelihood. These negative 
correlations are in contrast to all other trust-use correlations that were positive. These 
two results were also unique in that they showed the strongest Wald values and had the 
only decision condition where a trust for a specific group was associated with likelihood 
of both drinking and washing hands.  
The results of section 2 suggest a link between trust attitudes and anxiety-stress. 
Further, the literature suggests that generalized trust does not depend on personal 
experiences or conditions but rather collective experiences play a critical role in shaping 
trust. The literature also suggests that when economic inequality is increasing, 
generalized trust declines and one might argue that this is a condition in which anxiety-
stress can emerge. Consequently, a Spearman's correlation's test was done with 
measures of anxiety-stress in general and "now" with all group trust attitudes including 
the mean and median measures used in study 3. For US Americans only a negative 
correlation of anxiety-stress in general with trust of community members rho(379) = -
.14, p < .01 was identified. Similarly for the Indian sample, there was a negative 
correlation of anxiety-stress in general with trust of community members rho(387) = -
.14, p < .01 as well as for anxiety-stress in general with trust of experts rho(388) = -.16, 
p < .01. 
6.6.3 Discussion It	  has	  been	  argued	  that	  community	  inclusion	  in	  AWS	  implementation	  decision-­‐making	  rather	  than	  the	  traditional	  “decide-­‐announce-­‐defend”	  (DAD)	  approach	  may	  aid	  in	  building	  positive	  public	  attitudes	  and	  community	  support	  for	  AWS	  projects.	  These	  analyses	  examined	  how	  three	  different	  AWS	  project	  implementation	  decision-­‐making	  procedures	  may	  be	  associated	  with	  responses	  to	  and	  likelihood	  of	  AWS	  use.	  
Previous	  work	  suggests	  a	  relationship	  between	  perceived	  procedural	  fairness	  and	  perceptions	  of	  trust.	  However,	  trust	  has	  been	  found	  to	  be	  a	  complex	  construct	  that	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can	  be	  characterized	  in	  a	  variety	  of	  ways.	  These	  analyses	  focused	  on	  three	  categories	  of	  trust:	  trustfulness	  as	  a	  characteristic	  of	  individuals	  and	  cultures;	  trustworthiness	  of	  people	  in	  general	  versus	  specific	  groups;	  and	  trust	  dimensions	  as	  defined	  by	  warmth/intentions	  and	  competence.	  
Country	  comparisons	  of	  trustfulness	  suggested	  that	  although	  US	  Americans	  were	  more	  likely	  to	  rate	  experts	  as	  trustworthy,	  overall	  Indian	  ratings	  of	  all	  other	  groups	  were	  significantly	  higher.	  As	  noted	  in	  chapter	  2	  which	  discussed	  cultural	  dimensions,	  US	  American	  culture	  (91/100)	  was	  found	  to	  be	  significantly	  more	  individualistic	  than	  the	  Indian	  culture	  (48/100).	  In	  light	  of	  the	  emancipation	  theory	  of	  trust	  which	  asserts	  that	  members	  of	  highly	  individualistic	  national	  cultures	  are	  much	  more	  likely	  than	  highly	  collectivist	  cultures	  to	  trust	  others	  until	  they	  are	  given	  some	  reasons	  not	  to,	  these	  findings	  are	  notable.	  
For	  both	  countries,	  relationships	  between	  all	  trust	  attitudes	  and	  dimensions	  were	  significant.	  These	  findings	  suggest	  that	  general	  trust	  attitudes	  may	  underlie	  more	  specific	  trust	  attitudes	  for	  groups.	  Tests	  of	  trust	  as	  related	  to	  uncertainty	  attitudes,	  emotional	  attention	  and	  general	  anxiety-­‐stress	  suggested	  that	  the	  trust	  related	  traits	  for	  the	  two	  country	  samples	  in	  study	  3	  were	  very	  different.	  That	  is,	  for	  the	  US	  American	  sample	  trust	  attitudes	  were	  linked	  the	  preference	  and	  need	  for	  order	  and	  structure	  while	  the	  Indian	  sample	  showed	  significant	  associations	  between	  trust	  attitudes	  and	  anxiety-­‐stress.	  	  
Trust,	  particularly	  as	  directed	  towards	  scientific	  experts,	  was	  found	  to	  be	  positively	  correlated	  with	  likelihood	  of	  use	  for	  both	  countries	  and	  in	  both	  studies.	  However,	  relationships	  between	  emotional	  responses	  to	  AWS	  use	  and	  trust	  were	  largely	  found	  for	  the	  Indian	  samples.	  Again	  no	  clear	  pattern	  of	  relationships	  between	  emotional	  responses	  and	  the	  group	  associated	  with	  the	  trust	  assessment	  was	  identified.	  This	  may	  suggest	  that	  trust	  attitudes	  in	  general	  rather	  than	  for	  specific	  groups	  could	  be	  key	  to	  understanding	  the	  role	  of	  trust	  in	  AWS	  decision-­‐making,	  specifically	  as	  it	  relates	  to	  emotions.	  
No	  evidence	  indicating	  a	  direct	  association	  with	  how	  the	  decision	  to	  implement	  an	  AWS	  processing	  facility	  was	  found	  with	  the	  responses	  to	  or	  likelihood	  of	  AWS	  use.	  However,	  an	  analysis	  of	  the	  three	  conditions	  of	  AWS	  project	  implementation	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decision-­‐making	  procedures	  suggests	  that	  general	  trust	  attitudes	  were	  significantly	  associated	  with	  likelihood	  of	  use.	  There	  was	  only	  one	  weak	  association	  for	  the	  unilateral	  water	  company	  decision	  (study	  3)	  for	  the	  US	  American	  samples	  and	  a	  somewhat	  stronger	  set	  of	  relationships	  was	  found	  for	  the	  community	  vote	  conditions,	  again	  for	  the	  US	  American	  sample	  (studies	  3	  and	  5).	  However,	  the	  unilateral	  government	  decision	  condition	  showed	  significant	  trust-­‐likelihood	  relationships	  for	  both	  country	  samples	  and	  both	  studies.	  
In	  contrast	  to	  the	  other	  significant	  trust-­‐likelihood	  relationships,	  the	  US	  American	  sample	  showed	  a	  strong	  negative	  association	  between	  trust	  for	  community	  members	  with	  likelihood	  of	  both	  drinking	  and	  hand	  washing.	  Further	  analysis	  showed	  a	  significant	  negative	  correlation	  between	  anxiety-­‐stress	  and	  trust	  attitudes	  towards	  community	  members.	  	  
The	  trust	  measures	  used	  in	  these	  studies	  were	  limited	  in	  range	  from	  none	  to	  a	  great	  deal.	  They	  did	  not	  account	  for	  the	  possibility	  of	  perceptions	  of	  malign	  intention	  suggesting	  an	  area	  of	  future	  exploration.	  However,	  the	  results	  of	  this	  chapter	  indicate	  that	  AWS	  project	  implementation	  decision-­‐making	  procedures	  can	  be	  indirectly	  associated	  with	  the	  emotional	  responses	  to	  and	  likelihood	  of	  AWS	  use.	  It	  further	  suggests	  significant	  relationships	  between	  AWS	  decision	  procedures,	  generalized	  anxiety-­‐stress,	  trust	  and	  acceptance	  of	  alternative	  water	  sources.	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7 Making waves 
7.1 Introduction: Decision styles, emotions and uncertainty 
Understanding how people make alternative water source (AWS) use decisions can 
arguably aid in tailoring effective AWS 'risk' communication (CSIRO Land and Water, 
2003). Previous work demonstrates that reasoning method as well as the information 
used are important factors in decision-making and there are a broad range of 
perspectives in the literature that variously value each. Previous research suggests that 
decision strategies are linked with emotions, uncertainty, and social environment. This 
chapter broadly reviews this literature and then presents thesis study analyses that 
explore how these factors are associated with decision strategies and information used 
in AWS choices.  
7.2 Reasoning processes 
A number of dual process, cognitive system decision theories have been proposed over 
the past decades and these processes have been observed to fall into two broad 
categories. System 1 processes are often described as associative, intuitive, heuristic, 
fast, socially grounded, contextualized, and often linked with emotional triggers. 
System 2 processes are rule-based, analytical, rational, slow, asocial and 
decontextualized (Smithson, 2008b, pg 212; Evans, 2008). 
System 2 processes use logical and analytical processes. These require information 
about all relevant alternatives, their consequences and probabilities, as well as a 
predictable world without surprises. However, most of the decisions that people make in 
their daily lives involve uncertainty and incomplete information (Gigerenzer & 
Gaissmaier, 2011; Bammer & Smithson, 2008). Consequently, it is no surprise that the 
research from the 'heuristics and biases' literature since the 1970s has consistently 
shown that individuals are not normatively ‘rational’ (Stanovich, 2000).  
System 1 processes on the other hand use simplifying “rules of thumb” and do not 
depend on certainty. Rather these apply simple rules and select subsets of available 
information. It has also been found that heuristics can contribute to otherwise conscious, 
analytical reasoning by providing default attention, perception, and judgment responses 
that may or may not be inhibited and altered by rational, analytic reasoning (Stanovich, 
2000; Engle, 2004). While it is generally assumed that less processing reduces accuracy, 
recent findings suggest that heuristic decision-making can often be just as, if not more, 
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effective as rational decision-making when there is an appropriate match between a 
heuristic and its environment. That is, the context of a situation determines whether a 
decision strategy is effective (Gigerenzer & Brighton, 2009; Gigerenzer & Gaissmaier, 
2011). 
7.3 Decision styles 
Many of the processes described in cognitive theories are similar to those involved in 
decision-making  (Newell & Broder, 2008). Within the dual process reasoning 
framework, five independent, but not mutually exclusive, decision styles (e.g. 
characteristic modes of perceiving and responding to decision-making tasks) have been 
identified: rational, intuitive, dependent, avoidant, and spontaneous. Although these 
styles are independent, they are not mutually exclusive and individuals seem to use a 
combination of styles when making important decisions (cf. Scott & Bruce, 1995; 
Thunholm, 2008). Other studies indicate that there are specific relationships among 
these styles. For example, there is evidence to suggest a negative correlation of the 
rational, analytical style with intuitive (Sjöberg, 2003) and avoidant (Thunholm, 2008) 
styles.  
Four of these decision styles arguably depend on heuristic reasoning processes. An 
intuitive style is characterized by attention to details in the flow of information rather 
than a systematic search for, and processing of, information and a tendency to rely on 
premonitions and feelings. The intuitive decision maker uses an internal hunch that 
decisions are basically right and makes decisions relatively quickly, without the 
deliberation typical of the rational decision maker. A dependent style is characterized by 
a search for advice and guidance from others before making important decisions. A 
spontaneous style has been characterized as having a sense of immediacy and a desire to 
get through the decision-making process as quickly as possible and an avoidant style is 
characterized by attempts to avoid decision-making whenever possible. The rational 
decision style, on the other hand, relies on analytical reasoning processes and is 
characterized by comprehensive search for information, inventory of alternatives and 
logical evaluation of alternatives (Scott & Bruce, 1995; Thunholm, 2008). 
7.4 Decision-making and uncertainty 
There is substantial evidence that people are only ‘rational’ within the limits of their 
cognitive capacities and rational reasoning has typically been linked to the conscious 
recall of specific facts and events (Simon, 1955, 1956). Both the information capacity 
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(memory) and cognitive capacity of an individual can be reduced by a number of factors 
including too much information, complexity of information, anxiety-stress and 
emotional excess (cf. cognitive load theory, G.A. Miller). People have been observed to 
reduce their cognitive load in two fundamental ways. First, they can limit the amount of 
information to which they are exposed through avoidance strategies. A second way is to 
reduce information quantity and complexity by cognitively structuring the world into a 
simplified, more manageable form (Neuberg & Newsom, 1993). 
Another impediment to 'rational' reasoning is uncertainty. To manage it, people have 
been observed to use two types of heuristics to define their decision-making strategies. 
These heuristics are learned through social processes and include theories and intuitions 
about and how the physical world works (commonsense physical-world realism) and 
theories and intuitions about and how the psycho-social world works (commonsense 
sociality) (Smithson, 2000). Uncertainty tolerance can also influence decision strategies 
so that individuals with specific types of uncertainty attitudes can have different 
responses to different types of uncertainty (Pushkarskaya et al., 2010). For example, it 
has been demonstrated that certainty-oriented (uncertainty intolerant) individuals 
maintain certainty and clarity by avoiding or ignoring inconsistency or ambiguity 
whereas uncertainty-oriented individuals desire to approach and resolve uncertainty 
(Sorrentino et al., 1995).  
7.5 Decision-making and emotions 
One way people may improve the use of reasoning capacities is to employ situation 
specific emotions. An important dual-process reasoning perspective argues that the 
integration of rational reasoning with emotional responses that are associated with a 
person’s past perceptual and emotional experience may be a kind of high-level process 
that maximizes reasoning resources. That is, a given decision-making context can evoke 
emotions associated with unconscious memories of previous experience(s). Although a 
person may not consciously remember the specific details of the past circumstances, the 
associated emotional experience can be used as a heuristic that can help guide decision-
making in the current context (Damasio, 1994). This view is supported by a large 
literature suggesting that decisions are frequently founded on subjective emotional 
responses to value perceptions (Pham & Avnet, 2009). 
However, emotions have also been shown override and impair memory for both rational 
and heuristic reasoning processes (Damasio, 1994; Loewenstein et al., 2001; Slovic et 
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al., 2004; Wilson et al., 1993; Wilson & Schooler, 1991). Further, positive and negative 
emotional states that are not necessarily relevant have been found to influence value 
attitudes, judgment and decisions. That is, people in good moods tend to make 
optimistic judgments and choices and those in bad moods tend to make pessimistic 
judgments and choices (Forgas, 1995; Loewenstein et al., 2001; Solomon & Stone, 
2002).  
Two emotions significantly associated with AWS use decisions in the preceding 
chapters, anxiety-stress and fear, have also been linked with judgment and decision 
style. Anxiety-stress has been associated with an avoidant decision style (Thunholm, 
2008) as well as to impair decision-making  (Lerner, Small, & Loewenstein, 2004; 
Preston, Buchanan, Stansfield, & Bechara, 2007). Other studies have linked fear and 
anxiety-stress with judgments that tend to favor cautious, 'risk'-averse decision-making  
(Lerner & Keltner, 2000, 2001). 
Previous research suggests that anxiety-stress is not significantly associated with the 
intuitive or dependent decision styles, However, there is some evidence that ties it to the 
spontaneous style. Although spontaneous decision-makers have been found to have a 
lack of anxiety-stress (Thunholm, 2008) other work suggests that impulsive decision-
making, arguably analogous to spontaneous decision-making, is associated with the 
suppression of negative emotions accompanied by high arousal (Leith & Baumeister, 
1996). Allwood & Salo (2012) found evidence that the avoidant and, to some extent the 
dependent style, are associated with anxiety-stress. 
7.6 Decision-making and culture 
Various authors have suggested that individual decision styles are a product of context, 
cognitive capacity, and personality (Tversky & Kahneman, 1981; Wason & Johnson-
Laird, 1972 in Evans, 2008; Stanovich & West, 1998; Thunholm, 2004). Other work 
suggests that theories and intuitions that guide decision-making as well as decision 
styles are constructed, selected, learned, and evaluated by way of social processes 
(Smithson, 2008a; Gigerenzer & Gaissmaier, 2011). There is substantive evidence 
supporting these perspectives. For example, East Asians tend to be holistic in their 
reasoning where holistic thought is associative, with a focus reflecting similarity and 
contiguity. In contrast Westerners have been found to be more analytic, paying attention 
primarily to the object and the categories to which it belongs and using rules, including 
formal logic (Nisbett et al. 2001). 
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The literature gives evidence that emotions, uncertainty, and culture all influence the 
reasoning processes and information that people use to make decisions. Further, it 
suggests that these factors are linked with specific decision-making styles. The 
following analyses examine how these factors are linked to the decision strategies that 
people use to make AWS use choices. 
7.8 Thesis study 3 analyses 
This set of analyses begins with a country comparison of decision styles and is followed 
by an assessment of the relationships between decision-styles, uncertainty attitudes, 
emotional attention and anxiety-stress. Finally, associations between responses to and 
likelihood of AWS use are examined. 
7.8.1 Methods 
The data used in these analyses were drawn from chapter 3. Scott & Bruce's (1995) 
decision-style instrument was used to assess rational, intuitive, dependent, avoidant, and 
spontaneous styles. Gasper & Bramesfeld's (2006) Following Affective States Test 
(FAST) instrument was used to assess emotional attention. Attitudes towards 
uncertainty were assessed with the Personal Need for Structure (PNS, Neuberg & 
Newsom, 1993; Thompson et al., 1989,1992) and the Need for Cognitive Closure - 
reduced scale (NCC, Houghton & Grewal, 2000). Finally, general and immediate 
anxiety-stress were measured using the methods described in chapter 4. 
7.8.2 Results 
1. Decision style: Country comparison 
Figure 7.1 and table 
7.1 show comparisons 
of the style score 
distributions for the 
two country samples.  
Figure 7.1 Decision styles 
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These results suggest that overall, with 
the exception of the rational style, the 
Indian sample had higher scores for all 
other styles than the US American 
sample. They also suggest that, with the 
exception of the rational style where the 
JZS Bayes factor shows substantial 
evidence for the null hypothesis, the 
variances of these scores were found to 
be significantly different for the 
intuitive, avoidant, and spontaneous 
style measures with the US participants showing a greater dispersion. 
A multilevel analysis (R psych package, statsBy function using Spearman's rho) of 
country effects for these styles indicate no effect for the rational style, a moderate effect 
for the intuitive style (ηρ2= .04, 8% intraclass variance), moderate for the dependent 
style (ηρ2 = .07, 13% intraclass variance), large for the spontaneous style (ηρ2 = .13, 21% 
intraclass variance), and a small effect for the avoidant style (ηρ2 = .02, 3% intraclass 
variance) 
Table 7.2 illustrates the correlations 
among styles found for the US 
American and Indian participants. The 
dependent decision style, characterized 
by a search for advice and guidance 
from others before making important 
decisions, was significantly (p < .01) 
correlated with all decision styles for 
the India participants but only 
correlated with the avoidant style for US 
American participants. 
Table 7.2 Decision styles: Correlations 
Table 7.1 Decision styles: Mann-Whitney and 
variance tests 
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2. Decision styles, uncertainty attitudes, emotional attention and anxiety-stress  
	  
Table 7.3 Decision styles, NCC, FAST and anxiety-stress: Correlations 
Table 7.3 shows the results of correlation tests for decision styles and the independent 
trait variables NCC uncertainty attitudes, FAST emotional attention and anxiety-stress 
measures. PNS uncertainty attitudes factors were not significant so were excluded from 
these tables.	  
Overall, the correlation results suggest significant differences in associations between 




Table 7.4 Decision styles, NCC, FAST and anxiety-stress: Regressions 
Logistic regression results shown in table 7.4 suggest that the rational style was 
positively associated with the NCC preference for order and structure and negatively 
associated with anxiety-stress measures, the results suggest that the other decision styles 
were most strongly associated with emotional attention. The intuitive style was 
positively associated with following positive emotions for both countries. However, 
relationships among the other styles, NCC, FAST and anxiety-stress measures were 
very different for the two samples. 
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Figure 7.2a Decision styles, NCC, FAST, anxiety-stress: Cluster analysis 
Figures 7.2a  (US America) and 7.2b (India) show results of hierarchical cluster 
analyses (cf. Revelle & Zinbarg, 2009; R psych package, iclust function) using 
correlation matrices generated using Spearman's rho. Hierarchical cluster analysis has 
been shown to be an effective method for forming scales from sets of items (Revelle, 
1979). This data reduction method clusters items (variables) rather than the typical 
methods that use cases (participants). The general factor saturation, the amount of 
variance due to one common factor for all the items, was measured with two 
coefficients of reliability, alpha (the mean split half correlation) and beta (the worst split 
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half correlation). These coefficients of reliability and general factor saturation of the test 
are estimates of the amount of variance due to one common factor for all the items. 
Cluster fit considers how well the clusters fit if only correlations with clusters are 
considered. For the US American sample data, the overall cluster fit was .56, RMSE=.4. 
The results indicate clustering with low reliability for intuitive and spontaneous styles 
(alpha=.55, beta=.55); avoidant and dependent styles (alpha=.44, beta=.44); and 
preference for order and structure and the rational decision style (alpha=.55, beta=.55). 
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Figure 7.2b Decision styles, NCC, FAST, anxiety-stress: Cluster analysis 
For the Indian group data, the overall cluster fit was .72, RMSE=.21. The results 
suggest significant clustering for avoidant and spontaneous decision styles (alpha=.62, 
beta=.62). Following positive emotions was clustered with the rational style (alpha=.71, 
beta=.71) and both were clustered with preference for order and structure (alpha=.77, 
beta=.75). The dependent style was clustered with FAST ignoring negative emotions, 
discomfort with ambiguity and preference for predictability (alpha=.59, beta=.51). 
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Anxiety-stress clustered with emotional attention for both samples, most notably for the 
FAST following negative emotions factor. These clustered with the avoidant and 
dependent styles for the US American participants and avoidant and spontaneous styles 
for the Indian participants. 
3. Decision style, likely use and emotional responses 
Spearman's correlation test of likelihood and decision style showed only one significant 
but weak negative association for the US American sample for likelihood of drinking 
and intuitive decision style rho(347) = -.15, p < .01. There were no other correlations of 
use likelihood and emotional responses. 
	  
Table 7.5a Decision styles and emotional responses 
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Table 7.5b Expert information, decision styles and emotional responses 
	  
Spearman correlations of style and emotional responses to AWS use are shown in tables 
7.5a and 7.5b. Table 7.5a shows an aggregate comparison for all expert information 
conditions where positive emotions are in bold. The US American sample showed 
significant but weak positive correlations of the intuitive style with negative emotions. 
Relief associated with drinking was negatively correlated to the rational and positively 
correlated with the spontaneous style. The Indian sample showed more and stronger 
associations with both positive and negative emotions for all styles with the exception 
of the rational style. 
Table 7.5b shows the same tests for each of the expert information conditions where 
each of the three conditions included approximately 100 participants. Overall, the 
correlation coefficients for these tests are stronger than in the aggregate results. The 
results also show notable patterns. For the US American sample, in the probability 
condition, only the avoidant style showed a positive association with relief. In the 
ambiguous condition, the rational style was negatively associated with optimism and the 
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spontaneous was positively associated with relief. In the conflict condition there was a 
clear pattern of positive correlations for the intuitive style with the negative emotional 
responses. 
The Indian sample showed a distinctly different set of patterns. There were no 
associations for the rational style. The intuitive and spontaneous styles were associated 
with positive and negative emotions in the probabilistic and conflict conditions. The 
dependent style was only associated with emotions related to hand washing in the 
ambiguity condition. The avoidant style was positively associated with the most 
emotions across all three conditions, largely negative and for responses to washing 
hands in the probabilistic and conflict conditions. However, in the ambiguity condition 
this style was only associated with positive emotions in response to drinking.  
7.8.3 Discussion 
This chapter examined how decision making styles were inter-related, associated with 
uncertainty attitudes, emotional attention, and AWS use choices. The country 
comparisons suggested that the frequency with which the two samples typically made 
use of the rational style was similar. The relative tendency to use other styles varied 
considerably as did the relationships among those styles. However, there was also 
evidence that the avoidant style was negatively associated with the rational style and 
positively associated with the dependent and spontaneous styles in both samples. The 
intuitive and spontaneous styles were also found to be positively associated. Tests of 
uncertainty attitudes, emotional attention and anxiety-stress measures indicate in both 
samples the rational style was positively associated with the preference for order & 
structure and negatively associated with anxiety-stress; the intuitive style was positively 
associated with following positive emotions; and the spontaneous style was positively 
associated with following negative emotions. 
The significant association between the rational style and the preference for order & 
structure supports previous work arguing that specific attitudes towards uncertainty can 
be associated with decision strategies. Further, the literature proposes that people use 
two fundamental ways to reduce cognitive load and deal with uncertainty. That is, by 
avoiding or ignoring inconsistency or ambiguity or by cognitively structuring the world 
into a simplified, more manageable form. The negative relationship between the 
avoidant and rational styles suggest that these two strategies for managing cognitive 
load and uncertainty may to a large extent be mutually exclusive. That is, this 
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relationship suggests that only one of the strategies is likely to be employed in any 
given situation. 
The hierarchical cluster analyses for the two countries suggest that, with the possible 
exception of the rational style, the style-trait relationships identified in this study may 
not all be straightforward. Further, while the sample sizes were relatively small and as 
such possibly biased, the patterns of associations between decision styles and emotional 
responses to different expert information conditions support the argument that like 
emotional attention, decision styles may be substantially determined by culture.	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8 Testing the waters 
8.1 Introduction: Models and simulations  
Chapter 1 noted that a number of researchers have applied the Theory of Planned 
Behavior (TPB) in previous AWS use studies. This theory argues that behavioral 
intentions are a good predictor of human behavior and that three factors can influence 
behavior: attitudes towards the behavior, perceptions of what others think about that 
behavior, and perceived behavioral control. Subsequent chapters examined individual 
attitudes as they relate to emotions and AWS use behavior. This chapter explores the 
dynamics of emotional and social interactions and develops models that approximate 
how perceptions of what others think about AWS behavior and perceived behavioral 
control in AWS use choices are associated with individual AWS use decision-making 
and behaviors. 
The theory of "emotional contagion" (Hatfield, Cacioppio & Rapson, 1993; Neumann & 
Strack, 2000) argues that people tend to take on the emotions displayed by in-group 
members that they interact with. More recent work has found that relationships of up to 
three degrees of social separation can significantly influence both the positive and 
negative emotional states of an individual within a social network in time frames 
ranging from seconds to weeks. Observing the emotional states of others contributes to 
the spread of emotions and previous work suggests that close physical proximity or 
coresidence is necessary for emotional states to spread (Fowler & Christakis, 2008; 
Rosenquist, Fowler, & Christakis, 2011).  
To explore how the social spread of emotions may be linked with AWS attitudes and 
behaviors, this chapter begins with an overview of how models and simulations can be 
used to examine complex social-psychological questions. The thesis study analyses 
begin by assessing household decision-making characteristics of US American and 
Indian participants. These and a subset of findings presented in the previous chapters 
are then applied in an agent based model used to generate a series of AWS emotion, 
opinion, and use likelihood simulations. 
8.2 Models and simulations 
Both the advantages and limitations of a given model to understand the “real-world” 
need to be taken into consideration when assessing its applicability. For example, 
Newell and Broder (2008) have noted the frequent argument that to model cognition 
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adequately, researchers need to have an understanding of the connection between the 
limitations imposed by the mind and those imposed by the environment. 
Although controversial in the social sciences, using models that do not strictly reflect a 
“real world” environment is common in nearly all of the natural sciences (Smithson & 
Foddy, pg 10). For example, models that make simplifying assumptions are still a 
primary method of screening out “real-world” noise in the form of arbitrary complexity 
or unwanted inference. In these cases, too much ecological validity is not only irrelevant 
but a handicap (Beckenkamp & Ostermann, 1996 in Foddy et al 1999, pg 10). Another 
advantage of models that do not strictly mimic “objective” measures are those that 
describe “alternate worlds” that can be used as counter-examples or demonstrations that 
something is possible, contrary to some generalized theory. And simplified models can 
also be used for hypothesis generation (Rapoporta & Amaldoss, 1999) 
Similarly, simulations have a number of advantages. They can be used to explore very 
complex hypothetical models that are mathematically intractable, empirically 
unavailable, or both. They have been observed to be at their best as groundbreaking and 
hypothesis generating tools (Messick & Liebrand, 1995). Although simulations cannot 
attain the conclusiveness of mathematical proofs, in contrast with experiments with 
people, simulations can cover a range of relevant conditions exhaustively and 
repeatedly with a systematic thoroughness. That is, unlike ‘real’ people, virtual people 
can be returned to initial conditions for reruns of virtual experiments (cf. Luce 1997 in 
Foddy & Smithson, 1999a pg 11). 
Previous work has argued that inter-personal, group, and societal levels have distinct 
social processes. Consequently, group culture does not necessarily resemble the 
collective personality because different processes occur at group and individual levels 
(Pettigrew, 1997 in Hofstede & McCrae, 2004). Agent-based modeling (ABM) is an 
approach for mimicking individual and group level interactions based on specific rules 
for generating emergent social structures. The resulting group-level behavior can in turn 
provide unique insights into otherwise non-intuitive group phenomena and a better 
understanding of the nature of social influence (Bonabeau, 2002; Van Rooy, 2009). 
This literature suggests that complex individual and group level social-emotional 
interactions associated with AWS acceptance can be effectively explored with 
simplified models. The following sections develop models and present simulations that 
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explore the hypothesis that the spread of emotions, distribution of cognitive styles used 
in decision-making, and the limitations imposed by the decision dynamics of a given 
household environment can help understand the evolution of opinions and AWS use 
likelihood. 
8.3 Thesis studies 1 and 5 analyses 
This analyses section has two complimentary parts. First, it presents a country 
comparison of household decision-making characteristics. Second, it combines these 
and a subset of findings from the previous chapters to develop models used to generate 
a series of AWS mood, opinion, and likelihood of use simulations. The following 
analyses were drawn from studies 1 and 5. In both studies participants were asked the 
number of people in their household, type of household (e.g. couple, multigenerational 
family, etc.), and how major household decisions were made. 
8.3.1 Results: household characteristics 
1. Household size 
Table 8.1 shows the relative 
percentages of household 
types represented by 
participants in studies 1 and 
5. The results suggest that 
the highest proportions of 
participants in study 1 US 
American (45.4%), study 5 US American (30.2%), and study 5 Indian (40.5%) lived in 
a “couple with children” household. In both studies, more than 95% of participants 
lived in households with eight or fewer people. In study 1 US American mode 
household size was 4, in study 5 US American mode household size was 2 and Indian 
mode household size was 4. 
Table 8.1 Household composition: Percentages 
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2. Household type and decision-making 
	  
Figure 8.1 Household decision styles 
To determine how important household decisions were made, participants were asked, 
“Who usually makes the big decisions (e.g. purchases, rules, activities) that affect 
everyone in your household?”  The response options were: everyone participates 
equally, some members have the majority of influence, or one person decides. Single 
member households defaulted to “one person decides”. Figure 8.1 shows the results of a 
correspondence analysis (R package MASS, function corresp) of household type and 
decision process. Correspondence analysis is a descriptive, multivariate statistical 
technique that is conceptually similar to principal component analysis but applies to 
categorical rather than continuous data. Similar to principal component analysis, it 
allows the summary display of a set of data in two-dimensional graphical form. 
The figures were scaled for display purposes and proportions are reflected by the 
respective axes which show that as a whole, Indian data are more closely clustered than 
US American data. US American clusters suggest that multigenerational families and 
couples with children are most likely to have some rather than all household members 
make important household decisions. Group and couple (no children) households are 
most likely to have everyone participate in important decisions. Single parent families 
are similar to one person households in having a high likelihood of having just one 
person make these decisions. 
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Indian data clusters show a somewhat different pattern. Multigenerational families were 
most likely to have some members make important decisions. Group and to a lesser 
extent single parent and couples (no children) households tend to include everyone in 
important decisions. “Couple with children” households were the most likely to have 
just one person make major household decisions. 
3. Household type and uncertainty attitudes 
Kruskal-Wallis tests of NCC and PNS scores from study 5 grouped by household type 
suggest no significant differences except for need χ2(5) = 16.02, p < .01 and desire 
χ2(5) = 32.47, p < .01 for structure by Indian multi-generational households. However, 
the differences between the medians for sample (Mdn = 40) versus multi-generational 
households (Mdn = 42.5) need for structure and sample (Mdn = 15) versus multi-
generational households (Mdn = 16) desire for structure were relatively small. 
8.4 Models and simulations 
The models presented here describe US American and Indian social contexts as 
characterized in the previous chapters. The models manipulate dynamic factors that 
were found to be significantly associated with AWS likelihood of use. These model 
manipulations focus on changing conditions of expert information, community anxiety-
stress, and emotions. The model was defined and manipulations done in order to 
identify the relative degree of influence and of patterns of change that these contexts 
and conditions might have on mood, AWS opinions, and likelihood of AWS use. This 
analysis makes use of the NetLogo environment (Wilensky, 1999) which is used to 
develop models of complex systems that develop over time. It allows for the 
implementation of specific interaction rules among individuals so that macro-level 
patterns that emerge from their interactions can be assessed. 
8.4.1 Initialization 
The models used to generate the simulations in these analyses are defined by external 
conditions (expert opinion, population density, and average community anxiety-stress), 
household environment (size and decision process), and individual characteristics 
(uncertainty tolerance, primary decision style, anxiety-stress, and attention to positive 
and negative emotions). 
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External conditions  
External condition settings were culture (US American or Indian); anxiety-stress was 
initialized at a baseline of 50 (0 no and 100 maximum anxiety-stress) for all 
simulations; average number of household members in this "community" of 197 
"homes" were set at 2 for US American and 4 for Indian models reflecting the findings 
of study 5. Households were randomly populated given the estimated "community" 
population. For the US American simulation the total population was 394 and for the 
Indian simulation it was 788. Expert certainty was defined as conflicting (disagree is 
safe) or agreeing (is or is not safe). 
Household environment 
Household types (couple with children, unrelated group, multigenerational family, etc.) 
were determined by the number of individuals located in a given household and in 
proportion to those found in study 5 for the respective country sample. Household 
decision-makers (one, some, or all household members) were randomly selected based 
on the decision-making process most common for that household type. 
Individual characteristics 
Individuals were each given a primary decision style trait of the five discussed in 
chapter 7 (rational, intuitive, dependent, avoidant, and spontaneous). Given the decision 
style, following positive and negative emotion traits were assigned based on the 
findings also discussed in chapter 7. Data collected for individual decision styles was 
obtained from study 3 and data for household decision style was obtained from a 
different set of participants in study 5. Consequently, although in a "real world" 
environment household types may be associated with specific individual decision styles, 
in this model individuals were randomly assigned styles in approximate proportion 
(some study participants indicated two or more "primary" styles) to that of the country 
data collected in study 3. Similarly, a discomfort with uncertainty trait was randomly 
assigned to individuals with a normal distribution with mean and standard deviations 
found for each country sample as discussed in chapter 4. Individuals were given initial 
positive and negative emotional states. Negative states were randomly assigned from 
very negative (-4) to neutral (0) and positive emotional states from neutral (0) to very 
positive (4). Overall mood was determined by adding positive and negative emotional 
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states. Both AWS opinion and likelihood of AWS use were initialized at 0 (neutral). 
Although in the "real world" anxiety-stress has been linked with emotions, in this model 
anxiety-stress was defined as a separate variable in order to test its relative impact on 
decision-making.  
8.4.2 Process overview 
In these simulations, each iteration was defined as a “day” and simulations lasted for 
approximately one “year” (360 “days”) during which five “events” took place. Work by 
Bromet, et al (2011) suggests that internationally the 12-month prevalence of major 
depression can vary greatly. This country-level study suggests prevalence measures of 
major depression ranging from 0.8% to 5.8% and of low to moderate depression 
ranging from less than 30% to more than 60%. A related review the literature by Lui 
and Alloy (2010) found that there is substantive evidence of a link between depression 
and anxiety stress but that the extent of this relationship is not clear. The manipulations 
of emotional state and anxiety-stress incorporated in this model are estimates of what 
might be considered reasonable based on these findings. 
On “day” 0, expert AWS safety information (agree is safe, disagree whether it is safe, or 
agree it is not safe) was given; on “day” 60 this expert information changed to one of 
the other two types; on “day” 120 anxiety-stress levels went from moderate (50) to none 
(0); on “day” 180 anxiety-stress levels went from none (0) to moderate (50); on “day” 
240 anxiety-stress levels went from moderate (50) to high (100); and on “day” 300, all 
individuals in 50 randomly selected households (about 25% of the community total) 
became either “deeply depressed” or “very happy”. Prior to each event measures of 
mood, opinion, and likelihood of use were recorded for later analysis. Output measures 
for these simulations were the proportion of “individuals” with given moods (negative, 
neutral, or positive), AWS opinions (pro, neutral, and con) and likelihoods of use 
(unlikely, possibly, very likely).  
Each "day" began by determining the emotional state of individuals. This was done by 
randomly selecting a degree of separation that was one (household members), two 
(adjacent households in any direction), or three (households two doors away in any 
direction) degrees of separation. In the cases of two and three degrees of separation, 
Moore neighborhoods were used with up to two randomly selected households. The 
influence of the average positive and negative emotions of these samples on a given 
individual was calculated using weights determined with randomized means and 
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standard deviation as found in the literature (Fowler & Christakis, 2008; Rosenquist, 
Fowler, & Christakis, 2011). The same contagion weights were applied to both the US 
American and Indian samples. However, theses values were obtained from a US 
American population and it is acknowledged that patterns of emotional contagion may 
vary among different social groups. 
After determining an individual's emotional state, the individual’s primary decision 
style was used to determine the AWS opinion. Heuristics were defined for each of the 
five decision styles discussed in chapter 7. The rational style followed expert opinion. If 
expert opinion was uncertain (“may be safe”), the individual used the intuitive style 
heuristic; intuitive style followed positive emotions weighted by the positive emotional 
attention trait; dependent style followed mean household opinion; spontaneous style 
followed the negative emotional state weighted by the negative emotional attention trait; 
and the avoidant style was given a neutral opinion. Each opinion was partially 
determined by the relevant style heuristic and the remainder by a uniform random value 
that ranged from -4 (con) to 4 (pro). The proportion determined by decision heuristic 
relative to emotions was defined by the findings presented in chapter two. 
Likely AWS use behavior was determined with the assigned household decision-
making process and ranged from -4 (unlikely) to 4 (likely). That is, the mean opinion of 
individuals (one, some, or all) designated as decision-makers for that household 
determined the likelihood of use for everyone in the household. 
Chapter 7 found that the two country samples had similar but not identical correlation 
coefficients for the relationships between general anxiety-stress measures with the 
rational (US America was rho(366) = -.24, India rho(351) = -.41) and avoidant (US 
America was rho(371) = .37, India rho(327) = .39) decision styles; anxiety-stress was 
positively linked with the avoidant and negatively with the rational decision-style. For 
the purposes of this model, when anxiety-stress levels changed in the simulation, the 
number of individuals assigned rational and avoidant decision styles randomly changed 
in similar proportions for both countries. 
Chapter 2 identified evidence in the literature that emotions and changes in conditions 
of certainty are associated with uncertainty attitudes. Consequently, for these 
simulations when expert information changed from uncertain to certain, positive 
emotions of individuals who were assigned discomfort with uncertainty were increased 
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by 1 up to the maximum of 4. When expert opinion changed from certain to uncertain, 
negative emotions for these individuals were increased by -1 to the maximum of -4.  
8.4.3 Results: models and simulations 
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Figure 8.2 Mood, opinion, and likely use: Agent based simulations 
Figure 8.2 shows a country comparison of results for one set of simulations. Each 
country simulation has three columns. The left column displays the initial model 
settings. The centre column shows a grid of the location of individuals (coloured 
triangles) and relative orientation of households (shaded squares) as well as the mean 
emotional state of each household (darker squares indicate more negative emotions, 
lighter squares indicate more positive emotions). The right column illustrates the 
emergent frequency of high, neutral and low measures for mood, opinion and use 
likelihood. Each of these three right column plots show simulation patterns after 
changes in conditions (i.e. expert opinion, community anxiety levels and mood) that are 
identified by the vertical lines of each plot. 
General frequency patterns (right column) 
Moods (top plot) generally stabilized quickly, were slightly impacted by expert 
information when information went from certain to uncertain or vice versa, and stayed 
largely constant until event 5 wh 
en a randomly selected group of households suddenly became "very depressed”. 
Opinions (middle plot) were largely dependent on expert information. However, 
whether the majority of individuals were pro, con, or neutral was significantly 
influenced by changes in anxiety-stress levels, particularly when anxiety-stress went 
from moderate to high. Dramatic changes in the number of households that were “very 
depressed” did not appear to significantly impact overall community opinions. 
Use likelihoods (bottom plot) were also largely dependent on expert information but 
showed patterns that were distinctly different from opinions. Whether the majority of 
individuals were likely, unlikely, or unsure was also notably influenced by changes in 
anxiety-stress levels. Dramatic changes in the number of households that were “very 
depressed” also did not appear to significantly impact overall use likelihood. 
Initial conditions shown in panel 1 for both countries were similar for emotions, 
opinions, and likelihood of use. Although the emotional changes for both countries were 
largely similar, in the final panel, the Indian simulation displays somewhat more 
positive emotions overall. The change in expert information resulted in more pro 
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opinions in the Indian simulation and subsequent changes in anxiety-stress levels 
resulted in very different distribution patterns. However, after the shift from moderate to 
high anxiety-stress, the opinion distributions shown in the final two panels for the two 
country models were very similar. Likelihood of use also showed distinct patterns 
subsequent to expert information change. However, after the shift from moderate to 
high anxiety-stress, the Indian simulation displayed a larger number of con opinions. 
Repeated simulations showed some variability in these patterns. 
2. Simulation events 
	  
Table 8.2 Likelihood: Simulation results summary 
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Figure 8.3 Likelihood: Simulation results summary 
	  134	  
 
The aim of these models and simulations was to explore how the social spread of 
emotions may be linked with AWS attitudes and behaviors. Chapter two found a 
significant association between negative emotions and use likelihood. The findings of 
chapter four suggest that uncertainty attitudes as related to the influence of uncertain 
expert AWS information was associated with use likelihood for the US American 
samples. And the findings of chapter seven found a link between anxiety-stress and 
decision-styles. Further, these decision styles rely to varying degrees on external 
sources of information. To better understand community level patterns of mood and 
AWS beliefs and behavior, these six different change events were run in order to test 
the relative influence of these three factors: mood (e.g. emotional state), expert 
information and anxiety-stress. 
All other "event" characteristics (e.g. variations in community anxiety-stress and mood) 
were the same as described in the previous section. Table 8.2 provides a detailed results 
summary of these simulations for likelihood of use. Figure 8.3 shows a hierarchical 
circle cluster (densitydesign.org) illustration of these simulation outcomes for US 
American (left) and Indian (right) "communities". The three sets of country 
comparisons show the changing proportions of individuals who were very likely (top 
pair), somewhat likely (middle pair), and unlikely (bottom pair) to use AWS. Circle 
colors and numeric labels indicate specific time point events. For example, the 
proportion of individuals with a given likelihood at the beginning of the simulation is 
indicated with the salmon circle labeled with the iteration number 0. Similarly, the 
proportion of individuals with a given likelihood at the end of the simulation is 
indicated with the lavender circle labeled with the iteration number 360. The size of 
each of these colored circles reflects the proportion of the "community" population with 
that set's use likelihood at that time point. These sets are clustered by initial expert 
information pair conditions as indicated with the surrounding light grey circles. These 
in turn are grouped by the larger, lighter grey circles indicating country clusters. 
The three use likelihood (very, somewhat, and unlikely) results for both countries 
suggest that the "events" in these simulations had little impact on the proportion of 
those somewhat likely to use AWS. The results also suggest that the Indian simulations 
had a slightly larger proportion of those who were somewhat likely to use AWS than 
the US American simulations. However, the proportions of those who were identified as 
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very likely and unlikely to use AWS did change significantly in response to simulation 
events. Overall, US Americans had slightly larger proportions of very likely use at the 
final, 360 time point.  
Summary	  of	  simulation	  event	  outcomes	  
Day 60 measure: Initial expert information 
For both countries, expert information "is safe" resulted in the highest proportion of pro 
opinions (36% - 41%) and very likely use (17 - 35%). Similarly "is not safe" resulted in 
the highest proportion of con opinions (6% - 12%) and unlikely use (2% - 3%). 
Uncertain expert information ("may be safe") resulted in the highest proportion of 
uncertain opinions (66% - 80%) and somewhat likely use (52% - 66%). 
Day 120 measure: Change in expert information 
Although largely similar for both countries, most expert information change pairs 
resulted in different opinion outcomes. For not-is, opinions there was very little change 
in the proportion of those who were somewhat likely, however the proportion of pro 
and con opinions were reversed with more pro than on “day” 60. Two sets of pairs, not-
maybe and is-maybe, showed an increase in unsure and equally low numbers of pro and 
con opinions. For maybe-is, US American opinion shifts to a majority pro, slightly 
fewer unsure, and few con; Indian opinion had fewer but still a majority of unsure, 
fewer pro, and very few con opinions. The pair maybe-not showed decreases in the 
number of unsures and increases the number of cons with no change to the number of 
pros. 
For likelihood of use two sets of pairs, not-maybe and is-maybe, showed a similar 
number of somewhat and unlikely individuals, and few likely for both countries. Also 
for both countries, is-not showed a majority of unlikely, almost no likely, and a 
moderate number of somewhat likely. 
The maybe-is US American simulation showed an increase in likely and equally slightly 
lower numbers of somewhat likely and unlikely. The opposite was found for the Indian 
simulation where there was a decrease for both unlikely and somewhat likely but lower 
numbers of individuals who were likely. Similarly, not-is showed approximately the 
same majority of unlikely and somewhat likely with fewer likely for both countries. 
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However, unlike the US American simulation, the three measures were almost the same 
for the Indian simulation. 
The pair maybe-not showed decreases in the number of somewhat likelys and increases 
the number of unlikelys with no change to the very low number of likelys. 
Day 180 (panel 3): Decrease in anxiety-stress to none 
Opinions changed to a small degree as a result of this event for some of the sets: not-
maybe (both), is-not (both), maybe-is (India), maybe-not. Likelihood of use changed for 
only maybe-is (India), not-is (both). 
Day 240 (panel 4): Increase in anxiety-stress from low to moderate 
Opinions changed to a small degree as a result of this event for some of the sets: not-is 
(both), is-not (both), maybe-is (both), and maybe-not (both). Likelihood of use changed 
slightly for is-not (both), maybe-is (both), maybe-not (both), not-is (both). 
Day 300 (panel 5): Increase in anxiety-stress from moderate to high 
Opinions changed slightly for not-is (both), is-not (both), maybe-is (both), maybe-not 
(both). Likelihood of use changed slightly for not-is (both), is-not (both), maybe-is 
(both), maybe-not (both) 
Day 360 (panel 6): Increase in "very depressed" or "very happy" households 
Although overall there were significant emotional changes in the community, opinions 
and likelihood of use remained largely unchanged. Additional simulations were run that 
were both longer (1000 "days") and set all households to maximum emotional states. 
This did not make significant differences in opinions or likelihood. 
Simulation measure analysis 
All simulations for both countries resulted in most individuals having unsure opinions. 
However those resulting in a majority with pro (versus con) opinions included not-is 
(both) and maybe-is (both). Those with a majority of con (versus pro) opinions included 
is-not (both) and maybe-not (both). 
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Likelihood of use showed a somewhat different pattern where all simulations resulted in 
the majority being unlikely to use AWS. However, this outcome was much less 
pronounced in the cases of maybe-is (both), and not-is (both). 
To test whether initial expert information had a significant effect on subsequent 
outcomes, Kruskal-Wallis tests were done with all measures recorded after “day” 60 
(expert information change). The results suggest no significant (p < .01) impact on 
opinion or likelihood. However, positive and negative - but not neutral - differences in 
mood were found. Significant changes in positive mood for US American χ2(2, 
N=30)=8.99 and Indian χ2 (2, N=30)=8.36, p = .01 simulations and negative mood for 
US American χ2 (2, N=30)=14.48 and Indian χ2 (2, N=30)=18.93, p < .01 simulations. 
Individual emotional states changed in response to emotional contagion, changes in 
expert information and the other "events". Emotional levels varied substantially and 
were the dominant factors used to determine AWS opinions for individuals with 
intuitive and spontaneous decision styles who in turn influenced individuals with 
dependent decision styles. However, the outcomes of event 5 which dramatically altered 
the emotional levels of almost all households suggest that average levels of positive and 
negative emotions themselves did not have a significant impact on opinions or 
likelihood of use.  
However, changing anxiety-stress levels from moderate to high significantly increased 
con opinions for is-not and pro opinions for maybe-is and not-is.  
8.4.4 Discussion: models and simulations 
Country comparisons of the simulations indicate that the results were largely similar. 
However, the Indian model showed a larger number of individuals who were 
"somewhat likely" to use AWS. This may be because emotions played a lesser role in 
decision making for the Indian model and the remaining influence was randomized. 
Another possible reason for this outcome was the differing sizes and decision making 
characteristics of households for the two countries. This possibility is supported by the 
findings of repeated simulations of the same expert information conditions that showed 
small changes in decision-making patterns. These outcomes could suggest that 
distributions of household and/or individual characteristics may have a significant effect 
on community level opinion and use behavior.  
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Overall, in both country models expert information had the largest impact while 
emotional states had very little direct influence on opinions or use likelihood. Most 
notable however was the degree to which changes in general anxiety-stress was 
associated with the relative balance of AWS pro and con opinions as well as the 
likelihood of use. As noted in the model description, changes in anxiety-stress levels 
determined the relative proportions of rational and avoidant decision-makers. Emotions 
on the other hand influenced spontaneous and intuitive styles, although these comprised 
a smaller proportion of the "community" population. While this thesis research has 
found emotional responses to be strongly correlated with AWS 'risk' perceptions and 
likelihood of use, rather than being the driving force of AWS decision-making, these 
simulations suggest that emotional responses may be latent indicators of emotional 
attention and/or decision-strategies. 
These simulations also highlight a distinction between decision-making as related to 
opinions versus decision-making as related to “real world” behavior. That is, although 
an individual may form a given opinion using one or more decision style heuristics 
motivated by emotion, decision-making regarding behavior can be significantly 
influenced by the dynamics of the immediate social context. 
8.5 Social-moral decision hypothesis 
Previous theories and models applied to pro-environmental behavior, including 
acceptance of alternative water source (AWS) use, have been observed to produce 
varied results, leading to the suggestion that there are many different influences driving 
these behaviors (Kollmuss & Agyeman, 2002).  
This thesis considered research showing that specific social-moral emotions are a 
powerful means by which culturally defined social-moral conventions are maintained 
(Rozin et al., 1999). It also examined evidence for the assertion that social-moral rituals, 
ideologies, and identities are ways for individuals and cultures to manage uncertainty 
(Douglas, 1966; Hofstede, 2001; Hogg, Adelman, & Blagg, 2010; Jost & Amodio, 
2012). The findings of this thesis suggest that the distinctly different social-moral 
traditions and world views of Indian and US American cultures are reflected in their 
emotional responses and uncertainty attitudes in subtle but important ways that are 
associated with judgment and decision-making. Although the theme of this thesis is 
AWS use, it is proposed that these observations point more broadly to social-moral 
culture as a tidal force in the judgment and decision-making process. 
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More specifically, this thesis research suggests that a number of different influences 
associated with AWS use may spring from a few related social-psychological sources. It 
found evidence that emotional responses are strongly linked with AWS 'risk' 
perceptions and likelihood of AWS use. Social-moral meaning and trust attitude factors 
did not appear to be directly related to 'risk' perceptions or likelihood of AWS use. 
However these factors were associated with emotional responses to AWS use. These 
factors were also found to be associated with specific uncertainty attitudes and 
emotional attention traits: preference for order & structure and attention to positive and 
negative emotions. Consequently it is proposed that assessing these traits, which were 
found to vary by national culture, versus AWS use attitudes per se, may be an effective 
means of understanding individual and community 'risk' perceptions as associated with 
AWS use judgments and decisions. 
These same traits were also found to be significantly associated with two decision 
styles, rational and avoidant. That is, although the findings of this thesis suggest that the 
tendency to use spontaneous, dependent, and intuitive styles are largely influenced by 
culture, the tendency to use rational and avoidant styles appear to be more likely to be 
influenced by emotional responses and uncertainty attitudes. For this reason it is 
suggested that not only do responses to AWS use provide insights into social and 
psychological motivations, they can also indicate the strategies individuals and 
communities are likely to use in making these decisions. 
Finally, general anxiety-stress was found to be associated with both these traits and the 
rational and avoidant decision styles suggesting a general, simple metric for 
understanding why and how given individuals and communities respond to the 
introduction of AWS use and perhaps judgment and decision-making more generally.  
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9 Filtered water 
9.1 Summary of thesis findings 
This thesis identified and addressed a number of gaps in the existing alternative water 
source (AWS) literature. Specifically, previous work has been confined to examining a 
narrow selection of personal characteristics, behavioral intentions, cultural contexts, and 
social-psychological theories as related to how individuals and communities respond to 
personal AWS use. Further, these factors have largely been considered in isolation so 
that possible interaction effects of multiple factors have substantially been ignored. 
Importantly, little if any attention has been given to the role that different emotions play 
in how people assess 'risk' and make decisions about AWS. These gaps have been 
addressed using experimental designs, statistical analysis, and modeling techniques that 
are rarely used in the social sciences. 
Chapter 2 compared the emotional characteristics, emotional responses and overall 
likelihood of use of two countries. The findings from this chapter suggest that compared 
with US Americans, Indian participants had stronger positive and negative emotions 
regarding AWS use and were less likely to use AWS for washing their hands but 
equally likely to use it for drinking. However, the emotional responses of US 
Americans were more closely associated with their stated likelihood of use. 
Chapter 3 distinguished the concept of 'risk' as typically defined by scientific experts, 
i.e. determinate uncertainty, versus how it is perceived by the public. 'Risk' and benefit 
perceptions were both found to be important in AWS use choices. Overall the Indian 
sample gave higher ratings to health, economic, and the environmental risks and 
benefits than did the US American sample. And while most risk and benefit perceptions 
were significantly correlated, specific associations were identified. That is, likelihood of 
drinking was negatively associated with perceptions of personal and community health 
risk and positively associated with perceptions of community economic benefits for 
both the US American and Indian samples. Likelihood of washing hands was positively 
associated with community economic benefit perceptions for both country samples. 
Emotional responses were more strongly associated with risk and benefit perceptions 
for the Indian sample. The approach avoidance emotions of fear and anger were  
strongly and positively correlated. And, supporting findings in the literature, these two 
emotions were significantly associated with risk perceptions. However, the results of 
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this chapter indicate that these two emotions were not directly associated with 
likelihood of use. 
Chapter 4 examined how people respond to specific types of a second category of 
uncertainty, i.e. indeterminate uncertainty. While the two country samples displayed 
very similar attitudes towards different types of indeterminate uncertainty, uncertainty 
attitudes as related to the influence of uncertain expert AWS information were found to 
be significant only for the US Americans. The findings of this chapter also suggest that 
there is a distinction between the preference for order & structure and the need for 
structure. And although attitudes towards specific types of uncertainty were 
significantly correlated, the factors associated with these attitudes were found to be 
unique. While previous work has argued that anxiety-stress is linked with attitudes 
towards uncertainty, the analyses of this chapter suggest that the association is indirect 
and specific. That is, it is mediated by emotional attention and linked to particular types 
of uncertainty attitudes. Notably, the preference for order & structure was found to be 
positively associated with attention to positive emotions; attention to positive emotions 
was negatively associated with attention to negative emotions; and attention to negative 
emotions was positively associated with anxiety-stress.  
Chapter 5 explored water's role as broadly symbolic of natural, social and moral order. 
While little evidence was found for a direct link between social-moral identity, social-
moral symbolism and AWS use, emotional responses to AWS use revealed that water's 
social-moral symbolism - specifically as it relates to different water sources - does play 
a part in attitudes towards AWS. The two countries displayed very different self-ratings 
of social, economic, religious and spiritual identities. The findings suggest a small but 
significant link between US American spiritual self-identity and water as a symbol of 
both moral purity and nature. The analyses also suggest that AWS use can be symbolic 
of social status as well as moral and spiritual separation. However, the Indian data 
suggests that water's symbolism is more broadly moral and has little significance as 
related to social order and structure. 
Chapter 6 examined the relationships between trust, AWS project implementation 
decision procedures, and responses to and likelihood of use. Previous work suggests a 
link between trust and perceptions of procedural fairness however the nature of this 
relationship is unclear. Here trust was not found to be directly associated with 
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likelihood of use. However, the analyses suggest that emotional responses to AWS use 
are associated with general trust, rather than trust for particular groups per se. A small 
but significant negative correlation between anxiety-stress and trust attitudes towards 
community members was also identified. It is argued that the findings of this chapter 
provide evidence that communities high in anxiety-stress have lower levels of general 
trust.  This lower level of general trust could in turn determine the degree to which 
specific AWS project implementation decision procedures are factors associated with 
emotional responses to and likelihood of AWS use. 
Chapter 7 assessed the associations between decision styles, expert information 
uncertainty and AWS choices. Previous work has linked decision strategies with 
emotions, uncertainty and social environment. From these perspectives, five decision 
styles were examined: rational, intuitive, dependent, spontaneous, and avoidant. In a 
country comparison, no significant differences in the extent to which the rational 
decision style was used were found. However, there were notable between country 
variations identified for the other styles. The rational style was positively associated 
with preference for order & structure and negatively associated with anxiety-stress and 
the avoidant decision style. The other style-trait relationships varied substantially for the 
two countries. However, these associations were largely found to be with emotional 
attention measures rather than uncertainty attitudes or anxiety-stress. For the US 
American sample, the intuitive style was weakly linked with the likelihood of drinking 
and moderately associated with emotional responses in different conditions of expert 
information. For the Indian sample, style relationships with emotional responses under 
different expert information conditions were found for all but the rational style. It is 
proposed that the findings from this and the preceding chapters provide evidence that it 
is emotional attention rather than decision strategies or expert information per se that 
best predict emotional responses to AWS choices. 
Chapter 8 characterized household decision-making strategies for the two country 
samples. It then described agent based AWS decision-making models using the findings 
of the previous chapters suggesting that individual emotional responses to AWS are 
strongly associated with the likelihood of AWS use. The factors used to characterize 
these models included individual decision-style heuristics and emotional state; 
household size and decision processes; and emotional attention and contagion. The 
results of these simulations indicated that household type, physical clustering, and 
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decision-making processes may play a key role in household and overall community 
likelihood of AWS use. Finally, a social-moral decision-making hypothesis based on 
uncertainty attitudes and emotional attention was proposed. 
9.2 Future directions 
The hypothesis proposed by this thesis is based on an interpretation of research findings 
of a relatively small number of studies and participants. Further, these results were not 
always consistent. However, it does provide a springboard for future inquiries into 
human decision-making dynamics. 
The majority of questions in these studies asked participants to respond using Likert 
scales by rating a characteristic or belief on a scale from low to high. A pattern that 
emerged from these surveys suggests that Indian participants tended to give higher 
ratings than US American participants. This was the case for questions relating to 
emotional responses, risk-benefit perceptions, social-moral identities, trust attitudes, as 
well as decision styles. 
This points to both an opportunity for future cross-cultural research and a possible 
confounding factor. A central feature of this thesis has been the role of emotions in 
decision-making and there is some evidence that language may play a part in this 
category of responses. As noted in chapter two, previous work has found that bilingual 
Hindu speakers tend to express stronger emotions when using the English language than 
when using Hindi (Matsumoto & Assar, 1992). These authors suggest that this may be 
due to linguistic factors. However, neither that nor this study incorporated English 
language proficiency measures so it was not possible to determine the degree to which 
this may have been true in this thesis research. 
Although linguistic factors may help address the emotional response rankings, it does 
not explain the others. The literature suggests that there is a more general relationship 
between culture and survey response styles. Among these findings is work that 
compared response patterns from 19 countries as related to cultural orientation. A 
relevant measure is the acquiescent response style. That is, the tendency to agree with 
questions, regardless of question content. These authors found evidence suggesting that 
the acquiescent response style is negatively associated with countries characterized by 
Hofstede’s measures of  individualism, uncertainty avoidance, power distance, and 
masculinity (Johnson, Kulesa, Cho & Shavitt, 2005). 
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Chapter two compares both US America and India at the national level with these same 
cultural characteristic measures. However, while India ranks lower in individualism and 
masculinity it ranks higher in uncertainty avoidance and power distance. Consequently, 
at least with regard to these particular cultural measurements at the national level, this 
set of characteristics do not appear to explain the response patterns observed in this 
thesis data. 
These results suggest that new methods for establishing common baselines of 
comparison be developed in order to better understand these types of subjective 
measures. Other findings not reported in this thesis suggest gender differences in 
emotional responses, social-moral attitudes as well as decision styles. It is proposed that 
future studies of social context and social roles as determined by gender could help 
provide a better understanding of how decision-making is dynamically defined by 
culture's influence on the flow of human emotions. 
"Human nature is like water. It takes the shape of it's container" - Wallace Stevens 
	   145	  
References 
ACIL Tasman. (2005). Research into Access to Recycled Water and Impediments to 
Recycled Water Investment. Canberra, Australia.  
Australian Research Centre for Water in Society. (2006). Predicting Community 
Behaviour: Indirect Potable Reuse of Wastewater through Managed Aquifer 
Recharge. Australia: Leviston, Z., Nancarrow, B.E., Tucker, D.I. & Porter, N.B. 
Ajzen, I. (1985). From Intentions to actions: A theory of planned behavior. Berlin 
Heidleberg: Springer. 
Ajzen, I. (2002). Perceived Behavioral Control, Self-Efficacy, Locus of Control, and the 
Theory of Planned Behavior, Journal ofApplied Social Psychology, 32(4), 665-
683.  
Alexander, K.S., Price, J.C, Browne, A.L., Leviston, Z., Bishop, B.J., Nancarrow, B.E. 
(2008). Community Perceptions of Risk, Trust and Fairness in Relation to the 
Indirect Potable Use of Purified Recycled water in South East Queensland:  A 
Scoping Report. Urban Water Security Research Alliance Technical Report. 
Alhakami AS, Slovic P. (1994). A psychological study of the inverse relationship 
between perceived risk and perceived benefits. Risk Analysis, 14,1085–1096. 
Altemeyer, R. A. (1998). The other "authoritarian personality." In Zanna, M.P. (Ed.). 




Armitage, C.J. and Conner, M. (2001). Efficacy of the Theory of Planned Behaviors: A 
meta-analytic review. British Journal of Social Psychology, 40, 471-499. 
Arnold, M. B. (1960). Emotion and personality. Vol. 1. Oxford, England: Columbia 
University Press. In Gasper, K., & Bramesfeld, K. D. (2006).  Should I Follow 
My Feelings? - How individual differences in following feelings predict affective 
experience, affective well-being, and affective responsiveness. Journal of 
Research in Personality, 40, 986-1014.  
Bammer, G. & Smithson, M. (2008). Introduction. In Bammer, G. & Smithson, M. 
(Eds.). Uncertainty and risk: multidisciplinary perspectives. UK & USA: 
Earthscan. 
Beck, U. (1992).  Risk Society: Towards a New Modernity. Thousand Oaks, California: 
SAGE Publications Inc. Retrieved from 
http://books.google.com.au/books/about/Risk_Society.html?id=QUDMaGlCuEQ
C&redir_esc=y 
Beckenkamp, M. & Osterman, A. (1996). A members view of a common: Cognitive and 
socio-cognitive factors. In Roland-Levy, C. (Ed.), Social and Economic 
representations (pp. 1203 - 1220). Paris, France: IAREP 1996; Universete Rene 
Decartes. In Foddy, M., Smithson, M., Schneider, S. & Hogg, M. (Eds). Resolving 
Social Dilemmas: Dynamic Structural, and Intergroup Aspects. Philidelphia, PA: 
Psychology Press. 
Behar, E. (2001). Controllability and predictability in generalized anxiety disorder. 
(Master’s thesis). Pennsylvania State University, University Park, PA.  
Berzonsky, M.D., Cieciuch, J., Duriez, B., and Soenens, B. (2011). The how and what 
of identity formation: Associations between identity styles and value orientations. 
Personality and Individual Differences, 50, 295–299. 
Biel, A., & Dahlstrand, U. (1995). Risk perception and the location for a repository of 
spent nuclear fuel. Scandinavian Journal of Psychology, 36, 25-36.  
	  146	  
Black, M. (1937). Vagueness. An Exercise in Logical Analysis. Philosophy of Science, 
4(4), 427-455.  
Bonabeau, E. (2002). Agent-based modeling: Methods and techniques for simulating 
human systems. Proceedings of the National Acadamy of Science, 99(3), 7280 –
7287. 
Bromet, E., Andrade, L.C., Browne, M.O., Karam, A.N., Mora, M.E.M., Sampson, … 
Kaur, J. (2011). Cross-national epidemiology of DSM-IV major depressive 
episode. BMC Medicine, 9(90). 
Cacioppo, J. T., & Gardner, W. L. (1999). Emotion. Annual Review of Psychology, 50, 
191–214. 
Chaiken, S., & Trope, Y. (Eds.). (1999). Dual process theories in social psychology. 
New York: Guilford Press. 
Chamberlain, G. (2008). Troubled waters: religion, ethics, and the global water crisis. 
Plymouth UK: Rowan & Littlefield Publishers, Inc. 
Ching, L. (2010).  Eliminating Yuck: A Simple Exposition Of Media And Social Change 
In water Reuse Policies. International Journal Of Water Resources Development, 
26(1), 111-124. 
Chirumbolo, A. (2002). The relationship between need for cognitive closure and 
political orientation: The mediating role of authoritarianism. Personality and 
Individual Differences, 32, 603-610.  
Choi, I., Nisbett, R.E. (2000). Cultural Psychology of Surprise: Holistic Theories and 
Recognition of Contradiction. Journal of Personality and Social Psychology, 
79(6), 890-905. 
Christen, K. (2005). Water Reuse: Getting Past the 'Yuck Factor'. Water Environment 
and Technology, 17(11), 11-15.  
Cleveland, W.S., Grosse, E. & Shyu, M.J. (1992). Local regression models. In 
Chambers, J.M. & Hastie, T.J. (Eds.). Statistical Models in S. New York: 
Chapman & Hall. 
Cottrell, C. A., and Neuberg, S. L. (2005). Different emotional reactions to different 
groups: A sociofunctional threat-based approach to "prejudice." Journal of 
Personality and Social Psychology, 88, 770–789.  
CSIRO Land and Water. (2003). Literature Review Of Factors Influencing Public 
Perceptions of Water Reuse. Australia: Po, M., Kaercher, J.D. & Nancarrow, B.E. 
CSIRO Land and Water. (2005). Predicting Community Behaviour in Relation to 
Wastewater Reuse: What Drives Decisions to Accept or Reject? Perth, Australia: 
Po, M. Nancarrow, B.E. Leviston, Z. Porter, N.B. Syme, G.J. & Kaercher, J.D. 
Damasio, A. (1994). Descartes’ Error, Emotion, Reason, and the Human Brain. USA: 
Penguin Books. Retrieved from 
http://books.google.com.au/books/about/Descartes_Error.html?id=SLdYHlhqgK
MC&redir_esc=y  
Delhey, J., Newton, K., Welzel, C. (2011). How General Is Trust in “Most People”? 
Solving the Radius of Trust Problem. American Sociological Review, 76(5),     
786 –807 
Demerath, L. (1993). Knowledge-based affect. Social Psychology Quarterly, 56,       
136 –147.  
Derogatis, L. R. (1975). Brief Symptom Inventory. Clinical Psychometric Research: 
Baltimore.  
Derryberry, D., Reed, M. A., & Pilkenton-Taylor, C. (2003). Temperament and coping: 
Advantages of an individual differences perspective. Development and 
Psychopathology, 15, 1049-1066. 
	   147	  
Dohman, T., Falk, A., Huffman, D. & Sunde, U. (2012).  The Intergenerational 
Transmission of Risk and Trust. Attitudes  Review of Economic Studies, 79, 645-
677.  
Dolinski, D. & Nawrat, M. (1998). "Fear-then-relief" procedure for producing 
compliance: beware when the danger is over. Journal of Experimental Social 
Psychology, 34:27–50. 
Dolnicar, S., Hurlimann, A. & Grun, B. (2011). What affects public acceptance of 
recycled and desalinated water? Water Research, 45, 933-943. 
Dolnicar, S. & Hurlimann, A. (2009). Drinking water from alternative water sources: 
differences in beliefs, social norms and factors of perceived behavioural control 
across eight Australian locations. Water Science & Technology, 60(6), 1433-1444. 
Dolnicar, S. & Hurlimann, A. (2010). Australians' Water Conservation Behaviours and 
Attitudes. Retrieved from http://ro.uow.edu.au/commpapers/718 
Dolnicar, S., Hurlimann, A. & Nghiem, L. D. (2010). The effect of information on 
public acceptance - The case of water from alternative sources. Retrieved from 
http://ro.uow.edu.au/commpapers/713 
 
Dolnicar, S. & Saunders, C. (2006). Recycled water for consumer markets - a marketing 
research review and agenda. Desalination, 187(1-3), 203-214. 
Dolnicar, S. & Schäfer, A.I. (2009a). Desalinated versus recycled water: Public 
perceptions and profiles of the accepters. Journal of Environmental Management 
90, 888–900. 
Douglas, M. (1966).  Purity And Danger: An Analysis Of The Concepts Of Pollution 
And Taboo. New York: Praeger. 
Douglas, M. & Wildavsky, A. (1982).  Risk and culture: an essay on the selection of 
technical and environmental dangers. Berkeley: University Of California Press. 
Duckitt, J. (2001). A dual-process cognitive-motivational theory of ideology and 
prejudice. Advances in Experimental Social Psychology, 33, 41–113. 
Earle, T.C. (2010).  Trust in Risk Management: A Model-Based Review of Empirical 
Research. Risk Analysis, 30(4). 
Earle, T.C., Siegrist M. (2008). On the relation between trust and fairness in 
environmental risk management. Risk Analysis, 28, 1395–1413. 
Eisenberg, N. (2000). Emotion, regulation, and moral development, Annual Review of 
Psychology, 51, 665–697. 
Ekman, P., & Friesen, W. V. (1969). The repertoire of nonverbal behavior: Categories, 
origins, usage, and coding. Semiotica, 1, 49-98.  
Ekman, P., Levenson, R. W., & Friesen, W. V. (1983). Autonomic nervous system 
activity distinguishes among emotions. Science, 221(4616), 1208-1210.  
Engel, C. (2004). Social Dilemmas, Revisited from a Heuristics Perspective. Bonn, 
Germany: Preprints of the Max Planck Institute for Research on Collective 
Goods.  
Evans, J. St. B.T. (2008). Dual-Processing Accounts of Reasoning, Judgment, and 
Social Cognition. Annual Review Psycholology 59, 255–782. 
Farquharson, K. & Critchley, C. (2004).  Risk, Trust And Cutting Edge Technologies: 
A Study Of Australian Attitudes  Australian. Journal Of Emerging Technologies 
And Society, 2(2) 124-146.   
Fischhoff, B., Slovic, P., Lichtenstein, S., Read, S., & Combs, B. (1978). How safe is 
safe enough? A psychometric study of attitudes toward technological risks and 
benefits. Policy Sciences, 9, 127–152.  
Fiske, S.T., Cuddy, A.J.C. & Glick, P. (2006).  Universal Dimensions Of Social 
Cognition: Warmth And Competence. Trends In Cognitive Sciences, 11(2).   
	  148	  
Fiske, S.T., Xu, J., & Cuddy, A.C. (1999). (Dis)respecting versus (Dis)liking: Status 
and Interdependence Predict Ambivalent Stereotypes of Competence and 
Warmth. Journal of Social Issues, 55(3), 473–489. 
Forgas, J.P. (1995), Mood and Judgment: The Affect Infusion Model (AIM). 
Psychological Bulletin, 117(1), 39-66. 
Fowler, J.H. and Christakis, N.A. (2008). Dynamic spread of happiness in a large social 
network: longitudinal analysis over 20 years in the Framingham Heart Study. 
British Medical Journal, 337( 2338), 1-9   
Gasper, K., & Bramesfeld, K. D. (2006).  Should I Follow My Feelings? - How 
individual differences in following feelings predict affective experience, affective 
well-being, and affective responsiveness. Journal of Research in Personality, 40, 
986-1014.  
Gauchata, G. (2012). Politicization of Science in the Public Sphere: A Study of Public 
Trust in the United States, 1974 to 2010. American Sociological Review, 77(2), 
167 –187. 
Gentes, E.L. and Ruscio, A.M. (2011). A meta-analysis of the relation of intolerance of 
uncertainty to symptoms of generalized anxiety disorder, major depressive 
disorder, and obsessive–compulsive disorder. Clinical Psychology Review, 31, 
923–933.  
Gheorghiu, M.A,, Vignoles, V.L., & Smith, P.B. (2009). Beyond the United States and 
Japan: Testing Yamagishi's Emancipation Theory of Trust across 31 Nations. 
Social Psychology Quarterly, 72, 365. 
Gigerenzer, G. & Brighton, H. (2009). Homo Heuristicus: Why Biased Minds Make 
Better Inferences. Topics in Cognitive Science 1, 107–143. 
Gigerenzer, G. & Gaissmaier, W. (2011). Heuristic Decision Making. Annual Review of 
Psychology, 62:451-82. 
Greene, J. & Haidt, J. (2002), How (and where) does moral judgment work? Trends in 
Cognitive Sciences, 6(12). 
Gudykunst, W.B., Nishida, T. (2001). Anxiety, uncertainty, and perceived effectiveness 
of communication across relationships and cultures. International Journal of 
Intercultural Relations, 25, 55–71.   
Gyurak, A., & Ayduk (2007). Defensive physiological reactions to rejection. The effect 
of self-esteem and attentional control on startle responses. Psychological Science, 
18, 886-892.  
Hardin, R. (1998). Trust in Government. In Braithwaite, V. & Levi, M. (Eds.). Trust 
and Governance. New York: Russell Sage Foundation. 
Hartley, T.W. (2006). Public perception and participation in water reuse. Desalination 
187, 115–126. 
Hatfield, E., Cacioppio, J.L. & Rapson, R.L. (1993). Emotional contagion. Current 
Directions in Psychological Science, 2, 96-99. 
Heilman, R.M., Cris, L.G., Houser, D. Miclea, M. and Miu, A.C. (2010). Emotion 
Regulation and Decision Making Under Risk and Uncertainty. Emotion, 10(2), 
257–265. 
Helmreich, S. (2011).  Nature/Culture/Seawater  American. Anthropologist, 113(1), 
132-144. 
Higgins, E.T. (1997). Beyond Pleasure and Pain. American Psychologist, 52(12), 1280-
1300. 
Hofstede, G. H. (2001).  Culture’s consequences: Comparing values, behaviors, 
institutions and organizations across nations (2nd ed.) Thousand Oaks, CA: Sage.  
	   149	  
Hofstede, G.H. & Bond, M.H. (1984). Hofstede's Culture Dimensions: An Independent 
Validation Using Rokeach's Value Survey. Journal of Cross-Cultural Psychology, 
15, 417. 
Hofstede, G.H. & McCrae, R.R. (2004).  Personality and Culture Revisited: Linking 
Traits and Dimensions of Culture. Cross-Cultural Research, 38(1), 52-88.  
Hogg, M.A. (2000). Subjective Uncertainty Reduction through Self-categorization: A 
Motivational Theory of Social Identity Processes. European Review of Social 
Psychology, 11(1), 223-255. 
Hogg, M.A., Adelman, J.R. & Blagg, R.D. (2010).  Religion in the Face of Uncertainty: 
An Uncertainty-Identity Theory Account of Religiousness. Personality and Social 
Psychology Review, 14(1) 72 -83. 
Houghton, D.C. & Grewal, R. (2000). Please, Let's Get an Answer—Any Answer; Need 
for Consumer Cognitive Closure. Psychology & Marketing, 171(11):911-934. 
Hurlimann, A. & Dolnicar, S. (2010a). Acceptance of water alternatives in Australia. 
Water Science and Technology, 61(8), 2137-2142. 
Hurlimann, A. & Dolnicar, S. (2010b). When Public Opposition Defeats Alternative 
water Projects: The Case Of Toowoomba Australia. Water Research, 44,  287-
297. 
Hurlimann, A, Dolnicar, S. & Meyer, P. (2009). Understanding behaviour to inform 
water supply management in developed nations - A review of literature, 
conceptual model and research agenda. Journal of Environmental Management, 
91, 47–56. 
John, O., & Gross, J. J. (2004). Healthy and unhealthy emotion regulation:  Personality 
processes, individual differences, and life span development. Journal of 
Personality, 72, 1301–1333. 
Jorgensen, Graymore, M. & O'Toole, K. (2009). Household water use behavior: An 
integrated model. Journal of Environmental Management, 91, 227-236.  
Jost, J.T. & Amodo, D.M. (2012).  Political ideology as motivated social cognition: 
Behavioral and neuroscientic evidence. Motivation and Emotion, 36, 55-64. 
Kahneman, D. and Tversky, A. (1979). Prospect Theory: An Analysis of Decision 
under Risk. Econometrica, 47(2), 263-292. 
Kahneman, D., & Frederick, S. (2002). Representativeness revisited: Attribute 
substitution in intuitive judgment. In Gilovich, T. Griffin, D. & Kahneman, D. 
(Eds.), Heuristics and Biases: The Psychology of Intuitive Judgment. New York: 
Cambridge University Press. 
Kahneman, K., Slovic, P., Tversky, A. (1982).  Judgment Under Uncertainty: 
Heuristics and Biases. Cambridge UK: Cambridge University Press. 
Kashima, Y. (2000). Conceptions of Culture and Person for Psychology. Journal of 
Cross-Cultural Psychology, 31(14). 
Kashima, Y. & Gelfand, M.J. (n.d). A history of culture in psychology. Retrieved from 
http://www.gelfand.umd.edu/KashimaGelflandandHistory.pdf 
Kelly, D.R. (2007). Towards a cognitive theory of disgust. Manuscript in preparation. In 
Hogan, R., Johnson, J.A. & Briggs, S.R. (Eds.), Handbook of personality 
psychology. San Diego, CA: Academic Press.  
Kemmelmeier, M. (1997). Need for closure and political orientation among German 
university students. Journal of Social Psychology, 137, 787-789.  






Kollmuss, A. & Andagyeman, J. (2002).  Mind The Gap: Why Do People Act 
Environmentally And What Are The Barriers To Pro-environmental Behavior?  
Environmental Education Research, 8(3), 239 - 260.   
Kundzewicz, Z.W., Mata, L.J., Arnell, N.W., Dull, P., Jimenez, B., Miller, K., Oki, T., 
Sen, Z. & Shiklomanov, I. (2008).  The implications of projected climate change 
for freshwater resources and their management  Hydrological Sciences. Journal 
des Sciences Hydrologiques, 53(1). 
L'Institute Veolia Environment. (2005). Water: symbolism and culture. Paris, France: 
Bouguerra, M.L.  
Leith, K. P., & Baumeister, R. F. (1996). Why do bad moods increase self-defeating 
behavior? Emotion, risk taking, and self-regulation. Journal of Personality and 
Social Psychology, 71, 1250 - 1267. 
Lerner, J. S., & Keltner, D. (2001). Fear, anger, and risk. Journal of Personality and 
Social Psychology. 81(1). 146-159. 
Lerner, J. S., Small, D. A., & Loewenstein, G. (2004). Heart strings and purse strings: 
Carryover effects of emotions on economic decisions. Psychological Science, 15, 
337–341. 
Levi, M. (1998). In V. Braithwaite & M. Levi, M. (Eds.). Trust and Governance. New 
York: Russell Sage Foundation. 
Levi, M. & Stoker, L. (2000). Political Trust and Trustworthiness. Annual Review of 
Political Science, 3, 475–507.  
Lischetzke, T. and Eid, M. (2003). Is Attention to Feelings Beneficial or Detrimental to 
Affective Well-Being? Mood Regulation as a Moderator Variable. Emotion, 3(4), 
361–377. 
Liu, R.T. and Alloy, L.B. (2010). Stress generation in depression: A systematic review 
of the empirical literature and recommendations for future study. Clinical 
Psychology Review, 30, 582-593. 
Loewenstein, G.F., Weber, E.U., Hsee, C.K., Welch, N. (2001). Risk as Feelings. 
Psychological Bulletin, 127(2), 267-286. 
Luce, R.D. (1997). Several unresolved conceptual problems of mathematical 
psychology. Journal of Mathematical Psychology, 41, 79-87. 
Luhmann, Niklas (2000). Familiarity, Confidence, Trust: Problems and Alternatives. In 




Lutz, C. (1988). Unnatural emotions: Everyday sentiments on a Micronesian atoll and 
their challenge to Western theory. Chicago: University of Chicago Press. 
Manasi, S. & Raju, K.V. (2012). 'Water' - A Heritage Perspective. (Working Paper 
004). Development Foundation. Bangalore, India. 
Mankad, A. (2012).  Decentralised water systems: Emotional influences on resource 
decision making. Environment International, 44, 128-140. 
Marks, J. (2004). Advancing Community Acceptance of Reclaimed Water. Water 
Journal of the Australian Water Association, 31(5), 46-51. 
Marks, J., Martin, B. & Zadoroznyj, M. (2008).  How Australians Order Acceptance Of 
Recycled water: National Baseline Data. Journal Of Sociology, 44(83). 
Marks, J.S. & Zadoroznyj, M. (2005). Managing Sustainable Urban water Reuse: 
Structural Context And Cultures Of Trust. Society & Natural Resources, 18(6), 
557-572.   
	   151	  
Marks, R., Clark, R., Rooke, E. & Berzins, A. (2006).  Meadows, South Australia: 
Development Through Integration Of Local water Resources Desalination, 188, 
149-161. 
Markus, H.R., & Kitayama, S. (1991).  Culture and the Self: Implications for Cognition, 
Emotion, and Motivation. Psychological Review, 98(2), 224-253. 
Matsumoto, D. (December, 2007). Culture, Context, and Behavior. Journal of 
Personality 75(6). 
Matsumoto, D. and Hwang, H.S. (2012). Culture and Emotion: The Integration of 
Biological and Cultural Contributions. Journal of Cross-Cultural Psychology 
43(91). 
Matsumoto, D., & Assar, M. (1992). The effects of language on judgments of universal 
facial expressions of emotion. Journal of Nonverbal Behavior, 16(2), 85-99. 
Matsumoto, D., Yoo, S.H., Nakagawa, S. & 37 Members of the Multinational Study of 
Cultural Display Rules (2008). Culture, Emotion Regulation, and Adjustment. 
Journal of Personality and Social Psychology, 94(6), 925–937. 
McDaniels, T., Axelrod, L.J. and Slovic, P. (1995). Characterizing Perception of 
Ecological Risk. Risk Analysis, 15(5). 
Messick, D.M., & Liebrand, W.B. (1995). Individual Heuristics and the Cooperation in 
Large Groups, Psychologial Review, 102(1), 131-145. 
Miller, G.A. (1956). The magical number seven, plus or minus two: Some limits on our 
capacity for processing information. The Psychological Review, 63(2). 
Moll, J., de Oliveira-Souza, R., Moll, F.T., Ignacio, F.A., Bramati, I.E., Caparelli-
Da'quer, E.M., & Eslinger, P.J. (2005). The Moral Affiliations of Disgust: A 
Functional MRI Study. Cog Behav Neurol, 18, 68-78. 
Nabi, R.L. (2001).  The theoretical versus the lay meaning of disgust: Implications for 
emotion research. Emotion, 16(5), 695-703  
Nancarrow, B.E., Porter, N.B. & Leviston, Z. (2010).  Predicting community 
acceptability of alternative urban water supply systems: A decision making 
model. Urban Water Journal, 7(3), 197-210. 
Nelissen, R.M.A., Dijker, A.J.M. and de Vries, N.K. (2007). Emotions and goals: 
Assessing relations between values and emotions. Cognition & Emotion, 21(4), 
902-911. 
Nemeroff, C., & Rozin, P. (1994). The contagion in adult thinking in the United States: 
Transmission of germs and interpersonal influence. Ethos: The Journal of 
Psychological Anthropology, 22, 158-186. 
Neuberg, S.L. & Newsom, J.T. (1993). Personal Need for Structure: Individual 
Differences in the Desire for Simple Structure. Journal of Personality and Social 
Psycholcology, 65(1): 113-131.  
Neumann, R., & Strack, F. (2000). Mood contagion: The automatic transfer of mood 
between persons. Journal of Personality and Social Psychology, 79(2), 211-223. 
Newell, B.R. and Broder, A. (2008). Cognitive processes, models and metaphors in 
decision research. Judgment and Decision Making, 3(3), 195–204. 
Nisbett, R.E., Peng, K., Choi, I. (2001).  Culture and Systems of Thought: Holistic 
Versus Analytic Cognition. Psychological Review, 108(2). 291-310.  
Oakes, P.J., Haslam, S.A. & Turner, J.C. (1994). Stereotyping and Social Reality. 
Oxford, UK and Cambridge, MA: Blackwell.  
Pedhazur, E.J. (1997) Multiple regression in behavioral research: explanation and 
prediction. Fort Worth, TX: Harcourt Brace College Publishers. 
Pettigrew, T.F. (1997). Personality and social structure: Social psychological 
contributions. In Hogan, R., Johnson, J.A. & Briggs, S.R. (Eds.), Handbook of 
personality psychology. San Diego, CA: Academic Press.  
	  152	  
Pham, M.T. and Avnet, T. (2009). Contingent reliance on the affect heuristic as a 
function of regulatory focus. Organizational Behavior and Human Decision 
Processes, 108, 267–278. 




Preston, S. D., Buchanan, T. W., Stansfield, R. B., & Bechara, A. (2007). Effects of 
anticipatory stress on decision making in a gambling task. Behavioral 
Neuroscience, 121, 257–263.  
Price, J., Fielding, K., Leviston, Z., Bishop, B., Nicol, S., Greenhill, M. & Tucker, D. 
(2010). Urban water Security Research Alliance, Urban Water Security Research 
Alliance, Technical Report No. 19. 
Pushkarskaya, H., Liu, X., Smithson, M. and Joseph, J.E. (2010). Beyond risk and 
ambiguity: Deciding under ignorance. Cognitive, Affective, & Behavioral 
Neuroscience 10 (3), 382-391. 
Putnam, R.D. (1995). Bowling alone: The Collapse and Revival of American 
Community. New York: Simon and Schuster. 
Rammstedt, B. & John, O.P. (2007). Measuring personality in one minute or less: A 10-
item short version of the Big Five Inventory in English and German. Journal of 
Research in Personality, 41: 203–212. 
Rapoporta, A. & Amaldoss, W. (1999). Social Dilemmas Embedded in Between Group 
Competitions: Effects of Contest and Distribution Rules. In Foddy, M., Smithson 
M., Schneider, S., & Hogg, M.A. (Eds). Resolving Social Dilemmas: Dynamic 
Structural, and Intergroup Aspects. Philadelphia, PA: Psychology Press. 
Reiman, E.M., Fusselman, M.J., Fox, P.T., & Raichle, M.E. (1989). Neuronantomical 
Correlates of Anticipatory Anxiety. Science, 243, 4894. 
Revelle, W. and Zibarg, R.E. (2009). Coefficients alpha, beta, omega and the glb: 
comments on Sijtsma. Psychometrika, 74(1), 145-154. 
Rosenquist, J.N., Fowler, J.H. & Christakis, N.A. (2011).  Social network determinants 
of depression. Molecular Psychiatry, 16, 273 - 281. 
Roseth, N. (2000). Community Views on Recycled Water. Proceedings from Enviro 
2000: Towards Sustainability. Sydney, Australia. 
Rottenstreich & Hsee, 1999). Money, Kisses, and Electric Shocks: On the Affective 
Psychology of Risk. Psychological Science, 12(3), 185-190. 
Rouder, J.N., Speckman, P.L., Sun, D., Morey, R.D. and Iverson, G. (2009). Bayesian t-
tests for accepting and rejecting the null hypothesis, Psychonomic Bulletin & 
Review, 16 (2), 225-237. 
Rousseau, D.M., Sitkin, S.B., Burt, R.S., Camerer, C. (1998). Not so different after all: 
A cross-discipline view of trust. Acadamy of Management Review, 23(3), 393-
404.  
Rozin, P., Haidt, J., & McCauley, C. R. (2008).  Disgust. In Lewis, M., Haviland-Jones, 
J. M. & Barrett, L. F.  (Eds.), Handbook of emotions (3rd ed). New York: 
Guilford Press. 
Rozin, P., Lowery L., Imada S., Haidt J. (1999).  The CAD triad hypothesis: a mapping 
between three moral emotions (contempt, anger, disgust) and three moral codes 
(community, autonomy, divinity). Journal of Personality and Social, 76(4), 574 - 
86. 
Russell, S. & Lux, C.  (2009).  Getting Over Yuck: Moving From Psychological To 
Cultural And Sociotechnical. Analyses Of Responses To water Recycling Water 
Policy,11, 2135   
	   153	  
Schmidt, C.W. (2008). The Yuck Factor: When Disgust Meets Discovery. 
Environmental Health Perspectives, 116(12). 
Schwartz, S.H. and Boehnke, K. (2004). Evaluating the structure of human values with 
confirmatory factor analysis. Journal of Research in Personality, 38, 230 - 255. 
Scott, S.G., Bruce, R.A. (1995). Decision-making Style: The Development And 
Assessment Of A New Measure. Educational And Psychological Measurement, 
55(818). 
Sherif, M. (1935).  A study of some social factors in perception: Archives of 
Psychology, 1935, 27(187), 5-16. Retrieved from 
http://www.brocku.ca/MeadProject/Sherif/Sherif_1935a/Sherif_1935a_2.html 
Silvia, P.J. (2006). Exploring the Psychology of Interest. New York: Oxford University 
Press.  
Simon, H. A. (1955). A behavioral model of rational choice. Quarterly Journal of 
Economics, 69, 99–118.  
Simon, H. A. (1956). Rational choice, and the structure of the environment. 
Psychological Review, 63, 129–138.  
Sjöberg, L. (1999). The Psychometric Paradigm Revisited. Paper from the Annual 
Meeting, Royal Statistical Society, University of Warwick, Warwick, UK.  In 
Sjöberg, L. (2007). Emotions and Risk Perception. Risk Management, 9(4), 223-
237. 
Sjöberg, L. (2003). Intuitive vs. analytical decision making: which is preferred? 
Scandanavian Journal of Management, 19: 17-29. 
Sjöberg, L. (2007). Emotions and Risk Perception. Risk Management, 9(4), 223-237. 
Sjöberg, L., & Wahlberg, A. (2002). Risk perceptions and New Age Beliefs. Risk 
Analysis, 22(4), 751-764. 
Sloman, S. A. (1996). The empirical case for two systems of reasoning. Psychological 
Bulletin, 119(1), 3–22. 
Slovic, P. (1987).  The Perception of Risk Science, New Series, 236(4799), 280-285  
Slovic, P., Finucane, M.L., Peters, E. & MacGregor, D.G. (2004). Risk as Analysis and 
Risk as Feelings: Some Thoughts about Affect, Reason, Risk, and Rationality Risk 
Analysis, 24(2), 311-322. 
Smith, P. B., Bond, M. H., & Kagitcibasi, C. (2006). Understanding social psychology 
across cultures: Living and working in a changing world. London: Sage. In 
Fischer, R., Chalmers, A. (2008). Is optimism universal? A meta-analytical 
investigation of optimism levels across 22 nations. Personality and Individual 
Differences 45, 378–382. 
Smithson, M. (1999). Conflict Aversion: Preference for Ambiguity vs Conflict in 
Sources and Evidence. Organizational Behavior and Human Decision Processes, 
79(3),179 -198. 
Smithson, M. (2000).  Uncertainty in the Physical, Social, and Virtual Worlds  
Intemational Journal of Man-Machine Studies, 20, 121 - 134. 
Smithson, M. (2008a). The Many Faces and Masks of Uncertainty. In Bammer, G. & 
Smithson, M. (Eds.). Uncertainty and risk: multidisciplinary perspectives. UK & 
USA; Earthscan  
Smithson, M. (2008b). Psychology’s Ambivalent View of Uncertainty. In Bammer, G. 
& Smithson, M. (Eds.). Uncertainty and risk: multidisciplinary perspectives. UK 
& USA: Earthscan 
Smithson, M. (2010). Understanding Uncertainty. Dealing with uncertainties in 
policing serious crime, 16(1), 27-48. 
Smithson, M. & Foddy, M. (1999). Theories and Strategies for the Study of Social 
Dilemmas. In Foddy, M., Smithson, M., Schneider, S. & Hogg, M. (Eds). 
	  154	  
Resolving Social Dilemmas: Dynamic Structural, and Intergroup Aspects. 
Philidelphia, PA: Psychology Press. 
Sofoulis, Z. (2005). Big water, everyday water: A sociotechnical perspective. 
Continuum: Journal of Media and Cultural Studies, 19(4), 445 – 463. 
Solomon, R.C., Stone, L.D. (2002). On “positive” and “negative” emotions. Journal for 
the Theory of Social Behavior, 32, 417–43. 
Sorrentino, R.M., Holmes, J.G., Hanna, S.A. (1995). Uncertainty Orientation and Trust 
in Close Relationships: Individual Differences in Cognitive Styles. Journal of 
Personality and Social Psychology, 68(2), 314-327. 
Sorrentino, R.M., Smithson, M., Hodson, G., Roney, C.J.R. & Walkere, M.A. (2003).  
The theory of uncertainty orientation: a mathematical reformulation. Journal of 
Mathematical Psychology, 47, 132-149. 
Stanovich, K.E. & West, R.F. (1998). Individual Differences in Rational Thought. 
Journal of Experimental Psychology: General, 127(2), 161-188.  
Stanovich, K.E. & West, R.F. (2000).  Individual differences in reasoning: Implications 
for the rationality debate?  Behavioral and Brain Science, 23, 645-726. 
Stolle,D.P., Robbennolt, J.K., Patry, M. & Penrod, S.D. (2002).  Fractional Factorial 
Designs for Legal Psychology. Behavioral Sciences and the Law, 20, 5-17. 
Strang, V. (2004). The Meaning of water. Oxford UK, New York USA: Berg 
Publishers. 
Strasser, H. & Weber, C. (1999). On the asymptotic theory of permutation statistics. 
Mathematical Methods of Statistics, 8, 220–250. 
Suh, E., Diener, E., Oishi, S., & Triandis, H. C. (1998). The shifting basis of life 
satisfaction judgments across cultures: Emotions versus norms. Journal of 
Personality and Social Psychology, 74, 482– 493. 
Sztompka, P. (1999). Trust: a Sociological Theory, Cambridge, UK: Cambridge 
University Press.  
Tetlock, P.E. (2002). Social Functionalist Frameworks for Judgment and Choice: 
Intuitive Politicians, Theologians, and Prosecutors. Psychological Review, 109(3), 
451–471. 
The Cooperative Research Centre for Water Quality and Treatment. (2008). Community 
Attitudes to Recycled Water Use: an Urban Australian Case Study – Part 2. 
Salisbury SA, Australia: Hurlimann, A. 
Thompson, M. M., Naccarato, M. E., & Parker, K. E. (1989, June). Assessing cognitive 
need: The development of the Personal Need for Structure and Personal Fear of 
Invalidity scales. Paper presented at the annual meeting of the Canadian 
Psychological Association, Halifax, Nova Scotia.  
Thompson, M. M., Naccarato, M. E., & Parker, K. E. (1992). Measuring cognitive 
needs: The development and validation of the Personal Need for Structure (PNS) 
and Personal Fear of Invalidity (PFI) measures. Manuscript submitted for 
publication.  
Thunholm, P. (2004). Decision-making style: habit, style or both? Personality and 
Individual Differences, 36, 931–944. 
Thunholm, P. (2008). Decision-making Styles And Physiological Correlates Of 
Negative Stress: Is There A Relation?  Scandinavian Journal of Psychology, 49, 
213-219. 
Tiedens, L.Z. & Linton, S. (2001).  Judgment Under Emotional Certainty and 
Uncertainty: The Effects of Specific Emotions on Information Processing. 
Journal of Personality and Social Psychology, 81(6), 973-88  
Tomkins, S. S. (1962). Affect, imagery, and consciousness (Vol. 1: The positive 
affects). New York: Springer. In Lewis, M., Haviland-Jones, J.M., and Feldman 
	   155	  
Barrett, L. (Eds.). (2008). Handbook of Emotions (3rd ed.). New York, London: 
The Guilford Press. 
Tomkins, S. S. (1963). Affect, imagery, and consciousness (Vol. 2: The negative 
affects). New York: Springer. In Lewis, M., Haviland-Jones, J.M., and Feldman 
Barrett, L. (Eds.). (2008). Handbook of Emotions (3rd ed.). New York, London: 
The Guilford Press. 
Turner, J.C., Hogg, M.A., Oaks, P.J., Reicher, S.D., & Wetherell, M.S. (1987). 
Rediscovering the social group: A self-categorization theory. Oxford and New 
York: Basil Blackwell. In Hogg, M.A., Adelman, J.R. & Blagg, R.D. (2010). 
Religion in the Face of Uncertainty: An Uncertainty-Identity Theory Account of 
Religiousness. Personality and Social Psychology Review, 14(72). 
Turner, J.C., Oakes, P.J., Haslam, S.A. & McGarty, C.M. (1994). Self and collective: 
Cognition and social context. Personality and Social Psychology Bulletin, 20, 
454-463. 
Tversky, A. & Kahneman, D. (1981) The framing of decisions and the psychology of 
choice. Science, 211, 453–58. 
Tversky, A., Kahneman, D. (1974).  Judgment Under Uncertainty: Heuristics And 
Biases. Science, New Series,185(4157). 
United Nations Educational, Scientific and Cultural Organization. (2003). Water for 
people, water for life: First UN World Water Development Report. Paris, New 
York and Oxford: United Nations Educational, Scientific and Cultural 
Organization and Berghahn Books. Retrieved from 
webworld.unesco.org/water/wwap/wwdr/wwdr1/ 
Urban Water Security Research Alliance (2007). Community Acceptability of the 
Indirect Potable Use of Purified Recycled Water in South East Queensland and 
Preferences for Alternative Water Sources:  A Baseline Measure. Queensland, 
Australia. 
Urban Water Security Research Alliance. (2008).  Community Perceptions of Risk, 
Trust and Fairness in Relation to the Indirect Potable Use of Purified Recycled 
water in South East Queensland:  A Scoping Report. Technical Report ISSN  
1836-5558. CSIRO. 
Uslaner, E.M. (2002). The Moral Foundation of Trust. Cambridge, UK: Cambridge 
University Press. 
van den Bos, K. (2001). Uncertainty Management: The Influence of Uncertainty 
Salience on Reactions to Perceived Procedural Fairness. Journal of Personality 
and Social Psychology, 80(6), 931-941. 
van den Bos, K. (2003). On the Subjective Quality of Social Justice: The Role of Affect 
as Information in the Psychology of Justice Judgments. Journal of Personality 
and Social Psychology, 85(3), 482–498. 
van den Bos, K., Lind, E.A., & Wilke, H.A.M. (2001). The psychology of procedural 
and distributive justice viewed from the perspective of fairness heuristic theory. In 
Cropanzano, R. (Ed.), Justice in the Workplace: From Theory to Practice. 
Mahwah, NJ: Lawrence Erlbaum. Retrieved from 
http://books.google.com.au/books/about/Justice_in_the_Workplace.html?id=pWK
XM78sUa8C&redir_esc=y 
van den Bos, K., Maas, M., Waldring, I. E., & Semin, G. R. (2003). Toward 
understanding the psychology of reactions to perceived fairness: The role of affect 
intensity. Social Justice Research, 16, 151–168.  
van den Bos, K., & Wilke, H.A.M. (1998). When Do We Need Procedural Fairness? 
The Role of Trust in Authority. Journal of Personality and Social Psychology, 
75(6), 1449-1458.  
	  156	  
Van Rooy, D. (2009). Modeling multidirectional, dynamic social influences in social 
networks. In Anderssen, R.S., Braddock, R.D. & Newham, L.T.H. (Eds.). 
Proceedings of the18th World IMACS / MODSIM Congress. Cairns, Australia. 
Retrieved from http://mssanz.org.au/modsim09/H4/vanRooy.pdf 
Wason, P.C. & Johnson-Laird, P.N. (1972). Psychology of Reasoning: Structure and 
Content. London: Batsford. 
Weber, E.U., & Johnson, E.J. (2009). Mindful Judgment and Decision Making. Annual. 
Review of Psychology., 60, 53 - 85.  
Weber, E.U., Blais, A-M., Betz, N.E. (2002). A Domain-specific Risk-attitude Scale: 
Measuring Risk Perception sand Risk Behaviors. Journal of Behavioral Decision 
Making, 15, 263–290. 
Webster, D. M., & Kruglanski, A. W. (1994). Individual differences in need for 
cognitive closure. Journal of Personality and Social Psychology, 67, 1049-1062.  
Wilensky, U. (1999). NetLogo. Center for Connected Learning and Computer-Based 
Modeling, Northwestern University. Evanston, IL. 
http://ccl.northwestern.edu/netlogo/. 
Wilson, T. D., & Schooler, J. W. (1991). Thinking too much: Introspection can reduce 
the quality of preferences and decisions. Journal of Personality and Social 
Psychology, 60, 181-192.  
Wilson, T. D., Lisle, D. J., Schooler, J. W., Hodges, S. D., Klaaren, K. J., & LaFleur, S. 
J. (1993). Introspecting about reasons can reduce post- choice satisfaction. 
Personality and Social Psychology Bulletin, 19, 331-339.  
Wojciszke, B., and Abele, A.E. (2008). The primacy of communion over agency and its 
reversals in evaluations. European Journal of Social Psychology 38, 1139–1147 
Yamagishi, T. & Yamagishi, M. (1994). Trust and commitment in the United States and 
Japan. Motivation and emotion, 18(2), 129-166. 
Zeelenberg, M., Nelissen, R.M.A., Breugelmans, S.M., & Pieters, R. (2008). On 
emotion specificity in decision making: Why feeling is for doing. Judgment and 
Decision Making, 3(1), 18–27. 
Zhong, C. (2006).  Cleansing Washing Away Your Sins: Threatened Morality And 
Physical. Science, 1451(313) 
 
	   157	  
Appendices 
Six studies were conducted for this thesis, four of which were used. Each is described in 
the following sections. The first study was exploratory and focused on the widely 
reported “yuck” (disgust) response associated with resistance to alternative water source 
(AWS), specifically purified recycled water (PRW). This study revealed small but 
significant positive relationships between conservative/traditional social-economic 
views and the disgust response to the use of PRW by others. It also identified moderate 
and significant relationships between the likelihood of use, certainty, and risk 
perceptions of AWS with the disgust response. These findings were used to define the 
conceptual framework that guided the design of the subsequent studies. That is, the 
studies that followed explored the hypothesis that specific, socially defined emotional 
responses mediate AWS judgment and decision-making under uncertainty. Each study 
evolved from significant findings identified in one or more of the previous studies. 
Consequently there is an overlap of study designs and survey instruments used in the 
course of this research. This benefited the research process because in addition to 
testing the validity of findings from the preceding study(s), this method efficiently 
contributed statistical power to additional tests of variables of interest. Further, this 
bootstrap method provided shared measures that serve as comparison baselines among 
the studies. 
 
The second study was excluded due to lack of significant findings and the sixth field 
study was excluded due to unexpected research barriers. 
 
Participants from four different countries contributed to this research: Australia, India, 
Singapore and US America. However, because of the small number from Australia, and 
Singapore, data from these participants were not included here. 
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Appendix A: Study procedures 
The findings of each chapter are drawn from different aspects of four cross-cultural, 
online studies conducted for this thesis. That is, each study contributes to more than one 
chapter. For this reason, summary descriptions of recruitment and the individual studies 
are provided here.  
 
Each of the four anonymous online studies began with the submission of a required 
consent form requesting basic demographic information. This was followed by system 
check and one or more multivariate water supply scenario experiments which aimed to 
identify the combined, relative influence of external factors. Participants responded to 
these scenarios by indicating their likelihood of use, risk perceptions, and emotion al 
responses. Next, participant traits and attitudes were assessed. Traits were measured 
with standard psychological instruments. Attitudes were measured with questions culled 
from the alter native water source (AWS) use, advertising, and marketing literature. At 
the end of each study participants were informed of the specific goals of the study and 
given references to sources of further relevant information. All studies were approved 
by The Australian National University Human Research Ethics committee. 
 
Study recruitment and compensation  
Participants were from countries that have distinctly different water usage environments 
and histories: US America and India. 
 
Online study participants were recruited from Amazon’s Mechanical Turk (mTurk), the 
Alkami Research Services & Volunteer Program (RSVP), and Hanover College’s 
Psychological Research on the Net (PRN) website. Amazon Mechanical Turk 
participants received $US 0.05 to $US 0.50 per study as well as credit towards their 




Gender, year of birth, country, state, and postal code information was collected from all 
participants. 
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System check  
Participant computer system information including screen dimensions, IP address, 
browser type, operating system, and whether Javascript was enabled was automatically 
captured. Participants were requested to: 
! exit any applications or other active browser windows that may be open. 
! enable full screen for browser (instructions given) 
 
Participants were also asked about their immediate environment: 
! Where are you right now (e.g. home, work, library, etc.)? 
! Are there any distractions (e.g. TV on, radio on, people talking, etc.) in your 
current space that you can't avoid or remove while you participate in this study?  
! If so, please describe 
 
Other  
All four studies included at least one attention-comprehension question. No language 
comprehension assessments were included in the studies. With some exceptions, all 
attitude questions included the option to respond “No opinion”, “Don’t know”, or “Not 
sure”. These responses were excluded from the final analysis. All studies included self-
ratings of social and economic views (liberal/progressive - conservative/traditional). 
The mean times to complete the online studies ranged from 12 to 25 minutes.  
 
Inclusion-exclusion 
Omitted from final analysis were participants who: 
1. indicated they were not from US America or India. 
2. made choices that were clearly repetitive (e.g. the same response was given most or 
all of a survey section) 
3. based on completion times, very likely had NOT read the instructions or thought 
about the questions. 
4. very likely had already participated in a study in this series. These participants were 
identified using IP address, system characteristics, demographics, and/or 
identification number (school or mTurk). 
 
Those who did not pass the attention-comprehension tests were selectively excluded. 
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Appendix B: Study descriptions 
Study	  1	  -­	  Would	  you	  drink	  that?	  This	  study	  was	  largely	  exploratory	  in	  that	  it	  focused	  on	  socio-­‐demographic	  factors	  previously	  explored	  in	  the	  AWS	  literature.	  It	  also	  examined	  disgust	  responses	  as	  directed	  towards	  groups	  with	  varied	  social-­‐moral	  status.	  	  It	  included	  participants	  from	  US	  America	  recruited	  through	  the	  mTurk,	  PRN,	  and	  RSVP.	  Approximately	  415	  participants	  began	  the	  study	  and	  the	  mean	  completion	  time	  of	  those	  ~190	  who	  finished	  it	  was	  ~25	  minutes.	  	  	  Participants	  were	  first	  asked	  to	  characterize	  their	  dwelling	  type	  (house,	  apartment,	  boat,	  etc.);	  dwelling	  location	  (city,	  suburbs,	  country,	  remote	  area),	  number	  of	  people	  in	  the	  household;	  relationship	  of	  household	  members	  (family,	  group	  house,	  etc);	  	  and	  how	  major	  household	  decisions	  were	  made.	  	  	  They	  then	  were	  presented	  with	  a	  four	  factor,	  three	  level	  fractional	  factorial	  study	  design	  that	  defined	  nine	  different	  trial	  conditions	  one	  of	  which	  was	  randomly	  assigned	  to	  each	  participant.	  Each	  trial	  condition	  described	  a	  situation	  where	  the	  community	  tap	  water	  supply	  had	  been	  augmented	  with	  purified	  recycled	  water	  (PRW).	  The	  four	  factors	  used	  in	  the	  home	  scenario	  where	  percentage	  PRW	  (1%,	  50%,	  90%)	  added;	  whether	  scientific	  experts,	  household	  members,	  most	  community	  members	  agreed	  it	  was	  safe,	  agreed	  the	  AWS	  augmented	  was	  NOT	  safe,	  or	  disagreed.	  Participants	  who	  identified	  themselves	  as	  living	  alone	  were	  distinguished	  from	  others	  and	  “members	  of	  your	  household”	  was	  replaced	  with	  “your	  best	  friends”.	  The	  scenario	  text	  follows	  with	  [study	  variables	  indicated	  in	  
brackets].	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Scenario:	  Purified	  Recycled	  Water	  (PRW)	  in	  Your	  Home	  	  
Purified	  recycled	  water	  (PRW)	  is	  treated	  sewage	  and	  other	  waste	  water	  that	  can	  be	  
treated	  to	  varying	  qualities.	  	  
	  	  
Imagine	  that	  your	  area	  has	  a	  local	  facility	  that	  produces	  purified	  recycled	  water	  
(PRW)	  water	  that	  meets	  the	  SAME	  safety	  and	  quality	  standards	  as	  your	  current	  
community	  tap	  water	  supply.	  However,	  until	  recently	  this	  recycled	  water	  has	  only	  
been	  used	  for	  irrigation.	  Your	  local	  area	  faces	  long	  term	  and	  extreme	  drought	  
conditions	  which	  threaten	  your	  community	  water	  supply.	  For	  this	  reason,	  the	  
decision	  has	  been	  made	  to	  add	  the	  local	  recycled	  water	  to	  the	  reservoir.	  	  
	  
The	  percentage	  of	  tap	  water	  that	  is	  now	  composed	  of	  [%	  PRW].	  
	  
Scientific	  experts	  [agreement-­disagreement]	  the	  tap	  water	  is	  safe	  to	  use	  for	  washing	  
your	  hands	  and	  drinking.	  The	  members	  of	  your	  household	  [agreement-­disagreement]	  
the	  tap	  water	  is	  safe	  to	  use	  for	  washing	  your	  hands	  and	  drinking.	  Most	  of	  the	  people	  
in	  your	  community	  [agreement-­disagreement]	  the	  tap	  water	  is	  safe	  to	  use	  for	  
washing	  your	  hands	  and	  drinking.	  	  The	  scenario	  was	  followed	  with	  questions	  about	  the	  relative	  likelihood,	  risk	  perceptions,	  and	  emotional	  responses	  to	  self	  drinking	  and	  washing	  hands	  with	  the	  water	  containing	  PRW.	  Participants	  were	  then	  asked	  how	  likely	  they	  thought	  it	  was	  that	  different	  social	  groups	  would	  use	  the	  augmented	  tap	  water	  for	  drinking	  and	  washing	  their	  hands	  and	  how	  disgusted	  they	  themselves	  would	  feel	  if	  that	  group	  particular	  social	  group	  did	  use	  it	  for	  those	  purposes.	  	  Other	  questions	  were	  based	  on	  findings	  in	  the	  literature.	  These	  included	  attitudes	  towards	  cleanliness,	  religion-­‐spirituality,	  nature	  and	  technology;	  public,	  private,	  and	  desired-­‐self	  identities;	  and	  AWS	  use	  experience.	  	  
Study	  2	  -­	  All	  bottled	  up	  The	  principle	  aim	  of	  this	  online	  study	  was	  to	  explore	  how	  regulatory	  focus	  measures	  and	  ambiguity	  regarding	  whether	  an	  alternative	  water	  source	  was	  rain,	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recycled	  or	  spring	  water	  might	  influence	  AWS	  acceptance.	  Results	  from	  the	  study	  suggested	  no	  significant	  relationships.	  Consequently,	  this	  study	  was	  not	  included	  as	  part	  of	  the	  thesis	  analyses.	  	  
Study	  3	  -­	  Feeling	  it	  in	  my	  waters	  This	  study	  included	  participants	  from	  US	  America	  and	  India	  recruited	  through	  the	  mTurk,	  PRN,	  and	  RSVP.	  Approximately	  480	  US	  American	  participants	  began	  the	  study	  and	  350	  completed	  it;	  533	  Indian	  participants	  began	  the	  study	  and	  333	  completed	  it.	  The	  study	  included	  a	  four	  factor,	  three	  level	  fractional	  factorial	  study	  design	  examining	  how	  the	  decision	  was	  made	  (unilateral	  government,	  unilateral	  water	  authorities,	  community	  consensus);	  scientific	  expert	  uncertainty	  (probability,	  ambiguity,	  conflict);	  AWS	  type	  (PRW,	  desalinated,	  rain);	  and	  urgency	  (water	  source	  gone	  now,	  in	  six	  months,	  in	  a	  year).	  Each	  participant	  was	  randomly	  assigned	  one	  of	  the	  nine	  trial	  conditions.	  The	  scenario	  text	  follows	  with	  [study	  
variables	  indicated	  in	  brackets].	  	  
Scenario:	  	  [AWS	  type]	  in	  Your	  Home	  	  
Imagine	  that	  your	  community	  has	  a	  water	  processing	  facility	  that	  produces	  [AWS	  
type]	  (that	  is,	  water	  taken	  from	  [AWS	  description])	  which	  meets	  the	  SAME	  safety	  and	  
quality	  standards	  as	  your	  current	  community	  tap	  water	  supply.	  Until	  recently	  this	  
[AWS	  type]	  has	  only	  been	  used	  for	  irrigation.	  Your	  local	  area	  has	  been	  experiencing	  
long	  term	  and	  extreme	  drought	  conditions.	  Because	  of	  this	  drought,	  within	  [urgency]	  
your	  community	  tap	  water	  supply	  (that	  is,	  the	  water	  that	  you	  use	  in	  your	  home)	  will	  
be	  gone.	  	  
	  
Scientific	  experts	  have	  been	  consulted	  about	  mixing	  the	  [AWS	  type]	  with	  your	  
community	  tap	  water	  supply.	  These	  experts	  [uncertainty	  type]	  chance	  that	  someone	  
will	  become	  sick	  if	  this	  mixed	  water	  is	  used	  for	  drinking	  or	  washing.	  However,	  
[decision-­maker	  process]	  have	  decided	  to	  add	  the	  [AWS	  type]	  to	  your	  community	  
water	  supply.	  Your	  home	  tap	  water	  is	  now	  mixed	  with	  [AWS	  type].	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Study	  4	  -­	  Half	  empty	  or	  half	  full?	  This	  study	  included	  participants	  from	  US	  America	  and	  India	  recruited	  through	  the	  mTurk,	  PRN,	  and	  RSVP.	  Approximately	  80	  US	  American	  participants	  began	  the	  study	  and	  35	  completed	  it.	  Approximately	  100	  Indian	  participants	  began	  the	  study	  and	  60	  completed	  it.	  The	  study	  included	  a	  four	  factor,	  three	  level	  fractional	  factorial	  study	  design	  examining	  family	  &	  friends	  opinion	  (agree	  IS	  safe,	  disagree	  is	  safe,	  agree	  is	  NOT	  safe);	  expert	  uncertainty	  (probability,	  ambiguity,	  conflict);	  AWS	  type	  (PRW,	  desalinated,	  rain);	  urgency	  (water	  source	  gone	  now,	  in	  six	  months,	  in	  a	  year).	  Each	  participant	  was	  randomly	  assigned	  one	  of	  the	  nine	  trial	  conditions.	  The	  scenario	  text	  follows	  with	  [study	  variables	  indicated	  in	  brackets].	  	  
Scenario:	  	  [AWS	  type]	  in	  Your	  Home	  	  
Imagine	  that	  your	  community	  has	  a	  water	  processing	  facility	  that	  produces	  [AWS	  
type]	  (that	  is,	  water	  taken	  from	  [AWS	  description])	  which	  meets	  the	  SAME	  safety	  and	  
quality	  standards	  as	  your	  current	  community	  tap	  water	  supply.	  Until	  recently	  this	  
[AWS	  type]	  has	  only	  been	  used	  for	  irrigation.	  Your	  local	  area	  has	  been	  experiencing	  
long	  term	  and	  extreme	  drought	  conditions.	  Because	  of	  this	  drought,	  within	  [urgency]	  
your	  community	  tap	  water	  supply	  (that	  is,	  the	  water	  that	  you	  use	  in	  your	  home)	  will	  
be	  gone.	  	  
	  
Scientific	  experts	  have	  been	  consulted	  about	  mixing	  the	  [AWS	  type]	  with	  your	  
community	  tap	  water	  supply.	  These	  experts	  [uncertainty	  type]	  chance	  that	  someone	  
will	  become	  sick	  if	  this	  mixed	  water	  is	  used	  for	  drinking	  or	  washing.	  However,	  your	  
friends	  and	  family	  [agree-­disagree]	  that	  this	  mixed	  tap	  water	  is	  safe	  for	  drinking.	  
Your	  home	  tap	  water	  is	  now	  mixed	  with	  [AWS	  type].	  	  
Study	  5	  -­	  Changing	  waters	  This	  study	  included	  participants	  from	  US	  America	  and	  India	  recruited	  through	  the	  mTurk,	  PRN,	  and	  RSVP.	  Approximately	  590	  US	  American	  participants	  began	  the	  study	  and	  490	  completed	  it;	  920	  Indian	  participants	  began	  the	  study	  and	  750	  completed	  it.	  The	  experiment	  included	  a	  four	  factor,	  three	  level	  fractional	  factorial	  study	  design	  examining	  how	  the	  decision	  was	  made	  (unilateral	  government,	  unilateral	  water	  authorities,	  community	  consensus);	  filtration	  process	  (separated	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[structure];	  purified	  [moral];	  treated	  [neutral]);	  AWS	  type	  (PRW,	  desalinated,	  rain);	  process	  method	  (natural,	  scientific,	  regulated).	  The	  scenario	  text	  follows	  with	  [study	  variables	  indicated	  in	  brackets].	  
	  
Scenario:	  	  [AWS	  type]	  in	  Your	  Home	  	  
Imagine	  that	  your	  community	  has	  a	  water	  processing	  facility	  that	  produces	  clean	  
water	  using	  strictly	  [method	  type]	  methods	  to	  [filtration	  type]	  [AWS	  type	  source].	  
This	  [filtration	  type]	  water	  meets	  the	  SAME	  safety	  and	  quality	  standards	  as	  your	  
current	  community	  tap	  water	  supply.	  	  
	  
Until	  recently	  this	  [filtration	  type]	  water	  has	  only	  been	  used	  for	  irrigation.	  Your	  local	  
area	  has	  been	  experiencing	  long	  term	  and	  extreme	  drought	  conditions.	  Because	  of	  
this	  drought,	  within	  six	  months	  your	  community	  tap	  water	  supply	  (that	  is,	  the	  water	  
that	  you	  use	  in	  your	  home)	  will	  be	  gone.	  	  
	  
[decision	  makers	  decide	  to]	  add	  the	  [filtration	  type]	  water	  to	  your	  community	  water	  
supply.	  Your	  home	  tap	  water	  is	  now	  mixed	  with	  the	  [filtration	  type]	  water.	  	  Participants	  were	  then	  asked	  a	  subset	  of	  questions	  used	  in	  previous	  studies	  regarding	  their	  home	  location,	  characteristics,	  household	  decision-­‐making,	  and	  water	  use	  patterns.	  Attitudes	  towards	  the	  use	  of	  this	  AWS	  included	  religious	  ceremonies	  as	  well	  as	  drinking	  and	  washing	  hands.	  Finally,	  trust	  dimensions	  (see	  Fiske,	  Xu,	  Cuddy,	  &	  Glick,	  1999)	  for	  various	  groups	  were	  measured	  as	  were	  religious-­‐spiritual	  beliefs	  and	  attitudes.	  
 
Study	  6	  –	  Destination	  Mars	  The	  aim	  of	  this	  behavioral	  study	  at	  the	  Mars	  Desert	  Research	  Station	  in	  Utah,	  USA	  was	  to	  observe	  and	  identify	  how	  uncertainty,	  identity,	  and	  trust	  emerge	  and	  influence	  AWS	  decision-­‐making	  in	  a	  unique	  water-­‐restricted	  and	  multi-­‐cultural	  social	  environment.	  Due	  to	  unexpected	  research	  constraints,	  results	  from	  this	  study	  were	  not	  included	  in	  the	  thesis	  analyses.	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Appendix C: Psychological instruments Study	  1	   Big	  Five	  Personality	  Inventory	  -­‐	  reduced	  scale	  	  	   (Rammstedt	  &	  John,	  2006)	  Study	  1,	  3,	  5	   Need	  for	  Cognitive	  Closure	  -­‐	  reduced	  scale	  	  (Houton	  &	  Grewal,	  2000)	  Study	  3	   Following	  Affective	  States	  Test	  (Gasper	  &	  Bramesfeld,	  2006)	  	  	   (plus	  stress	  questions).	  Study	  3	   Decision-­‐making	  Style	  (Scott	  &	  Bruce,	  1995)	  Study	  3,	  4,	  5	   Personal	  Need	  for	  Structure	  (Neuberg	  &	  Newsom,	  1993;	  Thompson	  et	  al.,	  1989,1992)	  Study	  4	   Brief	  Symptom	  Inventory	  	  	   (Derogatis,	  1975;	  Derogatis	  &	  Melisaratos,	  1983)	  	  In	  order	  to	  minimize	  bias	  and	  priming	  effects	  on	  scenario	  responses	  the	  questions	  from	  these	  psychological	  instruments	  were	  all	  presented	  after	  study	  scenario	  descriptions	  and	  AWS	  related	  questions.	  All	  psychological	  instrument	  questions	  were	  also	  presented	  in	  randomized	  order.	  	  Following	  is	  a	  summary	  of	  the	  statements	  used	  in	  the	  emotional,	  uncertainty	  attitude	  and	  decision-­‐style	  survey	  instrument	  measures	  that	  were	  central	  to	  this	  thesis.	  As	  described	  in	  the	  text	  and	  detailed	  in	  the	  cited	  literature,	  participants	  ranked	  their	  agreement	  with	  these	  statements	  with	  a	  Likert	  scale.	  Factors	  are	  followed	  by	  bulleted	  associated	  statements.	  
Emotional	  survey	  instrument	  measures	  
Following Affective States Test (Gasper & Bramesfeld, 2006) 
Follow negative 
• I always give in to my negative emotions. 
• I tend to pay more attention to my negative moods than my positive moods. 
• I pay attention to my negative feelings. 
• I tend to dwell more on my negative feelings than others do. 
. 
Follow positive 
• When I am feeling good about something, I often pursue it. 
• I often pay a lot of attention to my positive feelings. 
• Positive feelings give a direction to life. 
• I always give in to my positive emotions. 
 
Ignore negative 
• It is usually a waste of time to think about your negative emotions. 
• One should never be guided by negative emotions. 
• When making a decision people should never be influenced by their negative 
feelings. 




• I do not let my pleasant moods influence my behavior. 
• People should not let their positive feelings influence the way in which they do 
their work. 
• One should never be guided by positive emotions. 
• I try not to give in to my positive emotions. 
 
Anxiety-stress 
• Most of the time I feel relaxed and content. 
• Most of the time I feel stressed and anxious. 
• Right now I feel relaxed and content. 
• Right now I feel stressed and anxious. 
 
Emotional responses to AWS use: If you had to use this [alternative water source] for 
[drinking/washing your hands], how much [emotion with synonyms listed below] 
would you feel? 
 
Social-moral emotions (cf. Rozin et al, 1999) 
• contempt (disdain, scorn) 
• anger (fury, rage) 
• disgust (sickness, nausea) 
 
Risk-benefit emotions (cf. Sjornberg 2007) 
• fear (fearful (dread, terror) 
• interest (curiosity, enthusiasm) 
• relief (comforted, ease) 
• uncertainty (hesitancy, doubtfulness) 
• optimism (positivity, hopefulness) 
 
Uncertainty attitude survey instrument measures 
Need for Cognitive Closure (Houton & Grewal, 2000) 
Preference for order and structure 
• I find that establishing a consistent routine enables me to enjoy my life. 
• I enjoy having a clear structured mode of life. 
• I like to have a place for everything and everything in its place. 
• I find that a well ordered life with regular hours suits my temperament. 
 
Preference for predictability 
• I dislike unpredictable situations. 
• I don't like to be with people who are capable of unexpected actions. 
• I prefer to socialize with familiar friends because I know what to expect from 
them. 
• I enjoy the uncertainty of going into a situation without knowing what might 
happen. 
 
Discomfort with ambiguity 
• I dislike it when a persons statement could mean many different things. 
• I feel uncomfortable when someone’s meaning or intentions are unclear to me. 
• I feel uncomfortable when I don't understand the reason why an event occurred 
in my life. 
• When I am confused about an important issue, I feel very upset. 
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Personal Need for Structure (Neuberg & Newsom, 1993) 
Need for structure 
• I enjoy having a clear and structured mode of life. 
• I like to have a place for everything and everything in its place. 
• I find that a well-ordered life with regular hours makes my life tedious. 
• I find that a consistent routine enables me to enjoy life more. 
 
Response to lack of structure 
• It upsets me to go into a situation without knowing what I can expect from it. 
• I'm not bothered by things that interrupt my daily routine. 
• I don't like situations that are uncertain. 
• I hate to change my plans at the last minute. 
• I hate to be with people who are unpredictable. 
• I enjoy the exhilaration of being in unpredictable situations. 
• I become uncomfortable when the rules in a situation are not clear. 
 
Decision style survey instrument measures 
Decision-making Style (Scott & Bruce, 1995) 
Rational 
• I double-check my information sources to be sure I have the right facts before 
making decisions. 
• I make decisions in a logical systematic way. 
• My decision making requires careful thought. 
• When making a decision, I consider various options in terms of a specific goal. 
 
Intuitive 
• When making decisions I rely upon my instincts. 
• When make decisions, tend to rely on my intuition. 
• I generally make decisions that feel right to me. 
• When make a decision, it is more important for me to feel the decision is right 
than to have a rational reason for it. 
• When make a decision, trust my inner feelings and reactions. 
 
Dependent 
• I often need the assistance of other people when making important decisions. 
• I rarely make important decisions without consulting other people. 
• If I have the support of others, it is easier for me to make important decisions. 
• I use the advice of other people in making my important decisions. 




• I avoid making important decisions until the pressure is on. 
• I postpone decision making whenever possible. 
• I often procrastinate when it comes to making important decisions. 
• I generally make important decisions at the last minute. 




• I generally make snap decisions. 
• I often make decisions on the spur of the moment. 
• I make quick decisions. 
• I often make impulsive decisions. 
• When making decisions, do what seems natural at the moment. 
 
