A maximum principle for fourth order ordinary differential equations  by Chow, Shui-Nee et al.
JOURNAL OF DIFFERENTIAL EQIJATIONS 14, 101-105 (1973) 
A Maximum Principle for Fourth Order 
Ordinary Differential Equations 
SHUI-NEE CHOW,* D. R. DUNNINCER, AKD A. LASOTA’ 
Department of Mathematics, Michigan State University 
East Lansing, Michigan 48823 
Received October 24, 1972 
A maximum principle is obtained for solutions of fourth order ordinary 
differential equations. As an application, the existence of a nonnegative 
(positive) solution of a nonlinear boundary problem is established. Extension 
of the maximum principle for solutions of higher order equations is also 
indicated. 
It is well known that if I( is a real-valued function of class C2 on a closed 
interval Z and if u satisfies the inequality u”(x) 3 0 in the interior of Z then u 
satisfies the maximum principle. More precisely, if u attains its maximum at 
an interior point of Z, then II is identically constant on I. This result, however, 
is not true for functions satisfying higher order inequalities. For example, 
choosing Z = [- 1, 11 and u = -x2, it follows that u satisfies the inequality 
U(~)(X) 3 0, and yet u assumes its maximum at x = 0. 
The purpose of this paper is to show that solutions u of the inequality 
U(~)(X) >/ 0 will satisfy the appropriate maximum or minimum principle if u 
is required to satisfy certain boundary conditions. 
As an application of this new principle we prove the existence of non- 
negative (positive) solutions of a nonlinear fourth order boundary value 
problem. 
Finally, a short discussion is given indicating how these results may be 
extended to higher order problems. 
THEOREM 1. Let u be a real-valued function of class Ct4) on the interval 
[a, b]. Suppose u satisfies the inequalities 
tP(x) > 0, x E (a, b) (1) 
u’(a) 2 0, u’(b) < 0 (2) 
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and, moreover, attains its minimum at a point x0 t: (a, 6). 7’hen u is identically 
constant on [a, b]. 
Proof. Since u attains its minimum at X0 E (a, h), it follows, upon setting 
U(S) = U”(X), that u’(x,,) = 0, W(JCO) > 0 and 
-u’(a) := I” w(x) dx < 0, u’(b) = jb w(x) d.r .< 0 (3) 0 To 
where the inequalities in (3) follow from the boundary conditions (2). 
Consider now the only two possible cases. Either, 
(i) there is a point xi E (a, x,,) u (x0, 6) such that w(xi) < 0, or 
(ii) w(x) > 0 on (a, 6). 
If the second case holds, then according to (3) we have w(x) = u”(x) + 0 
on [a, b], which together with the condition 11)(x,,) - 0 implies that u is 
identically constant on [a, b]. Thus, it suffices to prove that the first case is 
impossible. Without loss of generality, we may assume that x, E (a, x0). 
The second of the inequalities (3) implies that there is a point x, E (x0, b) 
such that ~$xa) < 0. Thus, we have 
w(xJ < 0, w&l) 3 0, 4%) < 0, x1 < “0 < x2 
and consequently, there is a point xa E (x1 , x0) such that w’(xa) > 0 and a 
point x4 E (x0, xa) such that w’(xJ ,< 0. On the other hand, we have, using 
(l), that 
w’(x4) - w’(xs) = .r:’ w”(x) dx = j~=4 U(~)(X) dx ~ 0 
3 3 
which is a contradiction. Hence, the first case is impossible and Theorem I 
is proved. 
As an immediate consequence of Theorem 1 we have the following. 
COROLLARY 1. Let u be a real-valued function of class Cc4) on the interval 
[a, b]. Suppose u satisfies (1) and (2). Then u attains its minimum at either 
x=aorx=b. 
Remark 1. In Theorem I as in Corollary 1 it is sufficient to assume that 
u”’ is absolutely continuous and that (1) is satisfied almost everywhere on 
[a, 4. 
Remark 2. The preceding results continue to hold if the inequalities in 
(1) and (2) are reversed, provided the word minimum is replaced by the 
word maximum. 
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Consider the boundary value problem 
u(4)(x) = f(X, u, II’, U”, d’), J: E (a, b) (4) 
u(a) := a0 3 0, u’(a) = OLs 2 0 
u(h) = Bo >, 0, u’(B) = 81 d 0 
(5) 
where the function f(.r, yu , yr , yz ,y3) is defined and continuous for 
a<x<b, - CC < yi < CC (i = 0, 1, 2, 3). Corollary 1 enables us to 
prove the following existence theorem. 
THEOREM 2. Suppose that f satisfies the inequality 
for yu 3 0 and arbitrary x E [a, b] and y1 , yz , y3 , where the Mi are such that 
i @ - a)k kl M4-k < 1. k-1 (7) 
Then there exists a nonnegative solution of the problem (4) (5). If, in addition, 
eithe7 a, > 0 or PO > 0 or ty in (6), f(x, y. , y1 , yz , YJ > 0, then there exists 
a positive solution of (4) (5). 
Proof. The function 
&Yo tY1 ,Y!z ,YJ ==f(? IYO LYI ,Yz *Y3) 
satisfies the inequality 
k-0 
It is well known (see e.g., Kim [I]) that the only solution of the inequality 
I ~Y.41 < t Mk I Y’~‘W, 
k=O 
x E (a, b) 
with boundary conditions 
y(a) = y(b) = y’(a) = y’(b) = 0 
is y G 0. Thus by the general uniqueness-existence theorem [2] this implies 
that there exists a solution u of the system (4) (5) with f replaced by g. Since 
g is nonnegative, the solution u satisfies all the assumptions of Theorem 1. 
Thus U(X) > min(a, , &) for all s E (a, 6) and I( is a solution of (4). If either 
au ~2 0 or /3” > 0 or f > 0 (in (6)) th en, in view of ‘Theorem 1, the non- 
negative solution u cannot attain its minimum in (a, 6). (:onsequently u is 
positive in (a, 6). 
Remark. The inequality (7) can be replaced by other inequalities (set 
e.g., Kim [I], Denkowski [3]). 
M’e conclude this paper with the following simple observations. 
(a) Suppose I( satisfies the inequality 
u”‘(x) 3 0 (u’“(x) .< O), s E (a, 6). 
If, in addition 
u’(b) ST 0 (u’(b) 3 0) 
then u must attain, its minimum (maximum) at s =. a or s =: 6 whereas if 
u’(u) .< 0 (u’(u) 3 0) 
then u must attain its maximum (minimum) at x = a or x -= 6. 
(b) By using previously derived results it is now possible to obtain 
analogous results for higher order problems. For example, suppose u satisfies 
the inequality 
rP)(x) :-l: 0, x E (a, 6). 
If 
U”(U) 3 0, u”(b) ::? 0, u’“(u) :> 0, u”(6) 5; 0 
and if u attains its maximum at xa E (a, b), then u is identically constant on 
b, 4. 
If 
u’(a) d 0, u’(6) 3 0, d4)(u) 5; 0, u’“‘(b) < 0 
and if u attains its maximum at .x0 E (a, 6), then u is identically constant on 
[a, 61. 
If 
d(u) < 0, U”(U) ;3 0, u”(b) 2 0, u(4)(6) :; 0 
then u attains its maximum at x = a or x =- 6. 
In the first case, it follows that the function W(X) = U”(X) satisfies the 
system (I), (2) and therefore w attains its minimum at either x -: a or x = 6. 
Moreover, since w(u) > 0, w(6) 3 0, it follows that W(X) == u”(x) > 0 
for all x E (a, 6) which implies the desired result. 
WAXIMUXI PRINCIPLE FOR FOURTH ORDER EQUATIONS 105 
The second case is proved similarly by examining the function 
w(x) = #(4)(X). 
The third case is likewise proved similarly by examining the function 
W(X) = U”‘(X) and using the remarks of observation (a). 
Xote. The referee has kindly pointed out that an alternate proof of 
Theorem 1 can be based upon the following fact concerning solutions of 
differential inequalities associated with disconjugate linear differential 
operators, namely, 
w”‘(X) > 0 x E- (a, 6) 
w(a) > 0, w(b) d 0, w(xo) = 0, x0 E (Q, 4 
imply that W(X) > 0 on [a, x0] and w(x) < 0 on [x0, b]. 
We also would like to thank the referee for several other helpful suggestions. 
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