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, $\theta$ (imiformly minimiim
variance unbiased, UMVU) . ,
, UMVU ([LC98]). ,
, , , (Pitman ), UMVU
([T94]). , , UMVU




, $X_{1},$ $\cdots,$ $X_{n}$ , $(p.d.f.)p(x, \theta)$
, $X:=(X_{1}, \cdots, X_{n})$ . , $\theta\in\Theta=R^{1}$ . , $\theta$
, $p(x, \theta)=p_{0}(x-\theta)$ , $E_{\theta}(X_{1})=\theta,$ $V_{\theta}(X_{1})=\sigma^{2}<\infty$ .
, $\theta$ 2
$\hat{\theta}_{PT}:=X_{1}-E_{0}(X_{1}|X_{2}-X_{1}, \cdots, X_{n}-X_{1})$
, $\theta$ Pitman . ,
$\hat{\theta}_{PT}=\int_{-\infty}^{\infty}\theta\prod_{i=1}^{n}f(X_{i}-\theta)d\theta//\infty\prod_{-\infty_{i=1}}^{n}f(X_{i}-\theta)d\theta$
, , 2 Bayes .
, ([T94]).
21 $X_{1},$ $\cdots,$ $X_{n}$ , $U(\theta-(1/2), \theta+(1/2))$
, Pitman $\hat{\theta}_{PT}=$ $(n1in1\leq i\leq nXi+maxi\leq i\leq nX_{i})/2$ .
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$p$ .d.f. $p_{0}$ , Pitman $\hat{\theta}_{PT}$ ,
(UMVU) ,
, $\hat{\theta}_{PT}$ , ,
UMVU . , $\theta=\theta_{0}$ ,
$V_{\theta_{0}}(\hat{\theta}_{PT})>V_{\theta_{0}}(\hat{\theta}_{0})$
$\hat{\theta}_{0}$ . , $\overline{X}:=(1/n)\sum_{i=1}^{n}X_{i}$ , $n\geq 2$
$Y_{1}:=(X_{1}-X_{2})/\sqrt{2}$ , $Y_{2}:=(X_{1}+X_{2}-2X_{3})/\sqrt{6},$ $\cdots$ ,
$Y_{n-1}:=\{X_{1}+\cdots+X_{n-1}-(n-1)X_{n}\}/\sqrt{n(n-1)}$
, $i=1,$ $\cdots,$ $n-1$
$E(Y_{i})=0$ , $V(Y_{i})=\sigma^{2}$ , $Cov(\overline{X}, Y_{i})=0$
, $i,j(i\neq j)$ Cm$(Y_{i}, Y_{j})=0$ . Pitman $\hat{\theta}_{PT}$
$\hat{\theta}_{PT}=\overline{X}-E_{0}(\overline{X}|Y_{1}, \cdots, Y_{n-1})$
.
21 $Y_{1},$ $\cdots,$ $Y_{n-1}$
$V(\overline{X}|Y_{1}, \cdots, Y_{n-1})$
, $\hat{\theta}_{PT}$ UMVU .
2.1 Pitman UMVU .
2.2 $\hat{\theta}^{*}$ $\theta$ UMVU , $\hat{\theta}^{*}$ Pitman $\hat{\theta}_{PT}$ .
, $p$ .d.f. $p_{0}$ , Pitman
, 2.1 , UMVU
.
UMVU , $\theta=\theta_{0}$
, $\theta=\theta_{0}$ (LMVU) . ,
2.1 ,
$\hat{\theta}_{0}=[X_{1}-\theta_{0}+\frac{1}{2}]+\theta_{0}$
$\theta$ LMVU . , $[\cdot]$ .
30
3. 1 UMVU I
, Jani and Dave[JD90] , , UMVU
. , p.d. $f$ .
$f(x, \theta)=a(x)b(\theta)\exp[C(\theta)d(x)](x\in T\subseteq R^{1}, \theta\in\Theta\subset R^{1})$ (3.1)
1 . ,
$a(x)>0$ , $1/b( \theta)=\int_{x\in T}a(x)\exp\{C(\theta)d(x)\}dx$
. , $f$ .
$f(x, \theta)=\frac{a(x)[h(\theta)]^{d(x)}}{g(\theta)}(x\in T\subseteq R^{1}, \theta\in\Theta\subset R^{1})$ ,
(3.2)
$h(\theta)$ $:=\exp[C(\theta)],$ $g(\theta)$ $:= \int_{x\in T}a(x)h(\theta)^{d(x)}dx$ .
, $X_{1},$ $\cdots,$ $X_{n}$ (3.2) p.d. $f$. , $Z:= \sum_{i=1}^{n}d(X_{i})$
$\theta$ . , $Z$ , , ,
p.d. $f$.
$f_{Z}(z, \theta)=\frac{B(z,n)[h(\theta)]^{z}}{(g(\theta))^{n}}$ $(z\in T(n)\subseteq R^{1}, \theta\in\Theta\subset R^{1})$ (3.3)
. , $B(z, n)$
$(g( \theta))^{n}=\int_{z\in T(n)}B(z,n)(h(\theta))^{z}dz$
.
, $T(n)=(O, \infty)$ . , , $\theta$ $\phi(\theta)$ UMVU
([JD90]).





3.1 $Z$ (3.3) pd.f.fz . ,
$k>0$
$H_{k}(Z,n):=\{\begin{array}{ll}B(Z-k,n)/B(Z,n) (Z>k),0 (\text{ })\end{array}$ (3.4)
31
$(h(\theta))^{k}$ UMVU .
3.1 $H_{k}(z, n)$ UMVU .
$\hat{V}(H_{k}(z,n))=H_{k}^{2}(z,n)-H_{2k}(z,n)(z>2k)$ . (3.5)
32 $Z$ (33) $p$ .d.f.fz . ,
$k\geq 1-n$
$G_{k}(Z, n);= \frac{B(Z,n+k)}{B(Z,n)}$ (3.6)
$(g(\theta))^{k}$ UMVU .
, [JD90] .
31 $X_{1},$ $\cdots,$ $X_{n}$ , p.d. $f$.
$f(x, \theta)=\frac{x}{\theta}\exp(-\frac{x^{2}}{2\theta})$ $(x>0;\theta>0)$
Rayleigh .
$a(x)=1,$ $h( \theta)=\exp(-\frac{1}{2\theta}),$ $g(\theta)=\theta,$ $d(x)=x^{2}$
, (3.2) $f(x, \theta)$ $p$ .d.f. .
, $Z= \sum_{i=1}^{n}X_{i}^{2}$ $\theta$ , p.d. $f$.
$f_{Z}(z, \theta)=\frac{B(z,n)(h(\theta))^{z}}{(g(\theta))^{n}}$
$= \frac{1}{\theta^{n}}\exp(-\frac{z}{2\theta})B(z,n)(z>0)$
. , $(g( \theta))^{n}=\int_{0}^{\infty}B(z, n)e^{-z/(2\theta)}dz$ .
, VN[93] p.388 , $Z$ pd
$f_{Z}(z, \theta)=\frac{z^{n-1}}{(2\theta)^{n}\Gamma(n)}e^{-z/(2\theta)}=\frac{1}{2^{n}\theta^{n}}\frac{z^{n-1}}{\Gamma(n)}e^{-z/(2\theta)}(z>0)$
. , $B(z, n)=z^{n-1}/\{2^{n}\Gamma(n)\}(z\geq 0)$ , 3.1 $(h(\theta))^{k}=$
$e^{-z/(2\theta)}$ UMVU
$H_{k}(Z, n)=\{\begin{array}{ll}\frac{B(Z-k,n)}{B(Z1n)}=\frac{(Z-k)^{n-1}}{Z^{n-1}} (Z\geq k),0 (Z<k)\end{array}$
$=\{\begin{array}{ll}(1-\frac{k}{Z})^{n-1} (Z\geq k),0 (Z<k)\end{array}$
32
. , $k>0$ . , 32 , $(g(\theta))^{k}=\theta^{k}$ UMVU
$G_{k}(Z,n)= \frac{B(Z,n+k)}{B(Z,n)}=\frac{Z^{n+k-1}}{2^{n+k}\Gamma(n+k)}/\frac{Z^{n-1}}{2^{n}\Gamma(n)}=\frac{Z^{k}\Gamma(n)}{2^{k}\Gamma(n+k)}$
. , $k\geq 1-7l$, .





$a(x)=e^{x},$ $h(\theta)=e^{-1}\theta,$ $g(\theta)=\theta,$ $d(x)=e^{x}-1$
, (3.2) $f(x, \theta)$ p.d. $f$ . .
, $Z= \sum_{i=1}^{n}(e^{X_{i}}-1)\#h\theta$ , p.d. $f$ .
$f_{Z}(z, \theta)=\frac{B(z,n)(h(\theta))^{z}}{(g(\theta))^{n}}=\frac{1}{\theta^{n}}e^{-(z/\theta)}B(z,n)(z>0)$
. , $(g( \theta))^{n}=\int_{0}^{\infty}B(z,n)e^{-(z/\theta)}dz$ .
, VN[93] p.433 , $Z$ p.d. $f$ .
$f_{Z}(z, \theta)=\frac{1}{\Gamma(n)\theta^{n}}z^{n-1}e^{-z/\theta}(z>0)$
. , $B(z, n)=z^{n-1}/\Gamma(n)(z>0)$ . , 3.1 $(h(\theta))^{k}=$
$e^{k/\theta}$ UMVU
$H_{k}(Z,n)=\{\begin{array}{ll}\frac{B(Z-k,n)}{B(Z,n)}=\frac{(Z-k)^{n-1}}{Z^{n-1}} (Z>k),0 (Z\leq k)\end{array}$
$=\{\begin{array}{ll}(1-\frac{k}{Z})^{n-1} (Z>k),0 (Z\leq k)\end{array}$
. , $k>0$ . , 32 , $(g(\theta))^{k}=\theta^{k}$ UMVU
$G_{k}(Z,n)= \frac{B(Z,n+k)}{B(Z,n)}=\frac{Z^{n+k-1}}{\Gamma(n+k)}/\frac{Z^{n-1}}{\Gamma(n)}=\frac{Z^{k}\Gamma(n)}{\Gamma(n+k)}$
. , $k\geq 1-7l$ .
33
4. 1 UMVU II
$X:=(X_{1}, \cdots, X_{n})$ $T=T(X)$ ,
$(a, b)$ , $a$ $-\infty,$ $b$ $\infty$ . , $T$ (Lebesgiie
)p. $d.f$ .
$f_{T}(t, \theta)=B_{n}(t)\{\psi_{n}(\theta)\}^{-1}e^{b(\theta)t}\chi_{(a,b)}(t)$, $t\in(a, b);\theta\in\ominus$
. , $B_{n}(t)$ $(a, b)$ $k$ $B_{n}(t)>0(t\in(a, b)),$ $\psi_{n}(\theta)>0$ ,
$h_{n}$ $h_{n}(\theta)\not\equiv 0$ . , $k$ .
(Cl) $j=0,1,$ $\cdots,$ $k-1$
$\lim_{tarrow a+0}B_{n}^{(j)}(t)e^{h(\theta)t}=0,\lim_{tarrow b-0}B_{n}^{(j)}(t)e^{h_{n}(\theta)t}=0$




















. $\hat{h}_{k,n}(T)$ $\{h_{n}(\theta)\}^{k}$ .
$k=1$ , $[$SOO] ,
.
4.1 $T$ , $\hat{h}_{k,n}(T)$ $\{h(\theta)\}^{k}$ UMVU
.
41 $X_{1},$ $\cdots,$ $X_{n}$ , $N(\theta, \sigma_{0}^{2})$ .
, $\sigma_{0}^{2}$ . , $T:=\overline{X}$ $N(\theta, \sigma_{0}^{2}/n)$ , $T$ $p$ .d.f.
$f_{T}(t, \theta)=\frac{\sqrt{n}}{\sqrt{2\pi}\sigma_{0}}\exp(-\frac{n\theta^{2}}{2\sigma_{0}^{2}})\exp(-\frac{nt^{2}}{2\sigma_{0}^{2}})\exp(\frac{n,\theta}{\sigma_{0}^{2}}t)$
. ,






$\lim_{tarrow\pm\infty}B_{n}^{(j)}(t)e^{\hslash_{n}(\theta)t}=\lim_{tarrow\pm\infty}P_{j,n}(t)\exp(-\frac{nt^{2}}{2\sigma_{0}^{2}}+\frac{n\theta t}{\sigma_{0}^{2}})=0$ $(j=0,1, \cdots, k-1)$
, (Cl) . , $j=0,1,$ $\cdots,$ $k-1$ $P_{j,n}(t)$ $t$ $i$
. , $T$ , 4.1 $\hat{h}_{k,n}(T)$ $\{h_{n}(\theta)\}^{k}=$




42 $X_{1},$ $\cdots,$ $X_{n}$ , $N(0, \theta)(\theta>0)$
. , $n\geq 3$ . , $T:=\Sigma_{i=1}^{n}X_{i}^{2}$ $p.d.f$.
$f_{T}(t, \theta)=\{\begin{array}{ll}\frac{t^{(n/2)-1}}{2^{n/2}\Gamma(n/2)}\frac{e^{-t/(2\theta)}}{\theta^{n/2}} (t>0),0 (t\leq 0)\end{array}$
,




$\lim_{tarrow 0}B_{n}^{(j)}(t)e^{h_{n}(\theta)t}=\lim_{tarrow 0}(\frac{n}{2}-1)\cdots(\frac{n}{2}-j)t^{(n/2)-(j+1)}e^{-t/(2\theta)}=0$ $(0\leq j\leq k)$ ,
$\lim_{tarrow\infty}B_{n}^{(j)}(t)e^{t_{h}(\theta)t}=\lim_{tarrow\infty}(\frac{n}{2}-1)\cdots(\frac{n}{2}-j)t^{(n/2)-(j+1)}e^{-t/(2\theta)}=0$ $(0\leq j\leq k)$
(A) . , $T$ 41
$h_{k,n}(T)=(-1)^{k}( \frac{n}{2}-1)\cdots(\frac{n}{2}-k)T^{-k}\chi(0,\infty)(T)$
$\{h_{n}(\theta)\}^{k}=(-1)^{k}(2\theta)^{-k}$ UMVU .
43 $X_{1},$ $\cdots,$ $X_{n}$ , $\theta$ $Exp(\theta)$
. , $T:=\Sigma_{i=1}^{n}X_{i}$ p.d. $f$ .
$f_{T}(t, \theta)=\{\begin{array}{ll}\frac{t^{n-1}}{\Gamma(n)\theta^{n}}e^{-t/\theta} (t>0),0 (t\leq 0)\end{array}$
,




$\lim_{arrow 0}B_{n}^{(j)}(t)e^{h_{n}(\theta)t}=\lim_{tarrow 0}t^{n-j-1}e^{-t/\theta}=0(0\leq j\leq k)$ ,
$\lim_{tarrow\infty}B_{n}^{(j)}(t)e^{\hslash_{n}(\theta)t}=\lim_{tarrow\infty}t^{n-j-1}e^{-t/\theta}=0(0\leq j\leq k)$
36




$X:=(X_{1}, \cdots, X_{n})$ 2 $T_{1}=T_{1}(X),$ $T_{2}=T_{2}(X)$
, $T:=(T_{1}, T_{2})$ $\mathcal{T}=(a_{1}, b_{1})\cross(a_{2}, b_{2})$ , $a_{1},$ $a_{2}$ $-\infty,$ $b_{1},$ $b_{2}$ $\infty$
. , $T$ (Lebesgue )p.d.$f$.
$f_{T}(t, \theta)=B_{n}(t)\{\psi_{n}(\theta)\}^{-1}[\exp\{c_{11}(\theta)t_{1}^{2}+c_{12}(\theta)t_{1}t_{2}+c_{22}(\theta)t_{2}^{2}$
$+c_{10}(\theta)t_{1}+c_{01}(\theta)t_{2}+c_{00}(\theta)\}]\chi_{\mathcal{T}}(t)$ ,
$t:=(t_{1}, t_{2})\in \mathcal{T};\theta:=(\theta_{1}, \theta_{2})\in\Theta\subset R^{2}$
. , $B_{n}(t)$ $\mathcal{T}$ $B_{n}(t)>0(t\in \mathcal{T}),$ $\psi_{n}(\theta)>0$ ,




(C2) $\theta\in\Theta$ $t_{1}\in(a_{1}, b_{1})$








$- \int_{a_{1}}^{b_{1}}\int_{a_{2}}^{b_{2}}B_{n}(t)\{\frac{\partial}{\partial t_{2}}A_{\theta}(t)\}\exp\{A_{\theta}(t)\}dt_{2}dt_{1})$ (5.2)
37
$=- \{\psi_{n}(\theta)\}^{-1}\int_{a_{1}}^{b_{1}}\int_{a}^{b_{2}}2B_{n}(t)\{c_{12}(\theta)t_{1}+2c_{22}(\theta)t_{2}+c_{01}(\theta)\}\exp\{A_{\theta}(t)\}dt_{2}dt_{1}$
$=-c_{12}(\theta)E_{\theta}(T_{1})-2c_{22}(\theta)E_{\theta}(T_{2})-$ ( 1 $(\theta)$
.
51 $X_{1},$ $\cdots,$ $X_{n}$ , $N(\mu, \sigma^{2})$ .
, $n\geq 4$ .
$T_{1}= \overline{X}:=\frac{1}{n}\sum_{i=1}^{n}X_{i}$ , $T_{2}=S^{2}:= \frac{1}{n}\sum_{i=1}^{n}(X_{i}-\overline{X})^{2}$
, $T=(T_{1}, T_{2})$ (j.p.d.f)
$f_{T}(t, \theta)=\frac{n^{3/2}t_{2}^{(n-3)/2}}{\sqrt{\pi}\Gamma((n-1)/2)(2\sigma^{2})^{n/2}}\exp[-\frac{n}{2\sigma^{2}}\{(t_{1}-\mu)^{2}+t_{2}\}]$ ,
$t=(t_{1}, t_{2})\in R^{1}\cross R_{+};\theta:=(\mu, \sigma^{2})\in R^{1}\cross R_{+}$
. , $R_{+}=(0, \infty)$ . ,
$c_{01}( \theta)=-\frac{n}{2\sigma^{2}}$ , $c_{12}(\theta)=c_{22}(\theta)=0$
,
$E_{\theta}(T_{1})=\mu$ , $E_{\theta}(T_{2})=(1- \frac{1}{n})\sigma^{2}$
. ,
$B_{n}(t)=t_{2}^{(n-3)/2}$
, $\theta\in\ominus$ $t_{1}\in R^{1}$
$\lim_{t_{2}arrow 0+0}B_{n}(t)\exp\{A_{\theta}(t)\}=\lim_{t_{2}arrow 0+0}t_{2}^{(n-3)/2}\exp[-\frac{n}{2\sigma^{2}}\{(t_{1}-\mu)^{2}+t_{2}\}]=0$ ,
$\lim_{t_{2}arrow\infty}B_{n}(t)\exp\{A_{\theta}(t)\}=0$








, $(n-3)/(nT_{2})$ $1/\sigma^{2}$ , $T$ $\theta$
) $1/\sigma^{2}$ UMVU .
52 $X_{1},$ $\cdots,$ $X_{n}$ , p.d. $f$ .
$p(x;\mu, \sigma)=\{\begin{array}{ll}\frac{1}{\sigma}e^{-(x-\mu)/\sigma} (x>\mu),0 (x\leq\mu)\end{array}$
. , $n\geq 4$ , $\mu\in R^{1},$ $\sigma\in R+$ . ,
$\theta:=(\mu, \sigma)$
$\hat{\theta}:=(\hat{\mu},\hat{\sigma})=(X_{(1)},\overline{X}-X_{(1)})$
. , $X_{(1)}= \min_{1\leq i\leq n}X_{i},\overline{X}=(1/n)\sum_{i=1}^{n}X_{i}$ . , $T_{1}:=\hat{\mu}$
p.d.f.
$f_{T_{1}}(t_{1};\mu, \sigma)=\{\begin{array}{ll}\frac{n}{\sigma}\exp\{-\frac{n}{\sigma}(t_{1}-\mu)\} (t_{1}>\mu),0 (t_{1}\leq\mu)\end{array}$
, $T_{2}:=\hat{\sigma}$ p.d. $f$ .
$f_{T_{2}}(t_{2};\mu, \sigma)=\{\begin{array}{ll}\frac{1}{\Gamma(n-1)}(\frac{n}{\sigma})^{n-1}t_{2}^{n-2}e^{-(n/\sigma)t_{2}} (t_{2}>0),0 (t_{2}\leq 0)\end{array}$
. , $T_{1}$ , $T=(T_{1}, T_{2})=(\hat{\mu},\hat{\sigma})$ jpdf. ,
$\theta:=(\theta_{1}, \theta_{2})=(\mu, \sigma)$ ,
$f_{T}(t, \theta)=\{\begin{array}{ll}\frac{1}{\Gamma(n-1)}(\frac{n}{\theta_{2}})^{n}t_{2}^{n-2}\exp(-\frac{n}{\theta_{2}}t_{1}-\frac{n}{\theta_{2}}t_{2}+\frac{n\theta}{\theta_{2}}1) ((t_{1}, t_{2})\in \mathcal{T}),0 (\text{ })\end{array}$
. , $\mathcal{T}=(\mu, \infty)\cross(0, \infty),$ $\theta\in R^{1}\cross R+$ . ,
$c_{01}( \theta)=-\frac{n}{\theta_{2}}$ , $c_{12}(\theta)=c_{22}(\theta)=0$
39
,$E_{\theta}(T_{1})= \mu+\frac{\sigma}{n}$ , $E_{\theta}(T_{2})=\sigma$
. ,
$B_{n}(t)=t_{2}^{n-2}$
, $\theta\in\Theta$ $t_{1}\in(\mu, \infty)$
$\lim_{t_{2}arrow 0+0}B_{n}(t)\exp\{A_{\theta}(t)\}=\lim_{t_{2}arrow 0+0}t_{2}^{n-2}\exp(-\frac{n}{\theta_{2}}t_{1}-\frac{n}{\theta_{2}}t_{2}+\frac{n\theta_{1}}{\theta_{2}})=0$ ,
$\lim_{t_{2}arrow\infty}B_{n}(t)\exp\{A_{\theta}(t)\}=0$





. , $($ 5.4 $)$ $(n-2)/(nT_{2})$ $1/\theta_{2}=1/\sigma$ , $T$ $\theta$
, $1/\theta_{2}$ UMVU .
, $B_{n}^{(i,j)}(t)=(\partial^{i+j}/\partial t_{1}^{i}\partial t_{2}^{j})B_{n}(t)(i, j=0,1,2, \cdots)$ $E_{\theta}[B_{n}^{(i,j)}(T)/B_{n}$
$(T)]$ , .
6.
, , Pitman UMVU
, , UMVU .
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