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Abstract
The ultrashort laser pulse characterization method interferometric frequency-resolved op-
tical gating (iFROG), introduced in the 2000s, is extended. Both second- and third har-
monic generation (SHG and THG) are separately employed as the optical nonlinearity.
An iFROG measurement represents an inverse problem, where the electric field ampli-
tude and phase of the underlying laser pulse can only be reconstructed by an iterative
algorithm. In this work, a mathematical formalism generalizing both the SHG and THG
variants of iFROG is developed and combined with differential evolution, an evolutionary
optimization algorithm, to create a novel pulse retrieval algorithm for iFROG.
While iFROG was originally conceived solely for the characterization of laser pulses,
the technique can equally well be applied for spectroscopic purposes. By replacing the
nonlinear medium in iFROG with an object of study — say a nanostructure — and
characterizing a known pulse again such that the sample affects the harmonic gener-
ation process, the complex response function of the object can be deciphered with sub-
femtosecond precision. As no previous solution for the THG variant exists, the presented
retrieval algorithm allows iFROG to be exploited in the study of ultrafast third-order
nonlinear effects for the first time.
During the process of extending iFROG, various pulse retrieval algorithms are dis-
cussed. One of these originates from ptychography, a lensless imaging technique. Paired
with a modified iFROG device where nonidentical pulse replicas break the symmetry of
time, the ptychographic retrieval algorithm identifies trailing and leading satellite struc-
tures in the pulse unambiguously. The performance of this new pulse characterization
modality named piFROG is verified experimentally via a comparison with a commercial
measurement device, and by artificially adding and correctly reconstructing additional
spectral phase. Similarly, the presented iFROG method is evaluated both numerically
and in real life experiments, and pitted against rival algorithms employing SHG, where
— in contrast to THG— competition does exists.
The spectroscopic capability of iFROG is put to test by studying three differing phys-
ical systems, each consisting of nanostructures resting on dielectric substrates. Subject-
ing these specimen to few-cycle near-infrared pulses, a rich variety of nonlinear opti-
cal phenomena is observed. In ZnO nanorods, the power dependence of multiphoton-
absorption induced photoluminescence is measured, and found to be connected to a
iii
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morphology-induced localization of the optical near-field. A three-photon resonance in
a thin film of TiO2 and a localized surface plasmon resonance in Au nanoantennas both
lead to a finite lifetime of the induced material polarization. The THG-iFROG method is






Die Methode interferometric frequency-resolved optical gating (iFROG) zur Charakterisie-
rung ultrakurzer Laserimpulse, eingeführt in den 2000er Jahren, wurde erweitert. So-
wohl die Erzeugung der zweiten als auch der dritten Harmonischen (SHG und THG)
werden separat als die optische Nichtlinearität verwendet. Eine iFROG-Messung stellt
ein inverses Problem dar, bei dem die Amplitude und Phase des elektrischen Feldes des
zugrundeliegenden Laserimpulses nur durch einen iterativen Algorithmus rekonstruiert
werden kann. In dieser Arbeit wird ein mathematischer Formalismus, der sowohl die
SHG- als auch die THG-Variante von iFROG nutzen kann, entwickelt undmit einem evo-
lutionären Optimierungsalgorithmus (differential evolution) kombiniert, um einen neuar-
tigen Impuls-Rekonstruktions-Algorithmus für iFROG zu erschaffen.
Während iFROG ursprünglich ausschließlich zur Charakterisierung von Laserimpul-
sen konzipiert wurde, kann die Technik gleichermaßen für spektroskopische Zwecke ein-
gesetzt werden.Wird das nichtlineareMedium in iFROG durch ein Untersuchungsobjekt
— etwa eine Nanostruktur — ersetzt und ein bekannter Laserimpuls erneut charakteri-
siert, so kann der Einfluss der Probe auf den Prozess der Erzeugung der Harmonischen
dazu genutzt werden, die komplexe Antwortfunktion des Untersuchungsobjekts mit ei-
ner sub-Femtosekunden-Auflösung zu entschlüsseln. Da für die THG-Variante bisher
keine Lösung bekannt ist, ermöglicht der vorgestellte Retrieval-Algorithmus die erstma-
lige Nutzung von iFROG zur Untersuchung ultraschneller nichtlinearer Effekte dritter
Ordnung.
Während des Prozesses der Weiterentwicklung von iFROG werden verschiedene Al-
gorithmen zur Impuls-Rekonstruktion diskutiert. Eine davon stammt aus der Ptycho-
graphie, einer linsenlosen Bildgebungstechnik. In Kombination mit einem modifizierten
iFROG-Gerät, in dem nicht-identische Impuls-Replikate genutzt werden, kann der pty-
chographische Retrieval-Algorithmus dazu verwendet werden eindeutig zwischen vor-
angehend und nachfolgenden Satellitenimpulsen zu unterscheiden. Die Performance die-
ser neuen Impuls-Charakterisierungs-Modalität mit demNamenpiFROGwird über einen
Vergleich mit einem kommerziellen Messgerät experimentell bestätigt und darüber hin-
aus mit Hilfe einer artifiziell hinzugefügten und korrekt rekonstruierten spektraler Pha-
sen verifiziert. In ähnlicher Weise wird die vorgestellte iFROG-Methode sowohl nume-
risch als auch in realen Experimenten evaluiert und gegen konkurrierende Algorithmen,
vii
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welche auf der SHG basieren und im Gegensatz zur THG einer Konkurrenz unterliegen,
eingesetzt.
Die spektroskopische Fähigkeit iFROG wird durch das Studium von drei unterschied-
lichen physikalischen Systemen geprüft, die jeweils aus Nanostrukturen bestehen, die
auf dielektrischen Substraten aufgetragen sind. Werden diese Proben mit few-cycle Lich-
timpulses im nahen Infrarotbereich angeregt, ist eine große Vielzahl von nichtlinearer
optischer Phänomene zu beobachten. In ZnO-Nanostäben wird die Leistungsabhängig-
keit der durch Multiphotonenabsorption induzierten Photolumineszenz gemessen, wo-
bei nachgewiesen werden konnte, dass diese mit einer Morphologie induzierten Lokali-
sierung des optischen Nahfelds verknüpft ist. Eine Dreiphotonenresonanz in einem dün-
nen TiO2-Film und eine lokalisierte Oberflächenplasmonenresonanz in Au-Nanoanten-
nen führen beide zu einer endlichen Lebensdauer der induzierten Materialpolarisation.
Die THG-iFROG-Methode wird verwendet, um die ultraschnelle zeitliche Dynamik die-
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Modern light sources allow the routine generation of near-infrared (NIR) laser pulses
whose electric field amplitude rises and falls within the course of only a few optical cy-
cles, corresponding to pulse widths of but a few femtoseconds (10−15 s) [1]. Confining
even a moderate amount of energy into such a short window of time allows extremely
high peak powers to be reached. Focusing these bursts of energy close to the diffrac-
tion limit, the electric field intensity can exceed the Coulombic binding forces in atoms,
tearing electrons from their nuclei. Once ionized, an electron can be accelerated by the
light up to relativistic speeds [2], made to recollide with the ion and create even shorter
extreme-ultraviolet (XUV) pulses down to tens of attoseconds (10−18 s) in duration [3, 4],
or, should the free electron scatter from bound electrons in a dielectric, start a chain of
new ionization events leading to a catastrophic breakdown of the material [5]. Operating
slightly below the threshold for material damage, a range of phenomena whose efficiency
depends nonlinearly on the incident field intensity can occur for successive laser pulses
over extended periods of time. Nonlinear optical effects such as the generation of light
at harmonic frequencies, multiphoton absorption (MPA), or the transient modification of
the refractive index are widely exploited in both scientific and commercial applications.
At these ultrafast timescales, the temporal dynamics of the employed optical medium
must be taken into consideration. The time it takes for an electron to respond to an inci-
dent electric field can be extremely fast, from femtoseconds down to tens of attoseconds,
close to the atomic unit of time (24 as) [3, 6]. Outside of the realm of attosecond physics,
the material response time is often much shorter than the optical cycle of visible light
and can therefore be considered instantaneous for most practical purposes. Consider-
ably slower electronic response is expected, however, if the optical medium is resonantly
excited [7, 8]. As the induced material polarization no longer follows the incident elec-
tric field of the laser pulse instantaneously, temporal resolution is diminished. This can
1
Chapter I. Introduction
be detrimental for both the generation and the characterization [9] of ultrashort pulses,
where nonlinear optical effects are commonly perused and frequently assumed instan-
taneous [10]. On the other hand, resonant excitation can have the often desired effect of
enhancing the nonlinear interaction [7]. Striking a balance between the various conse-
quences of resonant excitation requires a precise knowledge of the associated temporal
dynamics, necessitating an experimental verification of systemic behavior as predicted
by models.
During the course of this work, three differing physical systems with nanometer scale
structures are studied at unprecedented timescales. Subjecting the highly nonlinear me-
dia to few-cycle NIR pulses, their ultrafast optical response is analyzed via the state-of-
the-art pulse characterization technique interferometric FROG (iFROG) [11, 12]. Owing
to its collinear beam geometry, iFROG allows tighter focusing than its noncollinear rivals
— most notably the many variants of frequency-resolved optical gating (FROG) [13] and
spectral-shearing methods such as spectral-interferometry for direct electric-field recon-
struction (SPIDER) [14] — allowing high field intensities to be reached with unamplified
pulses, in turn leading to a high sensitivity at a sub-femtosecond time resolution.
The first and in many ways the simplest system is an Au nanoantenna [15, 16], where
the incident NIR pulses are coupled into localized surface plasmon polaritons (SPPs)
— oscillations of the electron cloud engulfing the nanostructure. This resonant light-
plasmon interaction is purely linear, and can be described analytically with a simple
harmonic oscillator model yielding a Lorentzian line shape. The SPPs can, however, con-
fine the electric field into tiny volumes of space beyond the diffraction limit, leading to a
high nonlinearity. The second system to be studied is a thin film of titanium dioxide [17],
a dielectric that is in three-photon resonance with the employed NIR pulses. Contrary to
the plasmonic resonance, this resonant third-harmonic generation (THG) can only be de-
scribed with a full quantum-mechanical model. The third and final system is a thin film
of ZnO nanorods, where MPA leads to photoluminescence (PL) in the blue to UV wave-
lengths, close to the second harmonic of the NIR pulses. Previous studies on the SHG in
similar structures suggest that the electric near-field in the nanorod arrays can become
localized, leading to a manyfold intensity enhancement of the local field in comparison
to the incident field [18, 19].
The simplest way to quantify the noninstantaneous, resonant response of a nonlinear
optical medium is via intensity autocorrelationmethods. Many examples of femtosecond-
scale measurements of the plasmonic dephasing time via the collinear interferometric
autocorrelation (iAC) can be found in the literature [20–26]. In essence, autocorrela-
tion methods are crude pulse characterization techniques which are in many ways out-
dated. They have been largely replaced by techniques such as the above mentioned
FROG, iFROG and SPIDER that are much more accurate and far less ambiguous, ca-
pable of measuring both the electric field amplitude and phase. As iFROG is essentially
a spectrally-resolved iAC measurement, it appears straightforward to improve the qual-
ity of the previous plasmonic measurements by replacing iAC with iFROG. Indeed, this
has been demonstrated with SHG-based iFROG, allowing the full complex-valued spec-
tral response of Au nanotips surrounded by air to be reconstructed [27, 28]. For sub-
2
wavelength scale nanoantennas resting on a substrate with a nonlinear response of its
own, a far greater and consistent sensitivity is achieved by employing THG instead [16,
23, 29], as evinced by previous studies [21–25]. Unfortunately, the iFROG retrieval algo-
rithms are far less developed than their classical FROG counterparts. In fact, prior to this
work, no solution for the THG-iFROG inverse problem existed, limiting the precision of
THG-based measurements of noninstantaneous effects.
For the plasmonic nanoantennas with a few-femtosecond dephasing time — let alone
for the resonant THG in a dielectric — competing characterization techniques offer no
immediate solution to the measurement problem. High field intensities close to the dam-
age threshold of the medium must be reached in order for efficient harmonic generation
to take place. In order to reach the same incident field intensities accessible by iFROG
with unamplified pulses, noncollinear methods such as FROG or SPIDER must rely on
pulse amplification. In addition to making a given measurement system more compli-
cated, amplifiers typically reduce the repetition rate of a titanium-sapphire oscillator
from ≈ 100MHz to ≈ 1kHz, corresponding to a reduction in the achievable signal-to-
noise ratio (SNR) by orders of magnitude. Considering that THG is in general a rel-
atively weak process, the inevitable drop in SNR renders noncollinear approaches an
arduous endeavor. This is especially true for single nanostructures such as our nanoan-
tennas which have a very limited luminosity. Moreover, currently no SPIDER-like meth-
ods based on χ(3) nonlinearities exist, making spectral shearing techniques useless for
our applications. Even if χ(2) effects were an option, and all SNR constraints were over-
come, it is unclear how — and even if — spectral-shearing methods could be applied to
measure noninstantaneous effects. Noncollinear multi-shot FROG variants suffer from
the geometrical time-smearing effect, overestimating the measured pulse duration by a
few percent [30]. For a typical example with NIR pulses this amounts to ≈ 0.4fs [31],
which constitutes a significant error margin for the measurement of few-femtosecond
effects. Temporal dynamics of propagating SPPs have been studied with various tech-
niques from ultrafast near-field imaging [32] to linear spectral interferometry [33], but
these approaches either do not offer an improvement in temporal resolution over iAC
(the former), or are limited in size of the studied nanostructures (the latter). While tech-
niques employing attosecond bursts of XUV radiation can offer a superior time resolution
for experiments performed with gaseous media or even jets of nanoparticles [34], solid
samples, such as our dielectric thin films and nanostructures resting on a substrate, re-
main a largely unconquered territory [35] save for a few recent examples not directly
applicable here [36, 37]. Attosecond streaking experiments could in principle be used
to temporally characterize the localized fields at plasmonic nanostructures, but in prac-
tice the comparatively large area probed via XUV-induced photoemission can distort the
streaking field, and lead to prohibitively low signal-to-noise ratios [35]. For the resonant
THG experiments, attosecond streaking offers no clear solution.
All things considered, it is clear that the lack of a retrieval algorithm for THG-iFROG
presents a barrier for progress in the study of ultrafast, nearly instantaneous optical ef-
fects. The primary objective of this dissertation is therefore to find such a solution. For
this purpose, several algorithms are studied. A viable solution for THG-iFROG should be
3
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applicable to SHG-iFROG as well. As the latter can also be inverted with standard FROG
algorithms by exploiting a FROG trace contained within the iFROG trace, wemay test the
performance of any new solution we come upwith against the old. Aside from employing
the embedded SHG-FROG trace, another previous solution for the SHG-iFROG problem
does exist. Making use of the higher-order modulation bands found in the interferomet-
ric trace, Stibenz et al. performed an iterative pulse retrieval via line minimization [12,
38]. It should be possible to modify this approach to suit THG-iFROG as well. As the
minimization routine can in principle be realized with any given general optimization
algorithm, we also aim to find a more robust, consistent, and faster alternative for the
line minimization. Among the tested candidates, the evolutionary algorithm called dif-
ferential evolution (DE) [39, 40] seems most promising, offering a predictable speed of
convergence towards the global minimum, that is, the pulse to be retrieved. As a second
objective — once a reliable solution for THG-iFROG has been established — we wish to
employ the technique to measure the few-femtosecond dynamics of the resonant THG in
a dielectric and plasmonic resonance in nanoantennas.
In the past few years, several existing ultrashort pulse characterization methods have
been adapted [41–43] for a novel algorithm [44] based on ptychography [45, 46], in turn
a lensless imaging technique [47]. Entirely new methods have also been introduced [48].
The third objective of this work is to explore the possibility to adopt a ptychographic
algorithm for iFROG, or a similar method.
Another interesting property of an iFROG measurement is that the inherent temporal
resolution allows one to identify coherent and incoherent spectra, for example the con-
comitant SHG and PL emission in the ZnO nanorods [49]. Capturing these two processes
simultaneously in a single iFROG trace, their power dependence can be quantified indi-
vidually by analyzing the variations in measured spectral intensities. Combining these
capabilities of iFROG, as a fourth objective for this dissertation, we wish to study the
PL process whose underlying mechanism has been attributed to various processes such
as two- [50–55] three- [56, 57] and even four-photon [58] absorption (#PA) of NIR pho-
tons. In particular, we wish to operate as close as possible yet still below the 2PA thresh-
old of ZnO. This way we can evaluate whether proposed mechanisms such as bandgap
renormalization [52] can make 2PA efficient, leading to a quadratic power dependence.
Simulations based on Keldysh-theory of photoionization [5, 59] should prove useful in
determining the role of different multiphoton processes as well as localized electric fields
in the experimental findings.
Prior to applying iFROG for the three physical systems described above — the plas-
monic nanoantennas, the three-photon resonant dielectric thin film, and the field-en-
hancing nanorods — we start from the basics, gradually proceeding towards the pulse
characterization techniques paramount for our ultimate goal: pushing the frontiers of







In this chapter we discuss the theoretical foundations [7, 8, 16, 60–65] for the experi-
ments we design, simulate and finally perform with few-cycle near-infrared laser pulses
and a selection of optical media differing both in their linear and nonlinear properties.
After this initial treatment, the relevant concepts for each individual experiment will be
refined as needed in the chapters that follow.
II.1. Laser Pulses
Experimenting with ultrashort laser pulses, the temporal evolution of the electric field
is naturally of utmost interest. Neglecting any spatial dependence for now, we loosely




I(t)ei[ω0t−φ′(t)+φ0] + c.c. . (II.1)
Here c.c. denotes the complex conjugate of the first term on the rhs, the inclusion of
which assures that E¯ is real, as is expected for the physical quantity. The slowly-varying
envelope function
√
I(t), where I(t) is the intensity, describes the evolution of the field
amplitude. We define the pulse duration τp as the FWHM of the intensity envelope
I(t). The rapidly oscillating carrier wave eiω0t is separated for convenience. Deviations
from the linear phase evolution of the carrier are accounted for by the phase φ′(t). The
absolute phase φ0 essentially describes the phase difference between the carrier wave
and the maximum of the intensity envelope. For pulses close to a single optical cycle
in duration, the absolute phase can significantly affect the peak electric field amplitude.
In our experiments, the effect φ0 has is not measurable, so we mostly ignore it in our
treatment. We do this by assimilating the absolute phase into the time-dependent phase,
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φ(t) = φ′(t) +φ0.
The electric field can equally well be described in the frequency domain by taking the





E¯(t)e−iωt dt . (II.2)
As E¯(t) is real, its Fourier transform will be complex. The negative frequencies hold ex-
actly the same information as the positive frequencies, adhering to the simple connection
E¯(ω) = E¯∗(−ω). Neglecting the negative frequencies, we define the carrier frequency ω0
as the center of gravity of the spectral intensity








∣∣∣E¯(ω)∣∣∣2 dω . (II.3)





E¯(ω)eiωt dt . (II.4)
In the mathematical analysis of light-matter interaction, one finds that it is often more
convenient to deal with a complex electric field instead a real-valued one. The complex
field E(t) is obtained from Eq. (II.1) by discarding the complex conjugate and the prefac-
tor 12 ,
E(t) =√I(t)ei[ω0t−φ(t)] = E(t)eiω0t . (II.5)
Here, the complex amplitude E(t) is defined via
E(t) ≡√I(t)e−iφ(t) . (II.6)
Note that now the intensity envelope is simply I(t) = |E(t)|2, while the slowly-varying
phase is given by the argument φ(t) = −Arg{E(t)}. Similar definitions can also be given







E(t)e−iωt dt , (II.7)
for which we give a definition analogous to the time domain field in Eq. (II.6),
E(ω) ≡√I(ω)e−iϕ(ω) . (II.8)
8
II.2. Propagation of Light in Optical Media
As above, the spectral intensity is given by I(ω) = |E(ω)|2, and the spectral phase ϕ(ω) =
−Arg{E(ω)}. Note that I(ω) = 2
∣∣∣E¯(ω)∣∣∣2 for ω > 0.
II.1.1. Relation of E(t) to Measurable Quantities
The definitions introduced above will be used extensively during the course of this work,
especially in the context of pulse retrieval where the quantity of interest is E(t). In most
cases however, the intensity envelope I(t) = |E(t)|2 reconstructed by the pulse retrieval
algorithm does not actually represent the physical magnitude of the corresponding field
(i.e., the optical power P ) but rather its temporal evolution I(t) = P (t)Pmax , where Pmax is
the peak power. For many practical purposes, the physical field strength is nevertheless
of great interest. If such information is needed, the optical power can be deduced by
distributing the energy of a single pulse to the retrieved intensity envelope I(t). We
do this by first normalizing the retrieved intensity distribution to unit area, and then
multiplying the result with the pulse energy Ep,




The pulse energy Ep is the quotient of the average power Pave, easily measured by placing





For many experiments, the irradiance I is a more relevant quantity than optical power.
Provided that the effective beam area Aeff is known, the irradiance can be easily obtained
from the optical power:
I (t) = P (t)
Aeff
. (II.11)
In the remainder of this chapter, we use E to describe electric fields in general with
no reference to the terminology above. Next, we shall explore what consequences the
inclusion of a spatial coordinate to the pulse description brings.
II.2. Propagation of Light in Optical Media
The propagation of light in general is governed by Maxwell’s equations [66]. Following
Ref. [7], we find that for a nonmagnetic, homogeneous isotropic medium where no free
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where c is the speed of light in vacuum, and ϵ0,µ0 are the vacuum permittivity and per-
meability, respectively. As we are mostly dealing with collinearly propagating, linearly-
polarized electric fields, it suffices to reduce the above vectorial equation into a scalar












P(1)(t, z) +PNL(t, z)
]
. (II.13)
Here the polarization has been separated into linear P(1) and nonlinear PNL parts. What
Eq. (II.13) essentially shows is that the electric field can induce both a linear and a non-
linear polarization in the optical medium. Vice versa, material polarization can act as a
source for new electric field components.
Let us focus our attention on the linear polarization for now. The interaction between




As a product in one domain corresponds to a convolution in the corresponding Fourier
domain, the time-domain equivalent of Eq. (II.14) reads
P(1)(t, z) = ϵ0
t∫
−∞
χ(1)(t′)E(t − t′ , z)dt′ . (II.15)
Here the integration is carried over the interval [−∞, t] instead of [−∞,+∞] to ensure
causality. Eq. (II.15) clearly shows that the polarization at time t is affected by the
light-matter interaction at previous times, that is, the system has a memory. Together
Eqs. (II.14) and (II.15) show that an optical medium with dispersion (frequency-depen-
dent χ(1)) will have a noninstantaneous response to an incident electric field. If the sus-
ceptibility is constant instead, the response will be instantaneous. In practice, dispersion
cannot be avoided for broadband pulses so that the medium response is never truly in-
stantaneous. For an approximately flat frequency dependence, however, the response can
be extremely fast and thus effectively instantaneous for most practical purposes. Similar
results can be derived for higher order polarization terms as well [7, 61, 62].
Returning our attention to the reduced wave equation above, we take the Fourier trans-
form of Eq. (II.13) and ignore the nonlinear polarization by setting PNL = 0. This yields









E(ω,z) = 0 , (II.16)
whose general solution is
E(ω,z) = E(ω,0)e−ikz . (II.17)
The definition for the wave number k is found by substituting Eq. (II.17) into Eq. (II.16).
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1+χ(1)(ω) is the refractive index. Solving Eq. (II.18) for c/n, we obtain









In addition to the forms discussed in the previous section, a laser pulse can also be de-










As the pulse travels, a phase ϕ(ω) = −k(ω)z is acquired according to Eq. (II.17). Taking
the Taylor expansion of the spectral phase at the carrier frequency ω0, one obtains










ω0︸   ︷︷   ︸
GDD




ω0︸   ︷︷   ︸
TOD
(ω −ω0)3 + . . . . (II.21)
Each of the terms in the above expansion have their own physical significance, the rel-
evant quantity indicated by the abbreviations below. The absolute spectral phase ϕ0
is exactly equal to its time-domain counterpart φ0. The linear phase is known as the
group delay (GD), also given by τgroup =
z
vgroup
. This is the time it takes for a pulse to
travel the distance z, or equally well the time of arrival onto a detector. As our exper-
iments are not sensitive to these two lowest-order phase terms, we can treat them as
being equal to zero for all practical purposes. The higher-order terms cannot be ignored,
however. The second-order phase or the group-delay dispersion (GDD) can lead to the
broadening or compression of ultrashort pulses. A closely related quantity is the group-
velocity dispersion (GVD), which is simply GDD per unit length. In our experiments,
we employ dispersion compensation in order to minimize GDD. The reason for this is
that the shortest pulse duration supported by a given spectrum is achieved when GDD
and all the higher-order terms in Eq. (II.21) are exactly zero. Such a pulse is said to
be Fourier-transform limited (FTL), referring to the fact that for a flat spectral phase, the
time-domain electric field is obtained simply via the Fourier transform of the spectral in-
tensity. The transform-limited pulse also has a constant temporal phase φ(t). Compensa-
tion of the cubic phase, also known as third-order dispersion (TOD), and of higher-order
phase can be difficult, and in practice the spectral phase is never entirely flat.
For a given optical element of length L, say a fused silica window, the phase introduced
to a traversing pulse can be estimated with the help of a Sellmeier equation. Typically of
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λ2 −C3 , (II.22)
where the coefficients Bi ,Ci depend on the material, the Sellmeier equation estimates the
dispersion of the refractive index. The knowledge of the added phase,







facilitates the design of dispersion compensation. On the other hand, adding a known
amount of dispersion can be used as a test for a given pulse characterization method,
i.e., by comparing the measured spectral phases before and after a dispersive element
was introduced to the beam path. Later on, we will use this technique to test our novel
characterization modalities.
II.3. Nonlinear Optics
In the previous section, the nonlinear polarization PNL in Eq. (II.13) was ignored in order
to obtain key results from linear optics. The reduced wave equation can equally well
be solved analytically for the nonlinear polarization, provided that some concessions are
made. Perhaps themost important of these is the slowly-varying envelope approximation
(SVEA), which essentially allows some higher-order derivatives of the electric field and
polarization with respect to t and z to be ignored. If the material is in addition assumed
to be only weakly dispersive such that GVD and higher-order phase can be neglected,





PNL(t, z) . (II.23)
Using Eq. (II.23) (or more elaborate equations if necessary), nonlinear effects such as
harmonic generation can then be described. Here we merely present the relevant results.
II.3.1. Phase matching
Let us briefly consider second-harmonic generation (SHG) with a β-barium borate (BBO)
crystal. Unless special care is taken, the phase velocities of the second-harmonic and
fundamental fields will differ in the crystal, leading to the two fields being periodically
in-phase and out-of-phase. Energy will oscillate between the two fields, never leading to
efficient SHG. Constructive interference and a flow of energy from the fundamental to
the harmonic field can therefore only occur if the phase mismatch ∆k, given by





is approximately zero. In the so-called type I phase-matching scheme (which we will
employ) the incident fundamental field and the generated second-harmonic field travel
along different optical axes of the birefringent BBO crystal. These are the ordinary and
the extraordinary axes which have their own refractive indices no,ne, respectively. By
cutting the crystal at a specific angle, one can assure that ne(ω0) = no(2ω0) so that perfect
phase matching (∆k = 0) is achieved at the carrier frequency.
As a further complication, even when the phase-matching condition is approximately
fulfilled, the difference between the group velocities of the fundamental and second-
harmonic fields limits the range of frequencies across which harmonic generation can
occur efficiently. The phase-matching bandwidth can however be increased by reducing
the length of the nonlinear interaction, namely by using a very thin crystal. In order
to characterize few-cycle pulses with very broad spectra, BBO crystals with thicknesses
in the order of 10µm are routinely employed. Another option is to focus the incident
beam very tightly so that the field intensity remains high only for a very short distance
along the direction of propagation. Phase matching of focused beams leads to further
complications, however, which will be addressed in the context of surface third-harmonic
generation in later chapters.
II.3.2. Nonresonant Processes
In the perturbative limit where the field intensities involved are not exceedingly high, the
various nonlinear effects of different orders can be described by forming a power series
of the polarization P [8],
P = ϵ0
[
χ(1)E +χ(2)E2 +χ(3)E3 + . . .
]
. (II.25)
Due to the vectorial nature of the fields E and P, the susceptibilities χ(n) are properly
described as tensors of order n+ 1, not scalars as implied by Eqs. (II.14) and (II.25). For









where the relevant component of the second-order susceptibility tensor χijk(ω3;ω1,ω2)
depends on the frequencies ω1,ω2 of the incident electric field components Ej ,Ek along
j,k, respectively. Each of the indices i, j,k represent any of the three Cartesian coordi-
nates x,y,z. χijk is a third-order tensor with 27 components. Only some of these compo-
nents are independent, however, depending on the symmetry properties of the nonlinear
medium. The sign and magnitude of the frequencies ω1,ω2 define which nonlinear pro-
cess is being considered, and
∑
p takes the permutations of the terms with ω1,ω2 into
account. For example, setting ω2 = ω1, Eq. (II.26) describes SHG with ω3 = 2ω1, while
ω2 = −ω1 gives ω3 = 0 and thus describes optical rectification, where a DC polarization
is induced across the nonlinear medium.
If the nonlinear medium has an inversion symmetry, as is the case for amorphous
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Figure II.1 – Photon diagrams for selected nonresonant third-order nonlinear effects. The upward
arrows correspond to the annihilation of a photon, while the downward arrows indicate that a photon
is created. The length of an arrow corresponds to the energy E = ~ω. Energy conservation is ensured
by choosing the frequencies such that the vector sum of the arrows is zero for each interaction. Dashed
lines represent virtual states, while solid lines correspond to real eletronic states. Adapted from Ref. [8].
materials and gases, the second-order susceptibility tensor vanishes (χijk = 0) and no
second-order polarization can occur. The same is true for all even-order polarizations,
leaving only odd-order terms in Eq. (II.25). As the susceptibilities for increasing polar-
ization orders get weaker and weaker, typically only the lowest-order nonlinearities must
be considered. Thus, for amorphous media such as the fused silica windows we employ,
only χ(3) is relevant.
The third-order polarization can be described analogously to Eq. (II.26), with the third-
order susceptibility tensor written as χijk(ω4;ω1,ω2,ω3). Various third-order nonlinear
effects obtained for different sets of frequencies ωn are illustrated in Fig. II.1. For our
purposes the most important ones are third-harmonic generation (THG), and the op-
tical Kerr effect. The latter is also known as the intensity-dependent refractive index,
described via [8]
n = n0 +n2I , (II.27)






Here we have ignored the tensorial nature of the susceptibility, and continue to do so
henceforth. By modifying the refractive index, an intense pulse will alter its own phase
as it passes through a nonlinear medium. This effect is known as self-phase modulation
(SPM). For laser beams with, for example, a Gaussian transverse intensity profile, the
center of the pulse will experience a higher n than the periphery. Thus, an effective lens
is formed, leading to the spatial effect of self-focusing.
Notice that all the interactions described in Fig. II.1 involve only so-called virtual
states (intermediate states that cannot be observed) and the ground state. As such, these
nonresonant processes are extremely fast. If real electronic states lie close to the virtual
14






















Figure II.2 – Excitation and relaxation processes for a direct-bandgap semiconductor. Electrons are
depicted as black dots, holes as circles. Photons are represented by curly arrows.
states, however, the interaction is modified and the processes become resonant. We will
now briefly discuss two types of media relevant for our experiments, semiconductors
and metallic nanoantennas, where resonant behavior is expected. After explaining the
specifics of these media, we will elaborate on resonant processes in general.
II.4. Nonlinear Optics with Semiconductors
At room temperature, solids can be classified as insulators, semiconductors or metals
based on their electrical conductivity [64]. In this work we employ all three types.
Note that the case of insulators is described by the nonresonant processes above and
in Fig. II.1. Conductivity is largely determined by the electronic band structure of a
given material, especially by the bandgap energy Eg which is the difference between the
lowest conduction band (CB) and highest valence band (VB) points. If the bandgap is nar-
row enough, electrons can be thermally excited into the CB, leaving a positively charged
hole in the VB. Both of these can act as charge carriers. In addition, electrons and holes
can form bound pairs called excitons. We will encounter these quasi-particles in our
study of ZnO nanorods in Chapter VII. Metals such as gold have a partially filled CB so
that there is an abundance of carriers, making metals excellent conductors, while insu-
lators like fused silica have such large bandgaps that virtually no carriers are found at
room temperature. Between these two extremes lie semiconductors, whose bandgaps are
small enough to allow a degree of control over the conductivity, for example by creating
electron-hole pairs via absorption of light.
The excitation and relaxation processes relevant for our experiments are illustrated for
a direct-bandgap semiconductor in Fig. II.2. The semiconductors we are dealing with,
ZnO and TiO2, have direct bandgaps of 3.4 and 3.2 eV, respectively. The employed near-
infrared photons with energies of≈ 1.5eV are therefore too weak to allow a single-photon
15
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interband excitation over the bandgap for either of our semiconductors, but multipho-
ton absorption (MPA) can still occur, see Fig. II.2 (a). Once electrons are found in the
conduction band, single photons may be absorbed to promote an electron to a higher-
energy state within the CB in an intraband excitation, cf. Fig. II.2 (b). Strictly speaking,
intraband dipole transitions are forbidden by selection rules. However, for tightly con-
fined fields such as those found in the nanostructures we study, higher-order transition
moments can be substantially increased. This allows intraband excitation for example
via quadrupole transitions [67]. After many intraband transitions, these hot electrons
high up the conduction band distort the energy distribution of carriers from an ideal
Fermi-Dirac distribution. Given time, the system will move towards the ideal distribu-
tion via relaxation processes such as thermalization, where energy is lost nonradiatively,
see Fig. II.2 (d). Hot electrons can also scatter from a VB electron, and if the hot elec-
tron is energetic enough, the VB electron can be promoted to the CB in this impact- or
avalanche ionization (AI) event, cf. Fig. II.2 (c). To ensure the conservation of momen-
tum in a given transition, the lattice must provide the missing momentum (represented
by the gray arrows) by creating phonons, quanta of lattice vibrations. Phonons can also
account for energy conservation, for example in thermalization, but their energies are
typically small compared to the bandgap so that energetic photons or hot electrons are
always required for interband excitations. Electrons and holes (as well as excitons) can
also recombine radiatively, see Fig. II.2 (e), emitting photons with the frequency ω = E/~,
where E is the energy difference between the two annihilated carriers. For a well popu-
lated CB, radiative recombination can lead to a broad photoluminescence (PL) emission
spectrum, illustrated by the range of colors. The radiative recombination process can
also be coupled to phonons, further broadening the spectrum. If the lattice is imperfect
due to defects or impurities, a small amount of defect states might be found even in the
bandgap, allowing CB electrons to gradually relax into the VB in a nonradiative fashion
via phonons as shown in Fig. II.2 (f).
Note that aside from these transitions to real states, the previously described nonlin-
earities may still take place in semiconductors, and, depending on the employed photon
energies, the interaction can either be resonant or nonresonant. In Chapter VIII, we study
resonant THG in a TiO2 thin film.
II.5. Nonlinear Optics with Plasmonic Nanoantennas
In metals, a plasmon is a quantum of longitudinal oscillation of the conduction electron
cloud [64]. As with previous examples, the interaction between a metallic particle and an
electric field is described by the susceptibility χ, or equally well by the dielectric function
ϵ = ϵ0(1 +χ) . (II.29)
A simple way to derive ϵ for ametal is via the Drude–Sommerfeldmodel of a free electron
gas. Following Ref. [16], the equation of motion for an electron moving between heavy
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Here e is the elementary charge, and γd is a damping constant. Using a plane-wave ansatz





Taking the macroscopic polarization P as the sum of N electrons with dipole moments







Here the screening effects from bound electrons are taken into account by ϵ∞. The






divides the response of the metal particle into two frequency regions. Ignoring the damp-
ing and screening effects (γd = 0,ϵ∞ = 1), the refractive index n =
√
ϵ/ϵ0 becomes imagi-
nary for ω < ωp, implying that electric fields cannot propagate far inside the metal. The
penetration depth is known as the skin depth. Thus, light with ω < ωp will be reflected,
while for frequencies ω > ωp the metal becomes transparent because the electron cloud
is not fast enough to respond to the incident electric field. More realistically, the higher
frequencies can be absorbed by the electrons, much like with semiconductors in Fig. II.2.
While electromagnetic waves cannot propagate inside metals, they can exist along an
interface between the metal and a dielectric such as air. Coupling of light into such a sur-
face plasmon polariton (SPP) is, however, typically possible only if a prism or a grating is
used to essentially match the wave vector components kx along the interface for the SPP
and the incident light. On the other hand, if a metallic particle is much smaller than the
wavelength along one or more dimensions, the entire charge cloud covering the surface
of the particle can start to oscillate collectively in response to the incident electric field.
These localized SPPs, sometimes referred to as particle plasmon polaritons [16], can be
readily excited in our experiments simply by focusing NIR pulses onto Au nanoparti-
cles. Regardless of whether coupling of light is possible, surface plasmons can be excited
by bombarding a metal structure with high-velocity electrons. Moreover, depending on
the dimensions of the structure, localized or propagating surface plasmons may emerge
and in some cases even coexist [68]. As we are exclusively using light to excite localized
surface plasmons, the term polariton is appropriate here. For brevity, however, we often
speak of particle plasmons, or simply plasmons. Unless otherwise noted, we use all these
17
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Figure II.3 – Enhancement of near field around a bowtie nanoantenna similar to ours, as estimated
via a boundary element method simulation [70–72]. Shape of the bowtie shown in gray. Courtesy of
Vanessa Knittel, University of Konstanz.
terms to refer to localized SPPs.
As the existence of localized SPPs essentially makes the nanoparticles resonators, their
characteristics influence the optical response of the nanostructures greatly. The plas-
monic resonance frequency and damping rate can be tuned by altering the size and shape
of the nanoparticle. The dielectric environment of the nanostructure can also be per-
turbed, for example by a binding molecule, such that the plasmonic resonance frequency
is shifted, which is why nanoparticles can also be employed for sensing applications even
down to the single-molecule level [69]. Gold is a common choice of material for plas-
monic nanostructures as it is chemically inert and has the desired Drude-like behavior
(i.e., is described by Eq. (II.32)) for red to near NIR wavelengths [15], such as those em-
ployed in our experiments. Moreover, the available fabrication methods have matured
to the point that gold nanostructures can be produced at the relevant, sub-wavelength
scale with sufficient precision so that the resonances can be tuned to optical frequen-
cies. The ability to absorb and emit light efficiently, and in general the enhancement
of light-matter interaction in a limited band around the resonance frequency allows the
nanoparticles to act as optical antennas [15].
The laser-induced charge oscillations along these nanoantennas can focus the electric
field far beyond the diffraction limit of light such that the near field is greatly enhanced,
in some cases by many orders of magnitude [73]. This enhancement is especially pro-
nounced at sharp tips, such as the gap between the bowtie-shaped Au nanoantennas we
employ, cf. Fig. II.3. With intense fields, nonlinear optical effects such as harmonic gener-
ation are expected, as usual. Moreover, the bowtie antennas have (in comparison to other
common geometries) a broad plasmon resonance bandwidth which allows ultrafast in-
teraction with broadband few-cycle pulses [15]. Owing to the strong field enhancement,
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we can be sure that the harmonic radiation is generated primarily at the bowtie apexes
and not at the surrounding substrate, simplifying further analysis. THG can in fact oc-
cur both in the gold interfaces and in the dielectric substrate found in the gap between
the antennas. The relevant strengths of the two emitters depend on the geometry of the
nanoantennas and the gap between them, as well as of the substrate χ(3) [74]. What mat-
ters to us is that efficient THG does occur, and that it is mediated by the particle plasmon
polaritons whose dynamics we are investigating. As we will show later on, the harmonic
radiation can be harnessed to measure the plasmonic dephasing time.
II.6. Resonant Processes
As stated above, nonlinear processes become resonant if the virtual states involved lie
close to real states. Similarly, when a part of the fundamental pulse spectrum overlaps
with the energy of a transition to a real state, the system can be considered resonant
in the linear sense [7]. A resonant system can typically interact with its surroundings,
for example by releasing stored energy over time via scattering events. More generally,
this interaction corresponds to the coupling of the resonant system with a dissipative
system [7, 75]. Thus, physical properties such as the carrier population of the resonant
system become time dependent, implying that the strength of light-matter interaction is
also time dependent. That is, the optical response of the system can depend on events at
previous times, or be delayed.
The dissipative behavior can be taken into account by introducing relaxation time con-
stants. Two such constants are obtained via a semiclassical treatment of a resonant two-
level system. T1 is related to the decay of excited states (relaxation of energy), while
T2 describes how long the system remembers its phase after an excitation (relaxation of
phase). Moreover, a system with a finite T1 is said to have a memory, while a finite T2
corresponds to a noninstantaneous response [7]. Various conventions exist for what ex-
actly the time constants signify, depending on the nature of the studied system [65]. For
plasmonic nanoparticles, the dephasing time T2 is often thought to be connected [76] to








T ∗ . (II.34)
On the other hand, for macroscopic solids, one typically finds that T1 ≫ T2, implying that
the decay rate 1/T ∗ is dominant [7, 65]. For our purposes it is sufficient to consider T2 as
a phenomenological relaxation time constant for the decay of the polarization amplitude
— which we are measuring — irrespective of the quantum-mechanical origins.
Let us first consider a single-photon resonance using a classical approach to obtain the
dephasing time T2. Much like above, we derive the complex linear susceptibility via a
damped harmonic oscillator model. In a system with the resonance frequency ωr , the
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Figure II.4 – Complex Lorentzian line shape. Adapted from Ref. [65].






+ω2r z = − emeE , (II.35)
where γd = 1/T1 is a damping constant describing the decay of energy. In other words,
the amplitude of the oscillation decreases with the rate γd /2. For a large number of
dipoles, the damping rate is increased due to random collision events where the dipoles
get out of phase. If the collisions occur at a mean rate of 1/T ∗, the amplitude decay
rate becomes 1/2T1 + 1/T ∗, which is equal to the decay rate 1/T2 as given by Eq. (II.34).
The updated energy decay rate is then ∆ωr = 2/T2. Note that Eq. (II.35) is essentially
just Eq. (II.30) with the additional resonance term ω2r z. Once again, we take a plane-






ω2r −ω2 + iω∆ωr
. (II.36)
Eq. (II.36) corresponds (approximately) to a complex Lorentzian line shape with the
FWHM of ∆ωr = 2/T2, where the imaginary part defines the absorption (or amplifica-
tion) spectrum, and the real part gives the phase response, see Fig. II.4. In the time
domain, the Lorentzian line shape is equivalent to an exponential decay of the induced
polarization amplitude with the time constant T2.
To see why the complex χ results in absorption, we substitute Eq. (II.36) into Eq. (II.18),
leading to a complex wave vector k. Substituting the complex k into Eq. (II.17), we find
that a positive (negative) imaginary part of k leads to exponential absorption (gain) upon
propagation by introducing the term e∓ Im{k}z. Absorption is expected over gain, unless a
population inversion is somehow induced, i.e., if the upper-level population of the two-
level system implied here exceeds the ground state population. This analysis underlines
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the fact that a complex χ, absorption, resonance and a finite dephasing time are very
much intertwined. The real and imaginary parts of the linear susceptibility are in fact
bound to one another by the Kramers–Kronig relation, essentially linking absorption
and the phase response described by the real part of the refractive index. In general,
one finds that the noninstantaneous material response is synonymous with a complex,
frequency-dependent susceptibility.
For nonlinear resonant processes, behavior similar to the linear case is expected, in-
cluding the emergence of an absorption linewidth, phase contribution and a finite de-
phasing time. The analytical description of resonant nonlinear processes can however be
exquisitely complicated, especially when pulse durations are comparable to the dephas-
ing time [7]. The interplay of transient absorption and dispersion, propagation, as well as
coherent and nonlinear phenomena renders the prediction of a dephasing time difficult.





Ultrafast Laser Pulse Characterization
In an ideal world, one could measure all the desired properties of ultrashort laser pulses
with a single technique. This perfect measurement would yield the complex-valued
spatio-temporal electric field E(t,r) for an individual pulse. As the shortest pulses to-
day are typically not isolated events, but produced instead at megahertz repetition rates
with solid-state mode-locked lasers, a full characterization would also be able to tell how
stable the pulse train is, and by how much and in which way the pulses differ from one
another. The measurement should also be applicable to pulses of arbitrarily short or long
temporal extent, and work in any given wavelength range from the extreme ultraviolet
(XUV) to the mid infrared. Ideally, the measurement data could be obtained and pro-
cessed in real time, yielding the electric field in an unambiguous, deterministic manner.
The measurement should also be self-referenced, so that no a priori knowledge of the
employed or investigated pulses is required.
In reality, compromises must of course be made. Isolating and characterizing a single
pulse can be challenging, due to e.g. a high repetition rate or a low pulse energy, so that
averaging over countless pulses is required, yielding at best a representative answer of
how a typical pulse looks like. Because of the employed nonlinearities and the spectral
sensitivity of available photon detectors, any given characterization technique is limited
in bandwidth and the applicable range of the optical spectrum. The absolute phase, also
known as the carrier-envelope phase (CEP), is impossible to be measured with commonly
used techniques, simply because the measured traces are independent of the absolute
phase [9]. Although examples exist where one [77, 78] or two [79] spatial dimensions
are measured simultaneously (or via repeated measurements while scanning through
space [80]) with the complex temporal envelope of the electric field, most techniques
are limited to the temporal or spectral domains. Without a spatial resolution, unwanted
spatio-temporal couplings cannot be identified, possibly leading to a myriad of detri-
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mental effects [81]. For many techniques such as the popular frequency-resolved optical
gating (FROG) [13, 60, 82, 83], obtaining the pulse electric field from measurement data
is an inverse problem, often riddled with nontrivial ambiguities. Such a problem can
only be solved or inverted with an iterative algorithm which is not only time consuming
but can also fail to reach the correct answer. If an algebraic, deterministic solution exists,
the inversion of measurement data can be very fast, as is the case with another common
technique, spectral-interferometry for direct electric-field reconstruction (SPIDER) [14,
84]. At the same time, the lack of redundancy in data can make such a technique less
reliable, e.g. in the presence of pulse train instability [85].
Considering most applications, however, these obstacles can be overcome. The un-
measured and unstable CEP can be stabilized and measured externally if needed [86].
Moreover, the CEP only becomes important for few-cycle pulses and highly nonlinear
processes, most prominently so in high-harmonic generation, where the harmonics yield
can be severely affected [87]. While the capability to spatially resolve the pulse electric
field can be crucial for some applications, for example obtaining the highest possible
focal intensity for an ultra-high intensity laser [79], having only a temporal resolution
is more than sufficient in most situations. Pulse train instabilities can in principle be
detected with FROG-like techniques [85]. Nevertheless, many pulsed laser sources such
as the passively mode-locked titanium-sapphire lasers employed in this work are highly
stable, and the produced pulses very much alike. Thus, the electric field of a single,
averaged pulse can safely be used to represent the entire pulse train. Recent develop-
ments [41] in inversion algorithms and novel measurement techniques, including those
presented in Publications [II–IV], have shown that FROG and related methods are highly
robust. A suitable characterization technique can often be chosen based on the approx-
imate pulse duration and the employed region of the optical spectrum, and by defining
the parameters of interest to be measured. For example, XUV pulses with attosecond
time scales can be measured with FROG for complete reconstruction of attosecond bursts
(FROG-CRAB) [88], and over octave-spanning pulses from the visible range up to mid
IR with SEA-F-SPIDER [89] or time-domain ptychography [48], for example.
In the context of this thesis, we are mainly interested in the self-referenced measure-
ment of the complex temporal profile E(t), as given by Eq. (II.6), for unamplified ultra-
short pulses in the near infrared (NIR), ranging from few optical cycles to over a hun-
dred femtoseconds in duration. While many characterizationmodalities suitable for such
pulses exist, our use-case is somewhat more involved: we wish to study the response of
the nonlinear medium employed in the pulse measurements, not only the pulse per se.
The chosen nonlinear media present some restrictions and requirements for the applica-
ble pulse characterization techniques. First and foremost, we mainly employ third-order
nonlinearities in solid media. The fact is that currently no SPIDER-like techniques based
on χ(3) nonlinearities exist. Even if such techniques were available, it is unclear how
and if they could be applied here. Attosecond streaking might in principle be applied
in some cases, but the technique remains of limited used in solids [35]. Thus, out of the
characterization techniques suitable for few-cycle pulses, FROG-like methods based on
THG present the most promising choice. For reasons that will be discussed in more de-
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tail later on, collinear techniques are strongly preferred over the traditional noncollinear
FROG variants. This chain of reasoning leads us to interferometric FROG (iFROG) [11,
12] employing THG as the nonlinearity. As no previous solution to invert THG-iFROG
measurements exists, we must develop one ourselves. A large portion of this work, in-
cluding the rest of the present chapter, is therefore devoted to introducing and demon-
strating the aptitude of our novel solution to THG-iFROG. We begin by giving a general
view of ultrafast pulse characterization techniques.
III.1. Complete Characterization
The simultaneous measurement of both the amplitude and the phase of a pulse electric
field, in either temporal or spectral domain is generally referred to as complete character-
ization. The two domains, as stated above, are connected by a simple Fourier transform,
so that either representation of the pulse can be easily obtained from the other. There
are many ways to classify complete characterization modalities. Walmsley [9] divided
the numerous techniques into three principal categories: spectrography, interferome-
try, and tomography. Loosely speaking, spectrography encompasses techniques such as
FROG, while SPIDER falls under interferometry. Considering that we are investigating
interferometric FROG — a method that has little to do with SPIDER yet its very name
contains the word interferometric — it is clear that using the terms spectrography and in-
terferometry in this context can be quite confusing. For our purposes it suffices to speak
of FROG-like and spectral shearing techniques instead, with no direct reference to Walm-
sley’s definitions of spectrography or interferometry. Here we call a characterization
technique FROG-like if an iterative algorithm is employed to reconstruct a 1D electric
field from a 2D dataset where one of the dimensions is the frequency ω. Spectral shear-
ing modalities, on the other hand, have a direct algebraic solution, and may employ 1D
or 2D data to obtain the 1D electric field [90], and in some cases a 2D electric field (one
spatial coordinate) from a 2D dataset.
The most important example of spectral shearing within the context of this work is
SPIDER [14]. In SPIDER, two relatively delayed test pulse replicas are mixed via sum-
frequency generation with a third, heavily chirped copy of the test pulse. Because of the
temporal delay between them, the unchirped pulses are mixed with a different spectral
component of the chirped pulse, resulting in two upconverted pulses with a known fre-
quency shift between them. This frequency shift is one way of introducing a spectral shear
[90], hence the name to our category. Thus, the upconverted pulses interfere to create a
fringe pattern in the spectral domain, subsequently recorded by a spectrometer. When
the spectral phase of the test pulse — algebraically obtained from the fringe pattern —
is combined with an independently measured fundamental spectrum, the electric field
is fully characterized in the spectral domain.
Pulse characterization modalities falling into Walmsley’s third category, tomography,
are markedly different from FROG-like methods or spectral shearing, making the defini-
tion useful here as well. Tomographic techniques are based on the idea that if the Wigner
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Figure III.1 – Simulated Wigner trace (top left) for a three-cycle pulse with a carrier wavelength of
800 nm after introducing some third-order dispersion. Integrating (i.e. taking a projection) over either
coordinate yields the intensity envelopes of the test pulse in time- (bottom) or frequency domain (right).





















can be rotated or sheared in the chronocyclic (time-versus-frequency) space in a con-
trolled fashion, a set of measured projections of the Wigner function (spectral or tempo-
ral intensity) can then be used to deterministically reconstruct the underlying function,
and subsequently the test pulse [91]. See Fig. III.1 for an illustration of the Wigner func-
tion and the two projections. The rotation of the Wigner function can be realized via
successive quadratic phase modulations performed in frequency and time domains, hav-
ing spatial analogues to free-space propagation and a spatial lens, respectively. Temporal
imaging [92] uses these phase modulations in alternate domains to produce a magnified
pulse in the time domain, which can then be measured with a comparatively slow de-
tector. Recently, temporal imaging was used to completely characterize each and every
individual pulse in a train of picosecond pulses with a 50MHz repetition rate over a time
span of ≈ 100ms [93]. Producing a precise quadratic temporal phase modulation has
proved difficult, however, limiting the temporal resolution of tomography to hundreds
of femtoseconds at best [9, 94, 95]. Moreover, tomographic modalities for ultrashort
pulses characterization have been demonstrated mainly for fiber-optic systems, while in
the focus of the present work are pulses propagating in free space.
26
III.2. Autocorrelation
In contrast to tomography, a myriad of FROG-like and spectral shearing techniques
have been developed for the characterization of ultrashort pulses, along with a few stellar
demonstrations close to the single-cycle regime [48, 96–98]. Further examples of equally
capable techniques include multiphoton intrapulse interference phase scan (MIIPS) [99]
and dispersion scan (d-scan) [100] which are based on a combination of a fundamen-
tal spectrum measurement and a set of spectra measured after introducing a controlled
amount of dispersion to the test pulse. Recently, a 1.4-cycle pulse was characterized with
d-scan [101]. Neither MIIPS or d-scan fall into any of the three categories described by
Walmsley, but clearly fit our definition of FROG-like techniques. In Chapters IV to VI
two novel FROG-like pulse characterizationmodalities, THG-iFROG and ptychographic-
interferometric FROG (piFROG), are introduced, along with a new solution for the SHG
variant of iFROG. Next, we will discuss the concepts relevant to these techniques, and
their predecessors, while spectral shearing methods and tomography are left to less at-
tention.
III.2. Autocorrelation
One of the earliest ways to measure the duration of a laser pulse is intensity autocorre-
lation, which, owing to its simplicity, is still widely used. In intensity autocorrelation,
the test pulse is split into two replicas which are then subjected to a nonlinear mixing
process, typically SHG [102, 103] or two-photon absorption [104], serving as a time-
nonstationary gate. By varying the time delay τ between the pulse replicas, the non-
linear signal is modulated such that the pulse effectively samples itself in time domain.
The two possible beam geometries are illustrated in Fig. III.2 employing SHG. With the
(a) Noncollinear (background-free)
(b) Collinear .
Figure III.2 –Autocorrelation geometries. Simulated signals for a few-cycle pulse as measured by either
system shown on the right. Figure adapted from Ref. [11].
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noncollinear geometry in Fig. III.2(a), the mixing term |E(t)E(t − τ)|2 of the two pulses
can be measured without the influence of either of the individual correlations |E(t)|2 and
|E(t − τ)|2, which is why this measurement scheme is also referred to as the background-




|E(t)E(t − τ)|2 dt =
+∞∫
−∞
I(t)I(t − τ)dt (III.2)
can subsequently be used to estimate the temporal intensity envelope of the test pulse.
As is clear from the right hand side of Eq. (III.2), the autocorrelation measurement is
independent of the temporal phase of the test pulse. Complete characterization of the
complex electric field E(t) is therefore impossible.
Attempts have been made to allow at least some degree of phase sensitivity to auto-
correlation measurements. Interferometric autocorrelation [105] or fringe-resolved auto-
correlation employs the collinear beam geometry of Fig. III.2(b), where the above rejected




|E(t) +E(t − τ)|2 dt , (III.3)
producing a phase-sensitive fringe structure, modulated at ω0 and 2ω0. The temporal
phase can then be estimated, to an extent. Independently measured fundamental spec-
trum can help narrow the solution space [106], but a priori knowledge such as the pulse
shape is always required, and even then the solution is not unique. For both beam geome-
tries, the measured signal is always symmetric with respect to τ , making intensity and
interferometric autocorrelations blind to the direction of time, i.e. it is impossible to tell
which side of the measured intensity envelope arrived first. All these hindrances make
simple autocorrelation measurements insufficient for complete pulse characterization.
Nevertheless, their simplicity has also made autocorrelators a very popular measurement
tool when a mere estimate of the pulse duration will suffice.
III.3. Collinear and Noncollinear Frequency-Resolved Optical
Gating
In many ways a successor of the autocorrelation methods, FROG is one of the first and
most widely spread of all complete characterization methods for ultrashort laser pulses
[60]. Considering the measurement device, FROG is a simple extension of the non-
collinear intensity autocorrelator as the only necessary modification is to replace the
simple power meter with a spectrometer. Thus, a FROG measurement produces a spec-
trogram, also known as a FROG trace. A simulated example of a FROG trace is shown in
Fig. III.3(a).
Similarly, an iFROG trace is a spectrally-resolved collinear interferometric autocorre-
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Figure III.3 – Simulated SHG-based (a) FROG and (b) iFROG traces for a three-cycle pulse with a
carrier wavelength of 800 nm and some third-order dispersion.
lation [11, 12]. A simulated iFROG trace corresponding to the FROG trace on its left
hand side can be seen in Fig. III.3(b). As with interferometric autocorrelation, the use of
a collinear beam geometry in iFROG leads to the appearance of an interferometric fringe
structure, a characteristic feature of every iFROG measurement. The interferometric
spectrogram contains more redundant data than the corresponding FROG trace, giving
iFROG additional sensitivity to the spectral phase, an increased robustness against noise
and measurement errors, and the possibility to use several independent but simultane-
ously recorded data sets for pulse retrieval [12, 38]. Moreover, collinearity enables the
use of high numerical aperture objectives and other focusing optics, vastly increasing
the sensitivity of the technique over noncollinear FROG. Pulse characterization in the
focus of such objectives is important for example in the context of biological measure-
ments, where careful optimization of the incident electric field can prolong the lifetime
of fragile, microscopic biological samples [11]. On the other hand, the tight focusing
can also be used to produce very high incident field intensities for less-sensitive samples,
such as dielectrics, allowing efficient nonlinear light-matter interaction to occur. We will
demonstrate that this facilitates the measurement of nanojoule pulses directly from an
oscillator (Chapters IV and V), and fundamental research of nonlinear effects (Chap-
ters VII and VIII, see Refs. [27, 28, 107] for more examples). Further still, the so-called
geometrical time-smearing effect [60] is avoided entirely. This distortion results in an in-
creased error margin for the retrieved pulse, limiting the usability of noncollinear FROG
variants for few-cycle pulses [108]. Yet another advantage is that the tighter focusing
allowed by collinearity also decreases the interaction length within a nonlinear medium
during harmonic generation, thus increasing the phase-matching bandwidth and finally
facilitating the characterization of few-cycle pulses with concomitantly wide spectra.
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While FROG and its decade younger sibling, iFROG, are in many ways alike they dif-
fer in how the electric field of the pulse is reconstructed from the measured spectrogram,
namely the retrieval algorithm. Specifically, FROG algorithms are either limited in capa-
bility or not applicable at all for iFROG variants. Difficulties in solving the more complex
iFROG pulse retrieval problem is perhaps the main reason for the 10-year gap between
first demonstrations of FROG and iFROG, and why iFROG is not nearly as well known
as the classic SHG-based FROG [83], along with its many variants such as polarization-
gating [82] and self-diffraction [13] FROGs. The retrieval algorithms and their differences
will be discussed thoroughly below.
Collinear variants of FROG where special care has been taken to remove the interfer-
ometric fringes either computationally [11] or experimentally [109–111] have also been
demonstrated. The advantage of these techniques is that standard FROG algorithms
maybe used directly on the measurement data without extensive post-processing. Unfor-
tunately, this simplification of the measurement data comes with the cost of losing the
additional information carried by the fringes, reduction of obtainable dynamic range or
signal strength, and, for the experimental cases, a more complicated measurement setup
is required.
In addition to being capable measuring the complex electric field of a pulse, iFROG
and most FROG variants are also self-referenced. A notable exception to this rule is the
cross-correlation FROG (XFROG) [112], which uses a completely characterized reference
pulse to measure an unknown pulse. XFROG is especially well suited for weak or highly
structured pulses. The accuracy of XFROG, however, relies on accurately measured ref-
erence pulse, highlighting the importance of self-referenced techniques.
III.4. Iterative Solutions to Inverse Problems
Unlike in spectral shearing where the test pulse can be obtained algebraically, only an
iterative deconvolution strategy can yield the solution for FROG-like methods [9]. Mea-
sured nonlinear spectrograms may correspond to many solutions, underlining the need
for a robust algorithm capable of finding the correct pulse shape. Here we introduce a
selection of iterative algorithms that are suitable for pulse retrieval using FROG traces,
or similar measurements, such as iFROG traces or the newly introduced piFROG traces.
In the following discussion, the focus will be on the applicability of the algorithms to our
methods of choice, iFROG and piFROG.
III.4.1. Generalized Projections
Most of the commonly used FROG algorithms are based on the concept of generalized
projections (GP). The aim of a GP algorithm is to find a signal field Esig(t,τ) that satisfies
two conditions: a mathematical-form constraint, and a data constraint. The former states
that the signal field must conform to a mathematical form as defined by the employed
nonlinearity, e.g., Esig(t,τ) ∝ E(t)E(t − τ) for SHG-FROG. The latter condition requires
that the signal field, after a Fourier transform into the frequency domain, matches the
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MATHEMATICAL FORM















Figure III.4 – Effect of constraint set topology on the act of making projections in the case of SHG-
FROG. Here, the page represents the space of all possible signal fields Esig(t,τ), and the two constraint
sets are subsets of this space. A projection is made by moving from a randomly selected point (start) to
the nearest point in either constraint set along a straight line. Subsequent projections are made between
the two constraint sets. When both sets are convex (a), convergence is guaranteed. If either set is non-
convex (b), GP can stagnate on a local minimum, preventing the algorithm from reaching the solution
(red path). Non-convexity can also lead to a situation where a projection is not uniquely defined (blue
paths), which is why a generalized projection must be defined. Figure (a) adapted from Ref. [60].
measured FROG trace.
Both of these constraints define a (possibly) non-convex set within the complex space
of all the possible Esig(t,τ). For a geometrical illustration see Fig. III.4. A FROG algorithm
based on GP makes a series of projections between the two sets, hopefully converging to
a point that is a member of both sets, i.e. the solution, cf. Fig. III.4(a). In practice an exact
solution is difficult to achieve, especially in the presence of measurement noise, and as
a compromise it is considered sufficient that the two constraints are only approximately
fulfilled [60]. The need for such a compromise is related to the fact that the two constraint
sets are not necessarily convex. This observation leads to two important consequences.
First, convergence is not guaranteed, that is, a solution (let alone the correct one) may
not be reached. Instead, the algorithm can stagnate or get stuck to a local minimum, cf.
red path in Fig. III.4(b). While this problem can be mitigated, for example by switching
algorithms during pulse retrieval, the fundamental nature of the problem means that it
cannot be completely removed, which is why GP algorithms are known to struggle espe-
cially with noisy data [113]. A second consequence of non-convexity is that a projection
is not necessarily unique. A projection onto either of the two sets corresponds to moving
a minimal distance within the space of signal fields in order to reach the destination set.
At times, the non-convexity of the sets results in a situation where several points of the
destination set are found equally close to the starting point, cf. blue paths in Fig. III.4(b).
Thus, a projection to the nearest point is not unique, and a generalized projectionmust be
defined.
A GP onto the data constraint set is easily made. As a FROG trace is an intensity
measurement, the data constraint is fulfilled simply by replacing the amplitude of the




= Esig(ω,τ) with the square root of the mea-
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sured FROG trace while leaving the phase intact. Although this newly acquired signal
field E′sig(t,τ) is by definition a member of the data constraint set, it most likely does not
belong to the mathematical-form constraint set. A GP to the latter set is therefore re-
quired next and, as it turns out, it is a much more complicated task than fulfilling the
data constraint.
In the classical realization of a GP-based FROG algorithm [114], the generalized projec-
tion onto the mathematical-form constraint set is executed by minimizing the functional
distance Z between the current iteration of the signal field, E(k)sig (t,τ), and a new signal
field generated from the next iteration of the electric field E(k+1)(t). For an SHG-FROG




∣∣∣∣E(k)sig (ti , τj )−E(k+1)(ti)E(k+1)(ti − τj )∣∣∣∣2 . (III.4)
Z is minimized by computing the gradient ∂Z/∂E(k+1)(t) at the current iteration E(k)(t),
and then moving from E(k)(t) in the direction of steepest descent until an approximate
minimum is found [60]. Because the distance between the data-constrained E(k)sig (t,τ)
and the mathematical-form abiding new signal field is minimized, this procedure is a
generalized projection. Having acquired a new E(t), the next iteration of the algorithm
begins, and the cycle is continued until the signal field is deemed a sufficiently close








I (meas)FROG (ωi , τj )−µ
∣∣∣Esig(ωi , τj )∣∣∣2]2 , (III.5)
where I (meas)FROG is the measured trace and µ is a constant which minimizes G.
Alternatives to the classical GP algorithm do exist. A clever way of making a general-
ized projection onto the mathematical-form constraint set without the need for gradients
or a minimization procedure can be found using matrix algebra. The principal compo-
nent generalized projections (PCGP) [115] employs a so-called outer product form (anal-
ogous to the signal field in classic GP) that can be easily computed for a probe and a
gate pulse, and subsequently transformed to a FROG field. After applying the measure-
ment constraint as above, the outer product form is obtained from the FROG field. In-
stead of minimization, the probe and gate pulses can be efficiently and directly obtained
through a singular-value decomposition of the outer product matrix (a generalized pro-
jection onto mathematical-constraint space).
For an iFROG trace, defining a signal field or an outer product form is difficult or even
impossible, and thus a GP-based pulse retrieval algorithm is generally not feasible [12].
A notable exception is the SHG-iFROG, which allows the extraction of an SHG-FROG
trace, for which any standard FROG algorithm is applicable [11]. Analogously to SHG-
iFROG, a subtrace pertaining to the outer product form can be extracted from a piFROG
measurement. This effectively reduces the piFROG to a blind FROGmeasurement, where
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two unknown pulses are retrieved instead of just one, and for which PCGP can be used.
While this possibility of using PCGP for piFROG measurements is not pursued in this
work, comparing the performance of the two algorithms could present an interesting
case study.
III.4.2. Differential Evolution
The difficulties in implementing GP for iFROG necessitate an alternative strategy for
pulse retrieval. Casting the concept of projections aside, the iFROG subtraces can never-
theless be extracted from measurement data and computed numerically for a given E(t).
Using a cost function for difference between synthetic and measured data (e.g. analogous
to Eq. (III.4) or Eq. (III.5)) then allows, in principle, to use an arbitrary minimization al-
gorithm to alter the simulated electric field in a way that minimizes the chosen measure,
thus yielding the correct pulse. A previously discovered solution for SHG-iFROG [38]
uses a line minimization strategy employing analytically defined gradients of the Z-error
akin to the classic GP (Eq. (III.4)), but therein Z is defined in the frequency domain and
for a subtrace of iFROG (acquired through Fourier filtering), not the entire trace. More-
over, no projections corresponding to the data constraint are employed. Essentially a
local gradient fitting strategy like the classic GP, this solution of the iFROG problem is
unfortunately inflicted with some of the same problems associated with GP, most im-
portantly the tendency to stagnate in local minima, especially for noisy data [116]. For
THG-iFROG, analytical solutions for the corresponding gradients have not been found,
so that the strategy in [38] cannot be applied. In publication [V], an iFROG solution
based on the Nelder–Mead direct search method [117] was implemented, but as a local
minimization strategy this algorithm is also easily caught in local minima, and is rela-
tively slow to converge.
In Chapter IV we implement differential evolution (DE) to minimize a cost function
analogous to the G-error in Eq. (III.5). Through a multitude of tests both numerical and
physical, this novel solution of the iFROG problem is shown to be highly robust, con-
taining several intrinsic error correction mechanisms, being resistant against detection
noise and to stagnation in local minima, all the while converging approximately as fast
as standard FROG algorithms, but with a more predictable behavior. The algorithm is
suitable for both second- and third-harmonic generation variants, utilizing all the infor-
mation contained within an iFROG trace. We call the method, or the combination of
the adapted algorithm and the measurement technique, DE-iFROG. To emphasize, our
implementation of DE is conceptually different from the GP in the sense that no pro-
jections between two sets of constraints are made. Instead, all the iterations satisfy the
mathematical-form constraint, i.e., that a pulse and the corresponding trace are in perfect
agreement, and the pulse is simply altered such that the corresponding trace converges
towards the measurement data. We will now describe DE from a general perspective,
while the implementation for iFROG is discussed in Section IV.3.2 in greater detail.
Differential evolution is an evolutionary algorithm suitable for global minimization of
complicated cost functions [39]. This direct search method has many beneficial qual-
ities, such as consistent convergence to the global minimum and the ability to escape
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for i = 1 . . .NP
TERMINATE
ηCR
Figure III.5 – Flowchart describing the chosen variant of the differential evolution algorithm. The
best-of-random mutation operation is highlighted with the dashed rectangle. Adapted from Ref. [40]
and Publication [III].
local minima, suitability for parallel computation for increased speed, and a relatively
few control variables for ease of use. DE employs the evolutionary operations of muta-
tion, crossover, and selection to breed a population of real-valued parameter vectors or
individuals toward the global minimum.
There are many ways to implement DE, but we selected the best-of-random approach
[40, 118], illustrated in Fig. III.5. Starting with a random population E(0) that ideally
covers the entire parameter space, the fitness of each of the NP number of individuals
is first measured with the cost function Ψ. Each vector E(k)i of the current generation k
then acts as a primary parent for the offspring, while a secondary parent E(k)a undergoes
a mutation process. The mutation vector is produced from a randomly selected set of
three vectors a, b and c (a,b,c , i), of which the fittest (i.e. lowest associated value of the
cost function) is selected as the secondary parent. The difference of the two remaining
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vectors E(k)b and E
(k)
c is computed, multiplied with a random number F, and added to
the secondary parent. The offspring are then generated by combining the primary par-
ent and the mutant vector in the crossover step such that each element of the mutant
vector has a crossover probability ηCR to replace the corresponding element of the pri-
mary parent. Once all the offspring have been generated, their fitness is measured, and
the offspring are combined with the current population and ordered according to their
fitness. The fittest NP individuals are selected to form the next generation, while the
equally many weaker specimens are discarded. If the fittest individual has a sufficiently
low cost-function value the algorithm terminates, otherwise the next iteration begins.
To implement DE for the iFROG problem, the parameter vectors are defined as com-
plex electric field vectors in the time domain E(t), while the cost functionΨ(E) compares
the rms difference between subtraces extracted from the iFROG measurement and their
synthetic counterparts produced using E. This makes Ψ(E) analogous to the FROG er-
ror G of Eq. (III.5), as was already mentioned. The subtraces will be introduced and
thoroughly discussed in Section IV.2.
III.4.3. Time-Domain Ptychography
While GP and our implementation of DE are fundamentally different approaches to the
pulse retrieval problem from spectrograms, the common denominator is that the entire
spectrogram is used in each evaluation of a cost function. The recently discovered pulse
retrieval technique of time-domain ptychography (TDP) differs from the previous exam-
ples in this respect, as each spectral slice of the spectrogram (i.e., one delay sample at a
time) are independently employed by a cost function in a successive manner. TDP is a
temporal domain analogue of the real space imaging technique ptychography, which we
will briefly discuss next.
Much like GP, ptychography is a phase-retrieval algorithm, but for far-field diffraction
patterns instead of a spectrogram. In a generalized diffraction experiment, an illuminat-
ing beam is diffracted from a real space object, creating a diffraction pattern that is most
conveniently described in the reciprocal space with the amplitude |F(q)|. The complex
field F(q) is connected to the real space object f (r) through a simple Fourier transform.
In order to access spatial information of the diffracting object, the phase of F(q) must be
obtained so that an inverse Fourier transform can be carried out. The concept of pty-
chography was first proposed by Hoppe in 1969 [47] to solve this phase problem for
diffraction experiments. In essence, Hoppe proposed that the phase can be measured if
adjacent points in the reciprocal space (reflexes) are “folded" such that they partly over-
lap, e.g. by introducing a narrow-slit aperture before the object. The term ptychography
coined in Ref. [119] refers to this folding of the reflexes (“ptycho" is Greek for “to fold").
In 2015, decades after Hoppe’s first publication on the subject, it was shown that pty-
chography could be adapted for time domain phase retrieval, essentially by replacing
the far-field diffraction pattern with a spectrum, and the real space object with one in
the time domain, such as an ultrashort laser pulse [44, 120]. The most advanced pty-
chographic algorithms, ptychographic iterative engine (PIE) [45] and extended ptycho-
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RETURN TO TIME DOMAIN
Sm(t,τm) = F −1[Sm(ω,τm)]
TRANSLATE GATE







Sm−1(t,τm) = Em−1(t) ·Gm−1(t,τm)
Figure III.6 – Flowchart for a time-domain ptychography algorithm. Adapted from Refs. [46, 48].
graphic iterative engine (ePIE) [46], can be applied with relatively small adjustments to
pulse measurement schemes both old and new, ushering the way for TDP techniques.
For example, SHG-FROG and blind FROG measurements can be robustly solved with
TDP [41]. All TDP modalities involve a probe pulse and a gate pulse, which can also
be one and the same thing. The main difference between PIE and ePIE from the per-
spective of TDP is, roughly speaking, that PIE can only retrieve a probe pulse if the gate
pulse is known, while ePIE is capable of retrieving both. Thus, for self-referenced pulse
characterization methods, ePIE is the obvious choice.
The ePIE algorithm, as applied to TDP byWitting et al. [48], and also later in this work,
is illustrated in Fig. III.6. Starting with random complex vectors with Nt elements for the
test pulse E(t) and the gate pulseG(t), the TDP algorithm loops through theM number of
delay points τm, each corresponding to a spectrum in the measured data set Imeas(ω,τm),
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and updates the two pulse fields at the end of each loop iteration. Unlike with a GP-
based FROG, the spectrogram in TDP does not have to be sampled on a square grid, so
thatM ,Nt and any number of spectra at delays τm can be recorded, even with arbitrary
step sizes. Similar flexibility of the delay coordinates is offered by our DE-based iFROG
pulse retrieval. The cycle m begins with the translation of the gate pulse by the current
delay τm. The delayed gate pulse Gm−1(t,τm) is multiplied with the previous iteration of
the test pulse, Em−1(t), and subsequently Fourier transformed (F ) to obtain the spectrum
Sm−1(ω,τm). After replacing the amplitude of this spectrum with the measurement data,
i.e. a slice of the spectrogram Imeas(ω,τm), we return to the time domain by taking an
inverse Fourier transform (F −1), arriving at the field Sm(t,τm). The following formulas
are then applied to update the test and the gate pulses:
Em(t) = Em−1(t) + βE ·
G∗m−1(t,τm)
max|Gm−1(t,τm)|2 ·∆S (III.6)
Gm(t) = Gm−1(t) + βG ·
E∗m−1(t,τm)
max|Em−1(t,τm)|2 ·∆S . (III.7)
Here ∆S = Sm(t,τm)−Sm−1(t,τm) is the difference between the multiplied fields from pre-
vious iteration, and a similar quantity after the data constraint has been applied. For time
coordinates where this difference is comparatively large, the next iteration of the pulse
fields experiences the largest change. Thus, ∆S serves as a measure for close a given coor-
dinate of the current iteration of the fields is to convergence. The rate of change between
iterations can be scaled with the constants βE and βG. After the algorithm has cycled
through all the delay coordinates, the rms difference (analogous to the FROG error G in
Eq. (III.5)) between the thus obtained spectrogram and the measured trace is computed.
If the difference is small enough, the algorithm has converged and terminates, otherwise
a new cycle through the delays begins.
As we will show in Chapter VI, the above described TDP algorithm can be readily





Interferometric Frequency-Resolved Optical Gating
As discussed previously, the complete characterization method iFROG [11, 12, 38] is a
collinear adaptation of the typically noncollinear FROG [13, 60, 83], offering many ad-
vantages over its better known predecessor. The present Chapter builds on Publications
[II] and [III] describing two variants of DE-iFROG, and to some extent on Publication [V]
which employed a more primitive version of iFROG, as well as Publication [IV] about
piFROG. Some of the mathematical analysis and the data processing related to Publica-
tion [V] were already discussed in the Master’s Thesis of the author [121], but the anal-
ysis has been considerably refined since. In fact, much of the formalism presented here
is previously unpublished, while details of the experiments and related design issues are
discussed more thoroughly than in the cited works of the author.
The structure goes as follows. We begin by presenting our experimentally measured
iFROG traces in Section IV.1. The structure of the traces is treated analytically in Sec-
tion IV.2, separately for the two variants based on either SHG or THG. We also explain
how the subtraces are extracted from an iFROG trace. Discussion on how these subtraces
can be employed for pulse retrieval is given in Section IV.3, while the presentation of re-
trieval results for both experimental and synthetic data is deferred until Chapter V. For
those interested, Appendix A holds more technical information on the measurement of
iFROG traces, along with features and design issues of a general iFROG apparatus.
IV.1. Experiments
A detailed illustration of our iFROG setup, suitable for both SHG-iFROG and THG-
iFROG measurements, is presented in Fig. IV.1. The choice of filters and the particular
BBO crystal (cut at 29.6°) for type I SHG make this apparatus optimized for a funda-
mental wavelength of approximately 800nm. This is of course no coincidence, as the
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carrier wavelength of our sub-10-fs test pulses provided by a passively mode-locked
titanium-sapphire oscillator (Pulse One, Venteon) is roughly 800nm, see an example of
a typical fundamental spectrum produced in Fig. IV.2. This particular spectrum has
been measured with a fiber spectrometer (AvaSpec, Avantes), which was calibrated with
a deuterium-halogen calibration light source (AvaLight-DH-BAL-CAL, Avantes).
Before entering the iFROG setup, the pulse is compressed by first introducing negative
group-delay dispersion (GDD) with a pair of double-chirped mirrors (DCMs) and subse-
quently fine-tuning the result with a pair of fused-silica prisms. The amount of glass was
tuned with the help of a real-time SPIDER measurement (FC-SPIDER, APE Angewandte
Physik & Elektronik), such that the resulting spectral phase was as flat as possible for
the estimated amount of air traversed by the pulse upon reaching the nonlinear medium
in the iFROG setup—the path to the SPIDER measurement was approximately 100 cm
longer, and the corresponding amount of GDD was subtracted from the phase measured
by SPIDER. This pulse with a relatively flat spectral phase is henceforth referred to with
the adjective unchirped, not with Fourier-transform limited, simply because the phase is
not absolutely flat, as will be seen from the retrieved pulses to be presented later on in
Chapter V. A further reason to call the pulse unchirped is that we will also place various
dispersive elements (transparent windows of fused silica or calcium fluoride) to the beam
path before the iFROG apparatus, consequently introducing differing amounts of addi-
tional dispersion to the pulse, making it chirped. The reason for this is that the additional
dispersion can be precisely estimated using the relevant Sellmeier equations, Eq. (II.22),
for a given window with a measured thickness. The eventual pulse retrieval for all the
test pulses will yield certain spectral phases, and by subtracting the retrieved phase of
the unchirped pulse from the phases of the chirped pulses, the differences in the phases
should be equal to the nominal phases calculated with the Sellmeier equations. As we
will learn in Chapter V, the results help to ascertain that the iFROG measurements are
indeed accurate.
Themeasured SHG-iFROG traces for the unchirped and three chirped pulses are shown
in Figs. IV.3(a)–(d). The chirped pulses were obtained by inserting 1.1 or 6.4mm of fused
silica, or 3.0mm of CaF2 to the beam path, corresponding to 39, 232, or 84 fs2 of GDD,
respectively. Notice the characteristic fringe-pattern found in all standard iFROG mea-
surements. What is also immediately visible even to the naked eye is that the higher
the dispersion, the flatter the trace: the sharpest peak around τ = 0 is found for the
unchirped pulse, decreasing to ambient level within just a few fringes, while this de-
crease takes tens of fringes for the chirped pulses. Another observation can be made by
looking at the spectra at the edges of the delay axis, most clearly in Fig. IV.3(a). The
fairly delay-independent envelope of the fringe structure continues throughout the trace
(albeit obscured by other features near τ = 0) and would in fact continue until the next
pair of pulses overlaps at a delay corresponding to the inverse of the repetition rate of
the titanium-sapphire oscillator. This corresponds to the harmonic spectrum of the in-
dividual pulses. The interference fringes would eventually disappear, however, once the
inverse spectral resolution of the spectrograph exceeds τ [49]. For our spectrograph’s
manufacturer given specification and the wavelength ranges employed, this would cor-
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Figure IV.1 – A detailed schematic of the iFROG measurement system employed in the experiments
presented in this work. List of abbreviations, categorized according to the logical parts of the setup,
follows. Dispersion compensation: DCM double-chirped mirror, W glass wedges. Interferometer:
BS beamsplitter, DS delay stage. Upconversion: OAPM off-axis parabolic mirror, S sample (e.g. BBO),
ACL aspherical collimating lens. Detection for THG (270nm): HR highly-reflecting mirror, BD beam
dump, IF interference filter. Detection for SHG (400nm): CGF color glass filter, P polarizer. Addi-
tional components: D dispersive element, FM flip mirror, FL focusing lens, FOC fiber optic cable.
Figure IV.2 – A typical example for the power spectral density (PSD) of pulses produced by the mode-
locked titanium-sapphire oscillator and used in the iFROG experiments presented in this chapter. The
spectrum was measured with a calibrated fiber spectrometer.
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Figure IV.3 – Experimentally measured SHG-iFROG traces for various test pulses. a Unchirped pulse.
b–d Chirped pulses, obtained from the unchirped pulse after traversing (b) 1.1mm of fused silica (FS),
(c) 3.0mm of CaF2, or (d) 6.4mm of FS. e Fourier transform of (a) along the delay axis reveals three
distinct modulation bands. Adapted from Publication [III].
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respond to τ > 10ps for the second-harmonic experiments, and τ > 4ps for the THG
ones, i.e., far beyond the temporal extent of a few hundred femtoseconds covered in our
measurements.
The Fourier-transform of the unchirped trace Fig. IV.3(a) is plotted in in Fig. IV.3(e),
revealing several distinct modulation bands that can be found at (angular) delay-fre-
quencies ξ corresponding to multiples 0,±1,±2 of the carrier frequency ω0. The negative
delay-frequencies ξ < 0 contain precisely the same information as the positive delay-
frequencies ξ > 0, hence there are only three distinct modulation bands, not five. These
will be discussed in greater detail in Section IV.2. Note that the term delay-frequency is
used here to refer to the Fourier-domain variable ξ corresponding to delay τ in the time
domain: F {f (τ)} = fˆ (ξ).
Figure IV.4 – a Experimentally measured THG-iFROG trace for an unchirped pulse, after background
removal. b Fourier-transform of (a). Contrary to SHG-iFROG, 4 modulation bands are found in the
Fourier domain, cf. Fig. IV.3(e). Adapted from Publication [II].
While four traces were given above for SHG-iFROG, only an unchirped pulse measure-
ment is presented here for THG-iFROG. During the THG-iFROG measurements, a weak
but noticeable fringe pattern was observed, even when the nonlinear medium was re-
moved and no THG should occur. Measuring the background and integrating over wave-
length, we took the Fourier transform of this autocorrelation signal and found it to match
the fundamental spectrum of our oscillator, i.e. corresponding to a Fourier-transform
spectroscopy measurement [122]. This background signal was most likely caused by a
minor fraction of the fundamental light leaking onto the CCD camera, despite all filter-
ing efforts, and the grating of the spectrograph. Fortunately, a simple subtraction from
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the iFROG data was sufficient to remove this contamination. The measured trace, after
the background removal, is shown in Fig. IV.4(a). As before, the trace is Fourier trans-
formed in Fig. IV.4(b), this time revealing four distinct modulation bands at 0,±1,±2, and
±3ω0. While test measurements with chirped pulses were also conducted, these iFROG
traces were ultimately deemed to contain too high an amount of measurement noise. The
increased dispersion caused the peak intensities of the test pulses to drop by a factor of
/ 10, leading to a massive decrease of harmonic field strength due to the cubic intensity
dependence, and finally to very low SNRs in the measured spectra. While pulse retrieval
was still possible, the initial results indicated a high error margin in the retrieved electric
field, leading to the decision to limit further measurements to the unchirped case where
sufficient SNR for reliable pulse retrieval could be obtained. Nevertheless, the retrieved
unchirped pulse was in excellent agreement with an accompanying SPIDER measure-
ment, as we will learn in Section V.2.2, and as such serves well as a proof of concept for
the novel THG-iFROG method.
This concludes the initial treatment of the iFROG measurements. In the next section,
the structure of iFROG traces will be thoroughly discussed from an analytical point of
view, paving the way for simulations and the ultimate objective of pulse retrieval from
both experimental and synthetic data. The experimental data presented here will be
revisited for error correction and other procedures in Section IV.3.1. These steps are
made in preparation for pulse retrieval, the results of which are presented in Chapter V.
IV.2. Structure of iFROG Traces
As we have seen in the previous section, a physical iFROG measurement produces a 2D
trace, or intensity data with respect to the detection wavelength λ and the time delay τ .
For reasons of computational convenience, the measured trace is converted from wave-
lengths to (angular) frequencies ω in order to facilitate comparison to simulated data in
the context of pulse retrieval. The analytical computation of an iFROG trace from an
electric field in time domain necessitates the use of Fourier transforms, producing spec-
tral data as a function of frequency, not wavelength. Neglecting constant factors and
spectral dependence—e.g., due to imperfect phase matching in the harmonic generation
process or varying detection efficiency—and assuming an instantaneous upconversion








[E(t) + E(t − τ)]h e−iωt dt
∣∣∣∣∣2 . (IV.1)
The rhs of Eq. (IV.1) is simply the power spectral density of the harmonic field gener-
ated by the two replicas of the test pulse E(t), as a function of the delay between the
pulses. Here the complex electric field E(t) contains the carrier wave at the frequency ω0
and the complex envelope E(t), as defined by Eqs. (II.5) and (II.6). The eventual pulse
retrieval aims to obtain exactly this, the complex electric field envelope E(t) of the test
pulse. In Fig. IV.5(b) we give an example of a simulated SHG-iFROG trace computed
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with Eq. (IV.1) by setting h = 2 and using an arbitrary electric field shown in Fig. IV.5(a).
IV.2.1. On the Modulation Bands and Subtraces
Besides via Eq. (IV.1), another way of describing an iFROG trace is through the modula-
tion bands which are a consequence of the interfering harmonic fields. An iFROG trace








m (ω,τ) , (IV.2)
where h is the order of employed nonlinearity. The index m = 0 . . .h signifies the modu-
lation frequency as multiple of the carrier frequency ω0, such that in the Fourier domain
a given band M (h)m (ω,ξ) is found at the delay-frequencies ξ = ±mω0. See Fig. IV.5(d) for
the Fourier transform of our example trace with respect to the delay coordinate τ . The
analytical source for this separation of the bands is due to a cosine factor present in each
band, being of the form
M
(h)
m (ω,τ) ∝ cos[mω0τ +φ(ω,τ)] , (IV.3)
where φ(ω,τ) is an arbitrary phase function. For convenience, we also define the modu-
lation band M̂ ∈ R2 from which the cosine (and therefore the fringes) have been removed
such that the previous proportionality of Eq. (IV.3) no longer holds:
cos[mω0τ]M̂
(h)
m (ω,τ) ≡M (h)m (ω,τ) (IV.4)
M̂
(h)
m (ω,τ) ̸∝ cos[mω0τ +φ(ω,τ)] .
Because an iFROG trace is an intensity measurement, the data is real-valued. Proper-
ties of the Fourier transform then dictate that the two portions of the modulation bands
at either positive or negative delay-frequencies contain exactly the same information.
As these modulation bands are well separated in the Fourier domain, they can be ex-
tracted by Fourier filtering [12]. In Fig. IV.5(d) we apply a 4th order super-Gaussian filter
to isolate the band at ξ = ω0. Taking an inverse Fourier transform back into the time
domain, followed by the modulus, results in the isolated modulation band M̂ (2)1 (ω,τ)
without the fringes. The result is shown in Fig. IV.5(c). By using only one of the two
Fourier domain bands, the originally cosine-modulated, real-valued band of the form
cos[mω0τ +φ(ω,τ)]M̂
(h)
m (ω,τ) becomes complex: 12e
i(mω0τ+φ(ω,τ))M̂
(h)
m (ω,τ). Because we
will need this procedure of picking only one of the two band replicas later on, we define























m,2(ω,τ) + . . . . (IV.5)
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Figure IV.5 – Employing the temporal intensity (red line) and phase (blue line) for an ultrashort pulse
a, an SHG-iFROG trace is computed b. For d, the trace in (b) is Fourier transformed along the delay
axis. c Using a super-Gaussian filter illustrated with the blue dotted curves in (d), a single modulation
band is isolated in the Fourier domain, and transformed back into the time domain. Taking the modulus
of the result gives the fundamental modulation band. Figure adapted from Publication [III].
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Here we have allowed a single modulation band M (h)m to be composed of a number of
terms, each containing a cosine factor. This property is needed further below for the
band M (3)1 , which contains two terms. Once the operator C has been applied, taking
the modulus of the Fourier filtered band removes the fringes, revealing the underlying
envelope of the band, i.e. M̂ (h)m (ω,τ). Unfortunately, taking the modulus destroys part of
the information contained in the modulation band, namely the phase φ(ω,τ). Thus, the
modulus is used here only for illustrative purposes, and is not part of the eventual pulse
retrieval. To access the phase, the argument is taken instead of the modulus. Because the
thus acquired phase is indeterminate to a factor of 2pi, an unwrapping procedure is used
to make the phase continuous. The fast oscillation due mω0τ can be removed by shifting
the isolated band to zero frequency in the Fourier domain, prior to taking the argument.
This phase extraction procedure corresponds to the Takeda algorithm [123].
A more detailed analysis below shows that each of the modulation bands m < h con-
tain information about the nonlinear mixing of the two relatively delayed pulses, and as
such can be individually used for pulse retrieval. On the other hand, the band m = h
contains only the sum of the harmonic field intensities of each pulse, and therefore no
information on the phase of the test pulse remains. While this fact prohibits direct re-
trieval of the complex electric field of the test pulse, it turns out that the phase of the
m = h band can still be extracted with the above described Takeda algorithm, and used to
measure the movement of the translation stage responsible for introducing the relative
delay τ between the two pulse replicas [12, 38]. With this knowledge, it is possible to cor-
rect for measurement errors caused by the inevitable irregularities in the measurement
points τ , and subsequently remove the fringes of the modulation bands 0 < m < h. Un-
like the above described procedure, where the modulus of a band was taken, this latter
approach preserves all the information of the band. Once the fringes have been removed
from the bands, what remains are the subtraces S(h)n (ω,τ), where n = 0 . . .h−1 corresponds
roughly to m. There are a total of h number of subtraces that can be obtained, i.e., two
for SHG-iFROG, three for THG-iFROG. The direct current (DC) modulation band m = 0
does not require the removal of a modulation, however, and the corresponding subtrace
is exactly equal to the modulation band, i.e. S(h)0 (ω,τ) ≡M (h)0 (ω,τ). Once these subtraces
are obtained from the measurement data, they can be fed into the iterative pulse retrieval
algorithm which aims to reproduce the measured subtraces. Using predefined formulas,
the algorithm produces synthetic subtraces for a given electric field, and, through grad-
ual adjustments of the electric field, minimizes the difference between the measured and
simulated subtraces, thus retrieving the correct pulse.
IV.2.2. Summary of the iFROG Subtraces
As the derivation of the subtraces is somewhat tedious, we only show the results here.
The full derivations are presented in Appendices B and C for SHG-iFROG and THG-
iFROG, respectively. These results are an integral part of the pulse retrieval algorithm
for iFROG, the subject of Section IV.3.2. For the definitions of the various fields and
variables, the reader is encouraged to find the information in the relevant Appendices.
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Noting that the square modulus of a complex electric field E(ω) is equal to its spectral
intensity, i.e. |E(ω)|2 = I(ω), the two SHG-iFROG subtraces are:
S
(2)












The relevant definitions are found in Appendix B.
Following the above presentation style, the three THG-iFROG subtraces are:
S
(3)
0 (∆ω,τ) ≡ 2I (3)(∆ω) + 9I (3)FROG(∆ω,τ) + 9I (3)FROG(∆ω,−τ) (IV.7a)
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with the relevant definitions found in Appendix C.
A subtrace can be derived from experimental or synthetic numerical data via
S
(h)








where the operator C as defined by Eq. (IV.5) refers to Fourier filtering of the operand
M
(h)
m=n, such that only the positive (or the negative) delay-frequencies are considered,
while the negative (positive) delay-frequencies are zeroed.
The phase φmod is extracted from the highest order modulation band M
(h)
m=h according
to Eq. (B.7), that is, by Fourier filtering the band on either positive or negative delay-
frequencies and taking the argument of the complex field, followed by an unwrapping
which makes the phase continuous along τ . This unwrapping is absolutely necessary,
otherwise the multiplication nhφmod in Eq. (IV.8) produces nonsensical results. After the
annealed phase has been obtained, the timing jitter τjitter of the measured tau can be esti-









respect to the frequencies, weighted by the power spectral density. The power spectral
density is given by integrating the modulation band along the delay τ . The linear phase,
i.e. the ideal delay τ , must also be removed. Once obtained, the timing jitter τjitter can
then be used as a correction term that essentially conforms the ideal τ to better fit the
measured data:
τ ′ = τ + τjitter . (IV.9)
48
IV.2. Structure of iFROG Traces
The phase φmod can then be computed using the corrected τ ′, and the known frequencies
ω, e.g. for SHG-iFROG φmod = (∆ω + 2ω0)τ ′, and subsequently employed to obtain the
subtraces S(h)n>0 via Eqs. (IV.6) to (IV.8).
Once the subtraces have been extracted from the iFROG measurement as described
here, and the formulas to compute their synthetic counterparts for a given electric field
are established, all that is missing for a complete pulse retrieval method is an iterative re-
trieval algorithm. This, along with some practical issues and their solutions, is discussed
in the next Chapter.
IV.2.3. Examples of iFROG Subtraces
In order to give a more tangible idea on the appearance of the iFROG subtraces, and
how the characteristic features therein might change when the test pulse is altered, we
present a few examples here.
The two SHG-iFROG subtraces for the test pulse in Fig. IV.5 are depicted in Fig. IV.6.
In contrast to the corresponding S(2)0 subtrace in Fig. IV.6(a), and to the FM modulation
band shown in Fig. IV.5(c), the FM subtrace S(2)1 in Fig. IV.6(b) also contains negative
values, as indicated by the color blue. In other words, the higher-order subtraces are no
longer simple intensity measurements. As we will explain below, the negative values in
a subtrace can be beneficial in detecting a chirp of the test pulse.
Figure IV.6 – Simulated a DC (S(2)0 ) and b FM (S
(2)
1 ) subtraces for SHG-iFROG, corresponding to the
test pulse in Fig. IV.5.
For THG-iFROG, Fig. IV.7 displays a set subtraces computed for few simple test cases.
These examples are discussed in Publication [II], while a similar account can be found
for SHG-iFROG in Ref. [38]. The time-domain intensities and phases of the test pulses
are shown on the top row, while the spectral presentation is given one row below. Going
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further towards the bottom of the figure, the three bottom rows respectively depict the
three subtraces, S(3)0 , S
(3)
1 , and S
(3)
2 , or the DC, FM, and SHM subtraces for THG-iFROG.
The simplest pulse, in Figs. IV.7(a) and (b), is Fourier-transform limited (FTL), and has
a Gaussian spectrum. The three subtraces, Figs. IV.7(i), (m), and (q), are rather similar
in appearance, consisting of a single Gaussian peak, excluding the constant harmonic
background found in the DC subtrace. Taking a closer look at the DC subtraces for the
rest of the examples in Figs. IV.7(j)–(l), it is evident that such a background is a ubiquitous
feature. Another noteworthy feature is that all of the three subtraces for the FTL pulse
contain solely nonnegative values.
In Fig. IV.7(b), we have a similar pulse but this time with added group-delay disper-
sion. This dispersion not only causes the time-domain intensity envelope to stretch, but
also changes the appearance of the FM and SHM subtraces dramatically, as there are now
regions with negative values, cf. Figs. IV.7(n) and (r). Indeed, for subtraces other than
the lowest order, S(h)0 , such negative regions appear whenever the spectral phase is not
completely flat. This is also true for the FM subtrace S(2)1 in SHG-iFROG [38]. Negative
values are therefore a clear and intuitive means to identify the presence of chirp in a test
pulse, even prior to any pulse retrieval. This property could possibly be exploited in dis-
persion tuning, for example to obtain an FTL pulse. Moreover, the negative portions are
also easily identified by a retrieval algorithm based on the subtraces, making the pulse
retrieval more sensitive for the spectral phase.
Because of the employed nonlinearity, THG-iFROG is ambiguous to phase jumps for
multiples of 2pi3 . This is in fact an advantage over SHG-iFROG, which has an ambiguity
for multiples of pi2 , and is therefore unable to detect phase jumps of pi, which commonly
occur at interfaces when approaching an optically more dense medium. This property is
demonstrated in the two rightmost columns of Fig. IV.7. The double pulse in Fig. IV.7(c)
is otherwise identical (in time domain) to the pulse in Fig. IV.7(d), but the train of two
pulses are in-phase in the former example, yet out-of-phase in the latter. This is reflected
in the spectra Figs. IV.7(g) and (h), and also in all of the corresponding subtraces, where
the in-phase pulse leads to a single maximum, while the out-of-phase yields two equal
maxima. The difference is again easily noticed by any retrieval algorithm exploiting the
subtraces.
IV.3. Pulse retrieval
Now that the analytical framework for processing iFROG traces has been established, we
may move on to discuss the actual pulse retrieval. First, in Section IV.3.1, the prepara-
tion of experimental data into a form suitable for a retrieval algorithm is discussed and
subsequently applied to the measured iFROG traces, presented above in Section IV.1.
Next, the previously covered differential evolution algorithm is adapted for iFROG in
Section IV.3.2. Once the full iFROG method has been thoroughly explained, we will
demonstrate pulse retrieval with iFROG in Chapter V for the prepared experimental
data, as well as for synthetic test data. A comparison to rivaling characterization tech-
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Figure IV.7 – Simulated subtraces for THG-iFROG, each column representing a different test pulse.
From left to right, these are: Fourier-transform limited pulse, linearly chirped pulse, and double pulses
in-phase, and out-of-phase. a–d pulse intensity and phase in time domain. e–h pulse intensity and
phase in frequency domain. i–l DC subtraces S(3)0 . m–p FM subtraces S
(3)
1 . q–t SHM subtraces S
(3)
2 .
Figure adapted from Publication [II].
51
Chapter IV. Interferometric Frequency-Resolved Optical Gating
niques is also given.
IV.3.1. Preparations
As briefly mentioned in Section IV.2, the measured iFROG trace is converted from wave-
lengths to frequencies prior to any further processing for reasons of computational con-
venience. To ensure that the spectra Sω(ω) and Sλ(λ) measured in frequencies or wave-
lengths, respectively, contain an equal amount of energy we integrate over each domain







As λ = 2pic/ω, we have dλ = (−2pic/ω2)dω. After a replacement of variables in Eq. (IV.10),












Sλ (λ) , (IV.11)
This procedure produces a set of frequency coordinates with varying spacing. Therefore,
in order to accommodate the upcoming and necessary discrete Fourier transforms, the
spectra have to be interpolated to equidistant frequency sampling.
Next, the delay axis is calibrated, and possible experimental flaws maybe taken into
account with the steps described below. This discussion loosely follows Publications [II]
and [III].
Marginals
As previously discussed, the ideal iFROG intensity I (h)iFROG(ω,τ) given by Eq. (B.1) neglects
any spectral dependence in the generation, transmission, or detection of the harmonic
spectrum to be measured. A more accurate description for themeasured iFROG intensity,








[E(t) + E(t − τ)]h e−iωt dt
∣∣∣∣∣2 . (IV.12)
For a nonconstant R(ω), the measured trace differs from the trace produced by Eq. (IV.1),
the latter of which is assumed correct by the pulse retrieval algorithm described in Sec-
tion IV.3.2. Unless corrected for, this difference can lead to a systematic error, and an
increased uncertainty in pulse retrieval. It turns out that the function R(ω) can in fact be
measured using the so-called marginals, and subsequently used to correct the measured
trace for experimental flaws.
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Two distinct marginals can be computed for a given iFROG trace, obtained via inte-














These can then be compared to independently measured interferometric autocorrelation
(iAC) or harmonic spectrum, respectively, as a consistency check, similar to standard
noncollinear FROG variants [60, 124, 125]. Besides these simple tests, the marginals
have much more useful purposes as well. The delay marginal M(h)τ (τ) can be used the
accurately pinpoint the zero point for the delay τ , e.g. by isolating the strongest fringe,
fitting a polynomial on top, and finally picking the maximum of the fitting function.
Finding the zero delay is extremely important for the pulse retrieval, otherwise the sim-
ulated subtraces will never fit to the poorly centered measurement data.
Rather than using the spectral margin for an entire iFROG trace as given by Eq. (IV.14),
a more practical use is found for the background-free spectral marginals of the DC-
modulation bands M (h)0 . After extraction of the DC-modulation bands (Eqs. (B.6a) and
(C.16a) for SHG-iFROG and THG-iFROG, respectively) through Fourier filtering, the
delay-independent harmonic signals can be easily removed from the time-domain mod-
ulation bands M (h)0 (ω,τ) by subtracting the spectrum at the edges of the delay range
from the entire band. For SHG-iFROG, this procedure leaves the standard SHG-FROG
trace





∣∣∣∣E(2)FROG(ω,τ)∣∣∣∣2 dτ . (IV.15)
For THG-iFROG, the same procedure gives the sum
∣∣∣∣E(3)FROG(ω,τ)∣∣∣∣2 + ∣∣∣∣E(3)FROG(ω,−τ)∣∣∣∣2, which
does not cause any complications here because the integration can be carried out for each




∣∣∣∣E(3)FROG(ω,τ)∣∣∣∣2 dτ . (IV.16)
The usefulness of these spectral marginalsMω, derived from an iFROG trace, is based
on the fact that an analytically equivalent marginalMω can also be computed from sep-
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arately measured spectra [125]. For SHG-FROG, the spectral margin is equal to the au-
toconvolution of the fundamental spectrum [125],
MSHGω (ω − 2ω0) ≡ Sfund(ω −ω0) ∗ Sfund(ω −ω0) . (IV.17)
And for THG-FROG, both the fundamental Sfund and the second-harmonic SSHG spectra
are required,
MTHGω (ω − 3ω0) ≡ Sfund(ω −ω0) ∗ SSHG(ω − 2ω0) . (IV.18)
If there is a discrepancy between the two differently obtained marginals, this indicates
that the measured iFROG trace deviates from an ideal measurement by some frequency-
dependent transfer function, which we equate to transfer function R(ω) as defined in
Eq. (IV.12). Using the two marginals, the transfer function can be measured
Mω(ω) = R(ω)Mω(ω) ⇒ R(ω) ≡ Mω(ω)Mω(ω) . (IV.19)
The iFROG trace can then be at least partially corrected for any such wavelength-depen-









Zero signal is of course impossible to recover, for example when there is a zero in the
phase-matching efficiency curve, cf. Fig. IV.8(c). Likewise, for wavelength ranges with
very low values of the transfer function R(ω), detection noise can be greatly amplified.
For this reason, the transfer function should be given a lower limit. Note that all of
the above definitions are for (angular) frequencies, while the physical measurements are
invariably in wavelengths. Several conversions between the two domains are therefore
required in order to execute the marginal correction as defined by Eq. (IV.20).
In Fig. IV.8 we illustrate the spectral marginal-correction for a synthetic SHG-iFROG
trace. The trace in Fig. IV.8(a) is obtained by spectrally weighting our example trace in
Fig. IV.5(b) by a typical, sinc2 shaped phase-matching curve, plotted as a black dotted
line in Fig. IV.8(c), along with the spectral marginals of the traces. Both the corrected
and uncorrected traces are later on, in Section V.1.1, subjected to pulse characterization,
illustrating the beneficial effect of the procedure.
In practice, one might not always have access to the independently measured spec-
tra, especially the SHG spectrum in the case of THG-iFROG. Fortunately, performing a
marginal correction is not absolutely necessary, and was found to have only amarginal ef-
fect on the results of pulse retrievals performed on our experimentally measured traces.
Instead, a simple background removal was often enough to prepare the measurement
data for use by the retrieval algorithm. This is likely a consequence of the spectral
weighting function being relatively flat and featuring no zeros of the phase-matching
efficiency within the wavelength range employed, i.e. the effect is not as dramatic as with
our numerical example in Fig. IV.8.
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(a) Before correction (b) After correction
(c)Measured margins
Figure IV.8 – Spectral marginal-correction for a simulated iFROG trace which has been subjected to a
frequency-dependent weighting function. Traces shown before (a) and after (b) the marginal correction.
The procedure is based on the comparison of frequency marginals (c) measured for the weighted trace
before (blue solid line) and after (red dashed line) the marginal correction. For most of the frequency
range, the marginal of the corrected trace matches the marginal of the iFROG trace before the spec-
tral weighting (black solid line) perfectly. For spectral regions where the weighted trace has negligible
signal content due to a low phase-matching efficiency (black dotted line), the signal cannot be reliably
recovered, causing the corrected margin to miss its target. Figure adapted from Publication [III].
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Removal of Timing Jitter
In addition to the above described marginal correction—essentially adjusting the mea-
sured trace via frequency-dependent weighting—the iFROG traces can be corrected for
errors in the delay sampling, due to e.g. nonuniform movement of the translation stage,
or mechanical instability of the interferometer. These imperfections can be described by
the timing jitter τjitter, which, as explained in Section IV.2.2, can be measured from the
phase of the highest order modulation bandM (h)m=h. Once measured, the delay axis can be
corrected according to Eq. (IV.9). In Fig. IV.9 we demonstrate the jitter measurement with
synthetic data. A nonuniform delay sampling was simulated by iteratively constructing
a delay axis where a normally distributed random number was added after each delay
step, i.e. the kth delay coordinate is given by
τk = τk−1 +∆τ + δ(σjitter) ,
where ∆τ is the step size, δ(σjitter) is a normally distributed random number with a mean
of zero and a standard deviation σjitter. One particular result of this procedure was chosen,
the deviation of which from an equidistant delay sampling (i.e. setting σjitter = 0) is plotted
in Fig. IV.9(b) with a blue line, corresponding to a timing jitter τjitter. This noisy set of
delay coordinates was then used to construct an iFROG trace I (h)jitter with a timing jitter. In
Fig. IV.9(a) the difference between I (h)jitter and the trace I
(h)
ideal with noise-free delay sampling is
shown. The timing jitter measured from I (h)jitter is shown in Fig. IV.9(b), green line, matching
the input jitter τjitter very well. Numerical tests indicate that an RMS timing-jitter of
2pi, corresponding to an entire optical cycle, can still be recovered. In Section V.1.2 we
perform two sets of pulse retrievals for the trace with jitter, I (h)jitter, one with and a second
without the jitter correction described by Eq. (IV.9) to demonstrate the effect.
The timing jitter can also bemeasured from the experimental data sets. In Fig. IV.10(a),
the timing jitter extracted from each of the four SHG-iFROG measurements presented
earlier in Figs. IV.3(a)–(d), and the single THG-iFROGmeasurement shown in Fig. IV.4(a),
are presented in a single plot for easy comparison. Curiously, the measured timing jitters
are very similar for all of the five experiments, indicative of a systematic error. Most
likely culprit is the piezoelectric actuator, i.e. the delay stage, which upon closer in-
spection revealed a small but significant positioning error, akin to hysteresis. In order
to make the similarity between the measured timing jitters more obvious, we compute
cross-correlations with the measurement employing 1mm fused silica window, and the
rest of the measurements, see Fig. IV.10(b). Linear trends were removed at 50 fs inter-
vals from the curves in Fig. IV.10(a) to mitigate the influence of slow changes in the
jitter (possibly due to interferometer drift), and the signal was limited to the 200 fs range
shown. The cross-correlations are scaled such that the value 1 corresponds to two iden-
tical signals, −1 to anti-correlation, while ≈ 0 indicates no correlation. The high values
of ≈ 1 near zero displacement prove that the timing jitter repeats similar patterns in ev-
ery measurement, in other words there is definitely a systematic error in the delay τ for
our iFROGmeasurements. While the chirped-pulse SHG-iFROGmeasurements, and the
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(a) Deviation from a perfect trace (b) Jitter measurement
Figure IV.9 – Measurement of timing jitter from synthetic data. a The difference between a simu-
lated SHG-iFROG trace with irregular delay sampling—corresponding to an imperfect movement of
the translation stage in an interferometer creating the pulse replicas—and a perfectly sampled trace. b
Inserted (blue line) and measured (green line) timing jitter, with an rms value of ≈ 1.8 radians. Figure
adapted from Publication [III].
unchirped measurement for THG-iFROG, all have an rms timing-jitter of 70± 5 attosec-
onds, the unchirped measurement for SHG-iFROG has a slightly larger value of ≈110 as.
This is mostly likely due to some mechanical disturbance in the laboratory during mea-
surement, e.g. increased airflow from an open door, vibration of the optical table, etc.
The fact that iFROG can measure such small discrepancies is already remarkable, but
that these measurement errors can also be compensated for (see Section V.2) is even more
impressive.
Extraction of Subtraces from iFROG Measurements
Once the marginal correction has been made, and the timing jitter measured, the sub-
traces S(h)n (∆ω,τ) may be extracted from a given iFROG trace using Eq. (IV.8), as de-
scribed in Section IV.2.2. Most of the extracted subtraces for our four SHG-iFROG, and
a single THG-iFROGmeasurement are shown together with the pulse retrieval results in
Section V.2.
IV.3.2. Differential Evolution for iFROG
With the extracted subtraces at hand, we may finally move on to pulse retrieval. For this
purpose, we employ differential evolution (DE), an evolutionary algorithm (EA) previ-
ously discussed in Section III.4.2 from a more general perspective. We will now describe
the modifications required to adopt DE for the global optimization problem of pulse
retrieval with iFROG.
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Figure IV.10 – aMeasured timing jitters, as multiples of the delay step ∆τ = 200as, for the experimen-
tal SHG-iFROG and THG-iFROG traces presented in Section IV.1. b Cross-correlations between the
timing jitter for 1mm fused silica sample and the rest of the curves in (a), after detrending.
Although DE is designed for real-valued parameter vectors [39], nothing in the origi-
nal formulation prevents an extension of the optimization algorithm for complex-valued
problems. For our purposes of retrieving a complex-valued electric field, this is of course
most convenient. As a starting point for the evolutionary optimization process, we can
therefore define an initial population (the first generation) to be a set of complex vectors
E distributed randomly across the parameter space. Each of these individuals then rep-
resents an electric field with a finite temporal extent. More precisely, each generation is
composed of NP number of NE-dimensional complex vectors,
E(k)s ∈ CNE , (IV.21)
where s = 1,2, . . .NP identifies the individual within the kth generation, or iteration of the
algorithm. A delay step ∆τ must also be defined, such that the electric field is composed
of NE points encompassing a time span of (NE − 1) ·∆τ . Special care needs to be taken
when choosing NE and ∆τ so that all the main features of the underlying electric field
E(t) can be described within the time window. Moreover, if no electric-field amplitude is
expected beyond a certain time window, it is fruitless to select a larger scope and sacrifice
precious computational resources in retrieving a large number of data points that will,
if successfully retrieved, consist only of noise with close to zero values. The choice of a
time window may seem arbitrary at first glance, but an educated guess for the approxi-
mate pulse duration can already bemade from the interferometric autocorrelation signal,
easily derived from an iFROG trace through integration over frequencies, as previously
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described in Section IV.3.1. For example, choosing NE = 64 and ∆τ =
1
2Tcycle, where Tcycle
is the duration of a single cycle of the carrier wave, E then covers 31.5 oscillations of the
carrier, which is enough for describing few-cycle pulses, but does not leave an excessive
number of points with no signal content. Choosing ∆τ ≪ Tcycle will pose no problems for
the algorithm, but retrieval of sub-cycle features of the electric-field envelope is of ques-
tionable physical significance, considering that the slowly-varying envelope approxima-
tion is implicitly employed. One should also bear in mind that the higher the value for
NE, the higher the computational effort, and (in most cases) the slower the algorithm will
converge.
An alternative representation for the electric field E would be to use twice as many
real numbers instead of complex ones, and dedicate half of these to the amplitude, while
the remaining half would describe the phase. This, however, brings about an additional
complication, as the amplitudes must be confined to nonnegative real numbers, simply
because a negative amplitude is physically meaningless. Such a problem is conveniently
avoided via the use of complex numbers, because in this case the amplitude is given
trivially by the norm |E|, which is by definition nonnegative.
To evaluate the fitness Ψ of an individual E(k)s , we must define a criterion on how well
the iFROG trace produced by the simulated electric field represents the measurement
data. This is where the subtraces come into the picture. First, using a given individ-




s ) are computed via Eqs. (IV.6a), (IV.6b)
and (IV.7a) to (IV.7c), for SHG-iFROG or THG-iFROG, respectively. These analytically
computed subtraces are then compared to the corresponding subtraces S(meas)n (∆ω,τ)—
extracted from the measured iFROG trace via Eq. (IV.8)—by computing the RMS differ-
ences between each pair of the 2D datasets. For this purpose we define the FROG error










n (∆ωi , τj )−µS(sim)n (∆ωi , τj ,E)
]2
. (IV.22)
This is otherwise identical in form to the classical FROG error as defined in Ref. [60],
but here the trace is not required to be square, i.e. the number of frequency and delay
coordinates are not connected, Nω , Nτ . Any combination of the available subtraces Sn
can be selected to serve as a component for the iFROG cost function Ψ (fitness), which is






That is, one or two subtraces can be chosen for SHG-iFROG, while up to three subtraces
can be used with THG-iFROG. Now that the fitness Ψ(E(k)s ) of a given individual E
(k)
s
can be measured, the rest of the DE algorithm functions without alterations exactly as
described in Section III.4.2, using the steps of mutation, crossover, and selection to refine
the population of electric fields towards the optimal solution, i.e. the test pulse that
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created the measured iFROG trace. Thus, we have essentially defined all the necessary
changes to make DE suitable for pulse retrieval with iFROG.
Some elaboration should nevertheless be made. There are a number of control parame-
ters that must be chosen for our implementation of DE for iFROG. These are summarized
in Table IV.1, along with a range of values that were found to be suitable during testing
of the pulse retrieval algorithm, using the examples given in Ref. [40] as a starting point.
The functions of each DE specific parameter are explained in Section III.4.2. The scaling
factor F is chosen randomly from the interval (0,1] for each mutation step. Some ref-
erences [126–128] suggest to use F = (0.4,1], and in our case limiting the interval from
which F is selected to these values, instead of what is quoted in Table IV.1, was found to
work as well.
Table IV.1 – Control parameters for DE employed in the iFROG implementation
Description Symbol Range of values
Standard DE parameters
Crossover probability ηCR 0.7
Scaling factor F (0,1]
Population size NP [50,100]
iFROG specific
Electric field length NE 2a, a = {5,6,7,8}; i.e. NE ∈ [32,256]






All the necessary parts to perform pulse characterization for iFROG traces, both ex-
perimental and synthetic in origin, are now in place. We have shown in Section IV.1
and Appendix A how experimental measurements of iFROG are conducted in practice,
and presented a set of experimental traces for both SHG and THG based variants of
iFROG. Mathematical formalism for an analytical description of iFROG traces and the
newly introduced subtraces was given in Section IV.2. Finally, intrinsic error correction
mechanisms and the retrieval algorithm based on differential evolution were discussed
in Section IV.3.
In Section V.2 below, we perform a series of pulse retrievals for all the already revealed
experimental iFROG traces, as well as one new test case to evaluate the performance
of the method for very low signal-to-noise ratio (SNR) measurement conditions. Before
moving on to experiments, we conduct a battery of numerical tests in Section V.1 to
evaluate the accuracy, error correction capability, and resilience to measurement noise
for the DE-iFROG method. Finally, in Section V.3, we end the treatment of iFROG with
a short discussion on the presented results and our DE-based implementation of this
promising pulse characterization method.
V.1. Simulations
The simulations here are based on the SHG variant of iFROG using synthetic traces,
some of which were already introduced above. The results below have been reported in
Publication [III], and we will closely follow said reference in our presentation. The test
cases shown are based on a single, arbitrarily chosen pulse, with a relatively complicated
temporal phase, and a two satellite structures on either side of the main intensity lobe.
The test pulse, along with the corresponding SHG-iFROG trace and its Fourier transform
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was illustrated above in Fig. IV.5, while the subtraces are shown in Fig. IV.6. During our
investigation, a myriad of iFROG traces generated with differing test pulses (trains of
pulses, pulses with different orders of spectral dispersion, and so on) were also fed to the
retrieval algorithm, with the pulses successfully reconstructed. Because no significant
difference in algorithm performance was observed, a single pulse was deemed adequate
for the more rigorous numerical trials. For each test case, a set of 10 retrieval runs was
conducted. The resulting statistics are subsequently used to judge the success of the
retrievals. In the various figures below, depicting the ensemble of retrieved pulses in time
domain, we plot a shaded area around the statistical mean of the intensity and phase,
extending one standard deviation below the mean, and one above. Thus, the thicker the
curve for intensity or phase is at any given time coordinate t, the more uncertain the
retrieved value I(t) or φ(t) is. In some cases the standard deviations were so small that
the mean had to be plotted as well, otherwise the lines would not have been visible.
V.1.1. Spectral Marginal Correction
As discussed above in Section IV.3.1, an iFROG trace that has been spectrally weighted
with the function R(ω) can lead to a systematic error and an increased uncertainty in
retrieved pulses. Here we demonstrate this adverse effect by performing a set of re-
trievals for the iFROG trace shown in Fig. IV.8(a), e.g., the test pulse trace after weight-
ing with a phase-matching efficiency curve as depicted in Fig. IV.8(c). Both the S(2)0 (DC)
and S(2)1 (FM) subtraces are employed, i.e. their individual FROG errors as described by
Eq. (IV.22) are included in the cost function with equal weights Eq. (IV.23). The statistics
for these retrievals are summarized in Fig. V.1(a). Although the main features of the test
pulse are adequately reproduced, there is clearly some ambiguity in the retrievals. This
uncertainty manifests in the relatively large standard deviations for both the retrieved
intensities and the phases, as indicated by the broadened curves.
Next, the retrievals are repeated for the iFROG trace in Fig. IV.8(b), i.e. the same trace
as above, but after the marginal correction (as depicted in Fig. IV.8) has been made. This
time, the statistics shown in Fig. V.1(b) reveal a significantly improved outcome for the
retrieval. The test pulse is accurately reconstructed in each and every retrieval run, as
can be seen from the thin plotted lines. This numerical test for the marginal correction
not only indicates that the correction procedure works very well, but also that the DE
algorithm can readily handle imperfect measurement data, and still give highly accurate
and consistent results, time after time.
V.1.2. Timing Jitter
Repeating what was done above for the marginal correction, the retrievals for the timing-
jitter test case yield a comparatively similar outcome. Taking our trusted SHG-iFROG
trace and inflicting it with a timing jitter (see Fig. IV.9), we obtain the retrieval statis-
tics shown in Fig. V.2(a). Both the S(2)0 (DC) and S
(2)
1 (FM) subtraces were employed,















Figure V.1 – Pulse retrieval for an iFROG trace, for which a spectral weighting function was used.
Statistics of 10 retrievals shown for two cases: before (a) and after (b) a marginal correction was applied.
Standard deviation of the reconstructed temporal intensities are plotted in red, and phases in blue, while
the test pulse intensity and phase are plotted as black solid lines. The corresponding traces are shown in
Figs. IV.8(a) and IV.8(b), respectively. Figure adapted from Publication [III].
phase, as evinced by the broadened curves. Interestingly, a narrower main peak of the
intensity envelope is seen to be systematically retrieved. This is most likely due to an
unfortunate slip of the delay close to the intensity peak at zero delay. Correcting for the
measured timing jitter (Fig. V.2(b)) removes this systematic error entirely, allowing DE
to once again produce very accurate and precise results. This is an encouraging result,
because it somewhat relaxes the stringent requirement for an accurate delay sampling,
which, in the absence of such a correction procedure, would have to be made with at-
tosecond precision to ensure reliable pulse measurement. These simulations indicate
that an RMS timing-jitter of 2pi, corresponding to an entire optical cycle, can still be ade-
quately rectified. For our experimental conditions, this would correspond to a very high
timing-jitter of 2800 as rms. As commercial piezoelectric actuators can offer positioning
precision in the few-nanometer range, corresponding to a time delay of <100 as, the tim-
ing jitter correction capability of iFROG should be more than adequate in mending most
experimental traces.
V.1.3. Noise
Another source of error is the ubiquitous and unavoidable noise, manifesting in both the
measurement process, and in the optical field itself. Considering detection noise, there
are a myriad of contributing factors in the measurement of iFROG spectra via a charge-
coupled device (CCD). To name a few, readout noise arises in the electronic circuitry
between photoreceptors and the analog-to-digital conversion (ADC), including thermal
noise, or dark current, due thermally excited carriers within the CCD device, and 1/f
noise [129]. Quantization noise occurs when the accumulated voltage is digitized. For
the noise in the optical field, a fundamental lower limit is given by quantum noise (shot
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Figure V.2 – Pulse retrieval using a simulated iFROG trace corrupted with a severe timing jitter. Re-
trieval results before (a) and after (b) compensating for the measured timing jitter, cf. Fig. IV.9(b).
Construction of the corrupted iFROG trace and the jitter measurement is described in detail in Sec-
tion IV.3.1. Figure adapted from Publication [III].
noise) associated with the particle nature of light [130]. As a side note, this limit can
actually be exceeded with the so-called squeezed states of light [131], but this is hardly
relevant for our purposes. Yet another noise contribution comes from the laser itself,
with intensity noise (fluctuation in the output power), phase noise, and even coupling of
the two, affecting the emitted pulse train [132]. All these noise sources play a role, but
their influence can be somewhat mitigated by the averaging occurring in most iFROG
measurements. For a titanium-sapphire oscillator with tens-of-megahertz repetition rate
and a CCD camera with a minimum exposure time of a millisecond, tens of thousands
of pulses are recorded for each spectrum in an iFROG trace. On the other hand, a sin-
gle pulse may in principle be used for a spectral measurement if a pulse amplifier with
a kilohertz repetition rate is used. These fields are typically so strong that the gener-
ated harmonics simply dwarf any noise in the detection, but nothing guarantees that the
amplified pulses are identical. For measurement of weaker fields, exposure time can be
adjusted to allow sufficient statistics to form such that the background noise from a CCD
can be reliably identified and accounted for. Regardless of efforts made, some amount of
noise will always be present in an iFROG measurement, sometimes to an extent where
pulse retrieval becomes difficult or even impossible. In order to asses the noise resilience
of iFROG, extensive numerical trials were carried out.
For reasons of simplicity, we modeled the noise numerically by adding normally dis-
tributed noise to our synthetic SHG-iFROG trace, and varied the standard deviation in
order to produce a set of traces with differing signal-to-noise ratios (SNR). Technically,
a more accurate noise model could be made using a Poisson distribution, but for a large
mean number of photons arriving to our simulated detector the normal distribution is
approximately equal to the Poisson distribution and will thus suffice for our purposes.
Two noisy datasets were generated, with standard deviations corresponding to 5% and
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Figure V.3 – The effect of additive noise on DE pulse retrieval is tested by 3 ·3 sets of ten retrieval runs,
using the three possible combinations of the two available subtraces (DC and FM) for each of the three
SHG-iFROG traces a–c, requiring a total of 90 DE retrievals. Each column illustrates the retrievals for
the trace on the top. The noise is increased towards right in steps of 5%, starting with no noise in the
leftmost column. Second to fourth row: retrieval statistics for intensity (red) and phase (blue) using d–f
only DC, g–i only FM, or j–l both DC and FM subtraces. The test pulse phase and intensity are plotted
in black. Reproduced from Publication [III], with the permission of AIP Publishing.
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10% of the intensity maximum, shown respectively in Fig. V.3(b) and (c), along with the
noise-free trace in Fig. V.3(a). Prior to pulse retrieval, no effort was made to mitigate
the noise present in the traces. As above, we made 10 retrieval runs for each test case,
but this time we used all of the three possible combinations for the two available sub-
traces, S(2)0 (DC) and S
(2)
1 (FM), in order to test if the choice of employed subtraces makes
a difference for the results.
Taking a look at the leftmost column, retrievals with all three of the subtrace combina-
tions reproduce the test pulse well for the noise-free trace in Fig. V.3(a). Using only the
FM subtrace (Fig. V.3(d)) seems to yield slightly more reliable results than the DC sub-
trace (Fig. V.3(g)), while the combination of the two (Fig. V.3(j)) is on equal footing with
the FM retrieval. Introduction of 5% noise to the trace (Fig. V.3(b)) increases the standard
deviations of all the retrievals, but while the FM (Fig. V.3(h)) and DC + FM (Fig. V.3(k))
reconstructions are still very accurate, employing only the DC subtrace (Fig. V.3(e)) in-
troduces some intensity fluctuations, especially for the weaker satellite structure. In-
creasing the noise to a fairly large 10%, we see the same trend continue. The DC case
(Fig. V.3(f)) gives only adequate results, losing the phase of the weaker satellite almost
completely, while the intensity envelope suffers from increasing fluctuations. The FM
subtrace, on the contrary, still recreates the test pulse very accurately, and even if the
standard deviations have increased slightly, they are still much lower than for the DC
case. Unsurprisingly, perhaps, the DC + FM reconstruction produces a mixture of the
two above examples employing only a single subtrace: the reconstruction is fairly accu-
rate, and the difference between retrieval runs is not very large, but the fluctuations seen
in the DC results are also present here, albeit much more constrained.
These results indicate that using higher-order subtraces S(h)n>0 for pulse retrieval, instead
of just the DC subtrace S(h)0 , improves the reliability of pulse reconstruction significantly.
A possible explanation for this behavior is that because the higher-order subtraces are
much more detailed than their DC counterpart (cf. Fig. IV.6), the features that DE tries
to recreate can still be recognizable in the FM subtrace when they are already obscured
by noise in the DC subtrace.
Comparison to Generalized Projections As previously discussed in Section IV.3.1,
generalized projections (GP) can also be readily employed for pulse retrieval with SHG-
iFROG (but not for THG-iFROG) traces, by first extracting the SHG-FROG trace. In order
to compare the two algorithms, DE and GP, we again used the traces in Fig. V.3(a)–(c),
corrupted with varying degrees of additive noise, and performed GP retrievals in sets of
ten for the extracted SHG-FROG traces. This test scenario is especially intriguing, as GP
is known to struggle with noise-ridden data [116]. We chose to use a freely-available im-
plementation of the GP [133], maintained by one of the fathers of FROG, Rick Trebino,
and his group at Georgia Institute of Technology.
The extracted SHG-FROG traces depicted in Figs. V.4(a)–(c) clearly show that the addi-
tive noise prevails even in the DC modulation band M (2)0 , from which these SHG-FROG
traces are extracted. The respective GP retrieval statistics are illustrated in Figs. V.4(d)–
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Figure V.4 – Generalized projections based pulse retrieval with SHG-FROG traces extracted from sim-
ulated SHG-iFROG traces with varying degrees of additive noise. a–c Extracted SHG-FROG traces. d–f
Standard deviations for retrieved pulse intensities (red) and phases (blue) in time domain for the traces
(a)–(c). g–i Same as (a)–(c), but with manual isolation of the harmonic signal from the surrounding
noise floor. j–l Retrieval results for the isolated traces (g)–(i). Reproduced from Publication [III], with
the permission of AIP Publishing.
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(f). The noise-free reconstruction in Fig. V.4(d) proves fairly accurate, but a comparison
to the DE results in Figs. V.3(d), (g), and (j) leaves DE as a clear winner with better accu-
racy and much lower standard deviations for any given subtrace selection. While the in-
crease of noise did not severely affect the outcomes of DE retrievals, the situation is much
worse for GP. The uncertainty in retrieved pulse envelopes for 5% noise, in Fig. V.4(e),
is already quite large and by far exceeds the uncertainty in the corresponding DE recon-
structions, even for the higher noise content of 10% and the worst-performing subtrace
selection of using only the DC subtrace, cf. Fig. V.3(f). Increasing the noise to 10%makes
successful pulse retrieval a hopeless task for GP, see Fig. V.4(f).
One major problem for the GP is that the measurement is supposed to be background-
free, but the normally distributed additive noise is found in every region of the trace,
cf. Fig. V.4(c). One way to mitigate this problem is to manually isolate a region of the
SHG-FROG trace where the harmonic signal is thought to reside, and set every outlying
value to zero. This isolation step is also routinely made for standard SHG-FROG mea-
surements, and is a built-in feature for the Georgia Tech implementation of GP. Isolating
the FROG signal best as we could gives the SHG-FROG traces in Figs. V.4(g)–(i), while
the respective GP retrieval results are shown in Figs. V.4(j)–(l). The improvement is ob-
vious for all three of the test cases, as the standard deviations are considerably smaller
than above in Figs. V.4(d)–(f), where no zeroing of data was carried out. Considering
the standard deviations, the noise-free retrieval is comparable to the DE test case using
only the DC subtrace (Fig. V.3(d)). While the GP retrievals for 5% and 10% noise cases
have improved, there is still a severe uncertainty in the results, especially for the phase,
see Fig. V.4(l). Furthermore, GP is still nowhere near the accuracy and reliability of DE,
especially when the FM subtrace is employed, cf. Fig. V.3(i).
Even though the standard deviations are quite low in the noise-free case (Fig. V.4(j)),
curiously, the GP retrieval consistently fails to reconstruct the correct intensities for the
two satellite structures. This is an indication that although the isolation of the SHG-
FROG signal can improve the consistency of the retrieval results, the arbitrary selection
of the preserved region can lead to a rejection of weak but physically significant features
that are simply buried in noise. As such decisions are not necessary in our DE implemen-
tation, this problem of accidentally rejecting important data is avoided altogether.
To summarize the results of pulse retrieval with simulated noise in the iFROG traces,
the introduced method, DE-iFROG, proved itself highly robust against noise, and, with
the help of higher-order subtraces, was relatively unaffected even by a high level of noise.
The competing method, generalized projections, on the other hand was severely hin-
dered, producing unreliable results even for the lower of the two tested noise levels, and
even when the measurement data was manually improved.
V.2. Experiments
Using the subtraces extracted from the experimentally measured iFROG traces, we will
now perform a set of pulse retrievals using DE. We start with SHG-iFROG, and the un-
chirped pulse measurement, followed by the chirped pulse measurements. In addition,
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two new SHG-iFROG traces are introduced. The experimental conditions are otherwise
identical for the two traces, but one of the traces is much noisier than the other. Fol-
lowing the numerical example above, we conduct pulse retrievals using both DE and GP,
and compare the accuracy and precision of the two techniques for low and high noise
conditions. Finally, a single THG-iFROG reconstruction for an unchirped pulse is made.
All the results are compared to independent pulse characterizations made with a com-
mercial SPIDER apparatus optimized for < 60fs pulses (FC-SPIDER, APE Angewandte
Physik & Elektronik), the experimental arrangement following the schematic in Fig. IV.1.
This helps us to evaluate the results in an objective manner. Additionally, the spectral
phases of the chirped pulses are compared to the nominal dispersions of the dispersive
elements that caused the chirp in the first place, so that the consistency of the results be-
tween the different pulses can be confirmed. These results have been previously reported
in Publications [II] and [III].
V.2.1. SHG-iFROG
Unchirped pulse The DE pulse retrieval results for the unchirped SHG-iFROG mea-
surement are shown in Fig. V.5. Both the S(2)0 (DC) and S
(2)
1 (FM) subtraces were used
with an equal weight for the retrieval. Comparing the DC and FM subtraces extracted
from the measurement, Fig. V.5(b) and (c), and the retrieved subtraces, Fig. V.5(d) and
(e), we see that all the major features of the subtraces are reproduced by the retrieval
algorithm. While the measured data is not perfectly symmetric with respect to the delay,
the retrieved subtraces are. This is simply because the formalism cannot produce asym-
metric traces, see Section IV.2.2. The asymmetries in experimental data are indicative of
measurement errors, such as the timing jitter discussed in Section IV.3.1, detection noise,
and possibly a slight misalignment of the interferometer. These small shortcomings are
not a problem for the algorithm, which will, for two differing values at given coordinates
(±τ,ω), aim to produce a value between the two extrema. Deviation from the mean value
will result in an increased error for the two points with a parabolic dependence, as can
be deduced from the error function Eq. (IV.22). Thus, small discrepancies are simply
averaged out and do not have a major effect in the final result of the reconstruction.
In Fig. V.5(f), the temporal representation of the pulse measured with SHG-iFROG is
shown in red. The retrieved intensity (solid line) and phase (dotted line) closely follow
the values measured by the SPIDER apparatus, strongly suggesting that the SHG-iFROG
measurement is accurate. Switching into the spectral domain by Fourier transforming
the time-domain pulse, the results are further corroborated, see Fig. V.5. It is particu-
larly impressive that the SHG-iFROG could reproduce (red solid line) the independently
measured fundamental spectrum (blue solid line) impeccably. The spectral phases (dot-
ted lines) are also in excellent agreement. Such a level of accuracy in the reconstructed
spectrum is something not typically seen in standard FROG measurements, which is
perhaps the reason why some authors choose to simply omit retrieved spectra from pub-
lications.
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Figure V.5 – DE pulse retrieval results for the unchirped pulse SHG-iFROG experiment. a Measured
SHG-iFROG trace. b, c Extracted and d, e retrieved DC S(2)0 (left) and FM S
(2)
1 (right) subtraces for
SHG-iFROG. f Retrieved pulse intensities (solid lines) and phases (dashed lines) in time domain for DE
(red) and SPIDER(blue). g Same as above but in spectral domain. Adapted from Publication [III].
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Chirped pulses The results for the chirped pulse measurements with SHG-iFROG are
summarized in Fig. V.6. Here we only show the DC subtraces to keep the figure compact.
What was seen above for the unchirped pulse is again witnessed in the present results,
with all the major subtrace features of extracted subtraces, Figs. V.6(d)–(f), clearly re-
produced in the reconstructed subtraces, Figs. V.6(g)–(i). The retrieved pulses (red) in
time domain for the two lower dispersions, Figs. V.6(j) and (k), are again in excellent
agreement with the SPIDER measurements (blue). However, the two measured intensi-
ties (solid lines) for the pulse with the highest dispersion of ≈ 230fs2, Fig. V.6(l), do not
fully agree. A possible explanation for this is that the SPIDER apparatus is not speci-
fied to measure pulses beyond a width of 60 fs, while the measured pulses extended well
beyond a hundred femtoseconds. The small oscillations in intensity recovered by SHG-
iFROG for the range τ > 50fs are likely an artifact of the reconstruction, which could be
avoided by optimizing the parameters of the retrieval. We chose not to do so, however,
but instead kept the algorithm parameters constant for these measurements. This way
the reliability of DE can better be assessed, independent of the test pulse. Consequently,
we can say that a single set of parameters worked well for a wide range of pulses, and an
adjustment could be in order only for the very longest pulse.
Instead of showing the measured spectral phases, in Figs. V.6(m)–(o) we plot the val-
ues from which the unchirped pulse phase (Fig. V.5(g), dotted line) has been subtracted
(red solid lines). These are then compared to the nominal dispersions (solid green lines)
calculated using the Sellmeier equations and the measured thicknesses for the three dis-
persive elements of fused silica and calcium fluoride with varying thicknesses. It is im-
mediately obvious that all three of the measurements accurately reproduce the nominal
spectral phases of the dispersive elements. This is true even for the highest dispersion
case, regardless of the fact that the temporal intensity did not perfectly agree with the
SPIDER measurement. This additional check further corroborates the conclusion that
the iFROG measurements are accurate, and are suitable for measuring these unampli-
fied pulses with varying pulse durations and chirps.
Noisy data As a final test for SHG-iFROG, we repeated one of the chirped pulse mea-
surements, using a calcium fluoride window with a thickness of 3.0 cm, but this time the
measurement was made twice: once with the normal experimental setup Fig. V.7(a) (high
signal-to-noise ratio (SNR)), and a second time with a heavily attenuated signal beam
Fig. V.7(b) (low SNR). These two measurements have a noise component with a standard
deviation corresponding to a meager 0.1% of the maximum intensity for the high SNR
trace, and a fairly high 8% for the low SNR case. Thus, these two test cases roughly cor-
respond to the simulated noise-free Fig. V.3(a) and 10% Fig. V.3(c) SHG-iFROG traces.
We then made two sets of ten retrievals using either DE for the subtraces, or GP for the
SHG-FROG trace extracted from the SHG-iFROG trace. As before, the retrieval statistics
are then plotted for both the time and frequency domains. Both algorithms were allowed
to run approximately one minute for each run.
Taking a look at the DE retrievals in the time domain, Fig. V.3(c) and (d), we see that
the increase of noise in the measurement data has barely a noticeable effect on the recon-
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Figure V.6 – DE pulse retrieval results for the three chirped-pulse SHG-iFROG experiments. a–c
Measured SHG-iFROG traces. d–f Extracted and g–i retrieved DC subtraces S(2)0 for SHG-iFROG.
j–l Retrieved pulse intensities (solid lines) and phases (dotted lines) in time domain for DE (red) and
SPIDER(blue). m–o DE-retrieved spectral phases (red solid lines), after subtraction of the unchirped
pulse phase, compared to the nominal phases for the dispersive elements (green solid lines). Reproduced
from Publication [III], with the permission of AIP Publishing.
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Figure V.7 – Comparison of pulse retrieval with DE and GP using experimental data with high (left
column) or low (right column) signal-to-noise ratio (SNR). a, b Measured SHG-iFROG traces. Statis-
tics in time domain for pulses retrieved with c, d DE, and e, f GP. g–j Frequency-domain statistics.
Reproduced from Publication [III], with the permission of AIP Publishing.
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structed pulses, with both measurements producing almost identical results. Moving to
the low SNR case, the standard deviations are slightly elevated for the intensity envelope
(red), but the phase remains precise. Only the regions where no significant intensity is
found, has the phase uncertainty increased, but this is inconsequential, because defin-
ing a phase for complex value with zero amplitude (i.e. zero intensity) is meaningless.
GP, on the contrary, is already more uncertain of the pulse shape for the high SNR case
Fig. V.7(e) than DE is for the low SNR case. Increasing the noise level has a great detri-
mental effect on GP, apparent from the greatly increased standard deviations for both
the intensity and phase in the low SNR measurement Fig. V.7(f).
In the spectral domain, the DE continues to impress. In comparison the SPIDER mea-
surement for the unattenuated beam (gray), the DE yet again impressively reconstructs
the independentlymeasured fundamental spectrum for both the high and low SNR cases,
Fig. V.7(g) and (h), respectively. Note that it was not possible to make a SPIDER mea-
surement for the low SNR case, and the high SNR data is simply repeated in Fig. V.7(h).
This indicates that SPIDER is less sensitive, and less tolerant to experimental noise com-
pared to iFROG. The phases for DE (blue area) and SPIDER (dotted gray line) agree well,
only starting to deviate for the high-frequency tail of spectrum. For GP, the attempt to
reconstruct the fundamental spectrum is quite hopeless already in the high SNR case
Fig. V.7(i), with the intensity being highly uncertain throughout the spectral range (red
area). The spectral phase appears to be a little better under control, with a much lower
standard deviation than the intensity. Nevertheless, the phase misses the goal given by
the SPIDER measurement, and the standard deviation is not comparable to what is de-
livered by DE, even in the low SNR case. Increasing the noise level makes, again, the
situation worse for GP, with increasing uncertainty for both the retrieved spectral inten-
sity and phase, cf. Fig. V.7(j).
V.2.2. THG-iFROG
Now that the SHG-iFROG measurements have been covered, we can move on to the
THG-iFROG experiment, employing a fused silica window for surface third-harmonic
generation and an unchirped pulse. Applying the DE-iFROG method, a pulse retrieval
was performed using all three available subtraces with equal weights, the results illus-
trated in Fig. V.8. The three measured subtraces, S(3)0 (DC), S
(3)
1 (FM), and S
(3)
2 (SHM) are
extracted from the THG-iFROG trace Fig. V.8(a) as explained in Section IV.2.2, these are
shown in Figs. V.8(b)–(d). The retrieved subtraces are presented below in Figs. V.8(e)–
(g). As with SHG-iFROG, the characteristics of the subtraces are well reproduced by DE.
It is worth noting that aside from the central peak, the SHM subtrace, Fig. V.8(d), has
the strongest features of the three subtraces, and will likely have a larger influence on
the outcome than the remaining, lower-order subtraces. Again, a SPIDER measurement
was made to serve as an objective benchmark. A marginal correction was applied here
according to Eq. (IV.16), with the fundamental and second harmonic spectra obtained




Figure V.8 – DE pulse retrieval results for the unchirped-pulse THG-iFROG experiment. a Measured
THG-iFROG trace after marginal correction. b–d Extracted and e–g retrieved DC S(3)0 (left), FM S
(3)
1
(middle), SHM S(3)2 (right) subtraces. h Retrieved pulse intensities (solid lines) and phases (dashed
lines) in time domain for DE (red) and SPIDER(blue). g Same as above but in spectral domain. Adapted
from Publication [II].
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The retrieved pulse for THG-iFROG (red) in time domain plotted in Fig. V.8(h) is yet
again in excellent agreement with the SPIDERmeasurement (blue). The only discrepancy
between the two measurements is the absolute phase of the trailing satellite pulse at
τ ≈ 15fs. A closer inspection reveals that the difference between the two measurements
is approximately 2pi. As the phase retrieved by THG-iFROG is ambiguous to multiples
of 23pi, and because the intensity reaches zero between the main pulse and the trailing
satellite, this phase difference has no physical significance, and thus the two methods
agree even for the temporal phase.
The spectral domain presentation for THG-iFROG is again obtained via a Fourier
transform of the retrieved E(t), and is depicted in Fig. V.8(i). The spectral intensities
for THG-iFROG and SPIDER agree well, but some of the finer peaks seen in the SPIDER
measurement (blue solid line) are somewhat smoothened in the iFROG reconstruction
(red solid line). The spectral phases, on the other hand, are a near perfect match.
V.3. Discussion
A clear conclusion from the DE-based iFROG retrievals for experimental data, and the
achieved excellent agreement with accompanying SPIDERmeasurements, is that the DE-
iFROG method works extremely well in real life. Moreover, it is well suited for the
complete characterization of unamplified few-cycle pulses—a challenging regime. The
numerical studies simulating various error sources, and the experiment with a varying
signal-to-noise ratio, indicate that DE-iFROG is highly robust. The possibility to correct
for spectral imperfections through a marginal correction, the built-in measurement and
mending of a timing jitter, together with the superior noise resilience make DE-iFROG
a very reliable technique. The evolutionary algorithm, differential evolution, produces
consistent results, always arriving at approximately the same pulse shape in a predictable
time. This is in stark comparison to generalized projections, an algorithm that is prone
to stagnation in local minima. This tendency to get stuck in a suboptimal solution, to-
gether with the decreased dynamic range of the measurement due to the extraction of
SHG-FROG traces, are the most probable explanations for the weaker performance of GP
in both the experimental and numerical tests for SHG-iFROG traces. For THG-iFROG
traces, DE is shown to work equally well, and remains unrivaled as GP has not been
applied for such measurements.
Evolutionary algorithms have a reputation of being slow, and to some extent this ap-
plies to DE-iFROG as well, because for each generation, many an evaluation, from tens
to a few hundred, must be made to ensure that the gene pool covers enough of the N-
dimensional phase space to contain the global solution. This computational effort is,
however, greatly mitigated by the use of subtraces, which can be sampled with arbitrarily
few delay and frequency coordinates if necessary. Initial tests indicate that a successful
DE-iFROG reconstruction can be made in only a few seconds of computation time on a
desktop PC, with a suitable selection of parameters. The above retrievals with DE and
GP for the noisy experimental data were made with no such optimizations, and within
the same computational time of approximately one minute, DE always converged, while
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GP did not. Although the possibility was not thoroughly tested, it is highly likely that
DE could be made considerably faster by limiting the amount of delay points (i.e. the
number of spectra from a subtrace) selected, thus surpassing GP in performance, at the
very least for noisy experimental data. For the unrealistic numerical experiments with
no noise or flaws in the SHG-iFROG traces, GP was much faster than with experimental
data, but, with proper adjustments, DE could always be tuned to perform on par with
GP. Furthermore, a significant, so far not utilized, computational advantage could be
achieved for DE by parallelizing the algorithm, i.e. by computing subtraces for the tens
of individuals in the population simultaneously. Computing multiple traces at once is
not feasible for GP, thus parallelization could tip the scales in favor of DE. As a further
point, the SHG-FROG traces had to be manually adjusted by removing peripheral noise
for GP, while no manual tinkering with the iFROG traces or subtraces was necessary for
DE-iFROG, another feather to the cap of DE-iFROG.
To summarize, our results indicate that for pulse retrieval with SHG-iFROG data, DE-
iFROG is a far superior option to applying GP for the extracted SHG-FROG traces. For
THG-iFROG, the numerical results apply equally well for DE-iFROG, and GP simply
cannot be applied. Coupled with the advantages of a collinear geometry, DE-iFROG is a
formidable choice for a complete characterization of a variety of ultrashort laser pulses.
As we will see later on in Chapters VII and VIII, iFROG can be also useful beyond sim-
ple pulse characterization. By essentially replacing the nonlinear medium with an object
of study, the iFROGmethod can bring a femtosecond temporal resolution to experiments
where such a capability would be otherwise difficult to achieve. In our chosen examples,
we will use iFROG to study the nonlinear response of nanoscale objects, and to measure
the ultrashort lifetimes of excited states of matter. Before exploring these applications,
we will introduce in the following chapter the previously mentioned, novel pulse char-





Ptychographic Adaptation of iFROG
The first description of time-domain ptychography (TDP), previously discussed in Sec-
tion III.4.3, was given by Spangenberg et al. as recently as 2015 [120]. This was quickly
followed by a full-blooded pulse characterization via TDP [44], conducted by the same
research group as above. Since then, many new complete characterization techniques
based on TDP have been reported. These techniques can be divided into two categories:
those that retrieve only a single pulse (the probe), and those that also retrieve a sec-
ond, unknown pulse (the gate), akin to the blind FROG [134]. All the modalities falling
into the former group share identical measurement setups with already established tech-
niques and simply apply a TDP-based pulse retrieval for the measured spectrograms.
Examples include the FROG variants SHG-FROG [41, 135] and XFROG [42], as well as
a technique suitable for the characterization of attosecond pulses in the XUV, known as
attosecond streaking [43]. In Refs. [41–43], the TDP algorithm was shown to exceed the
performance and robustness of the predominant retrieval algorithms based on general-
ized projections. In Ref. [135], it was shown that TDP could be used to characterize sev-
eral pulses in a train from a single spectrogram. For the second group of blind-FROG-like
techniques, the unknown gate pulse is produced by splitting the test pulse and modify-
ing one of the two replica pulses by varying means, such as a glass window [41], a spatial
light modulator [44], spectral filtering via a grating [136], or a bandpass filter [48]. All
these modalities used an additional measurement of the fundamental spectrum to aid the
pulse retrieval, except for last mentioned Ref. [48]. This is the very paper by Witting and
coworkers, wherein the specific version of the TDP algorithm discussed in Section III.4.3
was first reported. Aside from our results presented below, Ref. [48] is, at time of writ-
ing, also the only example of TDP modalities successfully employed for self-referenced
characterization of few-cycle pulses.
Here we expand the selection of TDP-based pulse characterization modalities with
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a novel spectrographic variant called ptychographic-interferometric FROG (piFROG),
featuring a collinear beam geometry much like iFROG. The results, given in Publica-
tion [IV], serve as a basis for this chapter. Due to the many similarities to SHG-iFROG,
we seek to avoid excessive repetition by not explaining every minute detail of piFROG
from the ground up, but making frequent references to the previously discussed topics
in Chapters IV and V and Appendix A and merely stating the differences instead. We
will also follow the order presentation used in the iFROG chapter, starting with the mea-
surements in Section VI.1, continuing with an analytical study of the piFROG trace in
Section VI.2, and finally presenting experimental results for the TDP pulse retrievals in
Section VI.3. Our discussion on TDP is concluded in Section VI.4.
VI.1. piFROG Measurements
Taking the iFROG experimental setup as a starting point, the piFROG setup is trivially
obtained by simply inserting a bandpass filter (BPF) in one of the interferometer arms,
see Fig. VI.1. The pass band of the filter is centered at 800nm and has a full width at
half maximum (FWHM) of 50 nm, i.e. the pass band is approximately aligned with the
carrier wavelength λ0 of the test pulse created with the same titanium-sapphire oscillator
as before, cf. Fig. IV.2. By cutting a small part of the fundamental spectrum for one of
the test pulse replicas, the gated spectrum no longer supports pulses close to the original
Fourier-transform limited (FTL) pulse width. The BPF therefore creates (in the case of
an approximately FTL pulse) a gate pulse with a much broader temporal extent than
the unaltered replica, the latter referred to as the probe pulse. Thus, analogously to
the original spatial domain modality of ptychography where a large illuminating beam
is used to sample small spatial features, the short probe pulse can be sampled in the
time domain with the longer gate pulse, or vice versa. Furthermore, introduction of the
BPF breaks the symmetry of the delay τ , so that asymmetric traces will be produced.
This ensures that the direction-of-time ambiguity inflicting both SHG-FROG and SHG-
iFROG is lifted, allowing possible leading and trailing satellites to be distinguished in
the subsequent retrieval. A selection of different BPFs was tested with similar results,
but the one with the widest bandpass was ultimately chosen because this also yielded
the highest intensity for the gate pulse, and thus the strongest signal in the resulting
piFROG trace. A previous study suggests that choosing a wider passband comes at the
expense of slower algorithm convergence [44], but this was not an issue for our purposes.
The center wavelength of the pass band could be tuned by changing the test pulse angle
of incidence for the dielectric BPFs. The effect of such tuning on TDP pulse retrieval
was also tested, and found to have only a minor effect on the retrieval. Thus, normal
incidence was chosen for the subsequent experiments.
As with SHG-iFROG in Chapter IV, four different test pulses with varying amounts
of added dispersion were employed for the measurements, using windows of fused sil-
ica and calcium fluoride as dispersive elements providing up to 232 fs2 of group-delay
dispersion (GDD), or no window at all in case of the unchirped test pulse. The recorded
piFROG traces are shown in Figs. VI.2(a)–(d). A delay range of 500 fs was used for each
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Figure VI.1 – A detailed schematic of the piFROG measurement system employed in the experiments
presented in this work. This is otherwise identical to the iFROG setup depicted in Fig. IV.1, but the
THG detection arm (faded components) is not used, and a bandpass filter (BPF) has been inserted into
one of the two interferometer arms, highlighted in green. For a list of abbreviations see the iFROG setup.
measurement, but only a 300-fs window is shown here so that the fringes are more easily
discerned. Comparing these measurements to the SHG-iFROG traces in Fig. IV.3, one
sees that the features of piFROG traces are much less pronounced, and that the tempo-
ral broadening of the test pulse has a less dramatic visual effect. The unchirped pulse
produces a piFROG trace (Fig. VI.2(a)) where the high-intensity feature at zero delay ex-
tends to τ = ±50fs, while a much narrower lobe with much higher intensity contrast is
formed in the corresponding SHG-iFROG trace (Fig. IV.3(a)) within τ = ±20fs. This is
of course expected, because one of the two pulse replicas is now considerably weakened:
the BPF rejects most of the ≈ 300nmwide fundamental spectrum, leaving only a fraction
of the optical power to the gate pulse which then only serves as a weak modulation for
the stronger probe pulse. Moreover, the short probe pulse has a much higher peak in-
tensity than the temporally broadened gate, further contributing to the contrast between
the two. When more and more dispersion is introduced to the test pulse, the difference
between probe and gate pulse intensities is lessened as their temporal widths are con-
verging. This is because cutting the spectrum of a pulse with a high amount of GDD
does not affect the pulse duration as much as it would for an FTL pulse. Thus, for the
highest amount of dispersion in Fig. VI.2(d), the piFROG trace already has much more
easily recognizable features than what the unchirped pulse produced in Fig. VI.2(a).
A Fourier transform of the piFROG trace for the unchirped pulse reveals three mod-
ulation bands, see Fig. VI.2(e). Unsurprisingly, perhaps, the modulation bands are very
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Figure VI.2 – Experimentally measured piFROG traces for various test pulses. a Unchirped pulse. b–
d Chirped pulses, obtained from the unchirped pulse after traversing (b) 1.1mm of fused silica (FS),
(c) 3.0mm of CaF2, or (d) 6.4mm of FS. e Fourier transform of (a) along the delay axis reveals three
distinct modulation bands. Adapted from Publication [IV].
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similar to the corresponding bands for SHG-iFROG, cf. Figs. IV.3(e) and IV.5(d). Possibly
the most striking difference between the two techniques is that the modulation bands in
the piFROG trace are much narrower along the horizontal delay frequency axis. Why this
is the case will be easier to understand once the mathematical structure of the piFROG
trace has been uncovered.
VI.2. Structure of a piFROG Trace





[E(t − τ) +G(t)]2 e−iωt dt
∣∣∣∣∣2 . (VI.1)
The probe pulse E(t) is defined through Eq. (II.5), and the gate is given by
G(t) ≡ G(t)eiω0t , (VI.2)
where G(t) is the complex temporal envelope of the gate pulse. The gate pulse is derived
from the probe via a spectral filter T :
G(t) ≡ E(t) ∗T (t) = F −1{E(ω)T (ω)} . (VI.3)
In our experiments, T (ω) corresponds to the spectral response of the bandpass filter,
ideally an amplitude-only filter. In reality, a dielectric filter such as ours will certainly
affect the spectral phase as well, but this does not pose a problem for the TDP algorithm.
Technically any filter could be used, even with a unity value T (ω) = 1 so that G(t) = E(t).
In this case the trace would correspond to an SHG-iFROG measurement, from which a
standard SHG-FROG trace can be extracted, and further employed for pulse retrieval
not only with standard FROG algorithms (as discussed in Chapter V), but also with pty-
chographic algorithms [41]. This would however needlessly reintroduce the direction-of-
time ambiguity which the BPF conveniently removes. Thus we will limit the discussion
to a simple amplitude-only filter from here on.
Comparing Eq. (VI.1) to the SHG-iFROG trace in Eq. (B.1), we see that the two are
otherwise identical but one of the fields E has been exchanged to the gate pulse in the
piFROG equation. Here we have chosen the undelayed field to be replaced, E(t)→ G(t),
but could equally well have picked the delayed field E(t − τ). The effect of choosing the
latter option instead of the former would be the mirroring of the trace along the delay
axis. As with iFROG, this simplified equation does not take a possible spectral weighting
function into account, but can be readily included similar to Eq. (IV.12). The discussion
in Section II.1.1 regarding the (subsequently retrieved) electric field, the measured trace,
and physical quantities related to the two applies to piFROG as well.
Following the strategy in Appendix B, we can study the structure of the piFROG trace
by expanding Eq. (VI.1). To aid us in our derivation, a few shorthand notations are
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introduced. The frequency ∆ω is the same as with SHG-iFROG, i.e. ∆ω = ω − 2ω0. The








G2(t)e−i∆ωt dt . (VI.5)
The SHG-FROG field in Eq. (B.4) is modified to include the gate pulse, and thus becomes




G(t)E(t − τ)e−i∆ωt dt . (VI.6)
With these definitions, the expansion and rearrangement of Eq. (VI.1) yields
IpiFROG(ω,τ) = |ESH(∆ω)|2 + |GSH(∆ω)|2 +4 |EX(∆ω,τ)|2 (VI.7a)
+ |E∗SH(∆ω) ·EX(∆ω,τ)| · cos[φX(∆ω,τ)−φESH(∆ω) + (ω0 +∆ω)τ] (VI.7b)
+ |G∗SH(∆ω) ·EX(∆ω,τ)| · cos[φX(∆ω,τ)−φGSH(∆ω)−ω0τ] (VI.7c)
+ |E∗SH(∆ω) ·GSH(∆ω)| · cos[(ω0 +2∆ω)τ] . (VI.7d)
Here φESH, φGSH, and φX are the phases of the complex fields ESH, GSH, and EX, respectively.
Via the cosine factors, we may assign the four terms of Eq. (VI.7) to three modulation
bands (cf. Fig. VI.2(e)), as with SHG-iFROG in Eq. (B.5). After omitting the coordinates
of the fields from notation, the three modulation bandsM (pi)m (∆ω,τ) for piFROG read
M
(pi)
0 ≡ |ESH|2 + |GSH|2 +4 |EX|2 (VI.8)
M
(pi)
1 ≡ |E∗SHEX| · cos[φX −φESH + (ω0 +∆ω)τ] + |G∗SHEX| · cos[φX −φGSH −ω0τ] (VI.9)
M
(pi)
2 ≡ |E∗SHGSH| · cos[(ω0 +2∆ω)τ] . (VI.10)
Going back to the phenomenon we came across in the previous section upon inspect-
ing the Fourier transform of a piFROG trace (Fig. VI.2(e)), we can now explain why the
modulation bands are confined to a smaller range of delay-frequencies ξ than in SHG-
iFROG. The second-harmonic modulation (SHM) band M (pi)2 (∆ω,ξ) is actually confined
to a smaller range of frequencies ω (vertical axis), and is narrower with respect to ξ be-
cause the band is tilted. The frequency range is limited because the intensity of the SHM
band is proportional to the product of the pulse spectral amplitudes, |E∗SH(∆ω)| · |GSH(∆ω)|,
which is zero for |GSH(∆ω)| = 0, i.e., the SHM band bandwidth is limited by the bandwidth
of the gate pulse, which in turn is limited by the BPF. For the two remaining modulation
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bands, M (pi)0 (DC) and M
(pi)
1 (FM), the issue is a bit more involved. For simplicity, let
us assume that the test pulse is Fourier-transform limited (a fair approximation for our
unchirped pulse) so that the phase in both temporal and spectral domains is flat and can
be ignored. The range of delays τ spanned by either the DC or the FM band is now deter-
mined by the cross term |EX(∆ω,τ)|. The product G(t)E(t − τ) in Eq. (VI.6) is non-zero for
a wider range of delays the longer the gate pulse is. With a flat phase, a wider envelope
with respect to the delays corresponds to a narrower envelope in the Fourier domain,
i.e., the delay frequency domain (ω vs. ξ). Thus, for a temporally broadened gate pulse,
Ex(∆ω,ξ) is non-zero for a narrower range of delay frequencies, therefore making the DC
and FM bands narrower in comparison to SHG-iFROG, where the gate pulse is as short
as the test pulse. Note that although the FM band in Fig. VI.2(e) appears parallel to the
ω axis, it in fact contains a tilted component as well. Specifically this is due to the ∆ωτ
term in Eq. (VI.7b). The tilt is more visible in the corresponding iFROG examples, for
example in Fig. IV.5(d), where the narrowing of the FM band does not occur.
The TDP algorithm, as described in Section III.4.3, can only function if each spectrum
of the trace to be reconstructed can be computed using a simple product of the probe and
gate pulses. This condition is fulfilled by the cross term |EX(∆ω,τ)|2 (cf. Eq. (VI.6)) which,
fortunately, can be easily extracted from the DC band M (pi)0 in Eq. (VI.8). The extraction
can be made exactly in the same manner as the SHG-FROG trace is separated from the
SHG-iFROG trace, i.e., Fourier filtering the DC band, then subtracting an average of
the spectra at the edges of the DC spectrogram, thus removing the delay-independent
harmonic fields |ESH(∆ω)|2 and |GSH(∆ω)|2. We use a fourth-order super-Gaussian for the
Fourier filtering, similar to what was shown for the fundamental modulation (FM) band
of SHG-iFROG in Fig. IV.5(d), but this time the filter is centered at the delay-frequency
ξ = 0.
The complicated analytical form of the FM bandM (pi)1 in Eq. (VI.9) makes the extraction
of the cross term EX difficult, if not impossible, so that the retrieval algorithm cannot
make use of this modulation band. The SHM band in Eq. (VI.10) is not usable for pulse
reconstruction either, because it does not contain EX. Thus, only a single usable subtrace
can be derived for piFROG, in contrast to SHG-iFROG for which two subtraces could be
obtained and independently employed in the differential evolution based pulse retrieval,
see Appendix B. In accordance with the terminology established for iFROG in Chapter IV
we refer to field the |EX(∆ω,τ)|2 extracted from the modulation band M (pi)0 as a subtrace,
even if it is not obtained strictly in the same manner as the iFROG subtraces S(h)n are. We
therefore define the single piFROG subtrace as
S
(pi)
0 (∆ω,τ) ≡ |EX(∆ω,τ)|2 . (VI.11)
Examples of the extracted subtraces S(pi)0 are given in context of the pulse retrieval, e.g. in
Figs. VI.3(a) and (b). While the FM band serves no purpose in our implementation of the
ptychographic algorithm, the SHM band can still be used for measurement of the timing
jitter, exactly as with iFROG, see Section IV.3.1. For the data presented in Fig. VI.3, we
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Figure VI.3 – Pulse retrieval with TDP for the unchirped piFROG measurement. Measured a and
retrieved b piFROG subtraces S(pi)0 . c Measured pulse intensity (solid lines) and phases (dashed lines)
in frequency domain for piFROG (red) and SPIDER gray. d The same as (c) but in time domain.
Reproduced from Publication [IV].
obtained rms timing-jitter values of ≈ 70 attoseconds, in excellent agreement with those
measured for our iFROG measurements.
VI.3. Pulse Retrieval with piFROG
The ptychographic pulse retrieval algorithm described in Section III.4.3 can now be ap-
plied for the inversion of piFROG traces. In fact, the mathematical form of the subtrace
S
(pi)
0 is identical to the spectrogram obtained experimentally by Witting et al. in Ref. [48],
wherein the very same algorithm was already shown to work. No modifications to the
TDP algorithm are therefore required, and we can simply replace the measured spectro-
gram Imeas(∆ω,τ) with the Fourier-filtered subtrace S
(pi)
0 (∆ω,τ) as an input for the algo-
rithm. Note that while interferometric precision and a regular step size is required for
the delays in order to record the raw piFROG trace as described by Eqs. (VI.1) and (VI.7),
the extracted subtrace S(pi)0 can be resampled to an arbitrary grid size. By reducing the
resolution of the spectrogram, the computational effort of the pulse retrieval can be sig-
nificantly reduced, allowing an increased speed of convergence.
We first apply the TDP algorithm to the unchirped pulse measurement, shown above
in Fig. VI.2(a). The extracted subtrace in Fig. VI.3(a) is fed to the algorithm, which after
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FigureVI.4 – Pulse retrieval with TDP for the chirpedpiFROGmeasurements with different amounts of
added dispersion, as indicated with the dispersive element thickness and material on top of each column.
Measured a–c and retrieved d–f piFROG subtraces S(pi)0 . g–i Retrieved spectral intensities (blue solid
lines) and phases (red solid lines). The phase as measured for the unchirped pulse, cf. Fig. VI.3(c),
has been subtraced from the phases here, so that only the additional phase brought by the dispersive
elements is left. These are compared to the nominal dispersion of the elements (black dashed lines). j–l
Retrieved intensity envelopes in time domain for the chirped pulses (red solid lines) and the unchirped
pulse (black solid lines). Reproduced from Publication [IV].
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50 iterations yields the reconstructed subtrace in Fig. VI.3(b). As can be clearly seen,
the measured and simulated subtraces match each other very closely, the rms error being
only 0.24%. The 8.9 fs wide temporal intensity envelope of the retrieved test pulse (red
thin line) shown in Fig. VI.3(d) is a near-perfect match to the pulse measured by SPIDER
(gray thick line), with pulse durations differing only by 0.1 fs. The reconstructed spectral
intensity (red solid line) in Fig. VI.3(c) is a very good match to the fundamental spectrum
physically measured by SPIDER (gray solid line), although some of finer details at 850
to 950nm have been washed away. Likewise, the spectral phases (dashed lines) retrieved
by either technique are in excellent agreement.
The measured and extracted piFROG subtraces for the three chirped pulses are shown
in Figs. VI.4(a)–(c), and the retrieved subtraces below them in Figs. VI.4(d)–(f). As with
the unchirped pulse, the excellent agreement between the experimental and simulated
spectrograms is clearly seen with a naked eye. The rms errors are even lower than be-
fore, simply due to the fact that the TDP algorithm was allowed to run more iterations.
The retrieved spectral intensities (blue solid lines) and the added phase with respect to
the unchirped pulse spectral phase (red solid line) are presented in Figs. VI.4(g)–(i). The
added phases are a very close match to the nominal phases of the employed silica and
calcium fluoride windows computed via Sellmeier equations (black dashed lines), cor-
roborating the good performance of the measurement system. Taking a look at the time
domain in Figs. VI.4(j)–(l), the retrieved intensity envelopes (red solid lines) are seen
to experience varying amounts of temporal broadening in comparison to the unchirped
pulse (black solid lines). For the largest added group delay dispersion in Fig. VI.4(l), the
chirped pulse is more than ten times longer than its unchirped seed.
VI.4. Discussion
The above results clearly demonstrate that piFROG is very much suited for the measure-
ment of near infrared pulses ranging from few to tens of cycles in duration. The spec-
tral phase is accurately retrieved by the TDP algorithm in all test cases, with the spectra
closely matching the fundamental spectrummeasured independently with a commercial
SPIDER apparatus. The high quality of the unchirped pulse measurement is confirmed
by the accompanying SPIDER measurement.
The method shares some of the advantages of iFROG brought by the collinear beam
geometry, such as a high sensitivity due to tight focusing, and immunity to geometri-
cal time-smearing. There are a few notable differences between piFROG and iFROG as
well. The use of two differing pulses, namely the temporally broadened gate pulse and
the unmodified probe pulse, breaks the symmetry of the piFROG spectrogram with re-
spect to delay, allowing the correct assignment for the direction of time and thus the
distinction of trailing and leading satellites. The ptychographic algorithm is known to
be robust, even surpassing generalized projections in performance [41–43], but no real
comparison between TDP and differential evolution, our weapon of choice for iFROG,
has been made as of yet, prompting further studies. One clear disadvantage of piFROG is
that the dynamical range is unavoidably reduced in the extraction of the subtrace from
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measurement data, somewhat limiting the sensitivity of the technique. This is analo-
gous to the extraction of the SHG-FROG trace from a SHG-iFROG trace, which put GP in
disadvantageous position in comparison to DE as discussed in Chapter V. Nevertheless,
the fairly weak, unamplified few-nanojoule pulses provided by our titanium-sapphire
oscillator were characterized with aplomb. It is feasible to extend piFROG to employ
third-harmonic generation instead, although changes to the retrieval algorithm might be




Multiphoton Absorption Induced Luminescence in ZnO Nanorods
In this chapter, the UV photoluminescence (PL) process in zinc oxide nanorod thin films,
as induced by femtosecond NIR pulses, is investigated with iFROG. This application of
the iFROG method differs from the previous discussion and the examples that will be
given in Chapter VIII in the sense that here were are not primarily concerned in pulse
characterization, or measuring what influence the nonlinear medium has on the laser
pulses. Instead, we seek to obtain the power dependence of the nonlinear luminescence
process by analyzing the contrast ratios of emission spectra found within the iFROG
trace. While there are certainly simpler ways to measure a power dependence, the tem-
poral resolution of iFROG offers a few advantages over the competition which will be
discussed in due course. With the help of additional time-resolved PL, knife edge, and
scanning electron microscope measurements, as well as numerical simulations based on
Keldysh-theory of photoionization, the obtained power dependence will provide an in-
sight into the processes leading to the UV-PL emission.
Based on Publication [I], this chapter is structured as follows. We start by giving a short
motivation for the present study in Section VII.1. The ZnO nanorod samples are intro-
duced in Section VII.2. The iFROG measurements are explained next in Section VII.3,
followed by the time-resolved PL experiments in Section VII.4. The experimental mea-
surements are combined and summarized in Section VII.5. The supporting numerical
simulations are the topic of Section VII.6. We conclude with a discussion of the results
in Section VII.7.
VII.1. Introduction to ZnO Nanorods
Zinc oxide is a wide-bandgap semiconductor which has been researched extensively since
the 1930’s [137]. After peaking in the 70’s and early 80’s, the activity around ZnO
93
Chapter VII. Multiphoton Absorption Induced Luminescence in ZnO Nanorods
was fading, partly because of a shift of focus to GaAs quantum wells and other low-
dimensionality structures, and partly because of the difficulties encountered in the dop-
ing of ZnO, limiting the applicability of the material for optoelectronics applications.
A renewed interest in ZnO sparked towards the end of the 90’s with the maturing of
fabrication techniques, allowing the growth of ZnO nanostructures such as thin films,
quantum dots and, most importantly for our own study, nanorods. This multitude of
morphologies greatly extended the capabilities of ZnO and made it once more attractive
for a wide variety of applications. Examples include sensors [138], light emitting diodes
[139] and even lasers [140, 141] in the spectral range from blue to UV. ZnO could also be
used as a cheap, durable and transparent conductor for electronics, optoelectronics and
photovoltaics [142], and for photodynamic therapy [143, 144].
Two distinct luminescence bands can be found for ZnO at room temperature, a narrow
one in the UV (UV-PL) and a second, wider one in the visible part of the spectrum (VIS-
PL) [145]. The latter originates from defect emission [146], although the exact mech-
anism is still debated [147]. By controlling the properties and quantity of defects, the
VIS-PL band can shift color and strength [147], and for high quality nanorod samples
the band can be eliminated entirely [54]. The UV-PL band is due to the recombination of
free excitons and their longitudinal-optical (LO) phonon replicas across the bandgap of
Eg = 3.37eV, emitting light at energies slightly below the bandgap with the peak wave-
length depending on nanorod morphology [54, 145]. The high exciton binding energy of
Ex = 60meV assures that excitons can exist at relatively high temperatures [148]. Thus,
the excitonic UV-PL emission is possible even at room temperature, a fact which under-
lines the potential of ZnO as a UV light source [145]. Aside from deep-UV pumping, the
UV-PL process in ZnO nanostructures can also be induced via multiphoton absorption
(MPA) of NIR laser pulses [54]. This is especially interesting for photodynamic ther-
apy because UV emission from ZnO devices implanted deep within the skin could be
triggered noninvasively by passing NIR pulses through the skin via the tissue optical
window at 700–1100nm [143].
How exactly the MPA induced luminescence works in nanorods is, however, still an
open question. Previous accounts have attributed the UV-PL process to two- [50–55]
three- [56, 57] and even four-photon [58] absorption (#PA) of NIR photons. Fractional
exponential dependences on input intensity are often reported, which suggests that mul-
tiple nonlinear processes are at play, making the attribution to a single MPA process
problematic. Adding to the confusion, 2PA is sometimes claimed even when the photon
energies of incident pulses are below half the bandgap. To justify these claims, various
explanations as to why 2PA might still occur have been given, based on Rabi oscillations
[50, 52], or changes in the band structure via bandgap renormalization [52] or bandgap
narrowing due to heat accumulation [51, 52].
We tackled these questions by conducting power dependencemeasurements with three
differing ZnO nanorod samples. Photon energies below, yet as close as possible to the
2PA threshold energy were employed, corresponding to wavelengths above 750nm. If
a square dependence of UV-PL emission strength versus input intensity were to be ob-
served, this would indicate that a 2PA enhancing mechanism is at play. Instead, frac-
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tional exponents from 3 to above 4 were measured with iFROG, suggesting that 3PA,
4PA or other processes besides MPA are dominating over 2PA. To explain these results,
a model based on Keldysh-theory of photoionization [5, 59] was built. Computing the




≈ 0.04≪ 1 , (VII.1)
where Up is the ponderomotive energy, one finds that we are clearly in the MPA regime,
so that an MPA approximation excluding tunneling effects may be employed. While
the simulations correctly yielded fractional exponents above 3, they also indicated that
the higher values measured could not possibly be reached with the incident intensities
employed. If the local intensity was stronger, however, the measurements could be ex-
plained. Thus, additional experiments were made in order to establish whether field
enhancement [18] was taking place in the nanorod samples. Time-resolved photolu-
minescence (TRPL) measurements gave the relative emission strengths of each sample,
while scanning electron microscope (SEM) and knife edge measurements were used to
estimate the amount of ZnO in the focal volume in the iFROG experiments. Combining
the results of the four measurement techniques, the local field enhancement could be re-
constructed. Correcting the local field intensities in each sample with the thus obtained
enhancement factors, the measured fractional exponents are shown to be in agreement
with the simulations without the need to result in any of the previously suggested 2PA
enhancing mechanisms.
VII.2. Sample Preparation and Characterization
There is a wealth of methods to produce ZnO nanorods, leading to optically and geomet-
rically varying results [151]. Here we chose three techniques that are known to produce
high quality nanorods with very little defects. Using samples produced in differing ways
and even in different laboratories ensures that our conclusions are widely applicable.
First two of the samples, (i) and (ii), were synthesized at the University of Barcelona
by F. Güell and coworkers using the vapor-liquid-solid (VLS) technique [152, 153]. The
nanorods were grown on fused quartz substrates with (i) Au nanoparticles and (ii) an Au
thin film as the catalysts. The third sample (iii) was produced at Dublin City University
by E. McGlynn and C. Gray via vapor phase transport (VPT) [154, 155] without using a
catalyst, the nanorods grown on a fused silica substrate coated with a buffer layer of ZnO.
SEM images of the three samples are shown in Fig. VII.1. Apart from size differences and
possible Au deposits in the vicinity of the VLS-grown nanorods, the samples share the
same intrinsic material properties as shown by previous studies [153, 155]. We verified
this with x-ray diffraction measurements, conducted by G. Mangalgiri and B. Heidmann
at the Helmholtz-Zentrum Berlin, indicating that all samples boast high quality ZnO
wurtzite lattices, see Fig. VII.2. No traces of Au was found in these measurements, which
is not a surprise considering that the amount of gold catalyst is tiny compared to the de-
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Figure VII.1 – SEM images of the nanorods samples taken at ]45o. (i) VLS with Au nanoparticle
catalyst. (ii) VLS with Au thin film catalyst. (i) VPT with no catalyst. Reproduced from Publication
[I].
Figure VII.2 – X-ray diffraction measurements for the three nanorods samples (black solid lines), the
bottom curve is for sample (i), middle for (ii), and top for (iii). Calculated reflexes for ZnO (blue) and
Au (red) are marked by the dashed lines and labeled with the corresponding Miller indices. The (004)
peak found in sample (iii) indicates consistent orientation of nanorods perpendicular to the subtrate
plane [150], a fact that can be easily verified from the SEM measurements, cf. Fig. VII.1.
Table VII.1 – Quantities derived from SEM and knife edge measurements, compared to the single
crystal sample
Sample (i) (ii) (iii) single crystal
SEM
Film thickness (µm) 1.5 0.9 40 1000
Nanorod diameter (nm) 88 96 175 -
2D fill factor (%) 3.5 4.2 9.0 100
SEM + knife edge
3D fill factor ρ (%) 0.1 0.07 7 100
96
VII.3. iFROG Measurements
posited ZnO. Nevertheless, residual Au should still be found in between, on top, and on
the surfaces of the nanorods in the VLS samples. The thin film catalyst sample (ii) con-
tains more Au than the nanoparticle sample (i). This notion is supported by the visibly
pink hue of sample (ii), indicating absorption due to a plasmon resonance. Samples (i)
and (iii) are both white.
The geometry of the nanorods in each sample was estimated via the SEM measure-
ments, as reported in Table VII.1. A 3D fill factor was derived from the 2D fill factor
and the focal volume in the iFROG system, i.e. where the sample is placed for the power
dependence measurements. The focal volume, in turn, was obtained through a knife
edge measurement, giving a beam waist parameter w0 = 2.6µm. By assuming Gaussian
beam propagation, the Rayleigh length zR = piw
2
0/λ0 then establishes the focal volume
V = 2zRpiw
2
0, yielding the 3D fill factors also given in Table VII.1.
VII.3. iFROG Measurements
Owing to the temporal resolution and the exploitation of interference in an iFROG mea-
surement, nonlinear processes with differing coherence properties can be identified [49].
Specifically, coherent processes lead to a wavelength dependent fringe spacing, while
incoherent processes are modulated at the carrier frequency, regardless of the emission
wavelength. This effect can be clearly seen in Fig. VII.3(b) where an example iFROG
trace measured with sample (i) is shown, featuring concomitant UV-PL and SHG spectra.
The incoherent UV-PL band at around 380nm has a constant fringe spacing so that all
the fringes are parallel to the wavelength axis, as indicated by the green dotted lines.
On the contrary, the fringes of the coherent SHG emission at 410nm are tilted due to
the irregular modulation period, highlighted by the green dash-dotted lines. This allows
us to reliably distinguish the two closely-lying spectra. Notice that the SHG emission is
severely weakened at wavelengths close to the UV-PL band. This is intended, and accom-
plished via a longpass filter which limits the photon energies to below the 2PA threshold,
cf. Fig. VII.4.
The iFROG trace in Fig. VII.3(b) has been divided into two parts, the UV-PL spectrum
residing at wavelengths shorter than 391nm, and SHG at wavelengths longer than this.
The cut is shown with the white dashed line. As an iFROG trace is a spectrally resolved
interferometric autocorrelation (iAC), spectral integration performed separately for the
SHG and PL parts yields two iAC signals, plotted in Figs. VII.3(a) and (c), respectively.
The ratio r between the peak and minimum values for an iAC signal is related to power





Taking a closer look at Figs. VII.3(a) and (c), drastically different contrast ratios of 7.3 and
84 are observed for the SHG and UV-PL processes, respectively. Plugging these values
into Eq. (VII.2), we obtain the exponents mSHG = 1.93 and mPL = 3.70. The exponent for
SHG is very close to the ideal value of 2, as two photons are annihilated in the creation
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Figure VII.3 – Power dependence measurement via iFROG, using sample (i). The concomitant PL
and SHG emission bands are easily identified from the iFROG trace (b). Interferometric autocorrela-
tion traces (a) & (c) are obtained by integrating over differing wavelengths ranges. Reproduced from
Publication [I].
Figure VII.4 – Spectra for the employed pulses before (blue) and after (red) longpass filtering. Repro-
duced from Publication [I].
Figure VII.5 – a THG-iFROG for sample (i). b Reconstructed intensity (blue solid line) and phase
(red dashed line) in the time domain. The quadratic phase is caused by dispersion in the longpass filter.
Reproduced from Publication [I].
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of a single frequency-doubled photon. The fractional exponent measured for UV-PL is
more puzzling, indicating that on average a fractional number of photons is consumed
to emit a single PL photon. These iFROG-based power dependence measurements were
repeated many times for each sample at varying positions along the substrate plane so
that a statistical sample of exponents was obtained. These values are reported further
below in Table VII.3.
In addition to the power dependence measurements, we conducted THG-iFROG mea-
surements to characterize the employed pulses in situ using the nanorods themselves.
The reconstructed 39-fs pulse is shown in Fig. VII.5 along with the measured trace. To-
gether with the knife edge and average power measurements, the temporal pulse profile
yields a peak incident field intensity of I0 ≈ 0.5TWcm−2. The precise knowledge of I0
will prove crucial in explaining the observed power dependences through our numerical
simulations.
VII.4. Time-Resolved Photoluminescence Measurements
A total of three sets of TRPL measurements were conducted for different purposes. The
primary interest was to establish relative emission strengths of each nanorods sample
with respect to a commercial single crystal ZnO sample. This does not strictly require a
temporal resolution, but the TRPL system available featured a tunable Ti:sapphire laser
which allowed us to push the SHG peak farther away from the UV-PL peak (λ0 = 830nm
was selected). Moreover, a much broader spectrum than what was possible with our
iFROG system could be recorded, which is necessary to capture the entire PL emission
spectra. Thus, an intensity-calibrated set of measurements was made, which, after in-
tegrating over time, yield the emission spectra shown in Fig. VII.6(a). After removing
the SHG contribution at ≈ 415nm with an exponential fit (dotted lines), the luminous
efficiencies η reported in Table VII.2 are obtained. Note that even though the amount of
ZnO illuminated by the laser is tiny in the nanorods samples (in comparison to the single
crystal case), the luminous efficiencies for all samples are within a factor 4 of each other,
a clear proof that the nanostructures are highly nonlinear.
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Figure VII.6 – TRPL measurements with the aim of measuring (a) the luminous efficiencies η, and (b)
the decay times Tdecay for the UV-PL emission. Reproduced from Publication [I].
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A second set of TRPL measurements was made to measure the power dependence in-
dependently from iFROG, with slightly different experimental conditions. Namely, the
pulses were longer, roughly 90 fs, and the SHG peak was far from the two-photon reso-
nance wavelength. The incident intensity was adjusted with neutral density filters, and
the emission spectra were integrated as above to give a single number for the emission
strength. The resulting exponents mPL, reported in Table VII.3, serve as a further test
for the validity of our simulations and conclusions. It should be noted that the TRPL
power dependence measurements could not have been made with the closely-lying UV-
PL and SHG bands (required to study the involvement of 2PA) employed in the iFROG
measurements, because TRPL cannot easily distinguish between the two contributions.
Finally, a third set of TRPLmeasurements wasmade, this time fully exploiting the high
temporal resolution of the employed streak camera. The decay of the UV-PL emission
was measured as shown in Fig. VII.6(b). Note that the employed incident field intensities
differed, so that the emission strengths of different samples are not comparable. A fit of
exponential functions yields the time constants given Table VII.2. All the samples have
long decay times Tdecay of few hundred picoseconds, indicating that the nanorods are
of high quality with very few defects that could recombine the carriers nonradiatively.
This conclusion is also supported by the lack of a VIS-PL band in the nanorods emission
spectra, in contrast to the single crystal for which a green emission band is clearly seen,
cf. the range > 470nm in Fig. VII.6(a). Peculiarly, sample (ii) also features a second, fast
decay process with Tdecay = 30ps. A likely explanation is given in Ref. [156], where an
equally fast decay dynamics were attributed to plasmonic effects via Au nanoparticles
attached to walls of ZnO nanorods. Coincidentally, sample (ii) is precisely the one with
the visibly pink hue, indicative of plasmonic effects.
Table VII.2 – Quantities derived from TRPL measurements
Sample (i) (ii) (iii) single crystal
Luminous efficiency η 0.92 0.28 1.03 1
Time constant Tdecay (ps) 490 330 (30) 530 970
VII.5. Experimental Results
Themeasured exponents for iFROG and TRPLmeasurements are givenwith error bounds
in Table VII.3. The SHG exponents are close to the ideal value of 2 for all samples, in-
dicating good performance of the iFROG system. The UV-PL exponents obtained with
either method agree within error bounds, although the uncertainty in the TRPL values is
rather high.
Combining all the above results from SEM, knife edge, iFROG, and TRPL measure-






Table VII.3 –Measured exponents mPL and mSHG for UV-PL and SHG emission bands, respectively.
Sample (i) (ii) (iii)
iFROG
mPL 3.73± 0.20 3.88± 0.13 3.45± 0.14
mSHG 1.94± 0.07 1.99± 0.06 1.87± 0.02
TRPL
mPL 3.9± 0.2 4.3± 0.8 3.0± 0.3
UV-PL emission peak wavelength
λPL (nm) 381 381 384
The relevant values are assembled in Table VII.4 for easy reference. The highest field en-
hancement is obtained for sample (i). The results are in good agreement with a previous
studies [18, 19], where up to 6 fold intensity enhancements γ2 were observed for ZnO
nanorods. The 1.5 to 2.5 fold amplitude enhancement γ over the single crystal might
not seem overly impressive at first glance but the small difference becomes important for
nonlinear processes. For example, SHG in the nanorods is 5 to 39 times more efficient
than in the single crystal, and sample (i) has an 8-fold increase over sample (iii). This re-
sult shows that morphology and choice of a growth method can have a significant effect
in the nonlinear properties of nanorods thin films. To better understand the mechanisms
that led to these results, we turn to numerical simulations of the MPA process.
Table VII.4 – Combined results from SEM, TRPL, and iFROG measurements
Sample (i) (ii) (iii) single crystal
SEM + knife edge
3D fill factor ρ (%) 0.1 0.07 7 100
TRPL
Luminous efficiency η 0.92 0.28 1.03 1
iFROG
mPL 3.73 3.88 3.45 —
SEM + knife edge + TRPL + iFROG
Field enhancement γ 2.49 2.16 1.48 1
Intensity enhancement γ2 6.2 4.7 2.2 1
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VII.6. MPA Simulations
Our model for the MPA induced luminescence process is based on a rate equation for the
carrier density N given in Ref. [5]. After slight modifications, we obtain
dN (t)
dt




m − N (t)
Tdecay
. (VII.4)
Here we are making the implicit assumption that the number of excited carriers is pro-
portional to the UV-PL emission. The first term from the left on RHS of Eq. (VII.4)
corresponds to avalanche ionization (AI), the second to MPA, and the third to relax-
ation processes. The local field intensity I(t) is taken to be a sech2 pulse with a peak
intensity I0 and a FWHM width of 39 or 90 fs, corresponding to the iFROG and TRPL
experiments, respectively. As many of the material parameters are unknown for ZnO
nanorods, and might very well depend on the specific sample morphology, we take the
values for bulk ZnO where available. The avalanche constant is set to α = 34Jcm−2 [5],
and Tdecay = 0.7ps [157].
Let us take a closer look at the MPA term
∑6
m=2µmβmI(t)
m in Eq. (VII.4). The order of
the MPA process is denoted by m. By taking the sum over m = 2 . . .6, we consider MPA
processes from second to sixth order simultaneously, implicitly allowing the generation
of hot carriers. The Keldysh absorption coefficients βm [5, 59] are defined as









Here mr = 0.28me is the carrier reduced mass [158], me the electron rest mast, e the
elementary charge, and n0 = 1.96 the refractive index of ZnO [159]. In order to assess
whether bandgap renormalization (BGR) could allow 2PA to be a significant factor in
our experiments, we have allowed the bandgap Eg (N ), and subsequently the absorption
βm(N ), to depend on the carrier density N . The behavior of Eg (N ) is based on reported
values of BGR-induced bandgap narrowing in Refs. [157, 160].
In order to account for the experimentally measured pulse spectra (different for iFROG
and TRPL) in such a manner that no appreciable 2PA can occur unless photon energies
exceed half of the bandgap, we introduce a weighting factor µm(N ),
µm(N ) =
∫ ∞
0 Sm(ω)D(~ω,N )dω∫ ∞
0 S3(ω)D(~ω,N )dω
. (VII.6)
In short, µm(N ) describes the overlap of the computed harmonic spectra Sm(ω) of the
incident pulse with the density of states (DoS)D(~ω,N ) of the ZnO nanorods. The higher
the overlap, the stronger the weighting. Notice that the DoS depends on the carrier
densityN . This allows BGR to be taken into account such that the DoS is shifted to lower
energies when the bandgap is reduced due to high carrier densities, thus increasing the
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Table VII.5 –Weighting factors µm for MPA orders 2 through 6 for N = 0.
MPA order m 2 3 4 5 6
µm 1.3 · 10−5 1.0 2.8 5.0 3.6















Figure VII.7 –MPA exponents. Reproduced from Publication [I].
overlap with harmonics. The weighting factors for the case of an unperturbed bandgap
(N = 0, Eg (0) = Eg ) are given in Table VII.5. The denominator in Eq. (VII.6) normalizes
the weights such that 3PA is unaffected (µ3(N ) = 1). Notice that µ2(0) for 2PA is tiny in
comparison. This is because only the weak short-wavelength tail of the SHG spectrum
exceeds the bandgap, and because the DoS is low for states slightly above the bandgap.
Plugging the weights µm(0) into equation Eq. (VII.4), we see that the SHG contribution
to the carrier density is drastically reduced in favor of higher harmonics. The reasoning
behind this DoS-based weighting is analogous to Fermi’s golden rule [161], which, among
other things, states that the transition probability from one quantummechanical state (in
our case a valence band electron) to a quasi-continuum (conduction band) is proportional
to the density of the final states (conduction band DoS).
Solving the rate equation Eq. (VII.4) for a range of peak local field intensities I0, we









The results are plotted in Fig. VII.7. The two curves correspond to two separate runs
of the simulations, conducted with parameters corresponding to the iFROG (red solid
line) and TRPL (blue solid line) experiments. The experimentally measured exponents
as given in Table VII.3 are shown as well. The vertical error bars are also taken from
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Figure VII.8 – The simulated relative contributions of different MPA orders and avalanche ionization
as the function of local field intensity. Reproduced from Publication [I].
Table VII.3. The intensity coordinates of these points are derived by multiplying the
incident field intensity (0.5 TWcm−2 for iFROG) with the squared field enhancement
factors γ2 given in Table VII.4, and adjusting for the neutral density filters employed in
the experiments. The filters limited the incident intensity such that catastrophic material
damage was avoided. The horizontal error bars are obtained by allowing an uncertainty
of 30% for the measured 3D fill factors in Table VII.1, and 10% for the beam waist w0.
Our model also makes it possible to quantify the number of carriers generated via
each of the considered nonlinear processes. The relative contributions of each of the five
MPA orders (solid lines), their sum total (blue dashed line), and avalanche ionization
(black dashed line) in the iFROG simulation are shown in Fig. VII.8. Furthermore, the
threshold intensity for material damage can be estimated. A commonly used criterion
[5, 162] is to compute the critical carrier density Ncrit for which the plasma frequency
ωp =
√
Ne2/(mrϵ0) is equal to the carrier frequency ω0 of the incident laser pulse. When
this condition is met, linear absorption of the carrier quickly leads to damage. For the
iFROG experimental conditions, we getNcrit ≈ 4.8 · 1026m−3 or ≈ 1% of the total electron
density, which can then be mapped via the simulation data to a local field intensity of
Icrit ≈ 2.1TWcm−2.
VII.7. Discussion
Taking a look at Fig. VII.7, the first thing to notice is that the fractional exponent values
from 3 to above 4, as measured via iFROG and TRPL, are readily reproduced by the nu-
merical simulations for the experimentally accessible local field intensities in the order
of ≈ 1011Wcm−2. We can also see the simulations and experiments agree within the mar-
gins of error. The curve for the TRPL model lies higher due to the longer pulse duration
of 90 fs, which increases the influence of avalanche ionization at high intensities. Even
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for the iFROG simulations with 39-fs pulses, AI is seen in Fig. VII.8 to reach parity with
the MPA processes at ≈ 0.9TWcm−2. These significant contributions from AI might seem
surprising given that our pulses are fairly short, but previous reports employing wide-
bandgap materials and similar pulses have shown that, at near breakdown intensities,
most carriers are indeed generated by AI [5, 162, 163]. In contrast, the MPA processes
only serve to seed AI with an initial population of hot conduction band electrons. We in-
vestigated the timescales of this phenomenon and found that, for the iFROG conditions,
AI is most efficient 12 fs after the pulse maximum has passed. If a shorter 7-fs pulse is
employed instead, AI never exceeds MPA in number of generated carriers.
Going back to the question of 2PA assisting processes posed in the introduction, let us
look at the 2PA contribution (blue solid line) in Fig. VII.8. In the experimentally relevant
range of ≈ 1011Wcm−2, we see that < 1% of the carriers is generated by 2PA. Instead, 3PA
dominates the MPA processes, with minor contributions of 4PA. At around 0.5TWcm−2,
once a high enough carrier density is reached, we see the bandgap renormalization in-
cluded in our model kicking in. BGR increases the influence of 2PA for higher intensities,
but even at the damage threshold Icrit we see that 3PA, 4PA, and even 5PA are more ef-
ficient. This shows that even though we made an effort to allow bandgap narrowing
enhanced 2PA, the effect is still insignificant. The fact that 3PA and AI vastly exceed 2PA
in their relative contributions to the carrier density strongly suggests that 2PA enhancing
mechanism such as BGR are of little importance in the UV-PL process.
Let us compare the computed damage threshold Icrit ≈ 2.1TWcm−2 to our experimen-
tal observations. When no attenuating ND filters were used in the iFROG setup, catas-
trophic optical damage could be inflicted on all of the three nanorod samples while the
single crystal was unaffected. Yet, the estimated incident intensity is only 0.5 TWcm−2
— four times smaller than the computed damage threshold. If field enhancement in the
nanorods is included, however, Icrit can be reached for samples (i) and (ii). In the case of
sample (iii), the observed damage is attributed to heat accumulation instead. This con-
clusion is supported by an observed redshift of the UV-PL emission peak in sample (iii)
at intensities slightly below the empirical damage threshold. The redshift is associated
with a narrowing of the bandgap, which can easily lead to more absorption, then to more
heating and a still narrower bandgap, and so on until excessive heat or absorption (or
both) breaks the nanorods.
On the other hand, such a redshift is also consistent with the onset of lasing [164].
We will now entertain the possibility of lasing, and explain why we find heat accumula-
tion a more plausible explanation. Furthermore, we seek to rule out lasing as a possible
factor in the measured exponents mPL for all the samples. Room-temperature lasing in
ZnO nanorods can be initiated with NIR pulses under certain conditions [141], but aside
from the above mentioned redshift in sample (iii), we found no experimental evidence of
lasing. Namely, we did not observe a step-like increase of the power dependence [165],
sharp spectral features associated with Fabry–Pérot modes forming along the length of
the nanorods [166], or quickly decaying strong peaks on top of the PL decay in the TRPL
measurements [167]. Nevertheless, it is possible that we are operating very close to a
lasing threshold where the above mentioned telltales are not very noticeable but could
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still affect the mPL measurements.
To settle this matter, we can take a closer look at the carrier densities reached in our
experiments. Versteegh et al. reported [166] that, unless special measures are taken,
carrier densities N well above the so called Mott density must be reached before lasing
occurs. Once the Mott density of NMott = 1.5 · 1023m−3 for ZnO is exceeded, excitons are
destroyed via Coulomb screening, giving rise to an electron-hole plasma instead [157].
Onset of lasing can then be explained through many-body theory. Using our model,
we can obtain the peak carrier density as a function of local field intensity, plotted in
Fig. VII.9 (black solid line). The simulations indicate that we operate close to NMott or
even exceed it locally when field enhancement is considered. Using the maximum local
intensity Imax (blue solid line) as permitted by the error bounds shown in Fig. VII.7, we
obtain an upper limit of Nmax = 2 · 1025m−3 for the carrier density reached in our experi-
ments. Even in this extreme case, Nmax is still below the lowest reported lasing threshold
of 5.2 · 1025m−3 in Ref. [166] for 100-fs NIR pulses. A more recent study employing
pulses similar to our own [164] gave an even lower threshold value of 3 · 1025m−3 (green
dashed line), which is still slightly above Nmax. Because the lasing thresholds found in
the literature are unlikely to be exceeded in our power dependence measurements, we
conclude against lasing having any effect to our results, or the observed redshift. Heat
accumulation is therefore the only remaining candidate, and thus our explanation for the
observer redshift in sample (iii). In any case, themPL were measured below the threshold
intensity for the redshift, so neither heat or lasing can significantly affect our measure-
ments.
Figure VII.9 – Simulated carrier density versus local field intensity (black solid line). While the Mott
density (black dashed line) can be exceeded with the maximum local field intensity corresponding to our
experiments (blue solid line), the resulting carrier density is still below the lowest reported [164] lasing
threshold for NIR pulses.
As for the differences between the three samples, we can only offer speculative an-
swers. One clear trend is that the higher the amount of gold found in the samples, (iii)
having none and (ii) more than (i), the higher the measured exponents in both iFROG
and TRPL measurements are. It is possible that plasmonic effects in Au affect the field
enhancement [168] in combination with nanorods morphology [18, 19], or result in an
increased bandedge emission [156]. The seemingly contradicting fact that the highest
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field enhancement was obtained for sample (i) while the highest exponents were mea-
sured for sample (ii) may be meaningless, as the exponent measurements for the two
samples agree within error bounds. Definitive answers warrant further studies.
To summarize, we have studied the UV-PL process in ZnO nanorods, induced by mul-
tiphoton absorption of NIR pulses, via iFROG and other methods. It was shown that local
field enhancement allows higher-than-expected local intensities to be reached, leading to
large exponents for the power dependent emission process. Differing enhancement fac-
tors were found for the three employed nanorods samples, grown with different meth-
ods, corresponding to up to an 8-fold increase in SHG efficiency. The differences were
ascribed to varying gold content and nanorods morphology, underlining that the choice
of growth method can have a significant effect on the nonlinear properties of the nanorod
thin films. Numerical simulations revealed that 3PA and avalanche ionization dominate
over other MPA orders in carrier generation. Furthermore, the contribution of 2PA was




Investigation of Noninstantaneous Optical Processes
Now that the iFROG method has been established in Chapters IV and V, we may move
on to the primus motor of this work — the investigation of noninstantaneous optical pro-
cesses. Specifically, we employ THG-iFROG to measure the few-femtosecond dephas-
ing times of (i) resonant third-order polarization in a dielectric thin film, and (ii) local-
ized surface plasmon polaritons in metallic nanoantennas. We begin by explaining how
iFROG can be exploited for this purpose in Section VIII.1. Based on Publication [V], the
case of third-order polarization is studied in Section VIII.2. Lastly, in Section VIII.3, we
discuss the plasmonic nanoantennas — a previously unpublished collaboration with the
University of Konstanz.
VIII.1. Measurement of a Finite Dephasing Time with iFROG
After briefly considering noninstantaneous processes in Chapter II, we forwent the con-
cept and instead presupposed, up to this point, that all the light-matter interaction we
have described happens instantaneously. That is, the polarization P(t) induced in a non-
linear medium was assumed to follow the incident electric field E(t) immediately so that
the two are in phase. Note that this true even for phase-matching: the phase difference
between E(t) and the nonlinear polarization P(NL)(t) arises from propagation effects, not
from a finite response time.
In many situations, an instantaneous response of an optical medium is a reasonable
assumption which can greatly simplify the analytical or numerical treatment of a given
phenomenon. As discussed, optical processes where only virtual states are involved,
such as harmonic generation under nonresonant conditions, are typically considered to
be instantaneous. For resonant excitation, on the other hand, this assumption is likely
to be unjustified. Strictly speaking, material response is truly instantaneous if and only
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if the medium is lossless and there is no dispersion, i.e. the susceptibilities χ(n) are
real and independent of ω [7, 61]. For broadband pulses such as ours, these conditions
are practically never even approximately fulfilled. Any light-matter interaction with
ultrashort pulses is therefore noninstantaneous, but, depending on the application, the
response can nevertheless be so fast that it bears no meaning for the outcome.
Considering pulse characterization, such a quasi-instantaneous material response is
nearly always expected, especially with correlation methods such as FROG [10]. One can
argue that this assumption is valid as long as the finest resolvable detail of the temporal
envelope (e.g. the width of the main peak envelope) is much longer than the response
time of the nonlinear medium. According to Boyd [8], the characteristic response time
of a nonresonant electronic nonlinearity can be estimated by the time T it takes for an





where a0 = 0.5Å is the Bohr radius, and v = c/137 a typical velocity for an electron. This
yields the response time T ≈ 0.15fs, which is still a fraction of the shortest reported NIR
pulse durations of ≈ 4fs [108, 169–171], or even the 2.5-fs pulse extending from NIR to
near-UV demonstrated by Matsubara et al. [172]. Two-beam coupling experiments have
confirmed that the electronic response time of fused silica is < 1fs [173]. Recently, at-
tosecond streaking measurements established an intensity-dependent delayed response
in the range of 45–115 as for a gaseous medium under nonresonant conditions [174]. In
practice, no self-referenced pulse characterization technique claims attosecond precision.
Whatever detrimental effect a quasi-instantaneous (< 1fs) nonlinearity imposes is likely
to be insignificant in comparison to other sources of error, especially if the pulses are
much longer than a single cycle.
The story is quite different when a finite dephasing time T2 is involved. Let us consider
a medium with a response function R(1)(t) such that the linear polarization induced by
an electric field E(t) is
P(1)(t) ∝ R(1)(t) ∗E(t) . (VIII.1)




col (t,τ) ∝ R(1)(t) ∗ [E(t) +E(t − τ)]
= R(1)(t) ∗E(t) +R(1)(t) ∗E(t − τ)
∝ P(1)(t) +P(1)(t − τ) . (VIII.2)
As explained in Chapter II, for metallic nanostructures with dimensions much smaller
than the carrier wavelength, the coupling of the incident field into surface plasmon po-
laritons can lead to a greatly enhanced local electric field. The linear polarization can
then act as a driving term for the nonlinear polarization, while the minuscule contribu-
tion of the incident field can be ignored [16, 25, 27]. If we also assume the nonlinear
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P(1)(t) +P(1)(t − τ)
]h
. (VIII.4)
The polarization P(h)col (t) then acts as a source of harmonic radiation, which can be mea-
sured. Taking the Fourier transform of Eq. (VIII.4) with respect to t, and subsequently












which we define to be the iFROG trace for the case of an instantaneous harmonic gen-
eration via a noninstantaneous linear polarization. Here we have included the carrier
wave via P (1)(t) = P(1)(t)eiω0t. Comparing Eq. (VIII.5) with the standard, instantaneous
iFROG formula Eq. (IV.1), we see that that the electric field E(t) has been replaced by the
linear polarization P (1)(t), but otherwise the two equations are identical. Thus, if R(1)(t)
describes the temporal linear-polarization response of the nonlinear medium (and leads
to instantaneous harmonic generation), we effectively measure the temporal structure of
the local electric field with iFROG, not the incident field itself [25].
Let us consider another scenario. Suppose that this time there is no appreciable field
enhancement involved, so that a noninstantaneous linear polarization is not acting as
the principal driving field for a higher-order polarization. Instead, let the third-order
polarization itself be noninstantaneous, represented by the response function R(3)(t). The






ijkl(t − τ1; t − τ2; t − τ3)Ej(τ1)Ek(τ2)El(τ3)dτ1dτ2dτ3 . (VIII.6)
Here the tensorial quality of the interaction has been included via the indices i, j, k, and l.
We simplify Eq. (VIII.6) by (i) neglecting the tensor notation in favor of scalars, (ii) setting
the incident fields to be identical, Ej(t) = Ek(t) = El(t) = E(t), and (iii) assuming that the
response function can be factorized, i.e., R(3)ijkl(t − τ1; t − τ2; t − τ3) → R(3)(t − τ1)R(3)(t −






Comparing this to Eq. (VIII.3), we can immediately see that a similar derivation as above
yields another finite response time THG-iFROG equation akin to Eq. (VIII.5), but this
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time we measure R(3)(t)∗E(t) instead of R(1)(t)∗E(t). That is, we probe the finite response
time of the third-order nonlinearity associated with THG.
By measuring the same incident pulse E(t) using a different nonlinear medium with
an instantaneous response (i.e. R(t) is a δ-function) we obtain E(t) as usual. With both
the noninstantaneous response,
E(NI)(t) = R(t) ∗E(t) , (VIII.8)
and E(t) at hand, a deconvolution analysis then yields the response function R(t) of the
noninstantaneous medium. To stress the importance of this result, we find that iFROG
allows us to measure the noninstantaneous response of a given nonlinear optical medium
via a comparison to a quasi-instantaneous medium.
While the above formulation permits R(t) to be complex-valued, physical interpreta-
tion of such an entity can be problematic. As a first approximation, we therefore limit
ourselves to real-valued R(t). When performing the deconvolution of E(NI)(t) = R(t) ∗E(t)
in the time domain, we found it sufficient to employ a right-sided exponential decay
function
R(t,T2) = u(t)e
−t/T2 , u(t) =
1 t ≥ 00 t < 0 , (VIII.9)
where T2 is the dephasing time constant. The time constant T2 is adjusted for best fit be-
tween E(NI)(t) and R(t,T2) ∗E(t). The Fourier transform of Eq. (VIII.9) yields a Lorentzian
lineshape, which in turn corresponds to the ideal symmetric resonance as modeled via a
damped harmonic oscillator, as discussed in Chapter II. Although an asymmetric Fano
resonance (arising from the interference between a narrow-linewidth resonance and a
continuum of states) might be more appropriate in certain situations [175], we do not
expect to encounter narrow resonances in our experiments, which is why the Lorentzian
and the corresponding exponential decay function of Eq. (VIII.9) will suffice.
Aside from the time-domain deconvolution described above, another possible approach
is to perform the deconvolution in the spectral domain. Properties of the convolution





= F {R(t) ∗E(t)} = F {R(t)} · F {E(t)}
⇔ E(NI)(ω) = R(ω) ·E(ω) . (VIII.10)
Typically, the deconvolution problem of Eq. (VIII.10) is used in a forward fashion with
numerical minimization methods. Provided that one can ensure |E(ω)| ≫ 0 in the spec-
tral interval under consideration, this process can be significantly simplified by simply
dividing Eq. (VIII.10) with E(ω), yielding the complex-valued response function R(ω).
This result can then be compared to the Lorentzian F {R(t,T2)} obtained from the time-
domain approach to deconvolution. To fully describe the nonlinear polarization, a nu-
clear (Raman, phonon) contribution should be included in addition to the stronger elec-
tronic response [176]. For simplicity, we limit ourselves to the electronic contribution in
our models.
112


















Figure VIII.1 – Simplified illustration of the THG-iFROG setup employed. Reproduced with permis-
sion from Publication [V].
VIII.2. Resonant Polarization Dynamics in a Dielectric Thin Film
Here we demonstrate the capability of THG-iFROG to measure a few-femtosecond de-
phasing time in dielectric media. Specifically, we employ two dielectrics, (i) a titania
(TiO2) thin film grown on a fused silica (FS, SiO2) substrate, and (ii) a bare FS substrate.
Titania is a broad bandgap semiconductor with Eg = 3.2eV, while silica is an insulator
with Eg = 9.0eV. Employing NIR pulses with photon energies of ≈ 1.5eV, the third-
harmonic of our laser exceeds the bandgap of titania, and is found to be in resonance
with the second conduction band. Silica, on the other hand, is far from resonance, and
thus serves as the quasi-instantaneous reference measurement. In terms of Eq. (VIII.8),
the THG-iFROGmeasurement of titania yields E(NI)(t), and the silica measurement gives
E(t). A time-domain deconvolution analysis then yields the response function R(t) of
titania.
VIII.2.1. Experiments
Based on our previous description of the iFROG measurements in Chapter IV and Ap-
pendix A, the present experiments are easily explained. As a reminder, a simplified
illustration of the THG-iFROG setup is shown in Fig. VIII.1. The only major difference
to previous THG-iFROG experiments is that here the nonlinear medium is changed be-
tween the two measurements, employing (i) the titania thin film and (ii) the fused silica
substrate. The titania thin film sample was produced at Laserzentrum Hannover by the
group of Detlev Ristau.
In the normal dispersion regime (the case with our samples), THG from focused Gaus-
sian beams vanishes if the focal plane is well within the bulk [8], but can still occur near
113
Chapter VIII. Investigation of Noninstantaneous Optical Processes
interfaces and in deposited thin films [177]. Specifically, constructive interference can
only occur efficiently if the beam waist w0 is located (along the direction of beam propa-
gation) within one confocal parameter b = kw0 of a discontinuity in the χ(3) nonlinearity,
i.e., an interface. In any other case THG is inefficient due to destructive interference,
a consequence of the so-called Gouy phase-shift experienced by the beam as it passes
through the focus. Consequently, we can be sure that the measured THG signal orig-
inates at (i) the titania thin film or (ii) the substrate surface. For the titania sample, a
much stronger signal expected from the thin film than from the substrate [17].
The measured THG-iFROG traces, along with the retrieved electric field intensities
and phases for both samples, are shown in Fig. VIII.2. Even with a naked eye one can see
that the bright, high-intensity portion of the titania trace in Fig. VIII.2(b) is wider than
the trace for silica in Fig. VIII.2(a), indicating a longer pulse for the titania case. This dif-
ference becomes clearer when the DC and FMmodulation bands in Figs. VIII.2(c)–(f) are
compared. The retrieved pulse intensities (solid lines) in Figs. VIII.2(g) and (h) confirm
the difference in FWHM pulse durations, which are 10.1 fs for the bare fused silica sub-
strate and a much longer 15.7 fs for the titania thin film. It should be stressed that both
measurements were conducted with identical incident pulses, and that any difference
between the measurements must be due to the employed nonlinear media. The retrieved
parabolic phases (dashed green lines) indicate that the pulses were slightly chirped due
to uncompensated group delay dispersion, which also explains why a pulse duration
longer than the independently measured 7.5 fs output of the Ti:sapphire oscillator was
obtained for the fused silica.
Note that these reconstructions were performed before the retrieval algorithm based
on differential evolution and the subtraces S(3)m as described in Chapter IV was developed.
Here we used the Nelder–Mead algorithm [117] to minimize the RMS difference between
measured and simulated modulation bands M (3)m , m = 0,1. Although this approach is
much cruder and slower than the later DE inversion algorithm, it still works for these
relatively simple pulses. Several combinations (DC, FM, DC + FM) of the modulation
bands were employed for different runs of the retrieval algorithm, producing similar
results. The retrieved intensity envelopes were then used to establish the error bounds
for different time coordinates t, shown with the purple bars in Figs. VIII.2(g) and (h).
We conduct a time-domain deconvolution analysis for the measured intensities Isilica(t)











where the response function R(t,Tdecay) is described by Eq. (VIII.9). Here we are, how-
ever, measuring the decay time Tdecay of the intensity, while the plasmonic study be-
low employs the amplitude dephasing time T2. This is a matter of taste, and the values
obtained differ only slightly, T2 being ≈ 0.7fs longer than Tdecay. The interval under
inspection [t1, t2] = [−15,15] fs was chosen so that we may avoid the Ititania(t) satellite
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Figure VIII.2 – THG-iFROG measurements for a fused silica substrate (left) and a titania thin film
(right). Measured traces shown on top row, followed below by the DC and FM modulation bands.
Retrieved electric field intensities (solid lines) and phases (green dashed lines) on bottom row. Error
bars for the retrieved intensities in purple. Adapted from Publication [V].
Figure VIII.3 – Deconvolution analysis. a The reconstructed electric field intensities for fused silica
(blue) and TiO2 (red). Convolution of the fused silica intensity with an exponential decay function
(black solid line) yields the blue dashed curve in b. TiO2 intensities at τ > 15fs are uncertain (cf. error
bars in Fig. VIII.2(h)), and were excluded here. Adapted from Publication [V].
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structure at t ≈ 20fs where the error bars are rather large. We have implicitly assumed
that both the linear and nonlinear polarization are subject to the same response function,
instead of limiting the noninstantaneous response to the linear polarization as with the
nanoantennas. The results of this analysis are illustrated in Fig. VIII.3. A decay constant
of Tdecay ≈ 6.5fs, or T2 ≈ 7.2fs, for the third-order polarization is obtained, one of the
fastest effects measured with NIR pulses to date.
VIII.2.2. Simulations
In order to better understand our measurement results, numerical simulations were car-
ried out at the Weierstraß Institute of Berlin by M. Hofmann — whose dissertation [178]
holds further details on the computational methods summarized here — and C. Brée.
The response of a single atom to an incident field is simulated via the one-dimensional












Here e is the elementary charge, and me the electron mass. A(t) is the vector potential of
the incident pulse, represented by a 6.5-fs cos4 [179] pulse with the carrier wavelength
λ0 = 780nm, corresponding to 1.55 eV. Note that propagation effects such as reabsorp-
tion of harmonics are ignored. Ψk(t) is a superposition of the quasi-momentum k and













with which the Hamiltonian of the stationary problem H0 was solved. For silica, the
material constants c1 = 54.86eV, c2 = 1.553Å
−1
, and a = 5.4Å in Eq. (VIII.13) were taken
from [180], while the tanh4 term was discarded by setting c3 = 0. For titania, the values
were tweaked until the electronic band structure was reproduced as closely as possible
(evaluated via the material constants Eg and m∗) by a solution of H0 [178]. This analysis
produced the values c1 = c3 = 31.31eV, c2 = 2.598Å
−1
, a = 9.51Å, and an effective mass
m∗ = 0.61me, slightly below reported experimental values. Similar analysis for silica
yielded a bandgap of Eg = 9.0eV and an effective mass ofm∗ = 0.4me. With the stationary
solutions H0 at hand, the TDSE was solved for the single electron, conduction band at
a time, for each value of k. A fully occupied valence band was assumed as an initial
condition. The summation over these individual contributions yields the macroscopic





The simulated polarizations for silica and titania are shown in Figs. VIII.4(a) and (b),
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Figure VIII.4 – TDSE simulations employing an incident intensity of 1 TWcm−2. Simulated polar-
izations for a fused silica b titania. c Temporally gated spectrogram of (b). d Intra- and interband
probability-current densities for titania. Odd harmonics are easily identified (red dashed lines). Adapted
from Publication [V].
respectively. A relatively high intensity of I0 = 1.0TW was employed to accentuate the
effects from resonant excitation. In the off-resonant silica case, the polarization closely
follows the incident cos4 pulse, but a much more complicated interaction is seen to take
place in titania. The resonant behavior in titania is clearly identified from the lasting,
high-frequency oscillations at τ > 10fs, which are absent for silica. In Fig. VIII.4(c), a
temporally gated spectrogram for the polarization in titania is shown. Odd harmonics
are visible as separate bands which have been weighted here for visibility. The third
harmonic at ≈ 4.7eV displays the resonant behavior, which is missing or at least much
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Figure VIII.5 – TDSE simulations for titania. Incident intensities from 0.1 to 1 TWcm−2 in steps
of 0.1 TWcm−2 are employed in (a)–(c), while only 1TWcm−2 is used for (d). a Nonlinear phase. b
Squared modulus of third-order polarization. The shift of the center of gravity for the curves in (a) and
(b) to later delays is depicted via the black arrows. The black dashed line indicates the time at which the
incident pulse maximum arrives to the medium. c Extracted decay time constants for THG (blue dots)
and SPM (red dots) versus intensity. d Extracted THG decay time constants versus carrier wavelength.
Adapted from Publication [V].
less prominent for the fifth harmonic at ≈ 8eV. Curiously, a lasting component is also
observed at ≈ 1eV, markedly below the linear polarization band maximum at 1.55eV.
The origin of the≈ 1eV band becomes clearer whenwe take a look at the nonlinear con-
tribution to the linear phase arg[P(ω0)(t)]. The nonlinear phase, plotted in Fig. VIII.5(a), is
obtained by subtracting the linear phase of a weak incident field with I0 = 1 · 104Wcm−2
from the linear phase of a high intensity field (here 0.1–1.0 TWcm−2). The driving pulse
maximum arrives at t = 0. At the smallest intensity, the nonlinear phase is centered
at zero delay, i.e., self-refraction immediately follows the incident field envelope. For
higher intensities, the center of gravity for the induced nonlinear phase shifts to later
delays (black arrow), indicating noninstantaneous self-phase modulation. Moreover, an
oscillating behavior emerges for I0 ≥ 0.6TWcm−2. The period of this oscillation, ≈ 2.8fs,
corresponds to the energy separation of ≈ 1eV between the first and second conduc-
tion bands of titania. This oscillation manifests as the lasting ≈ 1eV component in the
spectrogram of Fig. VIII.4(c), and evinces a fluctuating population between the first two
conduction bands, i.e., a Rabi oscillation. It appears as though the decay time of SPM is
related to conduction band populations via three photon absorption. This is not entirely
surprising, considering that the Kramers-Kronig relations predict a change in the index
of refraction in the presence of absorption and free electrons [181].
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The extracted third-order polarization |P(3ω0)(t)|2 for varying incident field intensities
I0 is shown in Fig. VIII.5(b). In contrast to the nonlinear phase discussed above, the
polarization is seen to lag the incident pulse by a few femtoseconds, even for the weak-
est intensity I0 = 0.1TW corresponding to our experiments. Using a similar deconvo-
lution analysis to our experiments, the time constants Tdecay for the exponential decay
are found, see the blue dots in Fig. VIII.5(c). The closest match to the experimentally
measured Tdecay = 6.5fs is obtained with the highest simulated intensity of I0 = 1.0TW,
which is already higher than the expected damage threshold for titania. This discrep-
ancy may be attributed to the fact that the susceptibility of the titania thin film can be
much higher than that of the bulk values simulated here [17]. A second possible explana-
tion is connected to the wavelength dependence of the relaxation time constant, plotted
for I0 = 1.0TW in Fig. VIII.5(d). The experimental spectrum might have a larger over-
lap with the second conduction band than the corresponding simulated spectrum with
λ0 = 780nm (employed in the rest of the TDSE simulations), leading to a slower-than-
expected relaxation in the experiments.
The sum total probability-current densities for interband (between valence and con-
duction bands) and intraband (within the conduction bands) excitations in titania, mod-
eled up to the thirteenth conduction band, are shown in Fig. VIII.4(d). Odd harmonics of
the carrier wave are clearly identified (red dashed lines). It is evident that the interband
excitations (green curve) dominate the material response, intraband density (blue curve)
being generally at least an order of magnitude weaker.
In addition to using pseudopotentials describing solids such as titania and silica, the
TDSE simulations were also repeated for a hydrogen-like atomic potentials [182]. The
ionization potential was matched to the titania band gap, resulting in a qualitatively
similar outcome to above simulations. Regardless of the type of potential function em-
ployed, a finite lifetime of the nonlinear response was observed when the third harmonic
spectrum overlaps with the conduction band for a solid, or a continuum of states for an
atom. The exact value for the polarization decay was found to depend heavily on the
effective mass employed, suggesting that the THG-iFROG method could also be used to
measure the effective mass of valence electrons.
VIII.2.3. Discussion
The origin of the finite lifetime in our experiments can be qualitatively understood with
a semi-classical picture of a damped harmonic oscillator [27], as was discussed in Chap-
ter II. As long as the oscillator is driven at a frequency far from a resonance, the induced
oscillations will disappear immediately after the driving field has passed. Close to a reso-
nance, energy is stored into the system, and oscillations will continue even in the absence
of a driver, gradually (exponentially) damping the motion to a halt. If the oscillator is
anharmonic instead, the system can store energy when driven with a subharmonic of the
resonance frequency, again leading to a persistent response. For a quantitative analysis,
a quantum mechanical approach, such as our TDSE simulation, is required.
The experimentally measured 6.5fs time constant for the ultrafast exponential decay of
THG emission in titania is in excellent agreement with the TDSE simulations, which pro-
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duce similar values for slightly higher intensities or slightly longer carrier wavelengths.
In the simulations, a similar few-femtosecond lifetime is also observed for SPM. Note that
SPM, let alone its rate of decay, cannot be directly measured with THG-iFROG. Although
the time constants obtained computationally for SPM and THG are similar, the two are
not immediately connected. This is evident from the fact that a finite THG lifetime was
observed even for low incident intensities, while SPM exhibited a threshold behavior,
switching quickly from a near instantaneous response to a few-femtosecond decay time
for I0 ≥ 0.5TWcm−2. Nevertheless, noninstantaneous self-refraction and THG seem to
be equally well connected to the three-photon resonance, suggesting that the achievable
minimum duration of pulses generated via KLM is limited by the finite dephasing time
under such conditions. Although many materials may be employed for KLM [183–185],
we are not aware of examples where the carrier frequency would correspond to a third
of a resonance frequency. On the other hand, the loss of temporal resolution could be
a much more relevant problem for characterization of few-cycle pulses in the visible or
UV spectral range. Considering silica as the nonlinear medium for a given pulse char-
acterization scheme, the three-photon resonance condition could arise for wavelengths
shorter than 600nm, as absorption typically starts at around ≈ 200nm [186]. Even for
LiF, the widest bandgap material available, problems could arise for λ < 320nm [187].
Note that moderate absorption can occur even below the bandgap energy due to defects
and impurities in the material. Moreover, as the simulations yielded a finite lifetime for
the nonlinear polarization in both solids and atomic potentials under resonant excitation,
the above problems may not be limited to solids. Thus, attosecond pulse characteriza-
tion techniques employing gaseous media [188] may also be affected. As a rule of thumb,
caution is advised whenever an odd harmonic of the incident field is close to a material
resonance.
VIII.3. Plasmon Dephasing in Au Nanoantennas
Encouraged by the success in measuring the ≈ 7fs lifetime of the resonant third-order
polarization in a dielectric medium, we now move on to study the dephasing of local-
ized surface plasmon polaritons (SPPs) in metallic nanostructures, where even faster dy-
Figure VIII.6 – Scanning electron microscope images of the employed single Au nanoantennas with a
bowtie shape. Measurements by courtesy of V. Knittel.
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namics transpired. The experiments with Au bowtie nanoantennas presented here are
courtesy of Vanessa Knittel and Daniel Brida from the University of Konstanz. The SHG-
FROG and THG-iFROG reconstructions as well as the subsequent deconvolution analysis
were performed by the author of this dissertation, aided by helpful discussions with V.
Knittel and D. Brida. These results are, at the time of writing, previously unpublished.
It should be noted that V. Knittel will also include some of these results in her upcoming
dissertation [72] (also used as a reference here), where the Au nanoantennas are studied
in greater depth. Here we will concentrate our efforts on the pulse retrieval, and the
subsequent deconvolution analysis.
VIII.3.1. Experiments
As explained in Chapter II, metallic nanoantennas can greatly enhance the near field by
essentially focusing the incident field into a tiny volume beyond the diffraction limit of
light. In fact, the achieved near fields are so intense that a single Au bowtie nanoantenna
produces a harmonic signal strong enough to be detected. While many antennas pro-
duce not only an even stronger harmonic emission, but also a higher field enhancement
[189], having many emitters would lead to an inhomogeneous broadening of the emis-
sion spectrum. This presents an unnecessary complication for the interpretation of the
measurement data, which we avoid by using single nanoantennas instead so that only
homogeneous broadening is expected [7].
Two bowtie-shaped Au nanoantennas with differing crystallinity were employed for
the experiments. The Au structures were grown on fused silica substrates. The first sam-
ple is polycrystalline, and was produced via electron beam lithography [15]. The second,
a monocrystalline nanoantenna, was precision cut via focused gallium-ion beam milling
[15] from a larger gold microplate grown via a wet-chemical method [190]. SEM images
of the two samples are shown in Fig. VIII.6. The essential difference between the two
samples is that the polycrystalline nanoantenna in Fig. VIII.6(a) has a relatively rough
surface with many small defects, while the monocrystalline structure in Fig. VIII.6(b) is
much smoother. The imperfections in the polycrystalline sample are expected to serve
as scattering centers, leading to a faster dephasing time T2 in comparison to the nearly
ideally formed monocrystalline sample [15, 191]. The samples share the same geometry,
with a height h to base b ratio of h/b = 4 : 3. The height is approximately 260 ± 20nm,
while the thicknesses of the structures are 30 and 60nm for the polycrystalline and
monocrystalline samples, respectively. The dimension of the nanoantennas were thus
chosen so that the plasmon resonance λr ≈ 1200nm is found close to the carrier wave-
length λ0 ≈ 1150nm of the fundamental laser spectrum.
The THG-iFROG measurements yielding E(NI)(t) were conducted with a sophisticated
Erbium-doped fiber laser system [192], providing ≈ 7.6-fs pulses with a spectrum that
reaches all the way from 850 to 1550nm, cf. Fig. VIII.7. The reference pulses E(t) were
measured with a standard SHG-FROG setup employing a BBO crystal. The SHG-FROG
retrievals were performed by the author with the principal-components generalized pro-
jections algorithm [115].
The measured and reconstructed THG-iFROG traces are shown in Figs. VIII.8(a)–(d).
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Figure VIII.7 – Incident pulse spectrum (black) recorded with an optical spectrum analyser (OSA).
The reconstructed spectral intensities (solid lines) and phases (dashed lines) for the subsequent exper-
iments with SHG-FROG employing a BBO crystal (blue), and THG-iFROG and the polycrystalline
nanoantenna (red) are shown as well.
Note that the two samples produce visibly very similar traces, and telling the difference
between the two by eye is difficult. Upon careful inspection, one can see that the mea-
sured monocrystalline trace in Fig. VIII.8(b) is confined to a slightly smaller spectral
range than the polycrystalline trace above it in Fig. VIII.8(a). As discussed in Chapter II,
the Lorentzian linewidth ∆ωr is inversely proportional to the dephasing time T2. That
is, the narrower spectrum of the monocrystalline trace indicates that a slower dephasing
is at play, as expected. The reconstructed traces in Figs. VIII.8(c) and (d), obtained with
our differential-evolution based algorithm, are an excellent match to the measurement
data. Similar to the previous iFROG experiments, the representative pulse intensities
and phases are obtained by averaging over 10 retrieval runs. The statistics are shown
in Figs. VIII.8(e) and (f). The small standard deviations in both intensity and phase (at
coordinates t where appreciable intensity is found) show that the iFROG retrievals give
highly consistent results.
VIII.3.2. Deconvolution Analysis and Discussion
The representative pulse intensities from the noninstantaneous THG-iFROG measure-
ments, employing the Au nanoantennas, and the reference pulses from the instantaneous
SHG-FROG measurements are shown in Figs. VIII.9(a) and (b). The SHG-FROG inten-
sities (blue solid lines) differ slightly between the two measurements likely because the
measurements were not conducted immediately after one another, allowing the laser
system to drift, not to mention the unavoidable uncertainty in the measurements and re-
trievals. Notice that the intensity envelopes for the nanoantenna pulses (red solid lines)
are slightly broader in width (8.2 and 8.6 fs) than those obtained from the SHG-FROG
measurements (7.5 and 7.7 fs). Time-domain deconvolution using the measured am-
plitudes yields dephasing constants T2 of 2.5 fs for the polycrystalline antenna, and a
considerably longer 4.1 fs for the monocrystalline sample. The convolution of the in-
stantaneous SHG-FROG response with the single-sided exponential response function
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Figure VIII.8 – THG-iFROG measurements for polycrystalline (top) and monocrystalline (bottom)
gold bowtie nanoantennas. Measured (left) and retrieved (middle) traces. Statistics of ten runs (right)
for retrieved pulse intensities (red) and phase (blue) in time-domain, shaded area indicates standard
deviations.
R(t,T2), as given by Eq. (VIII.9), yields the yellow dashed curves which fit the nanoan-
tenna intensities well.
For comparison, we also perform the deconvolution in the spectral domain accord-
ing to Eq. (VIII.10) by dividing the retrieved complex fundamental spectrum for THG-
iFROG with the corresponding SHG-iFROG spectrum, cf. Fig. VIII.7. The results are
shown in Figs. VIII.9(c) and (d). The complex Lorentzian line shapes, whose linewidths
are given by ∆ωr = 2/T2 where T2 are the dephasing times obtained from the time-
domain deconvolution, are also shown. As discussed previously, the imaginary part of
the Lorentzian corresponds to the imaginary part of the susceptibility χ, i.e., the absorp-
tion spectrum, while the real part describes the phase shift imposed onto the incident
pulse by the plasmon resonance. The resonance frequency ωr was tuned individually for
both samples to obtain the best fit between the Lorentzian and R(ω). The correspond-
ing resonance wavelengths are 1180 and 1205nm for the polycrystalline and monocrys-
talline samples, respectively. These are a close match to the values obtained from bound-
ary element method [71] simulations [72], 1180 and 1240nm, respectively. Were the
dephasing times T2 unknown, they could have also been obtained from this spectral do-
main deconvolution simply by fitting a Lorentzian line shape to the measured response
function R(ω).
The fact that the absorption line of either sample is roughly as wide as the fundamen-
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Figure VIII.9 –Deconvolution analysis for polycrystalline (top) and monocrystalline (bottom) nanoan-
tennas. Time-domain deconvolution (left) with an exponential dephasing function yields best agreement
with T2 = 2.5fs and 4.1 fs (yellow dash-dotted line). In the frequency domain (right), the corresponding
Lorentzian is shown (green). Spectral-domain deconvolution results, R(ω), are plotted in black. The
imaginary (solid lines) and real parts (dashed lines) of the two functions agree reasonably well for both
measurements. The empirical resonance wavelengths are indicated by the red lines.
tal spectrum of the incident pulses means that the fundamental spectrum is not dramat-
ically affected by the plasmon resonances, cf. Fig. VIII.7. This in turn leads to an uncer-
tainty in the obtained R(ω), stemming from the division of the reconstructed spectra. The
effect is especially large for the weak wings where the relative error in the reconstructed
spectral amplitudes is high: dividing a very small spectral amplitude with an almost as
small a value leads to an amplification of error. This is evident in Fig. VIII.9(d), where
the imaginary part of R(ω) deviates significantly from the Lorentzian at λ < 1000nm
and λ > 1400nm. Nevertheless, the central part of the absorption spectra for both sam-
ples agree well with the Lorentzian line shapes, and for the polycrystalline case even the
weak wings are closely matched. The real parts corresponding to the phase shift show
similar behavior, and are in good agreement for the majority of the reconstructed spec-
tral range. Moreover, the characteristic S-shape of the phase is more or less reproduced.
Aside from uncertainties in themeasurements, another explanation for the reconstructed
features in the response functionR(ω) which differ from the Lorentzian is that they are, in
fact, physically meaningful. This would show that the real-world nanoantenna is more
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complicated than the ideal mathematical description of a damped harmonic oscillator.
Definitive conclusions, however, would require a more systematic study.
To summarize these previously unpublished results, we employed THG-iFROG to suc-
cessfully measure the dephasing times T2 of localized surface plasmon polaritons in Au
bowtie nanoantennas with differing crystal structures. As expected, a slower dephasing
with T2 = 4.1fs was observed for the monocrystalline sample, in comparison to T2 = 2.5fs
obtained for the polycrystalline sample with increased scattering from rough surface
features. The measured ultrafast dephasing times are in good agreement with previous
studies performed on similar structures [21, 23, 76]. In addition, we were able to re-
construct the complex-valued response function of the nanoantennas in the frequency
domain, a capability that has been thus far out of reach for competing characterization
techniques, such as simple interferometric autocorrelation employing THG. These proof-
of-concept experiments show that THG-iFROG is well suited for the characterization of






During the course of this work, characterization methods suitable for few-cycle NIR
pulses were developed and subsequently applied to study nonlinear optical phenom-
ena in solids at unprecedented time scales. The collinear beam geometry employed in
all the presented techniques allowed the use of tight focusing and thus near-breakdown
field intensities at the samples, which— together with the high repetition rate associated
with unamplified pulses directly from an oscillator — lead to such a high sensitivity that
single sub-wavelength nanostructures could be characterized.
A large portion of the research efforts were invested in iFROG which has two variants
based on either SHG or THG. While previous solutions for SHG-iFROG exist, the THG
modality was unravelled here for the first time. A mathematical formalism was devel-
oped, generalizing the inverse problem of pulse retrieval for both SHG and THG vari-
ants. The present solution is based on the extraction of various subtraces embedded in
the measured iFROG traces via Fourier filtering techniques, and on the complementary
analytic description of the subtraces. Minimizing the difference between the extracted
subtraces and their simulated counterparts yields the sought-after complex electric field
of the pulse. This is an optimization problem for which any general minimization pro-
cedure can in principle be applied. Given the complexity of the problem, a robust global
minimization strategy appears the wisest choice. This role was filled by the evolutionary
algorithm, differential evolution, which was shown to outperform previous solutions for
SHG-iFROG in both numerical tests and real world measurements. It is especially note-
worthy that introducing a considerable amount of noise into the measurements had little
effect on the performance of the DE-based pulse retrieval, contrary to standard FROG
algorithms such as generalized projections. The speed of convergence for the presented
solution was found to be on par with GP, while the behavior of DE was more predictable
and the results more consistent. Moreover, the performance of DE could still be im-
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proved manyfold via parallelization, unlike for GP. For THG-iFROG, an experimental
demonstration was given and verified to be accurate via a comparison to a reference
measurement with a commercial SPIDER apparatus.
In addition to the advances made with iFROG, an entirely new ultrafast pulse char-
acterization method based on a ptychographic algorithm was introduced. Sharing many
aspects with iFROG, the novel technique named piFROG is based on SHG and also fea-
tures a collinear beam geometry. Unlike iFROG, however, piFROG can unambiguously
resolve the direction of time for the retrieved electric field, allowing the identification
of leading and trailing satellites. As above, the proficiency of piFROG was proven via
real-world characterizations of few-cycle pulses.
Utilizing the newly established THG-iFROG, nearly instantaneous optical effects were
studied in resonantly excited nanostructures at unrivaled precision. The localized sur-
face plasmon polaritons in Au nanoantennas were shown to dephase within only 2.5 and
4.1 fs, comparable to a single optical cycle of the driving field. Moreover, the complex
response functions for the plasmonic resonances were obtained, a feat which previous ex-
amples based on interferometric autocorrelation cannot attain. Based on the presented
evidence, THG-iFROG offers a decisive improvement over previous measurement tech-
niques for probing the temporal dynamics in plasmonic nanostructures.
A slightly slower yet still an ultrafast lifetime of ≈ 7fs for the resonantly induced third-
order polarization in a TiO2 thin film was measured, approximately equal to the pulse
width of the driving field. A comparison with a numerically solved time-dependent
Schrödinger equation not only corroborated the experimental findings, but also revealed
a few-femtosecond persistence of the self-phase modulation effect. These findings high-
light the fact that while resonant excitation can increase the nonlinear susceptibility of a
given medium significantly, it comes at a cost of temporal resolution which can be crucial
in ultrafast optics.
In addition to the characterization of ultrafast pulses and phenomena, the temporal
resolution of iFROG facilitated the study of MPA induced photoluminescence in ZnO
nanorods, where fractional power dependence exponents between 3 and 5 were mea-
sured. A model built on Keldysh-theory for photoionization indicated an interplay of
multiple processes, with contributions from three- and four-photon absorption as well
as avalanche ionization. While no evidence of two-photon absorption enhancing mech-
anisms suggested by previous studies was found, a varying degree of localization of the
near field at the nanostructures was identified as a likely and sufficient cause for the
observed differences in the employed nanorod samples, produced with differing growth
techniques.
In summary, the newly developed collinear pulse characterizationmethods were shown
to be a valuable addition to the growing number of means in the study of ultrafast non-
linear optical phenomena in solids. Offering unparalleled sensitivity, both the amplitude
and phase response of nanometer-scale structures can be resolved with sub-femtosecond





Measurement of iFROG Traces
An iFROG measurement system consists of essentially three parts: an interferometer, a
nonlinear-mixing step, and measurement of the nonlinear spectrum. With these con-
stituents, an iFROG trace for a test pulse can be measured. A simplified schematic of an
iFROG measurement system is illustrated in Fig. A.1. We will now discuss each of the
three parts of the apparatus separately, in an order following the course of the test pulse.
Figure A.1 – Simplified schematic of an iFROG measurement system. The input pulse is split into
two replicas by an interferometer. These are subsequently focused onto a nonlinear medium, where
harmonic generation takes place. The harmonic radiation is first collimated, then separated from the
residual fundamental field and possibly other, undesired spectral components, and finally recorded by
a spectrometer as a function of the inter-pulse delay. List of abbreviations: beamsplitter (BS), focusing
mirror (FM), filter (F).
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A.1. The Interferometer
As discussed in Chapter III, the interferometer produces two collinearly propagating
replicas of the test pulse, and imposes a varying relative time-delay between the two. The
amount of delay is controlled by expanding or contracting the optical path length in one
of the interferometer arms by moving the mirrors with a translation stage. For an iFROG
measurement, an interferometric precision for the delays is required, necessitating sub-
carrier-wavelength step sizes from the translation stage. Such precision is mechanically
challenging, but can be achieved with a piezoelectric translation stage. Another option is
to use a translation stage employing an electric linear actuator, and, instead of step-wise
movement, letting the stage move continuously through the desired range of positions in
an open-loop configuration [12]. The position of the translation stage can then be mea-
sured with the aid of a chopper wheel, and trigger the spectral measurement based on the
position. In our experiments, for simplicity, a piezoelectric stage (PX 200, piezosystem
jena) was used in a closed-loop configuration.
Ideally, the two pulse replicas produced by the interferometer are identical in ev-
ery aspect excluding the temporal separation. Aside from careful calibration to ensure
collinear propagation of the emanating pulses, this condition demands that each replica
experiences an equal amount of additional dispersion within the confines of the interfer-
ometer. The replicas are created with beamsplitters, e.g. a glass substrate with reflective
thin film coating, transmitting 50% of the optical power of the incident field, and reflect-
ing the remaining 50% at a right angle. Thin beamsplitters are preferred over other op-
tions, such as cube beamsplitters, so that the additional dispersion inflicted on the pulse
replicas can be minimized. Avoidance of unnecessary dispersion is especially important
for themeasurement of few-cycle pulses, where the necessarily broad spectral bandwidth
coupled with even a minor dispersion can have a significant effect on the temporal enve-
lope of the investigated pulse. When such dispersion is not accounted for, the eventual
pulse retrieval can give misleading results. The geometry of the interferometer is equally
important when dispersion is considered. One might naively use a Michelson type in-
terferometer [193]—comprised of a 50–50 beamsplitter and two mirrors, one of which
is mounted on a delay stage—but such a device adds an unequal amount of dispersion
for the two arms of the interferometer, cf. Fig. A.2(a). This is because one of the beams
must travel thrice through the beamsplitter substrate while the other beam traverses the
substrate only once.
This problem of unequal dispersion for the two interferometer arms can be circum-
vented in two ways. First is to add a dispersive element, e.g. an uncoated substrate
window, in the arm in which the beamsplitter is traversed only once [194]. Such a disper-
sive element must produce exactly half of the dispersion caused by the beamsplitter—a
condition which can be difficult to fulfill. One must also take possible reflection losses
from the interfaces of the dispersive element into account, i.e. to make sure that the two
pulse replicas created carry an equal amount of optical power. The reflection losses can
be minimized by positioning the dispersive element in a Brewster’s angle, provided that
the input pulse is linearly polarized. Unfortunately there is a further complication for a
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Michelson interferometer that cannot be easily avoided: when the optical path lengths
for the two interferometer arms are equal, there is a phase difference of pi between the
two beams. The reason is that only one arm experiences a phase shift of pi due to re-
flection at an air–solid interface of the beamsplitter, i.e., when arriving from a medium
of low refractive index to an interface with a higher index medium, while the other arm
is unaffected. There are, of course, additional phase shifts upon reflections from the
mirrors, but as there are equally many mirror-bounces in either interferometer arm, this
leads to no further complications. The difference of pi, however, causes the interfero-
metric pattern to have a minimum at zero delay instead of the expected maximum. The
literature considering iFROG traces typically assumes no such phase shift, and the math-
ematics therein describe fields with a maximum at zero delay. The immediate outcome of
this zero-instead-of-a-maximum ordeal is that an iFROG trace would contain two equal
maxima instead of just one, thus the mathematics simply could not perfectly reproduce
the measurement, leading to a systematic error in the pulse retrieval. This issue is easy
to miss for long pulses, but becomes more significant in the few-cycle regime where the
intensity falls rapidly after but a few interferometric fringes. Technically the single-
maximum interference pattern in Fig. A.2(b) can be obtained from the two-maximum
pattern in Fig. A.2(a) via a simple inversion (I(τ)→ Imax − I(τ)), but in practice the zero
point would unavoidably be contaminated with measurement noise, leading to a high
relative error in the maximum of the inverted fringe pattern. This problem would also
apply to the fringe pattern after eventual harmonic generation, thus negatively affecting
subsequent pulse retrieval where high measured intensities have a large impact on the
outcome of the reconstruction.
A more sophisticated approach is to replace the Michelson interferometer with a dis-
persion-balanced interferometer employing two identical beamsplitters instead of just
one [12, 109], as illustrated in Fig. A.2(b). The two beamsplitters are arranged such that
each beam is reflected once at an air–thin-film interface while traversing exactly the same
amount of substrate material before the two beams are combined. In this way, both of the
beams experience a total phase shift of pi in the beamsplitters, and the above described
problem with unequal number of phase shifts disappears. An easy way to assure that
the two beamsplitters are as similar as possible is to start with a single beamsplitter, and
cut it in two identical halves. In all cases of the measurements presented in Chapters IV
and V a dispersion-balanced interferometer was employed.
A.2. The Nonlinear-Mixing Step
Once the collinearly propagating pulse replicas have been created, they can be used for
harmonic generation. The pulses are guided into a nonlinear medium, typically in the
focal point of a focusing element and followed by collimation. In order to avoid any un-
necessary additional dispersion before the phase-sensitive harmonic generation process,
reflective focusing optics are preferred. For our experiments, a parabolic off-axis mir-
ror with a gold surface, and a rather short focal length of 25mm was chosen to provide
a wide, low-loss reflection bandwidth and a very small spot size. The smaller the spot
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(a)Michelson interferometer (b) Dual beamsplitter interferometer
Figure A.2 – Two possible interferometer geometries producing collinearly propagating pulse replicas,
separated by a time delay which can be varied with a delay stage (DS). a A simple Michelson interfer-
ometer will always produce a linear interference pattern with two maxima (bottom). b On the contrary,
a dual beamsplitter (BS) design gives the desired single-maximum interference pattern.
size is, the higher the field intensity in the focus, and the more efficient the conversion
of fundamental field to harmonics. The nonlinear medium must be chosen such that
the appropriate harmonic-generation process — SHG or THG, depending on the desired
iFROG variant — can occur and is efficient enough so that the generated harmonic field
can be measured by a spectrometer with sufficiently high signal-to-noise ratio (SNR) to
facilitate successful pulse retrieval. As discussed in Chapter II, various nonlinear media
are employed in this dissertation, the properties of which are discussed in greater de-
tail within their respective sections. The iFROGmeasurements presented in Chapters IV
and V are based on either SHG or THG, with no other concomitant emission spectra. For
SHG-iFROG, a β-barium borate (BBO) crystal was used in type I phase matching con-
figuration. For THG-iFROG, the front interface of a 1mm thick window of fused silica
was employed. In Chapter VI, the above-mentioned BBO crystal is utilized for the novel
piFROG method. In Chapter VIII, THG-iFROG is extended beyond simple pulse char-
acterization to the study of noninstantaneous processes. For this purpose, THG from
titanium dioxide thin film (Section VIII.2) and gold nanoantennas (Section VIII.3) are
analyzed, and time constants in the order of few femtoseconds are measured. In Chap-
ter VII, both SHG and THG, along with multiphoton absorption induced photolumines-
cence (PL), is generated from ZnO nanorods, and subsequently detected and analyzed
with iFROG, providing an insight into the PL process.
Considering conventional pulse characterization with iFROG, choosing either SHG or
THG as the nonlinearity leads to a few marked differences in obtainable sensitivity and
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bandwidth, range of suitable archetypes for the nonlinear medium, and design of the
measurement device. As a general rule of thumb for harmonic generation processes,
the higher the order of the harmonic, the weaker the conversion efficiency from funda-
mental spectrum to harmonics. For the detection of the said harmonics generated for a
given pulse with a certain pulse energy, this implies that THG as a χ(3) process will most
likely result in a much lower achievable SNR than SHG, a χ(2) process. For our measure-
ments, some of which are presented in Figs. IV.3 and IV.4, this is indeed the case: the
SHG-iFROG measurements employing a BBO crystal were recorded with a considerably
shorter exposure time than the THG-iFROG measurements using a fused silica window,
and still the former has a significantly higher SNR than the latter. What THG loses in con-
version efficiency it gains in simplicity. As discussed in Chapter II, THG as an odd-order
process is allowed for both centrosymmetric and noncentrosymmetric media including
gases and solids while SHG is allowed only for noncentrosymmetric solids [8]. Moreover,
surface third-harmonic generation (STHG) can take place on any dielectric interface, e.g.
air–glass, and has a very short interaction length [195]. Because the interaction length is
short, phase matching is ensured for broad bandwidths, and for a large range of carrier
wavelengths.
The opposite is true for bulk SHG, where the nonlinear medium must be carefully
chosen to suit a particular laser. For the employed type I phase matching, the SHG
crystal must be cut in a specific angle to ensure phase matching for the carrier wave-
length and for a sufficiently broad wavelength range to encompass the entire fundamen-
tal spectrum of the pulse. If this design issue is neglected, efficient harmonic generation
will not occur across the whole fundamental spectrum. Thus, information is lost, and
the harmonic spectrum does not fully represent the original pulse, negatively affecting
the subsequent pulse characterization. Polarization of the test pulse also plays a deci-
sive role for bulk SHG, while STHG is largely independent of the input polarization,
albeit some exceptions of THG pulse characterization schemes can be found where input
beam polarization matters [110]. While collinear SHG-FROG has been demonstrated
with type II phase matching [109, 111], employing two orthogonal linearly polarized
beams, the measurements do not result in an iFROG trace with interferometric fringes,
as mentioned in Chapter III. Moreover, because the two beams propagate on different op-
tical axes of the crystal, the concomitant group velocity mismatch limits the achievable
temporal resolution, which is a severe drawback for few-cycle pulse measurements. For
the SHG-iFROG experiments presented in the current section, the employed type I phase
matching scheme was found sufficient in bandwidth. Going back to harmonic generation
from surfaces, one should note that because of inversion symmetry is necessarily broken
at any given interface, all harmonic orders are electric dipole allowed. Nevertheless, for
an interface between air and a medium with inversion symmetry (where bulk SHG is
not allowed), the already weak surface THG is generally still stronger than surface SHG,
which makes STHGmore generally applicable for pulse characterization purposes [195].
For the same reasons, THG is often much more effective than SHG for metal surfaces and
especially gold nanoantennas [23] such as our own.
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A.3. The Detection of the Nonlinear Spectrum
Once the desired harmonic of the fundamental field has been generated, it can be colli-
mated, spectrally isolated, and detected. While additional dispersion was avoided before
the harmonic generation took place, any dispersion after the upconversion is not an is-
sue because the harmonic power spectral density (PSD) measurement is insensitive to
the phase of an electric field. Therefore, transmissive optics may be used, as long as the
absorption of the harmonics within the optical elements is not severe enough to prevent
adequate detection in any part of the upconverted spectrum. For all the measurements
presented in this work (excluding the gold nanoantenna experiments in Section VIII.3),
an aspherical lens made from UV-grade fused silica was used for collimation of the har-
monics, and also of photoluminescence in the case of ZnO nanorods, the topic of Chap-
ter VII. The collimated electric field contains a number of spectral components, only one
of which is typically desired for an iFROG measurement. The fundamental field and
possibly other spectral components emanating from the nonlinear medium must be re-
jected, and the chosen harmonic isolated before measurement of the PSD. This spectral
filtering can be achieved in a number of ways. The various spectral components can be
spatially dispersed with prisms or gratings, and a wavelength range can then be selected
by simply blocking a part of the dispersed spectrum. Another solution is to use a number
of spectral filters, chosen specifically for the desired wavelength range. The latter option
was chosen for our experiments. Depending on the desired spectral range, two optical
paths with differing filters could be chosen, see Fig. IV.1. The SHG and PLmeasurements
employed color filters, absorbing the fundamental field at 800nm while transmitting the
SHG and PL around 400nm. For SHG-iFROG, a linear polarizer was also used to fur-
ther enhance the contrast between the s-polarized fundamental field and the p-polarized
SHG light. For the THG-iFROG measurements, a pair of dielectric mirrors designed to
reflect at 270nm was used along with an interference filter for the same spectral range.
After the desired spectral components have been isolated, they can be guided to a
spectrometer. For this purpose, we focused the upconverted light from either of the two
filter paths with UV-grade fused-silica lenses into optical fibers, leading to a Czerny–
Turner imaging spectrograph (Shamrock SR-303i, Andor). The spectrograph disperses the
wavelengths of an input field with a system of gratings and mirrors, while an electron-
magnifying charge-coupled device (EMCCD) (Newton 970, Andor) placed on the image
plane of the spectrograph records the power spectral density. Although the camera al-
lows electron-magnifying to be used with the purpose of increasing sensitivity, the fea-
ture was not ultimately employed, as no significant increase in signal-to-noise ratio was
observed. The upconverted spectrum is measured for a range of delays deemed neces-
sary for the pulse at hand, for our cases ranges of a few hundred femtoseconds were used






Derivation of the SHG-iFROG Subtraces







[E(t) + E(t − τ)]2 e−iωt dt
∣∣∣∣∣2 . (B.1)
Next, we aim to derive analytical forms for the modulation bands M (2)m (ω,τ). To this
end, let us introduce a few shorthand notations. We define the frequency ∆ω to be the
distance from the product of the carrier frequency and the harmonic order h
∆ω ≡ω − hω0 . (B.2)




E2(t)e−i∆ωt dt . (B.3)






E(t)E(t − τ)e−i∆ωt dt . (B.4)




∣∣∣E(2)(∆ω)∣∣∣2 +4 ∣∣∣∣E(2)FROG(∆ω,τ)∣∣∣∣2 (B.5a)
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+ 2 cos[(2ω0 +∆ω)τ] ·
∣∣∣E(2)(∆ω)∣∣∣2 . (B.5c)
Note that each of the three rows in Eq. (B.5) is modulated by a cosine according to
Eq. (IV.3), when setting m = 0,1,2 for the top, middle, and bottom rows, respectively.




0 (∆ω,τ) ≡ 2
∣∣∣E(2)(∆ω)∣∣∣2 +4 ∣∣∣∣E(2)FROG(∆ω,τ)∣∣∣∣2 (B.6a)
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2 (∆ω,τ) ≡ 2 cos[(2ω0 +∆ω)τ] ·
∣∣∣E(2)(∆ω)∣∣∣2 . (B.6c)
Now that we have obtained the analytical forms for the modulation bands of the SHG-
iFROG trace, we may proceed to use these to find and define the subtraces S(2)n . As stated
above, there are h = 2 obtainable subtraces for SHG-iFROG. First of them is the DC




0 (∆ω,τ) ≡M (2)0 (∆ω,τ) = 2
∣∣∣E(2)(∆ω)∣∣∣2 +4 ∣∣∣∣E(2)FROG(∆ω,τ)∣∣∣∣2 .
The FM subtrace S(2)1 is somewhat trickier to obtain. The goal is to remove the mod-
ulation due to the cosine in Eq. (B.6b). One way to accomplish this is to multiply the
isolated modulation band M (2)1 with a cosine that has exactly the same argument as the
cosine in Eq. (B.6b). Multiplication of two cosines gives a sum of two cosines, namely
cos(α)cos(β) = cos(α − β)+cos(α + β), and since α = β in our case, one obtains 1+cos(2α).
The new cosine term with can be ignored, leaving only the unity factor and thus remov-
ing the modulation. In the Fourier domain, this corresponds to a split of the original
two bands (at delay-frequencies ξ = ±ω0τ) into three new bands, two of which reside
at ξ = ±2ω0, and one at ξ = 0. The last one to be mentioned is selected, and defined






τ for the cosine in Eq. (B.6b) is of
course trivial for the analytical form, but bear in mind that the time delay τ is not exactly
known for experimental data, and may be irregularly (or worse, erroneously) sampled.
Furthermore, the latter factor of Eq. (B.6b) introduces additional modulation, effectively
preventing the access to the argument of the cosine. For the highest modulation band,
however, only the cosine is dependent on τ , and so its phase can be extracted. For these
reasons, we introduce the phase φmod(ω,τ) of the highest modulation band with the help













Eq. (B.7) corresponds to the above discussed Takeda algorithm. For SHG-iFROG this
equation gives φmod(∆ω,τ) = (2ω0 +∆ω)τ . Notice that this is exactly twice the argument









































As explained above, ignoring the cosine term and the factor 4, we are left with only the













∣∣∣∣E(2)FROG(∆ω,τ)E(2)∗(∆ω)∣∣∣∣ · cos[φ(2)FROG(∆ω,τ)−φ(2)(∆ω,τ) + 12∆ωτ] .
Notice that the equations given here allow the analytic computation of the subtrace S(2)1
(and S(2)0 ) for a given electric field E(t). Another important fact concerning the eventual
pulse retrieval is that the above described analytical extraction of the FM subtrace can
be readily repeated numerically for experimental data. That is, the subtrace S(2)1 can be
obtained from experimental data by (i) extracting the modulation bandM (2)1 via Fourier





, where φmod is extracted from M
(2)
2 , (iii)
and finally Fourier filtering the new band at zero delay-frequency. Another, equivalent
method is to Fourier filter only the positive frequencies of M (2)1 , producing a complex




. The analytic equivalent is to use the
operator defined by Eq. (IV.5) onM (2)1 , which yields otherwise the same result as Eq. (B.8),



















When Eq. (B.10) is multiplied with the complex conjugate of the exponent, only the sub-




Derivation of the THG-iFROG Subtraces
The derivation of the subtraces for THG-iFROG is analogous to what was shown in Ap-
pendix B for SHG-iFROG, albeit a bit more involved. These subtraces can likewise be
obtained from numerical data, following a procedure analogous to what is described for
SHG-iFROG in Appendix B. We start in exactly the same manner as with SHG-iFROG,
by setting h = 3 for the appropriate nonlinear process (THG), and use Eq. (IV.1) again to







[E(t) + E(t − τ)]3 e−iωt dt
∣∣∣∣∣2 . (C.1)
As before, we seek to define the modulation bands M (3)m (ω,τ), and start by few helpful





E3(t)e−i∆ωt dt , (C.2)






E2(t)E(t − τ)e−i∆ωt dt . (C.3)
Note that we could just as well choose the above integrand to be E(t)E2(t − τ)e−i∆ωt. This
would imply that the THG process involves two photons from the delayed test pulse
replica and a single photon from the undelayed replica, while the opposite is true for
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Eq. (C.3). In fact both forms are found to be present when Eq. (C.1) is expanded, see be-
low. This is expected, as both processes are equally likely to occur. A shorthand notation
E
(3)−
FROG ≡ E(3)FROG(∆ω,−τ) for the time-reversed THG-FROG field will also be useful in our
derivation.
We further introduce two new complex fields K,L ∈ C2,
K(∆ω,τ) ≡ E(3)(∆ω)E(3)∗FROG(∆ω,τ) +E(3)∗(∆ω)E(3)FROG(∆ω,τ) (C.4)
L(∆ω,τ) ≡ E(3)∗FROG(∆ω,τ)E(3)FROG(∆ω,−τ) , (C.5)
and their phases,
φK (∆ω,τ) ≡ Arg{K(∆ω,τ)} (C.6)
φL(∆ω,τ) ≡ Arg{L(∆ω,τ)} . (C.7)
With the definitions of Eqs. (C.2) to (C.6) at hand, Eq. (C.1) can now be expanded. We
use Eq. (II.5) and start by expanding the factor [E(t) + E(t − τ)]3
[E(t) + E(t − τ)]3
=
[








E3(t) + 3E2(t)E(t − τ)e−iω0τ +3E(t)E2(t − τ)e−i2ω0τ +E3(t − τ)e−i3ω0τ
]
(C.8)









E3(t) + 3E2(t)E(t − τ)e−iω0τ




where the substitution ∆ω =ω−3ω0 was made according to Eq. (B.2). Next, we write the







e−i∆ωt E3(t)dt + (C.10a)
+∞∫
−∞




e−i∆ωt E(t)E2(t − τ)dt · 3e−i2ω0τ + (C.10c)
+∞∫
−∞
e−i∆ωt E3(t − τ)dt · e−i3ω0τ
∣∣∣∣∣2 . (C.10d)
This equation may be expressed in a more compact way by identifying the four inte-
grals it contains. Referring to Eq. (C.2), we find that the integral on the right hand side
of Eq. (C.10a) is E(3)(∆ω). Using Eq. (C.3), we find that the integral in Eq. (C.10b) is
E
(3)
FROG(∆ω,τ). By using the translation property of the Fourier transform, the third inte-
gral, in Eq. (C.10c), becomes
+∞∫
−∞
e−i∆ωt E(t)E2(t − τ)dt = e−i∆ωτ ·
+∞∫
−∞
e−i∆ωt E(t + τ)E2(t)dt
= e−i∆ωτ ·E(3)FROG(∆ω,−τ) , (C.11)
where Eq. (C.3) was used again. The fourth integral, in Eq. (C.10d), can also be simplified
using the translation property and Eq. (C.2),
+∞∫
−∞




= e−i∆ωτ ·E(3)(∆ω) . (C.12)




∣∣∣∣∣E(3)(∆ω) +E(3)FROG(∆ω,τ) · e−iω0τ
+E(3)FROG(∆ω,−τ) · e−i(2ω0+∆ω)τ +E(3)(∆ω) · e−i(3ω0+∆ω)τ
∣∣∣∣∣2 . (C.13)
The next step is to rid ourselves of the squared modulus in Eq. (C.13). As |z|2 = z∗ ·z,z ∈ C,
we can expand Eq. (C.13) by multiplying the above sum with its complex conjugate. This
yields 15 new terms, which form 6 pairs of complex conjugates along with the squared
moduli of each term. These terms can then be reordered and factored into four rows
based on which factor exp[imω0τ],m = 0 . . .3 they contain. In addition, we make use of





∣∣∣E(3)∣∣∣2 +9 ∣∣∣∣E(3)FROG∣∣∣∣2 +9 ∣∣∣∣E(3)−FROG∣∣∣∣2 (C.14a)
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· ∣∣∣E(3)∣∣∣2 . (C.14d)
Finally, by using the definitions Eqs. (C.4) and (C.5) for K and L, respectively, and the




∣∣∣E(3)∣∣∣2 + 9 ∣∣∣∣E(3)FROG∣∣∣∣2 + 9 ∣∣∣∣E(3)−FROG∣∣∣∣2 (C.15a)
+ 6cos[φK +ω0τ] · |K | + 18cos[φL − (ω0 +∆ω)τ] · |L| (C.15b)
+ 6cos[φL − (2ω0 +∆ω)τ] · |K | (C.15c)
+ 2cos[(3ω0 +∆ω)τ] ·
∣∣∣E(3)∣∣∣2 . (C.15d)
Here we have omitted the arguments for the various fields for the sake of brevity. Again,
the different modulation bands are identified with the help of Eq. (IV.3), finding h+1 = 4




∣∣∣E(3)∣∣∣2 + 9 ∣∣∣∣E(3)FROG∣∣∣∣2 + 9 ∣∣∣∣E(3)−FROG∣∣∣∣2 (C.16a)
M
(3)
1 ≡ 6 cos[φK +ω0τ] · |K | + 18 cos[φL − (ω0 +∆ω)τ] · |L| (C.16b)
M
(3)
2 ≡ 6 cos[φK − (2ω0 +∆ω)τ] · |K | (C.16c)
M
(3)
3 ≡ 2 cos[(3ω0 +∆ω)τ] ·
∣∣∣E(3)∣∣∣2 . (C.16d)
Now we can proceed to define the subtraces S(3)n for THG-iFROG. This time there are
h = 3 obtainable subtraces. First one is the DC subtrace S(3)0 , which is again trivially
defined as being equal to the DC modulation bandM (3)0 ,
S
(3)
0 (∆ω,τ) ≡M (3)0 (∆ω,τ) = 2
∣∣∣E(3)(∆ω)∣∣∣2 +9 ∣∣∣∣E(3)FROG(∆ω,τ)∣∣∣∣2 +9 ∣∣∣∣E(3)FROG(∆ω,−τ)∣∣∣∣2 .
For THG-iFROG there is also an FM subtrace, but there is also a second-harmonic mod-
ulation (SHM) subtrace. The strategy to obtain both of these is exactly the same as what
was done for S(2)1 , that is to (i) obtain phase φmod of the highest modulation band, (ii)
multiply a lower modulation band with a cosine whose argument is derived from φmod,
and (iii) designate the DC component of the newly formed bands as the sought after sub-
trace. Let us start with the phase φmod for THG-iFROG, or h = 3. Using Eq. (B.7) we have
φmod(ω,τ) = (3ω0 +∆ω)τ . This time the FM modulation band M
(3)
1 consists of two terms
instead of one, each of which has their own cosine factor with different arguments. We
will see below that this does not pose a problem for the derivation of the FM subtrace
S
(3)
1 which we begin now.
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6cos[φK +ω0τ] |K |+18cos[φL − (ω0 +∆ω)τ] |L|
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This leaves us in a similar situation encountered with the FM subtrace of SHG-iFROG in
Eq. (B.9) in the sense that within the last two rows of Eq. (C.17) there are terms with a
fast modulation due to a cosine with ω0τ in the argument, and terms that do not have
such modulation. As before, we select the latter terms, of which there are two, an define
these as the FM subtrace for THG-iFROG,
S
(3)










The derivation is more simple for the second-harmonic modulation subtrace S(3)2 , because
the correspondingmodulation bandM (3)2 only has a single term, cf. Eq. (C.16c). Omitting



































































Appendix C. Derivation of the THG-iFROG Subtraces
Once more, we select the term without a fast modulation due to ω0τ , ignore the coeffi-
cient, and so obtain the SHM subtrace for THG-iFROG,
S
(3)




As with SHG-iFROG, both of these subtraces can also be derived with the help of the
operator C . Applying the operator on the FM band, C {M (3)1 }, and multiplying the re-












piFROG ptychographic-interferometric FROG 27, 82, 134
ADC analog-to-digital conversion 65
AI avalanche ionization 16, 102
BBO β-barium borate 12, 39, 134
BGR bandgap renormalization 102
BPF bandpass filter 82
CB conduction band 15
CCD charge-coupled device 65
CEP carrier-envelope phase 23
d-scan dispersion scan 27
DC direct current 47, 50
DCM double-chirped mirror 40
DE differential evolution 4, 33, 57
DoS density of states 102
EA evolutionary algorithm 57
EMCCD electron-magnifying charge-coupled device 136
ePIE extended ptychographic iterative engine 35, 36
FM fundamental modulation 50, 87
FROG frequency-resolved optical gating 2, 24, 28, 39
FROG-CRAB FROG for complete reconstruction of attosecond bursts 24
FTL Fourier-transform limited 11, 50, 82, 83
FWHM full width at half maximum 7, 82
GD group delay 11
GDD group-delay dispersion 11, 40, 82
GP generalized projections 30, 68
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Acronyms
GVD group-velocity dispersion 11
iAC interferometric autocorrelation 2, 53, 58, 97
iFROG interferometric FROG 2, 25, 28, 39
MIIPS multiphoton intrapulse interference phase scan 27
MPA multiphoton absorption 1, 16, 94, 134
NIR near-infrared 1
PCGP principal component generalized projections 32
PIE ptychographic iterative engine 35
PL photoluminescence 2, 16, 93, 134, 136
PSD power spectral density 136
RMS root-mean-square 56, 59, 65, 114
SEM scanning electron microscope 95, 121
SHG second-harmonic generation 12, 39, 134
SHG-iFROG second-harmonic generation interferometric FROG 134
SHM second-harmonic modulation 50, 86, 146
SNR signal-to-noise ratio 3, 63, 66, 73, 75, 134
SPIDER spectral-interferometry for direct electric-field reconstruction 2, 24, 25, 40
SPM self-phase modulation 14, 118
SPP surface plasmon polariton 2, 17, 120
STHG surface third-harmonic generation 76, 135
SVEA slowly-varying envelope approximation 12, 59
TDP time-domain ptychography 35, 81
TDSE time-dependent Schrödinger equation 116
THG third-harmonic generation 2, 14, 39, 134
THG-iFROG THG interferometric FROG 134
TOD third-order dispersion 11
TRPL time-resolved photoluminescence 95
VB valence band 15
VLS vapor-liquid-solid 95
VPT vapor phase transport 95
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