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1. PRELIMINARIES
 4  .In the following let R# s R j y` . As usual we set 0 ? y` s 0, and
 4  4we put a k b s max a , b and a n b s min a , b .
Let S be a nonvoid set. Then the set R#S of all functions f : S ª R# will
 .  .be endowed with the pointwise order f F g iff f s F g s , s g S. We
S  .write 2 for the power set of S, E S for the system of all nonvoid finite
n .   . 4subsets of S, and E S s A g E S : card A s n , n g N.
 .If S is a topological space, then F S denotes the system of all closed
 .  S 4subsets of S, and we set USC S s f g R# : f is upper semicontinuous ,
 .  .and LSC S s yUSC S .
 . w xSLet F ; F S and B / Z ; 0, 1 . Then Z is said to split F iff for every
 4  .  4nonvoid F g F there exist F , F ; F S y F with F j F s F such1 2 1 2
that
;e ) 0 'z g Z : z s F e , s g F y F , and . 2 1
z s G 1 y e , s g F y F . . 1 2
8
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A nonvoid subset H ; R#S is said to be
Z-con¨ex iff
 4 2; h , h g E H ;z g Z 'h g H : h F zh q 1 y z h , .  .1 2 0 0 1 2
 .filtrating downward on F g F S iff
 4 2; h , h g E H 'h g H ;s g F : h s F h s n h s , .  .  .  .1 2 0 0 1 2
 .n-stable k-stable iff
 4 2h , h g E H implies h n h g H h k h g H , .  .1 2 1 2 1 2
and H is called a lattice iff it is both, k-stable and n-stable.
Finally we set
 4const H s F g F S y B : every h g H is constant on F . 4 .
 4filt H s F g F S y B : H is filtrating downward on F , 4 .
S 2w x  4mult H s z g 0, 1 : zh q 1 y z h g H ; h , h g E H , .  . 41 2 1 2
and we write R ; H iff H contains the constant real-valued functions.
2. MAIN RESULT
Throughout let a compact topological space X and a nonvoid set Y be
given. In this section let a : X = Y ª R# be a function on their cartesian
product such that
a ?, Y s a ?, y : y g Y ; USC X , 4 .  .  .
 .  .where a ?, y denotes the function x ¬ a x, y .
X  4 Y  4For A g 2 y B and B g 2 y B we put
aU A , B s inf sup a x , y and a# A , B s sup inf a x , y . .  .  .  .
ygB ygBxgA xgA
 . U  .Of course, the relation a# A, B F a A, B always holds. In the
present paper we are interested in minimax theorems which assure the
 . U  .validity of the equality a# X, Y s a X, Y .
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 .PROPOSITION 1. Let K be the system of all non¨oid sets F g F X with
U  . U  .a F, Y s a X, Y . Then the following holds:
 .a K contains a minimal element.
 .  4  .  4b If for an F g K there exist F , F ; F X y F with F j F0 1 2 0 1 2
 4 2 .s F such that for all y , y g E Y and e¨ery e ) 0 there exist a y g Y0 1 2
w xF0and a m g 0, 1 with
 .  .  .  .   ..  .a a x, y F m x a x, y q 1 y m x a x, y q e , x g F ,1 2 0
 .  .b m x F e , x g F y F , and2 1
 .  .g m x G 1 y e , x g F y F ,1 2
then F is not a minimal element of K.0
 .  .  .Proof. a Since X is compact, it follows from a ?, Y ; USC X that
K is inductively ordered by inclusion. Hence, by Zorn's lemma, K contains
a minimal element.
 .b Suppose that for F g K and F , F as above there exist real0 1 2
numbers j and h such that
aU F , Y ) h ) j ) aU F , Y k aU F , Y . .  .  .0 1 2
 4  .For j g 1, 2 choose y g Y with max a x, y - j and take a positivej x g F jj
 .  .  . .y1real M G a x, y k a x, y k j , x g F . For e [ h y j M y j q 11 2 0
 U  .choose y and m according to our assumption. Observe that j - a F , Y0
.implies y / y . Then we have1 2
a x , y F j q e F h , x g F l F by a , .  .1 2
a x , y y j y e F m x a x , y y j q 1 y m x a x , y y j .  .  .  .  . . .  .1 2
F 0 q e M y j s h y j y e , .
x g F y F by a and g , .  .1 2
and similarly
a x , y F h , x g F y F by a and b . .  .  .2 1
 . U  .But this implies max a x, y F h - a F , Y , a contradiction. Hencex g F 00
U U .  .we have a F , Y s a F , Y , say, so F g K is a proper subset of F .0 1 1 0
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We recall the following modern version of Dini's theorem due to Konig:È
w x  .  . U  .LEMMA 1 8 . Let X g filt a ?, Y . Then a# X, Y s a X, Y holds.
The first version of our minimax theorem may be considered as a
generalization of Dini's theorem:
w x XTHEOREM 1. Suppose that there exists a non¨oid Z ; 0, 1 such that
 .  .  .i Z splits F X y filt a ?, Y , and
 .  .ii a ?, Y is Z-con¨ex.
 .  .Then max inf a x, y s inf max a x, y .x g X y g Y y g Y x g X
Proof. Choose a minimal element F g K according to Proposition0
 .  .  .  4  .1 a . Suppose that F f filt a ?, Y . Then by i there exist F , F ; F X0 1 2
 4y F with F j F s F such that for every e ) 0 there exists a z g Z0 1 2 0
 .  .  4with z x F e , x g F y F , and z x G 1 y e , x g F y F . Let y , y2 1 1 2 1 2
2 .  .g E Y . Then by ii there exists a y g Y with0
a x , y F z x a x , y q 1 y z x a x , y , x g X . .  .  .  .  . .0 1 2
 .Hence the assumption of Proposition 1 b is satisfied and we obtain a
contradiction.
 .Thus we have F g filt a ?, Y , and with Lemma 1 we arrive at0
a# X , Y G a# F , Y s aU F , Y s aU X , Y G a# X , Y . .  .  .  .  .0 0
 .  .Now since the upper semicontinuous functions a ?, y and inf a ?, yy g Y
attain their supremum on the compact set X, the assertion follows.
3. MINIMAX THEOREMS WHERE Y IS A SET OF FUNCTIONS
In this section let a compact topological space X, a convex set I ; R#,
a nonvoid set Y of functions y : X ª I, and a function b : X = I ª R# be
given. Then the following second version of our minimax theorem holds:
THEOREM 2. Suppose that
 .  .i e¨ery function b x, ? , x g X, is con¨ex,
 .  .  .   ..   ..ii y x s y x ; y g Y implies b x , y x s b x , y x ; y g1 2 1 1 2 2
Y,
 .   ..iii e¨ery function x ª b x, y x , y g Y, is upper semicontinuous,
and
 .  .iv mult Y splits F X y const Y.
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Then
max inf b x , y x s inf max b x , y x . 1 .  .  . .  .
xgX ygY ygY xgX
 .   ..Proof. Apply Theorem 1 to the function a x, y s b x, y x . This is
 .  .possible since condition ii implies const Y ; const a ?, Y . Hence from
 .  .  .  .const a ?, Y ; filt a ?, Y we obtain with iv that mult Y splits F X y
 .  .  .filt a ?, Y , and from condition i it follows that a ?, Y is mult Y-convex.
 .Remark 1. If in the situation of Theorem 2 the functions b x, ? , x g X,
 .  .are nondecreasing, then condition ii is dispensable, and condition iv
may be replaced by the weaker condition
 .U  .iv mult Y splits F X y filt Y,
 .because in this case we have filt Y ; filt a ?, Y , and therefore mult Y splits
 .  .F X y filt a ?, Y .
 .  .Since the verification of conditions iii and iv in Theorem 2 may cause
difficulties, we treat this problem in more detail for the special case where
every function y g Y is continuous.
LEMMA 2. Suppose that
 .  .i e¨ery function b x, ? , x g X, is con¨ex and continuous at y` in
case y` g I,
 .  .ii e¨ery function b ?, t , t g I, is upper semicontinuous, and
 .iii e¨ery function y g Y is continuous.
  ..Then the functions x ¬ b x, y x , y g Y, are upper semicontinuous on X.
Proof. We have to show that for arbitrary y g Y and a g R the set
   .. 4G s x g X : b x, y x - a is open.
 . w x  .Let x g G. Then by i there exists a neighborhood t , t ; I of y x0 1 2 0
 . w x y1w x.with b x , t - a for all t g t , t . Now let U s V l y t , t with0 1 2 1 2
  . 4   . 4   . 4V s F b ?, t - a . Then V s b ?, t - a l b ?, t - a is opent gw t , t x 1 21 2
 .by ii , hence U is a neighborhood of x . By definition of U we have0
U ; G.
 .COROLLARY 1. Theorem 2 remains true if condition iii is replaced by
 .U  .iii e¨ery function b ?, t , t g I, is upper semicontinuous, e¨ery func-
 .tion b x, ? , x g X, is continuous at y` in case y` g I, and e¨ery
function y g Y is continuous.
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w x XLEMMA 3. Let e¨ery y g Y be continuous. Suppose that for Z ; 0, 1
we ha¨e either
i n y y y n a n 1 g Z .  .
for all n , a , y g N = 0, ` = Y , or 2 .  .  .
nmii 0 F y F 1 for all y g Y and 1 y y g Z .  .
for all m , n , y g N = N = Y . 3 .  .
 .Then Z splits F X y const Y.
 .Proof. Let F g F X y const Y be nonvoid. Choose x , x g F, y g Y1 2
 .  .and a , b g R with y x - a - b - y x .1 2
 . w . w x In case i set K s a , ` and K s y`, b . Choose n g N, n G b1 2
.y1  . w  .x  .y a and set q t s n t y t n a n 1. Then we have q t s 1, t g K1
 .y K , and q t s 0, t g K y K .2 2 1
 . w x w xIn case ii set K s 0, b and K s a , 1 . Then, by a result of Jewitt1 2
w x  . 4, Lemma 2 , for every e ) 0 there exist m, n g N such that for q t s 1
m.n w x  .  .y t , t g 0, 1 , we have q t ) 1 y e , t g K y K , and q t - e , t g1 2
K y K .2 1
 .  .Now condition 2 resp. 3 implies z [ q( y g Z, and for F s F li
y1 .  4  4  .  4  .y K , i g 1, 2 , we have F , F ; F X y F , F j F s F, z x F ei 1 2 1 2
 .for x g F y F and z x G 1 y e for x g F y F .2 1 1 2
 .As usual let C X denote the vector space of all continuous real-valued
 .   . 4functions on X, with the unit interval D X s f g C X : 0 F f F 1 ,
endowed with the supremum norm and the pointwise order.
a  .We set Y s D X l mult Y.
The following consequence of Lemma 3 turns out to be useful in the
sequel:
 .LEMMA 4. Let e¨ery function y g Y be continuous. Then we ha¨e a «
 .  .b « c for the conditions
 .  4  .a 0, 1 ; Y l D X ; mult Y.
 . n  .b 1 y y g Y and y g Y for all y g Y l D X and n g N.
 .  .  .   ..c Y l D X splits F X y const Y l D X .
a  . aIn particular Y splits F X y const Y .
 .  . Proof. a « b . This follows from the identities 1 y y s y ? 0 q 1 y
. nq1 n  .y ? 1 and y s y ? y q 1 y y ? 0.
 .  .  .  .b « c . Apply Lemma 3 ii with Y and Z replaced by Y l D X .
Obviously h g Y a implies 1 y h g Y a and hn g Y a, n g N, because
nq1  nq1.  n  n. .  .  .h y q 1 y h y s h h y q 1 y h y q 1 y h y . Hence b1 2 1 2 2
 . aand therefore c holds with Y replaced by Y .
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 .  . .Remark 2. Suppose that Y ; C X and 1rn y y m g Y for all
 .   ..y, m, n g Y = N = N. Then const Y s const Y l D X holds.
THEOREM 3. Suppose that
 .  .i e¨ery function b x, ? , x g X, is con¨ex,
 .   ..ii e¨ery function x ª b x, y x , y g Y, is upper semicontinuous,
and
 .iii e¨ery function y g Y is continuous.
Then there exists a K g const Y a with
inf max b x , y x s inf max b x , y x . 4 .  .  . .  .
ygY xgX ygY xgK
a  .If in addition Y separates points, then relation 1 holds.
 .  .   ..Proof. By Proposition 1 a , applied to a x, y s b x, y x , the system
 .  .of nonvoid subsets K g F X with property 4 contains a minimal ele-
a a  4ment K . Assume that K f const Y . Then, by Lemma 4, Y splits K ,0 0 0
 4  .  4i.e., there exist F , F ; F X y K with F j F s K such that for1 2 0 1 2 0
a  .every e ) 0 there exists a z s z g Y with z x G 1 y e , x g F y F ,e 1 2
 .  4 2 . and z x F e , x g F y F . For y , y g E Y , e ) 0 and y s zy q 12 1 1 2 1
.  .  .  . y z y with z s z we have y g Y and a x, y F z x a x, y q 1 y2 e 1
 ..  .  .z x a x, y , x g X. Now Proposition 1 b leads to a contradiction.2
a a 1 .  .If Y separates points, then const Y s E X implies 1 .
 .  .  .COROLLARY 2. Let the assumptions i , ii , and iii of Lemma 2 be
satisfied, and suppose that one of the following two conditions holds:
 .  .  .   ..   ..a y x s y x ; y g Y implies b x , y x s b x , y x ; y g Y,1 2 1 1 2 2
 .  .and condition 2 or 3 holds for Z s mult Y.
 .  .  .  .   .. b y x s y x ; y g Y l D X implies b x , y x s b x ,1 2 1 1 2
 ..  .y x ; y g Y, and Y l D X ; mult Y.2
 .Then relation 1 holds.
 .   ..  .  .Proof. Let a x, y s b x, y x . In case a , mult Y splits F X y
 .  .const Y according to Lemma 3, and condition i implies that a ?, Y is
 .  .mult Y-convex. Since const Y ; const a ?, Y ; filt a ?, Y the assertion fol-
 .lows from Theorem 1 together with Lemma 2. In case b we have
a  .const Y ; const a ?, Y . Hence by Lemma 2 and Theorem 3 there exists a
 .  . U  .K g const a ?, Y satisfying condition 4 , and we arrive at a X, Y s
 .  .inf inf a x, y F a# X, Y .y g Y x g K
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4. APPLICATIONS
We shall now present some applications of our minimax theorems,
mainly in approximation theory and related fields. Throughout, as above,
X is assumed to be a compact topological space. In contrast to the
corresponding classical theory the Hausdorff property of X is needed only
exceptionally.
4.1. Hull Theorems
 .EXAMPLE 1 A One-sided Approximation Theorem . Let Y be a subset
 .  .  .of USC X such that mult Y splits F X y filt Y. Then for f g LSC X
the following are equivalent:
 .  .  .a ; x g X ' y g Y : y x - f x .
 .   .  . .b ' y g Y : y - f i.e., y x - f x ; x g X .
 .  .  .  .  .  .Proof. a « b . For a x, y s y x y f x we have filt Y ; filt a ?, Y ,
 .  .and a ?, Y is mult Y-convex. Hence from Theorem 1 together with a we
w  .  .x w  .  .xobtain inf max y x y f x s max inf y x y f x - 0.y g Y x g X x g X y g Y
 .  .b « a . This is obvious.
 .  .EXAMPLE 2 A Hull Theorem . Let Y be a subset of USC X such that
 .  .mult Y splits F X y const Y. Then for a function f g LSC X the fol-
lowing are equivalent:
a ; x , x g X = X ;e ) 0 ' y g Y : .  .1 2
1
y x - f x q e and y x ) f x y e n . 5 .  .  .  .  . .1 1 2 2 e
b f x s inf sup y x : f q e ) y g Y , x g X . 6 4 .  .  .  .
e)0
 .Proof. Let a be satisfied. Then for fixed x g X and e ) 0 the set0
X   .   . . 4 XY s y g Y : y x ) f x y e n 1re is nonvoid. Since const Y >0 0
const Y and mult Y X > mult Y holds, Example 1 applies with Y and f
replaced by Y X and f q e . Hence there exists a y g Y X with y - f q e ,
 .which implies condition b . The converse is obvious.
Remark 3. If in the situation of Example 2 the function f is real-val-
 .ued, then condition 5 is equivalent to
; x , x g X = X ;e ) 0 ' y g Y : .1 2
U
y x F f x q e and y x G f x y e . 5 .  .  .  .  .1 1 2 2
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 .EXAMPLE 2.1. Let Y be a point separating subset of C X with
 .Y q R s R ? Y s Y such that mult Y splits F X y const Y. Then we have
f x s sup y x : f G y g Y , x g X , 7 4 .  .  .
 .for every f g LSC X .
 . X  .UProof. First let f g LSC X l R . We show that condition 5 is
 .satisfied. To this end, let x , x g X = X. In case x s x take an1 2 1 2
 .  .arbitrary y g Y and set y s y y y x q f x . In case x / x choose0 0 0 1 1 1 2
 .  .   .  ..y1w  .y g Y with y x / y x and set y s y x y y x f x y y0 0 1 0 2 0 1 0 2 1 0
 ..  .  . .x  .  .  4y x q f x y x y y . Then we have y x s f x , i g 1, 2 . Now,0 2 2 0 1 0 i i
 .by Example 2, condition 6 is satisfied, which in case Y q R s Y is
 .equivalent to 7 .
 .  .  .For arbitrary f g LSC X we finally have f x s sup f x n n sng N
  . 4   . 4  .sup sup y x : f n n G y g Y F sup y x : f G y g Y F f x , x g X.ng N
 .EXAMPLE 2.2. Let Y be a point separating subset of C X with
 .  .Y q R s R ? Y s Y and Y l D X ; mult Y. Then relation 7 holds for
 .every f g LSC X .
 .  .Proof. By Lemma 4 and Remark 2, Y l D X splits F X y const Y.
Hence Example 2.1 can be applied.
 .The special case Y s C X is classical:
w x  .EXAMPLE 2.3 13, Proposition 6.3.4 . Let X be a compact Hausdorff
 .space and f : X ª R a lower semicontinuous function. Then f x s
  .  . 4sup y x : y g C X , y F f , x g X.
The following version of Example 2 should be folklore:
 .EXAMPLE 2.4. Let Y be a n-stable subset of USC X . Then for a
 .  .  .function f g LSC X , conditions 5 and 6 are equivalent.
Proof. Proceed as in the proof of Example 2. Observe that filt Y X s
 .  4F X y B .
4.2. Insertion of a Function
 .EXAMPLE 3. Let Y be a k-stable subset of C X such that mult Y
 .  .  .splits F X y const Y. Then for g g USC X and f g LSC X and f ) g
the following are equivalent:
 .  .  .  .  .  .a ; x , x g X = X ' y g Y : y x ) g x and y x - f x .1 2 1 1 2 2
 .b There exists a y g Y with f ) y ) g.
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 .Proof. Let a be satisfied. As in the proof of Example 2 it follows that
 4  .  .for every x g X there exists a y g Y s y g Y : y - f with y x ) g x ,f
w  .  .xand with Lemma 1 we arrive at inf max g x y y x sy g Y x g Xfw  .  .xmax inf g x y y x - 0. The converse is obvious.x g X y g Yf
 .EXAMPLE 3.1. Let Y be a point separating k-stable subset of C X
 .with Y q R s R ? Y s Y such that mult Y splits F X y const Y. Then for
 .  .g g USC X and f g LSC X with f ) g there exists a y g Y with
f ) y ) g.
 .  .  .Proof. For x , x g X = X take a g R with f x ) a ) g x , i g1 2 i i i i
 41, 2 and with a s a in case x s x . As in the proof of Example 2.1 we1 2 1 2
 .  4can find a y g Y with y x s a , i g 1, 2 . Thus Example 3 applies.i i
 .Again the special case Y s C X is classical:
 w x.  .EXAMPLE 3.2 Hahn's Insertion Theorem 1 . Let X be a compact
 .  .Hausdorff space. Then for every g g USC X and f g LSC X with f ) g
 .there exists a y g C X with f ) y ) g.
 .  .  .Proof. Observe that, by Lemma 3, D X splits F X y const D X s
1 .  .F X y E X .
4.3. Uniform Approximation
 .EXAMPLE 4. Let Y be a k-stable subset of LSC X . Then a function
 . X  . <  .  . <f g USC X l R satisfies condition 6 iff inf sup y x y f xy g Y x g X
s 0 holds.
 . X Proof. Let condition 6 be satisfied. Then for e ) 0 the set Y s y g
4  .Y : y F f q e is nonvoid, and with Lemma 1 and condition 6 we obtain
w  . X .x w  . X .xX X X Xinf max f x y y x s max inf f x y y x F 0.y g Y x g X x g X y g Y
X X XHence there exists a y g Y with y G f y e . The converse is obvious.
In combination with Remark 3 and Example 2.4 we obtain the following
classical result:
 w x.EXAMPLE 4.1 Kakutani]Stone]Bonsall, cf. 11, Chap. 7, Theorem 1 .
 .  .Let Y be a sublattice of C X and f g C X . Then f belongs to the
 .Uuniform closure of Y iff it satisfies condition 5 .
The next observation was the starting point of the present investigations:
 .EXAMPLE 5. Let Y be a nonvoid subset of C X . Then for every
 . af g C X there exists a K g const Y with
5 5inf f y y s inf max f x y y x . 8 .  .  .
ygY ygY xgK
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If Y a separates points then
5 5inf f y y s inf f x y y x for some x g X . 9 .  .  .Ã Ã Ã
ygY ygY
 . <  . <Proof. Apply Theorem 3 with b x, t s t y f x , x g X, t g R.
 .  .EXAMPLE 5.1. Let Y be a subalgebra of C X such that Y l D X
 .separates points. Then Y is uniformly dense in C X iff for every x g X
 .there is some y g Y with y x / 0.
a  .  .Proof. From Y > Y l D X it follows that for every f g C X condi-
 .  .  .  .tion 9 is satisfied. For y g Y with y x / 0 we have l ? y x s f x forÃ Ã Ã
some l g R.
 .EXAMPLE 5.2 Stone]Weierstrass Theorem . Let Y be a point separat-
 .  .ing subalgebra of C X with R ; Y. Then Y is uniformly dense in C X .
 .EXAMPLE 5.3. Let Y be a linear subspace of C X and Z a nonvoid
 .  .subset of C X with Z ? Y ; Y i.e., z ? y g Y ; y g Y, z g Z . Then for
 .  .every f g C X there exists a K g const Z with property 8 .
X  .Proof. Apply Example 5. Observe that Z ? Y ; Y implies Z l D X ;
a X a  X  ..Y for Z s R ? Z q R which leads to const Y ; const Z l D X s
const Z.
Remark 4. The special case of Example 5.3 where Z is an algebra is
w xdue to Prolla 11, Chap. 9, Theorem 1 . The further specialization Z s Y
w xis Machado's theorem 9, 12 . The following example generalizes another
w xtheorem of Prolla 11, Chap. 6, Theorem 1 , where, in addition, it is
assumed that z , z g Z implies 1 y z g Z and z ? z g Z. In fact,1 2 1 1 2
.Prolla and Machado proved their results for vector-valued functions.
w x w x   .4  .As in 11 we set x s F z s z x , x g X, Z ; D X .Z z g Z
 . a  .EXAMPLE 5.4. Let B / Y ; C X , B / Z ; Y , and f g C X . Then
for some x g X we haveÃ
5 5inf y y f s inf max y x y f x . 10 .  .  .
ygY ygY w xxg xÃ Z
Proof. By Example 5 there exists a K g const Y a ; const Z with prop-
 . w x  .erty 8 . For every x g K we have K ; x which implies 10 .Ã Ã Z
 .Now we turn to the case Y ; D X .
 .EXAMPLE 5.5. Let Y be a nonvoid closed subset of D X such that
w x; a , x g 0, 1 = X ' y g Y : y x s a . .  .
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Then the following are equivalent:
 .  .a Y s D X .
 . a  .b Y s D X .
 . a  .c const Y s const D X .
 .  .  .  .  .Proof. The implications a « b « c are obvious, and c « a
follows with Example 5.
 .  4EXAMPLE 6. Let Y be a subset of D X with 0, 1 ; Y ; mult Y, and
 .  4 5 5let f g D X with const Y ; const f . Then inf y y f sy g Y
<  .  . <inf y x y f x for some x g X.Ã Ã Ãy g Y
 .Proof. By Lemma 4, Y splits F X y const Y, and from const Y ;
 4  .  . <  .  . <const f we infer const Y ; const a ?, Y for a x, y s y x y f x . More-
 4  .  .over, for y , y , z ; Y we have y s zy q 1 y z y g Y and a x, y F1 2 0 1 2 0
 .  .  .  .za ?, y q 1 y z a ?, y , i.e., a ?, Y is Y-convex. Now the assertion fol-1 2
lows with Theorem 1.
 .  4EXAMPLE 6.1. Let Y be a subset of D X with 0, 1 ; Y ; mult Y and
 .let f g D X . Then f is in the uniform closure of Y iff the following two
conditions hold:
 .  .  .  .  .i y x s y x ; y g Y implies f x s f x for every pair1 2 1 2
 . 2 .x , x g E X , and1 2
 .  .  .ii ; x, e g X = 0, ` ' y g Y : y x y f x - e . .  .
 .  4Proof. Condition i implies const Y ; const f . Choose x g X accord-Ã
 . <  .  . <ing to Example 6. Then condition ii implies inf y x y f x s 0. TheÃ Ãy g Y
converse is obvious.
 w x.EXAMPLE 6.2 Prolla 11, Chap. 8, Theorem 5 . Example 6.1 remains
 .true when condition ii is replaced by
 .U  .ii for each x g X with 0 - f x - 1 there exists a y g Y such
 .that 0 - y x - 1.
 .U  .Proof. It is sufficient to show that ii implies ii . By Lemma 4 we
n   .have 1 y y g Y and y g Y for y g Y, n g N. Let S s t g X : y t g
 4 4  .  40,1 for all y g Y . Then for x g S we have f x g 0, 1 . For arbitrary
 .  .  .  .y g Y we have either y x s f x or 1 y y x s f x . In case x f S the
  . 4 w x  .  k4mset y x : y g Y is dense in 0, 1 since for c g 0, 1 the set 1 y c : k
4 w x  w x.g N, m g N is dense in 0, 1 cf. 11, Chap. 8, Lemma 2 .
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4.4. An Intersection Theorem
 .  4Now let H be a nonvoid subset of F X y B . We are interested in
 4conditions which ensure that F H : H g H is nonvoid. In recent years
several topological intersection theorems based on connectedness have
 w x .been published cf. 6, 7 and the references therein . In the following we
shall prove an intersection theorem relying on a separation property.
We associate with H the algebra of sets
 4 2M H [ M ; X : H l M j H y M g H ; H , H g E H . .  .  .  . 41 2 1 2
 .  1 .  4.EXAMPLE 7. Suppose that for every F g F X y E X j B there
 4  .  4  .exist F , F ; F X y F with F j F s F and an M g M H with1 2 1 2
F y F ; M and F y F ; X y M . 11 .1 2 2 1
 4Then F H : H g H is nonvoid.
 .Proof. Let Z denote the system of indicator functions 1 , M g M H ,M
 4  .  .and let a : X = H ¬ 0, 1 be defined according to a x, H s 1 x . ThenH
 .  .  .a ?, H is Z-convex, since for H s H l M j H y M we have 1 s0 1 2 H 0
 .  . 1 .  .  .1 1 q 1 y 1 1 , and Z splits F X y E X > F X y filt a ?, H .M H M H1 2
  . .Take F , F , and M according to 11 and set z s 1 . By Theorem 11 2 M
 .  .there exists an x g X with min 1 x s min max 1 x s 1,Ã ÃH g H H H g H x g X H
 4i.e., x g F H : H g H .Ã
5. CONCLUDING REMARK
The present investigations arose out of the observation that Ransford's
w xproof of the Stone]Weierstrass]Machado theorem 12 has some similari-
w x w xties with Groemer's proof 3 of von Neumann's minimax theorem 10 . It
w xshould be mentioned that, by proceeding as in 5 , the minimax theorems
w x w xof Ky Fan 2 and Sion 14 as well as more abstract results can also be
derived from a modified versions of our Lemma 1.
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