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Kurzzusammenfassung
Tropfenbasierte Mikroﬂuidik ist eine beliebte Methode zur Miniaturisierung (bio-)chemi-
scher Analysen und Synthesen. Allerdings mangelt es bis heute an einem vollständigen
Verständnis der Tropfenbildung und der Strömung von Tropfen in Mikrokanälen, welche
beide durch Grenﬂächenkräfte und dynamische Eﬀekte beeinﬂusst werden. Tropfenbil-
dung wurde im Rahmen dieser Arbeit am Beispiel des Zerfalls ﬂüssiger Filamente an
einer topograﬁschen Stufe untersucht. Durch Charakterisierung der Filamentform konn-
te der Übergang zwischen zwei Regimen der Tropfenproduktion mittels eines einfachen
geometrischen Kriteriums vorhergesagt werden. Weitere Regime wurden für breitere Fi-
lamente gefunden und beschrieben. Weiterhin wird gezeigt, dass die sich die Strömung in
länglichen Tropfen in rechteckigen Mikrokanälen mit zunehmender Tropfengeschwindigkeit
strukturell ändert, was durch die zunehmende Deformation der Tropfen verursacht wird.
Folglich lässt sich die geschwindigkeitsabhängige Akkumulation von Partikeln in länglichen
Tropfen durch das Zusammenspiel von innerer Strömung und Sedimentation erklären.
Die Anwendbarkeit dieses Eﬀekts für On-Chip Partikel- und Zellanreicherung wird
aufgezeigt. Zusätzlich wird ein Verfahren eingeführt, mit dem sich der Einﬂuss de-
fokusierter Tracerpartikel auf Strömungsmessungen mittels µPIV bestimmen lässt. Dies
erleichtert sowohl die Versuchsplanung als auch die Interpretation von Messungen in
dreidimensionalen Strömungen.
v

Abstract
Droplet based microﬂuidics today is a popular tool for miniaturized (bio-)chemical anal-
ysis and synthesis. Despite large scientiﬁc eﬀorts, a profound understanding of droplet
formation and of the dynamics of droplets in microchannels is still wanted, both deter-
mined by interfacial forces and dynamic eﬀects. Droplet formation is studied for a liquid
ﬁlament subject to a sudden release of conﬁnement. Characterizing the ﬁlament shape,
the transition between two distinct breakup regimes is predicted by a simple geomet-
ric criterion. Additional breakup regimes are reported and described upon increasing
the width of the ﬁlament. The internal ﬂow ﬁeld of elongated droplets in rectangular
microchannels is demonstrated to qualitatively change with increasing droplet velocity,
caused by deformation of the droplet's outer shape. Consequently, the velocity depen-
dent accumulation of particles within droplets is explained by the interplay between the
internal ﬂow ﬁeld and gravity driven sedimentation. Application of this ﬁeld free particle
accumulation to on-chip particle and cell enrichment is demonstrated. Additionally, a
method to directly characterize the inﬂuence of defocused tracer particles on ﬂow veloci-
ties measured by µPIV is proposed to facilitate design of experiments and interpretation
of velocity ﬁelds measured in three dimensional ﬂows.
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1. Introduction
Miniaturization is one of the most vibrant and thriving trends in science and industry ever
since the beginning of the microelectronic revolution in the 1960s. The miniaturization of
electronic systems and the accompanying decrease of cost of computational power make
communication and acquisition of information easier than ever, available everywhere at
all times. These developments have changed the way of live in industrialized countries
with a momentum and impact incomparable to any other technological achievement in
the history of humanity.
To facilitate the production of microelectronic systems, a plethora of microfabrication
techniques have been developed that are nowadays commonly used in semiconductor
industry. However, researchers quickly realized that techniques like selective etching
and deposition of functional material layers allow for much more than just purely elec-
tronic microsystems [1, 2]. Starting in the 1980s, increasing numbers of Micro Electro-
Mechanical Systems (MEMS) were developed, combining electronics and miniaturized
mechanical components. Today, MEMS are widely used in our everyday gadgets with
applications ranging from microphones and position sensors in smartphones to accelera-
tion sensors in cars.
Naturally, the next step was including the handling of tiny amounts of ﬂuids on
microchips to make MEMS valuable for (bio-)chemical detection and synthesis. However,
it was not before the 1990s that the emerging new discipline in science and engineering
called microﬂuidics gained in momentum. Initial microﬂuidic research mainly dealt
with handling continuous streams of a single liquid phase or with inkjet-printing, where
ink droplets are ejected from a micro-actuated nozzle [35]. Besides working on the
development of ﬂuid handling tools such as small valves, pumps and separation systems
[69], researchers quickly began to speciﬁcally design microﬂuidic systems for chemical
reactions or (bio-)chemical analysis, so called micro-Total Analysis Systems (µTAS) or
Lab-on-a-Chip (LoC) devices [10,11]. An early example of a commercialized LoC product
are the widespread glucose-meter test strips used to monitor glucose levels of diabetes
patients, that consume only minute amounts of blood.
Downscaling bulk methods to microﬂuidic systems oﬀers signiﬁcant advantages, i.e.
minute sample and reagent consumption, possible portability of the analytic device, low-
cost production of disposable chips and superior control over reaction conditions such
as temperature and concentration gradients. However, several diﬃculties arise from
the changing physics at small scales: Microﬂuidic ﬂows are typically laminar as viscous
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dissipation quickly damps out any possible turbulence on small scales. While this is
beneﬁcial whenever precise control of the ﬂow is needed, laminar ﬂow prevents rapid
mixing of ﬂuids and reagents that can only proceed via diﬀusion. Additionally, the ﬂow
proﬁle typically established due to viscous friction with channel walls causes plugs of
sample liquids loaded into the channel to smear out due to Taylor-Aris dispersion. Thus,
concentrations of analytes may be signiﬁcantly reduced prior to analysis and channels are
contaminated by the sample, preventing re-use of the same chip for subsequent analysis.
The disadvantages of continuous microﬂuidic systems can be overcome using multi-
phase ﬂows in microﬂuidics. In droplet based microﬂuidics, droplets surrounded by
another immiscible liquid are manipulated. The presence of liquid/liquid interfaces in-
duces recirculative swirling ﬂow proﬁles within the droplet, that signiﬁcantly reduce
mixing timescales of reactants and thus eﬀectively accelerate chemical reactions. Addi-
tionally, using droplets as discrete reaction vessels intrinsically reduces contamination of
channel walls and dispersion [5,12]. Furthermore, the problem of channel clogging in the
presence of particles or jellifying reactions can be signiﬁcantly reduced using droplets to
host the respective substances and to prevent contact to channel walls. Manipulating the
content of each droplet, droplet based microﬂuidic systems oﬀer the potential for mas-
sive parallelization and high-throughput screenings for (bio-)chemical or pharmaceutical
application [13].
To exploit the full potential of droplet based systems, a profound understanding of
the interfacial instabilities leading to the formation of monodisperse emulsions as well as
the dynamics of droplets in microchannels is crucial, both studied within the framework
of this thesis. The present work is comprised of six publications, which are presented
in the Addendum of this thesis: Four scientiﬁc papers already published or accepted
in peer-reviewed journals, accompanied by two conference proceedings. Although these
publications are the oﬀspring of diﬀerent projects, they are strongly interconnected.
The results chapters are preluded by a short introduction to the physics of liquids
on small scales in Chapter 2. Subsequently, device fabrication methods and quantita-
tive measurement techniques employed in the framework of this thesis are elucidated
in Chapter 3. These common fundamentals are essential to the three following result
chapters. Each of these result chapters is comprised of a review summarizing the relevant
literature and state of the art of the respective topic, followed by a short summary of the
results presented in the journal articles and proceedings attached as addenda.
Chapter 4 deals with the breakup of a squeezed liquid ﬁlament co-ﬂowing with an
immiscible continuous phase in a shallow channel and subject to a sudden release of
conﬁnement at a topographic step. Droplet formation devices of this type, so called
Step-emulsiﬁcation geometries, typically feature two distinct breakup regimes. In the
ﬁrst regime the ﬁlament decays into monodisperse droplets right at the topographic step.
The second regime features a jet of dispersed phase being ejected beyond the step, from
which droplets detach primarily due to capillary instabilities. A quantitative model for
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the ﬁlament shape within the terrace channel is developed and veriﬁed experimentally in
Addendum I, capable to accurately predict the transition between both droplet breakup
regimes. Addendum II widens the parameter range studied in Addendum I, surprisingly
ﬁnding a plethora of new droplet breakup regimes for very wide and shallow ﬁlaments.
These new regimes, consisting of several coexisting droplet producing instabilities in-
teracting on the same ﬁlament, are characterized experimentally and arguments for the
transitions between individual regimes are proposed. Finally, Addendum III exempliﬁes
practical application of two hydrodynamically coupled Step-emulsiﬁcation geometries to
on-chip production of solid particles via a sol-gel reaction scheme.
Chapter 5 and Addendum IV deal with particle accumulation and concentration
within elongated droplets of several nanolitres in volume in rectangular microchannels.
The ability to concentrate particles on-chip is a prerequisite for miniaturization of many
biochemical assays using solid particles with functionalized surfaces or chemical reactions
facilitated by the presence of a solid catalyst. Accumulation patterns depend on particle
and dispersed phase properties as well as on the droplet traveling velocity, which is shown
to be a consequence of a topologically changing ﬂow ﬁeld inside the droplets. The topo-
logical transition of the internal ﬂow is shown to be caused by increasing deformation of
the droplet interface at elevated droplet velocities.
The internal velocity ﬁeld of droplets has been studied by µPIV, a non-invasive opti-
cal technique based on cross-correlation of images of small tracer particles which follow
the internal ﬂow. Tracer particles within a certain interval around the focal plane can
signiﬁcantly inﬂuence the measured in-plane velocities in the presence of out-of-plane
velocity gradients. Knowing this distance is important when designing experiments and
interpreting measurements on complex three-dimensional ﬂows such as the internal recir-
culation within droplets in microﬂuidic channels. In Chapter 6 and Addenda V and VI, a
novel method to determine the inﬂuence of out-of-focus particles on µPIV measurements
from experimentally recorded particle images is introduced.
Finally, the presented ﬁndings and results are discussed in an overall summary and
an outlook to possible future work is given in the concluding Chapter 7.
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2. Theory and Background
Microﬂuidic systems have evolved to powerful tools in many diﬀerent ﬁelds of applica-
tion. The main reason for this success, besides the minute sample volumes that can be
handled in typical microﬂuidic chips, is the changing physics of ﬂuid ﬂow upon decreas-
ing the system size to the micro-scale. The phenomenon can be best illustrated by a
simple scaling argument: surface forces typically scale with surface area, i.e.  l2, while
volume forces scale with  l3. Consequently, the ratio of these two forces grows  l1.
Thus, interfacial forces typically dominate over viscous forces and inertia on small scales,
turbulence is suppressed by viscous dissipation and mixing is governed by diﬀusion. It
is the purpose of this chapter to give a brief overview over the physics of ﬂuid ﬂow on
small scales.
2.1. Flows on Small Scales - Fundamentals
2.1.1. General Equation of Motion
To describe the ﬂow of liquids on any scale and without making any assumption on the
nature of the ﬂuid, the integral form of Newtons second law is a good starting point.
Below, the general equation of motion is derived following the line of argumentation
given in [14]. The sum of the forces acting on a small volume of ﬂuid is related to its
change of momentum:
d
dt
<@@@@>
y
V
ρÑudτ
=AAAA?
 
y
V
ρ Ñf dτ
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
volume forces

x
S
 σÑndΣ
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
surface forces
, (2.1)
with ddt representing the Lagrangian derivative in the co-moving frame of reference, ρ the
density of the ﬂuid in the element dτ , Ñu the ﬂuid velocity, V the volume, Ñf body forces
per unit mass acting on the ﬂuid element dτ such as gravity and  σ the stress tensor
including all surface forces caused by pressure and viscous forces acting on a surface
element dΣ with the normal vector Ñn . As any element of ﬂuid in this frame of reference
by deﬁnition contains the same number of molecules, ρdτ is a constant and the left hand
side of equation 2.1 reads as:
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d
dt
<@@@@>
y
V
ρÑudτ
=AAAA?
 
y
V
ρ
d
dt
Ñudτ (2.2)
Using the Gauss theorem for each component i of the surface forces, the last term on the
right hand side of 2.1 reads as:
<@@@@>
x
S
 σÑndΣ
=AAAA?i
 
x
S
σijnj dΣ
Gauss
 
y
V
∂σij
∂xj
dτ (2.3)
with i, j indicating directional components of the vector Ñx   x, y, z and Einstein
implicit summation over the index j. Thus, for an inﬁnitesimal volume element, the
equation of motion is derived as:
ρ
dÑu
dt
  ρ Ñf  Ñ©    σ (2.4)
Finally, decomposing the components of the stress tensor  σ into viscosity terms σij and
pressure related terms pδij [15]:
σij   σ

ij  pδij
with δij  
¢¨¨¦¨¨¤
1 i   j
0 i x j
Ñ©    σ   Ñ©    σ  Ñ©p (2.5)
and using the Lagrangian derivative of the ﬂuid velocity Ñu:
dÑu
dt
 
∂Ñu
∂t
 Ñu   Ñ©Ñu (2.6)
the general equation of motion for ﬂuids is obtained:
ρ
∂Ñu
∂t
 ρÑu   Ñ©Ñu   ρ Ñf  Ñ©p  Ñ©    σ (2.7)
with  σ being the viscous stress tensor.
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2.1.2. Navier-Stokes Equation
Using 2.7, the equation of motion for Newtonian liquids, i.e. liquids with a constant
viscosity, can be derived. The ith component of the gradient of  σ can be substituted
by:
Ñ©    σ
i
 
∂σij
∂xj
  µ
∂2ui
∂xj∂xj
 ζ  µ
3
 ∂
∂xi
∂ul
∂xl
(2.8)
Ñ©    σ   µÑ©2Ñu  ζ  µ
3
Ñ©Ñ©   Ñu
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
compressibility
(2.9)
again with Einstein summation over the indices [15]. Here, spatial variations of both
viscosity coeﬃcients µ and ζ are implicitly neglected, which holds true for most liquids.
However, spatial variations of these coeﬃcients have to be considered when dealing with
the ﬂow of inhomogeneous media such as emulsions or suspensions. Limiting the analysis
to incompressible liquids, which is typically valid for Newtonian liquids even on the micro-
scale, reduces the equation of continuity to:
∂ul
∂xl
  Ñ©   Ñu   0 (2.10)
Thus causing the last term in eq. 2.9 to vanish. The Navier-Stokes equation is obtained
substituting eq. 2.9 and 2.10 into eq. 2.7 [14,15]:
ρ
∂Ñu
∂t
 ρÑu   Ñ©Ñu   ρ Ñf  Ñ©p  µÑ©2Ñu (2.11)
µ represents the dynamic viscosity. Equation 2.11 represents the balance of forces for an
incompressible ﬂuid element. The terms on the left represent inertial forces, while the
terms on the right include viscous dissipation, pressure gradients and body forces such
as gravity. This equation is often considered the basic equation of ﬂuidics. Indeed, a lot
of physical understanding of the ﬂow of liquids, especially on small scales, can be derived
from equation 2.11, provided the ﬂuids can still be assumed to be a continuous medium.
The latter assumption, however, remains valid in the course of the present work, as all
channel dimensions typically remain well above molecular scales.
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2.1.3. The Reynolds Number
Before turning back on the simpliﬁcation of the Navier-Stokes equation speciﬁcally in-
teresting to ﬂows on the micro-scale, the Reynolds Number Re is introduced, that is
frequently used to non-dimensionalize the Navier-Stokes equation [14].
Re  
ρUL
µ
(2.12)
with U being a typical velocity and L a characteristic length, respectively. Re represents
the ratio of convective ﬂux of momentum to diﬀusive ﬂux of momentum and determines
the relative importance of ﬂuid inertia compared to viscous forces: At low Re viscous
forces dominate and thus the emergent ﬂow ﬁeld is determined by an equilibrium be-
tween viscous dissipation and external forcing, e.g. by an external pressure gradient. In
this regime, the ﬂow ﬁeld is usually stationary with streamlines regularly spaced relative
to each other. Additionally, the ﬂow ﬁeld is very stable, as any disturbance is quickly
suppressed by viscous dissipation. This regime is called laminar ﬂow. Equation 2.12
illustrates that the laminar regime can be maintained by either increasing the ﬂuid vis-
cosity µ or decreasing the typical dimension or velocity, keeping Re small. At elevated
values of Re, however, the ﬂow is mainly dominated by inertia. Thus, small disturbances
are ampliﬁed and the ﬂow ﬁeld becomes increasingly chaotic and non-stationary upon
increasing the average velocity. This regime is referred to as turbulent ﬂow. For pipe
ﬂow, complete turbulence is typically reached for Re  O102  103. In the course of
the present work and for typical microﬂuidic systems Re is typically O103  100, thus
deep within the laminar regime. However, depending on the considered problem, ﬂuid
inertia might become relevant already in the laminar regime at Re  O100.
2.1.4. Stokes and Hele-Shaw Approximation
As described above, ﬂows at small scales typically present low Reynolds numbers Re @@
1. In this regime, the Navier Stokes equation 2.11 can be signiﬁcantly simpliﬁed by
neglecting all inertia terms, i.e.ρ∂Ñu∂t  ρÑu   Ñ©Ñu   0. The result is the Stokes equation,
that describes the ﬂow of viscous ﬂuids at low Re:
ρ Ñf  Ñ©p  µÑ©2Ñu   0 (2.13)
Albeit being much easier to handle than the full Navier-Stokes equation, equation
2.13 is still only numerically solvable in many cases. One special case that can be solved
analytically is the so called Hele-Shaw approximation. In this approximation, the liquid
ﬂow is conﬁned by two ﬂat plates of distance W at y   0 and y  W , cf. Fig. 2.1. Thus
10
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y
x
zW umax
Figure 2.1.: Poiseuille ﬂow established between two parallel plates.
the problem reduces to a two dimensional ﬂow problem. The velocity components uy
and uz are neglected. Employing the No-Slip boundary condition uxy   0,W    0 at the
walls, resulting from the friction with the walls and absence of additional body forces,
the resulting ﬂow proﬁle is derived from equation 2.13 [14]:
uxy   ∂xp
2µ
yW  y2
 
∂xp
8µ
W 2
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
umax
 4y
W

4y2
W 2
 (2.14)
with the plates being at y   0 and y  W . Equation 2.14 shows a quadratic y-dependence
of uxy. Thus the velocity proﬁle between two parallel plates takes a parabolic shape
and is referred to as Poiseuille ﬂow. This well known ﬂow-proﬁle also represents a good
approximation for rectangular channels of high aspect ratio [4].
The presented Hele-Shaw approximation is the theoretical foundation for the volume-
of-ﬂuid simulations used to model the interface between two immiscible phases in Ad-
dendum I.
Averaging equation 2.14 results in:
u¯  
∂xpW
2
12µ
(2.15)
This relation is often referred to as Darcy's law. From equation 2.15 it can be easily
seen, that:
ω   rotyu¯   0 (2.16)
Here ω is the vorticity of the ﬂow. Thus, the ﬂow ﬁeld in Hele-Shaw cells is free of vortices
[4]. In multiphase ﬂow, however, the situation is changed by the presence of liquid/liquid
interfaces, e.g. the interface of droplets of one phase dispersed in another immiscible
phase. These interfaces can introduce swirling ﬂows and vortices within droplets that
are caused by recirculation due to friction with the channel walls and volume conservation
11
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fluid 1
fluid 2
Figure 2.2.: Model explaining the interfacial tension by diﬀerent forces on a molecule in the bulk of a
ﬂuid or at interfaces.
within the droplet.
2.2. Multiphase Flow and Emulsions
2.2.1. Interfacial Tension
The mathematical description of ﬂuid ﬂow derived in equation 2.7 is valid for any liquid
ﬂowing in any geometry. However, when dealing with mixtures of diﬀerent immiscible
liquids, such as emulsions consisting of droplets of a dispersed phase surrounded by a
continuous phase, additional forces arise that have to be considered. The origin of these
forces is the surface tension γ, also more precisely referred to as interfacial tension. The
origin of the interfacial tension is depicted in Fig. 2.2. Molecules in liquids attract each
other, e.g. via van der Waals forces (black arrows). Typically, these forces only range for
a few nanometers and strongly depend on the molecules involved [4, 16]. For a molecule
in the bulk of ﬂuid 1, that is completely surrounded by molecules of the same family,
these forces cancel out. For a molecule at an interface, however, a net force directed
towards the bulk of ﬂuid 1 arises due to the reduced attractive forces towards molecules
of the second ﬂuid. Thus, being at the interface is energetically unfavorable for molecules.
However, volume conservation and the Pauli principle force some molecules towards the
interface. As a consequence, immiscible liquids try to minimize their interfacial area,
which explains the typically spherical shapes of small liquid droplets provided external
forces and gravity are negligible. To create additional interfacial area A, more molecules
have to be transported from the bulk of ﬂuid 1 towards the second ﬂuid, a process that
consumes energy E   γA. The interfacial tension counteracting the creation of new
interfacial area physically represents a speciﬁc surface energy.
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2.2.2. Laplace Pressure
A direct consequence of the interfacial tension and the resulting minimization of inter-
facial area is an additional pressure contribution within liquid volumes surrounded by
another ﬂuid. The pressure within a liquid volume surrounded by another liquid will
be larger than the pressure in the surrounding medium to compensate for the surface-
force generated by interfacial tension. For a liquid volume of arbitrary shape, comparing
the work needed to increase the interfacial area with the corresponding work by the
counteracting internal pressure ∆p   pin  pout leads to the Young-Laplace relation:
∆p   pin  pout   γ  1
R

1
R
 (2.17)
with R and R the principal radii of the considered liquid volume interface. ∆p is
commonly known as the Laplace pressure. If the liquid volume is not conﬁned by walls
or deformed by external forces, it will adopt a spherical shape with radius R   R, which
leads to an additional internal pressure of ∆p   2γ~R [14].
2.2.3. Capillary and Weber Number
To characterize the relative importance of surface forces in multiphase systems two more
non-dimensionalized numbers will be used in the remainder of this thesis.
The Capillary Number Ca is deﬁned as the ratio of viscous friction and interfacial
forces:
Ca  
µU
γ
(2.18)
Note, that besides being a function of the liquid system properties, Ca may depend on
the sample geometry via the deﬁnition U . Analogous to the deﬁnition of the Reynolds
Number, U is a typical velocity for the considered problem and µ is a characteristic
viscosity. While the average velocity over the entire sample may be low, local velocities
might be signiﬁcantly higher, e.g. in porous media ﬂow, leading to viscous forces becom-
ing relevant locally while the overall Ca remains small. This generality leads to a large
variety of deﬁnitions for many non-dimensional numbers and speciﬁcally for Ca. In the
course of this thesis Ca will be deﬁned in diﬀerent ways depending on the considered
physical problem: µ is either chosen to be the viscosity of the dispersed phase within
droplets or of the surrounding oily phase. U can represent either the average ﬂow velocity
of either phase at a given point or the average traveling velocity of a droplet in a channel,
cf. chapters 4 and 5 and Addenda I, II and IV. However, typical values of Ca within this
thesis range from O104 101. Thus interfacial forces typically dominate over viscous
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forces for all considered systems, irrespective of the diﬀerent deﬁnitions of Ca.
The Weber Number We compares ﬂuid inertia to surface forces and is thus deﬁned
by the ratio:
We  
ρU2L
γ
(2.19)
Again, We is typically @ 1 in the present experiments, which shows that capillarity, i.e.
forces by interfacial tension, dominates also over ﬂuid inertia.
2.2.4. Wettability
The wettability of a solid surface by a liquid surrounded by another ﬂuid is of massive
relevance for many technical applications were a surface is coated by a liquid, e.g. in ink-
jet printing, spray coating or photolithography. Whenever three diﬀerent phases meet at
a common contact line, interfacial energies will arrange the liquids to the energetically
most favorable shapes at constant Laplace pressure, i.e. constant curvature of the free
liquid interfaces [17].
To explain the interfacial tension driven organization of ﬂuids on a substrate the
example of a liquid droplet on a solid substrate, surrounded by a vapor phase will be
considered. Nonetheless, the vapor phase can be replaced by a second liquid without any
changes of the underlying processes. Depending on the combination of surface energies
of the interfaces between solid/vapor γsv, solid/liquid γsl and liquid/vapor γlv, three
diﬀerent fundamental wetting situations can be distinguished, cf. Fig. 2.3. The liquid
phase either wets the surface completely by spreading over the entire surface (Fig. 2.3a)
or it forms a droplet shaped as a spherical cap (Fig. 2.3b). In the extreme case of non-
wetting, the liquid will minimize the contact area with the solid surface by forming a
spherical droplet sitting on the surface (Fig. 2.3c).
The macroscopic contact angle θ is used to quantify the wettability of a surface by a
liquid surrounded by a given ﬂuid. This contact angle can be calculated by the Young's
construction, provided γsv, γsl and γlv are known, cf. (Fig. 2.3b). A droplet can only
reach its equilibrium shapes once the forces acting on the three face contact line caused
by the three interfacial tensions balance. To calculate the equilibrium contact angle θ,
the variation of energy needed to displace the contact line by a distance δx is calculated:
δW   γsv  γslδx  γlv cosθδx (2.20)
In mechanical equilibrium δW   0 and the Young's equation of the contact angle is
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Q
Figure 2.3.: Sketches of wetting regimes: a) Complete wetting resulting in a closed liquid ﬁlm on the
surface. b) Partial wetting: liquid droplets form spherical caps on the surface. c) Non-
wetting: liquid minimizes the contact area to the surface by forming a spherical droplet.
obtained:
γsv  γsl   γlv cosθ (2.21)
For θ   0X the surface is completely wet by the liquid, cf. Fig. 2.3. For all intermediate
values of θ, the surface is partially wet, while for θ   180X the surface is non-wetting for
the given liquid system.
The Young's equation works well on ideal surfaces. However, real surfaces usually
present surface roughness or chemical inhomogeneities. Contact lines can become pinned
at these surface inhomogeneities, leading to a large scatter in measured contact angles
when simply placing a droplet on the surface. To quantify the wettability of real sub-
strates the contact angles during advancing θadv and receding θrec of the three phase
contact line have to be measured. This is typically done by inﬂating and deﬂating a
droplet on the surface and measuring θ during the process. If the movement of the con-
tact line is slow, i.e. Ca @@ 1 and We @@ 1, then the droplet is in quasi-equilibrium at all
times and θadv and θrec are independent of the contact line velocity, with θadv A θrec. The
hysteresis between θadv and θrec then presents a good measure for the surface quality. For
faster moving contact lines, inertia and viscous forces are non-negligible and the dynamic
contact angle depends on the contact line velocity.
2.2.5. Surfactants
Interfacial tensions between pure immiscible liquids are typically on the range of several
tenth of mN/m. Such large interfacial tensions make it very diﬃcult to control droplet
producing instabilities on a micro-scale and to produce monodisperse droplets. Large
surface forces destabilize the system and typically lead to random droplet breakup. Fur-
thermore, as small droplets are energetically unfavorable due to their high surface to
volume ratio, high interfacial tension prevents the production of stable emulsions. Small
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Figure 2.4.: a) Molecular structure of the surfactant sorbitane-monooleate (Span80), which is composed
of a hydrophilic head (sorbitane) and a hydrophobic tail (oleic acid).
b) Simpliﬁed sketch of the amphiphilic structure of surfactant molecules.
droplets will rapidly disappear due to Ostwald ripening, which is caused by the higher
Laplace pressure inside of small droplets. Dispersed phase from small droplets will pref-
erentially dissolve in the continuous phase and diﬀuse into larger droplets with a smaller
Laplace pressure. Additionally, coalescence occurs when two droplets approach each
other by thinning and rupture of the liquid ﬁlm separating the droplets. At high inter-
facial tension, coalescence can occur right at the droplet production site, thus disturbing
the droplet production itself. These eﬀects should be avoided when studying droplet
generating liquid instabilities as in Chapter 4 and Addenda I and II.
To facilitate a stable droplet production and to stabilize the generated emulsion, a
third component called surface active agent, or in short surfactant, is added to the liquids.
Surfactants are amphiphilic molecules that are composed of a polar hydrophilic head
and a non-polar hydrophobic tail. The tail typically consists of a hydrocarbon chain.
Figure 2.4a shows the molecular structure of sorbitane-monooleate (Span80, ABCR),
which is the non-ionic surfactant used in all experiments presented in this thesis. In the
sketch in Fig. 2.4b the complex molecular structure is simpliﬁed reducing the molecule
to its head and tail group.
The amphiphilic structure of surfactant molecules causes them to occupy the interface
of emulsion droplets, forming a molecular ﬁlm with the head groups pointing towards the
aqueous phase and the tails pointing towards the oily phase, cf. Fig. 2.5a. By forming this
ﬁlm, surfactants eﬀectively lower the interfacial tension with increasing surfactant con-
centration. Above a certain concentration, the Critical Micellar Concentration (CMC),
the maximum solubility of surfactant monomers in the respective solvent is reached.
Thus, the interface of emerging droplets is rapidly saturated with surfactant molecules
and the interfacial tension plateaus at values of typically a few mN/m [4]. Surfactant
molecules that cannot reach the interface will form micelles or inverse micelles as depicted
in Fig. 2.5b for a surfactant in an oily solvent. This self assembly process is driven by
an increase of the total entropy: surfactant molecules organize to geometrical structures
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Figure 2.5.: a) Sketch of surfactant molecules covering a water droplet interface with the surrounding
oily phase.
b) Sketch of surfactant molecules forming an inverse micelle in a surrounding oily phase.
that prevent the exposure of hydrophilic parts to the oily solvent. However, less solvent
molecules need to organize to a cage-like structure surrounding micelles compared to
cage-formation by solvent molecules surrounding each surfactant monomer. Thus the
overall order of the system decreases. To ensure rapid maximum coverage of droplet
interfaces with surfactants, all experiments were performed at a concentration of 2wt%
Span80, well above the CMC.
The presence of surfactants also has a dramatic eﬀect on the contact angle of a droplet
of dispersed phase surrounded by another liquid to a solid substrate. Already small
concentrations of surfactants are typically suﬃcient to change the wettability of the
substrate by the dispersed phase from partial wetting to non-wetting [4] and a small
external ﬂow will release the droplet from the surface. Thus, surfactants facilitate the
formation of emulsions in microﬂuidic channels by preventing wetting of the channel walls
by the dispersed phase, a precondition for the formation of emulsions. The strong eﬀect
of surfactants on the wetting characteristics can be understood by using equation 2.21
adapted to an aqueous droplet on a solid surrounded by an oily phase.
cosθ   γso  γsw
γwo
(2.22)
Here, γso denotes the interfacial energy at the solid/oil interface, γsw at the solid/water
interface and γwo represents the interfacial tension of the water/oil interface. The sur-
factant lowers both γso and γwo signiﬁcantly, while the eﬀect on γsw is less pronounced,
provided the surfactant is preferentially soluble in the oily phase. Thus, γsoγsw becomes
negative and the right term in equation 2.22 approaches its minimum, i.e. -1. Adding
surfactant considerably increases θ, causing the water droplet to detach from the surface
that is preferentially wet by the oil phase in the presence of surfactant. In the presented
experiments, Span80 was chosen because it is preferentially soluble in hydrocarbon li-
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quids, thus making it ideal to stabilize water in oil (W/O) emulsions.
18
3. Materials and Methods
In the course of this chapter the diﬀerent device preparation methods are presented along
with the experimental setups used within this thesis. While experimental methods are
introduced by the underlying principles, experimental details and results will be given in
the relevant chapters.
The selection of the device material is crucial for the design of droplet based microﬂuidic
systems due to wettability constraints as described in chapter 2.2.5. Fortunately the
large industrial and scientiﬁc progress made in the ﬁelds of microelectronics and MEMS
gave rise to a large variety of microchannel production methods, allowing to select from a
plethora of device materials. Softlithography and micromilling, the fabrication methods
of choice within the present work, are introduced in Sections 3.1.1 and 3.1.2.
Optical methods were applied to characterize the liquid systems of interest and the ﬂow
properties within droplet based microﬂuidic systems. The Pendant Drop Method, em-
ployed to measure the interfacial tension between two liquids, is presented in Section 3.2.1.
Optical microscopy is used to characterize the shape of liquid interfaces and the behavior
of particles inside of droplets. Experimental setups and typical image analysis performed
within this thesis are introduced in Section 3.2.2. Finally the optical setup used to char-
acterize droplet shapes by ﬂuorescence microscopy and ﬂow ﬁelds inside of droplets by
micro-Particle Image Velocimetry (µPIV) are presented in Section 3.2.3.
3.1. Device Preparation and Liquid Systems
3.1.1. Softlithography
Many microﬂuidic device preparation methods were originally developed to fabricate
three dimensional MEMS-structures such as cavities for pressure or acceleration sensors.
A comprehensive review on early micromechanical etching techniques along with early
sensor structures and microﬂuidic applications was given by Petersen in 1982 [1]. In the
early 1990's these mostly silicon based micro-fabrication techniques became widely used
to produce microﬂuidic devices [3, 4]. However, the fabrication of microﬂuidic chips in
silicon or glass is tedious, requires expensive cleanroom-technology and involves handling
dangerous chemicals. Additionally, clogging of channels by particles or contamination of
the channel regularly occur, making disposable and cheap devices desirable. In 1998
Duﬀy et al. introduced a technique named softlithography, which is a fast and low-cost
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replication technique producing microchannels in an elastomer substrate [18]. The most
widespread polymer, used also in the framework of this thesis, is Polydimethylsiloxane
(PDMS). PDMS is a silicon based polymer that is liquid in absence of a curing agent at
room temperature, but readily solidiﬁes to a transparent elastomer when mixed with the
curing agent. PDMS is a good choice for many droplet microﬂuidic systems based on wa-
ter in oil (W/O) emulsions as the PDMS-surface is naturally hydrophobic. Additionally,
PDMS is highly transparent, which facilitates optical access to the device. Its ﬂexibility
allows for the fabrication of microchannels on curved surfaces. However, the high ﬂex-
ibility of the substrate has to be taken into account for high pressure applications, as
channel deformation might occur. This was no issue within the experiments of this thesis.
The major disadvantages of PDMS are the high diﬀusivity of many gases and liquids due
to the porous molecular structure of the cured elastomer and swelling by a large variety
of organic liquids. Both can lead to drainage of liquid from the channel and signiﬁcant
deformation of the channel cross-section, depending on the channel geometry. However,
for the channel geometries and ﬂow rates typically used within this thesis deformation
of the channel structure and drainage of liquids did not pose signiﬁcant problems.
The choice of the liquid system generally depends on the used device material and on
the speciﬁc experiment. However, the main components of the liquid systems used within
PDMS devices produced by softlithography were the same in all experiments. An aqueous
phase was used as the dispersed phase and n-hexadecane (Alfa Aesar) as continuous
phase. The viscosity of n-hexadecane is µ   3.3mPas. 2wt.% Span80 were added to
the continuous phase to ensure wetting of the channel walls by the continuous phase and
increase emulsion stability. Although n-hexadecane is known to signiﬁcantly swell PDMS,
no signiﬁcant channel deformation was expected and observed within the used channel
geometries on experimental timescales [19]. Depending on the aim of the experiment,
various particle suspensions or dyes were added to the liquids. A speciﬁc description of
the used emulsion systems are given in the context of the respective experiment.
Figure 3.1 illustrates the device fabrication process used in the present work. The
device layout is created using AutoCAD software (Autodesk). Subsequently, the lay-
out is printed on a transparency ﬁlm mask with a maximum lateral resolution of 5µm
(Micro Lithography Services Ltd). Device fabrication starts by generating a master by
standard photolithography. A silicon wafer (Silicon Materials) is spin-coated with nega-
tive photoresist of the SU-8 (MicroChem) family. The ﬁlm thickness of the SU-8 layer,
that determines the channel height of the ﬁnal device, can be adjusted by changing the
rotational velocity during the spin-coating process and the viscosity of the photoresist.
As speciﬁed by the manufacturer, SU-8 100 is suitable for ﬁlm thicknesses ranging from
below 100µm to about 250µm. SU-8 50 which is less viscous than SU-8 100 and allows
for lower ﬁlm thickness was used for devices with a channel height of about 50µm utilized
in Chapter 5 and Addendum IV. After spin-coating, the resist is soft-baked on a hotplate
to improve adhesion to the silicon wafer and to remove remaining solvent (65XC for 10 to
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Figure 3.1.: Block-diagram of the softlithography process.
15min and 95XC for 45min). The resist polymers are cross-linked upon illumination with
UV light, rendering it insoluble to the developer solution. UV-illumination is performed
in contact with the printed mask using a Model 60DUV/MUV/Near UV exposure tool
(ABM Inc.). To improve the cross-linking of the resist polymers, exposure is followed by
a post-bake at 65XC for 1min and 95XC for 10min. Subsequently, the sample is bathed in
a developer solution (MR-dev 600, MicroChem) to remove non-cross-linked regions of the
resist ﬁlm, thus obtaining the master used as a mold in the following steps. Figure 3.2a
shows an example of such a master.
The fabrication of the actual microﬂuidic device starts by mixing PDMS base and
curing agent (Sylgart184, DowCorning) at a ratio of 10:1 and degassing in a desiccator
prior to pouring the PDMS onto the master. After degassing in a desiccator, the PDMS
is cured on the master on a hotplate at 65XC for 2 to 3h depending on the thickness
of the PDMS layer. After the PDMS has solidiﬁed, the channel region is cut out with
a scalpel and peeled oﬀ from the master. Holes are punched into the PDMS slap to
create ﬂuidic inlets and outlets. Subsequently, the PDMS slap and a clean glass slide
are plasma treated (Femto, Diener electronic) to activate both the glass and the PDMS
surface. An irreversible molecular bond forms upon placing the activated PDMS slap
onto the activated glass slide. To ensure an hydrophobic surface, the sealed channel
geometry is again placed on a hotplate at 150XC for at least 2h to allow for hydrophobic
recovery of the plasma treated PDMS surface. The elasticity of PDMS allows to directly
insert Teﬂon tubing into the inlet and outlet ports punched into the PDMS to create
a ﬂuidic connection, cf. Fig. 3.2b. However, to further prevent leakage, inlets can be
optionally sealed using PDMS or glue (Araldite rapid).
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Figure 3.2.: a) Silicon mold with channel geometry composed of SU-8 photoresist.
b) PDMS chip sealed by a glass slide and connected with Teﬂon tubing.
3.1.2. Micromilling
Directly micromilling channel geometries into a solid substrate, e.g. a polymeric material,
is a fast and simple option for device production whenever multiple channel depths
are required on the same chip. The fabrication of such three dimensional structures
by lithographic means is tedious as structuring of multiple layers of photoresist has to
be performed. However, micromilling is only suitable for channel geometries with a
width typically A 150µm and a height A 10µm. These constraints have to be considered
when creating the channel layout. Polymethylmethacrylate (PMMA) was chosen as
the material of microﬂuidic devices that feature a sudden increase in channel depth
and height. PMMA is highly transparent, micromachinable and comparatively cheap.
The PMMA blocks are micromachined in the workshop of the Physics Department at
Saarland University using a Computerized Numerical Control (CNC) milling machine,
that is also suitable for drilling and threading the ﬂuidic connections. Teﬂon tubing is
shaped at one end using a ﬂanging tool and connected to the device by plastic ﬁttings
(Omniﬁt). Leakage is prevented by placing a rubber O-ring between the ﬂanged end of
the tubing and the ﬁtting. The channels of the PMMA device are sealed by a PMMA
sheet that is attached to the PMMA block by metal screws, cf. Fig. 3.3. One major
advantage of PMMA compared to PDMS is that PMMA devices are reusable. They can
be disassembled and cleaned by rinsing with ethanol, thus making them ideal whenever
the same experiment has to be repeated many times using exactly the same channel
geometry.
Devices made of PMMA were used with an emulsion system consisting of aqueous
solution as dispersed phase and Isopar M (ExxonMobil Chemical) as continuous phase
with a viscosity of µ   2.1mPas. Again, 2wt.% Span80 were added to the continuous
phase. The viscosity of the dispersed phase was adjusted by adding glycerol (Sigma
Aldrich). A speciﬁc description of the used emulsions systems is given in the context of
the respective experiment.
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Figure 3.3.: Microﬂuidic device machined into a PMMA block and sealed by a PMMA sheet.
3.2. Quantitative Measurements
3.2.1. Pendant Drop Method
The interfacial tensions of the diﬀerent liquid systems used in the present work were
determined by the Pendant Drop Method. During the experiment a droplet is produced
that is hanging from a needle and surrounded by another liquid of lower density. The
droplet is inﬂated to the maximum volume that is achievable before the droplet detaches
due to gravity. In this situation, the droplet shape is determined by gravity trying to
elongate the droplet and interfacial tension γ counteracting the increase in interfacial
area. Note, that the pendant drop method is a static method to determine γ as no
liquid ﬂow inﬂuences the measurement. A detailed description of the method is provided
by Andreas et al. [20]. The only input parameter needed to determine the interfacial
tension γ is the density diﬀerence between the surrounding ﬂuid and the droplet phase.
The measured droplet shape can then be related to the interfacial tension by comparison
to either numerically calculated droplet shapes or experimental measurements taken with
a liquid system of known γ [20].
In presence of surfactants, however, the interfacial tension becomes a function of
time. Immediately after the droplet has been produced at the needle, the interface is
only partially covered by surfactant molecules. Over time, more and more surfactant
molecules diﬀuse to the interface reducing γ until the interface is fully decorated and
a plateau-value of γ is reached. The pendant drop method allows to measure the time
dependent interfacial tension, provided the droplet shape changes slowly and can be
assumed to be in quasi-equilibrium at any instant of time. Figure 3.4 shows the example
of the evolution of γ over time for a water droplet immersed in n-hexadecane (Alfa Aesar)
with 2wt.% Span80 added to the oil phase. In the remainder of the present thesis, the
interfacial tension is always speciﬁed as the plateau value. This is justiﬁed as droplet
interfaces in microﬂuidic channels have been shown to saturate much faster due to strong
convection of surfactants to the interface caused by the ﬂow of the surrounding oil phase
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Figure 3.4.: Interfacial tension of water in n-hexadecane with 2wt.% Span80 as a function of time
measured by the pendant drop method at T   24  25XC. Data are averaged over several
measurements, error bars denote standard deviation.
[21].
All measurements in the present thesis were performed at lab temperature T   23 
25XC by imaging droplets suspended in a glass cuvette in the respective continuous phase
using an OCA 20 device (DataPhysics). The recorded images were directly analyzed by
the corresponding software package SCA 20 (V3.6.02, DataPhysics).
3.2.2. Experimental Setup, Optical Microscopy and Image Analysis
A typical experimental setup for optical microscopy is illustrated in Figure 3.5. The
central part is of course the microﬂuidic device, which is connected to gastight glass sy-
ringes (Hamilton) by Teﬂon tubing. The syringes are driven by custom-built, computer
controlled syringe pumps that allow to precisely control the volume inﬂux at each inlet.
These pumps are controlled via a LabVIEW (National Instruments) interface. To observe
and characterize droplet production and ﬂow within a microﬂuidic device, it is placed
either on an inverted microscope (AxioVert or AxioObserver Z1 (Zeiss) or MeF3 (Rei-
chert and Jung)) or below a macroscope (Z16 (Leica)) equipped with a transmitted light
source. Images are recorded in brightﬁeld microscopy using a Charge Coupled Device
(CCD) camera (1600 (PCO), Imager pro X (LaVision)) or Complementary Metal-Oxide
Semiconductor (CMOS) cameras (1200 hs (PCO) and FastCam SA3 (Photron)), depend-
ing on the timescale of the considered experiment. Further image analysis was done using
numerical image analysis software (Image J 1.49n (National Institue of Health USA) and
Image-Pro Plus 6.3 (Media Cybernetics)). Lateral distances were directly measured from
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Figure 3.5.: Block-diagram of a typical experimental setup used for the characterization of droplet
based microﬂuidic systems.
microscopy images. Droplet frequencies and velocities were calculated from the camera
frame rate.
3.2.3. Fluorescence Microscopy and µPIV
Fluorescene Microscopy is an optical microscopy technique that uses selective staining
with ﬂuorescent dyes (ﬂuorophores) to generate the contrast in a sample of interest.
When a ﬂuorophor molecule is illuminated with light of a certain wavelength λ, photons
of the excitation wavelength increase the molecules energy by lifting an electron from
a ground state to a higher state. However, these higher states are not stable and the
molecule relaxes back to its ground state emitting another photon within typically a few
nanoseconds. The loss of energy due to vibrational relaxation, that transfers the excited
electron to lower states without emitting photons is called Stokes Shift. The Stokes Shift
allows to separate scattered light from the excitation light source from the ﬂuorescence
signal of the sample. An in depth review about the underlying physical mechanisms
as well as practical hints on optimizing ﬂuorescence microscopy setups is given in [22].
Fluorescence microscopy meanwhile is a powerful tool to biologists and bio-physicists,
e.g. allowing to selectively stain and observe certain cells in a tissue [23] or even study
the self-organization of lipid membranes [24]. More advanced ﬂuorescence based imag-
ing techniques such as Stimulated Emission Depletion (STED) microscopy even permit
to overcome the limitation of resolution of conventional optics as dictated by Abbé's
law. STED enables researchers to study the organization of cells, their interior compo-
nents and even transport processes on a molecular level. The impact of these imaging
techniques on our understanding of the molecular processes within living organisms is
expected to be so large, that the inventors of super-resolution ﬂuorescence microscopy
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received the Nobel Price in Chemistry in 2014 [25].
In the course of this thesis, ﬂuorescence microscopy was used to characterize the
thickness of a ﬂuorescently labeled oil layer surrounding an aqueous droplet ﬂowing in
a microchannel, cf. Chapter 5. The experimental setup used for these measurements
is a standard epiﬂuorescence setup illustrated in Figure 3.6. It consists of a computer
controlled inverted microscope with a motorized focus system (AxioObserver Z1, Zeiss)
equipped with ﬁlter cubes containing a dichroid mirror, a laser cut-oﬀ ﬁlter and an
excitation ﬁlter (LaVision). The ﬂuorescent sample can be excited through the same
objective used for image recording by either a green laser (λ   532nm, pulsed DPSS,
2.72W, LaVision) or a blue laser (λ   473nm, pulsed DPSS, 1.5W, LaVision) coupled
to the microscope by a multi-mode glass ﬁber. The ﬂuorescence signal emitted by the
sample is isolated from scattered laser light by the ﬁlter cube assembly and recorded by a
CCD camera (ImagerPro X 2M, LaVision) coupled to the microscope by a 0.63 x camera
adapter (Zeiss).
Micro-Particle Image Velocimetry (µPIV) is a non-invasive optical method to measure
ﬂow ﬁelds within microﬂuidic devices based on ﬂuorescence microscopy. The ﬂow is
seeded with ﬂuorescent tracer particles that are imaged using the optical setup depicted
in Figure 3.6. These tracer particles are typically Polystyrene (PS) particles of a diameter
ranging between 0.5 and 2µm when measuring ﬂow ﬁelds of an aqueous phase. Such
particles have been shown to follow the ﬂow of the liquid motion without lagging behind
or signiﬁcantly alternating the ﬂow ﬁeld by their presence [26].
In µPIV experiments, the CCD camera is operated in double-frame mode, which
means that the CCD chip is subdivided in an active region and a storage area. This
allows for rapid recording of two subsequent frames. The ﬁrst frame is shifted from the
active region to the storage area immediately after recording. Thus, the CCD is very
quickly ready for a second exposure. The storage area is read out by the frame grabber
while the second frame is recorded, prolonging the exposure time of the second frame,
which can cause a signiﬁcant increase of the image background. The big advantage of the
double-frame recording mode is the option to record two images with an inter-frame time
as low as 150ns for the camera used, which facilitates tracking of fast objects moving in
the sample. Images of these particles are recorded by illumination with two laser pulses
synchronized to the end of the exposure of frame 1 and the beginning of frame 2. Thus
the laser pulse width eﬀectively determines the image exposure time. Subsequently, a
two dimensional ﬂow ﬁeld is calculated from the known time interval between the laser
pulses and the displacement of a group of particles, which is processed from the double-
frames by a cross-correlation algorithm. An in depth description of µPIV is given in
Chapter 6 and Addenda V and VI, where the inﬂuence of defocused particles and ﬂow
gradients on µPIV measurements is quantiﬁed. In the course of this thesis, µPIV is used
to characterize the three dimensional ﬂow pattern within elongated droplets moving in
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Figure 3.6.: a) Block-diagram of a typical optical setup used for ﬂuorescence microscopy and µPIV.
b) Foto of the actual custom built setup from LaVision, Göttingen, Germany.
rectangular microchannels.
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4. Droplet Generation from Squeezed
Filaments upon Release of
Conﬁnement
4.1. Emulsiﬁcation - Overview
The production of droplets surrounded by a typically immiscible continuous phase is
obviously the very ﬁrst step in every emulsion system. Emulsions are typically formed
either by water droplets in an oily phase or vice versa, often stabilized by surfactants, cf.
Section 2.2.5. Emulsions are widely used, versatile materials with applications ranging
from a simple vinaigrette on salad, elaborate food products to pharmaceutical products
and cosmetics. Due to their compound structure and the presence of many liquid/liquid
interfaces, the rheology of emulsions can be signiﬁcantly altered without changing its
liquid components by changing the volume fraction of the dispersed phase, the droplet size
or the droplet size distribution. Additionally, monodisperse emulsions can be employed
to compartmentalize (bio-)chemical reactions within the controlled volume of individual
droplets, an approach oﬀering the potential for massive parallelization of (bio-)chemical
analysis [13, 27, 28]. Droplet sizes that can be reached by bulk emulsiﬁcation methods
can be as small as 0.1µm. However, the production of droplets by classical bulk methods
such as rapid stirring, colloid mills, high pressure valve homogenization or ultrasonic
agitation has been shown to result in polydisperse emulsions [29]. This polydispersity
is intrinsic to macrosystems exploiting shear induced instabilities for droplet breakup
caused by e.g. the occurrence of turbulence and cavitation with spatially varying shear
rates and the resistance to secondary breakup of mother droplets varying with droplet
diameter, cf. Section 2.2.2.
Membrane emulsiﬁcation has been developed for bulk production of emulsions with
less polydispersity and uses spontaneous droplet formation that occurs when the dis-
persed phase is pushed into the continuous phase through pores of a membrane, cf. top
left tile of Fig. 4.1. When the dispersed phase leaves the pore, it forms a round droplet
in the continuous phase due to interfacial tension [29, 30]. The droplet is released from
the pore by the decrease of Laplace pressure in the growing droplet which increases the
ﬂow rate of dispersed phase into the droplet. This leads to collapse of the ﬂuid thread
within the pore when the ﬂow of liquid from the pore into the droplet exceeds the feed-
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ing volume ﬂux [31]. Depending on the particular ﬂow rates, shear exerted by the ﬂow
of continuous phase can aid the droplet release. The resulting droplet size distribution
depends on the size distribution of the pores as well as on the ﬂow rates applied. Using
microfabrication techniques, membrane emulsiﬁcation has been signiﬁcantly improved by
replacing the porous membrane by precisely manufactured parallel microchannels or per-
forated channel walls, thus allowing to produce emulsions with a coeﬃcient of variation
in droplet diameter @ 5% [32].
4.2. Droplet Formation in Microﬂuidics
Many microﬂuidic techniques have been developed during the last two decades that ex-
ploit the superior control of the local laminar ﬂow intrinsic to microﬂuidic systems to
further improve the droplet monodispersity. Droplet sizes achievable with microﬂuidic
systems vary from spherical droplets with diameters of typically several microns to elon-
gated plugs of millimetric size, while polydispersities as low as a few percent can be
reached [5]. However, the improved monodispersity comes on expense of low volume
throughput with droplet production frequencies ranging from only a few to several thou-
sands of droplets per second. In microﬂuidic devices, droplet breakup typically occurs
sequentially, drop by drop, in one single droplet forming unit. Thus, microﬂuidic sys-
tems are less interesting for bulk applications of emulsions but rather oﬀer new tools and
applications for specialized material synthesis and (bio-)chemical analysis, i.e. droplet
based Lab-on-a-Chip systems [5,13,33]. Addendum III presents one example of a droplet
based microﬂuidic system exploiting excellent monodispersity and control of the droplet
ﬂow for production of mesoporous platinum doped silica particles by an optimized sol-
gel synthesis route. The resulting particles feature superior surface area and catalytic
activity compared to commercially available particles produced in bulk.
The high technological potential of droplet based microﬂuidic systems has lead to
vast engineering and scientiﬁc research on microﬂuidic droplet formation devices. Re-
cently, some active droplet formation units, that employ external ﬁelds or actuation by
valves to destabilize liquid ﬁlaments or jets or to produce drops on-demand, have been
proposed [3436]. However, passive droplet formation units are usually much easier to
incorporate on-chip and allow to produce continuous streams of monodisperse droplets
with controlled spacing. These devices will be treated in the remainder of this sections
as passive droplet formation units were employed in all experiments presented within
this thesis. Newtonian liquids are used in all experiments and non-Newtonian liquids
are consequently not considered in the following. However, viscoelastic eﬀects and shear-
thinning in polymer solutions have been recently examined and proven to signiﬁcantly
impact the droplet breakup process [37,38].
Many diﬀerent device geometries for passive microﬂuidic droplet production have been
proposed and characterized, both experimentally as well as analytically and numerically.
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Figure 4.1.: Diﬀerent droplet breakup systems used to produce emulsions in microﬂuidics.
Extensive reviews on droplet breakup in microﬂuidic junctions can be found in literature,
cf. among others [5, 12, 3941]. The vast majority of the proposed channel geometries
can be grouped as 1) cross-ﬂow, 2) co-ﬂow and 3) step-emulsiﬁcation droplet formation
units, cf. Fig. 4.1. In all these junctions two or more immiscible liquids, driven either by
controlling external pressures or volumetric ﬂow rates, are guided into a common main
channel where a liquid/liquid interface is formed. The dispersed phase protrudes into
the main channel forming either a ﬁnger, a jet or a squeezed ﬁlament, depending on
the particular channel geometries and ﬂow rates. The interface subsequently is deformed
by the local ﬂow ﬁeld or capillary eﬀects, which ampliﬁes free surface instabilities and
ﬁnally causes the detachment of droplets. Generally, the entire process is characterized
by a competition of forces that try to deform the liquid interface and interfacial tension
ﬁghting the creation of additional interfacial area. Depending on the relative ﬂow rates
of the dispersed and the continuous phase and on physical parameters such as interfacial
tension and viscosities, diﬀerent droplet breakup regimes have bee observed in each of
the junction families. All presented channel junction geometries are readily character-
ized experimentally and can thus be easily calibrated for controlled droplet production.
However, a more general understanding of the underlying droplet breakup mechanisms
and especially a prediction criterion for the transitions between diﬀerent droplet breakup
regimes for each particular geometry is desirable. Similar droplet breakup mechanisms
act in all presented systems, however, each of the above mentioned families of droplet
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forming junctions has to be studied separately due to geometrical diﬀerences changing
the local ﬂow ﬁelds and the inﬂuence of conﬁnement eﬀects. In the following, the three
families of droplet forming junctions are presented in more detail.
4.2.1. Cross-Flow
Cross-ﬂow geometries are typically comprised of two straight channels meeting at a junc-
tion at a certain angle. The most common and also the earliest example of a microﬂuidic
cross-ﬂow geometry is the T-junction introduced by Thorsen et al. [42], where the dis-
persed phase channel perpendicularly enters a main channel transporting the continuous
phase, c.f also top right tile of Fig. 4.1. Breakup of the dispersed phase ﬁnger invading the
main channel either occurs right at the inlet in the dripping and squeezing regime,
or further downstream, when both phases initially form parallel ﬂows in the jetting
regime.
The dripping regime typically occurs for junctions with a dispersed phase inlet being
much smaller than the continuous phase channel width or at low ﬂow rate ratios of
the dispersed to the continuous phase Q1~Q2. The ﬁnger of dispersed phase invading
the main channel is sheared oﬀ by the ﬂow of continuous phase before approaching the
channel wall opposite of the dispersed phase inlet [5, 12]. Droplet sizes are controlled
changing the ﬂow rate of the continuous phase or the viscosity ratio of the liquids [37].
In the squeezing regime, typically occurring in T-junctions with both inlets having
comparable dimensions or at low ﬂow rates of the continuous phase, the dispersed phase
protrudes far into the main channel and approaches the opposite channel wall. Thus, the
ﬂow of continuous phase is hindered which leads to a pressure built-up upstream of the
junction. The higher pressure in the continuous phase aids to deform the interface which
ﬁnally leads to pinch-oﬀ of large elongated droplets conﬁned by the channel sidewalls
[43,44]. In the squeezing regime, the droplet size can be primarily adjusted by changing
the ﬂow rate ratio Q1~Q2 and is largely independent of liquid viscosities and interfacial
tension.
In the jetting regime, which occurs at high ﬂow rates of both phases, the pressure
at the dispersed phase inlet is large enough to resist deformation of the interface by
shear exerted by the continuous phase and a liquid jet of dispersed phase is formed in
the main channel. Droplets can be released downstream by growing capillary instabilities
breaking the typically cylindrical jet. This breakup process reduces the overall interfacial
area and thus the interfacial energy, similar to the classical Rayleigh-Plateau instability
at a dripping faucet [45]. If interfacial tension causes the tip of the jet to bulge and grow
to the same dimension as the surrounding channel, plugging of the main channel by the
tip of the jet additionally promotes droplet breakup, similar to the squeezing regime [46].
Diﬀerent angles of the channel junctions or altered junction geometries present similar
droplet breakup behavior [4648]. T-junctions have become widely used in microﬂuidics
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due to their relatively simple channel geometry and ﬂexibility regarding droplet size and
production frequency, as well as ease of fabrication and operation [5,4953]. Accordingly,
a T-junction has been used for the production of long, plug like droplets of millimetric
length in the squeezing regime in Addendum IV, allowing to vary the droplet length by
more than a factor of 10. However, both the monodispersity and production frequency
of droplets can be signiﬁcantly improved by more sophisticated channel geometries, as
elucidated in the following.
4.2.2. Co-Flow
Another family of junction geometries frequently used for droplet generation are co-
ﬂow geometries, cf. lower left tile of Fig. 4.1. The dispersed phase and the continuous
phase enter the common main channel as co-ﬂowing streams through a set of concentric
channels. Similar to T-junctions, co-ﬂow geometries typically show two diﬀerent droplet
breakup regimes: 1) the dripping regime at low ﬂow rates with droplet breakup close
to the dispersed phase inlet and 2) the jetting regime at higher ﬂow rates where droplet
breakup occurs further downstream and a jet of dispersed phase is ejected into the main
channel.
Dripping is caused by a competition between viscous drag pushing the droplet down-
stream and interfacial forces trying to hold it at the inlet of the dispersed phase. Thus,
droplet sizes typically decrease with increasing ﬂow rate of continuous phase Q2.
Jetting, however, has been shown to either occur at increased Q2, where the jet of
dispersed phase thins as it moves downstream and decays into small droplets, or at
increased ﬂow rates of dispersed phase Q1, where large droplets detach from a jet that
grows in diameter along the main channel length [54, 55]. In both jetting cases, droplet
breakup is driven by Rayleigh-Plateau type instabilities, but may be additionally aided
by a squeezing mechanism when deformations of the jet approach the size of the channel
cross-section [56], cf. section 4.2.1. Droplet size can be adjusted changing the ﬂow rate
ratio. Thinning jets emerge when the ﬂow of the continuous phase exceeds a critical
value where the resulting shear is suﬃcient to overcome the interfacial tension. Thus
the dispersed phase is stretched as a thread into the main channel, where it decomposes
into droplets. Widening jets, in contrast, are created by the momentum of the dispersed
phase at highQ1 which acts cooperatively with the viscous drag exerted by the continuous
phase to drive the emerging droplet downstream in the main channel. The large velocity
diﬀerence between both phases creates shear acting on the interface, that causes the jet
to widen in diameter. Depending on Q1, interfacial tension completely or partially pulls
the jet back towards the dispersed phase inlet after droplet pinch-oﬀ and the droplet
production cycle restarts.
Whether a jet of dispersed phase in a co-ﬂowing system will decay into droplets or
will remain stable in the entire microchannel largely depends on conﬁnement [56, 57].
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Figure 4.2.: Geometric stability criterion for conﬁned liquid jets/ﬁlaments.
Rayleigh-Plateau like instabilities can only grow if an undulation of a free interface leads
to a reduction in interfacial energy. If the jet is conﬁned in any direction by channel
walls, non-wetting conditions of the channel walls by the dispersed phase ﬁx the radius
of curvature of the interface in this direction to a constant value, cf. Fig. 4.2. Deformation
in the remaining direction, however, corresponds to the creation of additional interfacial
area and is energetically unfavorable. Thus, a jet with a diameter close to or larger than
the minimal channel dimension will be stabilized by conﬁnement and stable parallel ﬂows
are observed at high ﬂow rates of the dispersed phase [57].
4.2.3. Step-Emulsiﬁcation
The droplet formation unit discussed in the remainder of this chapter and characterized
in more detail in Addenda I and II is the Step-emulsiﬁcation geometry, cf. bottom right
tile of Fig. 4.1. Devices of this family can be regarded as a combination of the pre-
viously mentioned families and droplet breakup mechanisms. Typically, the dispersed
phase enters a high aspect ratio channel (terrace'), where a ﬁlament of dispersed phase
is stabilized by conﬁnement by the channel walls and co-ﬂows with the surrounding con-
tinuous phase. Further downstream, the channel width and/or depth suddenly increase
at a topographic step to the reservoir channel. This sudden removal of conﬁnement
destabilizes the ﬁlament of dispersed phase, causing its decomposition into droplets. This
geometry was ﬁrst used by Chan et al. [58] and brieﬂy after signiﬁcantly simpliﬁed and
experimentally characterized by Priest et al. [59]. Again several droplet breakup regimes
have been identiﬁed, similar to cross- and co-ﬂow systems [59, 60]. Priest et al. demon-
strated, that droplet breakup in Step-emulsiﬁcation is controlled by the ﬁlament aspect
ratio, i.e. its width w1ª remote from the step divided by the smaller dimension of the
terrace channel b, and the dispersed phase Capillary Number Ca   µ1U1~γ [59]. Here,
U1 is the dispersed phase average velocity calculated from the ﬁlament geometry and the
dispersed phase ﬂow rate. The width of the ﬁlament can be adjusted by changing the
ﬂow rate ratio Q1~Q2. At ﬁlament aspect ratios w1ª~b ß 1 droplet breakup occurs right
at the dispersed phase inlet when the dispersed phase ﬁnger does not touch the channel
walls and accordingly is not stabilized by conﬁnement. Thus, droplets are sheared oﬀ
right at the inlet, similar to droplet breakup in a T-junction.
At higher ﬁlament aspect ratios w1ª~b and low Ca, typically O102, spontaneous
droplet breakup similar to droplet formation in membrane emulsiﬁcation occurs in the
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Step regime. Here, the ﬁlament decomposes into small droplets right at the topographic
step. The ﬁlament adopts a tongue like shape in the terrace and retreats from the topo-
graphic step after droplet pinch oﬀ, restarting the droplet production cycle. Extremely
monodisperse droplets are produced with a coeﬃcient of variation in droplet diameter
@ 1.5%, superior to all previous methods. Extremely high dispersed phase volume frac-
tions up to 95 % are possible [59]. Strikingly, the droplet size only depends on the smaller
dimension of the terrace channel b and on the ﬂow rate ratio Q1~Q2 up to a critical Ca,
allowing to vary the droplet frequency from a few to several hundred Hz independent
of the droplet size [5961]. Consequently, the Step regime is highly interesting for mi-
croﬂuidic applications whenever monodisperse droplets or dense emulsions are required.
Two Step-emulsiﬁcation junctions coupled to a single main channel allow to increase the
droplet throughput but also enable strictly synchronized production of diﬀerent droplet
species [5, 62,63]. Such a hydrodynamic coupling of two Step-emulsiﬁcation units is em-
ployed in Addendum III to produce highly porous silica particles. Droplets containing the
diﬀerent reactants needed for particle synthesis are produced alternatingly by the coupled
Step-emusliﬁcation units. Subsequently, droplets are fused to start the sol-gel reaction,
thus avoiding contact of the jellifying liquids to channel walls and channel clogging.
Beyond the critical Ca, which is a function of the ﬁlament aspect ratio w1ª~b, an-
other droplet breakup regime is observed, similar to jetting in co-ﬂow geometries: In the
Jet regime, the ﬁlament stops oscillating in the terrace channel and instead narrows
down to a tip at the topographic step. This capillary focusing is a consequence of the
Laplace pressure due to out-of-plane curvature of the liquid/liquid interface, increasing
the pressure inside the ﬁlament. Upon reaching the topographic step and releasing the
ﬁlament conﬁnement, both phases have to balance their pressures. This causes the dis-
persed phase to ﬂow faster within in the terrace while the continuous phase has to slow
down. The ﬁlament narrows in downstream direction and forms a tip at the topographic
step due to volume conservation [60]. A jet of dispersed phase is ejected from this tip
into the reservoir and larger and typically more polydisperse droplets are released when
the jet decays due to Rayleigh-Plateau like instabilities.
The Step to Jet transition can be understood by characterizing the shape of the
dispersed phase ﬁlament in the terrace channel close to the topographic step. Malloggi
et al. characterized the shape of the ﬁlament experimentally and analytically, using a
simpliﬁed Hele-Shaw model based on volume conservation and introducing an unphysical
decay length to make the resulting equations tractable [60]. The channel geometry used in
this study is signiﬁcantly smaller than in [59] and the authors do not distinguish the Step
and the Jet regime. In agreement with experimental results, the width of the tip formed
at the topographic step by capillary focusing is predicted to decrease with decreasing Ca.
However, neglecting the dynamics of the interface, the presented analysis is only valid for
large Ca A O101, i.e. small deformation of the ﬁlament close to the topographic step.
Thus, the model cannot be used to predict the transition between the Jet and the Step
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regime. To overcome these limitations, Afkhami and Renardy demonstrated a Volume-
of-Fluid numerical scheme capable to resolve the entire ﬁlament shape along with the
pressure and velocity ﬁelds in the terrace region at small and medium Ca   O102,
solving the full two-phase Hele-Shaw equations, cf. [64].
Afkhami's model is applied in Addendum I to predict the transition from the Jet to the
Step regime and compared to the droplet breakup behavior and ﬁlament shapes found in
experiments1. We demonstrate, that the ﬁlament shape in experiments ﬂuctuates even in
the Jet regime, contrasting the assumption of a static ﬁlament in previous studies and in
theoretical models. The ﬁlament shape is inﬂuenced by the pressure at the topographic
step, that in turn is altered due to the presence of the forming droplet in the reservoir.
Additionally, the ﬁlament is disturbed by collisions of the forming droplet with other
droplets crowded in the reservoir. The reservoir pressure commonly is assumed to be
constant in quasi-static simulations and crowding eﬀects are not included in the model.
However, it is shown that the model accurately predicts ﬁlament shapes at the beginning
of the droplet production cycle at medium to high Ca, remote from the Step to Jet
transition. For smaller Ca, the strong capillary focusing causes the ﬁlament to thin to a
tip of about the size of the smallest dimension b of the terrace channel, locally invalidating
the Hele-Shaw approximation. Nonetheless, using a slight correction of the pressure
outlet boundary condition of the ﬁlament, it is possible to precisely reproduce the Jet to
Step transition within the experimental parameter space by applying a simple geometric
criterion. The transition is assumed to occur at a critical Ca, when the tip diameter of
the ﬁlament in the terrace channel becomes smaller than b, which was also conﬁrmed
experimentally, cf. Fig. 4.2. Thus, a cylindrical neck is formed at the topographic step
that is prone to capillary instabilities. No jet can be ejected into the reservoir below
this critical Ca. These results were later conﬁrmed by Zi et al. [65], who developed a
fully analytical model based based on quasi-2D Hele-Shaw hydrodynamics and solved
the nonlinear diﬀerential equation for the quasi-static shape of the conﬁned ﬁlament in
the Jet regime, predicting the transition to the Step regime using the same geometric
criterion.
Extending the range of studied ﬁlament aspect ratios to highly conﬁned ﬁlaments
with w1ª~b à 12, Addendum II describes the emergence of additional droplet breakup
regimes in Step-emulsiﬁcation geometries. All of these breakup regimes are composed of
the previously discussed Step and Jet instabilities, coexisting in various combinations on
the same ﬁlament. A coexistence of several instabilities on the same liquid ﬁlament has
not been reported before for co-ﬂowing streams of immiscible liquids at low Reynolds
Numbers. Surprisingly, even an asymmetric breakup regime is found that is comprised
of Step and Jet instabilities operating in parallel on the same ﬁlament, despite the fully
1The theoretical model presented here was developed by S. Afkhami (NJIT, Newark, USA) and L.
Kondic (NJIT, Newark, USA) with experimental input by M. Hein and R. Seemann. The numerical
simulations were designed and analyzed by S. Afkhami.
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symmetric boundary conditions. The diﬀerent regimes are studied experimentally using
two species of Step-geometries with a vertical or a horizontal orientation of the topo-
graphic step and diﬀerent reservoir dimensions 2. While the vertical step geometries
oﬀer a top view of the ﬁlament shape, the smaller reservoir dimensions of the horizontal
step geometry reduce crowding and facilitate studies on the stability of liquid jets in the
reservoir. Additionally, planar devices with horizontal steps are produced by standard
softlithography and the use of two diﬀerent device families proves the generality of the
observed breakup behavior. Based on the experimental characterization of the various
regimes, we propose key physical principles such as the minimization of interfacial ener-
gies, upper bounds for the volume throughput and inertia, which are responsible for the
spontaneous symmetry breaking and the transitions between individual regimes. Addi-
tionally, the ability to produce distinct droplet families from a single ﬁlament is shown
to allow for simultaneous on-chip concentration and encapsulation of particles into one
droplet family, while excess bulk liquid is released into another family of droplets.
2Experiments in horizontal step geometries were designed by J.B. Fleury (Saarland University,
Saabrücken, Germany) and M. Hein, performed and analysed by J.B. Fleury
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5. Employing Droplet Dynamics to
Concentrate Particles
5.1. Introduction and State of the Art
Having dealt with controlled droplet generation in a microﬂuidic environment in Chap-
ter 4, the following chapter describes a particle accumulation eﬀect that occurs within
elongated droplets ﬂowing in rectangular microchannels. Accumulation, separation and
concentration of small objects such as particles or cells are important steps in the process-
ﬂow of many (bio-)chemical assays. The functionalized surface of solid particles is reg-
ularly used for speciﬁc binding and extraction of target molecules [6671]. Cells, on the
other hand, regularly need to be removed from the sample either to analyze cell pro-
perties or because cellular components might interfere with subsequent analysis of the
surrounding medium, e.g. blood plasma analysis [72]. For conventional assays, performed
using bench-top instrumentation, the separation from surrounding continuous phase can
be easily achieved by ﬁltration or centrifugation. However, miniaturization to facilitate
point-of care analysis, reduce reagent consumption and cost of analysis or to exploit the
superior control of the local chemical environment on the micro-scale also demands for
particle accumulation, concentration and separation on chip.
The following sections present an overview of already known particle accumulation
methods in continuous single phase ﬂow and in droplet based microﬂuidic systems along
with current reports on ﬂow ﬁelds within elongated droplets in rectangular channels
in Section 5.1.1. Finally, Section 5.2 summarizes the experimental ﬁndings on particle
accumulation within elongated droplets, which are presented in detail in Addendum IV.
5.1.1. Particle Accumulation in Microﬂuidics
A vast variety of particle and cell accumulation eﬀects has been reported and applied in
continuous single phase microﬂuidics. Only a few of these methods are introduced in the
framework of this thesis for the sake of conciseness, but many excellent reviews on the
topic can be found in literature, cf. among others [7276].
In general, particle accumulation or separation methods are classiﬁed as either passive
or active. Active methods rely on external ﬁelds for particle manipulation. Miniaturiza-
tion is favorable for such systems as ﬁeld strengths typically scale inversely proportional
to the distance, e.g. to the magnet or between electrodes, allowing for large ﬁeld strength
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and gradients in microﬂuidic devices. Many of the presented approaches are even capa-
ble to sort cells and particles according to intrinsic properties. One of the most obvious
active methods described in literature combines (dia-)magnetic microbeads and external
magnetic ﬁelds to achieve focusing of particles to a certain channel region [7779] or to
keep particles ﬁxed at a distinct position [67,80,81]. Label-free particle manipulation can
be achieved using external electric ﬁelds. In electrophoresis, charged objects or molecules
are deﬂected by an external DC ﬁeld, depending on their charge to size ratio [76, 82].
Particle deﬂection in electrophoretic systems, however, is slow due to the comparatively
large size of particles and these systems are prone to electrolysis of the carrier liquid and
clogging due to bubble formation caused by electrochemical reactions. Dielectrophoretic
(DEP) methods overcome the latter problem by employing AC ﬁelds. In contrast to
electrophoresis, no net charge of the particle is required. In DEP, polarizable dielectric
particles experience a ﬁeld-frequency dependent net force due to an inhomogeneous elec-
tric ﬁeld. Changing the frequency of the electric ﬁeld, the direction of particle motion
can be adjusted [74], allowing to use DEP in a lot of applications like cell sorting [83,84]
or particle washing [85]. Optical and acoustic forces have also been applied for particle
concentration and separation [8689].
To perform active particle accumulation in microﬂuidic systems, additional compo-
nents such as electrodes, magnets etc. have to be included into the chip design. These
additional components increase both chip complexity and cost, making passive ﬁeld free
methods more desirable when it comes to Lab-on-a-Chip application. However, the
typically simpliﬁed device layout comes on the expense of a limited achievable volume
throughput and less ﬂexibility regarding target particles.
The most obvious approach for particle or cell enrichment or separation by size and
deformability in continuous microﬂuidics is ﬁltration. However, classical head-on ﬁl-
tration methods based on geometric obstacles or membranes suﬀer from channel clog-
ging or fouling [90], which can be overcome by extraction of buﬀer or smaller particles
through sidechannels or perforated sidewalls [91, 92]. In contrast, purely hydrodynamic
approaches exploit accumulation of particle species at a certain channel region due to
interaction with the ﬂow ﬁeld of the surrounding liquid. In so called Pinched Flow
Fractionation (PFF) a sample stream containing particles or cells of various sizes is
forced to one side of a channel constriction by injection of a buﬀer stream [93]. Small
objects are pressed closely to the sidewall, while the center of mass of larger objects
leaves the original streamline due to their larger diameter. Thus, particles or cells fol-
low diﬀerent streamlines depending on their size upon a sudden increase of the channel
width [93, 94]. Despite being typically several orders of magnitude lower than e.g. DEP
or magnetic forces [76], also gravity can be exploited to concentrate or separate particles
by a clever coupling to hydrodynamic ﬂow ﬁelds, cf. [95]. While being very eﬀective in
concentrating or separating particles or cells, PFF and gravity driven concentration are
limited to relatively low ﬂow rates, posing a serious limitation regarding volume through-
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put. Inertial eﬀects, that occur at large ﬂow rates, can also cause particle accumulation at
distinct positions within a (micro-)channel as ﬁrst reported for centimeter sized systems
in 1962 [96, 97]. The exact position of particle accumulation is determined by particle
size and shape as well as channel geometry and ﬂow velocity [98,99]. A concise review on
the vast literature on inertial particle focusing is given by Di Carlo [75]. However, these
eﬀects only become relevant at elevated Re Q 1 and are thus neglected in the course of
this thesis were particle ﬂow is dominated by viscous drag.
Subsequent to particle accumulation in a certain region of the channel by any of the
mechanisms described above, particles or cells can be concentrated or selectively enriched
isolating the particle carrying stream from surrounding medium at a channel junction
[93,94,100].
Despite the rich variety of particle separation and concentration approaches avail-
able in continuous microﬂuidics, relatively few reports on particle accumulation inside
droplets moving in microchannels can be found in literature. Accumulation of particles
within droplets is much more complex due to the swirling recirculative internal ﬂow pro-
ﬁle. These swirls prevent the use of most concentration or separation methods known
from continuous ﬂows, as particles are quickly redispersed over the entire droplet cross-
section. However, some studies succeeded to concentrate particles encapsulated within
droplets. Recently an active magnetic ﬁeld based method pulling particles to one side of
the droplet prior to splitting at a channel junction was presented [101, 102]. Kurup and
Basu introduced the ﬁrst passive particle accumulation eﬀect inside elongated droplets
ﬂowing through round tubing [103]. Particles were observed to accumulate as a cloud
located at the rear center of the drop. The length of the particle accumulation cloud
was found to increase with increasing droplet velocity, until being limited by the droplet
length. The same behavior was later reported for red blood cells dispersed in long liquid
plugs moving through capillary tubing [104]. The accumulation of particles and cells was
explained by a coupling of gravity driven sedimentation to the internal ﬂow of the droplet,
which can be predicted analytically for round channel geometries [105, 106]. Typically,
the dispersed phase ﬂows in droplet movement direction at the center of the channel and
recirculates to the back side of the droplet along the channel walls. Sedimenting particles
dispersed in the droplet phase will follow the internal ﬂow, while simultaneously sinking to
the bottom of the round channel, where they are advected to the rear. Thus, sedimenting
particles are accumulated in a cloud at the rear of the droplet that scales in length with
the droplet velocity. However, the practical relevance of this particle accumulation eﬀect
is limited. Most microﬂuidic systems nowadays are produced by softlithographic meth-
ods or dry etching techniques, which produce rectangular channel cross-sections. Thus,
a ﬁeld free particle accumulation eﬀect inside droplets in rectangular microchannels is
highly desirable for application and described in Addendum IV.
The internal ﬂow ﬁeld inside elongated droplets becomes more complex for rectangular
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Figure 5.1.: Sketch of the droplet geometry in rectangular microchannels illustrating the gutter chan-
nels and positions of oil ﬁlms. Red dashed lines denote the planes depicted in µPIV scans
in Addendum IV.
channel cross-sections and accordingly a diﬀerent particle accumulation behavior as in
[103,104] is found. Contrary to round channels, droplets conﬁned in a rectangular channel
geometry cannot block the full channel cross-section, cf. Fig. 5.1. Surface tension tries
to minimize the droplet interface, which prevents the droplet interface to fully invade the
corners of the channel. Therefore, these corners act as gutter channels through which the
continuous phase can bypass the droplet that is typically moving slightly slower than the
average velocity of the surrounding continuous phase [107]. The gutter channels change
the friction boundary condition of the droplet compared to round tubing: Wherever the
droplet comes close to the channel walls, only separated by a thin ﬁlm of continuous
phase, the dispersed phase is expected to ﬂow backwards in the reference frame of the
droplet due to drag exerted on the droplet by the channel wall via the surrounding thin
ﬁlm. In the vicinity of the gutter channels, however, the dispersed phase is dragged
towards the front by the bypassing continuous phase, creating a complex recirculating
internal ﬂow ﬁeld. Furthermore dynamical eﬀects change the outer shape of the droplet,
i.e. the thickness of the surrounding oil ﬁlms and the shape of the gutter channels [108]
depending on the droplet velocity which in turn will inﬂuence the friction to the walls and
thus the inner ﬂow proﬁle. Indeed, several experimental and numerical studies on ﬂow
proﬁles inside of elongated droplets in rectangular channels have been published recently
revealing a variety of diﬀerent ﬂow patterns [109115]. The large diﬀerences between
the studied systems regarding parameters such as viscosity ratio of the dispersed and
continuous phase, droplet velocity, droplet/droplet interactions, channel dimensions and
surface tension hinder a qualitative comparison but stress the sensitivity of the internal
ﬂow proﬁle to these parameters. Ma et al. systematically varied the viscosity ratio of the
liquid system and observed qualitatively diﬀerent ﬂow patterns inside droplets of a given
length and at similar Capillary Number Ca [115]. Jakiela et al. systematically varied
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Figure 5.2.: Accumulation of PMMA-particles (dp   8µm) within water droplets of length l0   2.98 
3.1mm surrounded by n-hexadecane at diﬀerent droplet velocities. 2wt.% Span80 were
added to the continuous phase. Channel height is 100µm, channel width 300µm.
the viscosity ratio of the dispersed to the continuous phase and the velocity of elongated
aqueous droplets surrounded by an oily phase in a channel of square cross-section [116].
For viscosity ratios similar to our experiments, they reported a signiﬁcant change in the
ﬂow topology depending on the droplet velocity.
In the remainder of this chapter the accumulation of particles within droplets in
rectangular channels is studied, which strongly depends on particle properties and droplet
dynamics, speciﬁcally the internal ﬂow ﬁeld and droplet shape.
5.2. Particle Accumulation within Droplets in Rectangular
Microchannels
Using an aqueous suspension of particles or cells as dispersed phase, ﬁeld free particle
accumulation can be readily observed depending on the droplet velocity v0, respectively
the droplet based Capillary Number Ca   µ2v0~γ. Three diﬀerent particle accumulation
patterns are typically found for 104 @ Ca @ 102, cf. Fig. 5.2. At low Ca, droplets
typically accumulate in two distinct zones at the rear of the droplet. These zones are
found close to the channel walls at the rim of the droplet. In this accumulation regime,
recorded time series reveal that particles are advected towards the front of the droplet
along the rim and recirculate towards the back whenever they come closer to the channel
center. In the intermediate regime at higher Ca, particles start to redistribute over the
entire droplet cross-section while both accumulation zones shorten in length. This pecu-
liar behavior contradicts the trends observed in round tubing where particle clouds grow
in length with increasing droplet velocities [103,104]. Further increasing Ca ﬁnally leads
to complete redispersion over the entire droplet cross-section in the mixing regime. Par-
ticle accumulation patterns were systematically studied as a function of droplet length
l0 and Ca and particle properties, as demonstrated in Addendum IV. Particle accumula-
tion was shown to occur for sedimenting particles. In contrast, no particle accumulation
could be observed upon completely eliminating gravity driven sedimentation by matching
the density of the dispersed phase and particles. Increasing the dispersed phase density
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beyond the density of the suspended particles results in the same particle accumulation
patterns as observed for sedimenting particles, but within the upper half of the droplet,
as expected due to the symmetry of the system. The observed dependence on particle
settling velocity indicates that buoyancy or gravity driven sedimentation is one ingre-
dient needed for successful particle accumulation. However, sedimentation alone is not
suﬃcient to explain the emergence of the three observed particle accumulation regimes.
The transitions between the diﬀerent accumulation regimes are caused by the interaction
of the internal ﬂow ﬁeld of the droplet with sedimenting particles. The internal ﬂow ﬁeld
is shown in Addendum IV to topologically change with Ca due to increasing droplet
deformation.
To understand the internal ﬂow proﬁle of droplets in rectangular channels, the outer
shape of elongated droplets, which determines the drag on the droplet and thus dictates
the internal ﬂow ﬁeld, was characterized by ﬂuorescence microscopy. At small Ca, the
gutter height h was found to remain about constant along the entire droplet length.
Increasing Ca resulted in an increased intensity at the droplet rear that decreased towards
the front of the droplet. Additionally, the evolution of the thin ﬁlms of continuous phase
between the droplet and the bottom of the channel could be characterized. The observed
trends for both gutter height h and oil ﬁlm thickness agree well with analytical predictions
[107,108].
Micro-Particle Image Velocimetry measurements were performed in x  y planes at
several z positions to directly check for the evolution of the interior ﬂow ﬁeld inside of
droplets in rectangular microchannels with increasing Ca, cf. Figure 5.1. The distance
between these z positions was chosen according to the expected thickness of the mea-
surement plane, the Depth of Correlation (DOC), determined by the method introduced
in Chapter 6. Slow droplets at low Ca present a relatively simple internal ﬂow ﬁeld that
consists of four long vortex rolls stretching along the droplet length. In contrast, faster
droplets at Ca A 2   103 show a more complex internal ﬂow proﬁle. The most promi-
nent change is that the velocity at the droplet rim becomes negative at the front part
of the droplet within the gutter planes. Thus, the long vortices stretching along nearly
the entire droplet length decrease to the rear part of the droplet while additional ﬂow
structures emerge at the front. A similar topological change of the internal ﬂow ﬁeld was
reported for droplets in square microchannels by Jakiela et al. [116]. For a more detailed
description of the measured internal ﬂow proﬁles please confer Addendum IV.
Combining the information gained by ﬂuorescence microscopy, µPIV and the obser-
vations of particle accumulation patterns, the particle accumulation behavior can be
explained by gravity driven sedimentation and the Ca-dependent topology of the inter-
nal ﬂow proﬁle. At low Ca, particles follow the internal ﬂow of the droplet, that is
directed towards the front at the rim of the droplet, close to the gutters. Simultaneously,
particles sediment towards the channel bottom, where a backwards ﬂow is present that
transports the particles towards the droplet rear. Thus, two discrete particle accumula-
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tion zones are formed at each side of the droplet. Within the intermediate regime at
higher Ca , however, additional vortices appear within the droplet, that limit the length
of the accumulation zones, while simultaneously more particles are dispersed over the
entire droplet cross-section. At even higher Ca, the internal ﬂow becomes too vigor-
ous for accumulation to occur and the mixing regime is reached for short droplets, cf.
Addendum IV for a more detailed description.
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6. Determining the Weighting Function
and Depth of Correlation in µPIV
6.1. PIV and µPIV- Basic Principles
The idea to use particles suspended in a ﬂuid to visualize ﬂow patterns is obvious to
everybody with physical interest who ever stood on a bridge, watching ﬂoating debris
and dust particles on a river surface. Particle Image Velocimetry (PIV) is a quantitative
implementation of this simple principle. The term PIV refers to a whole family of op-
tical, non-invasive methods capable of measuring and visualizing instantaneous velocity
vector ﬁelds in ﬂuid ﬂow with high spatial and temporal resolution. These capabilities
make PIV superior to previously popular punctual or scanning velocimetry approaches
such as Hot Wire- or Laser Doppler-Annemometry (LDA). In PIV, the velocity ﬁeld is
obtained by imaging the displacement of small tracer particles suspended in a ﬂuid, that
accurately follow the ﬂuid motion. The particle concentration can be relatively high,
provided particle images remain distinguishable without too many overlapping particle
images. The measurement plane and its thickness is typically deﬁned by a thin laser light-
sheet illuminating the particles. Two images of the tracer particle pattern are recorded
quickly after each other and the velocity ﬁeld is subsequently obtained by image inter-
rogation: The recorded images are divided into subwindows typically containing several
tracer particles. The particle patterns within the subwindows in both images are cross-
correlated in both dimensions of the image plane, ﬁnding the most probable displacement
in each subwindow by identiﬁcation of the highest correlation peak, i.e. ﬁnding the dis-
placement corresponding to the maximum overlap between subsequent images [117]. To
prevent erroneous displacement vectors, the resultant vector can be excluded in a vector
post-processing, e.g. removing vectors that diﬀer too much from their closest neigh-
bors or excluding vectors where the highest correlation peak cannot be clearly identiﬁed.
The obtained pixel displacements are then easily translated into instantaneous velocity
vectors, using the known time distance between subsequent particle images and spatial
calibration of the optical setup.
In contrast to Particle Tracking, where the displacement of individual particles is
measured, PIV tracks the movement of intensity patterns created by groups of tracer
particles. Thus, PIV measurements oﬀer a robustness, statistical accuracy and spatial
resolution superior to typical particle tracking methods at lower tracer concentration
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[26, 118]. Modern PIV systems use multiple cameras to observe the ﬂow from multiple
angles, even allowing to determine all three velocity components by cross-correlation of
reconstructed three dimensional images [26, 118]. Since its introduction in 1984, PIV
has become the dominant velocimetry tool to the ﬂuid mechanics community with appli-
cation ranging from fundamental studies on turbulence to optimization of aerodynamic
drag in automotive and aviation industry [119121]. An extensive review on current
developments of the PIV technique along with examples of application to complex and
turbulent ﬂows has been presented by Westerweel et al. [122].
Micro-Particle Image Velocimetry (µPIV) represents the adaption of PIV to ﬂow ﬁelds
on a micro-scale, that was ﬁrst introduced by Santiago et al. in 1998 [123]. In a µPIV
experiment, the movement of small tracer particles dispersed in the ﬂuid is imaged by
a microscope and a camera. To facilitate the discrimination of tracer particles from
impurities and image background, typically ﬂuorescent particles are used. Optical access
to microchannels is usually limited and implementation of a light sheet would be tedious,
if possible at all. Thus, the ﬂuorescent tracer particles in µPIV are excited by a laser
through the same microscope objective used for imaging, illuminating the entire volume
within the ﬁeld of view. The emitted ﬂuorescence signal is isolated from reﬂected laser
light and background light using dichroidic mirrors and cut-oﬀ ﬁlters. An exemplary
optical µPIV setup, that was also used in the framework of this thesis is depicted in
Fig. 3.6. Analogous to standard PIV, the velocity ﬁeld is subsequently obtained by
cross-correlation of two recorded images.
Despite the relative simplicity of µPIV, several aspects have to be considered when de-
signing an experimental setup for a speciﬁc application: The spatial resolution naturally
depends on the choice of the microscope objective, which is in turn limited by the ﬁeld of
view required for the experiment. The chosen objective, however, limits the choice of the
tracer particles and their concentration. If an insuﬃcient number of particles is present
in the focal plane, the quality of the correlation signal decreases [117]. Additionally, the
combination of microscope objective, tracer particles and ﬂow properties also determines
the inﬂuence of defocused particles on the measured velocity and thus the thickness of
the measurement plane. This thickness is speciﬁcally relevant for the characterization of
three dimensional ﬂow problems as considered in this thesis. However, we found contra-
dicting experimental and theoretical values for this thickness in literature for high NA
air objectives. To resolve the confusion about this important question in µPIV, we devel-
oped a novel method to directly determine the inﬂuence of out-of-plane particle images
on the measured velocity and to directly measure the µPIV plane thickness depending
on the optical setup, image processing parameters and ﬂow velocity gradients. In the
following, the present knowledge about the thickness of the measurement plane in µPIV
is discussed and our novel approach to the problem is introduced.
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Figure 6.1.: Sketch illustrating the thickness of the measurement plane in µPIV due to the Depth of
Correlation (DOC) and the weighting function W z.
6.2. Depth of Correlation and Weighting Function - Context
and State of the Art
As introduced in the previous section, the particular feature discriminating µPIV from
PIV is the use of volume illumination by simultaneous imaging and illumination through
a single lens, cf. Fig 6.1. Hence, the thickness of the measurement plane is unknown
as all particles within the ﬂuid volume and the ﬁeld of view are illuminated [124126].
Cross-correlating recorded images tracks the movement of intensity patterns of all these
particles. Even defocused particle images inﬂuence the measured velocity vector. How-
ever, the thickness of the measurement plane, named Depth of Correlation (DOC), can
be pictured as twice the distance from the focal plane up to which particles can signif-
icantly inﬂuence the measured velocity [126128]. A precise deﬁnition of the DOC is
rather arbitrary. Meinhart et al. proposed to use a threshold of the peak intensity of
particle images as a criterion for the PIV measurement depth [125], arguing that defo-
cused particle images with a maximum intensity below 10 % of the maximum intensity
of particles in the focal plane would not be able to signiﬁcantly shift the correlation
peak. Although this criterion produced reasonable results for most experimental setups,
Olsen and Adrian published a more stringent analytical derivation of the DOC in the
same year [126], assuming Gaussian optics and a single thin lens. They argued, that the
displacement dxmeas, measured by ﬁnding the cross-correlation peak of two subsequent
µPIV images, will be the weighted average of the true displacement function dxz with
a normed Weighting Function W z:
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R W zdz 1
, (6.1)
with z being the distance from the focal plane. The DOC is determined by the nature
of the Weighting Function W z that depends on ﬂow gradients and the optical system.
Neglecting out-of-plane gradients of the velocity ﬁeld, Olsen et al. derived an expression
of W z based on the optical particle image diameter and an analytical expression for
the DOC based on a cut-oﬀ threshold   W z~W 0, typically chosen as    0.01. Even
stronger defocused particles are assumed to be too blurry to signiﬁcantly contribute to the
measured signal. Note, however, that the choice of the exact value of  is arbitrary. The
expression for the DOC was later adapted to microscope objectives, including immersion
in a medium of refractive index n0 [128]:
DOCtheory   2   1 
º
º

 n20d2p
4NA2

5.95M  12λ2n40
16M2NA4
	¡
1~2
(6.2)
Here M and NA denote the objectives Magniﬁcation and Numerical Aperture and
dp and λ are the ﬂuorescent particles diameter and emission wavelength, respectively.
When imaging into another medium with a refractive index nw, equation 6.2 has to be
corrected by multiplication with nw~n0 [129]. Equation 6.2 is regularly used in literature
to estimate the DOC, e.g. [117, 130] and was experimentally veriﬁed for microscope
objectives up to NA B 0.4 [127129]. Bourdon et al. showed that W z is proportional
to the curvature at the maximum of auto-correlation functions of particle images at a
known distance z from the focal plane. Thus, auto-correlation of images of ﬁxed particles
at various z positions was used to determine W z and DOC. Nonetheless, equation 6.2
was found to signiﬁcantly underestimate the DOC for high NA air objectives. While
designing the µPIV setup used in the framework of this thesis, high NA objectives were
used following the prediction of equation 6.2, that these objectives oﬀer the lowest DOC.
Testing the DOC with the method introduced by Meinhart et al., however, contradictory
results were obtained [125]. The same underestimation of the DOC was reported by to
Rossi et al., who found a signiﬁcant underestimation of the DOC when calculated using
the NA speciﬁed on the objective [129]. These deviations were attributed to the increased
optical complexity of high NA air objectives invalidating the single thin lens model and
Gaussian optics assumed when deriving equation 6.2.
Additional complexities arise from both in-plane and out-of-plane gradients of the
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measured ﬂow ﬁeld, that locally inﬂuence W z and thus the DOC. Out-of-plane gra-
dients typically reduce the DOC, while in-plane gradients typically lead to an increased
DOC [131, 132]. While the latter can be reduced by adequate choice of correlation sub-
window size and shape [133135], out-of-plane gradients have to be considered when
estimating the DOC in a three dimensional ﬂow experiment. However, neither equa-
tion 6.2 nor the estimation of the DOC from Weighting functions W z determined by
auto-correlation of defocused particle images account for any ﬂow gradients. Poelma
et al. [136] introduced an artiﬁcial correlation function composed of the sum of auto-
correlation peaks displaced by a parabolic velocity proﬁle to test for the inﬂuence of
out-plane gradients on velocity measurements in blood ﬂow. Yet, to date none of the
existing methods is capable to simultaneously quantify the inﬂuence of out-of-plane gra-
dients, overlapping particle images, image pre-processing and ﬁltering and variation of
PIV-processing parameters on both DOC and W z.
6.3. Weighting Function and Depth of Correlation
Determined from Experimental Particle Images
To overcome the ambiguity of the Depth of Correlation determination while planning and
characterizing the experimental setup used in chapter 5 and Addendum IV, we developed
a more direct approach to experimentally determine the inﬂuence of defocused particles
on the measured velocity3: Averaged particle images were acquired from tracer particles
ﬁxed on a glass plate, that were systematically defocused. PIV-images were generated
by superposing these particle images and applying a known displacement function dxz,
cf. Fig. 6.2. The measured displacement dxmeas was subsequently computed for a given
optical setup, particle size and out-of-plane gradients assigned by dxz from these PIV-
images. Comparing dxmeas to the known velocity proﬁle dxz allows to determine the
DOC assuming a speciﬁc shape of the Weighting Function W z.
To clarify which shape of W z could be assumed, a second method was developed to
directly measure W z from experimental particle images. In contrast to the previous
method, images of particles at the considered z were omitted during PIV-image genera-
tion. The diﬀerence between the measured displacement to the displacement computed
from a reference image containing particle images at all z positions presents a direct
measure for W z. Subsequently, also the DOC can be determined from W z. It was
shown that Weighting Functions for most particle/objective combinations are best rep-
resented by a simple Gaussian. Only for high NA air objectives the Weighting Function
becomes signiﬁcantly asymmetric and deviates from a Gaussian, which is in agreement
to the ﬁndings of Rossi et al. [129]. Additionally, the precise knowledge of the Weighting
3Experiments presented in this chapter were performed by M. Hein. Data was analyzed by M. Hein
and B. Wieneke. The theoretical backbone was developed by B. Wieneke and M. Hein.
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Figure 6.2.: Scheme of PIV-image generation by superposition of recorded particle images shifted ac-
cording to an arbitrary displacement function dxz.
Function of a given experimental system can be employed to correct for measurement
errors intrinsic to µPIV, cf. Addendum V.
Both, DOC-values computed assuming a Gaussian W z and DOC-values calculated
directly from the measured W z agree well with each other and are relatively close
to the theoretical prediction from equation 6.2 for immersion objectives and low NA
air objectives. However, for high NA air objectives, major deviations from theoretical
predictions have been found. For a detailed description of experimental procedures and
the theoretical backbone of the DOC and W z measurements as well as experimental
results for several optical setups and particle diameters, please confer Addenda V and
VI.
52
7. Summary and Outlook
The goal of the present thesis was to promote a deeper understanding of the interplay
between interfacial forces and dynamic eﬀects in ﬂowing systems on the micro-scale.
Droplet formation was studied in Step-emulsiﬁcation geometries, that feature a con-
ﬁned ﬁlament of dispersed phase co-ﬂowing with an immiscible continuous phase in a
shallow terrace channel. Upon a sudden release of conﬁnement, the ﬁlament either de-
composes into small and monodisperse droplets right at the step (Step regime) or forms a
jet of dispersed phase that is ejected into the larger reservoir (Jet regime). The nature of
the breakup behavior is determined by the ﬁlament geometry and the capillary number
Ca, that set the degree of ﬁlament thinning close to the topographic step. We present
and experimentally verify a Volume-of-Fluid numerical scheme, that accurately deter-
mines the ﬁlament shape in the terrace region by solving the full two-phase Hele-Shaw
equations, without resorting to any undetermined parameters. Using a simple geometric
criterion, the model is shown to accurately predict the transition to the Step regime at
low Ca.
Signiﬁcantly increasing the studied terrace aspect ratio, we report on the emergence
of various new breakup regimes for very wide and shallow ﬁlaments. Depending on ﬂow
rates, these breakup regimes portray the coexistence of the two previously described
types of droplet producing instabilities in various combinations on a single liquid ﬁla-
ment. Transitions between the various regimes are explained by key physical arguments
such as minimization of interfacial energy, upper bounds for the volume throughput of
each instability and inertia. Speciﬁcally, the cross talk between coexisting instabilities is
shown to cause a spontaneous breaking of system symmetry.
Adding sedimenting particles to the dispersed phase of elongated droplets in rectan-
gular channels, three particle accumulation regimes could be identiﬁed: At low droplet
velocities, particles typically accumulate in two clouds located at the rim and the rear
side of the droplets. Increasing the droplet velocity, the length of these clouds decreases
and progressively more particles become dispersed over the entire droplet cross-section.
Further increasing the droplet velocity, no more particle accumulation was observed.
The outer shape and the internal ﬂow ﬁeld of elongated droplets moving in rectangu-
lar microchannels were studied in order to explain this peculiar particle accumulation.
Signiﬁcant deformation of the droplet outer shape with increasing droplet velocity is
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observed, which changes the drag exerted on the droplet by the surrounding continuous
phase and channel walls. Consequently, a topological transition of the internal ﬂow ﬁeld
with increasing droplet velocity is found. These qualitative change of the ﬂow topology
is shown to explain the diﬀerent particle accumulation patterns, that emerge at diﬀerent
droplet velocities.
To facilitate µPIV measurements within three dimensional ﬂow ﬁelds, we introduce a
new approach to determine the inﬂuence of defocused particles on the resulting velocity
signal. The distance from the focal plane up to which defocused particles are relevant to
the measured velocity, the Depth of Correlation (DOC), is shown to be nothing but a
characteristic width of a system dependent Weighting Function W z. Both, the Depth
of Correlation and the Weighting Function of any µPIV setup can be determined by
cross-correlating PIV-images that are constructed from a set of experimental particle im-
ages. Cross-correlation of these PIV-images allows to determine W z and the DOC as
a function of out-of-plane gradients for a given optical setup. Experimental results reveal
substantial deviations from theoretical predictions for high NA air-objectives. Moreover,
knowing W z is shown to allow for the correction of measured ﬂow proﬁles for errors
introduced by defocused particles.
In short, this thesis demonstrates that the presence of liquid/liquid interfaces creates
interesting new physics in ﬂows on the micro-scale: The interaction of interfacial tension
with ﬂuid inertia, that is not always negligible in microﬂuidic systems despite the small
channel dimensions, can lead to complex breakup behavior of liquid ﬁlaments. Deforma-
tion of droplet interfaces at droplet velocities O103  102m/s is shown to trigger a
topological transition of the internal ﬂow ﬁeld. Both studied phenomena, besides being
of fundamental scientiﬁc interest, allow for new technological application which could be
further developed in more engineering oriented follow-up studies.
We demonstrate simultaneous particle accumulation and encapsulation exploiting the
coexistence of two instabilities on the same ﬁlament. This potentially oﬀers a useful
tool to the Lab-on-a-Chip community. Thus, future studies should deal with a more
elaborate characterization of the applicable parameter range and particle concentration
eﬃciency. Similarly, the concentration of particles or cells accumulated within droplets
in rectangular microchannels at a three channel junction provides large potential for
on-chip centrifugation. Achievable particle concentrations in droplets could be further
improved by cascading several of theses junctions, alternating droplet fusion of the two
particle-laden daughter droplets, particle accumulation and droplet splitting. Yet, the
splitting of droplets at three channel junctions was shown to be sensitive to the incoming
droplet velocity and junction geometry in terms of the lengths of daughter droplets [137].
Future studies would have to consider these eﬀects, aswell as the complex cross-talk
between subsequent junctions due the changing hydrodynamic resistance in the presence
54
of elongated droplets and Laplace pressure pulses related to splitting.
On the more fundamental side, the ﬁndings presented within the this thesis pose an
interesting problem to the computational and analytical ﬂuid dynamics community: We
demonstrate that the Ca dependent change of the breakup behavior of liquid ﬁlaments
at a topographic step is well described by the presented numerical model at low ﬁlament
aspect ratios. In contrast, the situation is more challenging for wider ﬁlaments. The sur-
prisingly large variety of breakup regimes and the respective transitions at high ﬁlament
aspect ratios cannot be captured by the typically used Hele-Shaw models. Addition-
ally, symmetry cannot be assumed a priori as pinpointed by asymmetric coexistence of
two distinct droplet producing instabilities. To capture the peculiar breakup behavior,
theoretical models have to be developed that include the cross-talk between individual
instabilities aswell as inertia eﬀects.
Finally, the presented approach to characterize the Weighting function W z and
therewith the DOC in µPIV allows to experimentally quantify the impact of image
pre-processing and ﬁltering, as well as diﬀerent PIV-analysis schemes, regarding the
inﬂuence of out-of-plane particles. So far, such factors are at best quantiﬁed using image
auto-correlation, thus neglecting out-of-plane velocity gradients. Our method allows to
overcome this limitation and to perform a detailed analysis of any image treatment or
post-processing of the PIV result.
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Addendum I: Capillary focusing close to a topographic step:
shape and instability of conﬁned liquid ﬁlaments
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Abstract:
Step-emulsiﬁcation is a microﬂuidic technique for droplet generation which relies on the
abrupt decrease of conﬁnement of a liquid ﬁlament surrounded by a continuous phase. A
striking feature of this geometry is the transition between two distinct droplet breakup
regimes, the `step-regime' and `jet-regime', at a critical capillary number. In the step-
regime, small and monodisperse droplets break oﬀ from the ﬁlament directly at a topo-
graphic step, while in the jet-regime a jet protrudes into the larger channel region and
large plug-like droplets are produced. We characterize the breakup behavior as a func-
tion of the ﬁlament geometry and the capillary number and present experimental results
on the shape and evolution of the ﬁlament for a wide range of capillary numbers in the
jet-regime. We compare the experimental results with numerical simulations. Assump-
tions based on the smallness of the depth of the microﬂuidic channel allow us to reduce
the governing equations to the Hele-Shaw problem with surface tension. The full nonlin-
ear equations are then solved numerically using a volume-of-ﬂuid-based algorithm. The
computational framework also captures the transition between both regimes, oﬀering a
deeper understanding of the underlying breakup mechanism.
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Abstract Step-emulsification is a microfluidic technique
for droplet generation which relies on the abrupt de-
crease of confinement of a liquid filament surrounded
by a continuous phase. A striking feature of this ge-
ometry is the transition between two distinct droplet
breakup regimes, the “step-regime” and “jet-regime”,
at a critical capillary number. In the step-regime, small
and monodisperse droplets break off from the filament
directly at a topographic step, while in the jet-regime
a jet protrudes into the larger channel region and large
plug-like droplets are produced. We characterize the
breakup behavior as a function of the filament geome-
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Fig. 1 Optical micrographs showing two regimes of droplet
production. (a) “Jet-emulsification” for large Ca: Breakup
occurs downstream, (b) “Step-emulsification” for low Ca:
Breakup occurs at the step
try and the capillary number and present experimental
results on the shape and evolution of the filament for a
wide range of capillary numbers in the jet-regime. We
compare the experimental results with numerical sim-
ulations. Assumptions based on the smallness of the
depth of the microfluidic channel allow to reduce the
governing equations to the Hele-Shaw problem with
surface tension. The full nonlinear equations are then
solved numerically using a volume-of-fluid based algo-
rithm. The computational framework also captures the
transition between both regimes, offering a deeper un-
derstanding of the underlying breakup mechanism.
Keywords Drops and Bubbles · Step-Emulsification ·
Capillary Focusing · Hele-Shaw Flow · Volume-of-Fluid
1 Introduction
Hydrodynamic instabilities leading to droplet forma-
tion by a decay of a liquid jet or filament have re-
ceived considerable interest over the last two centuries
(Rayleigh 1878), renewed especially since the emergence
of two-phase microfluidic systems. Hydrodynamic in-
stabilities are employed to generate droplets on the
micro-scale, a technique that is promising for many lab-
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on-a-chip applications, where droplets could serve as
discrete vials for chemical reactions or bio-analysis. Ex-
tensive reviews on experimental and theoretical studies
of droplet production units and droplet handling in mi-
crofluidics have been written by Seemann et al. (2012)
and Wo¨rner (2012). Typically three different droplet
production units are being used: In a T-Junction (Thorsen
et al. 2001), in which the dispersed phase enters a chan-
nel filled with a continuous phase from a side channel,
droplets are typically produced either by shearing or
by a “Plug-and-Squeeze mechanism” (Garstecki et al.
2006). In co-flow or cross-flow geometries, which have
received considerable interest from an experimental as
well as from analytical perspective (Anna et al. 2003;
Guillot et al. 2007, 2008), the dispersed phase flows par-
allel to the continuous phase and decays into droplets
either directly at the inlet (“Dripping”), forms a jet that
decays some distance downstream (“Jetting”) or forms
a liquid jet, which is absolutely stable (“Co-Flow”). All
of these methods are widely used.
The instability of a liquid filament confined in a
quasi two-dimensional geometry triggered by a sudden
expansion of the channel has recently been described
(Priest et al. 2006; Malloggi et al. 2010; Humphry et al.
2009; Shui et al. 2011; Dangla et al. 2013). The system
consists of a shallow terrace and a larger microfluidic
reservoir downstream, as shown in Fig. 1. In the terrace,
the non-wetting dispersed liquid flows as a straight fil-
ament confined at the top and the bottom by the walls
and surrounded by a continuous phase. The main con-
trol parameter is the capillary number, Ca, which rep-
resents the effect of viscous relative to capillary forces.
Two distinct droplet breakup mechanisms can be ob-
served for droplet generation. At high Ca, a mecha-
nism called “jet-emulsification” occurs, in which the
dispersed phase creates a stable tongue in the terrace.
This tongue narrows to a neck close to the topographic
step due to capillary focusing. From this neck, a jet pro-
trudes, generating large and polydisperse droplets that
fill the whole reservoir channel (see Fig. 1a). Below a
critical Ca, the so called “step-emulsification” occurs
(see Fig. 1b). In the latter case, the inner stream forms
a droplet immediately after it reaches the topographic
step, where the tip then becomes unstable, producing
droplets at high throughput with a monodispersity su-
perior to the previously mentioned droplet production
methods (Priest et al. 2006; Dangla et al. 2013). Re-
cent efforts to describe this emulsification process have
resulted in models for predicting lower bounds for the
generated droplet size in the step-regime (Dangla et al.
2013) and estimating the width of the tongue at the step
in the jet-regime (Malloggi et al. 2010). However, rig-
orous study of the shape and instability of the confined
tongue and comprehensive comparison of experimental
results with theoretical models have not been carried
out until now.
In this article, we study the capillary focusing phe-
nomena in a step-emulsification microfluidic device. On
one hand, the dynamic filament shape and stability in
the jet-regime is experimentally analyzed for a wide
parameter range. On the other hand, a computational
framework is developed to solve the full Hele-Shaw (H-
S) equations and to directly compute the shape of the
liquid-liquid interface in the terrace, providing a better
understanding of the observed experiments. By direct
comparison of the numerical results with experiments,
we show that the shape of the liquid filament in the jet-
regime can be computed as a function of Ca and the
flow rate ratio between the dispersed and continuous
phase, without resorting to any undetermined parame-
ter.
Here, a simple stability-criterion is used to show
that the experimentally observed transition between
the step- and jet-regime can also be predicted by the
numerical simulations; the description of this transition
based on the direct numerical solution of the two-phase
H-S equations with surface tension has not been ad-
dressed before.
2 Experimental method
To characterize the droplet breakup regimes in a step-
emulsification geometry and the filament shape in the
jet-regime, experiments are performed using a device
micromachined into a polymethylmethacrylate (PMMA)-
block with a terrace of width w = 400µm and depth
b = 30µm (i.e. with aspect ratio w/b = 12.76) and a
downstream reservoir of cross-sectional area of about
1 × 1mm2. The channel is sealed by a PMMA-sheet.
An aqueous phase with 28wt% glycerol is injected as a
dispersed phase into an oily continuous phase, IsoparM
(ExxonMobil Chemical). For the chosen liquid system,
the viscosity of the dispersed phase, µ1, is matched with
the viscosity of the continuous phase, µ2, and is ap-
proximately 2.1mPas. 2wt% of the surfactant Span 80
(Sigma Aldrich) are added to the continuous phase to
increase the droplet stability and to ensure the wet-
ting of the channel walls by the continuous phase. The
interfacial tension coefficient, γ, determined using the
pendant drop method, is 3.5±0.1mN/m. The evolution
of the interface is imaged using a microscope (Zeiss Ax-
ioVert) and a high-speed CMOS camera (PCO 1200hs).
The interface profiles as well as the tongue width, w1∞,
far away from the neck, and the neck width, δ, directly
at the step, are automatically measured using numeri-
cal image analysis (see Fig. 1a). Volumetric flow rates,
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Q1 and Q2, of the dispersed and the continuous phase,
respectively, are adjusted using computer controlled sy-
ringe pumps. The corresponding Ca = U1µ1/γ is deter-
mined from the average flow velocity of the dispersed
phase, U1.
3 Computational framework
In addition to physical experiments, a computational
framework is developed to provide a deeper insight into
the effects governing the evolution of the liquid-liquid
interface in the jet-regime and to predict the transition
between the jet- and step-regime. The original govern-
ing equations are reduced to the time-dependent two-
phase Hele-Shaw equations with surface tension. We
stress that, even in this case, the full problem is non-
linear due to the curvature term in the surface tension
and therefore the full problem has to be solved numer-
ically. Furthermore, although not considered here, our
numerical model allows to seamlessly vary the viscosity
of both phases as well as the initial condition and the
geometry of the Hele-Shaw problem. We use a volume-
of-fluid (VOF) based method to directly solve the gov-
erning equations. Our numerical model, described in
detail by Afkhami and Renardy (2013), has the distinc-
tive feature of being capable of, accurately and robustly,
modeling the surface tension force. In addition, the ac-
curate interface reconstruction, the second-order cur-
vature computation, and the use of adaptive mesh re-
finement allow for resolved description of the interface,
enabling us to investigate the complex features of in-
terface profiles extracted from experiments, which was
not possible in prior studies. The order of accuracy and
convergence properties of the numerical methods were
previously studied by Afkhami and Renardy (2013).
The computational framework consists of the clas-
sical H-S model to simulate the shape of the interface
between the dispersed and the continuous phase in the
shallow channel. The depth-averaged velocity field in
both phases is defined as
u(x, y, t) =
b2
12µ
{−∇p(x, y, t) + F(x, y, t)} , (1)
where µ is the viscosity of the considered phase defined
as
µ(f) =
µ1µ2
(1− f)µ1 + fµ2 , (2)
where µ1 and µ2 refer to the viscosity of fluid 1 and 2,
respectively, b is the depth of the H-S cell, and p(x, y, t)
is the local pressure. The VOF function, f(x, y, t), tracks
y
x
Symmetry Line
Fluid 1
(L, δ2)
Fluid 2
∂p
∂y = 0
(0,−w1∞2 )
Reservoir
∂p
∂x = −
12µ1Q1
b3w1∞
∂p
∂y = 0
(L, w2 )
p = p0
∂p
∂x = −
12µ2Q2
b3w2∞
(0, 0)
Fig. 2 Schematic of the flow domain for the Hele-Shaw
model and the corresponding boundary conditions. The do-
main is bounded by walls at |y| = w/2. At x = 0, fluid 1
occupies |y| ≤ w1∞/2 and fluid 2 occupies w1∞/2 < y ≤ w
and −w < y < −w1∞/2; w2∞ = w − w1∞
the motion of the interface. In a VOF method, the dis-
crete form of the function f represents the volume frac-
tion of a cell filled with, in this case, fluid 1. Away from
the interface, f = 0 (inside fluid 2) or f = 1 (inside
fluid 1); “interface cells” correspond to 0 < f < 1. The
evolution of f satisfies the advection equation
∂f
∂t
+ u(x, y, t) · ∇f = 0. (3)
In this formulation, surface tension enters as a singular
body force, F(x, y, t), centered at the interface between
two fluids (Afkhami and Renardy 2013). Figure 2 is a
schematic of the flow domain, 0 ≤ x ≤ L, |y| ≤ w/2,
representing the terrace. Due to symmetry, only half of
the domain is simulated. We consider a constant pres-
sure, p0, in the reservoir and, as a first approximation
for the outflow into a reservoir, an outflow pressure
boundary condition at the exit, x = L, as
p(x, y, t) =
{
p0 + 2Aγ/b 0 < f ≤ 1
p0 f = 0
(4)
where the out-of-plane curvature is given by 2/b. Thus
2γ/b is the Laplace pressure inside the dispersed phase
1. Since the in-plane curvature at the step is typically
much smaller than the out-of-plane curvature, it can
be safely neglected. A pressure correction parameter,
A ≤ 1, is included for modeling the flow configura-
tions for which the H-S approximation is expected to be
less accurate, as discussed further below. The boundary
condition for f at the top and bottom walls is f = 0.
At the outflow, the boundary condition for f is the
interface being perpendicular to the topographic step:
∂f/∂x = 0. This is justified experimentally in section
4.1. On the solid boundaries (side walls), ∂p/∂y = 0. At
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the inlet, x = 0, the parallel flow solution holds, mean-
ing that for both phases, the pressure gradient is pre-
scribed as ∂p(x, y, t)i/∂x = −(12µQi)/(b3wi∞) where
i = (1, 2), wi∞ is the width occupied by the ith liquid
at the inlet, and Qi is the flow rate of the ith phase. As
in the experiments, we chose dp1/dx|x=0 = dp2/dx|x=0
and fix b and w. The initial condition at t = 0 is a flat
interface defined by the initial distribution of f over
the domain. We keep L large enough so the results are
unaffected by its value.
4 Results and discussion
4.1 Filament shape: temporal evolution
In the jet-regime, i.e. at sufficiently high Ca (see Fig. 1a),
a filament of a dispersed phase, sandwiched by the con-
tinuous phase, is stable over the terrace due to the ge-
ometric confinement of the flow. When pushed into the
reservoir, in which the pressure is presumably constant,
the two phases are forced to balance their pressure. The
dispersed phase, however, experiences a higher pressure
due to the Laplace pressure, generated by the out-of-
plane curvature of the interface and the evolving menis-
cus. This induces a temporarily varying cross-stream
pressure difference between the two fluids. Thus, to ad-
just to a constant pressure at the step, the dispersed
phase has to increase its velocity, whereas the continu-
ous phase moves more slowly over the terrace. Due to
mass conservation, the interface between the two fluids
must assume a tongue-like shape that narrows down to
a thin neck along the mean flow, an effect known as
“capillary focusing”.
For droplet formation in an actual microfluidic de-
vice, the situation is more complex, since droplets are
periodically formed in the reservoir, thus influencing the
pressure at the step and consequently the tongue shape.
Figure 3a-d shows a typical evolution of the tongue
shape during droplet production in the jet-regime (see
also the movie in the supplemental material). Figure
3e shows the tongue width (normalized by the filament
width), δ/w1∞, called the tongue shape factor, as a
function of time. As shown, at the beginning of the
droplet formation cycle (see Fig. 3a and regime 1 in
Fig. 3e), when the droplet is initially pushed into the
reservoir, δ/w1∞ remains constant while the droplet in-
flates, maintaining a nearly spherical shape. During this
inflation process, the liquid-liquid interface at the step
is perpendicular to the topographic step (see the in-
set in Fig. 3a). The Laplace pressure that counteracts
the inflation of the droplet rapidly decreases as the
droplet radius increases and remains merely constant
(a) t=0.2 s (b) t=2.73 s
400 µm
(c) t=4.49 s (d) t=7.68 s
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Fig. 3 Temporal evolution of the tongue in the jet-regime.
(a)-(d) Micrographs with the inset showing the interface di-
rectly at the step and (e) the shape factor, δ/w1∞, as a func-
tion of time; Ca = 9.73× 10−3 and Q1∞/Q2∞ = 3
when the droplet reaches the reservoir dimension. Addi-
tional complexity may arise in the case of droplet colli-
sion in the reservoir channel. When the droplet touches
the walls of the reservoir, δ/w1∞ typically increases as
the droplet starts to travel downstream, pulling the
tongue towards the step (see Fig. 3b-c and regime 2
in Fig. 3e). Additionally, the droplet blocks the reser-
voir, except for small regions along the corners of the
rectangular reservoir. Thus, an additional pressure con-
tribution, that is expected to increase with the droplet
length (Labrot et al. 2009), is needed to push the con-
tinuous phase at constant flow rate downstream in the
reservoir. This pressure component is also expected to
deform the interface in the shallow terrace. Thus δ/w1∞
reaches a maximum during regime 2 in Fig. 3e and then
decreases, showing the formation of a neck, that may
evolve to a stable width in regime 3 in Fig. 3e. In regime
3, the neck elongates as the rear interface of the droplet
travels downstream, until it bulges and finally ruptures
(see Fig. 3d and regime 3 in Fig. 3e). After droplet
breakup, the process repeats starting in regime 1. From
the above description of the tongue evolution in the jet-
regime at high Ca, it is obvious that only in regime 1 the
pressure boundary condition at the topographic step is
known a priori, resembling an open outlet with a con-
stant pressure, p0. Thus the experimental data taken in
regime 1 is used for further comparison with computa-
tional results. In regime 2 and 3, however, the pressure
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Fig. 4 Phase diagram demonstrating the transition of jet-
regime (red triangles) to step-regime (black circles). Blue
open squares denote the transition regime, where droplet pro-
duction alternates between step- and jet-regime. Blue solid
squares indicate the simulation results for A = 0.4, as dis-
cussed in the text. For w1∞/b ≤ 1 no stable filament is formed
at the topographic step is significantly influenced by the
evolving droplet in the reservoir. We note that regime
1 can be further expanded by increasing reservoir di-
mensions.
4.2 Transition from jet- to step-regime
A sudden transition to the step-regime occurs when
reducing the Ca below a certain threshold, as shown
in Fig. 4. The transition between jet- and step-regime
can be qualitatively described as follows: At low Ca,
when the width of the neck, δ, becomes comparable to
the height of the terrace, b, the dispersed phase forms
a nearly cylindrical neck, which is prone to a surface-
tension-driven instability. As the neck is no longer sta-
ble, the filament breaks up rapidly and small droplets
are continuously produced, accompanied by a periodic
retraction of the tongue. We have confirmed this crit-
ical neck width experimentally by measuring δ in the
metastable transition regime, where step- and jet-regime
alternate (see shaded region in Fig. 4). Interestingly, de-
spite the qualitative differences in tongue shape and sta-
bility between step- and jet-regime (cf. Fig. 1), we note
that the tongue width far upstream from the step, w1∞,
stays constant for a given Q1∞/Q2∞ when varying Ca.
In particular, w1∞ is unaffected by the transition from
the jet- to step-regime, which allows to characterize the
transition as a function of the rescaled tongue width,
w1∞/b, and Ca. Figure 4 shows the emulsification phase
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Fig. 5 Comparison of the tongue profiles in the terrace ob-
tained from experiments (black solid line) and simulations
with A = 1 (red dashed line). Both experimental profiles are
obtained in the jet-regime. (a) Ca = 0.019 and w1∞/b = 7.97
and (b) Ca = 0.042 and w1∞/b = 7.44. For experiments,
Q1∞/Q2∞ = 1.5. For simulations, Q1∞/Q2∞ = 1.67 in (a)
and Q1∞/Q2∞ = 1.41 in (b)
diagram in (w1∞/b,Ca) space, with an increased data
range compared to Priest et al. (2006), in which it is
shown that the phase diagram is insensitive to the vis-
cosity ratio of the dispersed phase to the continuous
phase, µ1/µ2. We note that for w1∞/b ≤ 1, droplet
breakup occurs at the inlet of the dispersed phase. This
regime is comparable to breakup in a T-junction and is
not considered here.
4.3 Comparison of experiments with numerical
simulations
Figure 5 shows the direct comparison of the tongue pro-
files obtained from experiments with the corresponding
simulations. As shown, the numerical simulations accu-
rately reproduce the main features of the tongue shape,
particularly the slight increase of the tongue width fol-
lowed by the strong capillary focusing close to the topo-
graphic step. We also note that the agreement between
the simulated results and experiments is best at higher
Ca values, shown in Fig. 5b, remote from the transition
to the step-regime, where the tongue width is larger and
the validity of the H-S approximation (assumed in the
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Fig. 6 Comparison of the experimentally determined shape
factor, δ/w1∞, for Q1∞/Q2∞ = 3 (black squares) and the
simulation results (red triangles) for Q1∞/Q2∞ = 2.81 and
A = 1
numerical scheme) is clearly fulfilled. To quantify the
comparison between the numerical and experimental re-
sults, in Fig. 6, the shape factor, δ/w1∞, measured from
the obtained profiles, is plotted as a function of Ca. The
error bars for the experimentally determined δ/w1∞ are
worst case estimates based on the width of the inter-
face after image segmentation, and the error bars for Ca
are Gaussian error estimates. The measured values for
δ/w1∞ agree within experimental accuracy with the re-
sults from the corresponding simulations, especially for
medium to high Ca. Both the results from the experi-
ment and the simulation show that the neck thickness
increases with Ca, as also predicted analytically by Mal-
loggi et al. (2010). However, for Ca . 0.02, close to the
transition, simulation predicts a stronger focusing, i.e. a
stronger decrease of δ/w1∞ with Ca, when compared to
the experimental data, as the neck becomes more and
more cylindrical in this regime, making the H-S ap-
proximation less accurate. Thus the numerical model
underestimates δ/w1∞ for small Ca. This underestima-
tion can be compensated by introducing a pressure cor-
rection, A, as described in Eq. 4, which increases δ by
weakening the capillary focusing, at the cost of a re-
duced bulging prior to the hydrodynamic focusing. We
apply this pressure correction and use the stability cri-
terion, δ = b, as described in section 4.2, and employ the
numerical simulation to predict the transition from jet-
to step-regime. Figure 4 shows the excellent agreement
of the computationally predicted transition threshold
when compared to experimental data for A = 0.4. As
discussed previously, introducing A is needed when con-
sidering the regime where the H-S approximation is not
strictly valid. A clear approach to improve the accuracy
is to consider fully three-dimensional flow, as well as to
consider possible influence of the viscosity contrast and
capillary effects on the pressure correction factor. We
leave these non-trivial extensions for future work.
5 Conclusion
In this article, the capillary focusing of a confined liq-
uid filament at a topographic step is studied both ex-
perimentally and numerically. A novel computational
framework, based on the Hele-Shaw approximation and
the volume-of-fluid approach, is shown to predict exper-
imental results quantitatively. We find that by mod-
eling the reservoir with an applied pressure boundary
condition, the computed shapes of the filament are in
excellent agreement with experiments for moderate to
high capillary numbers, without resorting to any unde-
termined parameters. Furthermore, we show that the
numerical model can accurately predict the width of
the tongue remote from the step. We also character-
ize the width of the tongue at the step as a function
of Ca and show that the computational results are in
very good agreement with the experimental findings
in the jet-regime and close to the transition to the
step-regime. Direct computations also provide an ac-
curate estimate of the transition between two distinct
droplet breakup mechanisms characterized experimen-
tally. This work is expected to set ground for further
numerical and analytical treatment of confined filament
shapes in similar geometries. The presented computa-
tional framework solves the full Hele-Shaw equations
without additional simplifications. Thus the model is
not limited to predicting two-phase flow behavior in the
specific geometry discussed in this paper and can eas-
ily be adapted to similar problems. Additionally, know-
ing the dependence of the breakup behaviour on fila-
ment geometry and capillary number will also facilitate
application-specific designs of microfluidic droplet pro-
duction units.
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Abstract:
The coexistence of multiple droplet breakup instabilities in a Step-emulsiﬁcation geome-
try is studied. A liquid ﬁlament, which is conﬁned in one dimension by channel walls
and surrounded by a co-ﬂowing immiscible continuous phase, decays into droplets when
subject to a sudden release of conﬁnement. Depending on the ﬁlament aspect ratio and
liquid ﬂow rates, an unexpectedly rich variety of droplet breakup regimes is found. All
of these breakup regimes are composed of two basic instabilities, i.e. a step- and a jet-
instability, that coexist in various combinations on the same ﬁlament. Surprisingly, even
an asymmetric breakup regime is found, producing droplet families of signiﬁcantly diﬀer-
ent diameters, while the ﬁlament is subject to a fully symmetric ﬂow ﬁeld. We suggest
key physical principles explaining the spontaneous symmetry breaking and the transi-
tions between individual droplet breakup regimes. The particular ability to produce
distinct droplet families from a single ﬁlament is demonstrated to allow for simultaneous
concentration and encapsulation of particles into one droplet family while excess bulk
liquid is released into another family of droplets.
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The coexistence of multiple droplet breakup instabilities in a Step-emulsification geometry is studied. A liquid filament, which is
confined in one dimension by channel walls and surrounded by a co-flowing immiscible continuous phase, decays into droplets
when subject to a sudden release of confinement. Depending on the filament aspect ratio and liquid flow rates, an unexpectedly
rich variety of droplet breakup regimes is found. All of these breakup regimes are composed of two basic instabilities, i.e. a step-
and a jet-instability, that coexist in various combinations on the same filament. Surprisingly, even an asymmetric breakup regime
is found, producing droplet families of significantly different diameters, while the filament is subject to a fully symmetric flow
field. We suggest key physical principles explaining the spontaneous symmetry breaking and the transitions between individual
droplet breakup regimes. The particular ability to produce distinct droplet families from a single filament is demonstrated to
allow for simultaneous concentration and encapsulation of particles into one droplet family while excess bulk liquid is released
into another family of droplets.
Hydrodynamic instabilities of liquid jets or filaments have
been intensively studied over two centuries, starting with the
early studies of Rayleigh and Plateau on the decay of a falling
jet in the 19th century1. Droplet formation by these instabil-
ities is of massive importance in nature and technical appli-
cation, ranging from the production of nanoparticles by de-
cay of nanometric cylinders2,3 or decay of submicrometric
jets4, food processing, bio-medical applications, and inkjet
printing5,6, to animal hunting strategies in nature7. With the
emergence of multiphase microfluidics, offering the potential
of miniaturizing chemical and biological synthesis and analy-
sis8, the interest in instabilities of liquid filaments and jets on
the micro scale has peaked again9–11.
Specifically, the instability of a confined liquid filament co-
flowing with a surrounding immiscible fluid over a quasi two-
dimensional terrace into a large reservoir has recently been de-
scribed12–15. So far, two possible instabilities were observed
in this or similar geometries12–19. For small Capillary Num-
bers Ca, the filament is destabilized right at the step gener-
ating small droplets at high throughput. This ’Single-Step’-
Emulsification offers superior monodispersity compared to al-
ternative emulsification methods, which makes it interesting
for a wide range of applications11,20,21. For large Ca the dis-
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persed phase rather protrudes as a jet into the reservoir that
decays into large and polydisperse droplets (’Single-Jet’ emul-
sification). The transition between the ’Single-Step’ regime at
small Ca and the ’Single-Jet’ regime at large Ca has recently
been explained by a simple geometric stability criterion13,15.
Other instabilities were not observed in such geometries.
In this article we show that additional breakup regimes emerge
for strongly confined wide filaments in shallow terraces.
These new breakup regimes feature two or more distinct in-
stabilities, being fed by a single liquid filament. Surprisingly,
even instabilities of different types can occur on the same fila-
ment, thus breaking the axisymmetric solutions of the system.
The latter is not expected from the Navier-Stokes equation re-
garding the intrinsic symmetry of systems driven by a homo-
geneous forcing of the two immiscible phases. So far, asym-
metric breakup of filaments and jets was only observed either
at high Reynolds Numbers or when additional forcing, i.e. by
electrical fields was applied22,23. In the following, these new
droplet breakup regimes and their transitions as a function of
Ca and filament geometry will be explored.
1 Experimental section
Two different geometries are used, one with a vertical step
(Geometry A) and another with a horizontal step (Geometry
B), see Fig. 1. All the various breakup regimes are identified
in both geometries. However, each geometry offers specific
advantages regarding the characterization of the liquid insta-
bilities: In Geometry A, which offers a top-view of the ter-
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race channel, the shape of the filament and the coexistence of
various droplet production mechanisms can be observed. To
demonstrate the generality of the observed breakup behavior,
Geometry B features a terrace that is tilted by 90◦compared
to Geometry A and centered to the reservoir to create a planar
structure, typical for structures produced by lithographic tech-
niques. In Geometry B, the generated liquid jets and droplets
can be observed more clearly. Due to the particular channel
geometry and smaller dimensions of the reservoir in Geome-
try B, crowding of droplets in the reservoir and buoyancy ef-
fects are reduced, as droplets are immediately advected down-
stream even at low volumetric flow rates. Thus, Geometry B is
more suitable to study jet-instabilities, where liquid jets pro-
trude into the reservoir that remain connected to the filament.
The Step-emulsification devices (Geometry A) were micro-
machined into Poly-Methylmethacrylate (PMMA) with a ter-
race of width w = 400 µm and depth b = 30 µm (i.e. w/b =
12.8) or w = 385 µm and depth b = 13 µm (i.e. w/b = 30),
cf. Fig. 1a. The downstream reservoir has a cross-sectional
area of about 1×1 mm2 in both cases. The device is sealed by
screwing a PMMA-sheet to it and connected to gastight glass
syringes (Hamilton) by teflon tubing and threaded fittings
(Omnifit). An aqueous phase with 28wt% or 43wt% glyc-
erol is injected as a dispersed phase into an oily continuous
phase, IsoparM (ExxonMobil Chemical), containing 2 wt%
of the surfactant Span 80 (Sigma Aldrich). The liquid/liquid
interfacial tension γ is determined to (3.5± 0.1)mN/m and
(3.8± 0.1)mN/m for the 28wt% and 43wt% glycerol solu-
tion using the pendant drop method. The viscosity ratio of the
dispersed to the continuous phase is µ1/µ2 ≈ 1 for the 28wt%
glycerol solution and µ1/µ2 ≈ 2 for the 43wt% glycerol solu-
tion. To keep results comparable to previous publications, this
liquid system is identical to the one used in12,13.
Devices of Geometry B are fabricated in Sylgard 184
(Dow Corning) by standard one layer soft lithography24 us-
ing SU8-100 photoresist. The device is sealed with a glass
slide by plasma activation of the glass and PDMS surfaces
(Femto Plasma-Cleaner, Diener Electronic GmbH) and con-
nected with teflon tubing inserted into the Sylgard. Geom-
etry B features a terrace of width w ≈ 210 µm, defined by
the resist film height, and depth b ≈ 10 µm that is tilted by
90◦compared to Geometry A and centered to the reservoir, see
Fig. 1b. Thus the filament shape is not accessible experimen-
tally. The reservoir height is H ≈ 210 µm and the reservoir
width is W = 200 µm. The liquids used in Geometry B were
ultra-pure water (GenPure, TKA) as dispersed phase and n-
hexadecane (AlfaAesar) as continuous phase. The viscosity
ratio of the dispersed to the continuous phase is µ1/µ2 ≈ 0.3.
As for Geometry A, 2wt% of the surfactant Span 80 (Sigma
Aldrich) are added to the continuous phase. The liquid/liquid
interfacial tension is determined to γ = (3.5±0.1)mN/m. For
particle concentration experiments PMMA particles of diam-
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Fig. 1 Sketch of the two device geometries used: a) Geometry A
milled into a PMMA-block featuring a vertical step b) Geometry B
produced by soft lithography featuring a horizontal release of
confinement.
eter 4 µm (Sigma Aldrich) were added to the dispersed phase.
For all experiments, volumetric flow rates, Q1 and Q2, of the
dispersed and the continuous phase are adjusted using custom-
built computer controlled precision syringe pumps. Droplet
breakup behavior is observed using optical microscopy (Zeiss
AxioVert, Leica Macroscope Z16 or Reichert-Jung MeF3) and
high-speed CMOS cameras (PCO 1200hs or Photron Fastcam
SA3). When characterizing the filament shape in the terrace
using Geometry A, filament shapes and the filament width
w1∞ are measured using automated numerical image analysis.
Droplet production frequencies, droplet diameters, jet length,
bulging wavelength λ , growth and retraction times were ex-
tracted from the recorded time series by direct measurements
or by counting droplets.
2 Results and discussion
The continuous oily and the dispersed aqueous phases are in-
jected into the microfluidic devices at constant volumetric flow
rates, Q1 and Q2, respectively. Based on the chosen flow rates,
a filament of dispersed phase surrounded by the continuous
phase adjusts itself to a certain width w1∞ on the terrace re-
mote from the step, cf. Fig. 2. When approaching the topo-
graphic step, the filament narrows to one or several coexisting
necks from which droplets or jets are injected into the reser-
voir. The number of instabilities that might coexist on a sin-
gle filament depends on its width w1∞. The observed breakup
regimes are displayed in Fig. 2 for the two different device
geometries used.
2 |1–9
Addenda
68
2 RESULTS AND DISCUSSION 2.1 Overview of the various breakup regimes
2.1 Overview of the various breakup regimes
The top row of Fig. 2 displays images from a vertical step ge-
ometry (Geometry A) in which the filament shape can be ob-
served, whereas the bottom row presents images from a hor-
izontal step geometry (Geometry B), where jets can be ob-
served best. The appearance of the various breakup regimes
upon varying the Capillary Number Cach = µ1·(Q1+Q2)γ ·w·b is in-
dependent of the exact device geometry and the liquid sys-
tem used. The observed breakup regimes agree qualitatively
among Geometry A and B. However, please note that even
though the basic Geometries A and B are similar, they dif-
fer in details such as the reservoir in Geometry B widening
in one dimension only and different continuous phases being
used in Geometry A and B. Thus the observed droplet breakup
regimes appear at different Cach in Geometry A and B.
At low Cach the breakup of small and monodisperse
droplets occurs from a single step-instability right at the to-
pographic step (left column of Fig. 2) for any filament ge-
ometry, i.e. the ratio of the filament width remote from the
step to the terrace height w1∞/b. This situation corresponds to
the known ’Single-Step’ regime (I)12. When the confinement
is suddenly removed, the liquid filament adjusts its shape to
compensate for the large pressure difference between the fila-
ment and the reservoir13,15. The pressure within the filament
is larger than in the continuous phase due to the Laplace pres-
sure, that originates from the out-of-plane curvature of the fil-
ament. To equilibrate the pressure at the step, the filament nar-
rows to a neck which is known as ’capillary focusing’14. An
increasing Cach at constant w1∞/b leads to a growing width of
the neck at the topographic step. In the limiting case, when
Cach is increased above a certain threshold, the width of the
neck exceeds the terrace height b and the neck is stabilized by
confinement up to the topographic step16,25. In this situation
the dispersed phase protrudes as a jet into the reservoir from
which large and polydisperse drops detach, see right column
in Fig. 2. This situation corresponds to the known ’Single-Jet’
(V) emulsification12,13. The step-instability and jet-instability
are the only possible instabilities found for small filament as-
pect ratios w1∞/b, i.e. for small flow rate ratios Q1/Q2, featur-
ing only a single instability on the filament. In contrast to the
well understood droplet production for low w1∞/b, additional
droplet breakup regimes emerge upon varying the absolute
flow rate for sufficiently large filament aspect ratios w1∞/b,
i.e. for sufficiently large flow rate ratios Q1/Q2.
These new breakup regimes feature at least two coexisting
instabilities on the same filament. Starting at low Cach in the
regime I, the filament produces a second step-instability upon
increasing the Capillary Number in regime II. The secondary
step-instability emits monodisperse droplets of the same di-
ameter as the initial step-instability, provided the height of the
terrace is constant over the entire terrace width.
Upon further increasing Cach, one of the two instabilities
switches to jetting, entering regime III. Droplet volumes in
this regime can easily span several orders of magnitude, rang-
ing from picolitres for droplets produced by a step-instability
to several tenth of nanolitres for droplets produced by a jet-
instability.
Increasing Cach, an additional step- or jet-instability can
emerge within regime III for sufficiently wide filaments and
a coexistence of up to three instabilities on one filament was
observed. However, in particular for Geometry A having the
larger reservoir, crowding of droplets is observed in the reser-
voir. Thus coexisting instabilities are temporarily fluctuating
depending on collisions between forming droplets and already
formed droplets in the reservoir.
For even larger Cach, all the droplet generating instabili-
ties switch to jetting (regime IV). In the tested geometries,
up to four jets were found protruding from a single filament,
depending on w1∞/b, Cach, and crowding of droplets in the
reservoir. However, the parameter range for the occurrence of
more than two coexisting instabilities in both regimes is fairly
small, limited to very large filament aspect ratios w1∞/b. For
the sake of clarity, the discussion of those regimes with mul-
tiple coexisting instabilities is restricted to two instabilities,
without loosing generality.
Further increasing Cach, the multiple jets collapse to a sin-
gle one, resulting in the known ’Single-Jet’ (V) regime12,13.
Movies showing examples of the different breakup-regimes
equally found in both geometries are presented in SI 1.
The different droplet breakup regimes observed for differ-
ent terrace aspect ratios w/b and viscosity ratios collapse onto
the same parameter ranges for a given continuous phase when
rescaling the filament width w1∞ with the terrace height b and
using the Capillary Number of the dispersed phase based on
the filament width Ca = µ1·Q1γ ·w1∞·b , see Fig. 3. This rescaling ob-
viously requires measuring the filament width w1∞, thus only
the results from Geometry A are used in Fig. 3. The filament
width is not accessible and a different continuous phase was
used in Geometry B, cf. section 1 for details. Note, that a fila-
ment of dispersed phase cannot be stabilized by the confining
channel walls for filament aspect ratio w1∞/b. 1 and droplet
breakup occurs directly at the inlet of the dispersed phase into
the terrace, similar to droplet breakup in a T-junction12. This
situation is indicated by the gray horizontal box in Fig. 3. For
larger filament aspect ratios 1 . w1∞/b . 12, Fig. 3 clearly
reveals the two known breakup regimes, namely the Single-
Step’ regime (I) at low Ca and the Single-Jet’ regime (V) at
high Ca, which agree quantitatively to12,13. However, upon
increasing the rescaled filament width w1∞/b, which can be
achieved using Geometry A with a wider and more shal-
low terrace, the above described additional breakup regimes
emerge between the bracketing ’Single-Step’ (I) and ’Single-
Jet’ (V) regimes. In the following, the additional breakup
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Fig. 2 Micrographs showing the different breakup-regimes for step geometries of vertical (Geometry A) and horizontal orientation (Geometry
B) (cf. ’Experimental Section’). Top row: images taken from Geometry A (w/b = 30) Bottom row: images taken from Geometry B at a fixed
Q1/Q2 = 0.5. The two micrographs from Geometry A in regime IV show the coexistence of two and three jet-instabilities on one filament at
comparable Cach and different w1∞/b. In regime V, micrographs from Geometry A show filament shapes with and without strong capillary
focusing at low and high w1∞/b, respectively.
regimes occurring for w1∞/b > 12, i.e. regime II to IV and
in particular their transitions will be explored in more detail.
2.2 Step-instabilities: transitions from regimes I to III
When reaching the topographic step, the initially straight fil-
ament interface is deformed locally due to capillary focusing
(see first column Fig. 2). For a step-instability, a droplet starts
to form when the filament front is pushed over the topographic
step. After droplet pinch-off, the filament retracts shortly be-
hind the step. For small Ca or sufficiently small w1∞/b, only a
single step-instability is observed (regime I). For larger w1∞/b,
the front of the filament is almost flat at the topographic step
in agreement with the typical flow profile in Hele-Shaw cells.
Such a wide and flat interface offers sufficient space for a sec-
ond instability to occur in regime II, without imposing strong
local curvatures and without a large penalty in interfacial en-
ergy. Using a similar device geometry with terrace aspect
ratio >192, but without co-flow of continuous and dispersed
phase, van Dijke et al.26 reported spontaneous droplet breakup
at multiple locations evenly spaced along a filament interface.
They explain the regular distance between the breakup loca-
tions by steep local pressure gradients present at the droplet
breakup sites, which was confirmed by CFD-simulations. Al-
though no co-flow of the continuous phase is present in the
work of van Dijke et al.26, the same basic mechanisms are
speculated to cause the emergence of regime II at low flow
rates in our experiments, cf. also SI. However, van Dijke et
al.26 only observed one type of droplet producing instabilities.
Regime II is stable until Ca exceeds another threshold at
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Fig. 3 ’Phase-like’ diagram of the different droplet breakup
mechanisms. Symbols denote the transition between different
breakup mechanisms which are derived from the average mean of
the closest data points where the respective breakup mechanisms
could be clearly identified. Error bars denote the difference between
these points, i.e. the range where the breakup fluctuates between
adjacent regimes. For w1∞/b≤ 1, droplet breakup occurs at the inlet
by a mechanism comparable to a microfluidic T-junction. The
different breakup regimes are shaded in the same color code and
labeled with the same numbering as the respective column in Fig. 2.
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Fig. 4 Frequencies of step-instabilities in regimes I, II, and III.
Error bars denote Gaussian error estimates. In regime III, only the
maximum observed frequencies are displayed. Data measured at
Q1/Q2 = 1, i.e. for a filament width of w1∞/b = (19±2). The same
qualitative behavior was observed for all tested flow rate ratios.
Ca≈ 0.008, where one of the step-instabilities switches to jet-
ting. In regime III, step- and jet-instabilities coexist on a sin-
gle filament producing two distinct droplet families of signif-
icantly different droplet size, cf. also SI. Such a phenomenon
has not been reported before under symmetric boundary con-
ditions. The frequency of the droplet production by step-
instabilities is plotted as function of Ca for a fixed flow rate
ratio, i.e. a fixed w1∞/b, in Fig. 4 to characterize the transi-
tion from regime II to III. In regime I, this frequency increases
linearly with Ca, cf. also Priest et al.12. After the onset of a
second step-instability, i.e. in regime II, the frequency of the
existing step-instability grows slower with Ca as compared to
regime I (top-filled circles in Fig. 4). However, the frequency
of the second step-instability (bottom-filled circles in Fig. 4)
grows significantly faster up to Ca≈ 0.0037 (cf. dashed verti-
cal line in Fig. 4). At Ca& 0.0037 both step-instabilities reach
the same frequency and droplet production is strictly alternat-
ing between both sites. For further increasing Ca the droplet
production frequency remains about constant, reaching an up-
per limit. Also, the diameter and polydispersity of droplets
produced by step-instabilities were found to suddenly increase
with growing Ca, close to the transition to regime III, cf. SI
for further details. This contrasts the constant droplet diame-
ters typically observed in step-emulsification for a given flow
rate ratio. For further increasing flow rate, ultimately one of
the step-instabilities switches to jetting, entering regime III.
This transition occurs similarly to the transition from regime
I to V at low w1∞/b13,15 and an asymmetric droplet breakup
behavior occurs at fully symmetric flow conditions, cf. Fig. 5.
While large and polydisperse droplets are released by the jet-
instability, the diameter and polydispersity of droplets emitted
Jet
Step
symmetric
flow
asymmetric
break-up
Fig. 5 Sketch illustrating the breaking of symmetry in regime III.
by the step-instability decrease again, indicating a relaxation
of the step-instability, cf. SI for details.
In regime III, the maximum frequency of the remaining
step-instability remains about constant with increasing Ca.
Here, the step- and jet-instability interfere with each other
and the frequency of the occurring step-instabilities fluctu-
ates depending on the position of the jet and crowding in the
reservoir. Thus, only the maximum frequency of the step-
instability in regime III is displayed in Fig.4, as we are in-
terested in an upper bound only. However, the scatter of the
maximum frequency was always found to be below 15 %.
For further increasing Ca also the remaining step-instability
switches to jetting. This transitions to regime IV as well as
the subsequent transition to regime V are determined by the
properties of the jet-instabilities. Thus, the jet-instabilities will
be characterized in the following.
2.3 Jet-instabilities: transitions from regimes III to V
For a jet-instability, a droplet is formed at the tip of the jet that
grows until it is released downstream in the reservoir. During
droplet formation, the liquid jet elongates while the droplet is
traveling downstream in the reservoir. During this elongation,
the jet starts to bulge and collapses after a certain length, re-
leasing the droplet; subsequently the jet retracts and the entire
droplet formation starts over again.
For the following discussion, the jets are observed in the
horizontal step devices (Geometry B). As explained in the
experimental section, crowding and buoyancy effects are re-
duced in Geometry B as droplets are immediately advected
downstream, even at low volumetric flow rates. Thus, jets in
the reservoir suffer less disturbance and are observed more
clearly. However, the filament width cannot be seen in Ge-
ometry B as the terrace is rotated by 90◦ compared to Ge-
ometry A. Thus the following characterization is based on
the Capillary Number Cach calculated from the total volu-
metric flow determined externally by the syringe pumps and
the terrace geometry. The analyzed jet length as function of
Cach shown in Fig. 6 is obtained for a constant flow rate ratio
Q1/Q2 = 1.5. A constant flow rate ratio provides an approx-
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imately constant filament width and thus an approximately
linearly scaling of Cach with Ca. The displayed behavior in
Fig. 6 is qualitatively also valid for other flow rate ratios. In
regime III, the jet length L increases linearly with increasing
Cach and bulges with a wavelength λ . This wavelength λ
plateaus at λmax for Cach & 0.066 (dashed vertical line), see
Fig. 6b. Measuring the maximum wavelength λmax rescaled
with the initial jet radius R0 at the topographic step for sev-
eral flow rate ratios ranging from 0.5 to 2, we find an aver-
age value of λmax/R0 = 11± 2(SD). This value agrees well
with the Rayleigh-Plateau wavelength of a cylindrical jet in
a viscid surrounding for a similar viscosity ratio27. For jet
length shorter than λmax, the Rayleigh-Plateau instability is
suppressed and droplets are most probably released due to vis-
cous drag by the continuous phase and the increased pressure
caused by the forming droplet blocking nearly the entire cross-
section28–30. However, when the jet-length L exceeds λmax, a
second bulge develops and the jet is long enough to be desta-
bilized by a Rayleigh-Plateau like instability. Thus, an upper
limit of the volume throughput for the jet-instability is estab-
lished. When further increasing the flow rate, the transition to
regime IV occurs at Cach > 0.082 shortly after λ has reached
its plateau value λmax. The coexisting step-instability, which
already operates at maximum frequency, switches to jetting
to release more volume over time. Measuring the growth and
retraction times of jets additionally confirms this reasoning,
confer Supplemental Information.
In the center of Fig. 6a the maximum length of both jets
in regime IV is plotted as a function of Cach. The length of
the longer jet increases with Cach while the second jet length
remains constant at a length below the characteristic Rayleigh-
Plateau wavelength. Note however, that superposing jets and
droplets mask and strongly influence each other and are thus
hard to be observed optically. Furthermore, the droplets form-
ing at the tip of each jet span nearly the entire reservoir cross-
section and deform the jet of the neighboring instability. Thus,
both jet-instabilities interfere with each other, possibly break-
ing jets before the characteristic wavelength of the Rayleigh-
Plateau instability is reached, cf. Fig. 2.
Increasing the Capillary Number above another threshold,
the multiple jets collapse to a single jet. A single jet, i.e.
regime V, is found irrespective of the filament aspect ratio
w1∞/b, provided the Capillary Number Ca is sufficiently large
(see Fig. 2 and 3). For w1∞/b. 12 a transition from regime I
to V occurs and a strong capillary focusing is observed in the
terrace channel, causing the filament to narrow down to a neck
before the topographic step, as described previously12–14. For
w1∞/b & 12 a transition between regime IV and the ’Single-
Jet’ regime (V) occurs. This transition is shifted to larger Ca
with increasing w1∞/b.
Within regime V, the filament shape at the step changes sig-
nificantly with increasing w1∞/b, cf. Fig. 2: The capillary fo-
a)
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Fig. 6 a) Maximum length of jets before breakup measured in
regimes III, IV, V. b) Wavelength λ (cf. Fig. 2) of a bulging jet in
regime III rescaled in units of initial jet-radius R0 at the topographic
step. Vertical dashed lines denote Cach = 0.066. All data are
obtained for a fixed Q1/Q2 = 1.5. Error bars are below symbol size
for jet length. Errors for λ/R0 are on the order of 20% due to pixel
resolution limiting the precision of measurement of initial jet radius.
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cusing on the terrace is reduced for wider filaments and the
filament is pushed over the step with almost its full width.
A single jet of a much larger initial radius than the terrace
channel height b is formed in the reservoir. The average ra-
dius of the bulging jet increases along the jet length. Droplet
pinch-off can be followed by pinch-off of the largest bulge,
forming a smaller satellite droplet, see SI 1. The transition
from regime IV to V is speculated to be stimulated by iner-
tia of the dispersed phase counteracting the capillary focus-
ing on the terrace. The increase of jet radius along its length
in regime V additionally hints towards an influence of iner-
tia31. Indeed, within regime V, both the Reynolds Number
Re = ρ1(Q1 +Q2)/(wµ1) and the Weber Number of the jet
We = 2ρ1Q21/γpi2R30 exceed unity, indicating that inertia can-
not be neglected despite the small system dimensions31,32.
3 Conclusion and outlook
Compared to the already studied Step-emulsification device
with small terrace width, a plethora of droplet generation in-
stabilities can be found for wide terrace widths, respectively
wide dispersed phase filaments. We identified and character-
ized the emerging droplet generation regimes on a liquid fil-
ament upon release of confinement. Most of these regimes
present several coexisting droplet generation sites on the same
filament. In particular, an asymmetric situation with differ-
ent types of instabilities could be observed. Key physical
principles based on minimization of interfacial energy, upper
bounds for the volume throughput of each instability and in-
ertia effects are suggested which are responsible for the tran-
sitions between the different regimes and which allow to con-
trol the emergence of a desired breakup regime. A quanti-
tative theoretical modeling of the individual breakup regimes
remains for future studies but seems quite challenging as in-
ternal symmetry, that is commonly used to model multiphase
flows and droplet breakup in shallow channels, cannot be as-
sumed a priory. Additionally, the cross-talk between the indi-
vidual instabilities and inertia effects have to be considered.
Besides being of fundamental scientific interest, the found
breakup regimes are also of technical relevance. By just vary-
ing flow parameters, different droplet species can be generated
in parallel at several sites from a single filament. Volumes
of the two droplet species in in regime III can easily differ
by two to three orders of magnitude, ranging from tenth of
nanolitres to picolitres, cf. Geometry B in SI 1. The found
breakup regimes also allow to specifically encapsulate dis-
persed micro- or nano-particles or cells into one family of
droplets. The latter is achievable by focusing the small objects
to one side of a confined liquid filament using buoyancy ef-
fects, hydrodynamic forces or available active techniques us-
ing external fields. Figure 7 and movie SI 4 show simultane-
ous concentration and encapsulation of sedimenting PMMA
sideview
topographic step
c)
d)
g
2
0
0
 µ
m
sideview
topographic stepb)
g
a)
2
0
0
 µ
m
Fig. 7 Example of a selective one-step encapsulation of sedimenting
PMMA (Ø4 µm) particles in Geometry B. a) Micrograph showing
encapsulation of particles into large drops, while excess liquid is
dispersed into small drops (topview) and b) sketch (sideview). c)
Micrograph showing encapsulation of particles and excess liquid
into droplets of similar volumes (topview) and c) sketch (sideview).
particles for asymmetric droplet breakup in regime III and
symmetric breakup behavior in regime IV. In both examples
the particle concentration efficiency is on the order of 100%.
The generation of emulsions of two distinct droplet fami-
lies of different size in regime III might be most interesting as
small objects can be concentrated in either very small or very
large droplets, which can be subsequently separated by pas-
sive techniques like an asymmetric y-junction. However, to
specifically concentrate particles in smaller or larger droplets
requires control of the position of the respective droplet pro-
duction instability. The position of the particular instability
can be possibly controlled by asymmetric terrace geometries
with a tapered cross section, e.g. fabricated using the method
presented by Dangla et. al.19 or by taking advantage of the
typical undercut of negative photo resist when generating the
master for the microfluidic device.
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SI 1 Overview of the different breakup regimes by example
movies taken in the two geometries used. Top row: Geometry
A (w/b = 30) Bottom row: Geometry B. Movies recorded at
different framerates, cf. timestamp.
SI 1: Overview
SI 2: A closer look to transitions
Regime I to II
Although only two step-instabilities were observed at a
time in our experiments, it is assumed that additional step-
emulsification sites can emerge on filaments with even larger
aspect ratio. Using a similar device geometry with terrace as-
pect ratio >192 but without co-flow of continuous and dis-
persed phase van Dijke et al.26 reported droplet breakup at
multiple locations evenly spaced along a filament interface
with an average spacing of ≈ 25 · b. The regular distance be-
tween the breakup locations is determined by steep local pres-
sure gradients present at the droplet breakup sites and the ter-
race height b, as was confirmed by CFD-simulations. The typ-
ical distance between the two droplet formation sites in our ex-
periments is in the range of (7−16) ·b. The different spacing
of droplet formation sites observed in this study presumably
originates from the enhanced horizontal filament confinement
with filament width always below 30 ·b.
Regime II to III
Average diameters of droplets produced in regimes I to III are
displayed in Fig. SI 2 to additionally support the argument of a
maximum volume throughput achievable by step-instabilities
causing the transition to regime III. Droplet diameters were
measured directly from the recorded time series. Typically 20-
50 droplets produced by step-instabilities and 15-25 droplets
produced by jet-instabilities were measured, depending on ex-
perimental conditions. The error bar denotes the standard de-
viation, indicating droplet polydispersity.
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SI 2 Droplet diameter of step- and jet-instabilities. Data are
mean ± SD indicating the droplet polydispersity. Data was
measured at Q1/Q2 = 1, i.e. for a filament width of w1∞/b =
(19±2).
Within regime I and II only step-instabilities occur. Up to
Ca≈ 0.0037, droplet diameters remain constant within exper-
imental uncertainty, irrespective of the transition to regime II,
cf. filled symbols in Fig. SI 2. At Ca ≈ 0.0037, the droplet
production frequencies of the two step-instabilities in regime
II synchronize (cf. dashed line in Fig. 4 and Fig. SI 2). Simul-
taneously, both droplet diameters and polydispersity suddenly
increase while the droplet production frequency remains about
constant with increasing Ca. This sudden change of behav-
ior indicates destabilization of the step-instabilities that reach
their upper threshold of the volume throughput, which ulti-
mately causes the transition to the next regime.
After the transition to regime III has occurred, diameters
of droplets generated by step-instabilities decrease again, cf.
filled diamonds in Fig. SI 2, while the maximum observed
frequency of droplet production by step-instabilities remains
constant, cf. Fig. 4. This indicates, that more volume over
time is released by the emerging jet-instability, allowing the
remaining step-instability to relax while operating close to its
maximum frequency.
Droplets produced by jet-instabilities are significantly
larger and were found to be polydisperse, as characterized in
Geometry A and displayed by hollow diamonds in Fig. SI 2.
This polydispersity is caused by the irregular droplet de-
tachment due to collisions and deformations of the growing
droplet by crowding in the reservoir, see also SI 1.
Regime III to IV
To further characterize the transition between regime III and
IV, the growth and the retraction time of a jet with in regime
III is plotted as a function of Cach in Fig. SI 3. The retraction
time represents the time of the capillarity driven retraction of
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SI 3 Growth and retraction times of jets in regime III as a
function of Cach. Vertical dashed line denotes Cach = 0.066.
Data is obtained for a fixed Q1/Q2 = 1.5. Error bars are below
symbol size.
the jet after droplet pinch off, whereas the growth time de-
termines the time the jet needs to elongate before a droplet
is released. The growth time is significantly reduced with in-
creasing Cach while the retraction time only slightly increases.
Both time scales approach each other upon reaching the tran-
sition to regime IV. Presumably, the strong reduction of the
growth time originates from the increased flow rate and the
onset of the Rayleigh-Plateau instability. The shortening of
the lifetime of jets sets an upper limit of the volume through-
put a jet-instability can perform. For further increased flow
rates the coexisting step-instability, which already operates at
maximum frequency, switches to jetting to release more vol-
ume over time. After this transition two jet-instabilities appear
on the same liquid filament and regime IV is reached.
SI 3: Particle concentration
SI 4 Video exemplifying the simultaneous concentration and
encapsulation of PMMA particles (Ø4 µm) by coexistence of
step- and jet-instabilities on a single filament in Geometry B.
1–9 | 9
Addendum II
75
Addenda
Addendum III: Template-Free Preparation of Platinum
Doped Silica Catalyst Microspheres Through a Microﬂuidic
Scheme
Proceedings of the 2nd European Conference on Microﬂuidics (Microﬂuidics 2010),Toulouse,
France, µFLU10-168, (2010).
©Societé Hydrotechnique De France 2010
Authors: V. Chokkalingam1, B. Weidenhof 2, M. Hein1, W.F. Maier2 and R. Seemann1,3
1 Department of Experimental Physics, Saarland University, Saarbrücken, Germany
2 Technical Chemistry, Saarland University, Saarbrücken, Germany
3 Dynamics of Complex Fluids, MPI for Dynamics and Self-Organization, Göttingen,
Germany
With kind permission of Societé Hydrotechnique De France.
Author Contributions:
Experiments were performed by V. Chokkalingam and B. Weidenhof. Data was analyzed
by V. Chokkalingam and B. Weidenhof. Article was written by V. Chokkalingam. Writ-
ing was supervised by B. Weidenhof, M. Hein, W. Maier, and R. Seemann. Research
was directed by W. Maier, and R. Seemann. The presentation at the conference was
prepared and given by M. Hein.
Abstract:
A novel droplet-based microﬂuidic scheme is developed to perform chemical reactions.
The chemical reactants are dispensed with precise volume control into pairs of droplets
produced via step-emulsiﬁcation. The reaction is activated by merging the pairs of
droplets by a geometrical constriction and fast mixing inside the merged droplets. Fur-
thermore, the post-processing of the chemical products is also included within the mi-
croﬂuidic device. This microﬂuidic reaction scheme allows performing precisely volume
controlled reactions with long and stable operation conditions without any clogging even
if precipitates or sticky gels are formed during the reaction. We demonstrate the poten-
tial of our microﬂuidic scheme by producing mesoporous platinum doped silica particles
from a rapid gelation optimized sol-gel synthesis route. The produced particles have a
superior surface area of about 600m2~g, a narrow pore radius distribution around 1.9nm
and superior catalytic behavior than commercially available industrial catalysts.
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ABSTRACT 
A novel droplet-based microfluidic scheme is developed to perform chemical reactions. The chemical 
reactants are dispensed with precise volume control into pairs of droplets produced via step-emulsification. 
The reaction is activated by merging the pairs of droplets by a geometrical constriction and fast mixing 
inside the merged droplets. Furthermore, the post-processing of the chemical products is also included 
within the microfluidic device. This microfluidic reaction scheme allows performing precisely volume 
controlled reactions with long and stable operation conditions without any clogging even if precipitates or 
sticky gels are formed during the reaction. We demonstrate the potential of our microfluidic scheme by 
producing mesoporous platinum doped silica particles from a rapid gelation optimized sol-gel synthesis 
route. The produced particles have a superior surface area of about 600 m2g−1, a narrow pore radius 
distribution around 1.9 nm and superior catalytic behavior than commercially available industrial catalysts.  
1. INTRODUCTION 
Flow in microfluidic channels typically occurs at low Reynolds numbers (Re), such that the flow is purely 
laminar. Due to this laminar flow, two or more streams flowing adjacent or side-by-side will mix only by 
diffusion. Such a mixing is very slow to perform chemical reactions within the length scales typically used in 
microfluidic systems. They require specially designed microfluidic channels (e.g. winding channels) to 
achieve mixing [1-3]. Thus, there has been considerable development towards the use of isolated dispersed 
phase droplets suspended in an immiscible continuous phase which allows to perform chemical reactions 
with minute amounts of reactants by fast mixing within the droplets [4-6]. 
 
 In initial approaches using droplets as microreactors, the different reactants were commonly dispensed 
into droplets from a single inlet channel. In this method, the reagents are already in contact and reactive at 
the inlet channel even before being dispersed into droplets. The method of common dispensing will result in 
channel clogging and is not suitable for fast chemical reactions where a gel or precipitate is formed within  
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milliseconds of contact [7,8]. If  long and stable operation conditions are not desired,  this problem can be 
avoided by initiating the reaction by merging two droplets inside a microfluidic channel.  
 
 In the present paper, we explore a droplet-based microfluidic scheme to perform fast chemical reactions 
without channel clogging with precise volume and process control. This microfluidic scheme enables the 
device to function for long operation times with stable conditions. For that every microfluidic processing step 
is considered and adapted to meet the experimental requirements. We demonstrated this scheme explicitly 
for the production of platinum doped silica particles from a sol-gel synthesis route for heterogeneous 
catalytic purposes.  
2. METHODS AND MATERIALS 
2.1  Device Fabrication 
Soft lithographic techniques [9,10] were used to fabricate micro channels with rectangular cross sections with 
typical channel dimensions of 120 µm in depth and 160 µm in width. The microfluidics device was molded 
against a SU-8 photo resist structure on a silicon wafer using a commercially available Poly 
(dimethylsiloxane) (PDMS) silicone elastomer (Sylgard 184, Dow Corning, USA). The surface of the 
Sylgard 184 devices was OH-terminated by a plasma treatment (Diener electronic GmbH, Germany) and 
sealed with a plasma treated glass microscopy cover slide. The surfaces of the devices were rendered 
hydrophobic by heating the devices to 60 °C for at least 6 hours. The liquids were dispensed from gastight 
syringes (Hamilton Bonaduz AG, Switzerland), which were connected to the microfluidic device by Teflon 
tubing (Novodirect GmbH, Germany). The syringes were driven by home built computer controlled syringe 
pumps for accurate adjustment of the flow rates. In all of our experiments we used constant volumetric flow 
rates. Microphotographs were acquired with a high speed CMOS camera (PCO 1200hs or Photron SA-3). 
2.2  Sol-Gel Chemistry 
By simultaneous hydrolysis and polycondensation of an organometallic precursor [7,8] an interlinked 3D 
network is formed. The liquid alkoxide precursor tetramethoxysilane (TMOS) is acid-catalyses hydrolyzed 
by mixing it with water and nitric acid. The hydrolysis reaction replaces alkoxide groups (OCH3) with 
hydroxyl groups (OH). Subsequent condensation reactions involving the silanol groups produce siloxane 
bonds (Si-O-Si) plus the by-products water. Reactions of additional Si(OH)4 with the formed intermediates 
occur as a poly-condensation reaction and thereby result in the formation of a 3D SiO2 network (SiO2-gel). In 
the presented experiments the reaction time was minimized such that the gel formation was completed within 
the residence time of the droplets within the microfluidic device.  
 
 To achieve this chemistry inside microfluidic channels, we dispensed the chemicals into two groups of 
droplets. Droplets A contain an acidified solution of 1.5 M TMOS (ABCR GmbH & Co. KG) in a mixture of 
methanol (Merck KGaA, Darmstadt, Germany) and water (MilliporeTM water) along with Pt(NO3)2. Droplets 
B contain ammonia (Merck KGaA, Darmstadt, Germany) in the same mixture of methanol and water. To 
produce silica particles it is required to produce stable drops from the dispersed phases consisting of 
methanol and water (droplets A and B). Consequently, for these experiments a continuous phase in which 
neither water nor methanol is soluble is used. We used a perfluorinated oil consisting of PFD 
(perfluorodecalin C10F18, ABCR GmbH & Co. KG) with 20 wt.% of perfluorinated surfactant (penta 
decafluoro-1-octanol, C8H3F15O, ABCR GmbH & Co. KG). 
 
2.3 Specific Surface Area and Catalytic Activity 
In our experiments, the specific surface area (m2/g) and pore volumes (cm3/g) of the solid materials was 
measured by a Brunauer-Emmet-Teller (BET) multipoint technique [11] using an automated gas adsorption 
analyzer (Carlo Erba Sorptomatic 1990). The produced samples (at least 200 mg to reduce the signal to noise  
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ratio) were loaded and degassed at 200 °C for 2 h in vacuum, followed by surface area analysis at the 
temperature of liquid nitrogen (77 K) with N2 as the adsorbate gas.  
 
 The catalytic activity of the produced  metal doped particles is determined by two techniques: emissivity 
corrected infrared thermography (ecIRT) [12-14] for fast screening and conventional fixed bed reactor [15] 
for quantitative analysis. The primary idea of the ecIRT measurement is to display temperature differences 
on a library which are considered to be proportional to catalytic activity. Prior to the measurement, the 
library was pretreated at 380 °C for 30 min in synthetic air (O2 and N2 only) at 50 ml/min to evaporate water 
and oxidize volatile organic combustion residues if present. After that, a six-point temperature calibration 
was carried out in a range of 10 K in the area of -4 to +6 K around each specific reaction temperature and 
images were taken. To examine the catalytic activity of the library samples (for e.g. propane oxidation), the 
reactor was held at a constant temperature while different reaction gas mixtures passed successively through 
the system with a constant flow rate of 50 ml/min.  
 
 To quantify the catalytic activity, the active samples were tested in a conventional fixed bed reactor. The 
premixed reaction gas and synthetic air enters the conventional gas flow reactor with a total feed flow rate of 
50 ml/min where about 100 mg of sampled is stored. A suitable operating temperature range for the reaction 
is selected and the temperature of the catalyst is controlled by a thermo-element during the combustion 
(reaction). The product gas is analyzed using gas sensors. 
3. MICROFLUIDIC SCHEME 
3.1  DROPLET PRODUCTION 
To perform chemical reactions by merging or coalescing droplets inside a microfluidic device or to 
synthesize particles it is not just enough to produce one kind of monodisperse droplets we rather have to 
produce two types of monodisperse droplets (with appropriate reagents) in a strictly alternating manner. To 
produce two types of monodisperse droplets (with appropriate reagents) in a strictly alternating manner, we 
employ the technique of step-emulsification (see Figure 1) [16,17].  This technique utilizes the destabilizing 
of a quasi 2D stream of dispersed phase at a topographic ‘step’ and allows producing emulsions with an with 
excellent monodispersity (variance in volume < 4 %). A double step-emulsification device essentially is a 
combination of two single devices connected to a common inlet and outlet channel. It thus allows for the 
production of two distinct droplet families with a fixed number ratio of e.g. 1:1 while the monodispersity of 
each droplet family is maintained. (see Figure 2). Several droplets with precise volume control and 
adjustable production frequency are produced. The synchronization mechanism is very robust and makes the 
step-emulsification devices ideal for complex chemical reactions.  
 
 A time series of the droplet formation process is shown in Figure 2: When a droplet forms in one 
production unit (e.g. bottom channel in Figure 2a), the Laplace pressure of the forming drop decreases as its 
radius increases. This results in a pressure drop redirecting the continuous phase flow towards this 
production unit (bottom channel in Figure 3b,c). Simultaneously, the pressure in the main channel increases 
due to the injected dispersed phase pushing the already formed stream of dispersed phase back into the other 
channel (top channel in Figure 2b,c). After the droplet pinched-off into the main channel, the Laplace 
pressure changes rapidly and the stream of the dispersed phase retracts into the bottom channel (Figure 2d). 
This, in turn, accelerates the dispersed phase in the top channel (Figure 2e). Next, a droplet will be formed at 
this channel outlet and the cycle is repeated. This pressure cross talk between the individual production units 
synchronizes the drop production and leads to strictly alternating pairs of droplets (see Figure 3a). This 
alternating droplet production is very robust even up to about 300 droplets per second and works up to a 
dispersed phase volume fraction (Φ) of about 96% (see Figure 3b).  
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Figure 1. Schematic of the double step-emulsification device. The dimensions typically used in our 
experiments: a, b = 35 μm, h =120 μm and W = 160 - 420 μm. 
 
 
Figure 2. Time series of optical images displaying the droplet formation mechanism using a double step-
emulsification device. For clarity, the aqueous phase entering the bottom production unit is dyed with nile 
blue. Scale bar: 50 μm. 
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Figure 3. (a) Strictly alternating droplet generation with d1/d2 = 1:1; v1/v2 = 1:1 and Φ = 55 %. (b) Droplet 
arrangement as a function of increasing dispersed phase volume fraction.  
3.2 DROPLET MERGING 
To account for the experimental needs, we developed a droplet merging technique where the aqueous droplet 
pairs can also be merged when they wanted to pass through a geometrical constriction. Such a merging 
technique works very effective for a system not stabilized with surfactants or with less effective surfactants 
i.e. surfactants that do not stabilize the emulsion very well. When the droplet pairs reach such a geometrical 
constriction, the merging of the two droplets is induced by slowing down the leading droplet at the 
constriction while the second droplet arrives and is pushed towards the first one. Depending on the exact 
paramerters the merging occurs either when the droplets are brought in contact or when the first droplet is 
flowing through the constriction during the re-separation of the two droplets. This technique has the lowest 
demands on the device fabrication and operation. Downstream mixing of the reagents proceeds very 
efficiently due to the twisty flow pattern inside the droplets generated by the flow induced friction of the 
surfactant lamellae with the channel walls.  
 
 Due to the particular concentration gradient present in case of merged droplets that are flowing behind 
each other, the mixing in the droplet is particularly fast as we will explain in the following. In case of a 
chemical gradient perpendicular to the flow direction mixing can be accelerated by repeatedly altering the 
symmetry of the flow pattern by back fold channel geometry. However, in the situation considered here, 
where two droplets are combined that are flowing behind each other, the resulting chemical gradient is along 
the flow direction and the symmetry of the concentration gradient does not need to be altered by a back fold 
or winding channel geometry. In this geometry the elongation of the merged droplet at the constriction and 
the followed expansion in the wider channel also promotes faster mixing.  
 
 In our experiments, two kinds of droplets were produced equally spaced but with different volumes; 
both droplets do not touch the sidewalls of the microfluidic channel (see Figure 4). Due to the parabolic flow 
profile, small droplets move to the center of the channel where they experience a larger mean flow velocity 
and travel faster than larger ones [18]. Accordingly, at a small distance downstream from the production unit, 
we find clearly separated droplet pairs where the larger droplet is leading and the smaller droplet is trailing 
behind. The coalescence occurs at the constriction as explained earlier.  
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Figure 4. Optical micrograph showing the self-synchronized pair-wise production of different kinds of 
monodisperse droplets using a double step-emulsification device and the subsequent formation of separated 
droplet pairs and merging of two droplets at a geometrical constriction. The aqueous phase injected from the 
bottom channel is colored with nile blue for clarity. Scale bar: 200 μm. 
 
4  PLATINUM DOPED SILICA CATALYSTS 
We demonstrate the potential of our microfluidic scheme by producing mesoporous platinum doped silica 
particles from complex sol-gel precursor solutions with properties suitable for heterogeneous catalytic 
activities. The long and stable operation conditions of this reaction scheme allow producing sufficient 
quantities of the silica particles for quantitative analysis of their surface area and pore size. Furthermore, we 
characterize the microfluidically produced catalysts and compare them to commercially available products of 
identical chemical composition. 
 
 The two kinds of monodisperse droplets A and B were produced with different volumes (see Figure 5) 
for the sake of the subsequent droplet merging (droplet C) at the geometrical constriction as explained in the 
previous section. A rapid acid catalyzed hydrolysis of TMOS occurs in the aqueous solution A even before 
dispensing it into droplets A at pH 1-2. Because of the high molar ratio of Si:H2O (r > 10) and the nearly 
nonexistent retarding effect of the methoxide group on the hydrolysis rate, a rapid and nearly quantitative 
hydrolysis of the precursor to silicic acid can be assumed within a few minutes [7]. The formation of the 
silica gel, however, is very slow at this pH range. To accelerate the condensation of silicic acid in our 
microfluidic synthesis route, we combined the TMOS containing droplets A with the ammonia containing 
droplets B to form droplets C and thereby adjust the pH to be between 6 and 7, above the iso-electric point of 
silica (pH > 3), where the gelation time is minimum [7,8] .  
 
 Mixing within the merged droplet C is performed within a travel distance of 500 µm, which corresponds 
to about twice the drop length, respectively within about 100 ms at a typical flow velocity of about 8 mm/s. 
To ensure that the pH of the droplets is not influenced by the large concentration of the fluoroalkyl groups of 
the surfactant [19], which might be also slightly soluble in the aqueous phase, we performed control 
experiments using the same microfluidic scheme, whereas a pH indicator was added to one of the droplets 
[Methyl red: red at pH below 4.4, yellow at pH over 6.2, and orange in between (see Figure 5a). 
Bromothymol blue: yellow at pH below 6, blue at pH over 7.6 and dark green in between (see Figure 5b)]. 
With these reactions we could confirm that the pH for our sol-gel reaction is in fact between 6.2 and 7.6 
which is desired for faster gelation and can exclude a significant pH change by the large concentration of 
surfactant.  
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Figure 5.    Control experiments to confirm that the pH of the droplets is in the desired range of pH 6 to 8 
where the gel formation time is minimal and not influenced by the large concentration of the surfactant. 
Scale bar: 150 µm. (pH indicator: (a) methyl red (pH > 6.2), (b) bromothymol blue (pH < 7.6)). 
The merged droplets C are subsequently given some time to develop the gel network in a delay line. In 
order to avoid the formation of clumps of silica gel at the rear side of the droplets [20] due to the motion 
induced twisty flow pattern inside the droplets, we reduce the flow velocity of the droplets in the delay line. 
Moreover, the emerging convective flow pattern in the merged droplet is further reduced since the droplets 
do not touch the side walls of the delay line. This is achieved by increasing the microfluidic channel width 
and guiding the gel particles into Teflon tubing with a cross sectional area which is more than ten times 
larger than that of the microfluidic channel. Also, to adapt our microfluidic scheme for this sol-gel synthesis 
and to ensure that the droplets do not undergo any unwanted coalescence events in the delay line or sticking 
to each other, the distance between the merged droplets C is increased by adding continuous oil phase after 
the back fold channels (see Figure 6), before entering the delay line.  
 
Figure 6.   End of the back fold channel geometry with a side channel to inject continuous phase to increase 
the inter droplet distance. Scale bar: 150 µm. 
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 The Teflon tubing is about 1 m in length and coiled up in a temperature controlled chamber at 65 °C, 
accelerating the gel formation and the removal of the solvent from the droplets. After a residence or flow 
time of about 20 min in the Teflon tubing, the monodisperse silica-gel particles are collected outside of this 
microfluidic device in a beaker containing the same perfluorinated continuous phase, which is also kept at 
the same temperature. In this beaker, the gel particles remain under continuous stirring for another 2 h, to 
ensure that the network formation has been completed and to gently evaporate remaining solvent. The 
collected gel particles are removed from the beaker and subsequently stored at room temperature for about 
48 hours. To remove the remaining organics and surface absorbed species, the gel particles are calcined at an 
elevated temperature.  
 
 To determine the calcination temperature required for the synthesized silica gel particles a thermo-
gravimetric analysis was performed using a TGA/DSC1 (Mettler-Toledo GmbH, Germany). It is important 
to determine an optimum temperature that is as high as needed to remove all organics but as low as possible 
not to densify the porous silica.  The silica particles were filled into an alumina cup and heated at ramp rates 
of 10 °C/min from ambient temperature to 800 °C. The reference material was an empty alumina cup. A flow 
of synthetic air (O2 and N2 only) of 40 ml/min, was maintained during the experiment. Evolving gases were 
monitored online with a Balzers ThermoStar GSD 300 T quadrupole mass spectrometer. Figure 7 shows the 
recorded TGA curve. With mass spectrometer signals, the mass loss of the samples was mainly divided into 
two temperature regions: from ambient temperature to 120 °C water was evolved and between 120 to 550 °C 
perfluorodecalin (PFD) oil passed out at the lower temperatures (small peak between 120 °C to 250 °C in 
Figure 7) and combusted at higher temperatures leading to CO2 desorption (small peak between 300 °C to 
420 °C in Figure 7). As a result, a minimum temperature of about 500 °C is required for calcination to expel 
all volatile organic components completely from the silica gel particles. Accordingly, all the collected 
particles that were used for the analysis were calcined at a temperature of 550 °C. A close look at the surface 
morphology of these particles clearly shows a difference depending on the Pt concentration added. Scanning 
electron micrographs (Figure 8) of platinum doped silica particles revealed a cloudier surface morphology 
than silica particles without platinum doping. 
 
Figure 7.    Thermo-Gravimetric Analysis (TGA) curve of the silica particles produced. 
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Figure 8.   SEM images of Pt doped silica microspheres: (a) 3 mol. % (20 wt. %), (b) 7 mol. %. (46 wt. %). 
Scale bar: 1 µm. 
 In order to compare the composition and characteristics of the platinum doped silica particles produced 
via our microfluidic synthesis scheme with a commercially available platinum doped silica sample, we 
bought a commercial  platinum doped silica catalyst (ABCR GmbH, Germany). This was used as a reference 
material for comparison. X-ray fluorescence (XRF) analysis of the samples was carried out to check the 
platinum content in the reference material. Results revealed about 30 wt. % of platinum in the reference 
material. To allow for the quantitative comparisons, the microfluidic synthesis recipe was adjusted 
accordingly to produce platinum doped silica particles with the same platinum content as the reference 
material (Table 1). Moreover, Transmission Electron Micrographs (TEM) indicated both the candidates for 
comparison had metallic platinum arranged in face centered cubic lattice (see Figure 9). 
 
Material 
Specific Surface Area 
SSA (m2/g) 
Pore radius 
(nm) 
Pt 
(mol. %) 
Si 
(wt. 
%) 
Pt/SiO2 – microfluidic 
synthesis scheme 
590 
(± 20 m2/g) 
1.994 4.91 mol. % 67.93 
Pt/SiO2 – 
ref. material (ABCR) 
138 
(± 20 m2/g) 
12.468 4.43 mol. % 
 
70.46 
Table 1.    Characterization results from the BET isotherms and XRF Analysis.  
 
Figure 9.  TEM micrographs for (a) bulk synthesized reference platinum on silica, (b) microfluidically 
synthesized platinum on silica. Scalebar: 100 nm. 
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 To investigate if the microfluidically produced platinum doped silica particles are catalytically active, 
emissivity corrected InfraRed Thermography (ecIRT) [12-14] was used for initial screening of catalyst 
libraries. The test was done for the propane (C3H8) oxidation reaction with the feed gas consisting of 
C3H8/O2/N2 and with a composition of about 0.4/20/79.6 vol. % at a flow rate of 50 ml/min. ecIRT image of 
a library is shown in Figure 10. Commercially available industrial catalyst material Hopcolite (mixture of 
copper and manganese oxides) (Sigma Aldrich GmbH) was also used as a reference for this screening. It can 
be inferred from this screening that the microfluidic platinum doped silica particles were found catalytically 
active through the resulting differential temperature calculated by the software program. To understand the 
catalytic activity more precisely, conventional fixed bed catalyst testing was additionally performed. 
 
Figure 10.   Emissivity corrected infrared thermography (ecIRT) image for propane oxidation reactions. 1: 3 
mol. % (20 wt. %) microfluidic Pt doped silica, 2: 7 mol. %. (46 wt. %) microfluidic Pt doped silica, 3: 
Hopcolite as reference. 
Conventional fixed bed tests [15] were done with platinum doped silica particles produced by our 
microfluidic synthesis scheme as well as with bulk produced reference material from ABCR for the propane 
oxidation reaction. Both the samples were tested in the fixed bed reactor [21] with a total feed flow rate of 50 
ml/min with operating temperature between 150 up to 350°C and a feed gas concentration of  C3H8/O2/N2 = 
0.2/5/94.8 vol. %. The catalytic behavior of the particles was evaluated by measuring propane conversion 
versus temperature (see Figure 11). For best possible catalytic activity, it is very important for this 
conversion to take place at low temperatures [22]. Accordingly, the temperatures of 50 % conversion (T50) 
were read out from the curves to compare the combustion activities of the catalysts. T50 for the reference 
ABCR sample (half filled circles in Figure 11) is about 425 °C and is significantly higher than that of 
catalysts produced via microfluidic synthesis scheme (295 °C) (half filled diamonds in Figure 11). For 
comparison, pure silica particles without platinum doping were also tested and were found with no catalytic 
behavior as expected (half filled pentagons in Figure 11). This shows that platinum doped on silica particles 
produced via microfluidic synthesis scheme is clearly favorable for propane oxidation reactions than those 
available commercially.  
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Figure 11.    Temperature dependence of the conversion of propane on Pt/SiO2 in a gas phase flow reactor 
with reaction in increment order of temperatures from 200°C to 480°C. Dots: commercially catalyst, 
diamonds: microfluidically produced catalyst, pentagons: microfluidically produced silica particles with 
zero Pt concentration. 
 To explain the superior catalytic behavior obtained for catalysts produced via our microfluidic synthesis 
scheme over the commercial catalysts, BET analysis was done to determine the respective porosity of the 
silica matrix using nitrogen as adsorbate. The specific surface area of the ABCR reference catalyst particles 
was determined to be around 138 m2/g (± 20 m2/g) with a pore size distribution maximum at 11.6 nm (± 0.2 
nm) pore radius with a cumulative pore volume of 0.28 cm3/g (± 0.02  cm3/g). Similarly, the porosity and the 
pore volume of the microfluidically synthesized platinum doped silica particles are investigated in a similar 
manner by a BET analyzer. The specific surface area of the produced catalyst particles averaged over several 
production runs and for various measurements was determined to be around 590 m2g-1 (± 20 m2/g) with a 
pore size distribution maximum at 1.9 nm (± 0.1 nm) pore radius and a cumulative pore volume of 0.54 
cm3/g (± 0.02  cm3/g). The corresponding BET isotherms and pore size distribution are shown in Figure 12. 
Platinum doped silica catalysts prepared via our microfluidic synthesis scheme are superior in surface area 
by more than 3 times compared to the commercial catalysts (reference material). Moreover, our 
microfluidically produced silica supported catalyst has much smaller pores than the commercial reference 
material. This might be a result of the fast mixing inside the droplets, the precise reaction control and due to 
the fast diffusions times of the solvent out of the silica network. From the obtained results it is clear that our 
novel droplet-based microfluidic sol-gel reaction scheme offers great possibilities to synthesize catalyst 
materials with superior properties than commercially available catalyst products.  
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Figure 12.  (a) BET Nitrogen adsorption-desorption isotherm of the reference platinum doped silica catalyst 
(ABCR GmbH), (b) Pore size distribution. Vads = adsorbed volume, p/p0 = reduced pressure, Vpore = pore 
volume, r = pore radius. 
 
 
5 CONCLUSION 
We have presented a novel droplet-based microfluidic reaction scheme to perform chemical reactions with 
precise volume and process control that allows for fast reactions even forming gels or precipitates. The 
important steps developed for this scheme are the synchronized production of droplet pairs containing 
different reactants, controlled merging of the droplet pairs and mixing of the reactants inside the merged 
droplets.  We proved this microfluidic scheme by performing sol-gel reactions to produce silica particles and  
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platinum doped silica particles with superior properties. From the obtained results we can conclude that the 
droplet-based microfluidic reaction scheme offers great possibilities to perform complex chemical reactions 
and to synthesize materials with superior properties that were not possible with any existing microfluidic 
approach. This type of droplet-based microfluidic scheme is thus expected to have a large potential not only 
for synthesizing reactions but also for drug screening purposes or even combinatorial approaches when being 
combined with techniques to manipulate, redistribute and split merged droplets. 
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Abstract:
Particle concentration is a basic operation needed to perform washing steps or to improve
subsequent analysis in many (bio)- chemical assays. In this article we present ﬁeld free,
hydrodynamic accumulation of particles and cells in droplets within rectangular micro-
channels. Depending on droplet velocity, particles either accumulate at the rear of the
droplet or are dispersed over the entire droplet cross-section. We show that the observed
particle accumulation behavior can be understood by a coupling of particle sedimentation
to the internal ﬂow ﬁeld of the droplet. The changing accumulation patterns are explained
by a qualitative change of the internal ﬂow ﬁeld. The topological change of the internal
ﬂow ﬁeld, however, is explained by the evolution of the droplet shape with increasing
droplet velocity altering the friction with the channel walls. In addition, we demonstrate
that accumulated particles can be concentrated, removing excess dispersed phase by
splitting the droplet at a simple channel junction.
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Particle concentration is a basic operation needed to perform washing steps or to improve subsequent analysis in many (bio)-
chemical assays. In this article we present field free, hydrodynamic accumulation of particles and cells in droplets within rectan-
gular micro-channels. Depending on droplet velocity, particles either accumulate at the rear of the droplet or are dispersed over
the entire droplet cross-section. We show that the observed particle accumulation behavior can be understood by a coupling of
particle sedimentation to the internal flow field of the droplet. The changing accumulation patterns are explained by a qualitative
change of the internal flow field. The topological change of the internal flow field, however, is explained by the evolution of
the droplet shape with increasing droplet velocity altering the friction with the channel walls. In addition, we demonstrate that
accumulated particles can be concentrated, removing excess dispersed phase by splitting the droplet at a simple channel junction.
1 Introduction
Particle accumulation and concentration are integral compo-
nents of many (bio-)chemical assays. Particles are regularly
used as solid supports for catalysts or their functionalized sur-
face is employed to detect or specifically harvest molecules af-
ter a reaction, e.g. in bead based PCR amplification of DNA1
or in immunoassays2. Accumulation and concentration of par-
ticles is often desired for these applications. Similarly, the
separation of cells from surrounding medium is often required
to concentrate the cell suspension for further analysis or to
remove cells which interfere with subsequent analysis of the
medium, e.g. in blood plasma analysis3,4.
A large variety of passive5–9 and active10–12 particle or cell
concentration approaches have been developed for continuous
flow microfluidics to satisfy the need of ’on-chip centrifuga-
tion’, some approaches even capable of sorting different fam-
ilies of particles or cells13,14. In contrast, particle separation
and concentration inside droplets, is much more complex due
to the three dimensional recirculative flow profile emerging in
confined droplets moving inside microfluidic channels. The
strong swirls prevent the use of most continuous flow con-
centration or separation methods, as particles are quickly re-
dispersed over the entire droplet cross-section. Nonetheless,
† Electronic Supplementary Information (ESI) available: [Details on device
fabrication, µPIV and fluorescence microscopy experiments along with addi-
tional ’phase-like’ diagrams are given in the supplement].
a Saarland University, Experimental Physics, Saarbru¨cken, Germany.
Fax: +49 681 302 71700 ; Tel: +49 681 302 71777; E-mail:
r.seemann@physik.uni-saarland.de
b Max Planck Institute for Dynamics and Self-Organization, Go¨ttingen, Ger-
many.
some active methods succeed in particle concentration within
droplets, e.g. by pulling magnetic particles to one side of a
droplet while the droplet is split at a channel junction15,16.
However, active methods require additional components like
electrodes or magnets to be included into the chip design, in-
creasing chip complexity and fabrication cost. Thus, passive
methods are usually preferred.
Recently, the first passive method for particle17 and blood
cell18 concentration inside elongated droplets flowing in
round tubing has been reported. In both reports, particles or
cells were found to concentrate within a single cloud at the
rear center of the droplet. Particles were found to recircu-
late within this particle cloud and the length of the particle
cloud was shown to increase linearly with droplet velocity un-
til limited by the droplet length. The observed accumulation
effect was shown to be primarily caused by a coupling of grav-
ity driven sedimentation to the well known internal flow field
of the droplet, which basically consist of a forward velocity
of the dispersed phase in the droplet center, that recirculates
close to the channel walls19,20. The center velocity is propor-
tional to the traveling velocity of the droplet, in agreement to
the observed growth of the particle accumulation cloud with
droplet velocity. Additional vortices are present in the caps of
elongated droplets and particles were found to accumulate in
these caps, independent of the droplet velocity17. However,
most microfluidic systems feature rectangular channel cross-
sections in which droplets do not fully expand into the channel
corners. Due to interfacial tension, the droplet interface as-
sumes the shape of circular arcs in the channel corners. Thus,
droplets do not block the entire rectangular cross-section and
continuous phase can bypass the droplet through the remain-
1–9 | 1
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2 EXPERIMENTAL SECTION
ing gutters21,22. The locally varying drag exerted by the sur-
rounding continuous phase within the gutters or the thin films
in vicinity of the channel walls leads to a complex flow field
inside of droplets. This complex flow field is influenced by a
plethora of parameters such as viscosity ratio of the dispersed
and continuous phase, droplet velocity, interactions between
subsequent droplets, and interfacial tension23–28.
In the present article we explore a passive accumulation ef-
fect of particles or cells inside droplets in rectangular micro-
channels.In contrast to the observed behaviour in round chan-
nels, particles and cells are found to accumulate in two dis-
tinct clouds close to the channel sidewalls at the rear of elon-
gated droplets. An example of accumulation of yeast cells
(bright objects) is shown in Fig. 1. The emergent accumula-
tion behavior will be explained in terms of experimentally de-
termined internal flow fields. The internal flow field, however,
will be shown to evolve qualitatively with increasing droplet
velocity, which in turn will be demonstrated to be induced by
a changing outer droplet shape.
Fig. 1 Dark field micrograph showing the accumulation of yeast
cells (W303) fixed by chloroform in a phosphate buffered saline
(PBS) droplet surrounded by n-hexadecane with 2wt.% Span 80.
Channel height is 58µm and Ca≈ 2.3 ·10−4. Arrows visualize the
cell trajectories within the accumulation zones.
2 Experimental Section
The channel layout is shown in Fig. 2. Microfluidic devices
with a constant channel height of 100µm were produced in
Polydimethylsiloxane (PDMS) by standard softlithography29,
cf. SI 1 for details. The observation, storage and inlet chan-
nels have identical channel width of 300µm, allowing for
controlled production of elongated droplets of variable length
ranging from 0.4−3.5mm. The wavy structure after the junc-
tion between storage and flush channel allows to homogenize
the shape of the droplet and to redisperse particles after droplet
storage. Measurements were performed after the maximum
length of the straight segments right before the curved parts.
The basic liquid system used in all experiments was com-
prised of ultra-pure water (GenPure, TKA) of viscosity µ1 =
1mPas as dispersed phase and n-hexadecane (Alfa Aesar)
with 2wt% of the surfactant Span 80 (ABCR) of viscosity
µ2 = 3.3mPas as continuous phase. The liquid/liquid inter-
facial tension was determined to γ = (3.5±0.1)mN/m by the
pendant drop method (OCA20, DataPhysics).
Volumetric flow rates were adjusted using custom built,
computer-controlled precision syringe pumps. To reduce par-
ticle sedimentation within the syringe, the syringe pump of
the dispersed particle suspensions was hung vertically and a
magnetic stirrer was inserted into the syringe and externally
driven by a rotating permanent magnet30. However, a certain
variation in particle concentration could not be avoided due to
sedimentation in the tubing and the inlets of the chip itself.
The used particles were selected by their sedimentation
velocities vs = (ρp − ρ1)gd2p/18µ1, assuming force balance
between buoyancy, gravity and Stokes friction. Here, ρp
and ρ1 are the densities of the particles and the dispersed
phase, respectively, g is the gravitational acceleration and
dp is the particle diameter. Three different types of par-
ticles were used providing different sedimentation veloci-
ties vs, without significantly altering the interfacial tension
or dispersed phase viscosity. Aqueous suspensions of Poly-
Methylmethacrylate (PMMA) particles (dp = 8µm, Sigma
Aldrich) and Polystyrene (PS) particles (dp = 10µm, Sigma
Aldrich) and a dry powder of Silica spheres (dp = 5µm,
Whitehouse Scientific) were added to pure water at parti-
cle concentrations of 6.3 · 107 ml−1, 2.3 · 107 ml−1 and 6.6 ·
107 ml−1, respectively. The selected particle diameters are in
the range typically used within microfluidic bioanalytic sys-
tems. To entirely eliminate gravity driven sedimentation by
density matching, the PS particles were added to a dispersed
phase consisting of a mixture of heavy water and pure water
at a particle concentration of 2.8 ·107 ml−1, again without sig-
nificantly changing µ1 and γ . An overview of the four tested
particle/liquid systems is presented in Table 1.
Table 1 Particle/liquid systems
Particles Dispersed ρp−ρ1 vs
(dp) -Phase [g/cm3] [µm/s]
Silica (5µm) H2O 0.9 - 1.3 15.7±3.8
PMMA (8µm) H2O 0.19 6.7±0.3
PS (10µm) H2O 0.05 2.7±0.2
PS (10µm) H2O + D2O 0 0
Particle accumulation patterns were recorded using optical
microscopy (Leica Macroscope Z16) and a CCD (PCO1600)
or a highspeed CMOS camera (PCO 1200hs). Only images
of droplets containing sufficient particles to clearly show the
accumulation patterns were used for further analysis. The
droplet length l0, the length of accumulation zone la (cf.
Fig. 1) and the droplet velocity v0 were directly determined
from the recorded time series.
The flow fields inside of droplets were determined by µPIV
in x− y planes of the device, cross-correlating fluorescence
2 |1–9
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3 RESULTS AND DISCUSSION 3.1 Particle accumulation patterns
Fig. 2 Sketch of the channel layout.
microscopy images of suspended Polystyrene tracer particles
(dp = 1µm FluoroMax Red, Thermo Scientific). The same
optical setup used for µPIV was also employed to character-
ize the thickness of the oil layer surrounding the droplet. For
these experiments, the continuous phase was fluorescently la-
beled adding Fluorescein27 (Radiant Dyes), without signifi-
cantly changing the interfacial tension and viscosity. The local
oil thickness could then be characterized by measuring the lo-
cal fluorescence intensity. For both, fluorescence microscopy
and µPIV, the droplet length was kept constant at an average
value of (1.2±0.1)mm due to the limited field of view of the
microscope objective, cf. SI 2 for details.
3 Results and discussion
Aqueous droplets were continuously produced in a surround-
ing oily phase using the T-junction until the storage channel
of the device was filled with droplets of the desired length,
cf. Fig. 2. Subsequently, continuous phase was inserted sym-
metrically through the ring-channel connected to the flush in-
let, removing all droplets from the long observation chan-
nel. To start an experiment, one isolated droplet was injected
from the storage channel into the observation channel. Sub-
sequently, the droplet was accelerated by injecting continu-
ous phase through the flush inlet. This approach allows to
characterize particle accumulation, droplet shapes and flow
fields inside of isolated elongated droplets at various length
and droplet velocities. Additional complexities by interactions
between subsequent droplets are avoided.
3.1 Particle accumulation patterns
Three different particle types of different size and density
and thus different sedimentation velocity vs were used to test
for the influence of gravity driven sedimentation in droplets:
Silica particles (dp = 5µm, vs ≈ 16µm/s), PMMA parti-
cles (dp = 8µm, vs ≈ 7µm/s) and PS particles (dp = 10µm,
vs ≈ 3µm/s). Additionally, a density matched system con-
sisting of PS particles (dp = 10µm) in a H2O + D2O mixture
was used with a sedimentation velocity of vs ≈ 0. For sed-
imenting particles, three different particle accumulation pat-
terns were observed as function of Ca = µ2v0/γ for different
droplet length l0. Here, µ2, v0, γ denote the viscosity of the
continuous phase, the droplet traveling velocity, and the inter-
facial tension, respectively. Examples of the three accumu-
lation regimes are shown in Fig. 3a for the PMMA particles
having medium sedimentation velocity and are mapped in a
’phase-like’ diagram in Fig. 3b.
For low Ca, typically O(10−4), all particles accumulate in
two distinct zones at the rim of the droplet (’accumulation
regime’), cf. left box in Fig. 3a and left region in Fig. 3b.
Within these zones, particles have been observed to move in
closed loops, cf. indicated trajectories in Fig. 1. At the droplet
rim, close to the channel walls, particles are transported to
the droplet front at comparatively high velocity. During this
transport, particles also move towards the droplet center and
decelerate until finally being transported back to the rear of
the drop. Typically, the accumulation zones decrease in width
along the droplet length l0, as more and more particles are
transported backwards. Depending on l0, the accumulation
zones can either span the entire length of the droplet or, for
longer droplets, have an accumulation length la < l0. Increas-
ing Ca leads to a reduction of la, see square symbols in Fig. 3c
and a transition to the ’intermediate’ regime at Ca & 10−3 is
found for all tested l0, cf. middle box of Fig. 3a and center
region of Fig. 3b. This peculiar particle accumulation behav-
ior contrasts previous findings in round tubing17. Within the
’intermediate’ regime the two accumulation zones are main-
tained but their length further decreases with Ca and an in-
creasing amount of particles becomes dispersed across the
droplet cross section. The accumulation zones finally disap-
pear and particles are dispersed across the entire droplet, c.f
right box in Fig. 3a, in agreement to previous observations
at high droplet velocities in round channels17. This ’mixing
regime’ was found at large Ca for sufficiently short droplets
l0 < 1mm, cf. Fig. 3b.
Increasing the particle sedimentation velocity vs by a fac-
tor of 2.4 compared to the PMMA particles by using the silica
particles, the same qualitative particle accumulation behavior
was observed, cf. Fig. SI 1a. The transitions between the three
accumulation regimes were only slightly shifted to higher Ca
compared to the PMMA particles, whereas the relative length
la/l0 of the accumulation zones remains constant, cf. circles
in Fig. 3c. In contrast, reducing vs by a factor of 2.5 com-
pared to the PMMA particles by using the PS particles, re-
sults in a significant change in particle accumulation behavior,
cf. Fig. SI 1b. The ’accumulation’ regime disappears in the
tested parameter range and could only be found for very long
droplets l0 ≥ 4mm at very small Ca ∼ O(10−4). For such
small sedimentation velocity vs, the ’intermediate’ regime
was predominantly found at low Ca while complete mixing
was observed for all tested droplet length at Ca > 1.5 · 10−3.
Upon completely eliminating sedimentation using the den-
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sity matched system, no particle accumulation could be ob-
served for the explored droplet length 0.5mm ≤ l0 ≤ 5mm
and 1 ·10−4 ≤Ca≤ 6 ·10−3. Obviously, particles accumulate
in certain patterns for sufficiently large vs but will follow the
internal flow when the sedimentation velocity vs is too small.
Fig. 3 Classification of the observed particle patterns as observed
for the dp = 8µm PMMA particles. a) Upper row: Micrographs of
the shortest tested droplet family; lower row: sketches. Particle
accumulation in two distinct zones (left, red), ’intermediate’ regime
(middle, green), complete ’mixing’ regime (right, blue). b)
’phase-like’ diagram showing the accumulation behavior as a
function of l0 and Ca. c) Normalized accumulation length la/l0 as a
function of Ca for dp = 8µm PMMA (squares) and dp = 5µm silica
(dots) particles. To be able to span a large range of Ca, the probed
droplet length was limited to 1−2mm.
The different particle accumulation behavior in round and
rectangular channels results from the different flow pattern as
will be clarified in this article. To explain the observed par-
ticle accumulation regimes, the variation of the droplet shape
is explored as a function of Ca in sec. 3.2. The varying outer
droplet shape is used in sec. 3.3 to explain the emerging flow
fields in droplets. Finally, the particle accumulation regimes
are explained by the internal flow fields in sec. 3.4.
3.2 Outer shape of droplets
To determine the shape of the droplet interface, the continu-
ous phase was dyed fluorescently. Focusing on the bottom of
the channel, the fluorescence intensity was observed to be pro-
portional to the local layer thickness of the continuous phase,
cf. SI 2 for details. Figure 4a shows a contour plot of the
oil film thickness at three different Ca. The apparent contact
area of the droplets with the channel bottom is dotted for bet-
ter visualization. Three different regions are labeled in the
contour plots. At low Ca = 0.8 · 10−3, the droplet is in close
contact to the channel bottom along the entire droplet length
close to the sidewalls (region 1), as well as in the front half of
the droplet. The front interface of the droplet (region 2) has
a circular shape. Only in the rear half of the droplet the film
rearranges, growing in height towards the rear starting from
the droplet center-line (region 3). Increasing Ca to 2.8 ·10−3,
the contour plot reveals changes both in the profile of the oil
film and in the outer shape of the droplet. The front cap of
the droplet (region 2) becomes more pointed, which indicates
an earlier lift-off of the droplet interface from the channel bot-
tom. At the rear of the droplet, a lift-off from the sidewalls is
observed. Close to the channel sidewalls (region 1) the droplet
maintains apparent contact with the channel bottom, while the
thickness of the surrounding oil film increases in the middle
of the droplet. Further increasing Ca to 6.2 ·10−3 finally am-
plifies all of these trends: The apparent contact to the channel
bottom is further reduced to elongated areas close to the side-
walls (region 1) while the thickness of the oil film is further
increased in the middle of the droplet, forming a tongue of
continuous phase that extends along the entire droplet length
(region 3). It is also visible that the droplet width at the rear
side is reduced with growing Ca, indicating an increased gut-
ter width at the rear of the droplet.
The observed evolution of the thin film profile is in good
qualitative agreement to the analytical predictions of Wong21,
who calculated the evolution of thin films of continuous phase
surrounding incompressible, inviscid bubbles with a surfac-
tant free interface. However, for the described Ca range, the
absolute variation of the continuous phase film thickness is
small and the drag at the top and the bottom of the rectangular
channel will remain about constant. Changes of the gutter ge-
ometry are expected to be more relevant, as variations of the
drag exerted on the dispersed phase by the continuous phase
bypassing the droplet through the gutters will cause changes
in the internal flow field.
The left tile of Fig. 4b presents fluorescence intensity pro-
files measured within the gutter region along the entire droplet
length close to the channel sidewalls. The fluorescence inten-
sity determining the gutter height was measured about 9µm
from the estimated position of the channel sidewalls and av-
eraged over both sides of the droplet, indicated by the dashed
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lines in the lower tile of Fig. 4a, cf. SI 2 for further details.
For very small Ca = 0.2 ·10−3 the droplet is nearly at its equi-
librium shape with an approximately constant gutter height,
as can be seen by the constant fluorescence intensity along
the droplet length. The constant gutter height is sketched by
the dashed line in the right tile of Fig. 4b. Increasing Ca to
3.3 · 10−3, however, the gutter height increases at the droplet
rear while it decreases towards the droplet front. This agrees
with the growing oil layer thickness between the rear of the
drop and the sidewalls, as observed in the contour plots of
Fig. 4a. Increasing Ca to 7.9 ·10−3 results in a further increase
of the gutter height at the rear of the droplet. Obviously, the
droplet changes its shape with increasing Ca and the contact of
the droplet with the channel sidewall is significantly reduced
at the rear and slightly increased at the front, cf. solid (red) line
in the right tile of Fig. 4b. This changed droplet shape at high
Ca leads to a higher drag with the sidewalls at the front of the
droplet whereas the flow in the rear part of the droplet is ex-
pected to be primarily influenced by the bypassing continuous
phase through the increased gutters. As the drag between the
dispersed phase and the thin films of continuous phase close
to channel walls, respectively to the continuous phase in the
gutters determines the internal flow pattern in the droplet, a
topographical change of the internal flow pattern with increas-
ing Ca is expected.
Fig. 4 a) Contour plot of the oil film thickness close to the channel
bottom at z≈ 0. The area of apparent contact with the channel
bottom is dotted for better visualization. Lines correspond to equal
film height. b) Left: fluorescence intensity in the gutters close to the
channel wall (cf. dotted lines in a)) as a function of x/l0 for various
Ca. Data is averaged over several droplet images and smoothed by a
sliding average. Right: sketch illustrating the change of the apparent
contact line of the droplet with the sidewalls with Ca.
3.3 Flow field inside elongated droplets
Using µPIV, the 2D velocity components in x− y planes
within the droplet were measured at three different distances
from the bottom of the channel z = 20, 35, 50µm and for
different velocities. Figure 5 shows the resulting stack of
measured flow fields in the co-moving reference frame of the
droplets with an average length l0 = (1.2± 0.1)mm. The
droplet interface is illustrated as guide to the eye. Velocity
vectors measured by µPIV are displayed as small arrows. For
a better visualization, the main features of the flow are high-
lighted by larger grey (green) arrows.
The internal flow is directed backwards at areas where
droplets are in almost contact with the channels walls at y =
±150µm due to the large drag with the nearly stagnant sur-
rounding film of continuous phase between droplet and chan-
nel wall. Accordingly, the flow in planes close to the channel
bottom was always found to be directed backwards and is just
sketched for z≈ 5µm for a better visualization. Similarly, the
flow inside the droplet is mostly directed forward at the inter-
faces to the gutters where the continuous oil phase is bypass-
ing the droplets which are typically slower than the average
velocity of the continuous phase for the considered viscosity
ratio24,27,31. The contact areas of droplets with the channel
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walls and the size of the gutters change with increasing Ca
due to droplet deformation. Consequently the internal flow
field is altered.
In Fig. 5a the measured flow field inside a droplet moving
at Ca = 0.7 · 10−3 is shown. For such low Ca, a relatively
simple three dimensional flow profile is found. In the cen-
ter plane of the channel at z = 50µm, the main flow direc-
tion is towards the front of the droplet, except close to the
sidewalls. Small vortices can be found in the front and back
caps of the droplet, that are present in all measured planes.
In the planes at z = 35µm and z = 20µm, the flow at the
droplet/oil interface is directed to the front along the entire
droplet length, caused by the continuous phase bypassing the
droplet through the gutters. The flow in the middle of these
planes is directed backwards, as the dispersed phase has to re-
circulate within the droplet. Additionally, dispersed phase is
transported backwards close to the channel bottom. Thus, at
low Ca, the main feature of the three dimensional flow within
elongated droplets are four long vortex roles stretching along
nearly the entire droplet length, reflecting the symmetry of the
rectangular channel cross-section. For similar Ca, consistent
flow fields inside elongated droplets in rectangular channels
have been observed in references24,27.
At intermediate Ca, the characteristics of the flow field start
to change as a result of the varying droplet shape, as exem-
plified in Fig. 5b for Ca = 2.6 · 10−3. The backwards flow
found close to the sidewalls at z = 50µm begins to expand
into lower layers at the droplet front as the contact area of the
droplet with the channel side walls increases towards the front,
cf. the z = 35µm plane. The topological change of the over-
all flow profile indicates the emergence of new vortices and a
flow reversal at the droplet front and continues for increasing
Ca, as shown in Fig. 5c. At Ca = 5.5 ·10−3, droplet deforma-
tion leads to an even larger gutter height at the rear that rapidly
decreases towards the droplet front, cf. Fig. 4b. Consequently,
the apparent contact area of the droplet with the channel walls
decreases at the droplet rear and increases at the front. This
causes the backwards directed flow to expand further towards
the channel bottom, even reaching the layer at z = 20µm.
To stress the topological transition of the recirculative flow,
the x-component of the internal flow velocity close to the rim,
vrim, determined at z = 35µm planes along the droplet length
is plotted in Fig. 6 for several Ca. vrim is always positive for
Ca < 2 · 10−3. Thus, at low Ca, the flow at the droplet rim is
always directed towards the front. However, with increasing
Ca, vrim is found to significantly decrease at the front of the
droplet, as the contact of the droplet with the channel walls in-
creases. Above Ca≈ 2 ·10−3 the decrease of vrim at the droplet
front even results in a flow reversal at the droplet front. This
flow reversal, i.e. vrim < 0, clearly indicates the topological
change from a simple flow with four main vortices to a more
complex recirculative flow field. The flow reversal was found
Fig. 5 a) Averaged flow fields in three x− y planes for
z = 20, 35, 50µm in the co-moving frame of the droplets. Sketched
vectors close to the channel bottom and droplet interface are guides
to the eye. a) Ca = 0.7 ·10−3, b) Ca = 2.6 ·10−3, c) Ca = 5.5 ·10−3.
to occur at larger x-values, i.e. closer to the droplet front, in
planes closer to the channel bottom.
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Fig. 6 x-component of the measured velocity in the co-moving
reference frame along the droplet rim at z = 35µm. Data is averaged
within 30µm from the droplet interface over both sides of the
droplet. Positive velocities indicate flow direction of droplet motion.
A similar topological transition of the flow field was re-
ported for droplets in square micro-channels by Jakiela et
al.27, with a sharp transition at Ca≈ 1 ·10−3. However, in the
flow fields determined here, a rather continuous transition of
the internal flow fields with increasing Ca was found, which is
in agreement with the continuously changing droplets shape.
3.4 Explanation of particle accumulation
Knowing the Ca dependent internal flow fields resulting from
a changed droplet shape, we come back to the observed parti-
cle accumulation: Figure 7 compares micrographs illustrating
the particle accumulation pattern for high, medium and low
Ca to the corresponding internal flow fields determined in the
z = 35µm plane. Trajectories of particles trapped within the
accumulation zones are indicated by (red) arrows. Blurry par-
ticles outside of these zones in the ’intermediate’ regime in
Fig. 7 b and c recirculate all over the droplet cross-section.
Please note that the particle accumulation in Fig. 7a corre-
sponds to the ’accumulation’ regime whereas Fig. 7b,c cor-
respond to different Ca within the ’intermediate’ regime.
At low Ca, i.e. in the ’accumulation’ regime, the gutters
have a nearly constant height along the droplet. The contin-
uous phase bypasses the droplet through these gutters, thus
creating a three dimensional flow field inside the droplet that
consists of four long vortex rolls spanning the entire droplet
length. Following this flow field, particles suspended in the
dispersed phase are transported to the droplet front along the
rim of the droplet. If the sedimentation velocity of the par-
ticles is sufficiently large, i.e. here for the PMMA and the
silica beads, particles sink to the droplet bottom while being
Fig. 7 Comparison of flow fields at z = 35µm and micrographs
showing particle accumulation at corresponding Ca for the PMMA
particles in pure water droplets: a) Ca = 0.7 ·10−3, l0 = 1.5mm,
la/l0 = 0.83, b) Ca = 2.6 ·10−3, l0 = 1.5mm, la/l0 = 0.83 and c)
Ca = 5.5 ·10−3, l0 = 1.9mm, la/l0 = 0.31. Closed particle
trajectories within the accumulation zones visualized by arrows.
transported forward. During this process, particles slide down
the curved droplet interface which transports them towards the
middle of the channel. In layers close to the channel bottom,
the flow is directed backwards, transporting the sedimented
particles to the rear. When the particles reach the rear cap of
the droplet, the curved interface lifts them into higher layers,
where particles again get caught by the strong forward flow in
the gutter region, restarting the entire circle. The observed
closed trajectories of the particles are visualized by arrows
showing a good agreement between the particle accumulation
zones and the vortices at the rim of the droplet, cf. Fig. 7a.
For sufficiently large Ca, droplets deform as discussed in
section 3.2, which changes both the friction with the channel
walls and with the continuous phase bypassing the droplets
through the gutters. The changed friction induces a topologi-
cal transition of the flow field. The four main vortices found
at low Ca are replaced by a more complex pattern: In the
droplet rear, the internal flow close to the rim is directed for-
wards whereas a backwards flow emerges in the droplet front
in planes closer to the top and bottom of the channel. The
backwards flow, however, limits the length of the particle ac-
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cumulation zones in the ’intermediate’ regime as illustrated in
Fig. 7b and c. Thus, the extension of backwards flow regions
explains the decaying length of the accumulation zones la/l0
for increasing Ca, cf. Fig. 3c. Further increasing Ca, the inter-
nal flow inside the droplet becomes so vigorous that vs is too
slow for particles to sediment while being transported to the
droplet front. Thus, complete mixing is observed particularly
for short droplets at high Ca, cf. Fig. 3b.
In case of the PS particles with a 2.5 x lower sedimenta-
tion velocity compared to the PMMA particles, the particles
do not sediment fast enough for the studied droplet length.
Thus, even at low Ca, many particles reach the front cap of
the droplet, where the flow transports them towards the droplet
center. As a result the two accumulation zones at the droplets
sides are found in coexistence with circulating particles in the
droplet center (’intermediate’ regime). For the slower sed-
imenting PS particles the ’accumulation’ regime was found
only for very long droplets l0 ≥ 4mm. If sedimentation is en-
tirely eliminated by density matching, particles simply follow
the internal flow field and no accumulation was observed.
Obviously, the precondition for particle accumulation is
sedimentation. As the density of biological cells is typically
larger than the density of water or PBS buffer ,e.g. ρ(Yeast
W303)≈ 1.10g/cm3 32, ρ(E. Coli)≈ 1.16g/cm3 and ρ(Red
Blood Cells)≈ 1.14g/cm3 33, depending on cell cycle progres-
sion, environmental conditions and cell treatment, the present
accumulation effect can be applied to concentrate cells on
chip. Figure 1 presents one example of fixed yeast cells (bright
particles) which accumulate in two clouds at the rear of a
PBS droplet. Yeast represents a good model system due to
its spherical shape and relatively large cell diameter, typically
4−6µm, resulting in a sedimentation velocity comparable to
the used PS-particles in water. Accumulation of smaller and
non-spherical species such as Escherichia Coli or red blood
cells might deviate from the behavior of spherical particles. In
general, the relatively small density differences between cells
and surrounding buffer, in particular for small cell diameters,
demands for long droplets and Ca ≈ O(10−4) for successful
accumulation. Using shallower channels might facilitate cell
accumulation by reducing the sedimentation height and thus
lowering the threshold sedimentation velocity.
4 Conclusion and outlook
In the present paper a field-free particle accumulation effect
is presented and characterized, acting on particles suspended
in the dispersed phase of droplets flowing in rectangular chan-
nels, which are typically used in microfluidics. Three different
particle accumulation regimes are observed: accumulation of
all particles in two distinct zones at the rear side of the droplets
for small Ca, an intermediate regime with coexisting accumu-
lation zones and particles dispersed in the entire droplet for
intermediate Ca and complete mixing for large Ca. The emer-
gence of these patterns was explained by a coupling of gravity
driven particle sedimentation to the internal flow field of the
droplets. The internal flow field in droplets presents a topo-
logical transition upon increasing Ca, which has been shown
to be caused by a shape change altering the drag of the droplet
with surrounding continuous phase.
The present effect provides an efficient way to passively
concentrate particles as well as biological cells in droplet mi-
crofluidics, allowing to perform washing steps. By simply ad-
justing the droplet velocity or altering the channel dimensions,
particles can be easily accumulated or accumulated particles
can be resuspended. To exploit accumulation of small par-
ticles and cells, most applications additionally require a step
to finally increase the particle concentration within droplets.
Using the particular symmetry of the accumulation zones, the
channel geometry presented in Fig. 8 demonstrates one possi-
ble method to concentrate particles within different droplets.
The droplet enters a triple-junction, where the main channel
is split into three smaller channels. While passing the triple-
junction, the droplet is split into three sub-droplets and excess
dispersed phase is effectively removed by cutting out the de-
pleted center region of the droplet. Particles are trapped in
the two side droplets. Optimizing the channel dimensions and
potentially cascading several droplet splitting steps alternating
with merging steps of particle laden droplets, the particle con-
centration in the resulting droplets could be further increased.
Combining the presented particle accumulation with such a
concentration step potentially allows to include washing steps
on-chip, e.g. for chemical binding of reactants to the particle
surface and subsequent analysis.
The presented particle accumulation effect has been shown
to be robust with respect to particle properties. Increasing par-
ticle density and diameter both increase the sedimentation ve-
locity vs and thus facilitate particle accumulation. However,
once a sufficient sedimentation velocity is reached, particle ac-
cumulation did not significantly change within the examined
parameter range upon varying particle properties to further in-
crease vs. Particle accumulation is most effective in long and
wide droplets. In this situation, particle accumulation clouds
are not limited by droplet length leading to a wider parameter
range of the accumulation regime. Additionally, accumula-
tion zones were found to merge for small droplet width, mak-
ing concentration by splitting at triple junctions less effective.
The achievable throughput for particle concentration at triple
junctions is typically limited to few droplets by second due
to droplet length and the velocity range suitable for particle
accumulation, but could potentially be increased significantly
by parallelization of splitting junctions. Also, using shallower
channels might increase the achievable throughput by reduc-
ing the required sedimentation height. However, changing the
channel aspect ratio might also impact the internal flow field.
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Addenda
98
REFERENCES REFERENCES
Thus, it will be interesting for future studies to explore parti-
cle accumulation inside of droplets by systematically chang-
ing the aspect ratio of rectangular channels.
Fig. 8 Concentration of dp = 8µm PMMA-particles by splitting a
droplet showing particle accumulation. Channel height is ≈ 50µm
and Ca≈ 6.1 ·10−4.
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1 Device Fabrication
Experiments were performed in microfluidic chips produced
by standard soft-lithography1. In a first step, a negative photo
resists (Su-8-100, MichroChem) was spin-coated on a silicon
wafer, resulting in a resist film of (100±5)µm thickness that
determines the channel height of the final device. SU-8 50,
which is less viscous than SU-8 100, allows for lower film
thickness and was used for devices with a smaller channel
height, as used in Fig. 1 and Fig. 8. After transferring the
channel geometry by UV-exposure and developing the resist,
the resulting structure was used as a mold for device produc-
tion. Liquid PDMS (Sylgard 184, DowCorning) was mixed at
a ratio of base to curing agent of 10:1, poured onto the mold,
cured and subsequently peeled off. The resulting PDMS slap
containing the channel geometry was plasma bonded (Femto
Plasma-Cleaner, Diener Electronic GmbH) to a glass slide to
seal the channel after punching holes for inlets and outlets.
Teflon tubing was inserted into these holes and inlets were
connected to gas-tight glass syringes (Hamilton).
2 µPIV and fluorescence microscopy
Micro-Particle Image Velocimetry (µPIV) is a non-invasive,
optical method to measure 2D flow fields on a micro-scale,
first introduced by Santiago et al.2. In a µPIV experiment,
the movement of small fluorescent tracer particles dispersed
in the fluid and illuminated by two following laser pulses is
imaged by a microscope and a camera. Subsequently, the
two dimensional flow field in the image plane is calculated by
cross-correlation of the recorded particle patterns. The opti-
cal setup consisted of an inverted microscope (Axio Observer
Z1, Zeiss) with a motorized focal positioning system (motor-
ized z-axis) and equipped with a 10x0.45 air objective (Apoc-
hromat, Zeiss). Images were recorded at different z-positions
a Saarland University, Experimental Physics, Saarbru¨cken, Germany.
Fax: +49 681 302 71700 ; Tel: +49 681 302 71777; E-mail:
r.seemann@physik.uni-saarland.de
b Max Planck Institute for Dynamics and Self-Organization, Go¨ttingen, Ger-
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with a CCD camera (ImagerProX 2M, LaVision) coupled to
the microscope by a 0.63 x camera adapter (Zeiss). Sample
illumination was performed using a 532nm DPSS-laser (LaV-
ision, 2.72W) with pulse lengths ranging from 0.5ms to 2ms.
The setup was computer controlled and PIV processing of the
recorded images was performed using the DaVis 8.1.2 soft-
ware package (LaVision). In µPIV experiments, fluorescent
particles made of PS with a diameter of 1µm (FluoroMax
Red, Thermo Scientific) were mixed with the dispersed phase
at a concentration of about 3.1 ·109 ml−1.
One particular feature of µPIV is the use of volume illumi-
nation, which results in a typically unknown thickness of the
measurement plane, known as Depth of Correlation (DOC),
that depends on flow gradients, the tracer particles and the spe-
cific optical system. Estimating the DOC is crucial when plan-
ning experiments on complex 3D flows as present in droplets
in rectangular channels, as the final measured velocity vector
is a weighted average of all particle signals within the DOC.
Recently, Hein et al.3 published a method to precisely deter-
mine the DOC, considering out-of-plane gradients. Using this
method and estimating the out-of-plane gradients from exper-
imental data, the DOC in the present experiments was deter-
mined to vary between 11.2µm and 15.3µm. The vertical
distance between measured planes was chosen accordingly.
The optical setup used to measure the flow field inside of
elongated droplets by µPIV was also used to characterize the
thickness of the surrounding oil films and the depth of the oil
filled gutters in the corners of the channels. For these measure-
ments, the continuous phase was dyed with Fluorescein27 at
a concentration of 2g/l. Focusing on the bottom of the chan-
nel, the fluorescence intensity then is a function of oil layer
thickness. Calibration measurements performed on oil-filled
channels of heights ranging from 11µm to 68µm indicate a
linear increase of fluorescence intensity with oil layer thick-
ness. However, the presence of the curved droplet interface,
the channel walls and the second oil-filled gutter are expected
to influence the measured intensities, especially when deter-
mining the gutter height next to the channel walls, cf. Fig. 4b.
Thus, we refrain from converting the measured fluorescence
intensities into absolute height values, although converted gut-
1–2 | 1
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ter heights and oil film thickness surrounding the droplet quan-
titatively agree with theoretical predictions4. Instead, the data
in Fig. 4 is given in intensity counts and solely used to indicate
changes of the droplet shape with increasing Ca.
The droplet motion through the field of view poses addi-
tional complexities when measuring both the flow fields as
well as the fluorescence intensity of the oil phase that deter-
mines the height of the surrounding oil films. To reduce the
effect of outliers in the instantaneous flow fields calculated by
DaVis, a custom matlab script was used to perform averaging
over several measured droplets. First the droplet velocity was
subtracted from the measured flow fields to transform to the
co-moving frame of reference of the droplet. To account for
experimental fluctuations of droplet length, each vector field
was superposed by a grid of (45x11) boxes. All vectors inside
the same box were averaged, thus creating velocity fields of
a given size and a typical spacial resolution of (30x30)µm.
In a next step these velocity fields of uniform size were av-
eraged for each measured droplet velocity and each measure-
ment plane. Thus for each measured plane the x and y com-
ponents of the flow velocity were determined, whereas the
out-of-plane component is not accessible with the available
µPIV-system. The same averaging procedure with a grid of
(446x163) boxes was used for statistical analysis of the flu-
orescence intensity distribution of the surrounding oil layers.
Profiles in Fig. 4 and Fig. 6 were subsequently extracted from
the averaged data. vrim(x) was averaged over the boxes at the
droplet interface on both sides. The fluorescence intensity de-
termining the gutter height was averaged over three boxes on
each side of the droplet about 9µm from the estimated posi-
tion of the channel sidewalls. Subsequently, a smoothing over
the next 10 neighbors was used to reduce noise in the fluores-
cence signals.
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SI 1 ’Phase-like’ diagrams of particle accumulation for a) sil-
ica particles (Ø5µm) and b) PS particles(Ø10µm) within wa-
ter droplets surrounded by n-hexadecane. 2wt.% Span80 were
added to the continuous phase. Sketches on the right depict
the ’accumulation’, ’intermediate’ and ’mixing’ regime and
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Abstract:
Micro-particle image velocimetry (µPIV) uses volume-illumination and imaging of par-
ticles through a single microscope objective. Displacement ﬁelds are obtained by im-
age correlation and depend on all imaged particles, including defocused particles. The
measured in-plane displacement is a weighted spatial average of the true displacement,
with a weighting function W z that depends on the optical system and ﬂow-gradients.
The characteristic width of the weighting function W z is also referred to as depth of
correlation (DOC) and is a measure up to which distance from the focal plane particles
inﬂuence the measurement, which is crucial for the interpretation of measured ﬂow ﬁelds.
We present procedures to determine the W z from which the DOC can be derived and
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to directly determine the DOC from PIV double images, generated from experimen-
tally recorded particle images. Both procedures provide comparable DOC results. Our
approach allows determination of the DOC and W z as a function of out of plane
gradients, optical setup parameters and PIV-analysis parameters. Experimental results
for diﬀerent objectives and particle sizes are discussed, revealing substantial deviations
from theoretical predictions for high NA air-objectives. Moreover, using the determined
weighting function W z, the correction of measured ﬂow proﬁles for errors introduced
by the spatial averaging is demonstrated.
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Abstract. Microscopic Particle Image Velocimetry (µPIV) uses volume-illumination and imaging of 
particles through a single microscope objective. Displacement fields are obtained by image correlation 
and depend on all imaged particles, including defocused particles. The measured in-plane 
displacement is a weighted spatial average of the true displacement with a weighting function W(z), 
that depends on the optical system and flow-gradients. The characteristic width of the weighting 
function W(z) is also referred to as Depth of Correlation (DOC) and is a measure up to which distance 
from the focal plane particles influence the measurement, which is crucial for the interpretation of 
measured flow fields. We present procedures to determine the W(z) from which the DOC can be 
derived and to directly determine the DOC from PIV double-images generated from experimentally 
recorded particle images. Both procedures provide comparable DOC-results. Our approach allows to 
determine the DOC and W(z) as a function of out of plane gradients, optical setup parameters and PIV-
analysis parameters. Experimental results for different objectives and particle sizes are discussed, 
revealing substantial deviations from theoretical predictions for high NA air-objectives. Moreover, 
using the determined weighting function W(z), the correction of measured flow profiles for errors 
introduced by the spatial averaging is demonstrated. 
 
Keywords: microscopic particle image velocimetry, PIV, depth of correlation, weighting function, 
microfluidics 
PACS: 47.80.Jk, 47.80.-v, 47.85.Np, 47.85.-g 
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1. Introduction 
Due to its simplicity, reliability and its non-invasive measurement technique Particle Image 
Velocimetry (Adrian 1991) is one of the most frequently used methods to measure flow profiles on a 
macro-scale. In standard PIV experiments tracer particles suspended in the fluid are imaged using a 
camera and a laser light sheet illumination. If the focal length of the imaging setup is large, all tracer-
particles in the light-sheet are in focus. Thus the spatial extent of the measurement plane is precisely 
known by the light-sheet dimensions and the camera field of view. Typically two images with a short 
time delay are recorded. By cross-correlating these two images a displacement pattern is obtained, 
which can be transferred into a velocity field.  
To measure flows on the micro-scale Santiago et al. (1998) introduced Micro-Particle Image 
Velocimetry (µPIV) which is employed in many fields ranging from fluids-engineering to biological 
systems (Meinhart and Zhang 2000, Vennemann et al. 2006) both in fundamental research and 
industrial application. In a µPIV experiment tracer particles suspended in the fluid are imaged using a 
microscope and a camera. Typically, fluorescent particles are used to reduce background noise and 
their emission signal is isolated from reflected laser or background light by cut-off filters. µPIV 
illuminates and records the particles through a single microscope objective. Because all tracer particles 
in the whole volume are illuminated and even defocused particles contribute to the measured 
displacement, it is difficult to determine the thickness of the measurement plane (Depth of Correlation, 
DOC). To be able to interpret the measured velocity profiles, especially in the case of complex three 
dimensional flows, a precise knowledge of the DOC is essential. 
In order to predict the influence of defocused particles on µPIV measurements several approaches to 
determine the DOC have been presented. Olsen and Adrian (2000) analytically examined the influence 
of out-of-focus particles on the measured displacement dxmeas, assuming that the defocusing of 
particles can be described using Gauss-optics, a single thin lens model and neglecting the influence of 
any velocity gradients. For a better understanding of the reasoning in this article, the most important 
steps in deriving a theoretical prediction of the DOC which was first introduced by Olsen and Adrian 
(2000) are briefly summarized. In their original work it was stated that the measured velocity in an 
ideal µPIV-experiment is given by a weighted average of the true displacement function dx(z), 
provided the out-of-plane gradients are not too large: 








dzzW
dzzWzdx
dxmeas
)(
)()(
, 
(1) 
where in the following the weighting function W(z) is normalized with          . For the focal 
distance of an objective being much larger than the distance of the particle from the focal plane the 
weighting function has been expressed as: 
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   which is a simplified expression for the particle image diameter the 
weighting function has the functional form of               . With           and using 
the standard deviation  defined by             , this can be rewritten as:
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where part is a function of particle diameter, f-Number and magnification of the optical setup. Olsen 
and Adrian (2000) defined a DOC by twice the distance z from the focal plane where W(z) drops to 
certain drop-off threshold, W(z=0). Inserting (3) into this definition of the DOC leads to: 
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Bourdon et al. (2006) adapted the DOC derived by Olsen and Adrian (2000) by including immersion 
optics and using the numerical aperture NA which is more common for microscope objectives than the 
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Here, n0 is the refractive index of the immersion medium of the objective, M is the magnification of 
the objective,  specifies the wavelength of the detected fluorescence light and dp is the particle 
diameter. Equation (5) is, with minor changes, frequently used to estimate the DOC (Vennemann et al. 
2006, Lindken et al. 2009). However, (5) does not account for optical refraction when imaging in a 
medium having different refractive index, nw, than the immersion medium. In such a situation, (5) has 
to be corrected using the paraxial approximation, i.e. multiplying (5) with 
  
  
 as proposed by Rossi et 
al. (2012).  
The theoretically derived equations for the DOC (4), (5) depend on the rather arbitrary choice of the 
drop-off threshold . In the past, often a value of  = 0.01 has been chosen which relates to a DOC of 
6. However, filter kernel sizes are usually defined by e.g. the full width half maximum FWHM, , 
or at most 2. Since one commonly associates a DOC with the range of depth where the measured 
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velocity is roughly the average of the true velocities, a choice of 6 is rather misleading; for 
comparison, a simple top-hat filter has a length L of           . Therefore, DOC = 4 
corresponding to a drop-off value of  = 0.04, is chosen in the following. The thus defined DOCtheory 
(5) will be used for later comparison to experimental results.  
While any such definition of the DOC is arbitrary, it is the underlying weighting function W(z) – and 
not only the curve width but also the shape - which determines the measured displacement. Moreover, 
a known weighting function W(z) can be used to correct measured velocity fields by solving (1) for 
dx(z) as shown later in the present work.   
To determine W(z) and thus the DOC, several groups analyzed the shape of autocorrelation peaks of 
particle images. Thus, similar to the derivation of (5) they neglected any velocity gradients, that are 
expected to influence the DOC and the shape of W(z). Out-of-plane gradients lead to a reduction of the 
DOC (Olsen 2010) whereas in-plane gradients should increase the DOC (Olsen 2009). While the 
influence of in-plane gradients can be compensated by decreasing the size of the interrogation 
windows or by window-deformation techniques, the influence of out-of-plane shear cannot easily be 
accounted for (Westerweel et al. 2004, Nogueira et al 2001,Nogueira et al 1999). Additionally, by 
analyzing the shape of autocorrelation peaks, effects of overlapping particle images at different 
distances to the focal plane are not taken into account. Both the influence of out-of-plane gradients and 
overlapping particle images are included in our approach to determine W(z) and the DOC. Bourdon, 
Olsen and Gorby (2006 and 2004b) observed good agreement between Olsen and Adrian’s (2000) 
model and experimental results for NA ≤ 0.4 air and immersion objectives. Recently, Rossi et al. 
(2012) showed significant asymmetries in the measured W(z) not predicted by existing theory for high 
NA air objectives or more complex optical setups, such as multi-lens systems or specialized 
microscopes. In these cases, where the simplifications used by Olsen and Adrian (2000) do not hold 
anymore, (5) significantly underestimates the DOC (see also Kloosterman et al. 2011).   
To include the influence of out-of-plane gradients, Poelma et al. (2012) recently presented an attempt 
to model the DOC-related underestimation of blood-flow velocities by µPIV as a function of the 
optical setup, tracer size and blood vessel size. They used autocorrelations of experimental particle 
images to create a correlation peak function by summing up the radial components of autocorrelation 
peaks of particle images at varying distances from the focal plane shifted by an assumed parabolic 
flow profile. From these correlation maps, the position of the correlation peak and thus the measured 
velocity was determined and compared to the average velocity imposed when generating the final 
correlation map. Thus their method also neglects any effects of overlapping particle images and is 
limited to determination of the DOC only.  
In this paper two approaches to determine the weighting function W(z) and the DOC from 
experimental images are presented. The first method determines the shape of W(z) from which the 
DOC can be derived while the second method uses an approximation for W(z) to determine the DOC. 
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This second approach is faster and easier and is thus especially useful when planning experiments and 
in any situation where knowledge of the measurement volume is sufficient to interpret measurement 
results. Both approaches account for out-of-plane shear expected to reduce the DOC (Olsen 2010) and 
allow varying parameters such as particle size and PIV analysis parameters. Thus it is possible to 
explicitly determine both the exact shape of W(z) and the DOC for any expected experimental 
situation, using the same experimental setup and analysis parameters as for actual experiments. 
The presented methods are based on correlating generated PIV double-images that have been 
constructed from experimentally recorded particle images, imposing any specific displacement field as 
a function of depth. Both the DOC and the weighting functions W(z) can be determined from the 
displacement fields obtained by using any typical PIV-algorithm. The results of the determined W(z) 
and DOCs are discussed for several objectives typically used for µPIV with numerical apertures 
ranging from 0.5 to 1.4 using different tracer particle diameters and a range of out-of-plane gradients 
spanning two orders of magnitude. Finally, the knowledge of W(z) for a given experimental situation 
is used to correct an actual PIV-measurement of an out-of-plane parabolic flow profile.  
2. Methods 
The methods presented here to determine the weighting function W(z) and the DOC are based on the 
analysis of PIV-double images generated from experimental particle images. In the following 
subsections the general strategy for generating synthetic PIV double-images and how the weighting 
function W(z) and the DOC can be derived is described. 
 
2.1. Particle image recording and double-image generation 
Experimental particle images were obtained by imaging polystyrene micro-particles (Thermo 
Scientific, Fluoro-Max, Green fluorescent, 0.5, 1 and 2 µm diameter) fixed on a microscopy slide. The 
particles were fixed on a cleaned microscopy slide by blow-drying a drop of the particle suspension. 
To avoid the formation of particle agglomerates the particle suspensions were diluted with ethanol 
prior to the deposition. Using this procedure, patches with randomly distributed particles were 
obtained with only very few particle clusters, that might influence the DOC determination.  
The imaging system consists of an inverted microscope (Zeiss Axio Observer Z1) equipped with a 
motorized focal positioning system (motorized z-axis), a CCD camera (Imager ProX, LaVision) 
coupled to the microscope by a 0.63x camera adapter (Zeiss), a laser for fluorophor excitation 
(473 nm, 1.5 W, LaVision), and a filter cube that isolates the fluorescence signal from scattered laser- 
and background-light. The whole setup was computer-controlled using the DaVis 8.1.2 package of 
LaVision. 
Several objectives, including air, water and oil immersion objectives, were tested with magnifications 
ranging from 20x to 50x having numerical apertures from 0.5 to 1.4. To account for the typical 
differences in intensity and background noise of the two frames constituting a PIV double-image, 
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which are caused by the different camera exposure times, double-images were recorded as in real 
measurements. To capture not only the raw-images of the particles in focus but also the raw images 
which ‘simulate’ the unfocused particles in the subsequently generated PIV double-images, double-
images were recorded in 0.5 µm steps along the z-axis below and above the particle plane. At every 
focal position typically 30-100 double-images were captured and averaged to reduce camera and laser 
noise. The resulting averaged double image for every z-position was used for all subsequent data 
treatment.  
In the following it is explained how the PIV double-images used to determine W(z) and the DOC are 
generated from the experimental particle images. In a first step sub-windows at the same random 
position in both frames of the averaged particle images are selected for each z-position. To achieve a 
desired seeding density, multiple of those random sub-windows were summed up to one double-image 
of the same size as the sub-windows. In the experiments typically 30 sub-windows were used. A 
sliding minimum subtraction was performed to remove background glow that is increased by the 
summation of sub-windows. This image generation guarantees a sufficiently large particle density in 
the sub-windows and avoids large particle clusters which would appear when imaging samples with 
larger prepared particle densities and which could influence the subsequent analysis. 
The first frame of the final ‘PIV-double images’ were generated by summing up the thus constructed 
sub-windows of the first frames for all recorded z-positions. Similarly, the particle-images for each z-
position in the second frame were also summed up but were additionally shifted laterally according to 
a given displacement function dx(z) before summation, as illustrated in figure 1. By specifying the 
displacement function dx(z) used to construct the PIV double-images, any flow field can be mimicked. 
For the latter analysis of the DOC and W(z) different displacements functions dx(z) and different 
strategies for the image summation are used as specified in detail in the following sections. To 
determine dxmeas the thus generated PIV double-images can be cross-correlated using any PIV 
algorithm. By comparing dxmeas to the applied displacement function dx(z), W(z) and the DOC can be 
derived as will be explained in the remainder.  
For the results presented here, the standard multi-pass PIV-algorithm implemented in DaVis 8.1.2 
with square interrogation windows of (128x128) px² and 4 iterations was used. The double-images 
were post processed using standard multi-pass post processing (1x median filter to remove and replace 
outliers based on an rms-threshold, comparing the vector to its neighbors and replacing it with the next 
highest correlation peak if this better fits the threshold). However, as the applied displacement 
function is uniform over the whole image, outliers are not expected and multi-pass post processing is 
not expected to have any relevant influence on the measured displacement.  
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 Figure 1 Schematic of the PIV double-image generation: Top row: z-stacks of averaged (and summed 
up) sub-windows for the first and second frame of a double image. Bottom row: Both frames of the 
generated PIV double-images. To determine the weighting function W(z), particle images at one 
particular z-position were left out (dark planes at z0). 
2.2. Determination of the weighting function W(z) and DOC 
In this section, it is explained how the weighting function W(z) can be extracted from synthetic particle 
images and how the DOC can be determined from W(z). Calculations or measurements in correlation 
space are not needed. To generate the synthetic images a linear displacement dx(z) = zgz is applied (see 
figure 2) where gz is the gradient of the velocity in z-direction. 
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Figure 2 Linear displacement function dx(z) for generating PIV double-images used to derive W(z).  
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First, a single PIV double-image is computed by shifting the sub-windows of the averaged raw-images 
at all z positions in the second frame. The measured displacement dxmeas from this double-image will 
later serve as a reference. Furthermore, the position of the focal plane zfocus can be directly determined 
by zfocus = dxmeas / gz according to (1). For the example given in figure 2, the focal plane is at about 
50 µm. This is used later for deriving W(z). In experiments, the focal positions determined this way 
varied less than 1 µm from the visually determined position. Secondly, PIV double-images are 
computed applying the same displacement function but omitting particle images at one particular z-
position z0, as indicated in figure 2 by a break in the red (bold) line and by the darker planes in figure 
1. By systematically varying the position of the omitted particle image the influence of particles at 
every z0-position can be explored by a standard PIV-analysis. For every such generated double-image 
a measured displacement dxmeas(z0) is obtained. dxmeas is about 1 – 40 pixel, depending on the applied 
gradient gz with an uncertainty of typically about 0.01 - 0.1 pixel. 
Subtracting dxmeas(z0) from the displacement dxmeas of the reference double-image using (1)  leads to: 
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where W is now the dimensionless discrete weighting function satisfying         due to the 
discrete nature of the experimental data. An example of the thus determined displacement differences 
dx(z0) is shown in figure 3a. The displacement differences dx(z0) are about zero remote from the 
focus point, indicating that the particle images remote from the focus point do not significantly 
contribute to the measured displacement. The focus point zfocus is exactly at the zero-crossing of 
dx(z0). For a symmetric weighting function W(z) the shape of dx(z0) is point symmetric as seen in 
the given example. 
According to (1) the first term on the right-hand side of (6) is          and the nominator of the 
second term therefore                          . Replacing the denominator of the second term 
by 1              leads to: 
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Replacing           by z and solving for W(z), an expression for the weighting function is derived 
that solely depends on known or measurable parameters (see figure 3b): 
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Close to the focus position z = 0 both the denominator and the numerator are about zero, (8) becomes 
unstable and large error in the measured weighting function are expected. To reduce the error caused 
by noise the measured W(z)-profiles are smoothed by a 3-point Gaussian weighting for each data 
point. 
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Figure 3 Displacement difference dx(z) (a) and weighting function W(z) (b) for a 40x1.4 Plan 
Apochromat oil immersion objective (Zeiss) using 1 µm particles and an out-of-plane gradient of 
gz = 0.7 px/µm. The focal plane is at z = 0.  
 
Having determined the weighting function W(z), the DOC is readily obtained: The DOC is a measure 
for the distance to the focal plane to which particles influence the measured displacement and is 
(a) 
(b) 
Addenda
112
defined here as proportional to the curve width of the weighting function W(z). As discussed earlier, 
the definition of DOC = kwith k = 4 is applied: 
 
z
2
)z(W)z(W z)z(W44DOC  . (9) 
As the measured W(z) always presents noise, only the center region of the measured W(z) between the 
first points where W(z) = 0 is considered to calculate the DOC-values. The results of measured 
weighting functions and the derived DOCw(z) values are discussed for several objectives, out-of-plane 
gradients gz and particle sizes in section 3. Furthermore, in section 4 it is presented that µPIV inherent 
errors in measured flow profiles close to channel walls or regions of large out-of-plane curvatures of 
the flow profile can be successfully corrected with a known weighting function.  
2.3. Quantification of the DOC using approximations for W(z) 
In the previous section a method was presented to derive the weighting function W(z) from a series of 
generated PIV double-images and how the DOC can be obtained from the curve width of W(z). In this 
section a method is presented to determine the DOC from a single PIV double-image for different out-
of-plane gradients approximating the weighting function e.g. by a Gaussian shape.  
Following the protocol described in section 2.1 a single synthetic double-image is generated for all z-
positions applying the displacement function              that increases symmetrically with 
distance from the focal plane at z = 0 (see figure 4, red (grey) line). The displacement dxmeas measured 
from such a synthetic double-image (circle) is non-zero at the focal plane z = 0 due to the influence of 
the positive velocities at both sides of the focal plane. This displacement dxmeas is directly related to the 
width of the weighting function (black line) which determines the DOC-value. The random error of 
dxmeas is typically within 0.001 - 0.05 pixel, which is very accurate compared to the corresponding 
displacement dxmeas of 0.03 - 3 pixel, depending on the gradient gz. With dxmeas the DOC can be 
calculated using (1) assuming a specific functional type for the weighting function W(z). Using a 
Gaussian to approximate W(z), (1) yields 


 2
2
1
 
2
2
2


 



gaussz
z
zmeas gdze
σπ
zgdx gauss , (10) 
where gauss is the standard deviation. Following the same arguments as used to derive (9), i.e. that the 
DOC can be expressed in terms of the standard deviation, yields: 
z
meas
gaussgauss
g
dx
DOC
2
44

  . (11) 
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Using this formula the DOC can be determined from a single PIV double-image for the out-of-plane 
gradient as specified by gz and for the fluorescent particles and objective used to capture the raw data. 
Note, that the chosen value k = 4 in (11) would compare to a drop-off threshold  of 0.13 in (4). 
 
Figure 4 Schematic of the dependence of dxmeas on both the displacement function dx(z) used to 
generate the PIV double-images and  the width of the weighting function W(z). 
 
Alternatively to the Gaussian weighting function the DOC can be also calculated using the classical 
particle weighting function Wpart(z) according to (2) and (3) that is based on the analysis of the 
diameter de of a particle image assuming Gaussian optics. The integral                  can be 
readily solved leading to             
 
 
       , thus: 
z
meas
partpart
g
dx
24DOC   , (12) 
which agrees within a factor of 25.12/   with DOCgauss.  
In the derived expressions for the DOC (11) and (12) all parameters are either directly measured or 
can be estimated from the experiments. Thus, the DOC can be determined using the same setup and 
set of parameters as for actual experiments together with the influence of out-of-plane gradients. The 
DOC-values obtained by (11) and (12) as a function of particle size and gradient gz are discussed in 
section 3 together with the results of section 2.2.   
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3. Results and discussion I: W(z) and DOC for several objectives 
 
In this section, the results for both the measured weighting function W(z) and the determined DOCs 
(c.f. sections 2.2 & 2.3) are presented and discussed. To cover a wide range of parameters relevant to 
µPIV measurements this is done for several objectives, different particles sizes and out-of plane 
gradients gz. In the subsequent section 4, such a measured weighting function is used to correct a 
parabolic  flow profile measured along the depth of a microchannel. 
First it is analyzed which of the two approximations for W(z) used in (11) and (12) fits best the 
measured weighting functions and compares best to existing theory for the DOC: 
Both assumed functional shapes of the weighting function describe the measured W(z). However, for 
the vast majority of tested objectives, particle sizes and out-of-plane gradients the Gaussian weighting 
function fits the shape of the directly calculated W(z) better than the particle weighting function (3) 
(see figure 3b). This can be additionally quantified by comparing the respective standard deviations  
where gauss compares better to W(z) than part. As the DOC is defined as k, thus the Gaussian 
approximation will also give better DOC-results than the particle weighting function (3). 
Furthermore, figure 5 presents an example of measured DOCs from (9), (11) and (12) as function of 
out-of-plane gradient gz together with theoretical predictions DOCtheory from (5) (Bourdon et al. 2006). 
Comparing the various results it becomes obvious that the choice of k = 4 is reasonable. All 
determined DOC-values decrease with increasing out-of-plane gradients as predicted by Olsen (2010) 
and agree reasonably well with the theoretical predictions (5) for most low NA air or immersion 
objectives. The DOCpart-values are 25% larger than DOCgauss-values and typically overestimate both 
the theoretical and the measured DOCW(z)-values. In the following discussion we will thus concentrate 
on the DOC-results calculated from the measured weighting function W(z) (9) and the Gaussian 
approximation of the weighting function (11).  
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 Figure 5 DOC-values as function of out-of-plane gradient gz for a 40x1.4 Plan Apochromat oil 
immersion objective (Zeiss) using 1 µm particles in comparison with theory (see (5)).  
 
The results for the weighting function W(z) and the depth of correlation DOC obtained as described in 
the methods section are grouped in figure 6 as air (a), water immersion (b), and oil immersion 
objectives (c). The right tiles in figure 6 present the measured weighting function W(z) for 1 µm 
particles and different out-of-plane gradients gz. The data for a gradient of gz = 0.2 px/µm are 
additionally connected with solid lines for easier visual inspection. As the shape, specifically the width 
(DOC), of W(z) depends on out-of-plane gradients (Olsen 2010), for an easier comparison the W(z) are 
rescaled in height by the maximum of their Gauss-fit and in width by 4 times the standard deviation 
W(z), thus the depth of correlation DOCW(z) (see (9)). This rescaling employs the self similarity of the 
Gaussian approximation of W(z), as self similar Gaussian curves will collapse onto one single curve in 
these coordinates. Indeed, the weighting functions for different gradients nicely collapse onto a single 
curve for most tested objectives supporting the assumption of a Gaussian like weighting function. 
Slight deviations of the weighting function from a Gaussian function around the focal point, z = 0, are 
partly caused by noise in dx(z  0) as explained in the methods section. Significant deviations from a 
Gaussian weighting function are observed for high NA air objectives figure 6a, middle and bottom. For 
these two high NA air objectives, the measured W(z) show a strong asymmetry, and the deviation from 
a Gaussian function is visible by the varying curve heights and curve width. Similar asymmetries of 
weighting functions W(z), derived from the curvature of auto-correlation peaks of particle images have 
also been found by Rossi et al. (2012) explicitly neglecting any out-of-plane gradients. Considering 
the asymmetric weighting function measured for high-NA air objectives which deviate from the 
symmetric W(z) (3) used by Bourdon et al. (2006) to predict the DOC (5), it is expected that also the 
measured DOC values will deviate from the predicted values. 
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The DOC values calculated from the measured weighting function DOCW(z) (symbols) and the 
Gaussian weighting function DOCgauss (solid lines) are plotted in the left tiles of figure 6 as function of 
the out-of-plane gradient gz. Data are shown for several particle sizes of 0.5 µm (green (light grey)), 
1 µm (black) and 2 µm (blue(grey)) together with the theoretical prediction from Bourdon, Olsen and 
Gorby (5) (dashed horizontal lines). For the tested particle diameters, both DOCgauss and DOCW(z) are 
in good agreement with each other. For all tested objectives and particle sizes a decrease of the DOC 
with increasing out-of-plane gradient gz is found (up to a factor of ~2.5) and the determined DOC 
always increases with increasing particle size. Both of these findings are in qualitative agreement with 
the theoretical predictions by Olsen (2010) and Bourdon et al. (2006) (c.f. (5)). However, for gradients 
smaller than about gz ≈ 0.1 px/µm, the shift of particle images in between the two frames is too small 
to be properly resolved and noise influences the DOC-results for both presented methods. For larger 
particles and large magnification objectives it is observed that the boundary for reliable DOCW(z) data 
is shifted to larger gradients gz (c.f. figure 6c bottom), which is probably caused by a significantly 
smaller number of particles in the interrogation windows. 
For air objectives with small numerical aperture NA and all immersion objectives the obtained DOC 
values are also in reasonable agreement with the values predicted by (5) using a simple one-lens model 
and as experimentally observed by Bourdon et al. (2006, 2004b). The measured DOC-values are 
usually larger than those calculated using (5) but the maximum deviation is typically smaller than a 
factor of 2. In contrast, the measured DOC-values for the high-NA air objectives clearly deviate from 
these theoretical predictions, c.f. figure 6a (middle and bottom), as already expected from the 
measured weighting functions. For these high-NA air objectives the DOC values determined by both 
presented approaches lie significantly above the predicted values for all tested particle diameters and 
gradients. The latter finding is in qualitative agreement with the results obtained by Rossi et al. (2012). 
A reason for the deviation between the measured and calculated DOC values observed for high NA air 
objectives is, that the assumptions of a symmetric weighting function (2) does not hold for these 
objectives. Most likely this originates from assumptions of purely Gaussian particle images and a 
simple one lens system as used by Olsen and Adrian (2000) which are not valid for high-NA air 
objectives. 
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Figure 6 measured DOC-values compared to theory (5) (left) and rescaled W(z) for 1 µm particles and 
various out-of-plane gradients (right) for several tested objectives of 20x-40x magnification with air 
(a), water (b) and oil immersion (c). Legends apply to all shown graphs.  
 
(b) 
(c) 
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4. Results and discussion II: Deconvolution of flow profiles 
Knowing the weighting function for a given objective and the expected out-of-plane gradients, the 
systematic errors in experimentally measured flow profiles in regions with large out-of-plane 
curvatures of the flow profile and close to channel boundaries can be corrected. These systematic 
errors originate from the finite curve width of the weighting function defining the spatial averaging (1) 
which is intrinsic to all volume illuminated PIV measurements. The possibility to correct the flow 
profile using the example of a well known static parabolic flow profile in a rectangular channel is 
demonstrated in figure 7. The flow-profile was measured in a rectangular channel (width 300 µm, 
height 90 µm) molded in Sylgard 184 (Dow Corning) and plasma bonded to a glass cover slip. 
Ultrapure water seeded with 1 µm particles was driven through the channel by hydrostatic pressure. 10 
double-images were recorded at each z-position using the optical setup described in section 2 and a 
20x0.5pol NeoFluar (Zeiss) objective. The z-axis was scanned in steps of 0.75 µm corresponding to a 
displacement of the focal plane of 1 µm imaging with an air immersion objective in water (see Rossi 
et al. (2012)). As before, a sliding minimum was subtracted to reduce the image background. The 
same PIV-parameters as explained in section 2 were used to calculate the flow-profile for each 
recorded double-image. All ten recorded velocity fields for each z-position were time averaged. The 
velocities displayed in figure 7 were measured in the center region of the channel to avoid the 
influence of the side-walls. 
Close to the channel boundaries the flow velocity plateaus at finite velocities resulting from the 
weighted spatial averaging as discussed above (close up in figure 7b). As a first correction, the non-
existing finite flow velocities in the channel wall can be ignored. When measuring the flow profile 
along the channel height, the focal position and thus the weighting function W(z) was shifted along the 
spatially fixed flow profile dx(z). In this case the measured displacement dxmeas in (1) becomes a 
function of channel height z. This is especially relevant in regions of large curvature of the flow profile 
and close to the limits of the microfluidic channel. When focusing on the channel wall, only a part of 
the channel lies within the relevant width of W(z) and thus contributes to the measured velocity. If the 
focal plane moves further away from the channel wall, the velocities from regions within the channel 
contribute stronger to the measured velocity due to the flattening of W(z) far from the focal plane. 
Thus an increase of the measured displacement as seen from the raw data in figure 7 (red triangles) is 
expected, which was also shown by Rossi et al. (2012).  
To correct the measured flow profile, (1) has to be modified to the experimental situation: 
To account for the broken norm of W(z) due to the lack of signal outside of the channel boundaries, a 
rectangular function (z) of height 1 and a width equal to the height of the channel is introduced. 
Outside of the channel (z) is 0. Thus the measured displacement is represented by a convolution of 
the actual flow profile and the weighting function W(z) divided by a convolution of W(z) with (z) 
that eliminates the increase of the measured displacement dxmeas(z) close to the channel boundaries. 
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Figure 7 Flow profile measured along the height of a rectangular channel of about 300 µm x 90 µm 
using a 20x0.5pol NeoFluar (Zeiss). Data measured at positions outside of the channel are shown as 
faint symbols in the shaded wall region. The raw data and the deconvolved data are compared to a 
parabolic fit of the deconvolved data: a) complete flow profile b) close up of the region next to the 
channel bottom. 
 
(b) 
(a) 
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All parameters that enter (13) are known: dxmeas(z) is the outcome of the PIV measurement, W(z) can 
be measured using generated PIV double-images for a given gradient and (z) represents the height of 
the channel where the flow profile was measured. Thus (13) can be solved for dx(z): 
)()()()()()( zGzzWzdxzdxzW meas  .
 (14) 
For convenience, G(z) is defined as the product of dxmeas(z) and the convolution of W(z) and (z). 
Thus the true displacement function dx(z) is the deconvolution of the completely known function G(z) 
with W(z). 
To deconvolve the measured flow profile with the experimentally determined weighting function, five 
iterations of a van-Cittert algorithm (van Cittert 1931) have been conducted. The iterative van-Cittert 
method allows to suppress the amplification of measurement noise by subtracting n times the 
difference between the n
th
 and (n+1)
st
 iteration, which represents the amplified noise assuming 
convergence of the method for the n
th
 iteration. Typically n is chosen to be 10 or less. 
The weighting function W(z) used for the deconvolution shown in figure 7 was computed for a 
gradient estimated by linearly fitting the raw data close to the channel walls. The weighting function 
W(z) was measured as described above  by imaging particles prepared on a glass slide. As in the PIV-
experiment itself, the objective was shifted in z-intervalls of 0.75 µm which results in a 1 µm 
displacement of the focal plane in water. This simple correction by the paraxial approximation was 
shown to be sufficient to include the influence of refraction on the weighting function (Bourdon et al. 
2004b). The measured weighting function for the used 20x0.5 air-objective presents some spikiness 
close to the focal plane (comparable to Fig 6a). Thus the weighting function was fitted by a Gaussian 
as justified in section 3 and the Gaussian fit was used to deconvolve the data. The deconvolution 
slightly increases the velocity values particularly close to the center of the channel, as the volume 
averaging that leads to an underestimation of the velocity in this region is reduced. Note, that the 
actual weighting function depends on the velocity gradient gz which is different in the center region 
than close to the channel walls. Thus a different W(z) would have to be used here, to precisely capture 
the velocities in the center of the channel. 
However, the deconvolution significantly reduces the overestimation of the velocities close to the 
channel walls, which is always present in µPIV data. Thus the presented approach successfully 
corrects the measured velocities close to walls or in regions of a strongly curved flow profile. For 
comparison the deconvolved data has been fitted by a parabolic curve assuming no-slip at the channel 
wall, representing the expected Poisseuille-flow profile (black curve). The position of the channel 
walls used for this fit have been precisely determined by finding the maximum of the convolution of  
(z) with the measured dx(z), thus finding the best overlap. 
 
 
Addenda
122
5. Conclusion 
An approach has been presented to determine the weighting function W(z) from a series of generated 
PIV double-images accounting for all relevant parameters including out-of-plane gradients, shape of 
the flow profile, particle size and optical setup. The knowledge of the weighting function for a 
particular experimental situation, in particular the out-of-plane gradient, allows correcting for 
measurement errors intrinsic to volume illuminated PIV. This correction has been explicitly 
demonstrated for a stationary flow field in a rectangular channel.  
From the determined weighting function W(z) the depth of correlation (DOC), which is equivalent to 
the thickness of the measurement plane, is derived from the curve width of W(z). It was found that the 
determined weighting function W(z) can be best approximated with a Gaussian. Assuming a Gaussian 
approximation the DOC can be determined from a single PIV double-image generated with a V-
shaped velocity profile for a given out-of-plane gradient. Both DOC values – from the width of W(z) 
as well as from the single V-shaped image - agree well with each other for different out-of-plane 
gradients and particle sizes. For most objectives the determined DOC-values also show acceptable 
agreement with the frequently used theoretical prediction (Bourdon et al. 2006). However, significant 
disagreement between theoretically predicted and determined DOC-values has been observed for high 
numerical aperture air objectives.  
Both methods allow testing for the influence of image-processing such as power filters or histogram 
filters (Rossi et al 2012, Bourdon et al 2004a) and various PIV-analysis parameters. The methods can 
be easily implemented and automated to determine the system dependent weighting function and 
DOC. This allows optimization of experiments, increasing the precision of PIV measurements without 
the necessity of sophisticated and expensive setups such as confocal microscopy and interpretation of 
measured flow profiles having large out-of-plane gradients.  
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Abstract:
Micro-PIV (µPIV) uses volume-illumination and imaging of ﬂuorescent tracer particles
through a single microscope objective. Displacement ﬁelds measured by image correlation
depend on all imaged particles, including defocused particles. The measured in-plane
displacement is a weighted average of the true displacement with a weighting function
W z, that depends on the optical system and gradients of the measured ﬂow proﬁle. The
width of the weighting functionW z is a measure for the distance to the focal plane up to
which particles can inﬂuence the measured displacement (Depth of Correlation - DOC).
We present two procedures to determine theDOC by comparing a measured displacement
to a given displacement function and by directly measuring W z using PIV double-
images generated from experimentally recorded particle-images. This allows to measure
the DOC in dependence of out-of-plane gradients and to include image preprocessing or
diﬀerent PIV-algorithms. Experimental results for diﬀerent objectives and particle sizes
are discussed, revealing deviations from theoretical predictions for high NA air-objectives.
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Micro-PIV (µPIV) uses volume-illumination and imaging of fluorescent tracer particles through a single microscope 
objective. Displacement fields measured by image correlation depend on all imaged particles, including defocused 
particles. The measured in-plane displacement is a weighted average of the true displacement with a weighting function 
W(z), that depends on the optical system and gradients of the measured flow profile. The width of the weighting 
function W(z) is a measure for the distance to the focal plane up to which particles can influence the measured 
displacement (Depth of Correlation - DOC). We present two procedures to determine the DOC by comparing a 
measured displacement to a given displacement function and by directly measuring W(z) using PIV double-images 
generated from experimentally recorded particle-images. This allows to measure the DOC in dependence of out-of-
plane gradients [4] and to include image preprocessing or different PIV-algorithms [5, 17]. Experimental results for 
different objectives and particle sizes are discussed, revealing deviations from theoretical predictions [1,2,3] for high 
NA air-objectives. 
 
Introduction 
Due to its simplicity and reliability Micro-Particle Image Velocimetry (µPIV) [6] is one of the most frequently used 
techniques to measure flow-profiles on a micro-scale. It is employed in many different fields ranging from fluids-
engineering to biological systems [7, 8] both in research and industrial application. In a µPIV experiment tracer 
particles suspended in the fluid are imaged using a microscope and a CCD-camera. To reduce background noise, 
usually fluorescent particles are used and their emission signal is isolated from reflected laser or background light by 
cut-off filters. Typically two images with a short time delay are recorded. By correlating these two images a 
displacement pattern is obtained, which can be transferred into a velocity field with the known time delay between the 
two images.  
The main difference of µPIV to standard PIV [9] is the illumination used. Standard PIV uses a laser light-sheet to 
illuminate the particles. If the focal length of the camera is chosen to be large, all tracer-particles in the light-sheet are in 
focus. Thus the spacial dimensions of the measurement region are well known by the extension of the light sheet. In 
contrast, µPIV illuminates and records the particles through a single microscope objective, as it is very difficult to 
create a light-sheet in microfluidic devices due to small channel-dimensions and limited optical access. 
This represents one of the major drawbacks of µPIV: As all tracer particles in the whole volume are illuminated, even 
defocused particles can contribute to the measured displacement, making it difficult to determine the thickness of the 
measurement plane (Depth of Correlation, DOC). To be able to interpret the measured velocity profiles, especially in 
the case of complex three dimensional flows, a precise knowledge of the DOC is essential, as the measured velocities 
will be a weighted average of all particle velocities along the line-of-sight, with the weighting function W(z) depending 
on particle distance from the focal plane [1, 10].  
Olsen [1] derived an analytical model for the weighting function and the DOC part of which we use as a starting point 
for our work. Bourdon, Olsen and Gorby [3,11] slightly adapted these analyses to microscope objectives and showed 
one method to measure both W(z) and DOC by analyzing the shape of autocorrelation peaks from both experimental 
and synthetic particle images. They observed good agreement between Olsen’s model and experimental results for low 
NA air and immersion objectives. Using a similar approach to characterize W(z), Rossi [5] showed that the existing 
theory significantly underestimates the DOC for high NA air objectives or more complex optical setups.  
We present a new and more straightforward approach to determine both the DOC and W(z) from experimental images. 
In contrast to the present literature our method also allows to account for out-of-plane shear that is expected to reduce 
the DOC [4]. The method presented here is based on correlating PIV double-images that have been constructed from 
experimentally recorded particle images summed up synthetically, imposing a specific displacement field as a function 
of depth. The DOC and W(z) is determined from the calculated displacement fields using any typical PIV-algorithm. It 
is also possible to check for the influence of image processing or vector post-processing, using the same experimental 
setup and analysis parameters as for actual experiments. 
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We discuss the weighting function W(z) and the DOC for objectives with numerical apertures ranging from 0.5 to 1.4 
using different tracer particle diameters, a range of out-of-plane gradients spanning two orders of magnitude and 
compare our results to the existing theory. 
 
Experimental Setup 
Particle images used to determine both the DOC and the weighting function W(z) were taken by imaging micro-particles 
of Polystyrene (Thermo Scientific, Fluoro-Max, Green fluorescent), that were fixed on a 130 µm thick glass plate. The 
particle suspensions were diluted with ethanol. Subsequently a drop of the suspensions was placed on the glass plate 
and blow-dried with clean nitrogen. Using this method we were able to produce patches with randomly located particles 
on the glass plate with only very few clusters of particles, that might increase the measured DOC. Three different 
particle diameters of 0.5, 1 and 2 µm were tested. 
The imaging system consists of a Zeiss AxioObserver Z1 microscope equipped with a motorized focal positioning 
system (motorized z-axis), a CCD Camera (Imager ProX, LaVision) coupled to the microscope by a 0.63x camera 
adapter (Zeiss), a laser for fluorophor excitation (473 nm (1.5 W), LaVision) and a filter cube that isolates fluorescence 
signal from scattered laser- and background-light. The whole setup was computer-controlled using the DaVis 8.1.2 
package of LaVision.  
Several Zeiss objectives were tested with magnifications ranging from 20x to 40x and NAs from 0.5 to 1.4 with air, 
water and oil immersion and the measured weighting functions and DOC-values compared to literature. 
To account for differences in intensity and background noise of the two frames caused by the different camera exposure 
times of both frames in double-frame mode, we recorded double-images as would be done in real measurements. The z-
axis was scanned in 0.5 µm steps using the positioning system of the microscope and 100 double-images were taken at 
every focal-position below and above the object plane. Each set of 100 images was averaged to suppress intensity 
fluctuations due to camera and laser noise. To increase the seeding density, typically 30 sub-windows at the same 
random position in both frames within the averaged images were summed up in one double-image of the same size as 
the random sub-windows. A sliding minimum subtraction was performed to remove background glow that is increased 
by this summation. 
Finally, the generated PIV double-images were created by overlaying the frames for all z-positions into a single double-
image, while the particle-images in the second frame were shifted according to the displacement function dx(z).  
The final double-images were then evaluated using the standard PIV-algorithm implemented in DaVis 8.1.2 with square 
interrogation windows of 128x128 px (Multipass 4x, high accuracy mode). The only post-processing performed was a 
1x median filter to remove and replace outliers. 
 
Theoretical framework 
Determining the DOC and the weighting function W(z), that determines the relative contribution of particles at each z-
position to the measured displacement dxmeas, is possible by comparing the measured displacement to the displacement 
function dx(z) applied when generating the double-images as described above. Olsen and Adrian [1] analytically 
examined the influence of out-of-focus particles on the measured displacement dxmeas, assuming that the defocusing of 
particles can be described using Gauss-optics and a single thin lens model. They stated that the measured velocity in an 
ideal PIV-experiment, where out-of-plane gradients are not too large, is given by a weighted average 
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When scanning the focal plane along the height of a channel where a static flow-profile is established, the focal position 
and thus the weighting function W(z) is shifted along the spatially fixed flow-profile dx(z). In this cases dxmeas in 
equation (1) becomes a function of z and is represented by a convolution of the actual flow-profile and the weighting 
function W(z). 
The weighting function W(z) is comparable to a probability density function and we assume from now on that 
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The maximum of W(z) is in the focal plane at z = 0 and W(z) is decreasing with increasing distance to the focal plane.  
Olsen and Adrian [1] derived an expression for W(z) as a function of f-Number f
 #
 and magnification assuming a one 
lens system. The DOC is defined by twice the distance z where W(z) drops to ∙W(z=0) with  typically chosen to be 
=0.01. While any such definition of DOC is rather arbitrary, it is the underlying W(z)-function which determines the 
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measured displacement in the end. Bourdon, Olsen and Gorby adapted this formula to the for microscope objectives 
more frequently specified numerical aperture NA and validated and tested it for microscope air objectives with NA ≤ 
0.4 and immersion optics [3,11]: 
2
1
42
4
0
22
2
22
0
16
)1(95.5
4
)1(
2















 



NAM
nM
NA
dn
DOC
p 


 (3) 
Here n0 is the refractive index of the immersion medium of the objective, M is the magnification,  specifies the 
wavelength of the detected fluorescence light and dp is the particle diameter. Equation 3 is, with minor changes, 
frequently used to estimate the DOC [8]. 
For more complex systems, where the simplifications used by Olsen [1] do not hold anymore, such as high NA air-
objectives, multi-lens systems or specialized microscopes, significant deviations from the results given by equation 3 
have been found [5,12]. Furthermore, the DOC-formula above does not account for any velocity gradients of the flow-
field. Out-of-plane gradients lead to a reduction of the DOC [4] whereas in-plane gradients should increase the DOC 
[13]. While the influence of in-plane gradients can be compensated for by decreasing the size of the interrogation 
windows or by window-deformation techniques, the influence of out-of-plane shear cannot easily be accounted for [14, 
15, 16].  
We present two new approaches to determine the DOC and the weighting function W(z) from experimentally recorded 
particle images and thus a protocol to determine the DOC particularly for the used system, the measured flow-profile 
and the analysis parameters used. 
 
Direct determination of the DOC from particle images 
To measure the Depth of Correlation we first generate a double-image as explained above. The first frame contains 
particle images from all z-positions. The second frame contains the same particle images, but shifted according to a 
given displacement function dx(z). Thus a set of frames is gained with a known velocity profile with out-of-plane shear. 
By preprocessing and correlating these frames with the same filters, algorithm and parameters as used for actual PIV-
measurements, the measured displacement dxmeas can be determined. The DOC can be directly extracted from dxmeas, 
which will be explained in the following section. 
Applying a linear increase of the velocity with distance from the focal plane at z = 0 
zgzdx z )(  (4) 
where gz is the gradient of the velocity, the DOC can be determined from dxmeas using equation 1 and employing an 
analytical approximation for the weighting function W(z). We assume W(z) to be approximately a Gaussian distribution 
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where Gaussis the standard deviation of WGauss(z). 
Now the DOC of the system can directly be calculated from dxmeas by putting WGauss(z) (eqn. 5) and the given 
displacement profile (eqn. 4) into equation 1: 
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The DOC can be defined as a curve-width k∙Gauss of the weighting function W(z). A common choice is the range 
±2Gauss with k=4: 
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In equation 7 all parameters are either directly measured or can be estimated from the experiments. Thus our procedure 
allows to determine the DOC directly from generated double-images applying a certain gradient and using the same 
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setup and set of parameters as for actual experiments. Calculations or measurements in correlation space do not have to 
be performed.  
 
We discuss the DOC-values obtained by this method for several objectives as a function of particle size and gradient gz 
in the results section of this paper. Before discussing the results, we introduce a second method, using the same 
experimental particle images. This method is not only capable of determining the DOC but directly measures the 
weighting function W(z). This allows to check the assumption of a Gaussian shape of W(z) used to determine the DOC 
from equation 7, as well as to determine the DOC from the curve width of W(z). 
 
Determination of the weighting function W(z) from particle images 
A similar approach as introduced before can be used to determine the weighting function W(z). As displacement 
function dx(z) we choose a linear displacement (see figure 1) proportional to the absolute position (and thus to the 
image number) of the microscope objective where the experimental particle images were taken. 
0 20 40 60 80 100
0
1
2
3
4
z
0
 
 
 
dx(z) [px]
image number
z
focus
 
Figure 1  Example of the linear displacement function dx(z) leaving out one image at z0 used to measure W(z) 
from experimental particle images. 
 
Applying this linear dx(z), we create a stack of double-images as explained in the experimental section. Each of these 
double-images contains recorded particle images from all z-positions, leaving out only the images of one position z0, 
which is shifted with the image-number in the stack as indicated in figure 1. Thus we can systematically check for the 
influence of particles at every z-position. 
Again every generated double-image is evaluated using standard PIV-analysis and a measured displacement dxmeas(z0) is 
obtained for every z0-position. Subtracting dxmeas(z0) from the displacement measured from an image containing particle 
images from all z-positions and applying equation 1 and 2 we get: 
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Setting the focal plane at zfocus = 0, replacing z0 by the distance from the focal plane z and solving equation 8 for W(z) an 
equation for the weighting function is derived that solely depends on known or measurable parameters: 
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 (9) 
Figure 2 shows examples of dx(z0) and W(z) for a 20x0.5 air-objective determined from experimental images of 1 µm 
particles. 
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Figure 2  Example of a) dx(z0) and b) W(z) (see equation 8 and 9) for a 20x0.5 air objective using 1µm 
particles and gz = 0.2 px/µm. 
 
At the same time equation 8 allows to determine the exact position zfocus, where the particles are in focus. Assuming that 
W(z) has its mean value at zfocus, the linearity of the displacement function dx(z) demands the second and the first term 
of the right hand side of equation 8 to be equal to the velocity in the focal plane. Thus, at z0 = zfocus, dx(z0) becomes 0 
and we can calculate the exact position where the particles are in focus. This also has some impact on the determination 
of W(z) from equation 9. At z = 0, exactly at the focus position, equation 9 becomes unstable. The largest errors in the 
measured weighting function will be found around this position. To reduce the errors caused by noise in the 
measurement we apply a one-time smoothing by weighted averaging over the closest neighbors to the measured W(z)-
profile.  
The Depth of Correlation can then easily be calculated from the measured weighting function, by again using the 
definition of the standard deviation and calculating the curve-width 4W(z) of W(z):  
 
z
zWzW zzWDOC
2
)()( )(44   (10) 
As the measured W(z) will always present some noise, especially in the flat tail region, that will influence the calculated 
DOC-values, only the region of the measured W(z) between the first points where W(z)=0 on both sides of the focal 
plane of the particles was used. 
 
Results 
Following the procedures described in the previous sections, particle images were taken and processed to PIV double-
images. These images were used to determine both the weighting function W(z) and the DOC as a function of the 
gradient gz and of the particle diameter (see figure 3).  
a) 
b) 
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Figure 3 (a,c) measured DOC and theory values from [3] using different particle diameters for two tested 
objectives of 20x magnification (b,d) measured weighting function W(z) for 1 µm particles, data-
points for gz=0.2 px/µm connected by blue line as a guide to the eye. 
 
For the 20x0.5 air objective, figure 3a) presents the DOC values measured either directly from a measured displacement 
assuming a Gaussian W(z) (solid lines, see equation 7) or by determining the weighting function and calculating the 
DOC from its curve width according to equation 10 (symbols). We measured the DOC following both procedures for 
several particle sizes and a range of velocity gradients gz and compared the results with the DOC calculated using the 
formula of Bourdon and Olsen [3] in equation 3 (dashed lines). Both DOCGauss and DOCW(z) are in good agreement with 
each other as well as with the values predicted using equation 3 for the tested particle diameters. As expected, all 
measured DOC values for 1 µm particles lie below those for the 2 µm particles. 
For gradients smaller than gz = 0.1 px/µm the shift of particle images between the two frames seems to be too small to 
be properly resolved and noise can influence the DOC-results for both presented methods. For larger gradients, the 
measured DOCGauss and DOCW(z) both show the expected decrease of the DOC with increasing gradient gz as predicted 
by Olsen [4].  
Figure 3c) presents the measured DOC values for the 20x 0.8 air objective in the same way as figure 3a). In contrast to 
the lower NA air objective, the DOC values determined by both equation 7 and 10 lie significantly above the value 
calculated using Bourdon’s and Olsen’s formula (equation 3) for all tested particle diameters and gradients, though 
again both methods reproduce the expected decrease of the DOC for increasing gradients. 
Table 1 shows the measured DOC values for the tested objectives, a fixed gradient of 0.2 px/µm and 1 µm particles 
compared to the DOC calculated from equation 3. Again, the 20x0.8 air objective is the only objective where strong 
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deviations are observed. Equation 3 underestimates the Depth of Correlation as compared to our results by a factor of 
up to 2.9, while the results obtained by equation 3 still give a good estimate of the DOC for high-NA immersion 
objectives. This is in qualitative agreement with the results obtained by [3,5]. The good agreement between DOCW(z) 
and DOCGauss is a clear hint, that the assumption of a Gaussian weighting function does not introduce significant error 
when deriving DOCGauss. 
 
objective / immersion DOCW(z) [µm] DOCGauss [µm] DOC from eq. (3) [µm] 
20x0.5 air 10.74 11.55 9.85 
20x0.8 air 13.96 12.32 4.83 
25x0.8 water  6.35 6.44 7.31 
25x0.8 oil 10.8 11.89 8.99 
40x1.4 oil 4.02 4.58 3.95 
Table 1 Measured DOC values for a fixed gradient of 0.2 px/µm and 1 µm particles compared to the DOC calculated 
from equation 3 [3]. 
 
To further characterize the differences between both 20x air objectives we rescale the determined weighting function by 
the maximum value of its Gauss-fit and plot it as a function of the distance from focus z normalized by the measured 
DOCW(z) for 1 µm particles and several gradients gz. Figure 3b) shows the resulting curves for the 20x0.5 air objective. 
Data-points for gz = 0.2 px/µm have been connected by blue lines as a guide to the eye. If the assumption of Gaussian 
like weighting functions holds, all the measured W(z) should be self similar and collapse onto a single curve. The 
20x0.5 air immersion objectives indeed shows a good agreement to the assumption of a Gaussian shaped weighting 
function and a narrow distribution of the rescaled weighting functions with slight deviations around z = 0 (figure 3b) 
due to a noisy dx(z) as explained in the theory section. 
In the case of the 20x0.8 air objective (figure 3d), the measured W(z) presents a strong asymmetry, and the distribution 
of the rescaled weighting functions is wider for different gradients gz of the tested displacement function dx(z). 
Additionally, the maximum deviation of the measured W(z) compared to the maximum of its Gauss-fit, is also larger 
than in the case of a lower NA objective. 
One reason for the deviations from the expected shape of the W(z) and the big difference between the measured DOC 
values and the DOC calculated from equation 3 for the high NA air objective might be, that the assumptions of purely 
Gaussian particle images and a simple one lens system used by Olsen [1] to derive the shape of the W(z) and finally the 
DOC in equation 3 do not hold for high NA air objectives due to their more airy-like point-spread function. Similar 
asymmetries and deviations of measured W(z), based on measuring the curvature of the auto-correlation peak of particle 
images around its maximum, have been found by Rossi, who also observed non-Gaussian images of defocused particles 
for comparable objectives [5]. 
 
Conclusion 
Two methods have been presented to determine the DOC based on experimental images of fixed tracer particles taken 
at several distances from the focal plane. One method determines both the weighting function W(z) and its curve-width, 
the DOC, by testing for the influence of particles at a known distance from the in-focus plane on the measured 
displacement. The second method uses the same particle images. Assuming W(z) to be Gaussian the displacement for 
PIV double-images with a known displacement function was measured. From this measured displacement the DOC can 
be calculated, while the displacement function can be chosen to be similar to the flow field in real PIV measurements.  
Good agreement to the existing DOC formula [1, 3, 11] for both of our methods has been found for a low NA air and for 
immersion objectives. For a large NA air objective we found that theory based on the NA specified on the objective 
significantly underestimates the DOC. This is in qualitative agreement with the results found by Rossi [5]. 
Analyzing the shape of the measured weighting function, again, the high NA air objective behaved different from the 
low NA air objective. While the later shows symmetric self similar W(z) for different gradients, this is not true for the 
high NA air objective, again indicating that the assumptions made in literature when deriving equations for the DOC do 
not hold for these objectives. 
Both of our methods are capable of testing the influence of image-processing such as power filters or histogram filters 
[5, 17] or changed PIV-analysis parameters and are easy to implement. The same optical setup and particles as for 
actual measurements can be employed, resulting in a good estimate of the DOC for a given experimental situation. 
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The main advantage of our approach to measure the DOC and W(z) is that it allows to include the influence of out-of 
plane gradients to mimic real experimental flow-profiles. Our results show the expected decrease of the DOC for larger 
gradients as predicted by Olsen [4]. 
Especially calculating the DOC assuming a Gaussian shape of W(z) can be used to design experiments as it allows to 
scan a large range of out-of-plane gradients by an automated procedure without having to deal with the actual shape of 
the weighting function. As the resulting DOCs are usually larger than those calculated from measured weighting 
functions, this can be used to reasonably choose experimental parameters such as optical components to be used or 
inter-frame times (and thus the out-of-plane gradients present in the PIV double-images).  
We believe that the knowledge of the DOC will allow for a more precise interpretation, especially for complex three 
dimensional flows. Furthermore, the computed weighting function of a system in dependence of gradients in the 
velocity profile could be used to correct for the influence of out-of-focus particles on measured velocity profiles by 
appropriate deconvolution with W(z). 
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