Abstract. We study a stochastic optimal control problem for fully coupled forward-backward stochastic control systems with a nonempty control domain. For our problem, the first-order and second-order varia- 
15, 29] and the references therein):
            
dX(t) = b(t, X(t), Y (t), Z(t), u(t))dt + σ(t, X(t), Y (t), Z(t), u(t))dB(t), dY (t) = −g(t, X(t), Y (t), Z(t), u(t))dt + Z(t)dB(t),
X(0) = x 0 , Y (T ) = φ(X(T )), (1.3) where the control variable u(·) takes values in a nonempty subset of R k . In fact, our model is a special one in Yong [28] . But our object is to get rid of the unknown parameters in the optimality variational principle in [25, 28] and obtain a global stochastic maximum principle for the above fully coupled control system. In order to do this, we should study the variational equations of the BSDE in (1.3). But as pointed out in [28] , the regularity/integrability of process Z(·) seems to be not enough in the case when a second order expansion is necessary. Fortunately, inspired by Hu [8] , we overcome this difficulty based on the following two findings. The first one is although the first-order and second-order variational equations are fully coupled linear FBSDEs, we can decouple them by establishing the relations among the first-order Taylor's expansions,
i.e., Y 1 (t) = p (t) X 1 (t) , Z 1 (t) = ∆(t)I Eǫ (t) + K 1 (t)X 1 (t) ,
where ∆(t) satisfies the following algebra equation
∆(t) = p(t)(σ(t,X(t),Ȳ (t),Z(t) + ∆(t), u(t)) − σ(t,X(t),Ȳ (t),Z(t),ū(t))) (1.5)
and (p (·) , q(·)) is the adjoint process which satisfies a quadratic BSDE. By the results of Lepeltier and San
Martin [12] , we obtain the existence of solution to this nonlinear adjoint equation. Utilizing the uniqueness result of the linear fully coupled FBSDE in the appendix, we also prove the uniqueness of solution to this adjoint equation. The second finding is that the first-order variation Z 1 (t) has a unique decomposition by the relations (1.4) . This point inspires us that we should do Taylor's expansions atZ(t) + ∆(t)I Eǫ (t). The advantage of this approach is that the reminder term of Taylor's expansions K 1 (t)X 1 (t) has good estimate which avoids the difficulty to do estimates such as E[ | Z(t) | 2+ε dt] < ∞, for some ε > 0. For this reason, the obtained maximum principle will include a new term ∆(t) which is determined uniquely by u(t),ū(t), and the optimal state (X(t),Ȳ (t),Z(t)). The readers may refer to subsection 3.1 for a heuristic derivation.
By assuming q(·) is a bounded process, we derive the first-order and second-order variational equations and deduce a global maximum principle which includes a new term ∆(t). Furthermore, we study the case in which q(·) may be unbounded. But for this case, we only obtain the maximum principle when σ(t, x, y, z, u) is linear in z, i.e., σ(t, x, y, z, u) = A(t)z + σ 1 (t, x, y, u).
Finally, applications to stochastic linear quadratic control problems are investigated.
The rest of the paper is organized as follows. In section 2, we give the preliminaries and formulation of our problem. A global stochastic maximum principle is obtained by spike variation method in section 3.
Especially, to illustrate our main approach, we give a heuristic derivation in subsection 3.1 before we prove the maximum principle strictly. In section 4, a linear quadratic control problem is investigated based on the obtained estimates in section 3. In appendix, we give some results that will be used in our proofs.
Preliminaries and problem formulation
Let (Ω, F , P ) be a complete probability space on which a standard d-dimensional Brownian motion B = (B 1 (t), B 2 (t), ...B d (t)) ⊺ 0≤t≤T is defined. Assume that F ={F t , 0 ≤ t ≤ T } is the P -augmentation of the natural filtration of B, where F 0 contains all P -null sets of F . Denote by R n the n-dimensional real Euclidean space and R k×n the set of k × n real matrices. Let ·, · (resp. |·|) denote the usual scalar product (resp. usual norm) of R n and R k×n . The scalar product (resp. norm) of M = (m ij ), N = (n ij ) ∈ R k×n is denoted by M, N = tr{M N ⊺ } (resp. M = √ M M ⊺ ), where the superscript ⊺ denotes the transpose of vectors or matrices.
We introduce the following spaces. 
L p estimate for fully coupled FBSDEs
We first give an L p -estimate for the following fully coupled forward-backward stochastic differential equation:             
dX(t) = b(t, X(t), Y (t), Z(t))dt + σ(t, X(t), Y (t), Z(t))dB(t), dY (t) = −g(t, X(t), Y (t), Z(t))dt + Z(t)dB(t),
X(0) = x 0 , Y (T ) = φ(X(T )), (2.1) where
A solution to (2.1) is a triplet of F-adapted process Θ(·) := (X(·), Y (·), Z(·)). We impose the following assumption.
Assumption 2.1 (i) ψ = b, σ, g, φ are uniformly Lipschitz continuous with respect to x, y, z, that is, there exist constants L i > 0, i = 1, 2, 3 such that
|g(t, x 1 , y 1 , z 1 ) − g(t, x 2 , y 2 , z 2 ) ≤ L 1 (|x 1 − x 2 | + |y 1 − y 2 | + |z 1 − z 2 |),
for all t, ω, x i , y i , z i , i = 1, 2.
(ii) For a given p > 1,
For p > 1, set
where c 1 = max{L 2 , L 3 }, C p is defined in Lemma 5.1 in appendix.
Theorem 2.2 Suppose Assumption 2.1 holds and Λ p < 1 for some p > 1. Then (2.1) admits a unique
Proof. Without loss of generality, we only prove the case
For each given (y, z) ∈ L, consider the following FBSDE:
Under Assumption 2.1, it is easy to deduce that the solution (Y (·), Z(·)) of (2.3) belongs to L. Denote the
where
and α i (t), β i (t), γ i (t), λ(T ) are defined similarly. Furthermore, α i (t), β i (t), γ i (t), λ(T ) are bounded by Lipschitz constants of the corresponding coefficients. Especially, |β 1 (t)|, |γ 1 (t)|, |β 2 (t)|, |γ 2 (t)| ≤ c 1 . Due to Lemma 5.1, we obtain
Since Λ p < 1, the operator Γ is a contraction mapping and has a unique fixed point (Y (·), Z(·)). Let X(·) be the solution of (2.1) with respect to the fixed point (Y (·), Z(·)). Thus, (X(·), Y (·), Z(·)) is the unique solution to (2.1).
be the solution to (2.3) with y = 0, z = 0. From (2.5),
By triangle inequality,
which leads to
By Lemma 5.1 in appendix, we obtain
where C p depends on T , p, L 1 . Thus we have
. By Lemma 5.1, we can obtain the desired result.
Remark 2.3
In the case p = 2, Pardoux and Tang obtained the L 2 -estimate in [18] (see also [3] ). Instead of assuming that L 2 and L 3 are small enough as in [3] , we assume Λ p < 1 in this paper. There are other conditions in [3] which can guarantee the existence and uniqueness of (2.1). The readers may apply the method introduced in the above theorem to obtain the L p -estimate of (2.1) for these conditions similarly.
Problem formulation
Consider the following fully coupled stochastic control system:
An admissible control u(·) is an F-adapted process with values in U such that
where the control domain U is a nonempty subset of R k . Denote the admissible control set by U[0, T ].
Our optimal control problem is to minimize the cost functional
3 Stochastic maximum principle
We derive maximum principle (necessary condition for optimality) for the optimization problem (2.7) in this section. For simplicity of presentation, we only study the case d = 1, and then present the results for the general case in subsection 3.6. In this section, the constant C will change from line to line in our proof.
We impose the following assumptions on the coefficients of (2.6).
Assumption 3.1 For ψ = b, σ, g and φ, we suppose
(iii) ψ xx , ψ xy , ψ yy , ψ xz , ψ yz , ψ zz are continuous in (x, y, z, u); ψ xx , ψ xy , ψ yy , ψ xz , ψ yz ,ψ zz are bounded.
Under Assumption 3.1(i)-(ii), for any u(·) ∈ U[0, T ], the state equation (2.6) has a unique solution by Theorem 2.2.
Letū(·) be optimal and (X(·),Ȳ (·),Z(·)) be the corresponding state processes of (2.6). Since the control domain is not necessarily convex, we resort to spike variation method. For any u(·) ∈ U[0, T ] and 0 < ǫ < T ,
be the state processes of (2.6) associated with u ǫ (·).
For simplicity, for ψ = b, σ, g, φ and κ = x, y, z, denote
where ∆(·) is an F-adapted process. Moreover, denote Dψ is the gradient of ψ with respect to x, y, z, and D 2 ψ is the Hessian matrix of ψ with respect to x, y, z,
Proof. Let
We have 
A heuristic derivation
Before giving the strict proof of the stochastic maximum principle, we illustrate how to obtain our results formally in this subsection.
By Lemma 3.2, we have
Suppose that
It is well-known that the solution Z of the FBSDE (2.6) is closely related to the diffusion term σ of the forward SDE of (2.6). When we adopt the spike variation method and calculate the variational equation of X, the diffusion term of the variational equation should include the term δσ(t)I Eǫ (t). So we guess that Z 1 (t) has the following form
where ∆(t) is an F-adapted process and Z ′ 1 (t) has good estimates similarly as X 1 (t). But this form of Z 1 (t) leads to great difficulties when we do Taylor's expansion of the coefficients b, σ and g with respect to Z.
Fortunately, we find that ∆(t) can be determined uniquely by u(t),ū(t), and the optimal state (X(t),Ȳ (t), Z(t)). Note that in Hu [8] ,
where p(t) is the adjoint process. Although ∆(t) appears in the expansion of Z ǫ (t) −Z(t), by (3.6) it is clearly that ∆(t) includes the spike variation of control variables. In our context, we will see lately that ∆(t)
is determined by an algebra equation (3.14) . Thus, when we derive the variational equations, we should keep the ∆(t)I Eǫ (t) term unchanged and do Taylor's expansions atZ(t) + ∆(t)I Eǫ (t). This idea is first applied to a partially coupled FBSDE control system by Hu [8] . Following this idea, we can derive the first-order and second-order variational equations for our control system (2.6). The expansions for b and σ are given as follows:
Note that
So we omit δb x (t, ∆)X 1 (t)I Eǫ (t) in the expansions of b and keep δσ x (t, ∆)X 1 (t)I Eǫ (t) in the expansions of σ. The expansions for g and φ are similar to the expansions for b. Then, we obtain the following variational equations:
Now, we need to derive the first-and second-order variational equations from (3.7) and (3.8). Firstly, it is easy to establish the first-order variational equation for X 1 (t):
where Υ(t) is some adapted process which will be determined later. It is clear that 10) and (p(·), q(·)) satisfies the following equation:
Thus, we obtain the relationship
Combining (3.5) and (3.13), we obtain
which implies the following algebra equation
From (3.7), (3.8), (3.9) and (3.10), it is easy to deduce that (X 2 (·), Y 2 (·)) satisfies the following equation:
In the following two subsections, we give the rigorous proofs for the above heuristic derivations.
First-order expansion
From the heuristic derivation, in order to obtain the first-order variational equation of (2.6), we need to introduce the first-order adjoint equation (3.11) . Since the generator of (3.11) does not satisfy Lipschitz condition, we firstly explore the solvability of (3.11).
For β 0 > 0 and y ∈ R, set
Let s(·) be the maximal solution to the following equation:
and l(·) be the minimal solution to the following equation:
Moreover, set
Lemma 3.3 For given β 0 > 0, then there exists a δ > 0 such that when L 2 < δ, we have t * < 0.
Proof. We only prove that there exists a δ > 0 such that when L 2 < δ, we have t 2 < 0. Note that G(y) is a monotonic function with respect to L 2 . As L 2 → 0,
.
Applying the monotone convergence theorem, we obtain
By the definition of t 2 , the result is obvious.
Assumption 3.4
There exists a positive constant β 0 ∈ (0, 1) such that
and
and L 3 are small enough.
Theorem 3.6 Suppose Assumptions 3.1(i)-(ii) and 3.4 hold. Then (3.11) has a bounded solution such that
Proof. The proof of the existence is a direct consequence of Theorem 4 in [12] . Furthermore, similar to
Remark 3.7 The proof of the uniqueness for (p(·), q(·)) can be found in Theorem 5.4 in the appendix.
In order to introduce the first-order variational equation, we study the following algebra equation 20) where u (·) is a given admissible control.
Remark 3.8 It should be note that the ∆(t) depends on the optimal controlū(·), the adjoint process p(·), and the control u(·).
Lemma 3.9 Under the same assumptions as in Theorem 3.6. Then (3.20) has a unique adapted solution
Proof. We first prove uniqueness. Let ∆(·) and ∆ ′ (·) be two adapted solutions to (3.20) . Then
Following the same steps as (3.22), we can get
Thus, by the contraction mapping theorem, (3.20) 
. Moreover, for any adapted solution ∆(·) to (3.20) , it follows from (3.23) with∆(·) = ∆(·) that
which implies (3.21).
Remark 3.10
If the diffusion term is independent of z, that is σ z (·) = 0, then we obtain ∆(t) = p(t)δσ(t).
If the diffusion term contains z in a linear form, for example σ(t, x, y, z, u) = A(t)z + σ 1 (t, x, y, u), then we obtain
Now we introduce the first-order variational equation:
(3.25)
Remark 3.11 The existence and uniqueness of (X 1 (·), Y 1 (·), Z 1 (·)) in (3.24) and (3.25) is guaranteed by Theorem 2.2.
Assumption 3.12
The solution q(·) of (3.11) is a bounded process.
The relationship between (Y 1 (t), Z 1 (t)) and X 1 (t) as pointed out in our heuristic derivation is obtained in the following lemma.
Lemma 3.13 Suppose Assumptions 3.1(i)-(ii), 3.4 and 3.12 hold. Then we have
where p(·) is the solution of (3.11) and K 1 (·) is given in (3.12).
Proof. Consider the following stochastic differential equation:
It is easy to check that there exists a unique solutionX 1 (·) of (3.26).
Applying Itô's lemma to p(t)X 1 (t),
This completes the proof.
Then we have the following estimates.
Lemma 3.14 Suppose Assumptions 3.1, 3.4 and 3.12 hold. Then for any 2 ≤ β ≤ 8, we have the following
Proof. By Theorem 2.2, we have
We use the notations ξ 1,ǫ (t), η 1,ǫ (t) and ζ 1,ǫ (t) in the proof of Lemma 3.2 and let
We have
By Theorem 2.2, we obtain
Now we estimate term by term as follows.
(1) Since
is the same as
then,
(2)
and the estimate of
is the same as (3.33). Thus,
Similarly, we obtain
Second-order expansion
Noting that Z 1 (t) = K 1 (t)X 1 (t) + ∆(t)I Eǫ (t) in Lemma 3.13, then we introduce the second-order variational equation as follows:
(3.37)
In the following lemma, we estimate the orders of
Lemma 3.15 Suppose Assumptions 3.1, 3.4 and 3.12 hold. Then for any 2 ≤ β ≤ 4 we have
(3.38)
Now, we focus on the last estimate. We use the same notations ξ 1,ǫ (t), η 1,ǫ (t), ζ 1,ǫ (t), ξ 2,ǫ (t), η 2,ǫ (t) and ζ 2,ǫ (t) in the proof of Lemma 3.2 and Lemma 3.14. Let
We introduce the following fully coupled FBSDE:
It has a unique solution due to Theorem 2.2. Applying Itô's formula to
we have
We estimate each term as follows.
(1)
(2) Since
, then we only need to check
Indeed, (3.43) is due to the following estimates: 
the other terms are similar. 
The proof is complete.
In the above lemma, we only prove
The reason is
may be not hold. But if σ(t, x, y, z, u) = A(t)z + σ 1 (t, x, y, u) (3.45)
where A(t) is a bounded adapted process, then σ zz ≡ 0. In this case, we can prove the following estimate.
Lemma 3.16 Suppose Assumptions 3.1, 3.4, 3.12 and σ(t, x, y, z, u) = A(t)z+ σ 1 (t, x, y, u) where A(t) is a bounded adapted process. Then
Proof. We use all notations in Lemma 3.15. By Theorem 2.2, we have
are the same as Lemma 3.15, and
In Lemma 3.15, we have proved
Now we just need to check E
The estimate of E T 0 δσ y (t)η 2,ǫ (t) 2 dt is same to (3.46), and
Other terms are similar.
Maximum principle
Note that Y 1 (0) = 0, by Lemma 3.15, we have
In order to obtain Y 2 (0), we introduce the following second-order adjoint equation:
where H(t, x, y, z, u, p, q) = g(t, x, y, z, u) + pb(t, x, y, z, u) + qσ(t, x, y, z, u),
and DH(t), D 2 H(t) are defined similar to Dψ and D 2 ψ.
Note that (3.47) is a linear BSDE with uniformly Lipschitz continuous coefficients, then it has a unique solution. Before we deduce the relationship between X 2 (·) and (Y 2 (·), Z 2 (·)), we introduce the following equation: 
where (Ŷ (·),Ẑ(·)) is the solution to (3.48) and
Proof. Using the same method as in Lemma 3.13, we can deduce the above relationship similarly.
Consider the following equation:
Applying Itô's formula to γ(t)Ŷ (t), we obtain
Define H(t, x, y, z, u, p, q, P ) = pb(t, x, y, z + ∆(t), u) + qσ(t, x, y, z + ∆(t), u)
where ∆(t) is defined in (3.20) corresponding to u(t) = u. It is easy to check that
X(t),Ȳ (t),Z(t), u(t), p(t), q(t), P (t)) − H(t,X(t),Ȳ (t),Z(t),ū(t), p(t), q(t), P (t)).
Noting that γ(t) > 0 for t ∈ [0, T ], then we obtain the following maximum principle. be the corresponding state processes of (2.6). Then the following stochastic maximum principle holds:
H(t,X(t),Ȳ (t),Z(t), u, p(t), q(t), P (t)) ≥ H(t,X(t),Ȳ (t),Z(t),ū(t), p(t), q(t), P (t)), ∀u ∈ U, a.e., a.s.,
where (p (·) , q (·)), (P (·) , Q (·)) satisfy (3.11), (3.47) respectively, and ∆(·) satisfies (3.20).
Remark 3.19
If b and σ are independent of y and z, then Theorem 3.18 degenerates to the maximum principle obtained in [8] .
Corollary 3.20 Under the same assumptions as in Theorem 3.18. Moreover, suppose that b, σ, g are continuously differentiable with respect to u and U is a convex set. Then
and the maximum principle is
with H u (t,X(t),Ȳ (t),Z(t),ū(t), p(t), q(t))
Proof. By implicit function theorem for (3.20), we get (3.52). For each u ∈ U , taking u ρ (t) =ū(t) + ρ(u − u(t)), we can get (3.53) by (3.51).
The case without Assumption 3.12
The relations Y 1 (t) = p(t)X 1 (t) and Z 1 (t) = K 1 (t)X 1 (t) + ∆(t)I Eǫ (t) in Lemma 3.13, is the key point to derive the maximum principle (3.51). Note that to prove Lemma 3.13, we need Assumption 3.12, which implies E sup
However, under the following assumption, combing Theorems 5.3 and 5.4 in appendix, we can obtain the relations Y 1 (t) = p(t)X 1 (t) and Z 1 (t) = K 1 (t)X 1 (t) + ∆(t)I Eǫ (t) without Assumption 3.12.
Assumption 3.21 σ(t, x, y, z, u) = A(t)z + σ 1 (t, x, y, u) and A(·) ∞ is small enough.
In this case, the first-order adjoint equation becomes
The first-order variational equation becomes
X(t),Ȳ (t),ū(t))
. 
where p(·) is the solution of (3.55). 
Proof. The estimate of (3.56) is the same as (3.29) in Lemma 3.14, except the following term,
In this case,
is the same as Lemma 3.14, and
We estimate term by term as follows.
are the same as
is the same as (3.58),
Then,
The second-order variational equation becomes
The following second-order estimates hold.
Lemma 3.24 Suppose Assumptions 3.1, 3.4 and 3.21 hold. Then we have the following estimates
Proof. We use the same notations A 
Then, we have that
We estimate term by term in the followings.
the other terms are similar. Thus
Thus,
Now we introduce the second-order adjoint equation:
(3.63) is a linear BSDE with non-Lipschitz coefficient for P (·). Then, by Theorem 5.2 in appendix, (3.63)
has a unique pair of solution according to Theorem 5.21 in [17] . By the same analysis as in Lemma 3.17, we introduce the following auxiliary equation: 
where (Ŷ (·),Ẑ(·)) is the solution to (3.64) and
Proof. Applying the techniques in Lemma 3.13, we can deduce the above relationship similarly.
Combing the estimates in Lemma 3.24 and the relationship in Lemma 3.25, we deduce that
Define H(t, x, y, z, u, p, q, P ) = pb(t, x, y, z, u) + qσ(t, x, y, z, u) + 1 2 P (σ(t, x, y, z, u) − σ(t,X(t),Ȳ (t),Z(t),ū(t))) 2 + g(t, x, y, z + p(t)(σ(t, x, y, z, u) − σ(t,X(t),Ȳ (t),Z(t),ū(t))), u).
By the same analysis as in Theorem 3.18, we obtain the following maximum principle. be the corresponding state processes of (2.6). Then the following stochastic maximum principle holds:
H(t,X(t),Ȳ (t),Z(t), u, p(t), q(t), P (t)) ≥ H(t,X(t),Ȳ (t),Z(t),ū(t), p(t), q(t), P (t)), ∀u ∈ U, a.e., a.s..
The general case
When Brownian motion in (2.6) is d-dimensional, by similar analysis as for 1-dimensional case, we obtain the following results.
The state equation becomes
The first-order adjoint equation is
Denote the Hessian matrix of σ i (t) with respect to (x, y, z
Then, the second-order adjoint equation is
Define H(t, x, y, z, u, p, q, P ) = pb(t, x, y, z + ∆(t), u) + q, σ(t, x, y, z + ∆(t), u)
+g(t, x, y, z + ∆(t), u),
where ∆(t) satisfies
Thus, we obtain the following maximum principle. be the corresponding state processes of (3.65). Then the following stochastic maximum principle holds:
where (p (·) , q (·)), (P (·) , Q (·)) satisfy (3.66), (3.67) respectively, and ∆(·) satisfies (3.69). 
A linear quadratic control problem
In this section, we study a linear quadratic control problem by the results in the section 3. For simplicity of presentation, we suppose all the processes are one dimensional.
Consider the following linear forward-backward stochastic control system
and minimizing the following cost functional
where A i , B i , C i , D i i = 1, 2, 3, 4 are deterministic R-valued functions, F , G are deterministic constants and J is F T -measurable bounded random variable. Letū(·) be the optimal control, and the corresponding optimal state is (X(·),Ȳ (·),Z(·)).
The variational equation becomes
and the first order adjoint equation is
This adjoint equation is a nonlinear backward stochastic differential equation with deterministic coefficients and the solution to (4.3) is (p(·), 0), which p(·) satisfies the following ODE        dp(
with
Remark 4.1 It should be note that in our context the Assumption 3.12 holds.
Moreover, ∆(t) has the following explicitly form
Sinceū(·) is the optimal control,
By Lemma 3.16, the following estimates hold,
We can expand (4.5) term by term as follows
Similarly, one has
Introduce the adjoint equation for
Noting that the relationship between X 1 (t), Y 1 (t) and Z 1 (t),
Introducing the adjoint equation for
Similar to p(·), the solution to (P (·), Q(·)) is (P (·), 0), which P (·) satisfies the following ODE,
We obtain
Thus, we obtain the following maximum principle for (4.1)-(4.2). be the corresponding state processes of (4.1). Then the following stochastic maximum principle holds: 8) and minimizing the following cost functional
where a, b, c, d are constants such that, 0 < |2cd| ≤ 1 and ad < 1, and U = {−1, 0, 1}. Letū(·) be the optimal control, and the corresponding optimal state is (X(·),Ȳ (·),Z(·)). In this case p(t) = d, q(t) = 0,
The maximum principle by Theorem
is
Noting thatȲ (0) = d forū(t) = 0 , then it is easy to check thatū(t) = 0 satisfies the maximum principle (4.9). Furthermore, we can proveū(t) = 0 is the optimal control. For each u (·) ∈ U[0, T ],
When the control domain is U = [−1, 1], similar to Corollary 3.20, by Theorem 4.2 we obtain the following maximum principle,
It is obvious thatū(·) = 0 does not satisfy the maximum principle (4.10).
Appendix

L p -estimate of decoupled FBSDEs
The following Lemma is a combination of Theorem 3.17 and Theorem 5.17 in [17] .
Lemma 5.1 For each fixed p > 1 and a pair of adapted stochastic process (y(·), z(·)), consider the following Proof. In the following, C is a constant, and will be changed from line to line. Define
the following relationship Y (t) = p(t)X(t) + ϕ(t), where p(t), ϕ(t) satisfy              dp(t) = −A(t)dt + q(t)dB(t), dϕ(t) = −C(t)dt + ν(t)dB(t), p(T ) = κ, ϕ(T ) = 0, (5.6)
A(t) and C(t) will be determined later. Applying Itô's formula to p(t)X(t) + ϕ(t), we have d (p(t)X(t) + ϕ(t)) = {p(t) [α 1 (t)X(t) + β 1 (t)Y (t) + γ 1 (t)Z(t) + L 1 (t)] − A(t)X(t) +q(t) [α 2 (t)X(t) + β 2 (t)Y (t) + γ 2 (t)Z(t) + L 2 (t)] − C(t)} dt + {p(t) [α 2 (t)X(t) + β 2 (t)Y (t) + γ 2 (t)Z(t) + L 2 (t)] + q(t)X(t) + ν(t)} dB(t).
(5.7)
Comparing with the equation satisfied by Y (t), one has Z(t) = p(t) [α 2 (t)X(t) + β 2 (t)Y (t) + γ 2 (t)Z(t) + L 2 (t)] + q(t)X(t) + ν(t), (5.8)
− [α 3 (t)X(t) + β 3 (t)Y (t) + γ 3 (t)Z(t) + L 3 (t)] = p(t) [α 1 (t)X(t) + β 1 (t)Y (t) + γ 1 (t)Z(t) + L 1 (t)] − A(t)X(t)
+q(t) [α 2 (t)X(t) + β 2 (t)Y (t) + γ 2 (t)Z(t) + L 2 (t)] − C(t).
(5.9)
From equation (5.8), we have the form of Z(t) as Z(t) = (1 − p(t)γ 2 (t)) −1 {p(t) [α 2 (t)X(t) + β 2 (t)Y (t) + L 2 (t)] + q(t)X(t) + ν(t)} = (1 − p(t)γ 2 (t)) −1 α 2 (t)p(t) + β 2 (t)p(t) 2 + q(t) X(t) + p(t)β 2 (t)ϕ(t) + p(t)L 2 (t) + ν(t) .
From the equation (5.9), and utilizing the form of Y (t) and Z(t), we derive that A(t) = α 3 (t) + β 3 (t)p(t) + γ 3 (t)K 1 (t) + α 1 (t)p(t) + β 1 (t)p 2 (t) +γ 1 (t)K 1 (t)p(t) + α 2 (t)q(t) + β 2 (t)p(t)q(t) + γ 2 (t)K 1 (t)q(t), (5.10) where K 1 (t) = (1 − p(t)γ 2 (t)) −1 α 2 (t)p(t) + β 2 (t)p 2 (t) + q(t) , and C(t) = (β 1 (t)p(t) + β 2 (t)q(t) + β 3 (t))ϕ(t) + p(t)L 1 (t) + q(t)L 2 (t) + L 3 (t) +(γ 1 (t)p(t) + γ 2 (t)q(t) + γ 3 (t))(1 − p(t)γ 2 (t)) −1 (β 2 (t)p(t)ϕ(t) + p(t)L 2 (t) + ν(t)). dX(t) = α 1 (t)X(t) + β 1 (t)p(t)X(t) + β 1 (t)ϕ(t) + L 1 (t) + γ 1 (t) (1 − p(t)γ 2 (t)) −1 · α 2 (t)p(t) + β 2 (t)p(t) 2 + q(t) X (t) +p(t)σ y (t)ϕ(t) + p(t)L 2 (t) + ν(t)]} dt + α 2 (t)X(t) + β 2 (t)p(t)X(t) + β 2 (t)ϕ(t) + L 2 (t) + γ 2 (t) (1 − p(t)γ 2 (t))
· α 2 (t)p(t) + β 2 (t)p(t) 2 + q(t) X (t) +p(t)σ y (t)ϕ(t) + p(t)L 2 (t) + ν(t)]} dB(t),
andỸ (t) = p(t)X(t) + ϕ(t), Z(t) = (1 − p(t)γ 2 (t)) −1 α 2 (t)p(t) + β 2 (t)p(t) 2 + q(t) X (t) +p(t)β 2 (t)ϕ(t) + p(t)L 2 (t) + ν(t)] .
(5.13)
Then (X(·),Ỹ (·),Z(·)) solves (5.5). Moreover, if p(t)L 1 (t) + q(t)L 2 (t) + L 3 (t) + (γ 1 (t)p(t) + γ 2 (t)q(t) + γ 3 (t))(1 − p(t)γ 2 (t)) −1 p(t)L 2 (t) = 0, then (ϕ(·), ν(·)) = (0, 0) is a solution to (5.6) and (X(t), p(t)X(t), (1 − p(t)γ 2 (t)) −1 α 2 (t)p(t) + β 2 (t)p(t) 2 + q(t) X (t) + p(t)L 2 (t) ) t∈[0,T ] solves (5.5).
Proof. The results follow by applying Itô's formula.
Now we study the uniqueness of (p(·), q(·)) in (5.6). It is important to note that the form of (p(·), q(·))
in ( Thus we have K i,1 (t)X i (t)
F ([0, T ]; R). Since (5.5) has a unique solution, by Theorem 5.3, we get for t ∈ [0, T ], (X 1 (t), p 1 (t)X 1 (t), K 1,1 (t)X 1 (t)) = (X 2 (t), p 2 (t)X 2 (t), K 2,1 (t)X 2 (t)).
Note thatX 1 (·) > 0, then (p 1 (·), q 1 (·)) = (p 2 (·), q 2 (·)).
