I. INTRODUCTION

I
IN [1] , Berenger proposed the perfectly matched layer (PML) to truncate computational domains for use in the numerical solution of Maxwell's equations, without introducing reflections. The original split-field approach of Berenger was reformulated by Chew and Weedon [2] in terms of complex coordinate stretching and by Sacks et al. [3] in terms of perfectly matched anisotropic absorbers. It was shown by the authors [4] , that the complex coordinate stretching and diagonal anisotropy formulations are equivalent in a general orthogonal coordinate system setting.
Recently, a new method [5] was proposed to derive an eigenmode series expansion for the two-dimensional (2-D) Green's function of a planar substrate, by using a PML to turn the originally open configuration into a closed parallel plate waveguiding system. However, the proposed technique presents conceptual and theoretical difficulties, mainly due to the fact that complex stretching results in losing the self-adjoint nature of the underlying Sturm-Liouville problem [6] .
In this paper, we give an explicit proof of the completeness of the eigenmodes of a grounded parallel plate waveguide with a PML termination. The proof is based on a general theorem governing the completeness of sets of complex exponentials [7] . The resulting Green's function can then be obtained by utilizing a biorthogonal expansion for the Dirac distribution. Comparison with the Green's function of a grounded halfspace demonstrates that the PML termination judiciously simulates the open halfspace.
II. PARALLEL PLATE WAVEGUIDE WITH PML TERMINATION
Consider the Helmholtz equation governing the determination of the scalar Green's function in a homogeneous parallel plate waveguide with propagation in the z direction. We have It is easy to show that the eigenmode sequence is now fsin(nx=b)g, n = 1; 2; . . ., with b = X(d). It would therefore seem that formulas (6) and (7) remain valid by replacing a with b, but nothing is less true. The point is that, due to the complex stretching, (8) and (9) taken together, do not form a self-adjoint Sturm-Liouville problem [6] . This implies that completeness and orthogonality are far from guaranteed. However, in our case we have the following. f (x)g(x)dx. However, given a complete sequence f n (x)g we can find the biorthogonal sequence f n (x)g by the rule h n j m i = n;m . The reproducing kernel
exhibits the sieve property a 0 K(x; x 0 ) n (x 0 )dx 0 = n (x), which makes it a representation of the Dirac distribution (x0x 0 ) with respect to this complete set. Hence, if we take n(x) = fsin(nx=b)g, n = 1; 2; . . ., we have It is easily seen that the PML Green's function satisfies the Dirichlet boundary conditions at x = 0 and x = d. Note that besides the condition for completeness a jbj, we must also require <(b)=(b) < 0 in order to obtain decaying exponentials for large values of n in (13). The relation between the biorthogonal sequences is easy to find: if we restrict ourselves to the finite segment n (x), n = 1; 2; . . . ; N , we can express the n as functions of n, as
Now, it is an easy matter to show that the matrix A = H 01 , the inverse of the Grammian H with entries H n;m = h n j m i. Note that the Grammian H is ill-conditioned in general, and it is therefore better, numerically speaking, to take A = H y , the Moore-Penrose inverse [8] .
Remark: An interesting point is that since we have a < d, where 
In this way, we can make the PML layer as thin as we want except nil, without changing its properties. Of course, as we will see in Section III, it is compulsory to take =b < 0 and <b > a=2. In practice, we obtain good results with the formula b = d( p 1 0 2 0 i ), where is a that the approach of [5] , where the sequence f2n(x)=bg instead of the exact biorthogonal sequence f n (x)g was utilized, still can be used as a first approximation, without having to calculate the Grammian H and its Moore-Penrose inverse.
III. COMPARISON WITH THE GREEN'S FUNCTION OF A GROUNDED HALFSPACE
Since we would expect that the Green's function (13) might be sufficiently close to the Green's function of a halfspace grounded at x = 0 we write it down here for comparison purposes 
This is the case when <b > a=2. Of course, we then also need =b < 0.
As has been said before, we obtain good results with the formula b = jbj( p 1 0 2 0i),where is a small positive number. From <b > a=2
and a = jbj(1 0 ), it is in any case necessary to have < p 3=2. In In Redheffer's important survey article [7] , the following theorem due to Levinson is proved:
B. Theorem 1
The sequence fe i x g with fng complex is complete Lp(p 1) 1=p + 1=q = 1 and 3(t) is the number of n satisfying j n j t.
Theorem 1 allows the following specialization:
C. Theorem 2
The sequence fe nx g with 6 = 0 complex, n 2 Z is complete L p (p 1) on an interval of length smaller than or equal to 2=jj.
D. Proof
Defining the step function 7(t) as 7(t) = 0, t < 0, 7(t) = 1, t 0 we can write with = jj 3(t) = 7(t) + 2 1 n=1 7(t 0 n): 
For r > we distinguish two cases.
• 
This completes the proof, since the asymptotics of an infinite sum is not altered by deleting a finite number of terms.
gularity of the electric Green's dyadics is extracted. They then proceed to extract the delta function (r 0 r 0 ). Although the delta function is singular (distributional), it is not the singularity of the electric Green's dyadic. Indeed, after the authors extract the delta function in (12a), [1] the remaining double summation does not exist in the limit as r ! r 0 and is itself highly singular.
It is important to recognize the true singularity of the electric Green's dyadic in numerical computations and particularly in those involving integral equations. In [2] , we show that the electric Green's dyadic can be split into two terms. The first term is proportional to the irrotational component of the unit delta dyadic; the second term is proportional to the solenoidal component. The first term is the true singularity; the second term is square integrable. Once the singularity is correctly isolated, the remaining square-integrable term presents no difficulty as r ! r 0 . Furthermore, the correctly isolated singularity can be handled in integral equations by well-known methods.
We comment that there is nothing formally wrong with extracting the delta function. We object strongly, however, to the authors stating that they have extracted "the singularity of the electric Green's dyadics." They have not done so.
