There is an accumulating evidence that distracted driving is a leading cause of vehicle crashes and accidents. In order to support safe driving, numerous methods of detecting distraction have been proposed, which are empirically focused on certain driving contexts and gaze behaviour. This paper aims at illustrating a method for the non-intrusive and real-time detection of visual distraction based on vehicle dynamics data and environmental data, without using eye-tracker information. Experiments are carried out in the context of the automotive domain of the European project Holides, which addresses development and qualification of adaptive cooperative human-machine systems, and is co-funded by ARTEMIS Joint Undertaking and Italian University, Educational and Research Department. The collected data are analysed by a single-layer feedforward neural network trained through pseudo-inversion methods, characterized by direct determination of output weights given randomly set input weights and biases. One main feature of our work is the convenient setting of input weights by the so-called sparse random projections: the presence of a great number of null elements in the involved matrices makes especially parsimonious the use at run time of the trained network. Moreover, we use a genetic approach to better explore the input weights network space. The obtained results show better performance with respect to classical pseudo-inversion methods and effective and parsimonious use of memory resources.
Introduction
The "distracted driving" is a big issue that draws attention from the public, policymakers and researchers. Driver distraction is, according to [35] , the diversion of attention away from activities critical for safe driving towards a competing activity. A vast variety of activities performed inside the vehicle can become potential distraction, including operating in navigation and entertainment systems [6] , whose rapid development can contribute more and more to distracted driving, as a threat to road safety.
In this paper, we address these topics and, in particular, we started by an initial research question: "Is it possible to reliably detect and recognize driver state, so that a supporting system would give just as much assistance as the driver needs?" For instance, the intervention of a forward collision warning system or of an emergency braking system can be triggered, based on the driver state: if distraction is detected, the function strategies can be adjusted accordingly (e.g. braking is modulated differently or warning signals are anticipated). Such a smart assistance, which recognizes driver state, would allow for a greater safety margin, without irritating the driver with false alarms or inappropriate interventions in normal driving conditions and so enhancing the user acceptability. Therefore, in recent years, several methods have been published, which aim at estimating distracted driving (for example [8, 47, 48, 54] ) or also which concentrate on the detection and modelling of fatigue or stress as fundamental causes for driver inattention (like [26, 65] ).
Given this context, one goal of this paper is to present a non-intrusive approach for a real-time system to detect and classify distracted driving, using only vehicle dynamic data and environmental data (e.g. the other traffic agents) as inputs to the model. This is done in the context of the automotive domain of the European project Holides, which addresses development and qualification of adaptive cooperative human-machine systems, and is cofunded by ARTEMIS Joint Undertaking and Italian University, Educational and Research Department.
In particular, here, we mainly address the driver visual distraction that has been considered an important aspect in the investigated manoeuvres. In this context, looking away for a short while (at least 1.8 s) can be considered as a driver visual distraction from her/his main activity. Machine learning (ML) and in particular neural networks (NN) technologies may be able to provide the right algorithms to cope with such a challenge. This technology can be applied to build a discriminative model that captures the differences in behaviour when people drive normally and when they are distracted.
In the past two decades, single-hidden-layer feedforward neural networks (SLFNs) have been one of the most important subject of study and discussion among neural researchers [46, 51, 62] . Methods based on gradient descent are mainly used for training, and among them, the large family of techniques based on backpropagation (BP) is widely studied in its variations. The start-up of these techniques assigns random values to the weights connecting input, hidden and output nodes, and these weights are then iteratively adjusted, originating learning methods typically slow.
Some non-iterative procedures have been proposed in the literature as learning algorithms for SLFNs based on random assignment of input weights, while output weights are determined through the use of generalized inverse (or pseudo-inverse) matrices; in the framework of radial-basis-function neural networks (RBF), the idea that random selection of hidden neurons from the domain of a data space is sufficient to allow universal approximation was proposed by Broomhead and Lowe in their classic 1988 paper [9] , and later extended by Lowe [38] (also see textbooks by Haykin [23] and Ham and Kostanic [22] ). Pao et al. (see e.g. [30,43,44]) proposed the random vector functional-link (RVFL) network as a special case of their more general functional-link neural networks (FLN), described in Pao's popular textbook [45] : in this model too, hidden neuron parameters are randomly selected and only the weights of the output layer need to be trained (e.g. with pseudo-inverse or gradient descent procedures). Many theoretical and application-oriented studies in the last years were devoted to the use of these single-pass techniques, easy to implement and computationally fast; among the most known, we recall the ELM method [28] , while other interesting works are e.g. [2, 10, 18, 21, 34, 42] .
In this paper, we explore the possibility to replace the completely random sampling of input weights space, typical of pseudo-inversion-based methods, by a search procedure driven by genetic algorithm techniques. This approach has already been exploited in several papers ( [3, 37, 53, 56] ), but the concomitant use of random projections makes our proposed method original and more effective. The theoretical rationale for this approach can be found in many studies, showing random projections as a powerful method for dimensionality treatment [4, 31, 59] .
A second particularly interesting goal of this paper is to use, in this context, a sparse matrix representation for input weight setting; in particular, we analyse the so-called sparse random projections, characterized by a majority of null elements, because they appear to be an useful tool for making more parsimonious and effective the run-time data processing.
The paper is organized as follows: we first look into the main ideas on distracted driving in Sect. 2. In Sect. 3 are summarized the basics of random projections approach and neural training by pseudo-inversion; besides, we explain how genetic algorithms are used for input weights setting.
Section 4 presents the experiments carried out to collect data, and finally, in Sect. 5, the performance of the proposed training method is assessed through computational experiences on the collected data.
The problem of distracted driving
Advanced driver assistance systems (ADAS) and autonomous driving (AD) cars have attracted significant attention; the research on driver distraction started back in the early 1990s, when distractions caused by cell phones were found to significantly affect driver's capability of responding to critical situations [41] . It is likely that the problem will increase as more wireless or mobile technologies find their way into vehicles [15, 20, 61] . Although in the last few years many European countries have prohibited the use of-for examplemobile phones when driving, nonetheless, it should not be expected that the amount of driving distraction will necessarily decrease.
In addition, the 100-Car Naturalistic Driving Study found that almost 80% of all crashes and 65% of all near-crashes involved driver distraction [15] . In fact, a large body of both empirical studies [63] and naturalistic field research [33] has further established the relationship between driver distraction and degraded driving performance. With the rapid development of many on-board systems (more or less integrated in the vehicle, but able to interact with drivers), distracted driving is likely to continuously grow as a threat to road safety. Many efforts have been made to tackle the problem of distracted driving in different ways, such as raising the public awareness and enhancing the government legislation: another active and promising approach is to develop real-time driver distraction countermeasures, developing specific classifiers able to identify distraction when occurs and so mitigate its effect by modifying accordingly the strategies of the system or even by providing a direct feedback to the driver. In this context, early and accurate detection of driver distraction is essential for successful real-time countermeasures.
However, in the literature, there is not a unique and commonly agreed definition of distraction, but several ones very often overlapped and mixed with inattention or with other drivers states, such as drowsiness and workload. For what concerns the definition of distraction adopted in our research, we have considered the taxonomy proposed by Regan et al. [50] and by Lee et al. [35] . In particular, we start from the following definition: driver distraction is the diversion of attention away from activities critical for safe driving towards a competing activity, and it is a significant risk factor that can cause accidents [49] This has been extended by Regan et al. [50] , adding the concept of driver inattention, which means insufficient or no attention to critical activities for safe driving towards a competing activity. As mentioned, note that distraction differs from fatigue [16] , which is defined as a state of exhaustion that makes a person unable to continue an activity [13] .
Although existing data are inadequate and not representative of the driving population, it is estimated that drivers engage in potentially distracting secondary tasks; approximately, 30% of the time their vehicles are in motion (conversation with passengers is the most frequent secondary task followed by eating, smoking, manipulating controls, reaching inside the vehicle and using cell phone).
Numerous researchers have developed driver distraction monitoring systems that aim at promoting safe driving by considering different types and levels of distraction [16] . These methods can be divided into the following five categories [25] according to the factors being measured:
-subjective report measures -driver biological measures -driving performance measures -driver physical measures -hybrid measures
In this paper, we focus on the third point: steering, braking and other related driving behaviours are suitable for detecting visual distraction [36] . In addition, we employed physical measures of drivers; in controlled settings, such as a driving simulator, the detection response tasks such as DRT or SURT(SUrrugate visual Research Task) are promising methods of measuring visual (and cognitive) distraction [27, 39, 40, 52] . In the SURT approach, used in this research, subject is required to respond, via a tactile device, to visual stimuli. Since we have considered the same category of visual distraction also used by Lee et al. [35] , this secondary task seems to be very appropriate, because, to accomplish it, the subject needs to diverge the visual attention away from the road.
The model
In this section, we recall some basic ideas concerning the use of pseudo-inversion and random projections for respective output and input weight setting and present the genetic approach. Figure 1 shows a standard SLFN with P input neurons, M hidden neurons and Q output neurons, nonlinear activation functions φ in the hidden layer and linear activation functions in the output layer. Considering a dataset of N distinct training samples of (input, output) pairs (x j , t j ), where x j ∈ R P and t j ∈ R Q , the learning process for a SLFN aims at producing the matrix of desired outputs T ∈ R N ×Q when the matrix of all input instances X ∈ R N ×P is presented as input.
Weight setting
As stated in the introduction, in the state-of-the-art pseudo-inverse approach, input weights c i j (and hidden neurons biases) are randomly sampled from a uniform distribution in a fixed interval and no longer modified.
After having determined the input weights matrix C, the use of linear output units allows to determine output weights w i j as the solution of the linear system H W = T , where H ∈ R N ×M is the hidden-layer output matrix of the neural network, H = (X C).
Regularization methods have to be used [5, 12] to turn the original problem into a wellposed one, i.e. roughly speaking into a problem insensitive to small changes in initial conditions. Among them, Tikhonov regularization is one of the most common [57, 58] : it minimizes the error functional
where λ is known as the Tikhonov regularization parameter.
The regularized solutionŴ that minimizes the error functional (1) has the form (see e.g. [19] 
With regularization, we introduce a penalty term that not only improves on stability, but also contains model complexity avoiding overfitting, as largely discussed in [17] .
The method OCReP [11] provides an optimal value for λ by defining a convenient regularized matrix formulation, in which the regularization parameter is derived under the constraint of condition number minimization. This value is proven to be very effective in terms of stabilization and generalization, as evidenced by comparison with implementations of other approaches from the literature, including cross-validation, so that we use this technique in the following.
After presenting the method for output weights determination, we discuss now how to set input weights through random projections.
If X N ×P is the original set of N P-dimensional observations,
is the projection of the data onto a new K -dimensional space.
Strictly speaking, a linear mapping such as (3) is not a projection because C is generally not orthogonal and it can cause significant distortions in the data set. However, and unfortunately, orthogonalizing C is computationally expensive. Instead, we can rely on a result presented by Hecht-Nielsen [24]: in a high-dimensional space, there exists a much larger number of almost orthogonal than strictly orthogonal directions. Besides, Bingham and Mannila [7] performed an extensive experimentation which allows them to claim that vectors having random directions might be sufficiently close to orthogonality and equivalently that C T C would approximate an identity matrix. They estimate the mean squared difference between C T C, and the identity matrix is about 1/K per element.
This key idea is confirmed also by the Johnson-Lindenstrauss lemma [32] : if a set of points in a vector space is randomly projected onto a selected space of suitable dimension, then the original distances between the points are approximately preserved in the new space, with only minimal distortions. For a simple proof of this result, see [14] . This property appears to be really appealing because it suggests the possibility to preserve the topological structure of the initial input space while allowing the creation of a new optimal data representation in the hidden-layer space, able to ease the classification/diagnosis task and to increase performance.
Therefore, we can use random projections to project the original P-dimensional data into a K -dimensional space, using a random entries matrix C K ×P whose columns have unit norm.
Besides, random projection is very simple from a computational standpoint: the process of forming the random matrix C and projecting the data matrix X into K dimensions has complexity of order O(P K N ); moreover, if the data matrix X is sparse with about G nonzero entries per column, the complexity is of order O(G K N ).
Actually, a large variety of zero mean, unit variance distributions of elements c i j result in a mapping that still satisfies the Johnson-Lindenstrauss lemma: among them, entries of C can be randomly sampled from a Gaussian distribution. Another appealing possibility is using sparse random projections which have only a small fraction of nonzero elements. For example, Achlioptas [1] shows that generating random entries c i j by
+1 with probability 1/6 0 with probability 2/3 −1 with probability 1/6 ,
one obtains a valid random projection with (expected) density 33%. Because of these features, we decided to verify if sparse random projections matrices C can be used as suitable input weights values.
A difficulty arises because random projections are mainly used for linearly separable tasks although many real-world problems are not linearly separable. Neural networks feature among the tools available to deal with the latter class of problems, so we propose to join these techniques using random projections matrices for the setting of input weights, while the subsequent processing by hidden nodes nonlinear activation function will account for the nonlinearity of the problem.
Genetic pseudo-inversion-based approach
As already discussed, in our approach, input weights are random values; aiming at improving our model, we decided to experiment a genetic algorithm strategy. In this framework, a starting population of random input weights matrices is generated and the network is then trained according to the method described in Sect. 3. So doing an iterative process can start: in each iteration, a new population (generation) of input weights is produced by applying selection, crossover and mutation on the previous generation, while the corresponding output weights are always computed by regularized pseudo-inversion.
In the selection phase, a number of networks are chosen from the population in order to build the new generation; the chance each network has of being chosen depends on the error it had on the training set. A fitness score is calculated for each network by a linear scaling of the errors, they are then normalized to turn them into probabilities (their sum is made equal to 1), and a process of extraction with replacement is used to generate a new set of networks with the same magnitude as the starting population, and probably some repeated elements.
Crossover is a procedure that generates new networks by combining previous ones. The networks selected in the previous phase are randomly paired with each other; then, each couple generates a new couple of offspring which will be part of the next generation. The crossover algorithm that gave the best results was the uniform crossover, done at neuron level; in this case, each neuron of the hidden layer of the first offspring has a 50% chance of being inherited from each of its parents, independently from other neurons. The second offspring receives all the neurons which have not been chosen for the first one, producing in this way a recombination of the two parents without losing any "genetic material".
Since selection and crossover work by recombining the original parameters, mutation is needed in order to explore other regions of the parameter space. After producing the new generation, each neuron of each network will have a chance to undergo a process of mutation; if the neuron is mutated, all its weights will be recomputed as if it was generated for a new random network. The probability of mutation is set to a low value in order to have on average less than one neuron mutated per network. A particular case happens when the two parents chosen for crossover are identical; in this case, each of the two offspring is forced to mutate at least one neuron, in order to avoid identical individuals in the new population.
Finally, an elitist approach is also used, so that the best individual from the previous population survives into the new one.
Experimental set-up
The data related to distraction, the environment and the vehicle dynamic have been collected by means of dedicated experiments using a real-prototype vehicle. In this section, we describe the experiments carried out to collect these data as well as the database and the signals we used.
Subjects
Data from the system dynamics during driving have been collected from dedicated session performed on an equipped vehicle provided by CRF. Twenty-nine (29) test subjects drove for about 1 h (i.e. 55 km) on extra-urban and motorway roads. A minimum amount of driver experience was required, in particular (i) at least 2 years of driving licence and (ii) at least 6000 km driven per year. Gender has been controlled (8 female and 22 male).
Procedure
Participants were asked to drive on the dedicated test site in real-traffic situations, while completing a secondary task session. Studying driver distraction and designing assistance systems to counteract requires research tools that can be utilized to reliably induce distraction in simulator and real-traffic studies. Distraction (visual and manual) has been induced by means of a secondary visual research task called SuRT, reproduced on an in-vehicle touch screen (7 TFT touch screen installed on the right-hand side of the car cabin). The SuRT is specified in the ISO/TS 14198. SURT was chosen with the aim at evaluating the interferences caused by a generic visual search task rather than a specific IVIS (in-vehicle information system), which can be simulated in such a way. Like most commercial in-vehicle information systems, it requires visual perception and manual response: such activities, according to Wickens' multiple resources model [60] , require the same mental resources of the driving task and is therefore more likely to interfere, possibly causing a degradation of driving task performances.
In more details, SuRT is a distracting secondary task consisting of visually and manually demanding parts; participants are presented with a set of stimuli on a touch screen (e.g. a tablet or a smart phone) which can be mounted on the right side of the steering wheel in reach of the driver's right arm. The interested reader can find more details about SuRT in: https:// www.iso.org/standard/54496.html.
The time interval between two consecutive screens was pseudo-randomized between 3 and 9 s. The output data are the reaction times and the error rates.
Data collection and preprocessing
In our work, we have combined the eyes position of subjects as derived by an internal camera with the presence of distractor tool, when the user was engaged in the secondary task (i.e. the SuRT). We adopted a supervised learning approach so that targets for training the classifiers have been defined in the following way:
-When subjects' eyes were out of the road for 2s and secondary task was active, the distraction label was set to 1 ( driver is distracted) -When subjects eyes were on the road and secondary task was not active, the distraction label was set to 0 (driver is not distracted) -In all the other situations, data have not been considered, since it was not possible to define the cognitive state of the driver in a sufficiently precise way for training purposes These values are directly available on the prototype vehicle CAN bus or can be derived from those (e.g. time to collision is computed from vehicle speed and car in front data). The frequency of data collection was 20 Hz (1 data point each 0.05 s), which is the output rate of the vehicle bus.
It is worth to note here that only these variables constitute the inputs of the classifiers; the eye-movements data (from the internal camera) do not appear, since they have been used only to construct the target set.
Finally, for each numerical parameter in the list, we computed the mean and standard deviation, the gradient of variation between first and last value in a window of size 2 s, as a method to group (summarize) the data and reduce noise.
Following the ordinary procedure for supervised learning, we use tenfold cross-validation on 90% of the instances, while 10% of each dataset has been kept as a separate test set, on which the learned models have been tested.
Experimental results
Given the current state of the art and with reference to our previous works (see [54] and [55] ), we decided to compare a sparse standard pseudo-inversion approach with our pseudoinversion-based sparse genetic method. We remark here that the former differs from the well-known ELM method because no random projections (or sparse settings of weights) are used in ELM original technique.
The reason why we compared to just one competitor is twofold: first, the standard pseudoinversion approach has been extensively compared on several benchmark by other authors. See, for instance, [28, 29, 64] . Secondly, neural networks have been chosen as classification tool for the HoliDES project, due to their real-time processing ability, once trained.
All experiments were performed using GNU Octave version 4.2.1 on a Unix workstation.
In our model, we use a single-layer neural network because this is the state-of-the-art neural architecture for driver distraction diagnosis; the input layer is composed by as many nodes as there are variables describing a state (62) , while the hidden-layer size has been determined through a procedure of tenfold cross-validation. In particular, we chose 750 hidden neurons for all subjects but 27 and 28, for which we use 500 neurons, due to observed overfitting.
The output layer is composed by two nodes, one for each of the two categories to be recognized. All neurons use the standard logistic function f (x) = 1 1+e −x as activation function. For the standard pseudo-inversion method, we ran the learning procedure for 1000 initializations of the input weights and averaged the test error rates. In order to perform a fair comparison, for the genetic pseudo-inversion, we evaluated 1000 individuals (i.e. weight assignments) by running genetic algorithm for 50 generation on a population of 20 individuals and averaged the test errors.
Moreover, we computed for both approaches the test error values generated by the weights configurations which gave rise to minimum training errors values; these quantities are reported as minimum test errors.
In Table 1 , we compare performances computed on the separate test sets; the bestperforming method is reported in bold for each subject.
As can be noted, the average test error of the genetic pseudo-inversion is better in all cases but two than the standard pseudo-inversion approach. For what concerns the minimum test error, the standard pseudo-inversion approach is better in four cases, probably because sometimes the genetic approach needs more generations to find an equivalent-performing weight configuration. For what concerns running times, the most expensive operation in both cases (standard and genetic pseudo-inversion) is the computation of the pseudo-inversion matrices, while genetic operators take a negligible time (at least, when only 1000 individuals need to be evaluated). 
Analysis of the influence of sparse weight setting
We performed some tests aiming at investigating the influence of sparsity degree on performance: we vary the number of nonzero elements in input weight matrices from 0 to 1000, where 1000 means a standard dense matrix. Results show that the same classification performance obtained initializing a full random projection matrix could be reached by networks in which this matrix has a high level of sparsity (see Fig. 2 ). We selected therefore input weight matrices having 90% of their values set to zero and the others chosen from a normal distribution with variance σ = √ (10). So doing, we obtain 0-mean and 1-variance matrix columns, which satisfy the conditions required to have a random projection matrix.
We also compared the time needed to perform a matrix product between input data and input weight matrices when the latter are implemented as sparse or with standard matrix representation. Figure 3 reports the time (s.) taken vs the sparsity degree of the matrix for three hidden-layer size dimensions (500, 750, 1000 neurons). In all cases, the sparse representation allows to save a large amount of computational resources.
Conclusions
In this paper, we present a method for non-intrusive and real-time detection of visual distraction, based on vehicle dynamics data and environmental data. A single-layer feedforward neural network trained through pseudo-inversion is used to process data. We propose an original approach which benefits from matrix sparsity, showing lower computational times with respect to standard implementations. Moreover, our geneticbased technique outperforms the standard pseudo-inversion method in the majority of the considered subjects. 
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