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ON LOCAL TIME AT TIME VARYING CURVE
ANASS BEN TALEB
Abstract. It is known that for (Xt)t≥0 a continuous semimartingale there exists
a version of its family of local times (Lzt (X))z∈R,t≥0 that is continuous in t and
ca`d-la`g in z ( see for example [7] ). In this paper we extend this result by showing
that for a regularly parametrized family of curves, the corresponding family of
local times has a ’regular’ version. This result was used in [1] to prove a change
of variable formula for local time of continuous semimartingales.
1. Introduction
Let (Bt)t≥0 a Brownian motion, we define for each t > 0 the occupation time
random measure on the space (R,B (R)):
(1) ∀A ∈ B (R) , µt (A) =
∫ t
0
1{Bs∈A}ds
. In [6], Trotter shows that almost surely for all t > 0, µt has a density with respect
to the Lebesgue measure : Lxt (B) this means that almost surely for all t > 0 and
for all f : R→ R+ borelian function we have :
(2)
∫ t
0
f (Bs) ds =
∫ +∞
−∞
f(z)Lzt (B) dz
.
Furthermore the family Lzt (B)z∈R,t≥0 is continuous in t and z. We denote by
Lz (B) the map t → Lzt (B) and we call it the local time of B in z, the family
(Lzt (B))z∈R,t≥0 is also called the family of local times of B. Since then the notion of
local time has been extended in the litterature ( see [5] for a complete bibliography
on the subject ): from the point of view of continuous semimartingales Meyer [3]
after earlier results of Tanaka for the Brownian motion defined The local time of
continuous semimartingales via a generalization of Ito’s formula. Let (Xt)t≥0 be a
continuous semimartingale, for all z ∈ R there exists a continuous and increasing
process (Lzt (X))t≥0 such that for all t ≥ 0 one has Tanaka’s formula:
(3) |Xt − z| = |X0 − z| +
∫ t
0
sgn (Xs − z) dXs + L
z
t (X)
, with sgn is the function defined by :
(4) sgn (x) =
{
1 x > 0
−1 x ≤ 0
. In addition, the measure dLzs (X) is almost surely carried by the set {s ≥ |Xs = z}
( see proposition 1.6 of chapter 6 in [5] ). We also have in analogy to (2) a formula
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called the occupation times formula. Almost surely for all Φ : R→ R borelian non
negative function and for all t ≥ 0:
(5)
∫ t
0
Φ (Xs) d 〈X,X〉s =
∫ +∞
−∞
Φ(z)Lzt (X) da
. In [7] Yor’s result extends Trotter’s theorem in the following way : There exists
a version of (Lzt (X))t≥0,z∈R continuous in t and ca`d-la`g in z
1. Furthermore almost
surely for all t ≥ 0, for all z ∈ R:
(6) Lzt (X)− L
z−
t (X) = 2×
∫ t
0
1{Xs=z}dXs
. In this paper we shall extend Yor’s result to a family of local times at time varying
curves. First, let us define the local time at a curve, this notion was mentioned
briefly as a limit in probability of occupation times in [4]:
Definition 1.1. Let (Xt)t≥0 a continuous semimartingale and γ : R+ → R a func-
tion with finite total variation, hence X − γ is a continuous semimartingale. We
define the local time of X at the curve γ as the increasing continuous process:
Λγ (X) = L0 (X − γ)
, its Lebesgue-Stieltjes measure dΛγs (X) is carried by the set {s ≥ 0|Xs = γ(s)},
and we have almost surely :
∀t ≥ 0, Λγt (X) = lim
ǫ→0
1
ǫ
∫ t
0
1{0<Xs−γ(s)<ǫ}d 〈X,X〉s
.
Remark 1.1. Let t0 > 0 , in the same manner we can define the local time of X
at the curve γ with basis point t0 by :
∀t ≥ 0, Λγ,t0t (X) = lim
ǫ→0
1
ǫ
∫ t
t0
1{0<Xs−γ(s)<ǫ}d 〈X,X〉s
. Note that for all u, t ∈ R+:
Λγ,t0t (X)− Λ
γ,t0
u (X) = lim
ǫ→0
1
ǫ
∫ t
u
1{0<Xs−γ(s)<ǫ}d 〈X,X〉s
, so for all t, u Λγ,t0t (X)− Λ
γ,t0
u (X) is independant of the choice of the basis point.
Remark 1.2. The previous remark enables us to define the local time of X at γ
when γ is only defined on interval I ⊂ R+.
Now consider a family of class C1 curves defined on R+ parametrized by z ∈ R
: (γ(z, .))z∈R, we want to show that under some conditions there exists a regular
version Λ
γ(z,.),t
t (X)z∈R,t≥0. We state our main result:
1French: ”continue a` droite limite a` gauche”, which translates to continuous on the right limit
on the left ): meaning there exist a family of random variables
(
L̂zt (X)
)
z∈R,t≥0
such that for
each z ∈ R almost surely the map t→ Lzt (X) is continuous, for each t ≥ 0 almost surely the map
z → Lzt (X) is ca`d-la`g, and for each z ∈ R, t ≥ 0 almost surely we have L
z
t (X) = L̂
z
t (X)
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Theorem 1.1. Let (Xt)t≥0 be a continuous semimartingale defined on a filtered
probability space
(
Ω,A,P,G = (Gu)u≥0
)
, let Γ ∈ C1 (R× R+ → R)
2 3. For T > 0
one considers the open sets
Ω1T =
{
z ∈ R|∀t ∈ [0, T ],
∂Γ
∂z
(z, t) > 0
}
Ω2T =
{
z ∈ R|∀t ∈ [0, T ],
∂Γ
∂z
(z, t) < 0
}
.There exists a version of
(
Λ
Γ(z,.)
t (X)
)
t≥0,z∈R
satisfying :
(a) For T > 0 , if Ω1T is nonempty then
(
Λ
Γ(z,.)
t (X)
)
0≤t≤T,z∈Ω1
T
is continuous in
t ca`d-la`g in z. We have almost surely: for all t ∈ [0, T ], z ∈ Ω1T :
Λ
Γ(z,.)
t (X)− Λ
Γ(z−,.)
t (X) = 2×
(∫ t
0
1{Xs=Γ(z,s)}dXs −
∫ t
0
1{Xs=Γ(z,s)}
∂Γ
∂t
(z, s) ds
)
.
(b) For T > 0, if Ω2T is nonempty then
(
Λ
Γ(z,.)
t
)
0≤t≤T,z∈Ω1
T
is continuous in t la`d-
ca`g in z ( French : ” limite a` droite continue a` gauche ” meaning limit on the
right continuous on the left). We have almost surely forall t ∈ [0, T ], z ∈ Ω2T
:
Λ
Γ(z,.)
t (X)− Λ
Γ(z+,.)
t (X) = 2×
(∫ t
0
1{Xs=Γ(z,s)}dXs −
∫ t
0
1{Xs=Γ(z,s)}
∂Γ
∂t
(z, s) ds
)
.
Remark 1.3. Consequently :
(1) If Ω1 =
⋂
T>0Ω
1
T is a non empty open set then the family
(
Λ
Γ(z,.)
t (X)
)
t≥0,z∈Ω1
is continuous in t ca`d-la`g in z. Moreover we have almost surely for all
t ≥ 0, z ∈ Ω1 :
Λ
Γ(z,.)
t (X)− Λ
Γ(z−,.)
t (X) = 2×
(∫ t
0
1{Xs=Γ(z,s)}dXs −
∫ t
0
1{Xs=Γ(z,s)}
∂Γ
∂t
(z, s) ds
)
.
(2) Similarly if Ω2 =
⋂
T>0Ω
2
T is a non empty open set then the family
(
Λ
Γ(z,.)
t (X)
)
t≥0,z∈Ω2
is continuous in t la`d-ca`g in z. Moreover we have almost surely for all
t ≥ 0, z ∈ Ω1 :
Λ
Γ(z,.)
t (X)− Λ
Γ(z+,.)
t (X) = 2×
(∫ t
0
1{Xs=Γ(z,s)}dXs −
∫ t
0
1{Xs=Γ(z,s)}
∂Γ
∂t
(z, s) ds
)
.
Remark 1.4. Note that when Γ(z, t) = z we have ∀t, z ∂Γ
∂z
(z, t) = 1 > 0 and
∂Γ
∂t
(z, t) = 0 hence we recover Yor’s result in [7].
Moreover we can extend the previous result to the general case when Γ is defined
on an open susbet of R× R+:
2i.e there exists ǫ > 0 such that Γ ∈ C1 (R×]− ǫ,+∞[→ R)
3one can interpret (Γ(z, .))
z∈R as a family of class C
1 curves ’regular’ in z
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Corollary 1.1. Let Ω ⊂ R × R+ an open set and Γ : Ω → R a map of class
C1, let (Xt)t≥0 be a continuous semimartingale. Then there exists a version of the
family
(
Λ
Γ(z,.)
t (X)− Λ
Γ(z,.)
s (X)
)
s≤t, {z}×[s,t]⊂Ω
such that : almost surely we have for
all z, s, t with {z} × [s, t] ⊂ Ω :
(1) If for all u ∈ [s, t], ∂Γ
∂z
(z, u) > 0 then the map z′ → Λ
Γ(z′,.)
t (X)−Λ
Γ(z′,.)
s (X)
is ca`d-la`g in z meaning:
lim
z′→z+
Λ
Γ(z′,.)
t (X)− Λ
Γ(z′,.)
s (X) = Λ
Γ(z,.)
t (X)− Λ
Γ(z,.)
s (X)
, and the limit limz′→z− Λ
Γ(z′,.)
t (X)− Λ
Γ(z′,.)
s (X) exists
(2) If ∀u ∈ [s, t], ∂Γ
∂z
(z, u) < 0 the map z′ → Λ
Γ(z′,.)
t (X)− Λ
Γ(z′,.)
s (X) is la`d-ca`g
in z
(3) lim(u,v)→(s,t) Λ
Γ(z,.)
v (X)− Λ
Γ(z,.)
u (X) = Λ
Γ(z,.)
t (X)− Λ
Γ(z,.)
s (X)
Let M be the local martingale part and V the finite total variation part of X .
By Tanaka’s formula one has:
Λ
Γ(z,.)
t (X) = 2×
[
(Xt − Γ(z, t))
+ − (X0 − Γ(z, 0))
+ −
∫ t
0
1Xs>Γ(z,s)dXs
]
+ 2×
[∫ t
0
1Xs>Γ(z,s)
∂Γ
∂t
(z, s) ds
]
= 2×
[
(Xt − Γ(z, t))
+ − (X0 − Γ(z, 0))
+ −
∫ t
0
1Xs>Γ(z,s)dMs
]
− 2×
[∫ t
0
1Xs>Γ(z,s)dVs
]
+ 2×
[∫ t
0
1Xs>Γ(z,s)
∂Γ
∂t
(z, s) ds
]
(7)
.
Set :
(8) M̂zt =
∫ t
0
1Xs>Γ(z,s)dMs
, in the special case of Γ(z, s) = z the main idea in [7] is to prove that the family(
M̂zt
)
z∈R,t≥0
has a version continuous z and t to his end one uses Kolmogorov
continuity theorem ( Theorem 2.8 in [2] ) in the Banach space C ([0, t],R) equipped
with the distance d(f, g) = supx∈[0,t] |f(x)− g(x)| this is done using the following
inequality:
(9) E
[
sup
t
∣∣∣M̂at − M̂ bt ∣∣∣2k] ≤ Ck (b− a)k E [ 1b− a ×
∫ b
a
(Lx∞)
k
dx
]
The sequel of this paper is organized as follows : In the second section we extend
inequality (9) to the general case. In the third section we finish the proof of Theorem
(1.1). In the fourth section we prove corollary 1.1. 4
4I would like to thank Bernard Lapeyre for comments on an earlier version of this work.
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2. Extending inequality (9)
We will extend a local version of (9), the goal in mind is to prove that the familly(
M̂zs
)
z∈K,s∈[0,t]
has a bicontinous version, where K = [−m,m] a compact. Let({
sn0 , s
n
1 , ..., s
n
n+1
})
n∈N
be a sequence of partitions of [0, t] with sn0 = 0, s
n
n+1 = t
with mesh maxi
∣∣sni+1 − sni ∣∣ converging to 0 , for all n let (snij)
1≤j≤Nn
be those snk
such that Γ (z1, s
n
k) 6= Γ (z2, s
n
k) with s
n
ij
< snij+1 ( if s
n
iNn
= t then sniNn+1 = t ), let
(Lzt (X))z∈R,t≥0 be the family of local times of X continuous in t and ca`d-la`g in z.
Forall s ∈ [0, t] we set:
(10) Γ1(s) = min (Γ(z1, s),Γ(z2, s)) , Γ2(s) = max (Γ(z1, s),Γ(z2, s))
.
We will prove that that for k ≥ 1, z1, z2 ∈ K
E
[
sup
0≤u≤t
|M̂z1u − M̂
z2
u |
2k
]
≤ Ck × lim inf
n→+∞
E
(∫ +∞
−∞
dz
(
Nn∑
j=1
1Γ1(snij )<z<Γ2(s
n
ij
) ×
(
Lzsnij+1
(X)− Lzsnij
(X)
)))k
(11)
, where Ck is a constant that depends only on k. Note that the existence of(
snij
)
1≤j≤Nn
is justified by the fact that if forall s ∈ [0, t] Γ(z1, s) = Γ(z2, s) the
inequality (11) is trivial. Notice finally that when Γ(z, s) = z we recover inequality
(9).
2.1. Proof of inequality 11. Using the fact:{
1{Ms>a} − 1{Ms>b} = 1{min(a,b)<Ms≤max(a,b)} a ≤ b
1{Ms>a} − 1{Ms>b} = −1{min(a,b)<Ms≤max(a,b)} a > b
, and Burkholder-Davis-Gundy inequality ( Theorem 4.1 of chapter 4 in [5] ) we
have:
E
[
sup
0≤u≤t
|M̂z1u − M̂
z2
u |
2k
]
≤ CkE
[(∫ t
0
1Γ1(s)<Xs≤Γ2(s)d 〈M,M〉s
)k]
≤ CkE
[(∫ t
0
1Γ1(s)<Xs≤Γ2(s)d 〈X,X〉s
)k]
. Since X − Γ2 and X have the same bracket, by the occupation times formula (
corollary 1.6 of chapter 6 in [5]) we have: forall t forall z∫ t
0
1{Xs=Γ2(s)}d 〈X,X〉s =
∫ +∞
−∞
1{z=0}L
z
t (X − Γ2) dz = 0
, so: ∫ t
0
1{Γ1(s)<Xs≤Γ2(s)}d 〈X,X〉s =
∫ t
0
1{Γ1(s)<Xs<Γ2(s)}d 〈X,X〉s
.
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By the time dependent occupation times formula ( Exercise 1.35 of chapter 6 in
[5] ) we obtain:
E
[
sup
0≤u≤t
|M̂z1u − M̂
z2
u |
2k
]
≤ CkE
[(∫ +∞
−∞
dz
∫ t
0
1{Γ1(s)<z<Γ2(s)}dL
z
s (X)
)k]
.
Let z ∈ R, since the set {s|Γ1(s) < z < Γ2(s)} is open then the function s →
1{Γ1(s)<z<Γ2(s)} is lower semi-continuous, in other words when (sn)n converges to s
we have:
(12) 1{Γ1(s)<z<Γ2(s)} ≤ lim inf
n→+∞
1{Γ1(sn)<z<Γ2(sn)}
. For s ∈ [0, t], we set:
Fzn(s) =
n∑
i=0
1{[sni ,sni+1[}
× 1{Γ1(sni )<z<Γ2(sni )}
+ 1{t}1{Γ1(snn)<z<Γ2(snn)}
, and let σn(s) ∈ [0, n+ 1] the integer satisfying :
snσn(s) ≤ s ≤ s
n
σn(s)+1
, (we set for convenience snn+2 = t) As limn→+∞ s
n
σn(s)
= s, by inequality (12):
1{Γ1(s)<z<Γ2(s)} ≤ lim inf
n→+∞
1{
Γ1(snσn(s)
)<z<Γ2(snσn(s)
)
} = lim inf
n→+∞
Fzn(s)
.
The last inequality is true forall z ∈ R, by applying Fatou’s lemma for the measure
µ defined on (R× R+,B (R× R+)) by:
µ (A) =
∫ +∞
−∞
dz
∫ t
0
1A(s, z)dL
z
s (X)
we get:(∫ +∞
−∞
dz
∫ t
0
1Γ1(s)<z<Γ2(s)dL
z
s (X)
)k
≤ lim inf
n→+∞
(∫ +∞
−∞
dz
∫ t
0
Fzn(s)dL
z
s (X)
)k
, applying Fatou’s lemma again:
E
[(∫ +∞
−∞
dz
∫ t
0
1Γ1(s)<z<Γ2(s)dL
z
s (X)
)k]
≤ lim inf
n→+∞
E
[(∫ +∞
−∞
dz
∫ t
0
Fzn(s)dL
z
s (X)
)k]
. We have:∫ +∞
−∞
dz
∫ t
0
Fzn(s)dL
z
s (X) =
∫ +∞
−∞
dz
(
n∑
i=0
1Γ1(sni )<z<Γ2(sni ) × (L
z
sni+1
(X)− Lzsni (X)
)
, if i verifies Γ(z1, s
n
i ) = Γ(z2, s
n
i ) then 1Γ1(sni )<z<Γ2(sni ) = 0, otherwise there exists
j ∈ [1, Nn] such that s
n
i = s
n
ij
and since sni+1 ≤ s
n
ij+1
then Lzsni+1 (X) ≤ L
z
snij+1
(X) we
deduce that∫ +∞
−∞
dz
(
n∑
i=0
1Γ1(sni )<z<Γ2(sni ) ×
(
Lzsni+1 (X)− L
z
sni
(X)
))
≤
∫ +∞
−∞
dz
(
Nn∑
j=1
1Γ1(snij )<z<Γ2(s
n
ij
) ×
(
Lzsnij+1
(X)− Lzsnij
(X)
))
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, thus we proved (11).
3. End of proof of Theorem (1.1)
We have:
E
(∫ +∞
−∞
dz
(
Nn∑
j=1
1Γ1(snij )<z<Γ2(s
n
ij
) ×
(
Lzsnij+1
(X)− Lzsnij
(X)
)))k
≤ E
( Nn∑
j=1
∣∣∣∣∣
∫ Γ2(snij )
Γ1(snij
)
(
Lzsnij+1
(X)− Lzsnij
(X)
)
dz
∣∣∣∣∣
)k
≤ E

 Nn∑
j=1
|Γ2(s
n
ij
)− Γ1(s
n
ij
)| ×
∣∣∣∣∣∣∣
∫ Γ2(snij )
Γ1(snij
)
(
Lzsnij+1
(X)− Lzsnij
(X)
)
dz
|Γ2(snij)− Γ1(s
n
ij
)|
∣∣∣∣∣∣∣

k

≤ sup
1≤j≤Nn
|Γ2(s
n
ij
)− Γ1(s
n
ij
)|k × E

 Nn∑
j=1
∣∣∣∣∣∣∣
∫ Γ2(snij )
Γ1(snij
)
(
Lzsnij+1
(X)− Lzsnij
(X)
)
dz
|Γ2(s
n
ij
)− Γ1(s
n
ij
)|
∣∣∣∣∣∣∣

k

(13)
. In the following subsection we control the last term.
3.1. Control of the term E

∑Nnj=1
∣∣∣∣∣∣∣
∫ Γ2(snij )
Γ1(s
n
ij
)
(
Lz
sn
ij+1
(X)−Lz
sn
ij
(X)
)
dz
|Γ2(snij
)−Γ1(snij
)|
∣∣∣∣∣∣∣

k. By Tanaka’s
Formula:
2×
[(
Xsnij+1
− z
)+
−
(
Xsnij
− z
)+
−
∫ snij+1
snij
1{Xs>z}dVs −
∫ snij+1
snij
1{Xs>z}dMs
]
, hence:
Lzsnij+1
(X)− Lzsnij
(X) + 2×
∫ snij+1
snij
1{Xs>z}dMs − 2×
[(
Xsnij+1
− z
)+
−
(
Xsnij
− z
)+]
≤ 2×
(∫ snij+1
snij
|dV |
)
(14)
, and so inequality (14 ) implies:
(15)
Nn∑
j=1
∫ Γ2(snij )
Γ1(snij
)
(
Lzsnij+1
(X)− Lzsnij
(X)
)
dz
Γ2(s
n
ij
)− Γ1(s
n
ij
)
≤ 2×
(∫ t
0
|dV |
)
+ E1 + E2
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, where :
E1 = −2×
 Nn∑
j=1
∫ Γ2(snij )
Γ1(snij
)
(∫ snij+1
snij
1{Xs>z}dMs
)
dz
Γ2(s
n
ij
)− Γ1(s
n
ij
)

E2 = 2×
 Nn∑
j=1
∫ Γ2(snij )
Γ1(snij
)
((
Xsnij+1
− z
)+
−
(
Xsnij
− z
)+)
dz
Γ2(snij)− Γ1(s
n
ij
)

. By Fubini’s theorem for stochastic integrals ( see chapter 4 in [5] for instance ) :
(16) E1 = −2×
Nn∑
j=1
∫ Γ2(snij )
Γ1(snij
)
(∫ snij+1
snij
1{Xs>z}dMs
)
dz
Γ2(snij )− Γ1(s
n
ij
)
= −2×
∫ t
0
Hns dMs
, (Hns )0≤s≤t is the process defined by:
Hns =
Nn∑
j=1
1s∈[snij ,s
n
ij+1
[ ×
∫ Γ2(snij )
Γ1(snij
) 1Xs>zdz
Γ2(snij )− Γ1(s
n
ij
)
, It’s easy to see that Hn is adapted to the filtration (Gu)0≤u≤t and that |H
n| ≤ 1.
We deduce that the process
(∫ u
0
Hns dMs
)
0≤u≤t
is a local martingale starting from 0
and so by Burkholder-Davis-Gundy inequality there is a constant Ck such that :
(17) E
(
sup
0≤u≤t
∣∣∣∣(∫ u
0
Hns dMs
)∣∣∣∣2k
)
≤ Ck × E
(
〈M,M〉kt
)
.
For the term E2, we write via integration by substitution ( z = z×Γ2(s
n
ij
)+ (1−
z)× Γ1(s
n
ij
) ) ∫ Γ2(snij )
Γ1(snij
)
((
Xsnij+1
− z
)+
−
(
Xsnij
− z
)+)
dz
Γ2(snij)− Γ1(s
n
ij
)
=
∫ 1
0
((
Xsnij+1
− zΓ2(s
n
ij
)− (1− z)Γ1(s
n
ij
)
)+)
dz
−
∫ t
0
((
Xsnij
− zΓ2(s
n
ij
)− (1− z)Γ1(s
n
ij
)
)+)
dz
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. So:
Nn∑
j=1
∫ Γ2(snij )
Γ1(snij
)
((
Xsnij+1
− z
)+
−
(
Xsnij
− z
)+)
dz
Γ2(snij )− Γ1(s
n
ij
)
=
Nn+1∑
j=2
[∫ 1
0
((
Xsnij
− zΓ2(s
n
ij−1
)− (1− z)Γ1(s
n
ij−1
)
)+)
dz
]
−
Nn∑
j=1
[∫ 1
0
((
Xsnij
− zΓ2(s
n
ij
)− (1− z)Γ1(s
n
ij
)+)
dz
]
=
∫ 1
0
(
XsniNn+1
− Γ̂(z, sniNn )
)+
dz −
∫ 1
0
(
Xsni1
− Γ̂(z, sni1)
)+
dz
+
Nn∑
j=2
[∫ 1
0
((
Xsnij
− Γ̂(z, snij−1)
)+
−
(
Xsnij
− Γ̂(z, snij)
)+)
dz
]
(18)
,
where Γ̂ is given by :
Γ̂(z, s) = zΓ2(s) + (1− z)Γ1(s)
,
since x→ x+ is a Lipschitz function:∣∣∣∣∫ 1
0
(
XsniNn+1
− Γ̂(z, sniNn )
)+
dz −
∫ 1
0
(
Xsni1
− Γ̂(z, sni1)
)+
dz
∣∣∣∣
≤
∫ 1
0
∣∣∣∣(XsniNn+1 − Γ̂(z, sniNn ))+ − (Xsni1 − Γ̂(z, sni1))+
∣∣∣∣ dz
≤
∫ t
0
[∣∣∣XsniNn+1 −Xsni1 ∣∣∣ + ∣∣∣Γ̂(z, sniNn )− Γ̂(z, sni1)∣∣∣] dz
≤ sup
u,v∈[0,t]
|Xu −Xv|+ 2c1
(19)
, where c1 = supz∈K,u∈[0,t] |Γ(z, u)| is a constant that depends only on Γ, t and K.
Recall the following two technical inequalities ( the proof of which is left to the
reader ) : Let A,B,C,D ∈ R, we have :
(20) |min(A,B)−min(C,D)| ≤ |A− C|+ |B −D|
, and
(21) |max(A,B)−max(C,D)| ≤ |A− C|+ |B −D|
.
For s, s′ ∈ [0, t], applying inequality (20) we get:
|Γ1(s)− Γ1(s
′)| ≤ |Γ(z1, s)− Γ(z1, s
′)|+ |Γ(z2, s)− Γ(z2, s
′)|
≤ 2× c2 × |s− s
′|
, where c2 = supz∈K,u∈[0,t]
∣∣∂Γ
∂t
(z, u)
∣∣, in the same way applying inequality (21):
|Γ2(s)− Γ2(s
′)| ≤ 2× c2 × |s− s
′|
,
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thus forall z ∈ [0, 1]:
|Γ̂(z, s)− Γ̂(z, s′)| ≤ 2× c2 × |s− s
′|
.
Now owing to the fact that x→ x+ is Lipschitz and the last inequality we obtain:∣∣∣∣∣
Nn∑
j=2
[∫ 1
0
((
Xsnij
− Γ̂(z, snij−1)
)+
−
(
Xsnij
− Γ̂(z, snij)
)+)
dz
]∣∣∣∣∣
≤
Nn∑
j=2
[∫ 1
0
∣∣∣Γ̂(z, snij−1)− Γ̂(z, snij )∣∣∣ dz]
≤ 2× c2 ×
Nn∑
j=2
|snij−1 − s
n
ij
|
≤ 2× c2 × t
(22)
.
By the estimate (15), the identity (16) and the estimates (18), (19), (22) we
obtain: Nn∑
j=1
∣∣∣∣∣∣∣
∫ Γ2(snij )
Γ1(snij
)
(
Lzsnij+1
(X)− Lzsnij
(X)
)
dz
|Γ2(snij )− Γ1(s
n
ij
)|
∣∣∣∣∣∣∣

k
≤ 2k ×
(
c2t+ c1 + sup
u,v∈[0,t]
|Xu −Xv|+ sup
0≤u≤t
∣∣∣∣∫ u
0
Hns dMs
∣∣∣∣+ ∫ t
0
|dV |
)k
, and so by the inequality (17) there is a constant Dk that depends only on Γ,K, t
such that:
E

 Nn∑
j=1
∣∣∣∣∣∣∣
∫ Γ2(snij )
Γ1(snij
)
(
Lzsnij+1
(X)− Lzsnij
(X)
)
dz
|Γ2(snij)− Γ1(s
n
ij
)|
∣∣∣∣∣∣∣

k

≤ Dk × E
[
tk + 1 + sup
u,v∈[0,t]
|Xu −Xv|
k +
(∫ t
0
|dV |
)k
+ 〈M,M〉
k
2
t
](23)
.
3.2. End of the proof. For j ∈ [1, Nn] we have:∣∣∣Γ2 (snij)− Γ1 (snij)∣∣∣ = ∣∣∣Γ(z2, snij)− Γ(z1, snij)∣∣∣ ≤ |z2 − z1| × sup
0≤s≤t,z∈K
∣∣∣∣∂Γ∂z (z, s)
∣∣∣∣
, owing to the estimates (11), ( 13 ) and (23 ) we deduce the existence of a constant
Gk that depends only on Γ,K, t such that:
E
[
sup
0≤u≤t
|M̂z1u − M̂
z2
u |
2k
]
≤ Gk × |z2 − z1|
k × E
[
tk + 1 + sup
u,v∈[0,t]
|Xu −Xv|
k +
(∫ t
0
|dV |
)k
+ 〈M,M〉
k
2
t
]
(24)
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. Thus if:
(25) E
[
sup
u,v∈[0,t]
|Xu −Xv|
k +
(∫ t
0
|dV |
)k
+ 〈M,M〉
k
2
t
]
< +∞
, by inequality (24) one has:
(26) E
[
sup
0≤u≤t
|M̂z1u − M̂
z2
u |
2k
]
≤ Jk × |z2 − z1|
k
. meaning we can apply Kolmogorov’s theorem. In fact without loss of generality
we can suppose that (25 ) holds by considering the sequence of stopping times (Tn)n
defined by :
Tn = inf
(
t ≥ 0| sup
u,v∈[0,t]
|Xu −Xv|
k +
(∫ t
0
|dV |
)k
+ 〈M,M〉
k
2
t ≥ n
)
. Let us be more precise: Set
M̂z,ns =
∫ min(s,Tn)
0
1Xu>Γ(z,u)dMu
, by the previous subsection forall n we can find a modification
(
M̂z,ns
)
0≤s≤t,z∈
◦
K
,(
N̂ z,ns
)
0≤s≤t,z∈
◦
K
continuous in z and t. Note that since the stochastic integral is
continuous, forall z ∈ K we have almost surely ∀s ≤ Tn : M̂
z,n+1
s = M̂
z,n
s hence
almost surely ∀n ≥ 0, N̂ z,n+1|[0,Tn] = N̂
z,n, define :
N̂ zs =
+∞∑
n=0
1[Tn,Tn+1[(s)N̂
z,n+1
s
.
Since almost surely ∀n, ∀z N̂ z,n+1Tn+1 = N̂
z,n+2
Tn+1
,it follows that almost surely the map
(s, z) → N̂ zs is continuous in s and z. Finally for s ∈ [0, t], z ∈
◦
K we have almost
surely 1[Tn,Tn+1[(s)N̂
z,n+1
s = 1[Tn,Tn+1[(s)M̂
z,n+1
s thus:
N̂ zs =
+∞∑
n=0
1[Tn,Tn+1[(s)N̂
z,n+1
s =
+∞∑
n=0
1[Tn,Tn+1[(s)M̂
z,n+1
s = M̂
z
s
, in other words
(
N̂ zs
)
0≤s≤t,z∈
◦
K
is a bicontinuous version of
(
M̂zs
)
0≤s≤t,z∈
◦
K
.
It remains to extend the modification to the whole R+ × R : For all n ∈ N, m ∈
N > 0 let
(
N̂
z,n,m
t
)
t∈[0,n],z∈]−m,m[
be a bicontinuous version of
(
M̂zt
)
t∈[0,n],z∈]−m,m[
.
For z ∈] − m,m[, t ∈ [0, n] we have almost surely N̂ z,n,mt = N̂
z,n+1,m+1
t = M̂
z
t ,
as both maps (t, z) → N̂ z,n,mt , (t, z) → N̂
z,n+1,m+1
t are continuous in t and z, we
conclude that almost surely ∀n,m, N̂ z,n+1,m+1t |[0,n]×]−m,m[ = N̂
z,n,m
t . Define :
N̂ zt =
∑
n≥0,m≥0
N̂
z,n+1,m+1
t
[
1{n≤t<n+1,m≤|z|<m+1}
]
, since almost surely :
∀n, ∀m, ∀z, ∀t N̂ z,n+1,m+1n+1 = N̂
z,n+2,m+1
n+1 , N̂
m+1,n+1,m+1
t = N̂
m+1,n+1,m+2
t
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, it follows that (t, z) → N̂ zt is continuous in t and z. For fixed t, z,m, n we have
almost surely:
1{n≤t≤t+1,m≤|z|<m+1}N̂
z,n+1,m+1
t = 1{n≤t<n+1,m≤|z|<m+1} × M̂
z
t
, hence
N̂ zt =
∑
n≥0,m≥0
1{n≤t<n+1,m≤|z|<m+1}N̂
z,n+1,m+1
t
=
∑
n≥0,m≥0
1{n≤t<n+1,m≤|z|<m+1}M̂
z
t
= M̂zt
. Thus we have proved that
(
N̂ zt
)
t≥0,z∈R
is a bicontinuous version of
(
M̂zt
)
t≥0,z∈R
.
Now we write :
Λ
Γ(z,.)
t (X) = 2×
[
(Xt − Γ(z, t))
+ − (X0 − Γ(z, 0))
+ − M̂zt − V̂
z
t
]
+ 2×
[∫ t
0
1{Xs>Γ(z,s)}
∂Γ
∂t
(z, s) ds
]
, here
(
M̂zt
)
t≥0,z∈R
is bicontinuous and V̂ zt =
∫ t
0
1{Xs>Γ(z,s)}dVs. Now we check point
(a) of Theorem 1.1: Let T > 0, suppose that ΩT1 is nonempty and let z ∈ Ω
T
1 , then
for all s ∈ [0, T ] the function z → Γ(z, s) is strictly increasing, by the dominated
convergence theorem almost surely and forall t ∈ [0, T ]:
V̂ z+t = lim
z′→z+,z′∈ΩT1
∫ t
0
1{Xs>Γ(z′,s)}dVs =
∫ t
0
1{Xs>Γ(z,s)}dVs = V̂
z
t
, and:
V̂ z−t = lim
z′→z−,z′∈ΩT1
∫ t
0
1{Xs>Γ(z′,s)}dVs =
∫ t
0
1{Xs≥Γ(z,s)}dVs
, similarly:
lim
z′→z+,z′∈ΩT1
∫ t
0
1{Xs>Γ(z′,s)}
∂Γ
∂t
(z′, s) ds =
∫ t
0
1{Xs>Γ(z,s)}
∂Γ
∂t
(z, s) ds
, and :
lim
z′→z−,z′∈ΩT1
∫ t
0
1{Xs≥Γ(z′,s)}
∂Γ
∂t
(z′, s) ds =
∫ t
0
1{Xs≥Γ(z,s)}
∂Γ
∂t
(z, s) ds
,
hence the family
(
Λ
Γ(z,.)
t (X)
)
0≤t≤T,z∈ΩT1
is continuous in t ca`d-la`g in z and we
have:
Λ
Γ(z,.)
t (X)− Λ
Γ(z−,.)
t (X) = 2×
(
V̂ z−t − V̂
z+
t −
∫ t
0
1{Xs=Γ(z,s)}
∂Γ
∂t
(z, s) ds
)
= 2×
(∫ t
0
1{Xs=Γ(z,s)}dVs −
∫ t
0
1{Xs=Γ(z,s)}
∂Γ
∂t
(z, s) ds
)
= 2×
(∫ t
0
1{Xs=Γ(z,s)}dXs −
∫ t
0
1{Xs=Γ(z,s)}
∂Γ
∂t
(z, s) ds
)
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, the last equality is justified by
∫ t
0
1{Xs=Γ(z,s)}dMs = 0 because:〈∫ .
0
1Xs=Γ(z,s)dMs,
∫ .
0
1{Xs=Γ(z,s)}dMs
〉
t
=
∫ t
0
1{Xs=Γ(z,s)}d 〈M,M〉s
=
∫ t
0
1{Xs=Γ(z,s)}d 〈X,X〉s = 0
, in the same way we can check point (b).
4. Proof of corollary 1.1
Suppose without loss of generality thatX, V, 〈X,X〉 are bounded . Let z such that
{z}× [s, t] ⊂ Ω, by remark 1.1 Λ
Γ(z,.)
t (X)−Λ
Γ(z,.)
s (X) can be defined independently
of the basis point. Note that there exists η > 0 such that [z−η, z+η]× [s, t] ⊂ Ω: in
fact for all t′ ∈ [s, t] there exists ηt′ > 0 such that ]z−ηt′ , z+ηt′ [×]−ηt′+t
′, ηt′+t
′[⊂ Ω,
the family of open sfets (]− ηt′ + t
′, ηt′ + t
′[)t′∈[s,t] is a cover of [s, t] and hence we
can extract from it a finite cover
(
]− ηt′i + t
′
i, ηt′i + t
′
i[
)
i∈[1,n]
, let η =
mini ηt′
i
2
it is
easy to verify that [z − η, z + η] × [s, t] ⊂ Ω.We can then conclude that the limits
limz→z+ Λ
Γ(z,.)
t (X) − Λ
Γ(z,.)
s (X) , limz→z− Λ
Γ(z,.)
t (X) − Λ
Γ(z,.)
s (X) can be defined a
priori. We set:
C =
(
]x, y[×]u, v[|[x, y]× [u, v] ⊂ Ω, x, y ∈ Q2 u, v ∈ (Q+)
2)
= {]xn, yn[×]un, vn[}n∈N
, one knows that there exist s′ < s, s′ ∈ Q, t′ > t, t′ ∈ Q such that {z} × [s′, t′] ⊂
Ω and so by what is told above we can choose η1, η2 sufficiently small such that
z − η1, z + η2 ∈ Q and:
(27) {z} × [s, t] ⊂]− η1 + z, z + η2[×]s
′, t′[⊂ Ω
, therefore one can ensure that:
((z, s, t)| {z} × [s, t] ⊂ Ω) =
⋃
n∈N
((z, s, t)| {z} × [s, t] ⊂]xn, yn[×]un, vn[)
.
By the proof of theorem 1.1, it suffices to prove that there is a version of(
M̂zt − M̂
z
s
)
{z}×[s,t]⊂Ω
continuous in z, s, t (in the sense of corollary 1.1 ). Again
by the same proof and the assumptions made in the begining of this section we
know that for all n there exists a version of
(
M̂
z,n
t − M̂
z,n
s
)
{z}×[s,t]⊂]xn,yn[×]un,vn[
sat-
isfying:
(1) Almost surely ∀z ∈]xn, yn[ the map (t, s)→ M̂
z,n
t − M̂
z,n
s is continuous
(2) The map z → M̂z,n. − M̂
z,n
. is continuous in the ‖.‖∞ sense
In particular the latter map is uniformly continuous on each compact set , in other
words on a specific compact set ∀ǫ > 0 there existe η > 0 such that for all z1, z2 ∈
]xn, yn[ satisfying: |z1 − z2| ≤ η we have forall t ≥ s,∈]un, vn[∣∣∣M̂z1,nt − M̂z1,ns − (M̂z2,nt − M̂z2,ns )∣∣∣ ≤ ǫ
.
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Hence the map (z, s, t)→ M̂z,nt − M̂
z,n
s defined on the open set
{(z, s, t)| {z} × [s, t] ⊂]xn, yn[×]un, vn[}
is continous this enables us to conclude that almost surely the above versions are
identical on each possible non empty intersection (there are a finite number of them
) of the ]xn, yn[×]un, vn[, n ∈ [0, N ] : to see this fix a set of the above intesections,
it’s an open set of R2 and hence has a countable dense subset then use the continuity
of the maps (z, s, t) → M̂z,nt − M̂
z,n
s . Now set CN =
⋃N
n=0]xn, yn[×]un, vn[ by the
above one can find a continuous version of
(
M̂
z,N
t − M̂
z,N
s
)
{z}×[s,t]⊂CN
to be more
precise : on each ]xn, yn[×]un, vn[ one has a continuous version but since these
versions are identical on all the nonempty intersections of ]xn, yn[×]un, vn[ we can
glue them together into a version on the whole CN that is continuous in z, s, t . Since
CN ⊂ CN+1 the set of all possible non empty intersections of (CN )N≥0 is countable ,
we can extend in the same fashion the modification to the whole C.
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