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TENSOR OPTIMAL TRANSPORT, DISTANCE BETWEEN
SETS OF MEASURES AND TENSOR SCALING
SHMUEL FRIEDLAND
Abstract. We study the optimal transport problem for d > 2 discrete
measures. This is a linear programming problem on d-tensors. It gives
a way to compute a “distance” between two sets of discrete measures.
We introduce an entropic regularization term, which gives rise to a scal-
ing of tensors. We give a variation of the celebrated Sinkhorn scaling
algorithm. We show that this algorithm can be viewed as a partial
minimization algorithm of a strictly convex function. Under appropri-
ate conditions the rate of convergence is geometric and we estimate the
rate. Our results are generalizations of known results for the classical
case of two discrete measures.
1. Introduction
For i ∈ {1, 2} let Xi be a random variables on Ωi which has a finite
number of values: Xi : Ωi → [ni], where [ni] def= {1, . . . , ni} ⊂ N. Assume
that pi = (p1,1, . . . , pni,i) is the column probability vector that gives the
distribution of Xi: P(Xi = j) = pj,i. Then the discrete Kantorovich optimal
transport problem (OT) can be states as follows [18]. (See [40, 41] for
modern account of OT.) Let Z be a random variable Z : Ω1×Ω2 → [n1]×[n2]
with contingency matrix (table) U ∈ Rn1×n2+ that gives the distribution of
Z: P(Z = (j1, j2)) = uj1,j2 . (Here R+ = [0,∞),R++ = (0,∞).) Let
P = (p1,p2) and U(P ) be the convex set of all probability matrices with
marginals p1,p2:
U(P ) = {U = [uj1,j2 ] ∈ Rn1×n2+ ,
n2∑
j2=1
uj1,j2 = pj1,1,
n1∑
j1=1
uj1,j2 = pj2,2}.
Let C = [ci1,i2 ] ∈ Rn1×n2 be the cost matrix of transporting a unit j1 ∈ [n1]
to j2 ∈ [n2]. Then the optimal transport problem is the linear programming
problem (LP):
τ(C,P ) = min{〈C,U〉, U ∈ U(P )}.
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(Here 〈C,U〉 = TrC⊤U .) Thus τ(C,P ) measures a “distance” between
probability vectors p1 and p2, which can be viewed as two histograms, with
respect to the cost matrix C. It turns out that τ(C,P ) has many recent
applications in machine learning [2, 3, 21, 24, 39], statistics [7, 13, 29, 35]
and computer vision [8, 32, 34].
Assume that n1 = n2 = n. Then the complexity of finding τ(C,P ) is
O(n3 log n), as this problem can be stated in terms of flows [30]. In ap-
plications, when n exceeds a few hundreds, the cost is prohibitive. One
way to improve the computation of τ(C,p1,p2) is to replace the linear pro-
gramming with problem of OT with convex optimization by introducing an
entropic regularization term as in [12]. This regularization terms gives an
ε-approximation to τ(C,P ), where ε > 0 is given. The regularization term
gives almost linear time approximation using a variation of the celebrated
Sinkhorn algorithm for matrix diagonal scaling [2].
The aim of this paper is lay down a framework for measuring the “dis-
tance” between two sets of probability measures p1, . . . ,pl and pl+1, . . . ,pd
two positive integers l,m = d− l. In the most general case pi ∈ Rni+ , where
i ∈ [d]. To simplify the notation we are going to assume in this paper,
unless stated otherwise, that n1 = · · · = nd = n. Denote by P the matrix
(p1, . . . ,pd) ∈ Rn×d+ . For the case d = 2 the set U(P ) was the set of probabil-
ity matrices U ∈ Rn×n+ satisfying the marginal conditions U1 = p1, U⊤1 =
p2. Here 1 is the vector whose coordinates are all 1. For d ≥ 3 we introduce
d-mode tensors ⊗dRn. We denote by U ∈ ⊗dRn a tensor whose entries are
ui1,...,id , i.e., U = [ui1,...,id ]. Assume that C,U ∈ ⊗dRn,X ∈ ⊗d−1Rn. Denote
by 〈C,U〉 the Hilbert-Schmidt inner product ∑i1,...,id∈[n] ci1,...,idui1,...,id . For
k ∈ [d] denote by y = U ×k X ∈ Rn the contraction on all but the index
k: yik =
∑
ij∈[n],j 6=k ui1,...,idxi1,...,ik−1,ik+1,...,id . Let Jd−1 ∈ ⊗d−1Rn be the
tensor whose all coordinates are 1. Define
U(P ) = {U ∈ ⊗dRn+,U ×k Jd−1 = pk, k ∈ [d]}, P = (p1, . . . ,pd).
Then the tensor optimal transport problem (TOT) is
τ(C, P )def= min{〈C,U〉,U ∈ U(P )}.(1.1)
TOT problem is a LP problem with nd nonnegative variables and d(n−1)+1
constraints. The main result of this paper is to give an approximate solution
B ∈ U(P ) to TOT that satisfies the inequality
〈C,B〉 ≤ τ(C, P ) + δ,
for a given δ > 0. The number of operations to find B is O(ω3d4nd+1 logn
δ3
).
Here ω is the difference between the maximum and the minimum of the
entries of C. Our results are generalizations of the corresponding results in
[12, 2] for the matrix case d = 2. We expect that our results will find vari-
ous applications in the problems that need to compare two sets of discrete
measures.
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1.1. Summary of the paper. In Subsection 2.1 we introduce the notion of
Wasserstein distance between two ordered sets of probability vectors, each
containing d/2 discrete measure, with d ≥ 4. As in the case of d = 2 it can be
stated in terms of TOT on d-mode tensors. We discuss briefly the problem
of giving Wasserstein distance between two unordered sets of probability
vectors in terms of TOT. In Subsection 2.2 we discuss the entropic relaxation
of TOT:
min{〈C,U〉 − (1/λ)H(U), U ∈ U(P )}.
Here λ > 0 and H(U) is the entropy of a probability tensor. We prove
a generalization of the result in [12] for matrices. Namely minimum of the
entropic relaxation is achieved at the unique tensor U which is a scaling of the
positive tensor exp(−λA), where exp(B) = [ebi1,...,id ] is the tensor entry-wise
exponent. It is well known that there is a unique scaling of U ∈ U(P ) of given
positive tensor A ∈ ⊗dRn, provided that p1, . . . ,pd are positive probability
vectors [4, 31]. This result can be extended to nonnegative tensors under
the condition that there is U ∈ U(P ) with the same zero pattern as A
[6, 14, 26, 15].
The main results of this paper are given in Section 3. In this section
we give a generalized version of the celebrated Sinkhorn algorithm to tensor
scaling, abbreviated here as SA. Using our results on partial minimization of
strictly convex function developed in Appendix A we show that SA converges
geometrically to the unique scaling of A. We analyze the convergence of this
algorithm as in [2]. Namely we can approximate the value of TOT within δ
error and find an approximate solution as explained above.
2. Entropic relaxation
2.1. Wasserstein distance between sets of probabity vectors. Recall
that a set X is a metric space with respect to δ : X × X → [0,∞) if the
following three conditions hold
• δ(x, x) = 0, (zero selfdistance);
• δ(x, y) = δ(y, x) > 0 for x 6= y (symmetricity and positive distance);
• δ(x, y) ≤ δ(x, z) + δ(z, y) (triangle inequality).
Assume that X is a finite set of points. We can identify X with [N ], where
the cardinality of X is N . The distance δ induces a distance matrix ∆ =
[δ(i, j)] ∈ RN×N+ . Note that ∆ is a nonnegative symmetric matrix with zero
diagonal and positive off-diagonal entries. The matrix ∆ is called uniform
if δ(i, j) = t > 0 for all i 6= j ∈ [N ], and almost uniform if δ(i, j) ∈ [t/2, t]
for all i 6= j ∈ [N ]. We call ∆ a normalized uniform or almost normalized
uniform if t = 1.
Let X be the space of probability vectors Πn. Denote by Πno the open set
of positive probability measures. Recall that OT gives rise to Wasserstein,
also known as Kantorovich-Rubenstein, metric on Πn [41]. In this subsection
we discuss a generalization of Wasserstein metric to (Πn)l for l > 1.
4 SHMUEL FRIEDLAND
We first start with a trivial observation that U(P ) is nonempty as it
contains the tensor product ⊗di=1pi. A tensor U ∈ U(P ) is called a contin-
gency tensor. (For simplicity of exposition we assume that d ≥ 1, where
U(p1) = {p1}.) Let C ∈ ⊗dRn+. Note that in the definition of τ(C, P ) one
does not see the partition of the probability vectors to two sets {p1, . . . ,pl}
and {pl+1, . . . ,pd}. Assume that d = 2l. Define P1 = (p1, . . . ,pd/2), P2 =
(pd/2+1, . . . ,pd) ∈ Rn×(d/2). Thus P = (P1, P2). We want to give simple
conditions on C, such that τ(C, P ) is a distance between P1 and P2, denoted
as dist(P1, P2). For d = 2 the marix C = [ci1,i2 ] is a distance matrix ∆ [41,
Sec. 6.1].
We now generalize the notion of distance matrix ∆ to a distance tensor
C as follows. Let D(C) ∈ Rnd/2×nd/2+ be the following matrix induced by C.
Index the rows and the columns of D(C) by the sets [n]d/2. Thus the entries
of D(C) are d(i1,...,id/2),(id/2+1,...,id). Then d(i1,...,id/2),(id/2+1,...,id)
def
= ci1,...,id .
Lemma 2.1. Let d/2 ∈ N and assume that C ∈ ⊗dRn+. Let D(C) ∈
Rn
d/2×nd/2
+ be the matrix defined as above. If D(C) is a distance matrix
then τ(C, ·) : (Πn)d/2× (Πn)d/2 → [0,∞) is a distance on the space (Πn)d/2.
Proof. Clearly τ(C, (P1, P2)) ≥ 0. Let P3 = (pd+1, . . . ,p3d/2) ∈ (Πn)d/2. We
claim that τ(C, (P1, P1)) = 0. Let U = [ui1,...,id ] ∈ ⊗dRn+ be of the following
form:
ui1,...,id =
{
0 if (i1, . . . , id/2) 6= (id/2+1, . . . , id),∏d/2
j=1 pij ,j if (i1, . . . , id/2) = (id/2+1, . . . , id).
Then U ∈ U((P1, P1)). As the diagonal enties of ∆(C) are zero we deduce
that 〈C,U〉 = 0. Hence τ(C, (P1, P1)) = 0. Assume now that P1 6= P2. We
claim that τ(C, (P1, P2)) > 0. Suppose that U ∈ U((P1, P2)) is optimal:
τ(C, (P1, P2)) = 〈C,U〉. Assume to the contrary that 〈C,U〉 = 0. Then
ui1,...,id = 0 if (i1, . . . , id/2) 6= (id/2+1, . . . , id). As U ∈ U((P1, P2)) we deduce
that
pik,k =
∑
ij∈[n],j 6=k
ui1,...,id =
∑
ij∈[n],j∈[d/2]\{k}
ui1,...,id/2,i1,...,id/2 for k ∈ [d/2].
Assume now that k = q + d/2 for q ∈ [d/2]. The above arguments show
that pik,k = pik,q. Hence pk = pq for all q ∈ [d/2]. This contradicts the
assumption that P1 6= P2.
It is left to show the triangle inequality. We show how to reduce our case
to the case d = 2. Assume that U ∈ U((P1, P2)). Then U is the distribution
of a random variable Z : Ωd → [n]d. Hence Z is the joint distribution
(X1,X2), where Xi : Ω
d/2 → [n]d/2. The distribution of Xi is given by
Xi = [xj1,...,jd/2,i]. Thus
xj1,...,jd/2,1 =
∑
jd/2+1,...,jd∈[n]
uj1,...,jd , xjd/2+1,...,jd,2 =
∑
j1,...,jd/2∈[n]
uj1,...,jd.
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Note that X1 ∈ U(P1),X2 ∈ U(P2). We next recall the Gluing Lemma
[41]. Assume that P3 = (pd+1, . . . ,p3d/2) ∈ (Πn)d/2. Let V ∈ U((P2, P3)).
Assume that W be the joint distribution of (X2,X3) given by V. Then
there exists a joint distribution of (X ′1,X
′
2,X
′
3) such the joint distribution
of (X ′1,X
′
2) and (X
′
2,X
′
3) are the distribution of Z and W respectively. To
show that it is enough to assume that d = 2. Then the joint distribution
of (X ′1,X
′
2,X
′
3) is given by p
−1
i2,2
ui1,i2vi2,i3 . (We assume here that 0/0 = 0.)
We now revert to the assumption that d/2 ∈ N. Observe that the joint
distribution of (X ′1,X
′
3) is given by Q ∈ U((P1, P3)). Hence τ(C, (P1, P3)) ≤
〈C,Q〉. Now choose the optimal distribution U and V for τ(C, (P1, P2))
and τ(C, (P2, P3)) respectively. Let (X ′1,X ′2,X ′3) be the join distribution as
above. given by W = [wj1,...,j3d/2 ]. Consider the inequality
cj1,...,jd/2,jd+1,...,j3d/2wj1,...,j3d/2 ≤
(cj1,...,jd + cjd/2+1,...,j3d/2)wj1,...,j3d/2
Sum on all indices. Then we get the triangle inequality
τ(C, (P1, P3)) ≤ 〈C,Q〉 ≤ 〈C,U〉+ 〈C,W〉 = τ(C, (P1, P2)) + τ(C, (P2, P3)).

Assume that D(C) is a distance matrix. In many cases it would be con-
venient to have that the quantity τ(C, (P1, P2)) to be the distance between
the multisets {p1, . . . ,pd/2} and {pd/2+1, . . . ,pd}. (We do not assume that
p1, . . . ,pd/2 are pairwise distinct.) This seems to be not an easy task for
the following reason.
Let us find C ∈ ⊗dR for which τ(C, p1, . . . , pd) is invariant under the per-
mutations on the sets {p1, . . . ,pd/2} and {pd/2+1, . . . ,pd}, and symmetric in
{p1, . . . ,pd/2} and {pd/2+1, . . . ,pd}. To find such cost tensors we define the
class of bisymmetric tensors BdRn ⊂ ⊗dRn. Let Σk : [k]→ [k] be the group
of bijections (permutations). Then C ∈ BdRn if the following conditions
hold:
ci1,...,id = ciα(1),...,iα(d/2),id/2+β(1),...id/2+β(d/2) ∀α, β ∈ Σd/2,
ci1,...,id = cid/2+1,...,id,i1,...,id/2 .
For α ∈ Σd/2 denote α(P1) = (pα(1), . . . ,pα(d/2)). It is straightforward to
see that for C ∈ BdRn we have the following equalities
τ(C, (P1, P2)) = τ(C, (P2, P1)), τ(C, (P1, P2)) = τ(C, (α(P1), β(P2)),
for all α, β ∈ Σd/2.
Assume that C ∈ BdRn+. Then D(C) is called a bisymmetric distance
matrix if
ci1,...,id =
{
0 if {i1, . . . , id/2} = {id/2+1, . . . , id},
> 0 if {i1, . . . , id/2} 6= {id/2+1, . . . , id},
ci1,...,id ≤ ci1,...,id/2,id+1,...,i3d/2 + cid+1,...,i3d/2,id/2+1,...,id .
6 SHMUEL FRIEDLAND
Here by {i1, . . . , id/2} we mean a multiset of indices in [n]. It is easy to
show that that if D(C) is a bisymmetric distance matrix then τ(C, (P1, P2))
is a semimetric. That is the second condition of metric, named positive
distance, may not hold. One can trivially amend this situation if we don’t
insist that the metric on (Πn)d/2 is continuous as in [12]. Assume that
C ∈ BdRn+ has positive entries and satisfies the last of the above conditions.
Then τ(C, (P1, P2)) satisfies the last two condition of the metric, but not the
condition δ(x, x) = 0. Let 1P1,P2 : (Π
n)d/2×(Πn)d/2 → {0, 1} be the function
such that 1P1,P2 = 0 if and only if {p1, . . . ,pd/2} = {pd/2+1, . . . ,pd}. (That
is P1 = β(P2) for some β ∈ Σd/2.) Then 1P1,P2τ(C, (P1, P2)) is a metric
discontinuous on the diagonal.
It is simple is to find C such that τ(C, (P1, P2)) is invariant distance under
the identical permutations on the sets {p1, . . . ,pd/2} and {pd/2+1, . . . ,pd}.
Denote by BdwR
n the set of weak bipartite symmetric tensor, where we
assume in the definition of bipartite tensors that α = β. Assume that
C ∈ BdwRn+ and the matrix D(C) is a distance matrix. Then τ(C, (P1, P2)) =
τ(C, (α(P1), α(P2))) for all α ∈ Σd/2.
It is easy to get a distance on (Πn)d/2 which is invariant under permutation
on the sets {p1, . . . ,pd/2} and {pd/2+1, . . . ,pd}, which is induced by TOT
function. Take C ∈ BdwRn and assume that D(C) is a distance matrix. Then
dist({p1, . . . ,pd/2}, {pd/2+1, . . . ,pd})def= min{τ(C, (α(P1), α(P2))), α ∈ Σd/2}
is a distance between the sets {p1, . . . ,pd/2} and {pd/2+1, . . . ,pd}.
2.2. Entropic relaxation. For U ∈ U(P ) we define the entropy the con-
tingency tensor as follows:
H(U) = −
∑
i1,...,id∈[n]
ui1,...,id log ui1,...,id .
Assume that U ∈ U(P ) is the common distribution of (X1, . . . ,Xd). Then
H(X1, . . . ,Xd) = H(U). Recall that H(X1, . . . ,Xd) ≤
∑d
j=1H(Xj) [11,
Thorem 2.6.6]. Equality holds if and only if X1, . . . ,Xd are independent
random variables, Hence H(U) ≤ ∑dj=1H(pj). Equality holds if and only
if U = ⊗dj=1pj . Hence
0 ≤ H(U) ≤
d∑
j=1
H(pj) ≤ d log n.
As in [12] for λ > 0 we introduce the entropic relaxation of τ(C, P ):
min{〈C,U〉 − 1
λ
H(U), U ∈ U(P )} = 〈C,Uλ〉 − 1
λ
H(Uλ).(2.1)
Denote by Un,d ⊂ ⊗dRn+ the convex set of all probability tensors, i.e., all
nonnegative U such that 〈Jd,U〉 = 1. Let fλ : Un,d → R be the function
fλ(U) = 〈C,U〉 − 1λH(U). As −H(U) is a strict convex function on Un,d it
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follows that fλ is a strict convex function on Un,d. Hence Uλ is the unique
solution to the entropic relaxation problem. Note that
fλ(U) ≤ 〈C,U〉 ≤ fλ(U) + d log n
λ
, ∀U ∈ U(p1, . . . ,pd).
Hence
fλ(Uλ) ≤ τ(C, P ) ≤ fλ(Uλ) + d log n
λ
.
We now state the characterization of Uλ in terms of the notion of tensor
scaling. We say that two nonnegative tensors U ,V ∈ ⊗dRn+ have the same
zero pattern if ui1,...,id = 0 if and only if vi1,...,id = 0. We say that V ∈ ⊗dRn+
is scalable to U if there exist vectors xj = (x1,j , . . . , xn,j) ∈ Rn, j ∈ [d] such
that [exp(xi1,1+· · ·+xid,d)vi1,...,id ] = [ui1,...,id ]. The following result is known
[6, 14, 26, 15]:
Theorem 2.2. Let U ∈ U(P ) where P ∈ Πno . Assume that V ∈ Rn+ has the
same zero pattern as U . Then there exists a unique scaling W of V such
that W ∈ U(P ).
Observe that if p1, . . . ,pd ∈ Πno then U = ⊗dj=1pj is a positive tensor in
U(P ). Hence every positive tensor V ∈ ⊗dRn+ can be scaled to a unique
W ∈ U(P ). Note that the problem: For a given V ∈ Rn+ does there exists
U ∈ U(P ) with the same zero pattern as V? is a LP problem [15].
The following result is a generalization of the result in [12] for matrices:
Theorem 2.3. Assume that C ∈ ⊗dRn, λ > 0 and p1, . . . ,pd ∈ Πno . Con-
sider the the entropic relaxation problem (2.1). Then Uλ is the unique scaling
of exp(−λC).
Proof. As exp(−λC) is a positive tensor Theorem 2.2 that there exists a
unique V ∈ U(P ) which is a scaling of exp(−λC):
vi1,...,id = exp(xi1,1 + · · ·+ xid,d) exp(−λci1,...,id),
xj = (xi1,j . . . , xid,j) ∈ Rn, j ∈ [d].
Denote log Vdef= [log vi1,...,id ] ∈ ⊗dRn. Observe that
log V = −λC + Y, yi1,...,id =
d∑
j=1
xij ,j .
As fλ is strictly convex on U(P ) it is enough to show that V is a critical
point of fλ|U(P ). Let W ∈ ⊗dRn be a nonzero solution to the system of
homogeneous linear equations∑
ij∈[n],j 6=k
wi1,...,ij = 0, for all ik ∈ [n], k ∈ [d].
As 〈Jd,W〉 = 0 this system is system of d(n − 1) + 1 linear equations in
nd unknowns. Since V is a positive tensor there exists a > 0 such that
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V + tW ∈ U(P ) for t ∈ (−a, a). Let us compute the derivative of fλ in the
direction of W at V:
d
dt
fλ(V + tW)|0 = 〈C,W〉+ 1
λ
〈Jd,W〉+ 1
λ
〈W, log V〉 =
〈C,W〉 − 〈W, C〉 + 1
λ
〈W,Y〉 = 1
λ
d∑
k=1
∑
ik∈[n]
xik,k
∑
ij∈[n],j 6=k
wi1,...,id = 0.
Thus V is a critical point of fλ|U(p1, . . . ,pd). Therefore Uλ = V. 
3. Tensor scaling
For s ∈ [1,∞] and x = (x1, . . . , xn) ∈ Rm denote ‖x‖s =
(∑n
i=1 |xi|s
)1/s
.
For convenience we let ‖x‖def= ‖x‖2. For x1, . . . ,xn ∈ Rn we denote (x1, . . . ,xd) ∈
(Rn)d by the matrix X ∈ Rn×d. In this section we assume that pj ∈
Rn++, ‖pj‖1 = h for j ∈ [d]. Let P = (p1, . . . ,pd). We denote
U(P ) = {U ∈ ⊗dRn+,U ×j Jd−1 = pj, j ∈ [d]}.
We assume that A ∈ ⊗dRn+, and A×j Jd−1 are positive vectors for j ∈ [d].
Let η and θ be the minimum and the maximum value of positive entries of
A. For complexity analysis of algorithms we assume that either p1, . . . ,pd ∈
Qn++ or p1, . . . ,pd ∈ Zn++, and A ∈ Qn×n+ .
3.1. Minimization of convex functions and tensor scaling. Let gA
and g˜Abe the following two functions on (Rn)d:
gA(Y ) =
∑
i1,...,id∈[n]
ai1,...,id exp(
∑
j∈[d]
yij ,j)−
∑
j∈[d]
∑
ij∈[n]
pij ,jyij ,j,(3.1)
g˜A(Y ) =
∑
i1,...,id∈[n]
ai1,...,id exp(
∑
j∈[d]
yij ,j), Y = (y1, . . . ,yd).(3.2)
Clearly these functions are convex, We will show that for d ≥ 2 these two
functions are not strictly convex. As gA − g˜A is a linear function it follows
that gA is strictly convex on an interval of positive length
[Y,Z] = {tY + (1− t)Z, t ∈ [0, 1]}, Z = (z1, . . . , zd),
if and only if g˜A is stricly convex on this interval.
Recall thatA is an affine subspace of (Rn)d if for every r points y1, . . . ,yr ∈
A the point
∑r
i=1 aiyi is in A if
∑r
i=1 ai = 1. It is well known that A is
an affine subspace if and only if A = Y +U for some subspace U ⊂ (Rn)d.
Consider the following d− 1 dimensional subspace (Rn)d:
Un,d = {(y1, . . . ,yd) ∈ (Rn)d,yj = tj1, tj ∈ R,
d∑
j=1
tj = 0}
Let A = Y +Un,d. Then the function g˜A is constant on A. Hence g˜A is not
strictly convex.
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The following lemma is well known and we bring its proof for complete-
ness:
Lemma 3.1. Let A ∈ ⊗dRn+ \ {0}. Then the following statements are
equivalent:
(a) A is scalable to U ∈ U(P ).
(b) The function gA achieves minimum on (Rn)d.
(c) The function gA achieves minimum on the affine space
B(P,b) = {(y1, . . . ,yd) ∈ ((Rn)d, 〈pj ,yj〉 = bj , j ∈ [d]}, b = (b1, . . . , bd).
(d) Let B(P ) ⊂ B(P,0) be the maximal subspace on which gA is constant.
Let C the orthogonal complement of B(P ) in B(P,0). The function gA
achieves minimum on the subspace C.
Proof. We first recall a well known fact: Let A an affine subspace of (Rn)d.
Then gA|A is a convex function. Hence a point X⋆ ∈ A is critical if and
only if it is a minimum point.
(a) ⇐⇒ (b). Observe that X⋆ is a critical point of gA if and only if U =
[exp(
∑
j∈[d] x
⋆
ij ,j
)ai1,...,id ] ∈ U(P ).
(b)⇒(c) Assume that X⋆ is a minimium point of gA. Let 〈pj ,x⋆j 〉 = aj for
j ∈ [d]. Then X⋆ is a minimum point on B(P,a). Let t = (t1, . . . , td) ∈ Rd.
Consider the translation φt : (R
n)d → (Rn)d given by φt(y1, . . . ,yd) =
(y1 + t11, . . . ,yd + td1). Then we have the following two equalities:
gA(φt(Y )) = eT gA(Y ) +
∑
j∈[d]
((1− eT )〈pj ,yj〉+ tjh),
for T = t1 + · · · + td. Furthermore φt(B(P,a)) = B(P,a + ht). Therefore
φ(1/h)(b−a)(b1−a1)/h(X
⋆) is a minimal point of gA|B(P,b).
(c)⇐⇒ (d) Define
B = {(y1, . . . ,yd) ∈ B(P,0),
d∑
j=1
yij = 0 if ai1,...,id > 0},
C = B⊥ ⊂ B(P,0).
(3.3)
Since et is strictly convex it follows the restriction of gA to the interval
[Y,Z] of positive length is not strictly convex if and only if Z − Y ) ∈ B
[15]. Hence B = B(P ) is the maximal subspace in B(P,0) on which gA is
constant. Therefore, for each Y ∈ B(P,0), Z ∈ B \ {0} the function gA is
constant on the line Y + tZ, t ∈ R. Hence the assumption (c) yields that gA
attains minimum on C. Vice versa, assume that gA|C has minimum. As
B(P,0) = B⊕C we deduce that gA has minimum on B(P,0).
(c)⇒(a) Assume that Z⋆ ∈ B(P,0) is a minimum point of gA. Let V =
[exp(
∑
j∈[d] z
⋆
ij ,j
)ai1,...,id ]. Use Lagrange mulitpliers to deduce that V ×k
Jd−1 = tkpk. Hence 〈V,Jd〉 = tk. As A  0 we deduce that t1 = . . . = td >
0. Thus t−1V ∈ U(P ). 
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In this lemma we estimate the eigenvalues of the Hessian of gA|C:
Lemma 3.2. Let A ∈ ⊗dRn+ \ 0. Denote by α and β the minimum and
the maximum of nonzero entries of A. Let C be defined by (3.3). Denote
gˆA :
def
= gA|C. Then gˆA is strictly convex on C. Assume that Y ∈ C. Then
the eigenvalues of the Hessian of gˆA(Y ), with respect to an orthonormal
basis in C, lie in the interval [α(Y ), β(Y )] given by
logα(Y ) = min{log ai1,...,id +
d∑
j=1
yij , i1, . . . , id ∈ [n], ai1,...,id > 0},
log β(Y ) = max{log ai1,...,id +
d∑
j=1
yij , i1, . . . , id ∈ [n], ai1,...,id > 0}
Assume furthermore that A > 0. Then C = B(P,0).
Proof. Let W(A) ⊂ ⊗dRn be the subspace of all X = [xi1,...,id ] such that
xi1,...,id = 0 if ai1,...,id = 0. Denote by πA : ⊗dRn → W(A) the orthogonal
projection on W(A). Let rA : W(A)→ R be given by
rA =
∑
i1,...,id∈[n] ai1,...,id exp(yi1,...,id). The Hessian He(rA)(Y) of rA at Y is
a diagonal matrix with entries ai1,...,id exp(yi1,...,id), ai1,...,id > 0. Therefore
the maximum and the minimum eigenvalue of He(rA)(Y) are
λmax(Y) = max{ai1,...,cd exp(yi1,...,id), ai1,...,id > 0} ≥
λmin(Y) = min{ai1,...,cd exp(yi1,...,id), ai1,...,id > 0}.
Hence rA is strictly convex on W(A). Let ψ : (Rn)d → ⊗dRn be given by
(ψ(y1, . . . ,yd))i1,...,id =
∑
j∈[d]
yij ,j,∀i1, . . . , id ∈ [n].
By definition of C the map πA ◦ ψ : C → W(A) is an injection. Let
W = π(ψ(C)). Observe next that gA|C = rA|W. Hence gA|C is strictly
convex on C. The Cauchy interlacing theorem yields that the eigenvalues
of the Hessian He(rA)(Y),Y ∈ W restricted to the subspace W are in the
interval [β(y1, . . . ,yd), α(y1, . . . ,yd)].
Assume now that A > 0. Suppose that ψ(A)(y1, . . . ,yd) = 0:
yi1,1 + · · · + yid,d = 0∀i1, . . . , id ∈ [n].
Fix k ∈ [d] and sum the above equalities on all ij for j 6= d. Hence yk = tk1,
and
∑
k∈[d] tk = 0. Clearly 〈pk,yk〉 = tkh. Hence ψ : B(P,0)→ ⊗dRn is an
injection. Thus C = B(P,0). 
In what follows we assume that A satisfies one of the equivalent assump-
tions of Lemma 3.1.
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3.2. Matrix scaling. The classical studied case is matrix scaling (d = 2):
[1, 9, 16, 17, 22, 23, 26, 37, 38]. Let A0 = A, . . . , Ak, . . . , be matrices obtained
by any convergent scaling algorithm. One of the most used algorithms in
matrix scaling is Sihkhorn algorithm [37], sometimes abbreviated here as
SA, also known as the RAS algorithm [5]. Let us describe it briefly for the
square matrices. Assume that A = [ai,j] ∈ Rn×n+ is scalable to U ∈ U(P ).
Perform the row and column scaling alternatively:
R(A) = [
pi,1
ri
ai,j], C(A) = [
pj,2
cj
ai,j], r = A1, c = A
⊤1.
Then A2k−1 = R(A2k−2), A2k = C(A2k−1) for k ∈ N.
We now recall a well known fact that Sinkhorn algorithm is a partial
minimization algorithm [17]. Consider the function gA:
gA(x,y) =
n∑
i,j=1
exi+yjai,j −
n∑
i=1
pi,1xi −
n∑
j=1
pj,2yj,
Find min{gA(x, 0),x ∈ Rn} and min{gA(0,y),y ∈ Rn}. These minima are
achieved at the unique critical points
x(1) = (x
(1)
1 , . . . , x
(1)
n ), x
(1)
i = log
pi,1ai,j
ri
,
y(1) = (y
(1)
1 , . . . , y
(1)
n ), y
(1)
j = log
pj,2ai,j
cj
.
Note that gA(x
(1),y) = gR(A)(0,y) and gA(x,y
(1)) = gC(A)(x, 0). Define
x(y)
def
= argmin f(x,y), where y is fixed, and y(x)
def
= argmin f(x,y), where
x is fixed. Then Sinkhorn algorithm is the following partial minimization
algorithm: Start with x(0) = y(0) = 0. Then for k ∈ N{
x(k) = x(k−1) + x(y(k−1)), y(k) = y(k−1) for k odd,
x(k) = x(k−1), y(k) = y(k−1) + y(x(k)) for k even
The following complexity results are known for Sinkhorn algorithm. We
assume that A ∈ Qn×n+ ,p1,p2 ∈ Qn++, ‖p1‖1 = ‖p2‖1 = h. In some complex-
ity estimates we will assume without loss of generality that p1,p2 ∈ Zn++.
Let Ak = XkAYk for k ∈ N where{
A2k−1 = X2k−1AY2k−1, X2k−1 = diag(exp(x(k)), Y2k−1 = diag(exp(y(k−1)),
A2k = X2kAY2k, X2k = diag(exp(x
(k)), Y2k = diag(exp(y
(k))
Here diag(y) = diag(y1, . . . , yn) For a given s ∈ [1,∞] and ε ∈ (0, 1/2) we
stop our algorithm when
max
(‖Ak1− p1‖s, ‖A⊤k 1− p2‖s) ≤ ε.(3.4)
Observe that the left hand side of this inequality is a decreasing function of
s ∈ [1,∞]. Furthermore, at least one of the terms appearing in max is zero.
Assume first that A is positive. Then for p1,p2 ∈ Zn++ the complexity of
Sinkhorn algorithm for s = 2 is O(ρhε2 log
hθ
η ) [17, Theorem 4.1], where ρ is
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the maximum entry of p1 and p2. A stronger result is obtained in [2]. Let
‖A‖1 be the sum of all entries of A. Then there exists k ∈ [⌈4 log(‖A‖1/η)ε2 ⌉]
such that (3.4) is satisfied for s = 1.
If A is nonnegative then the complexity of Sinkhorn algorithm with re-
spect to the number of iterations is O(h
2
ε2
log ρθη ) [17, Theorem 5.2] for s = 2.
Better complexity results for different algorithms are given in [1]. An-
other complexity estimate using an ellipsoid method for convex optimiza-
tion methods for is O˜
(
n4 log(1/ε) log(θ/η)
)
, (ignoring the log factors) for
s =∞,p1 = p2 = 1 [16] and s = 1 [26].
The big advantage of Sinkhorn method are: simplicity of implementa-
tion, possible implementation in parallel, simplicity in analyzing the dis-
tance given by the left hand side (3.4). The disadvantage to compare with
other methods is the factor ε−2 versus log(1/ε) of other methods.
3.3. Tensor scaling for positive tensors. For A = [ai1,...,id ] ∈ ⊗dRn
denote
sl(A) = (s1,l(A), . . . , sn,l(A)), sil,l(A) =
∑
ij∈[n],j 6=l
ci1,...,il,...,in , l ∈ [d],
‖A‖∞ = max{|ai1,...,id |, i1, . . . , id ∈ [n]}.
In this paper we assume that A ∈ ⊗dRn+, where sj(A) > 0 for j ∈ [d], unless
stated otherwise. Given a positive vector r = (r1, . . . , rn) and j ∈ [d] we
denote by D(A, r, j) the following (diagonal) scaling of A in the j-mode:
D(A, r, j) = [ rij
sij ,j
ai1,...,ij ,...,id ].(3.5)
Then sj(D(A, r, j)) = r. It is straightforward to show that
‖D(A, r, j) −A‖1 = ‖r− sj(A)‖1.(3.6)
For x,y ∈ Rn+ we define x ∧ y = (min(x1, y1), . . . ,min(xn, yn)).
In this subsection we show that for a positive tensor A ∈ ⊗dRn Sinkhorn
algorithm converges linearly to the unique U ∈ U(p1, . . . ,pd).
Let xl(A) = (x1,l(A), . . . , xn,l(A)) be given by
xil,l(A) = log pil,l − log sil,l(A), il ∈ [n], l ∈ [d].(3.7)
Recall the Kullback-Leibler divergence between p,q ∈ Πn:
K(p||q) =
n∑
i=1
pi(log pi − log qi).
Assume that p1, . . . ,pd) ∈ Πno . Then
〈pj ,xj(A)〉 = K
(
pj , ‖A‖−11 sj(A)
)− log ‖A‖1.(3.8)
We define Sinkhorn algorithm as follows. Start with A0 = A and the ini-
tial pointX(0) = (x
(0)
1 , . . . ,x
(0)
d ) = 0. Suppose thatX
(k−1) = (x(k−1)1 , . . . ,x
(k−1)
d )
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is defined for k ∈ N. Denote
Ak−1 = [ai1,...,id,k−1] = [exp(
∑
j∈[d]
x
(k−1)
ij ,j
)ai1,...,id ].(3.9)
Then
ℓ(k − 1) = argmax{‖sj(Ak−1)− 〈sj(Ak−1),pj〉‖pj‖2 pj‖1, j ∈ [d]},(3.10)
x
(k)
j =
{
x
(k−1)
j for j 6= l(k − 1),
xj(Ak−1) + x(k−1)j for j = l(k − 1)
(3.11)
Note that for d = 2 the above Sinkhorn algorithm is different from the
standard Sinkhorn algorithm only for k = 1. Clearly for k ≥ 1 the tensor
Ak is a probability tensor. Furthermore, Ak = D(Ak−1,pℓ(k−1), ℓ(k − 1)).
The main result of this subsection is:
Theorem 3.3. Let p1, . . . ,pd ∈ Πno . Assume that the tensor A ∈ ⊗dRn is
positive. Then
(a) Sinkhorn algorithm converges geometrically to a unique U ∈ U(P ).
(b) The sequence K(pj , sj(Ak)), k ∈ N converges geometrically to 0 for each
j ∈ [d].
(c) The sequence X(k)) converge geometrically to a minimum point X⋆ of
gA.
(d) For k ≥ 1 we have
gA(X(k))− gA(X(k+1)) =
d∑
j=1
〈pj ,x(k+1)j − x(k)j 〉 = 〈pl,x(k+1)l − x(k)l 〉 = K(pl||sl(Ak)),
(3.12)
for l = ℓ(k).
Proof. (a) Let V = B(P,0). Lemma 3.2 yields that gA is strictly convex
on V. (Recall that gA|V = g˜A|V.) Since A is positive it is scalable to a
unique U ∈ U(P ) Lemma (3.1) yields that gA|V has minimum. Theorem A.4
yields that PM algorithm for gA on V converges geometrically to the unique
minimum point X˜⋆ ∈ (Rn)d. (Here Vj = {x = (0, . . . ,0,xj ,0, . . . ,0) ∈
V}.)
We now compare Sinkhorn algorithm to PM algorithm. For a nonzero
vector u ∈ Rn denote by πu the orthogonal projection of x ∈ Rn on the line
spanned by u:
πu(x) =
1
‖u‖2 〈x,u〉u.
Assume that φ : (Rn)d → R is a continuous function with first contin-
uous derivatives on (Rn)d. Let ∇˜xjφ(y1, . . . ,yd) be the gradient of φ at
(y1, . . . ,yd) in the direction of the subspace 〈pj , zj〉 = 0. We claim that
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∇˜xjφ(Y ) is the orthogonal projection of ∇xjφ(Y ) on the orthogonal com-
plement of the line spanned by pj:
∇˜xjφ(Y ) = ∇xjφ(Y )− πpj (∇xjφ(Y )).
This formula holds if φ is a linear function. Hence it hold for general φ.
We start PM algorithm with X˜0) = (x˜
(0)
1 , . . . , x˜
(0)
d ) = 0. Let X˜
(k) =
(x˜
(k)
1 , . . . , x˜
(k)
d ) be the k-th step in PM algorithm. Denote
A˜k = [a˜i1,...,id,k−1] = [exp(
∑
j∈[d]
x˜
(k)
ij ,j
)ai1,...,id ], k = 0, 1, . . . .
Observe that ‖A˜k‖1 = g˜A(x˜(k)1 , . . . , x˜(k)d ). We claim that
x˜
(k)
j =

x˜
(k−1)
j for j 6= l(k − 1),
x˜
(k−1)
j + xj(A˜k−1)+ (−K
(
pj , ‖A˜k−1‖−11 sj(A˜k−1)
)
+
log ‖A˜k−1‖1)1 for j = l(k − 1).
(3.13)
Here l = ℓ(k − 1) and xl(A˜k−1) is given by (3.7).
It is enough to show the above formula for k = 1. Note that A˜0 = A.
Then the choice of choosing j ∈ [d] for which ‖∇˜xj g˜A(0)‖s is maximum is
l(0) as in Sinkhorn algorithm. Recall that
∇˜xj g˜A(0, . . . ,0,yj ,0, . . . ,0) = ∇xj g˜A(0, . . . ,0,yj ,0, . . . ,0)− tpj
for the value of t such that 〈∇˜xj g˜A(0, . . . ,0,yj ,0, . . . ,0),pj〉 = 0. Assume
that ∇˜xj g˜A(0, . . . ,0,yj ,0, . . . ,0) = 0. As ∇xj g˜A(0, . . . ,0,yj ,0, . . . ,0) > 0
it follows that t > 0. Hence x˜
(1)
l = xl(A) + log t1. Combine the assumption
that 〈x˜(1)l ,pl〉 = 0 with (3.8) to deduce (3.13) for k = 1. Use (3.13) to
deduce
A˜k = ak−1[exp(x(k)il,l(A˜k−1))a˜i1,...,id,k−1](3.14)
ak−1 = exp(−K
(
pl, ‖A˜k−1‖−11 sl(A˜k−1)) + log ‖A˜k−1‖1).
Theorem A.4 yields that X˜(k) converge geometrically to the minimum point
X˜⋆ = (x˜⋆1, . . . , x˜
(⋆)
d ). Hence the convergence of A˜k to A˜⋆ and the convergence
lim
k→∞
g˜A(X˜(k)) = lim
k→∞
‖A˜k‖1 = g˜A(X˜⋆) = ‖A˜⋆‖1
is geometrical. As X˜⋆ is a critical point of g˜A|V it follows that
∇xj g˜A(X˜⋆) = tjpj, j ∈ [d].
Hence tj = ‖A˜⋆‖1 and A˜⋆ ∈ U(‖A˜⋆‖1P ).
Let A⋆ def= ‖A˜⋆‖−11 A˜⋆. Then A⋆ ∈ U(P ) . We claim that A is scalable
to A⋆. Furthermore the sequemce Ak, k ∈ N given by Sinkhorn algorithm
converges geometrically to A⋆.
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We first observe that in each step of Sinkhorn algorithm we have equality
Ak = rkA˜k for k ≥ 0. We prove this claim by induction on k ≥ 0. Clearly
r0 = 1. Suppose that Am = rmA˜m. Observe that g˜Am(y1, . . . ,yd) =
rmgA˜m(y1, . . . ,yd). Hence
∇xj g˜Am(0, . . . ,0,yj ,0, . . . ,0) = rm∇xj g˜A˜m(0, . . . ,0,yj ,0, . . . ,0),
πpj(∇xj g˜Am(0, . . . ,0,yj ,0, . . . ,0)) = rmπpj (∇xj g˜A˜m(0, . . . ,0,yj ,0, . . . ,0)).
The above equalities show that the choice l = ℓ(m) is identical for both
algorithms. Clearly
xj(Am) = xj(rmA˜m) = xj(A˜m)− log rm1,
Next observe that Sinkhorn algorithm give the relation
Am+1 = [exp(xil,l)ai1,...,im,m]. Compare this equaility with (3.14) to deduce
Am+1 = rm+1A˜m+1. Observe next that for m ≥ 1 that Am is a probability
tensor. Hence
Am = 1‖A˜m‖1
A˜m.(3.15)
As A˜m converges geometrically to A˜⋆ it follows that Am converges geomet-
rically A⋆.
(b) As the sequenceAk, k ∈ N converges geometrically of U ∈ U(P ) it follows
that the sequence sj(Ak), k ∈ N converges geometrically to pj . Hence the
sequence si,j(Ak), k ∈ N converges geometrically to pi,j > 0. Therefore the
sequence log(si,j(Ak)/pi,j), k ∈ N converges geometrically to 0. This yields
that the sequence K(pj , sj(Ak)), k ∈ N converges geometrically to zero.
(c) As X˜(k) converge geometrically to X˜⋆ we deduce that X˜(k+1) − X˜(k)
converge geometrically to zero vector. Assume that k ≥ 1. Then Ak =
‖A˜k‖−11 A˜k. Hence sl(‖A˜k‖−11 A˜k) = sl(Ak). Furthermore xl(Ak) = xl(A˜k)+
log ‖A˜k‖11. Use (3.13) to deduce{
x˜
(k+1)
j − x˜kj = 0 for j 6= ℓ(k),
x˜
(k+1)
j − x˜kj = xj(Ak)−K(pj , sj(Ak))1 for j = ℓ(k).
Part (b) of the theorem yields that the sequence K(pj , sj(Ak)), k ∈ N con-
verges geometrically to zero. Hence the sequence xℓ(k)(Ak) converges to
zero vector geometrically. From the definition of Sinkhorn algorithm it fol-
lows that the sequence X(k+1)−X(k) converge geometrically to zero vector.
Define X⋆ =
∑∞
k=0
(
X(k+1) − X(k)). Then X⋆ is a critical point of gA.
Furthermore the sequence X(k) converges geometrically to X⋆.
(d) Recall the formulas (3.1) and (3.2). As Ak is a probability vector it
follows that g˜A(X(k)) = 1 for k ≥ 1. This yields the first equality in (3.12).
The definition of Sinkhorn algorithm yields the second equality of (3.12) for
l = ℓ(k). The third equality in (3.12) follows from (3.7). 
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3.4. Estimates of convergence of SA for positive tensors. In this
subsection we generalize the estimates for matrices in [2] to tensors. We
assume in this subsection that p1, . . . ,pd ∈ Πno . We let A0 = 1‖A‖1A to be a
probability tensor. For a given ε ∈ (0, 1/2) we stop our algorithm the first
time we obtain
max{‖sj(Ak)− 〈sj(Ak),pj〉‖pj‖2 pj‖1, j ∈ [d]} < ε.(3.16)
We denote by kstop ≥ 0 the first k ≥ 0 for which the above inequality holds.
Lemma B.1 yields that
‖sj(Akstop)− pj‖1 < 2ε for j ∈ [d].(3.17)
Theorem 3.4. Assume p1, . . . ,pd ∈ Πno , and A ∈ ⊗dRn is a positive tensor
with the minimum entry equal to β. Let ε ∈ (0, 1/2) be given. Then the
Sinkhorn algorithm given by (3.10)-(3.11) with A0 = 1‖A‖1A and the stopping
criterion (3.16) satisfies kstop ≤ 2(
√
n+1)2
ε2
log ‖A‖1η .
Proof. Observe that η0 =
η
‖A‖1 is the minimum element of A0. Thus
‖A‖1
η =
1
η0
. Note that if in the Sinkhorn algorithm we replace A by A′ = A0 then
Ak = A′k for k ≥ 1. Thus to prove the theorem we can assume without
loss of generality that A is a positive probability tensor, i.e., A = A0. The
assumption ‖A‖1 = 1 yields that (3.12) holds for k = 0. By Theorem 3.3
kstop <∞. Note that for k = 0, . . . , kstop − 1 we have that
max{‖sj(Ak)− 〈sj(Ak),pj〉‖pj‖2 pj‖1, j ∈ [d]} =
‖sℓ(k)(Ak)−
〈sℓ(k)(Ak),pj〉
‖pj‖2 pj‖1 ≥ ε.
Combine the equality (3.12) with Lemma B.1 to deduce
gA(X(k))− gA(X(k+1)) = K(pℓ(k)||sℓ(k)(Ak)) ≥
ε2
2(
√
n+ 1)2
.
Hence
gA(X(0))− gA(X(kstop+1)) ≥ k
stopε2
2(
√
n+ 1)2
,
for k ≤ kstop. Sum up the equalities in (3.12) from k = 0 to k = m to deduce
gA(X(0))− gA(X(m+1)) =
d∑
j=1
〈pj ,x(m+1)j 〉.
Letting m→∞ we obtain gA(X(0))− gA(X⋆) =
∑d
j=1〈pj ,x⋆j 〉. Recall that
1 = g˜A(X⋆) =
∑
ij∈[d],j∈[d]
exp(
d∑
l=1
x⋆il,l)ai1,...,id .
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Hence
exp(
d∑
l=1
x⋆il,l)ai1,...,id ≤ 1⇒
d∑
l=1
x⋆il,l ≤ log(1/η).
Multiply the last inequality by pi1,1 · · · pid,d and sum on ij ∈ [d] for j in [d]
to obtain
∑d
j=1〈pj ,x⋆j 〉 ≤ log(1/η). Hence
log(1/η) ≥ gA(X(0))− gA(X⋆) > gA((X(0))− gA(X(kstop+1)) ≥ k
stopε2
2(
√
n+ 1)2
.

3.5. Approximating TOT value. The SA returns positive tensor Akstop
which usually will not by in U(P ). We need to replace Akstop by a tensor
B ∈ U(P ). We start with the following simple lemma whose proof is left to
the reader:
Lemma 3.5. Let p1,q1, . . . ,pd,qd ∈ Rn++ satisfying the conditions:
pj ≥ qj for j ∈ [d], ‖p1‖1 = . . . = ‖pd‖1 = h ≥ ‖q1‖1 = . . . = ‖qd‖1 = h′.
Assume that G = U(Q), Q = (q1, . . . ,qd). Then
B = G + 1
(h− h′)d−1 ⊗
d
j=1 (pj − qj) ∈ U(p1, . . . ,pd),
‖B − G‖1 = ‖B‖1 − ‖G‖1 = h− h′.
The following algorithm is a generalization of [2, Algorithm 2] which we
state as a lemma:
Lemma 3.6 (Replacement Algorithm). Assume that
p1, . . . ,pd, r1, . . . , rd ∈ Rn++,
‖p1‖1 = . . . = ‖pd‖1 = h, ‖r1‖1 = . . . = ‖rd‖1 = h′′.
Let F ∈ U(R), R = (r1, . . . , rd). Set F0 = [fi1,...,id,0] = F . Define Fj =
[fi1,...,id,j] ∈ ⊗Rn+ for j ∈ [d], a scaling of F , recursively as follows:
fi1,...,id,j = min(
pij ,j
sij ,j(Fj−1)
, 1)fi1,...,ij ,...,id,j−1, i1 ∈ [n], . . . , id ∈ [n].
Let G = Fd and qj = sj(A) for j ∈ [d]. Then the assumptions of Lemma
3.5 holds. Let B be the tensor defined in Lemma 3.5. Then B is obtained
from F in O(dnd) operations. Furthermore
‖B − F‖1 ≤ 2
d∑
j=1
‖pj − rj‖1.
Proof. Let j ∈ [d]. Clearly Fj = D(Fj−1,pj ∧ sj(Fj−1), j). Furthermore
Fj ≤ Fj−1, sj(Fj) = pj ∧ sj(Fj−1) ≤ pj , j ∈ [d].
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As Fj ≤ F it follows that sl(Fj) ≤ rl for l, j ∈ [d]. Furthermore sl(G) ≤
pl ∧ rl. Hence G satisfies the assumptions of Lemma 3.5. Let us compute
and estimate
∆ = ‖G − F‖1 = ‖F‖1 − ‖G‖1 = h′′ − h′ =
d∑
j=1
(‖Fj−1‖1 − ‖Fj‖1).
Recall x+ = max(0, x) for x ∈ R. Hence 2x+ = |x|+ x. Thus for x,y ∈ Rn+
we have the equality and the inequality
n∑
i=1
(xi − yi)+ = 1
2
(‖x− y‖1 + ‖x‖1 − ‖y‖1) ≤ ‖x− y‖1.
As sj(Fj) = pj ∧ sj(Fj−1) we deduce that
‖Fj−1‖1 − ‖Fj‖1 =
n∑
i=1
(si,j(Fj−1)− pi,j)+.
Hence
‖F0‖1 − ‖F1‖1 =
n∑
i=1
(si,1(Fj−1)− pi,1)+ = 1
2
(‖r1 − p1‖1 + h′′ − h).
Thus
∆ =
1
2
(‖r1 − p1‖1 + h′′ − h)+ d∑
j=2
n∑
i=1
(si,j(Fj−1)− pi,j)+.
For j ≥ 2 we observe
‖Fj−1‖1 − ‖Fj‖ =
n∑
i=1
(si,j(Fj−1)− pi,j)+ ≤
n∑
i=1
(ri,j − pi,j)+ ≤ ‖rj − pj‖1.
Thus
‖B − F‖1 ≤ ‖B − G‖1 + ‖G − F‖1 = h− h′ +∆ = h− h′′ + 2∆ =
‖r1 − p1‖1 + 2
d∑
j=2
n∑
i=1
(si,j(Fj−1)− pi,j)+ ≤ 2
d∑
j=1
‖pj − rj‖1.
It is straightforward to show that we need O(dnd) operations to compute B
from F . 
We now give the analog to the error estimate in [2, Proof of Theorem 1]
to the solution of the TOT problem (1.1):
Theorem 3.7. Let p1, . . . ,pd ∈ Πno and assume that C ∈ ⊗dRn be given.
Denote by τ(C, P ) the value of TOT problem given by (1.1). Let λ > 0 and
denote by A = exp(−λC). Fix ε ∈ (0, 1/2) and consider the Sinkhorn algo-
rithm given by (3.10)-(3.11) and the stopping criterion (3.16). Let B ∈ U(P )
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be obtained from Aktop using the Replacement Algorithm given by Lemma
3.6. Then
〈C,B〉 < τ(C, P ) + d log n
λ
+ 8d‖C‖∞ ε.(3.18)
Proof. Let U⋆ = argmin{〈C,U〉,U ∈ U(P )}, F = Akstop and rj = sj(F) for
j ∈ [d]. Denote by U ′ ∈ U(R) and B ∈ U(P ) the positive tensors obtained
from U⋆ and F respectively using the Replacement Algorithm. Lemma 3.6
and the inequality (3.17) yield
‖U ′ − U⋆‖1 ≤ 2
d∑
i=1
‖rj − pj‖1 ≤ 4dε,
‖B − F‖1 ≤ 2
d∑
i=1
‖pj − rj‖1 ≤ 4dε.
As F is a rescaling of A Theorem 2.3 yields
〈C,F〉 − H(F)
λ
≤ 〈C,U ′〉 − H(U
′)
λ
.
Hence
〈C,F〉 ≤ 〈C,U ′〉 − H(U
′)
λ
.+
H(F)
λ
< 〈C,U ′〉+ d log n
λ
.
Thus
〈C,B〉 = 〈C,B − F〉+ 〈C,F − U ′〉+ 〈C,U ′ − U⋆〉+ 〈C,U⋆〉 <
‖C‖∞ ‖B − F‖1 + d log n
λ
+ ‖C‖∞ ‖U ′ − U⋆‖1 + τ(C,p1, . . . ,pd) =
τ(C, P ) + d log n
λ
+ 8d‖C‖∞ ε.

Corollary 3.8. Let p1, . . . ,pd ∈ Πno and assume that C ∈ ⊗dRn be given.
Denote by ω the difference between the maximum and the minimum entry
of C. Then for a given δ > 0 one can find B ∈ U(P ) in O(ω3d4nd+1 lognδ3 )
operations such that
〈C,B〉 ≤ τ(C, P ) + δ.
Proof. Observe that 〈Jd,U〉 = 1 for a probability tensor U . Let µ be mini-
mum entry of C. Then 〈C,U〉 = 〈(U − µJd),U〉 + µ for a probabiity vector
U . Hence τ(C,p1, . . . ,pd) = τ(C − µJd,p1, . . . ,pd) + µ. Without loss of
generality we can assume that C ≥ 0 and C has at least one zero entry. Thus
‖C‖∞ = ω. Without loss of generality we can assume that ω > 0. In (3.18)
choose
λ =
2d log n
δ
, ε = min(
1
4
,
δ
16dω
).
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Then 〈C,B〉 ≤ τ(C, P ) + δ. Let A = exp(−λC). Then the maximum entry
of C is 1 and the minimum entry is η = exp(−λω). Hence ‖A‖1 < nd. Thus
log
‖A‖1
η
≤ d log n+ 2dω log n
δ
= O(
dω log n
δ
).
Recall that to find B we need to perform kstop iterations of SA. One step of
SA need O(dnd) operations. Use Theorem 3.4 and our choice of ε to deduce
the corollary. 
3.6. Sinkhorn algorithm for nonnegative tensors. Let f ∈ C1(Rm).
Denote by ∇f(x) ∈ Rm the gradient of f . Assume that U ⊂ Rm is a
nontrivial subspace of Rm of dimension l. Denote by πU : R
m → U the
orthogonal projection. Then ∇Uf(x)def= πU(∇f(x)) is the gradient of f in
the direction of U.
Let V = B(P,0), B and C be defined by (3.3). For a nonzero vector p ∈
Rn denote by L(p) = {y ∈ Rn, 〈y,p〉 = 0}. Thus V = L(p1)× · · · × L(pd).
Denote by ιj(x) = (0, . . . ,0,x,0, . . . ,0) the isometry ιj : R
n → (Rn)d. Thus
V = ⊕dj=1ιj(L(pj). Let πj : (Rn)d → ιj(Rn) be the orthogonal projection
(x1, . . . ,xd) → (0, . . . ,0,xj ,0, . . . ,0). Define πj(C) = W˜j . Clearly W˜j =
ιj(Wj) for a corresponding subspace Wj ⊂ L(pj). It is straightforward
to show that g˜A is strictly convex on ιj(Wj). Hence ιj(Wj) ∩ B = {0},
and Wj = L(pj). Let πC : (R
n)d → C be the orthogonal projection. Set
Vj
def
= πC(ιj(L(pj)). It is straightforward to show that dimVj = n − 1 and
C = V1 + · · ·+Vd.
We define Sinkhorn algorithm for A, scalable to U ∈ U(P ), as follows.
We retain the steps (3.9) and (3.11). We replace the steps (3.10) and (3.16)
ℓ(k − 1) = argmax{‖πVj (sj(Ak−1))‖1, j ∈ [d]},(3.19)
max{‖πVj (sj(Ak−1))‖1, j ∈ [d]} < ε.(3.20)
Note that if C = V then (3.10) is equal to (3.19), and (3.16) is equal to
(3.20). The main result of this subsection is:
Theorem 3.9. Let p1, . . . ,pd ∈ Πno and ε ∈ (0, 1/2). Assume that A ∈
⊗Rn+, sj(A) > 0 for j ∈ [n], A have some zero entries and A is scalable
to U ∈ U(P ). Let A0 = 1‖A‖1A and Ak for k ≥ 1 be given by Sinkhorn
algorithm (3.9), (3.19),(3.11) and the stopping criterion (3.20). Then
(a) Sinkhorn algorithm converges geometrically to a unique U ∈ U(P ).
(b) The sequence K(pj , sj(Ak)), k ∈ N converges geometrically to 0 for each
j ∈ [d].
(c) The sequence X(k) converge geometrically to a minimum point X⋆ of
gA.
(d) For k ≥ 1 and l = ℓ(k) the equality (3.12) holds.
(e) The following inequality holds: kstop ≤ 2(
√
n+1)2
ε2
log ‖A‖1η , where η is
minimum of positive entries of A.
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The proof of the this theorem is similar to the proofs of Theorems 3.3
- 3.4, and we outline the modifications one should do. Suppose first that
B = {0}. Then g˜A is strictly convex on C = V. It is straightforward to
show that the proofs of Theorems 3.3 - 3.4 apply in this case.
We now discuss the case where dimB > 0. Without loss of generality
we may assume that A = A0. For X = (x1, . . . ,xn) ∈ (Rn)d let A(X) =
[exp(
∑d
j=1 xij ,j)ai1,...,id ]. Denote by ∇j g˜A(X), ∇˜xj g˜A(X), ∇Bg˜A(X) and
∇Cg˜A(X) the gradient of g˜A at X in the direction of the subspace Vj,
ιj(L(pj)), B and C respectively. Recall that ∇˜g˜A(X) is the gradient of g˜A
at X in the direction of V. Hence
∇˜g˜A(X) =
d∑
j=1
∇˜xj g˜A(X), ‖∇˜g˜A(X))‖2 =
d∑
j=1
‖∇˜xj g˜A(X)‖2.
From the definition of B it follows that for Y = (y1, . . . ,yn) ∈ B we have
the equality exp(
∑n
j= yij)ai1,...,id = ai1,...,id . Hence for X ∈ C we have the
equality A(X + Y ) = A(X). In particular g˜A(X + Y ) = g˜A(X). Hence
∇Bg˜A(X) = 0, ∇˜g˜A(X) = ∇CgA(X), X ∈ Rn×d,
∇˜g˜A(X) = ∇˜g˜A(X + Y ) = ∇˜gA(πC(X) for X ∈ V, Y ∈ B.
We claim that
‖∇˜xj g˜A(X)‖ ≤ ‖∇j g˜A(X)‖ for X ∈ V.(3.21)
Clearly, it is enough to assume that ‖∇˜xj g˜A(X)‖ > 0. Let
w(j) =
1
‖∇˜xj g˜A(X)‖
∇˜xj g˜A(X) ∈ ιj(L(pj)).
Hencew(j) = ιj(wj) for somewj ∈ L(pj). Then ‖∇˜xj g˜A(X)‖ = 〈∇˜g˜A(X),w(j)〉.
Let
v(j) = πC(ι(wj)) ∈ Vj ⊂ C, u(j) = (I − πC)(ιj(wj)) ∈ B,
w(j) = u(j) + v(j), ‖u(j)‖2 + ‖v(j)‖2 = ‖w(j)‖2 = 1.
As 〈∇˜g˜A(X),u(j)〉 = 0 we deduce that
‖∇˜xj g˜A(X)‖ = 〈∇˜g˜A(X)w(j)〉 = 〈∇˜g˜A(X)v(j)〉 = 〈∇πVj g˜A(X),v(j)〉 =
〈∇j g˜A(X),v(j)〉 ≤ ‖∇j g˜A(X)‖‖v(j)‖ ≤ ‖∇j g˜A(X)‖.
Hence (3.21) holds. Let f = g˜A|C. Then f is strictly convex, attains
minimum and the inequality (A.12) holds. Theorem A.4 yields that the
PM algorithm converges geometrically to the unique minimum point Xˆ⋆ =
(xˆ⋆1, . . . , xˆ
⋆
d) ∈ C.
We now relate the PM algorithm to SA as in the proof of Theorem 3.3.
We start PM algorithm with Xˆ(0) = (xˆ
(0)
1 , . . . , xˆ
(0)
d ) = 0. Let Xˆ
(k) =
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(xˆ
(k)
1 , . . . , xˆ
(k)
d ) be the k-th step in PM algorithm. Denote Âk = A(Xˆ(k)).
Observe that ‖Âk‖1 = g˜A(Xˆ(k)). We claim that
Xˆ(k) = πC(ιl(y
(k)
l )) + Xˆ
(k−1), l = ℓ(k − 1)
y
(k)
l = xl(Âk−1) + (−K
(
pl, ‖Âk−1‖−11 sl(Âk−1)
)
+ log ‖Âk−1‖1)1.
(3.22)
Here xl(Âk−1) is given by (3.7). From the proof of Theorem 3.3 it fol-
lows that the minimum of the restriction of g˜A to the affine space Xˆ(k−1) +
ιl(L(pl)) is achieved at ι(y
(k)
l )+Xˆ
(k−1). Observe that πC(Xˆ(k−1)+ιl(L(pl))) =
Xˆ(k−1) +Vj. As g˜A(X + Y ) = g˜A(X) for Y ∈ B it follows that g˜A(X) =
g˜A(πC(X)) for X ∈ V. Therefore Xˆ(k) = πC(ιl(y(k)l ) +X(k−1)) is the mini-
mum point of g˜A restricted to Xˆ(k−1) +Vj .
As the sequence Xˆ(k) converges geometrically to Xˆ⋆ we deduce that Âk
converges geometrically to Â⋆ = A(X⋆). As in the proof of Theorem 3.3 we
claim that Ak given by SA is equal to ‖Âk‖−11 Âk. We prove this claim by
induction on k ≥ 0. For k = 0 this claim trivially holds. Assume that this
claim holds for k = m and assume that k = m + 1. Let y
(m+1)
l be defined
as in (3.22). Then
Âm+1 = Âm(πC(ιl(y(m+1)l ))) = Âm(ιl(y
(m+1)
l )).
Them+1 step of SA is given by (3.9) and (3.10). HenceAm+1 = Am(ιl(xl(Am))).
The induction assumptionAm = ‖Âm‖−11 Âm yields thatAm+1 = tm+1Âm+1.
As Am+1 is a probability tensor we deduce that tm+1 = ‖Âm+1‖−11 . Let
A⋆def= ‖Â⋆‖−11 Â⋆. Thus Ak, k ∈ N converges geometrically to A⋆. We claim
that A⋆ ∈ U(P ).
Clearly ∇Cg˜A(Xˆ⋆) = 0. As ∇Bg˜A(Xˆ⋆) = 0 we deduce that ∇˜g˜A(Xˆ⋆) =
0. Hence ∇g˜A(Xˆ⋆) = t⋆P for some t⋆ > 0. Thus sj(Â⋆) = t⋆pj for j =∈ [d].
Therefore A ∈ U(P ).
The proof of parts (b), (c) and (d) this theorem follows from the argu-
ments of the proofs of the corresponding parts of Theorem 3.3. To deduce
part (e) from the proof of Theorem 3.4 we need to recall the inequality (3.21)
which is equivalent to
‖sj(A(x))− 〈sj(A(x)),pj〉‖pj‖2 pj‖ ≤ ‖πVj (sj(A(x))‖, x ∈ V.
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Appendix A. Partial minimization of convex functions
Minimization of convex functions is a classical extensively studied sub-
ject [27, 25, 28]. In this Appendix we discuss a very specific minimization
algorithm named by us a partial minimization algorithm. This algorithm
enables us to show that the convergence of Sinkhorn algorithm is linear. We
do not claim that this algorithm is good to find a minimum of a smooth
convex function.
The following result is well known:
Lemma A.1. Let f ∈ C2(Rm) be strictly convex. Then the following con-
ditions are equivalent:
(a) The function f has a unique minimum x⋆ ∈ Rm.
(b) The following condition hold:
lim
‖x‖→∞
f(x) =∞.(A.1)
Proof. (a)⇒(b). Let Sm−1 be the m − 1 dimensional sphere ‖y − x⋆‖ = 1.
Fix y ∈ Sm−1. Consider the strict convex function in one variable: gy(t) =
f(x⋆ + t(y − x⋆)). Then g′y(0) = 0 and g′y(1) = ∇f(y)⊤(y − x⋆) > 0. Let
ν = min{g′y(1),y ∈ Sm−1}. Clearly, ν > 0. As g′y(t) increases for t > 0 it
follows that g′y(t) ≥ g′y(1) for t ≥ 1. In particular,
gy(t) ≥ gy(1) + g′x(1)(t − 1) ≥ f(x⋆) + ν(t− 1) for t ≥ 1.
Hence f(x) ≥ f(x⋆) + ν(‖x‖ − 1) if ‖x − x⋆‖ ≥ 1. This inequality yields
(A.1).
(b)⇒(a) Fix x0 ∈ Rm. Then there exists r > 0 such that min{f(x), ‖x −
x0‖ = r} > f(x0). Let min{f(x), ‖x − x0‖ ≤ r} = f(x⋆). Clearly, ‖x⋆ −
x0‖ < r. Therefore ∇f(x⋆) = 0. As f(x) is convex we deduce that f(x) ≥
f(x0) for each x ∈ Rn. As f(x) is strictly convex x⋆ is the unique point of
minimum of f . 
Note that the function f(x) = ex, x ∈ R is strictly convex on R but f(x)
does not have a minimum on R.
In what follows we assume that f ∈ C2(Rm) is strictly convex and x⋆ is
the unique minimum point of f . Then for each x ∈ Rm \x⋆ the sublevel set
V (t) = {y ∈ Rn, f(y) ≤ t}, t = f(x)
is a compact strictly convex set, with a C2 boundary ∂V (t), and an interior
containing x⋆. Let t⋆ = f(x⋆). Then V (t⋆) = {x⋆}. Thus Rm \ {x⋆} is
parametrized by ∂V (t), t > t⋆.
Fix t0 = f(x0) > t
⋆. Then f is uniformly strictly convex in V (t0): The
eigenvalues of He(f)(x),x ∈ V (t0) are in a fixed interval [α(t0), β(t0)] for
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some 0 < α(t0) ≤ β(t0). Thus for each x,y ∈ V (t0) we have the inequalities:
f(x) +∇f(x)⊤(y − x) + α(t0)
2
‖y − x‖2 ≤ f(y) ≤(A.2)
f(x) +∇f(x)⊤(y − x) + β(t0)
2
‖y − x‖2.(A.3)
In particular, for x ∈ V (t0) we have
f(x⋆) +
α(t0)
2
‖x− x⋆‖2 ≤ f(x) ≤ f(x⋆) + β(t0)
2
‖x− x⋆‖2.(A.4)
Denote by B(x, R2) the closed ball {y ∈ Rm, ‖x − y‖2 ≤ R2}. Let κ(t0) =
β(t0)
α(t0)
and define
x+ = x− 1
β(t0)
∇f(x), x++ = x− 1
α(t0)
∇f(x).(A.5)
In what follows we need the following lemma:
Lemma A.2. Assume that x ∈ V (t0). Let
xa = x− 2
β(t0)
∇f(x).(A.6)
Then
(a) f(xa) ≤ f(x).
(b) [x,xa] ⊂ V (t0).
(c) f(x)− f(x⋆) ≥ f(x)− f(x+) ≥ ‖∇f(x)‖22β(t0) .
Proof. (a) If ∇f(x) = 0, i.e., x = x⋆ the (a) trivially holds. Suppose that
∇f(x) 6= 0 and assume to the contrary that f(xa) > f(x). Let h(t) =
f(x − t∇f(x)). Then h′(0) = −‖∇f(x)‖2. Recall that h(t) is a strict
convex function. Hence there exists t1 ∈ (0, 2β(t0)) such that h′(t1) = 0 and
h′(t) > 0 for t > t1. Thus there exists t2 ∈ (t1, 2β(t0)) such that f(y) = f(x)
for y = x− t2∇f(x). Note that y ∈ V (t0). This contradicts the inequality
(A.3).
(b) As f(xa) ≤ f(x) ≤ t0 the convexity of f yields that the interval [x,xa]
is in V (t0).
(c) Clearly x+ = 12 (x+ x
a) ∈ [x,xa]. Hence
f(x+) ≤(A.7)
f(x) +∇f(x)⊤(x+ − x) + β(t0)
2
‖x+ − x‖2 = f(x)− ‖∇f(x)‖
2
2β(t0)
.
Therefore (c) holds. 
We now bring the following simple lemma which is basically in [10]:
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Lemma A.3. Assume that f ∈ C2(Rm) is strictly convex and x⋆ is the
unique minimum point of f . Fix x ∈ V (t0) and assume that x⋆ ∈ B(x, R20).
Then we can choose R0 = R(x) and the following conditions hold:
R(x)2 =
2
α(t0)
(f(x)− f(x⋆)) ≤ ‖∇f(x)‖
2
α2(t0)
,(A.8)
x⋆ ∈ B(x++, ‖∇f(x)‖
2
α2(t0)
− 2
α(t0)
(f(x)− f(x⋆)) ⊆(A.9)
B(x++,
‖∇f(x)‖2
α2(t0)
(1− 1
κ(t0)
)− 2
α(t0)
(f(x+)− f(x⋆)),
‖∇f(x)‖
β(t0)
≤ ‖x− x⋆‖.(A.10)
Proof. As x ∈ V (t0) the left hand side of (A.4) yields that x⋆ ∈ B(x, R(x)2),
where R(x)2 is given by (A.8). Clearly
‖x⋆ − x++‖2 = ‖(x⋆ − x+ 1
α(t0)
∇f(x)‖2 =
‖(x⋆ − x‖2 + 2
α(t0)
∇f(x)⊤(x⋆ − x) + ‖∇f(x)‖
2
α2(t0)
.
As x⋆,x ∈ V (t0) (A.2) yields:
f(x⋆) ≥ f(x) +∇f(x)⊤(x⋆ − x) + α(t0)
2
‖x⋆ − x‖2.(A.11)
Thus
‖x⋆ − x++‖2 ≤ ‖∇f(x)‖
2
α2(t0)
− 2
α(t0)
(f(x)− f(x⋆)).
This proves the first part of (A.9). Hence the inequality in (A.8) holds. Use
part (c) of Lemma A.2 to replace f(x) in the first part of (A.9) by a smaller
quantity f(x+) + ‖∇f(x)‖
2
2β(t0)
to obtain the second part of (A.9).
Combine (A.7) with (A.4) to deduce
‖∇f(x)‖2
2β(t0)
≤ f(x)− f(x+) ≤ f(x)− f(x⋆) ≤ β(t0)
2
‖x− x⋆‖2.
This show the inequality (A.10). 
We now state briefly our algorithm for the norm ‖ · ‖s, s ∈ [1, 2]. (We are
mainly interested in the cases s = 1, 2 but for simplicity of exposition we let
s ∈ [1, 2].) Let V1, . . . ,Vd be nontrivial proper subspaces of Rm such that
V1 + · · · +Vd = Rm. Denote by πj : Rm → Vj the orthogonal projection.
Define ∇jf(x) def= πj(∇f(x)). We assume the following assumption that
holds in our case:
‖∇f(x)‖2 ≤
d∑
j=1
‖∇jf(x)‖2, x ∈ Rm.(A.12)
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Fix u ∈ Rm and consider fj,u : Vj → R, where fj,u(y) = f(y + u).
Lemma A.1 yields that fj,u achieves its minimum at the unique point vj(u).
Then the PM algorithm is:
PM Algorithm
Choose x0 ∈ Rm.
for k := 0, 1, 2, . . .
j ∈ argmax{‖∇lf(xk)‖s, l ∈ [d]}
xk+1 = xk + vj(xk)).
end
We now consider a special case of this algorithm when the assumption
(A.12) holds. Divide the vector x = (x1, . . . , xm) to d ≥ 2 groups: x =
(x1, . . . ,xd), where xi ∈ Rmi for i ∈ [d] and
∑d
i=1mi = m. (Thus d ∈
[m] \ {1}.) View x as (xj ,xj) where xj ∈ Rm−mj is obtained from x by
deleting the vector coordinate xj. Then ∇jf(x) ∈ Rmj the vector of deriva-
tives of f(x) with respect to the coordinates in xj . Clearly ‖∇f(x)‖22 =∑d
j=1 ‖∇jf(x)‖22. Thus (A.12) holds. Minimize f(x) with respect to the
variable xj while keeping all other variable fixed:
min{f(x),xj ∈ Rmj ,x = (xj ,xj)} = f(xj ,xj(xj)).(A.13)
Then vj(x) = (x
j ,xj(x
j)).
We now show that in our algorithm the sequences xk, f(xk), k ∈ N con-
verge linearly to x⋆, f(x⋆) respectively:
Theorem A.4. Assume that f ∈ C2(Rm) is a strict convex function which
has a unique minimum point x⋆. Suppose V1, . . . ,Vd be nontrivial proper
subspaces of Rm such that V1 + · · ·+Vd = Rm. Assume that the inequality
(A.12) holds. Denote ℓ = max{dimVj , j ∈ [d]}. Let x0 ∈ Rm and xk, k ∈ N
be given by PM algorithm. Set tk = f(xk) for k ∈ Z+. Assume that the
eigenvalues of He(f)(x),x ∈ V (tk) are in the minimal interval [α(tk), β(tk)],
where 0 < α(tk) ≤ β(tk). Denote κ(tk) = β(tk)α(tk) .
(a) If xk−1 6= x⋆ for some k ∈ N then tk−1 > tk.
(b) The sequences {tk}, {β(tk)}, {−α(tk)}, {κ(tk)}, k ∈ Z+ are nonincreas-
ing sequences which converge to t⋆, β(t⋆),−α(t⋆), κ(t⋆) respectively.
(c) For each k ∈ N and s ∈ [1, 2] the following inequalities hold:
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f(xk)− f(x⋆) ≤(A.14)
(f(x0)− f(x⋆))(1 − 1
dℓ(2−s)/sκ(t0)
)
k−1∏
i=1
(1− 1
(d− 1)ℓ(2−s)/sκ(ti)
) ≤
‖∇f(x0)‖2
2α(t0)
(1− 1
dℓ(2−s)/sκ(t0)
)
k−1∏
i=1
(1− 1
(d− 1)ℓ2−sκ(ti) ) ≤(A.15)
‖∇f(x0)‖2
2α(t0)
(1− 1
dℓ2−sκ(t0)
)(1 − 1
(d− 1)ℓ2−sκ(t0))
k−1,
‖xk − x⋆‖2 ≤(A.16)
‖∇f(x0)‖2
α(tk)α(t0)
(1− 1
dℓ2−sκ(t0)
)
k−1∏
i=1
(1− 1
(d− 1)ℓ2−sκ(ti)).
Proof. Recall the following norm inequalities for s ∈ [1, 2] and y ∈ Rl:
‖y‖ ≤ ‖y‖s, ‖y‖s ≤ l(2−s)/(2s)‖y‖.
(The second inequality follows from the Ho¨lder inequality.) Combine the
above first inequality with the inequality (A.12) with to deduce
max{‖∇lf(xk)‖s, l ∈ [d]} ≥ max{‖∇lf(xk)‖, l ∈ [d]} ≥ ‖∇f(x)‖√
d
.
(a) Clearly if xk−1 = x⋆ then xp = x⋆ for p ≥ k. Assume that xk−1 6= x⋆.
Then ‖∇f(xk−1)‖ > 0. Let jk−1 ∈ argmax{‖∇lf(xk−1)‖s, l ∈ [d]}. Then
‖∇jk−1f(xk−1)‖ > 0. Hence tk−1 > tk.
(c) First we show the inequality (A.14) for k = 1. Assume that j0 ∈
argmax{‖∇lf(x0)‖s, l ∈ [d]}. Hence
ℓ(2−s)/(2s)‖∇j0f(x0)‖ ≥ ‖∇j0f(x0)‖s ≥
‖∇f(x0)‖√
d
.
Let g(y) = f(y + x0) = fj0,x0(y) for y ∈ Vj. Thus g is a strictly convex
function on Vj , whose Hessian is a submatrix of the Hessian of f . Hence the
eigenvalues of the Hessian of g are also in the interval [α(t0), β(t0)]. Recall
that argmin g = vj0(x0). We now estimate from below g(0) − g(vj0(x0)).
The lower bound (c) of Lemma (A.2) yields:
f(x0)− f(x1) = g(0)− g(vj0(x0)) ≥
‖∇g(0)‖2
2β(t0)
=
‖∇fj0(x0)‖2
2β(t0)
≥ ‖∇f(x0)‖
2
2β(t0)dℓ(2−s)/s
.
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The inequality (A.8) yields f(x0) − f(x⋆) ≤ ‖∇f(x0)‖
2
2α(t0)
. Assuming that
f(x0) > f(x
⋆) we obtain
f(x1)− f(x⋆)
f(x0)− f(x⋆) = 1−
f(x0)− f(x1)
f(x0)− f(x⋆) ≤
1− ( ‖∇f(x0)‖2
2β(t0)dℓ(2−s)/s
)
/
(‖∇f(x0)‖2
2α(t0)
)
= 1− 1
dℓ(2−s)/sκ(t0)
.
This proves the first inequality in (A.14) for k = 1.
Assume now that k = 2. The definition of x1 yields that ∇j0f(x1) = 0.
Hence max{‖∇lf(x1)‖s, l ∈ [d]} ≥ ‖∇f(x1)‖√d−1 . Use the same arguments as
above to show that f(x2) − f(x⋆) ≤ (f(x1) − f(x⋆))(1 − 1(d−1)ℓ(2−s)/sκ(t1)).
Hence (A.14) holds for k = 2. Similarly, the inequality (A.14) holds for each
k ≥ 2.
Use the inequality (A.8) to deduce the inequality in (A.15). As κ(tk) ≤
κ(t0) for each k ∈ N we deduce the inequality below (A.15). According to
Lemma A.3 x⋆ ∈ B(xk, R2(xk)). Use (A.15) to deduce (A.16).
(b) As {tk}, k ∈ Z+ is a nonincreasing sequence we deduce that V (tk) ⊆
V (tk−1) for k ∈ N. Hence the sequence {α(tk)}, k ∈ N is a nonincreasing,
and the sequences {β(tk)}, k ∈ N and {κ(tk)}, k ∈ N are nondecreasing. The
equality limk→∞ tk = t⋆ follows from (A.14). The inequality (A.16) yields
lim
k→∞
xk = x
⋆, lim
k→∞
α(tk) = α(t
⋆), lim
k→∞
β(tk) = β(t
⋆), lim
k→∞
κ(tk) = κ(t
⋆).

Appendix B. Estimats of certain norms
Lemma B.1. Let p,q ∈ Πn, and s(q,p) = 〈q,p〉/〈p,p〉. Then the follow-
ing statement holds:
(a)
0 ≤ s(q,p) ≤ (n− 1)pmax
(n − 1)p2max + (1− pmax)2
, pmax = max(p1, . . . , pn) ≥ 1/n,
max{s(q,p),q,p ∈ Πn} =
√
n+ 1
2
,
s(q,
1
n
1) = 1,
|1− s(q,p)| = |〈q− p,p〉|〈p,p〉 ≤
‖q− p‖
‖p‖ ≤
√
n‖q− p‖1 ≤
√
2nK(p||q).
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(b)
‖q− 〈q,p〉‖p‖2 p‖1 ≥ |1−
〈q,p〉
‖p‖2 | = |1− s(q,p)|,
2‖q − 〈q,p〉‖p‖2 p‖1 ≥ ‖q− p‖1,
‖q− p‖1 + |1− 〈q,p〉‖p‖2 | ≥ ‖q−
〈q,p〉
‖p‖2 p‖1.
(c)
‖q− 〈q,p〉‖p‖2 p‖1 ≤ (
√
n+ 1)
√
2K(p||q).
Proof. (a) It is straightforward to show
max{〈q,p〉,q ∈ Πn} = pmax,
argmin{〈p,p〉,p ∈ Πn, pmax = t, } = (t, 1− t
n− 1 , . . . ,
1− t
n− 1),
min{〈p,p〉,p ∈ Πn, pmax = t, } = t2 + (1− t)
2
n− 1 .
This shows the first inequality of (a). Next observe that
argmax{ (n− 1)t
(n − 1)t2 + (1− t)2 , t ∈ R} =
1√
n
,
max{ (n− 1)t
(n − 1)t2 + (1− t)2 , t ∈ R} =
√
n+ 1
2
.
This shows the second equality of (a). The third equality of (a) is straight-
forward.
We now justify the last statement of (a). The first equality is straightfor-
ward. The second inequality follows from the Cauchy-Schwarz inequality.
Recall that ‖x‖ ≤ ‖x‖1. Next observe that ‖p‖ ≥ 1/
√
n. This shows the
second inequality. The last inequality follows from the Pinsker inequality.
(b) As 〈q,p〉 ≥ 0 we deduce the first inequality of the lemma:
‖q− 〈q,p〉‖p‖2 p‖1 ≥
∣∣‖q|‖1 − ‖〈q,p〉‖p‖2 p‖1∣∣ = |1− 〈q,p〉‖p‖2 |.
Observe next
‖q− 〈q,p〉‖p‖2 p‖1 = ‖q− p+ (1−
〈q,p〉
‖p‖2 )p‖1 ≥
‖q− p‖1 − ‖(1 − 〈q,p〉‖p‖2 )p‖1 = ‖q− p‖1 − |1−
〈q,p〉
‖p‖2 |.
Thus implies the second inequality of the lemma. Use the triangle inequality
for the above expression of ‖q − 〈q,p〉‖p‖2 p‖1 to deduce the third inequality of
the lemma.
(c) Combine the last inequalities of (b) and (a). 
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We now show that the inequality of (c) is sharp asymptotically up to
at most a multiplicative factor of 1/
√
log an. where an, n ∈ N is a slowly
increasing to infinity, with a1 ≥ 2:
p = (
1√
n
,
1− 1/√n
n− 1 , . . . ,
1− 1/√n
n− 1 ),q = (1−
1
an
,
1
(n− 1)an , . . . ,
1
(n− 1)an ).
Then
‖q− 〈q,p〉‖p‖2 p‖1 = ‖q− p+ (1−
〈q,p〉
‖p‖2 )p‖1 ≥
|1− 〈q,p〉‖p‖2 | − ‖q− p‖1 ≥
〈q,p〉
‖p‖2 − 3 ≥ n4
1−1/an√
n
− 3 =
√
n(1−1/an)
4 − 3,
K(p||q) = − 1√
n
log
(√
n(1− 1/an)
)
+
(
1− 1√
n
)
log
(
an(1− 1/
√
n)
)
.
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