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Resumen: Un le´xico con informacio´n morfolo´gica y sinta´ctica de amplia cobertura
puede ser construido de forma eﬁciente reutilizando otros recursos existentes y
mejorado usando te´cnicas semi-automa´ticas para detectar y corregir sus errores.
Presentamos aqu´ı un le´xico espan˜ol creado siguiendo esta estrategia: el Leﬀe
Palabras clave: Le´xico morfolo´gico y sinta´ctico, recursos lingu¨´ısticos
Abstract: A morphological and syntactic wide coverage lexicon can be developed
by using other existing resources and improved by using semi-automatic techniques
which enables errors to be detected and ﬁxed. We present here a Spanish lexicon
developed using such an approach: the Leﬀe
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1. Introduccio´n
Los recursos lingu¨´ısticos, como le´xicos y
grama´ticas, son necesarios para construir mu-
chas aplicaciones de Procesamiento del Len-
guaje Natural (PLN) de alto nivel. Por ejem-
plo aquellas que requieren ana´lisis sinta´cti-
co profundo para tareas como traduccio´n au-
toma´tica, buscadores avanzados, etc. La si-
tuacio´n actual para muchas lenguas es que
existen varios de estos recursos, con diferen-
tes niveles de cobertura, diferentes modelos
lingu¨´ısticos y escritos en diferentes formalis-
mos lexicales. Sin embargo, ninguno de ellos
combina de un modo satisfactorio una amplia
cobertura (incluyendo un gran nu´mero de pa-
labras en todas sus categor´ıas), alta calidad
(ausencia de errores) y riqueza de la informa-
cio´n (morfolo´gica y sinta´ctica).
Aun as´ı, los recursos existentes para una
lengua contienen informacio´n valiosa que
puede ser reutilizada. Por lo tanto, fusionar
esos recursos y ampliarlos usando te´cnicas
∗ Parcialmente ﬁanciado por el Ministerio de Edu-
cacio´n y Ciencia (HUM2007-66607-C04-02), la Xun-
ta de Galicia (INCITE08PXIB302179PR, INCI-
TE08E1R104022ES, PGIDIT07SIN005206PR) y la
’Red Gallega para el procesamiento del lenguaje y
la recuperacio´n de informacio´n’ 2006-2009
semi-automa´ticas es una interesante forma de
construir nuevos recursos o incluso mejorar
otros existentes. Para ello es necesario ser
capaz de interpretar la informacio´n contenida
en los recursos a pesar de que sus formalismos
sean parcialmente incompatibles, convertirlos
a un formato comu´n, y por u´ltimo fusionarlos
en un recurso u´nico. Ninguno de estos pasos
es trivial.
En este art´ıculo conﬁrmamos la validez
de esta aproximacio´n aplica´ndola al espan˜ol.
Hemos construido un le´xico morfolo´gico y
sinta´ctico de amplia cobertura y libre (ba-
jo licencia LGPL-LR1, el Leﬀe (Le´xico de
formas ﬂexionadas del Espan˜ol). Este le´xico
puede ser usado directamente en aplicacion-
nes de PLN de alto nivel, especialmente en
aquellas que requieren un ana´lisis sinta´ctico
profundo. El Leﬀe esta´ desarrollado usando
Alexina (Sagot et al., 2006; Sagot y Danlos,
2008; Danlos y Sagot, 2008), un formalismo
lexical previamente usado en el desarrollo del
Lefff (Lexique des formes ﬂe´chies du Franc¸ais
- Le´xico de formas ﬂexionadas del france´s).
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La ﬂexibilidad y la calidad de Alexina per-
miten su uso directo con varios formalismos
gramaticales (LFG,LTAG, etc.) que requie-
ren informacio´n sinta´ctica detallada para to-
das las palabras.
El trabajo descrito aqu´ı se enmarca dentro
del Proyecto Victoria2, que tiene como ob-
jetivo el desarrollo de te´cnicas y herramien-
tas para la adquisio´n y correccio´n eﬁciente
de recursos lingu¨´ısticos de amplia cobertu-
ra. El hecho de desarrollar recursos de esta
manera y usando el mismo formato los ha-
ce especialmente apropiados para conexiones
multilingu¨es y todas sus aplicaciones deriva-
das. En su primera fase, se centra en espan˜ol,
gallego y france´s.
Este art´ıculo esta´ organizado como sigue:
primero en la seccio´n 2, presentamos el for-
malismo lexical Alexina. La seccio´n 3 descri-
be otros recursos lingu¨´ısticos para el espan˜ol
que hemos usado. En la seccio´n 4 mostramos
co´mo esos recursos fueron fusionados, y en la
seccio´n 5 describimos una te´cnica para exten-
der un le´xico. Por u´ltimo en la seccio´n 6 eva-
luamos el le´xico obtenido en nuestros experi-
mentos, y presentamos nuestras conclusiones
en la seccio´n 7.
2. El formalismo lexical: Alexina
Podemos deﬁnir un le´xico como una lista
exhaustiva de las palabras que componen una
lengua acompan˜adas de cierta informacio´n
morfolo´gica y/o sinta´ctica. Para desarrollar
tareas de PLN de alto nivel, como ana´lisis
sinta´ctico profundo, es necesario disponer
de le´xicos que efectivamente describan el
comportamiento sinta´ctico de sus entradas.
Alexina es un modelo que permite
describir informacio´n morfolo´gica y sinta´ctica
de manera fa´cilmente legible, completa y
eﬁciente (Sagot, 2005; Danlos y Sagot, 2008).
Es capaz de representar un gran nu´mero de
feno´menos a trave´s de un formato sencillo
que puede ser usado por herramientas de
PLN que se basen en diferentes formalismos
gramaticales. Los conceptos lingu¨´ısticos en
los que se basa Alexina son compatibles con
el esta´ndar Lexical Markup Framework.3
El formato de Alexina ha evolucionado
durante los u´ltimos cinco an˜os junto al Lefff
y otros recursos para otras lenguas (polaco,
2http://www.victoria-project.org (Abril
2009).
3Lexical Markup Framework, el esta´ndar
ISO/TC37 para le´xicos usados en PLN.
eslovaco y otros). Es por tanto un formato
capaz de representar una gran variedad de
feno´menos lingu¨´ısticos. Esto, unido a la
proximidad lingu¨´ıstica entre el france´s y el
espan˜ol como Lenguas Romances que son, ha
permitido describir el espan˜ol sin tener que
modiﬁcar el formato original de Alexina.
Alexina esta´ basado en dos niveles de re-
presentacio´n. Un nivel intensional que facto-
riza la informacio´n le´xica, de modo que a ca-
da lema se le asocia una clase morfolo´gica
(que permite construir toda la familia de for-
mas asociada a dicho lema) e informacio´nes
sinta´cticas detalladas (marco de subcategori-
zacio´n, posibles restructuraciones, atributos,
etc.), permitiendo una gestio´n ma´s ra´pida y
sencilla. Y un nivel extensional, que se genera
automa´ticamente compilando el le´xico inten-
sional, en el que se asocia cada forma ﬂexio-
nada con toda su informacio´n morfolo´gica y
sinta´ctica: etiqueta morfolo´gica, el marco de
subcategorizacio´n de su correspondiente re-
distribucio´n, etc.
Cuando el le´xico intensional es compilado
en un le´xico extensional, se construyen
todas las palabras pertenecientes a la familia
de cada lema, usando para ello su clase
morfolo´gica. Las clases morfolo´gicas esta´n
deﬁnidas bajo un formato descrito en (Sagot,
2005) que cubre la mayor parte de las
entradas de le´xico. Tan solo los lemas que
se ﬂexionan de una forma especial (irregular)
son descritos de forma manual en un ﬁchero
adicional.
Por ejemplo, esta es la entrada in-
tensional simpliﬁcada4 en Leﬀe para el






%actif, %passif, %ppp employe´ comme adj
Se trata de un verbo transitivo cuya cla-
se morfolo´gica es V4, que se corresponde con
verbos de la primera conjugacio´n que cam-
bian su ra´ız (se cambia la c por qu) al
formar el presente de subjuntivo. Su predi-
cado sema´ntico se representa directamente
con el lema. Su categor´ıa es verbo (v). Tie-
ne dos argumentos cano´nicamente realizados
por las funciones sinta´cticas Suj (sujeto) y
Obj (objeto directo).5 Cada funcio´n sinta´cti-
4Se han eliminado algunas informaciones sinta´cti-
cas por motivos de claridad
5Las posibles funciones sinta´cticas usadas en
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ca esta´ asociada a una lista de posibles reali-
zaciones6 que aparecen entre pare´ntesis pa-
ra indicar que la realizacio´n de la funcio´n
es opcional. Esta entrada permite adema´s
tres redistribuciones: activa ( %actif), pasiva
( %passif) y participio empleado como adje-
tivo ( %ppp employe´ comme adj).
El proceso de compilacio´n construye una
entrada extensional para cada una de las
formas ﬂexionadas del lema y cada redis-
tribucio´n compatible mediante deﬁniciones
formales de esas redistribuciones. Por ejem-
plo, la u´nica forma ﬂexionada del verbo des-
tacar que es compatible con la redistribu-
cio´n pasiva es el participio. La redistribu-
cio´n %ppp employe´ comme adj indica que el
participio de este verbo puede ser usado co-
mo adjetivo y provocara´ la generacio´n de la
correspondiente entrada adjetiva extensional.
La entrada extensional (simpliﬁcada)
correspondiente a la redistribucio´n pasiva
para destacar es la siguiente (donde MP00SM
es la etiqueta para el participio sigular
masculino y en el que se crea un complemento







3. Recursos lingu¨´ısticos del
espan˜ol
Hoy en d´ıa es posible encontrar varios
recursos lingu¨´ısticos disponibles para el
espan˜ol. Sin embargo, ninguno de ellos
cumple con nuestros requisitos:
Amplia cobertura, buena calidad y
riqueza de los datos (morfolo´gicos y
sinta´cticos).
Separacio´n completa entre las informa-
ciones lexicales y grama´ticales.
Leﬀe son las siguientes: Suj (sujeto), Obj (objeto
directo), Objde (Objeto indirecto introducido por la
preposicio´n de), Obja (objeto indirecto introducido
por a), Loc (locativo), Dloc (delocativo), Att
(atributo), Obl and Obl2 (oblicuos).
6Pueden ser realizaciones cl´ıticas cln, cla y cld
para los casos nominativo, acusativo y dativo. Las
realizaciones directas son sn, sinf, scompl, sa y qcompl
para los sintagmas nominal, inﬁnitivo, completivo,
adjetival y preguntas indirectas. Las realicaciones
preposicionales se construyen de la forma prep-real,
donde prep es una preposicio´n y real una realizacio´n
directa (Ej. con-sn)
Formato claro, compacto y legible para
los humanos.
Disponible libremente en te´rminos de
acceso, modiﬁcacio´n y distribucio´n.
Fa´cilmente enlazable con recursos en
otros idiomas.
Aun as´ı, hay mucha informacio´n de gran
valor en los recursos existentes y ser´ıa
un error ignorarla. En nuestro caso, los
siguientes recursos han sido usados en algu´n
momento para el desarrollo del Leﬀe:
Multext es un proyecto internacional (Ide y
Ve´ronis, 1994) cuyos objetivos son desa-
rrollar esta´ndares y especiﬁcaciones pa-
ra representar y procesar copus lingu¨´ısti-
cos, as´ı como desarrollar herramientas y
recursos lingu¨´ısticos de acuerdo a dichos
esta´ndares. Como resultado han cons-
truido un conjunto de le´xicos que contie-
ne informacio´n morfolo´gica para varios
idiomas, incluido el espan˜ol, usando un
juego de etiquetas ampliamente extendi-
do ya en la comundidad del PLN.
El le´xico de la USC contiene informacio´n
morfolo´gica de un gran nu´mero de
formas. Fue creado para realizar tareas
de etiquetacio´n en el Departamento de
Grama´tica espan˜ola de la Universidad de
Santiago de Compostela (Alvarez et al.,
1998);
ADESSE es una versio´n ampliada de la
Base de Datos Sinta´cticos del espan˜ol
actual desarrollada en la Universidad de
Vigo (Garc´ıa-Miguel y Albertuz, 2005).
Es un trabajo de gran extensio´n que
incluye los marcos de subcategorizacio´n
de ma´s de 4000 verbos.
La Spanish Resource Grammar (SRG)
es una grama´tica open-source del es-
pan˜ol (Marimon, Seghezzi, y Bel, 2007)
basada en el marco teo´rico Head-driven
Phrase Structure Grammar (HPSG)
que incluye un le´xico con informacio´n
sinta´ctica organizada en una jerarqu´ıa
de clases.
4. Reutilizacio´n de recursos
existentes
Construir el Leﬀe ha supuesto interpretar
todos los recursos mencionados en la seccio´n
anterior (a pesar de que sus modelos
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le´xicos eran parcialmente incompatibles),
convertirlos en el formato de Alexina y
ﬁnalmente fusionar todos los le´xicos en uno
solo. Multext y el le´xico de la USC contienen
solamente informacio´n morfolo´gica, mientras
que SRG y ADESSE incluyen informacio´n
sinta´ctica. Por tanto, decidimos proceder de
la siguiente manera:
1. Construir un lexico morfolo´gico inicial
tomando como base Multext y trans-
forma´ndolo en el formato Alexina. Se le
an˜adieron adema´s algunas entradas es-
pec´ıﬁcas del modelo Alexina (preﬁjos,
suﬁjos, signos de puntuacio´n, etc.);
2. Convertir el le´xico de la USC al formato
de Alexina y fusionarlo con el le´xico
inicial extra´ıdo de Multext. De este
modo obtenemos un le´xico que contiene
la informacio´n morfolo´gica de Leﬀe;
3. Convertir la informacio´n sinta´ctica de
ADESSE y del le´xico SRGen el formato
de Alexina;
4. Fusionar el Leﬀe morfolo´gico del paso 2
y los dos le´xicos sinta´cticos obtenidos en
el paso 3;
4.1. Conversio´n de le´xicos
morfolo´gicos al formato
Alexina
Un le´xico morfolo´gico puede representarse
mediante una lista de tripletas de la
forma (forma,lema,etiqueta). Sin embargo,
en una arquitectura como Alexina, donde
cada entrada contiene tambie´n informacio´n
sinta´ctica, cada entrada (intensional) se
corresponde con un u´nico lema. Como se
explico´ en la seccio´n 2, cada lema se
asocia a una clase morfolo´gica y las clases se
crean mediante una descripcio´n formalizada
de la morfolog´ıa de una lengua. Por tanto,
para convertir un le´xico morfolo´gico al
formato de Alexina, es necesario extraer
dicha descripcio´n morfolo´gica de una lista de
triplas (forma,lema,etiqueta).
Para ello, hemos desarrollado una sencilla
te´cnica capaz de obtener de forma totalmen-
te automa´tica un conjunto completo de clases
morfolo´gicas desde estas triplas. Adema´s, las
formas contenidas en el le´xico utilizado que-
dan tambie´n automa´ticamente clasiﬁcadas en
base a esas clases, por lo que esta te´cnica tie-
ne un intere´s doble.
Para cada lema en el le´xico, se extrae el
preﬁjo ma´s largo comu´n a todas sus formas
ﬂexionadas, que tomaremos como ra´ız de la
familia, y se construye una lista ordenada de
pares (suﬁjo,etiqueta). Si al menos 3 lemas
distintos conducen a la misma lista de parejas
(suﬁjo,etiqueta), esa lista se convierte en la
deﬁnicio´n de una clase morfolo´gica, y todos
los lemas asociados a ella son asociados a
dicha clase. Adema´s, la ra´ız de todos los
lemas de la clase son analizados en busca
del ma´s largo, comu´n a todos sus miembros,
para as´ı contruir el patro´n regular ma´s
espec´ıﬁco posible. Esto evita que ma´s tarde
otros lemas se an˜adan a la clase de forma
erronea. Por ejemplo, dentro del le´xico de
Multext, se establecio´ una clase morfolo´gica
usando la lista de pares (suﬁjo,etiqueta)
que inclu´ıan la terminacio´n -ar para el
inﬁnitivo, -a para la tercera persona del
singular del presente de indicativo, y -ue´
para la primera persona del del singular del
prete´rito perfecto de indicativo. Un ejemplo
de verbo perteneciente a esta clase es halagar,
que conjuga las formas halaga y halague´.
Dado que la ra´ız de todos los lemas en
esta clase terminan en -g, el patro´n regular
.*g es asociado a dicha clase morfolo´gica y
determina que so´lo otros verbos cuya ra´ız
termine en -g puedan ser an˜adidos.
Aquellas clases en las que solo se incluyen
uno o dos lemas no se construyen automa´ti-
camente. Sus componentes se consideran irre-
gulares y por tanto son deﬁnidas manualmen-
te en un ﬁchero externo.
Esta te´cnica ha sido usada en la pra´ctica
tomando como entrada el Multext espan˜ol
para constuir nuestro le´xico inicial que
incluye ya una descripcio´n morfolo´gica del
espan˜ol en el formato de Alexina. Del mismo
modo hemos aplicado dicha te´cnica sobre
el le´xico de la USC para transformarlo al
formato de Alexina y, tal como espera´bamos,
ha dado lugar a un conjunto de clases
morfolo´gicas distintas. Esto se debe a que
el listado de lemas, el juego de etiquetas
e incluso a veces el conjunto de formas
que genera un mismo lema son diferentes
entre un le´xico y otro. Se generan por tanto
discrepancias que deben ser resueltas si se
prentende fusionar dos le´xicos morfolo´gicos
como estos (ver seccio´n 4.3).
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4.2. Conversio´n de ADESSE y
SRG al formato Alexina
La fuente de informacio´n sinta´ctica ma´s
importante que hemos usado en nuestros
experimentos es ADESSE. Hemos extra´ıdo
y convertido la informacio´n que contiene al
formato de Alexina de la forma siguiente:
Cada verbo en ADESSE fue transformado
en una o ma´s entradas del Leﬀe obviando
por el momento su informacio´n morfolo´gica
(se asigno´ una clase morfolo´gica por defecto
tan solo a efectos de mantener consistente
el formato) pero transformando la estructura
argumental descrita en ADESSE en marcos
de subcategorizacio´n del formato de Alexina.
El resultado fue un le´xico con una gran
cantidad de informacio´n sinta´ctica para un
importante nu´mero de verbos espan˜oles (en
concreto, se creo informacio´n para 3.427
lemas u´nicos).
Dado que algunos verbos incluidos en
Multext o en el le´xico de la USC no
estaban recogidos en ADESSE y teniendo
en cuenta tambie´n que utilizar varias
fuentes de informacio´n siempre es interesante
para comprobar su validez, hemos extra´ıdo
tambie´n informacio´n sinta´ctica desde SRG.
Sin embargo, como veremos a continuacio´n,
la te´cnica que hemos utilizado no es
completamente ﬁable y el le´xico SRG tiene
una precisio´n menor que la de ADESSE. Por
lo tanto, hemos dado una prioridad menor
a la informacio´n obtenida desde SRG (ver
seccio´n 4.4).
SRG clasiﬁca los verbos usando una
jerarqu´ıa de clases sinta´cticas. De este modo,
mapear una clase de SRG a Leﬀe signiﬁca
poder extraer todos los lemas que pertenecen
a dicha clase. En nuestro caso, hemos
usado Lefff como puente para establecer
la transformacio´n de una clase de SRG al
formato de informacio´n sinta´ctica de Alexina.
La similitud en te´rminos de comportamientos
sinta´cticos existentes entre el espan˜ol y el
france´s permite reutilizar las descripciones
sinta´cticas de Lefff en el le´xico espan˜ol
realizando modiﬁcaciones mı´nimas.
Hemos establecido la transferencia de
informacio´n sinta´ctica mapeando las clases7
a su informacio´n correspondiente en Lefff.
Para ello hemos seleccionado un lema
representante de cada clase de SRG, tomado
7En la pra´ctica, hemos extra´ıdo las 40 clases ma´s
comunes en SRG, que cubren ma´s de 3.000 lemas
verbales.
su traduccio´n al france´s y obtenido su
descripcio´n sinta´ctica en Lefff. Tan so´lo
fueron necesarias modiﬁcaciones mı´nimas
(traducir preposiciones) para adecuar esa
informacio´n al Leﬀe. De este modo, pudimos
asignar una descripcio´n sinta´ctica a gran
parte de los lemas de SRG en base a su clase
sinta´ctica.
Evidentemente, este proceso puede gene-
rar algunas entradas en las que la informacio´n
sinta´ctica es incompleta o incluso incorrecta.
Para minimizar este problema decidimos ig-
norar la informacio´n extra´ıda en caso de du-
da.
Aun as´ı, podr´ıa no haberse encontrado la
informacio´n sinta´ctica para algunas entradas
del le´xico inicial. Sin embargo la situacio´n
contraria es muy poco probable (disponer
de la informacio´n sinta´ctica pero no de
la informacio´n morfolo´tica) ya que la
informacio´n morfolo´gica es mucho ma´s
comu´n y fa´cil de encontrar. Por lo tanto
hemos establecido como condicio´n necesaria
para adquirir entradas de otros recursos
el disponer al menos de la informacio´n
morfolo´gica de dicha entrada. Esto es,
conocer su clase morfolo´gica para permitirnos
construir sus entradas extensionales.
4.3. Fusio´n de recursos
morfolo´gicos
Una vez transformado al formato de
Alexina, un le´xico morfolo´gico puede ser
visto como un conjunto de pares (lema,clase),
donde clase denota la clase morfolo´gica
de la entrada. Por lo tanto, fusionar un
le´xico morfolo´gico principal L con un le´xico
morfolo´gico adicional L′ consiste en convertir
de algu´n modo las clases morfolo´gicas de
L′ en las clases morfolo´gicas de L. Este
proceso de fusio´n ha sido realizado de forma
independiente para cada categor´ıa gramatical
(verbo, adjetivo, etc.) para evitar problemas
relacionados con homo´nimos.
Para establecer esta conversio´n, hemos
estudiado las clases morfolo´gicas asignadas
a los lemas comunes a los dos le´xicos.
Dada una clase de L′, hemos extraido de
L′ todos los lemas que aparec´ıan tambie´n
en L y obtuvimos la clase o clases que
ten´ıan asignadas en L. Normalmente, la gran
mayor´ıa de lemas obtenidos tienen asignada
la misma (u´nica) clase en L, pero puede haber
excepciones que constituyen incoherencias
entre L y L′, que adema´s apuntan a errores
Construcción y extensión de un léxico morfológico y sintáctico para el Español: el Leffe
339
Procesamiento del Lenguaje Natural, núm. 43 (2009)
en L y/o L′. Estas incoherencias pueden ser
resueltas automa´ticamente da´ndole prioridad
al contenido de L (o al de L′), o
chequea´ndolas manualmente.
En la pra´ctica hemos aplicado esta te´cnica
siendo L el le´xico extraido de Multext (de
manera que preservamos el juego de etiquetas
de Multext) y L′ el resultado de la conversio´n
del le´xico de la USC al formato Alexina. El
resultado ﬁnal es el le´xico correspondiente a
la parte morfolo´gica de Leﬀe. En la seccio´n 6
mostramos los datos correspondientes a dicho
le´xico y lo comparamos con otros le´xicos
morfolo´gicos existentes.
4.4. Fusio´n de recursos sinta´cticos
Una vez que hemos construido la parte
morfolo´gica del Leﬀe, debemos completar su
informacio´n sinta´ctica. Para los verbos, esta
informacio´n fue obtenida uniendo los le´xicos
en formato Alexina obtenidos usando ADES-
SE y SRG, es decir, dos le´xicos intensiona-
les. Para otras categor´ıas, no cubiertas por
ADESSE, hemos usado directamente la in-
formacio´n sinta´ctica extra´ıda de las clases
sinta´cticas del le´xico SRG. Finalmente, algu-
nas entradas (preposiciones, verbos auxilia-
res y algunos verbos muy espec´ıﬁcos) fueron
completadas manualmente.
Contrariamente a (Danlos y Sagot, 2008),
los dos le´xicos de entrada no usaban el mis-
mo criterio para distinguir entre dos entradas
diferentes del mismo lema. Por lo tanto, no
era posible mezclar las entradas intensiona-
les directamente. En lugar de eso, el proceso
de fusio´n que hemos utilizado se basa en la
nocio´n de le´xico intensional expandido. Como
ya hemos explicado, una entrada intensional
incluye un marco de subcategorizacio´n con
informacio´n factorizada de modo que pue-
de haber funciones sinta´cticas opcionales y
realizaciones alternativas de las mismas. Ca-
da una de esas entradas intensionales facto-
rizadas podr´ıa transformarse en un conjunto
de entradas intensionales expandidas simple-
mente expandiendo la informacio´n de tal mo-
do que el nuevo conjunto de entradas genera-
do cubre el mismo grupo de casos que cubr´ıa
la entrada factorizada original sin elementos
opcionales ni alternativos. Por ejemplo, una
entrada intensional con el marco de subca-
tegorizacio´n < Suj : cln | sn,Obj : (sn) >
se corresponder´ıa con 4 entradas intensiona-
les expandidas: < Suj : sn >, < Suj : cln >,
< Suj : sn,Obj : sn > and < Suj : cln,Obj :
sn >.
La idea para realizar el proceso de fusio´n
es la siguiente: primero se expanden los dos
le´xicos intensionales de entrada (las versiones
en formato Alexina extra´ıdas de ADESSE
y SRG); esos dos le´xicos intensionales
expandidos son fusionados; ﬁnalmente se
refactoriza la informacio´n sinta´ctica en el
le´xico intensional resultante de la fusio´n. Los
dos primeros pasos (expansio´n y fusio´n) son
simples: desfactorizar la informacio´n y hacer
una unio´n de los dos le´xicos. El proceso de
refactorizacio´n cacula la factorizacio´n o´ptima
a partir de todas las entradas expandidas
de un lema concreto y sin tener en cuenta
ninguna informacio´n lingu¨´ıstica.
El resultado ﬁnal es un le´xico u´nicamente
con informacio´n sinta´ctica, que pudo ser fu-
sionado directamente con la parte morfolo´gi-
ca previamente construida. A aquellas entra-
das morfolo´gicas cuya informacio´n sinta´ctica
no fue adquirida (y que por tanto permanece
vac´ıa) se le asigno´ una informacio´n sinta´ctica
por defecto. 8 Por ejemplo, a todos los lemas
verbales no cubiertos por ADESSE ni SRG
se les asigno´ el siguiente marco de subcatego-
rizacio´n: < Suj : sn | cln,Obj : (sn | cla) >
(verbo transitivo con objeto directo opcio-
nal). Evidentemente, esta infomacio´n debe
ser completada. Para ello utilizaremos te´cni-
cas semi-automa´ticas de correccio´n y exten-
sio´n de le´xicos como las descritas en (Nicolas
et al., 2008).
5. Extensio´n del le´xico
Tras combinar varios recursos lingu¨´ısticos
para obtener una primera versio´n de Leﬀe,
hemos obtenido un le´xico con una cobertu-
ra signiﬁcativa (ver seccio´n 6). El siguiente
paso es continuar la mejora del le´xico en-
contrando y an˜adiendo entradas que falten
en el mismo. A continuacio´n presentamos un
te´cnica semi-automa´tica, simple y eﬁcicente,
que ayuda a encontrar deﬁciencias en un le´xi-
co. Dicha te´cnica , que presentamos a conti-
nuacio´n, es capaz de detectar tanto entradas
completamente nuevas, como homo´nimos de
otras existentes.
Para detectar entradas ausentes he-
mos utilizado un etiquetador morfosinta´cti-
co (Gran˜a, 2000; Molinero et al., 2007). Este
tipo de etiquetadores tiene la capacidad de
8Se asigno´ la informacio´n ma´s comu´n entre todas
las otras entradas del le´xico pertenecientes a la misma
categor´ıa.
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establecer (adivinar) etiquetas incluso para
palabras que no aparecen en sus le´xicos. Di-
cho etiquetador, entrenado con un corpus es-
pan˜ol de aproximadamente 500.000 palabras
extraido de Ancora (Taule´, Mart´ı, y Reca-
sens, 2008) y usando Leﬀe como le´xico ex-
terno, puede ser usado de dos formas distintas
en funcio´n del tipo de entradas que estemos
intentando identiﬁcar.
Al intentar encontrar entradas comple-
tamente nuevas para el le´xico, simplemente
conﬁamos en la habilidad de etiquetador para
encontrar etiquetas correctas para palabras
desconocidas.
Al buscar homo´nimos se debe permitir
asignar a palabras ya conocidas etiquetas
distintas de las que esta´n incluidas en el
le´xico. Es decir, esas palabras deber´ıan ser
consideradas como desconocidas, ya que en
otro caso otras posibles etiquetas ni siquiera
se considerar´ıan. Para ello, hemos modiﬁcado
el etiquetador para que en ciertos casos
ignore la informacio´n del le´xico y que por
tanto intente adivinar nuevas etiquetas para
algunas palabras en base a su morfolog´ıa y su
contexto.
Obviamente, esta estrategia introduce
ambigu¨edad de forma deliberada. Para
minimizarla, tan solo se fuerza a tomar como
desconocida una u´nica palabra por frase cada
vez. Es decir, cada frase se etiqueta varias
veces tratando de adivinar nuevas etiquetas
para una sola palabra cada vez. Adema´s,
dado que las categor´ıas cerradas9 son bien
conocidas y suelen estar bien descritas,
solo las palabras pertencientes a categor´ıas
abiertas10 son forzadas a desconocidas.
Por supuesto, los etiquetadores cometen
errores y encontrar una nueva etiqueta para
una palabra en una sola frase no es suﬁciente
como para garantizar su relevancia. Sin
embargo, si se etiqueta un texto de gran
taman˜o de la forma descrita, es posible
obtener conclusiones e incluso clasiﬁcar los
sospechosos.
Teniendo esto en cuenta, hemos suavizado
la aparicio´n de falsos positivos usando la
precisio´n del etiquetador para cada categor´ıa
en forma de un ı´ndice precetiq, evaluado
sobre el corpus de entrenamiento utilizado,
y nform etiq, el nu´mero de ocurrencias de la
forma form etiquetada como etiq en todo el
9Preposiciones, pronombres, determinantes.
10Adverbios, nombres comunes, nombres propios,
verbos, adjetivos.
texto. Concretamente, a cada pareja (forma,
etiqueta) candidata le asignamos un valor
Ssc(form, etiq) calculado de la siguiente
forma:
Ssc(form, etiq) = precetiq · log(nform/etiq)
(1)
Usando esta medida pudimos generar una lis-
ta ordenada de candidatos lo suﬁcientemente
buena como para ser evaluada manualmente
en muy poco tiempo (ver seccio´n 6).
6. Evaluacio´n preliminar
El Leﬀe ha sido evaluado mediante las
siguientes pruebas: por un lado, hemos
comparado el Leﬀe con otros le´xicos de
espan˜ol en te´rminos de cobertura; por otro,
hemos medido la mejora obtenida sobre el
le´xico inicial despue´s de an˜adir la informacio´n
extra´ıda de otras fuentes.
En relacio´n a la cobertura, el Leﬀe be-
ta contiene ma´s de 165.000 pares u´nicos
(lema,etiqueta), que se corresponden con
aprox. 1.590.000 entradas extensionales (ﬂe-
xionadas) que asocian a cada forma su
correspondiente informacio´n morfolo´gica y
sinta´ctica (aprox. 680.000 pares u´nicos (for-
ma,etiqueta)). Otros le´xicos presentan los si-
guientes datos:
SRG: 76.000 pares u´nicos (le-
ma,etiqueta)11 (53,9% menos que
Leﬀe);
Multext: 510.710 pares u´nicos (for-
ma,etiqueta)12 (24,9% menos que Leﬀe),
y no incluye informacio´n sinta´ctica;
Diccionario espan˜ol gilcUB-M: 70.000
lemas12(57,6% menos que Leﬀe), y no
incluye informacio´n sinta´ctica;
Le´xico de la USC13: 490.000 pares
u´nicos (forma,etiqueta) (27,95% menos
que Leﬀe), y no incluye informacio´n
sinta´ctica.
Hemos testeado adema´s la cobertura
morfolo´gica de nuestro le´xico en el contexto
de una aplicacio´n real: un preprocesador
morfolo´gico (Gran˜a, Barcala, y Vilares, 2002)
11Dato obtenido de Freeling (http://garraf.
epsevg.upc.es/freeling/, abril 2009).
12Dato obtenido de ELRA (http://catalog.elra.
info, abril 2009).
13Departamento de Grama´tica espan˜ola de la
Universidad de Santiago de Compostela
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Palabras desconocidas Palabras desconocidas u´nicas
Le´xico USC 70.026 25.888
Le´xico inicial 86.521 27.234
Leﬀe beta 69.756 24.703
Cuadro 1: Palabras desconocidas al aplicar el preprocesador morfolo´gico usando distintos le´xicos.
desarrollado en el Centro Ramo´n Pin˜eiro
para a Investigacio´n en Humanidades 14
por los grupos COLE15 y LYS 16. Hemos
realizado un primer test usando los le´xicos de
la USC, y otros dos con nuestro le´xico inicial,
y con el Leﬀe beta.
Hemos utilizado un corpus obtenido de
Wikipedia Sources17 de aprox. 4.320.000 pa-
labras como entrada para estas pruebas. La
evaluacio´n del resultado consistio´ en determi-
nar cuantas palabras no fueron etiquetadas
por el preprocesador y que por tanto eran
desconocidas para el le´xico usado. Conviene
destacar la importancia de reducir al ma´xi-
mo el nu´mero de palabras desconocidas, ya
que estas son la principal causa de errores de
etiquetacio´n (Gran˜a, 2000). Evidentemente,
esto puede conseguirse utilizando un corpus
de gran cobertura.
Como se puede ver en la Tabla 1, el pro-
ceso que hemos desarrollado proporciona no-
tables beneﬁcios. El Leﬀe beta ha superado a
otros le´xicos en la tarea del preprocesamiento
morfolo´gico y puede verse claramente co´mo
su cobertura morfolo´gica ha aumentado co-
mo consecuencia de la reutilizacio´n de otros
recursos, demostrando el intere´s y la utilidad
del proceso descrito aqu´ı.
Para medir la cobertura sinta´ctica del
Leﬀe en todos los estados del proceso de fu-
sio´n hemos usado el concepto de entradas in-
tensionales expandidas que describen un com-
portamiento sinta´ctico de forma completa-
mente expl´ıcita (ver seccio´n 4.4).
El le´xico intensional expandido adquirido
desde SRG conten´ıa 42.689 entradas u´nicas,
es decir, marcos de subcategorizacio´n com-
pletamente especiﬁcados, mientras que el ex-
traido de ADESSE conten´ıa 39.040. Despue´s
de fusionar estos le´xicos, le nu´mero de en-
tradas u´nicas ascend´ıa a 66.028. Finalmen-
te, el Leﬀe beta, que asocia una informacio´n
sinta´ctica por defecto a todos los verbos no





ne 91.507 entradas u´nicas expandidas. Des-
pue´s de la refactorizacio´n, el Leﬀe contiene
16.311 entradas verbales.
Una vez construida la primera versio´n de
Leﬀe, hemos usado la te´cnica descrita en la
seccio´n 5 para mejorar su cobertura. Para ello
hemos usado un corpus espan˜ol construido
con un subconjunto de la parte espan˜ola de
Europarl18 que conten´ıa aproximadamente 6
millones de palabras.
Con ello se obtuvo una lista de pares
(forma, etiqueta) candidatos a ser an˜adidos
al le´xico. La calidad de esta lista no era
excepcional, ya que el le´xico ten´ıa ya una
gran cobertura y por tanto el porcentaje de
falsos positivos era muy alto. Aun as´ı, esta
lista permitio´ an˜adir ma´s de 1.800 lemas
(88 adjetivos, 54 adverbios, 26 verbos, 117
nombres comunes y 1.518 nombres propios),
correspondientes a ma´s de 3.700 formas, en
un periodo de tiempo mı´nimo (fue hecho
por una u´nica persona en dos d´ıas). Algunos
ejemplos de lemas an˜adidos son documentar
(verbo), abstraer (verbo), biocarburante
(nombre comu´n), luxemburgue´s (adjetivo),
Niza (nombre propio), as´ı como un buen
nu´mero de advervios terminados en -
mente. Adema´s, permitio´ la deteccio´n de
carencias sistema´ticas como las relacionadas
con diminutivos y aumentativos.
7. Conclusiones
Para muchas lenguas es posible encon-
trar varios recursos lingu¨´ısticos dispersos, pe-
ro normalmente ninguno de ellos es suﬁcien-
temente satisfactorio en te´rminos de cober-
tura, calidad o riqueza. Aun as´ı, la cantidad
de trabajo invertido en su desarrollo no de-
ber´ıa ser ignorado. De hecho, reutilizar co-
nocimiento lingu¨´ıstico ya formalizado es una
manera pra´ctica y productiva para construir
y/o mejorar otros recursos lingu¨´ısticos y en-
tendemos que esta sera´ la estrategia habitual
en el futuro pro´ximo.
En este trabajo hemos descrito como
construir un le´xico morfolo´gico y sinta´ctico
18Un corpus paralelo de las actas del Parlamento
Europeo.
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para el espan˜ol usando recursos existentes y
como extenderlo usando una te´cnica semi-
automa´tica. El contexto teo´rico y pra´ctico
descrito aqu´ı podr´ıa ser usado para realizar
un proceso similar en otras lenguas.
El le´xico resultante, el Leﬀe, se encuentra
actualmente en versio´n beta y estara´ pronto
disponible bajo licencia LGPL-LR19. Aunque
evidentemente todav´ıa puede mejorarse en
muchos aspectos y debe ser evaluado en
mayor profundidad, lo cierto es que hemos
mostrado que el Leﬀe ha superado ya a
otros le´xicos bien conocidos del espan˜ol
en te´rminos de cobertura morfolo´gica y
sinta´ctica.
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