Confidence intervals for parameters that can be arbitrarily close to being unidentified are unbounded with positive probability (e.g. Dufour, Econometrica 65, pp. 1365-1387 and Pfanzagl, Journal of Statistical Planning and Inference, 75, pp. 9-20), and the asymptotic risks of their estimators are unbounded (Pötscher, Econometrica 70, pp. 1035-1065). We extend these "impossibility results" and show that all tests of size α concerning parameters that can be arbitrarily close to being unidentified have power that can be as small as α for any sample size even if the null and the alternative hypotheses are not adjacent. The results are proved for a very general framework that contains commonly used models.
Introduction
Models where the parameters can be arbitrarily close to being unidentified have recently attracted attention in both statistics (e.g. Gleser and Hwang (1987) , Koschat (1987) and Pfanzagl (1998) ) and econometrics (e.g. Staiger and Stock (1997), Dufour (1997) , Andrews, Moreira and Stock (2006) ). They are characterized by non-standard inferential problems. Gleser and Hwang (1987) , Koschat (1987) , Dufour (1997) and Pfanzagl (1998) have shown that every confidence set of level α must be unbounded with positive probability in these models. This suggests that the use of confidence intervals to measure the precision of an estimator may be problematic even when the sample size is very large (cf. Bahadur and Savage (1956) , Singh (1963) and Pötscher (2002) ). The results of LeCam and Schwartz (1960) and Pötscher (2002) suggest that no uniformly consistent estimator exists for parameters that can be arbitrarily close to being unidentified. When identification fails, standard estimators have non-standard asymptotic distributions. For structural equations models, this is shown by Phillips (1989) , Choi and Phillips (1992) , Staiger and Stock (1997) , and Stock and Wright (2000) .
Another challenging problem is the construction of (asymptotically) similar tests (i.e. tests with fixed size) for parameters that can be arbitrarily close to being unidentified. Dufour (1997) proves that tests based on Wald confidence sets cannot be similar, and that the sizes of such tests cannot be bounded from above in a nontrivial way. Kleibergen (2002) and Moreira (2003) show that similar tests for the structural parameters of linear structural equations do exist. The current interest in the construction of similar tests for these non-standard set-ups is evident from the long list of recent articles and working papers (e.g. Kleibergen (2005) , Guggenberger and Smith (2005) , Andrews and Marmer (2008) , Andrews and Stock (2007) , Andrews, Moreira and Stock (2006) , Poskitt and Skeels (2005) ).
In this paper we extend the impossibility results of Dufour (1997) , Pfanzagl (1998) and Pötscher (2002) to tests of hypotheses, to help understand what optimal properties a test can have in situations where the parameters can be arbitrarily close to being unidentified. Our results are as follows:
the power of a test of size α concerning a parameter that can be arbitrarily close to being unidentified can be as small as 1 α − for any sample size and for nonadjacent null and alternative hypotheses;
(ii) no test for which the asymptotic size is bounded by 0 1 α < < can be uniformly consistent.
The source of the inferential problems about parameters that can be arbitrarily close to being unidentified is the discontinuity of the functional defining the parameter of interest at a point in the space of probability measures, as in Dufour (1997 ), Pfanzagl (1998 and Pötscher (2002) . We characterise the problem by showing that the closures of the sets of probability measures under the null and alternative hypotheses have a nonempty intersection, even if the closures of the sets of the values that the parameter of interest can take on under the null and alternative hypotheses do have empty intersection.
Our analysis is different from that of Romano (2004) , who studies the case where the set of probability measures under the null hypothesis is dense in the set of probability measures under the alternative hypothesis. It is also different from the case occurring in time series where sets of probability measures under the null and alternative hypotheses are dense in a common set. Examples of the latter situation are tests of the spectral density at the origin (e.g. Blough (1992) , Faust (1996) and Pötscher (2002) ) or on long memory parameters (e.g. Pötscher (2002) ). Usually in such cases one can impose restrictions on the relevant set of probability measures to eliminate the discontinuity of the functional of interest (e.g. Pötscher (2002) ). For the case we consider, the discontinuity cannot be removed by restricting the set over which the functional of interest is defined, unless one assumes that the functional is identified and far from being unidentified.
We also investigate the power of an unbiased test for a parameter that can be arbitrarily close to being unidentified. We present an expression for the local power envelope, and show that the Fisher information is the key factor determining the largest power achievable by the test in a neighbourhood of the null hypothesis.
The remainder of the paper is structured as follows. Section 2 considers a very general set-up and some commonly used special cases (including the linear structural equation model), explains the notation, and derives and discusses some impossibility results. Section 3 bounds the local power of unbiased similar tests on a parameter that is close to being unidentified, and Section 4 concludes.
Main results
Let P be a family of probability measures on a measurable space ( ) , X A . No assumption about the absolute continuity of the probability measures in P is required (cf. Dufour (1997) ). For any two probability measures P and Q in P , define the total variation distance between them as (1998) , let * P be a probability measure, not necessarily in P , and let
We will define the parameter κ as arbitrarily close to being unidentified using the notation above.
Definition. The parameter κ is arbitrarily close to being unidentified if there exists a probability measure * P such that ( ) ( )
where this is a proper interval.
This implies that the functional ( ) P κ can take on a range of values for probability measures P arbitrarily close to * P , and it is thus discontinuous at * P . Examples of statistical models where a parameter of interest is arbitrarily close to being unidentified are given below. Dufour (1997) and Staiger and Stock (1997 Compatibility of (1) and (2) (1) and (2) are satisfied, then κ can take on any value, and is thus unidentified. This case is ruled out by assumption, but γ is allowed to be arbitrarily close to zero: as γ tends to zero. For example, in the case where
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and it can take on any value depending on the assumed behaviour of π .
Given that the structural and reduced form errors are linearly related, we can make assumptions on the properties of ( )
only. For the sake of simplicity we assume that ( )
, are independent normal random variables with zero mean and ( ) Pfanzagl (1998) , Bahadur and Savage (1956) .) In section 4, Pfanzagl (1998) considers a family P of probability measures on the Borel sets with positive and continuous Lebesgue density. Pfanzagl (1998) assumes that the parameter of interest is
, which is defined on the subfamily of P for which ( )
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. Pfanzagl (1998) shows that ( ) ( )
We wish to test the null hypothesis ( ) 
Proof. Since κ is arbitrarily close to being unidentified there is a probability measure * P , which may or may not be in P , such that ( ) ( ) 
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As in the proof of Lemma 1, we can find ( )
The left hand side is at least as large as
, while the expectation on the right hand side is at most
The inequality in (3) follows from the fact that ε is arbitrary. If ( ) 
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). In the first case, the result is not new and it follows from the continuity of the power as a function of the underlying probability measures. It is the second case, in which Assumption 1 holds, that makes the result interesting and new.
Theorem 1 complements the impossibility results of Dufour (1997) , Pfanzagl (1998) and Pötscher (2002) up 1 1 inf 1
Therefore, all similar tests of size α of ( ) Notice that the problems persist in an asymptotic framework. Let
where n is an index that may denote the sample size, and we denote by Our Theorem 1 is similar to Theorem 1 of Romano (2004) , as is the method of proof.
Romano (2004) = for all κ ∈ . Thus, κ is arbitrarily close to being unidentified. We also make the following assumption which allows us to locally express the Hellinger distance as a quadratic form (Blyth (1994) 
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Conclusions
In this paper, we have shown that tests on parameters arbitrarily close to being unidentified cannot satisfy some of the properties that are usually expected from tests in a standard set-up when the null and alternative hypotheses are not adjacent. These results complement those of Dufour (1997) , Pfanzagl (1998) and Pötscher (2002) on confidence intervals and point estimators.
We have shown that every test of parameters arbitrarily close to being unidentified that has size bounded from above by a known constant has potentially low power and a large probability of type II errors. Since models with parameters arbitrarily close to being unidentified seem to be very frequent in practical applications, our main result, Theorem 1, adds to the existing evidence that standard optimality criteria for tests may be inadequate tools to deal with these situations. Theorem 2 provides a local upper bound for the power of tests of the null hypothesis 
