Abstract. In this paper we study analogues of amenability for topological groups in the context of definable structures. We prove fixed point theorems for such groups. More importantly, we propose definitions for definable actions and continuous functions from definable groups to topological spaces which might prove useful in other contexts.
Introduction
In this paper we propose a definable version for the concept of topological amenable groups, and prove some analogues of fixed point theorems. This provides some evidence that the notion of σ-continuity (see Definition 1.1) can be quite useful when understanding relations between definable and topological structures.
In order to understand our main results, we begin with the relevant definitions. With this definition we define the following. Definition 1.2. Let G be a definable group.
• A function from G to R will be a product σ-continuous function if the map from G × G to R is σ-continuous.
• If X is a σ-topological space, a σ-continuous action from G to X is a group action such that the map G × X to X is σ-continuous.
In the case of an ℵ 1 -saturated group, it can be shown that the following statements are equivalent:
(1) Every σ-continuous affine action of G on the σ-topology generated by a basis A(X), the σ-algebra generated by the elements of the chosen basis, of a non-empty compact convex set in a locally convex vector space has a fixed point. (2) G admits a left-invariant mean over the product σ-continuous functions in G. (3) For every non-empty compact Hausdorff space X with a basis A(X), and every σ-continuous action of on X (with the σ-topology generated by A(X)), there is a G-invariant probability measure over the σ-algebra generated by A(X).
However, it can be shown that provided that G is ℵ 1 -saturated, K is compact, and · : G × K → K is a definable action (see, for example, [3] ), since for each g the map K → K, x → g · x is an homeomorphism, it follows, from results showed in [3] , that the action · has a fixed point. Having in mind the topological situation, specifically the case when G is not compact or locally compact, our motivation was to try to find a 'good' definition of right uniform continuity in definable groups in order to find an analogue characterization of Amenability in terms of fixed points, provided that G is not ℵ 1 -saturated. We propose the following definition: Definition 1.3. Let G be a definable group and f : G → R d be a function, f is said to be logically right uniformly continuous if for each ε > 0 there are (Θ ε n ) n<ω definable sets in G such that G ⊆ n<ω Θ ε n and if g 1 , g 2 ∈ Θ ε n for some n < ω, then
It can be shown that, in ℵ 1 -saturated groups, product σ-continuous functions satisfy the previous definition and therefore, in this case the logically right uniformly continuous functions are a subset of the product σ-continuous functions.
The main results of this paper are the following:
• Let Mean(G) be the space of means over logically right uniformly continuous functions from G to R, endowed with the σ-topology generated by the basic open sets of the weak-* topology
where f is a product σ-continuous function from G to R and V is an open subset of [0, 1] . Then the natural action of G on Mean(G) is σ-continuous.
• If G is a definable group of a first order theory over a countable language, then there is a G-invariant mean on Mean(G) if and only if any σ-continuous action from G into a σ-topology generated by a basis B of a compact Hausdorff topological space X admits a G-invariant measure on the σ-algebra generated by A(X).
σ-topology
In this section we will discuss the σ-topological spaces and some of its properties. We will define convergence of nets and separation conditions as T 1 , Hausdorff, Lindelöf for σ-topologies in an analogous way to the usual topological definitions.
Remark 2.1. Limits of convergent nets in Hausdorff σ-topological spaces are unique.
Proof. Suppose that is not the case and let x = y be different limits of the net. As the σ-topology of X is Hausdorff, there are disjoint σ-open set U, V containing x and y respectively. As (x α ) α∈A is a convergent net there are α 1 , α 2 ∈ A such that x α ∈ U for every α ≥ α 1 and x α ∈ V for every α ≥ α 2 . As A is a directed set, let α 3 ∈ A such that α 1 ≤ α 3 and α 2 ≤ α 3 . Then for every α ≥ α 3 , x α ∈ U ∩ V = ∅, a contradiction. Example 2.2. Let X be a set.
(1) Every topology over X is a σ-topology.
(2) Every σ-algebra over X is a σ-topology and therefore every measurable space is also a σ-space.
(3) If F is a family of subsets of X and we denote Σ(F ) as the smallest σ-topology over X containing F , then (X, Σ(F )) is a σ-topological space.
Definition 2.3. Let (X, Σ) be a σ-space. A set K ⊆ X is said to be countably compact if every countable covering by σ-open sets admits a finite subcovering.
Example 2.4. Let X be a set.
(1) Assume that there is a compact topology τ over X, then X is countably compact. (2) Assume that X is an first order structure for some language L, X can always be seen as a σ-topological space when is endowed with the σ-topology generated by its definable sets. With this σ-topology one has that X is countably compact if and only if X is ℵ 1 -saturated.
Definition 2.5. Let X be a σ-topological space, X is said to be σ-normal if every pair of disjoint σ-closed sets can be separated by σ-open sets.
Theorem 2.6 (Urysohn's Lemma for σ-spaces). Let X be a σ-normal space; let A and B be disjoint σ-closed subsets of X. Then there exists a σ-continuous function f : X → [0, 1] such that f (x) = 0 for every x ∈ A, and f (x) = 1 for every x ∈ B.
Proof. The proof is similar to the standard proof of Urysohn's Lemma, so we will look into the details which differ from the proof in, for example, [4] . Let P be an enumeration of the rational numbers in
As in the proof of Urysohn's Lemma, we will define U p and V p for every rational p, q in (0, 1) with p < q, there are σ-open sets U p , V p , U q , V q in X such that U p , V p and U q , V q are disjoint and whenever p < q, we have U p ⊆ V c p ⊆ U q . Fix an enumeration of the rational numbers in (0, 1), and let p is the n + 1-th rational, we will construct sets U p and V p inductively as follows. Let P n be the rational numbers we have listed until the n-th step, adding 0, 1 so that they are always contained. Let q 0 and q 1 be the predecessor and the successor of p in P n .
Since V c q1 ⊆ U q2 , by σ-normality, the disjoint σ-closed sets V c q1 and U c q2 can be separated. So, let U p , V p be disjoint σ-open sets such that V c q1 ⊆ U p and U q2 ⊆ V p . We define U p to be the whole X if p > 1 and as ∅ if p < 0. Now, for every x ∈ X, define
Note that, since for every p < 0, U p = ∅ and for every p > 1, U p = X, the following function is well defined:
By definition, f (x) = 0 if x ∈ A, and f (x) = 1 for x ∈ B. Notice that (1) 
r , then x ∈ U s for each s > r by construction of these sets, so Q(x) contains all rational numbers greater than r, so f (x) = inf Q(x) ≤ r. On the other hand, if x / ∈ U r , then x / ∈ U s for any s < r. Therefore, Q(x) contains no rational numbers less than r, so that f (x) = inf Q(x) ≥ r. . For the middle set, let x 0 ∈ X be and take rational numbers p < q such that a < p < f (x 0 ) < q < b.
We want to see that (2) in the previous paragraph we know that x 0 ∈ U q , while the fact that f (x 0 ) > p implies by (1) 
. By taking the union over all rational numbers p < q in (a, b), we get that
The proof for the basic sets [0, a) and (a, 1] is analogue. Therefore, f is σ-continuous.
As we have Urysohn's Lemma for σ-spaces, we can now show an analogue version of Riesz Representation Theorem.
Definition 2.7. Let X be a σ-space, we define
It is easy to see that if X is countably compact, then every f ∈ C σ (X) is bounded. In fact, in [1] it is shown that C σ (X) is a Banach space, provided that X is countably compact.
Remark 2.8. Let X be a countably compact σ-space and let A(X) be the σ-algebra generated by the σ-open sets of X. If I : C σ (X) → R is a bounded 1 positive linear functional, for every σ-closed set K ⊆ X we define
We want to see that µ 0 can be extended to a measure over A(X).
Remark 2.9. Let X be a σ-space and K ⊆ X be countably compact.
c which covers K and as clearly C c is disjoint from C we conclude that C ⊆ U 1 ∪ · · · ∪ U n , i.e, C is countably compact. Lemma 2.10. Let X be a countably compact, Hausdorff, Lindelöf space. Then X is σ-normal.
Proof. The proof is the same as for topological space by using the Lindelöf condition: as every open covering of X admits a countable subcovering, the result follows from the countably compactness of X.
Lemma 2.11. Let X be a countably compact, Lindelöf, Hausdorff σ-space, I : C σ (X) → R be a bounded positive linear functional, and µ 0 as in (2.3). Then:
(1) For every K, L σ-closed sets in X:
Proof. (K1) is easy since I is positive and clearly
Since I is bounded and positive, |I(1)| ≤ I . As clearly χ X is the constant σ-continuous function 1, µ 0 (X) = I(1) ≤ I < ∞. The result for the countably compact set L follows from the fact that X is countably compact, L ⊆ X and the previous lines.
, as σ-continuous functions forms a vector space, and
The existence of this function is given by Urysohn's Lemma for σ-spaces, as every countably compact, Lindelöf, Hausdorff space is σ-normal (see Lemma 2.10) and the fact that K and L are closed disjoint subsets of the σ-normal
Finally, for (2), let K be σ-closed and ε > 0. Fix δ > 0, then by definition of
Lemma 2.12. Let X be a countably compact, Lindelöf, Hausdorff σ-space, denote C as the set of all σ-closed sets in X, and let µ 0 : C → [0, ∞) be such that (K1)-(K3) and (2) of Lemma 2.11 hold. Then,
Proof. The result follows with the same arguments used in [2] , Lemma VIII.2.3, using the fact that X is σ-normal.
With Lemmas 2.11, 2.12 now it is possible to show the following result:
Theorem 2.13 (Extension Theorem). Let X be a countably compact, Lindelöf, Hausdorff σ-space, µ 0 : C → [0, ∞) such that (K1)-(K3) and (3) hold. Then there exists a unique measure µ : A(X) → [0, ∞) such that µ| C = µ 0 and for every A ∈ A(X),
Proof. The proof of this result is similar to the Carathéodory's construction of the outer measure. It can be found, for example in [2] ; Satz VIII.2.4, and it only uses measure theoretic arguments, provided that we have a set function µ 0 satisfying the requirements listed in the statement of the Theorem. The σ-inner regularity of µ arises from (3) in Lemma 2.12 and the uniqueness arises from the fact that µ 0 can be extended to an σ-inner regular measure over A(X). Note that A(X) is the σ-algebra generated by both σ-closed sets and σ-open sets, as the complement of a σ-open set is σ-closed.
Remark 2.14. The measure obtained in the Extension Theorem (Theorem 2.13) is also σ-outer regular in σ-closed sets.
Proof. Let C be σ-closed and take U ⊇ C be σ-open. As µ is finite, µ(U ) < ∞. 
Also, the following equalities hold:
Proof. Uniqueness of µ follows from (2.7) and (2.7) follows from Extension Theorem. To see (2.6), let K ∈ C and f ∈ C σ (X) such that f ≥ χ X . Then, by (2.5):
Thus we get that µ(K) is a lower bound for {I(f ) : f ∈ C σ (X), f ≥ χ K }. Let K ∈ C and ε > 0 be. Since µ is σ-outer regular on σ-closed sets, we have a σ-open set U ⊇ K such that µ(U ) ≤ µ(K) + ε. By Urysohn's Lemma for σ-spaces there is f ∈ C σ (X) such that f | K = 1 and f | U c = 0; thus χ K ≤ f ≤ χ U . The later inequality along with (2.5) implies that
Now we shall see that I(f ) ≥ X f dµ, for each f ∈ C σ (X), f ≥ 0. For A ⊆ X, define the closure of A, A, as the intersection of all σ-closed sets containing A. Note that A is not necessarily either σ-open or σ-closed as the σ-topology is only closed under countable set operations.
It suffices to show the statement for simple positive functions u such that u ≤ f , because σ-continuous functions are measurable in A(X). Let u = j≤m α j χ Aj be a simple positive function such that α 1 , . . . , α m > 0, A 1 , . . . , A m ∈ A(X) are pairwise disjoint and u ≤ f . Let ε > 0 with ε < min{α 1 , . . . , α m }. By σ-inner regularity of µ, for each j = 1, . . . , m, there are σ-closed sets K j such that µ(A j ) ≤ µ(K j )+ε. Since the K j are pairwise disjoint there U j ⊇ K j pairwise disjoint σ-open neighborhoods. Without loss of generality, we may assume that U j ⊆ {x ∈ X : f (x) > α j − ε} as the latter set is σ-open and contains K j .
By using Urysohn's Lemma for σ-spaces, for each j = 1, . . . , m we get ϕ j ∈ C σ (X) such that χ Kj ≤ ϕ j ≤ χ Uj . Let g := j≤m (α j − ε)ϕ j ∈ C σ (X) and note that 0 ≤ g ≤ f . Since I is positive, we get that:
Now, let's check the equality for positive functions in C σ (X), this concludes the proof. Let f ∈ C σ (X), without loss of generality, assume that 0 ≤ f ≤ 1 (both I and X · dµ are linear). Let supp f := f −1 (R \ {0}) be. By definition of the closure, there is a σ-closed sets K such that supp f ⊆ K. Let ε > 0 be, by σ-outer regularity of µ on σ-closed sets (see Remark 2.14), we take a σ-open set V ⊇ K such that µ(V ) ≤ µ(K) + ε. Note that K and V c are disjoint σ-closed sets, thus by σ-normality there are U, W disjoint σ-open neighborhoods of K and V c respectively. As V c ⊆ W , W c ⊆ V and being W σ-open implies that C := W c is σ-closed. Note that the following chain of continences holds:
By Urysohn's Lemma for σ-spaces choose ϕ ∈ C σ (X) such that ϕ| K = 1 and ϕ| U c = 0. Note that ϕ − f ≥ 0 and ϕ − f ∈ C σ (X). As I(f ) ≥ X f dµ,
It is easy to see that supp ϕ ⊆ C as ϕ| U c = 0 and U ⊆ C. Since ϕ| K = 1, ϕ ≥ 0, X ϕ dµ ≥ µ(K). Since supp ϕ ⊆ C, we get 0 ≤ ϕ ≤ χ C . Thus, for any σ-continuous function h such that χ C ≤ h, 0 ≤ ϕ ≤ χ C ≤ h. As I is positive, I(ϕ) ≤ I(h) and by taking the infimum over all such h we get that I(ϕ) ≤ µ(C). Then the inequality in (2.8) can be estimated in the following way:
As ε > 0 was arbitrary, we conclude that I(f ) − X f dµ = 0 Definition 2.16. Let G be a definable group and X be a topological space, and fix a basis B for the topology of X. An action · : G × X → X is said to be σ-continuous for B if the action is a σ-continuous function when we give G × X the product σ-topology generated by the products of definable subsets of X with elements of B.
In other words, an action is σ-continuous for B if the preimage of an element in B is a countable union of cartesian products of definable subsets of G and elements of B.
Once we have fixed B, and if there are no grounds for confusion, we may not make it explicit. 
Logically right uniformly continuous functions
is definable (finite intersection of definable sets). Now, let's check that i,j<ω
Thus g is in some of these finite intersections and the countable union over all i, j covers G.
Take
j . By definition of these sets, we have that for each h ∈ G, |(f +g)(x 1 h)−(f +g)(x 2 1h)| < ε Proof. Let (f n ) n be a sequence of bounded logically right uniformly continuous functions. Since B(G) is a Banach space, there is a bounded function f : G → R such that f n − f ∞ → 0. Let ε > 0 be. By uniform convergence, there is an N < ω such that f n − f ∞ < ε 2 , for n ≥ N . Since f N is logically right uniformly continuous, there is a sequence of defiable sets (Θ
. Take this definable covering of G and let x 1 , x 2 ∈ Θ ε 3 ,N j , for some j < ω, and h ∈ G then
Thus f is logically right uniformly continuous, as we wanted to show. Let Mean(G) be the set of means over ℓ-RUC(G). Since ℓ-RUC(G) is a Banach space, by Banach-Alaogulu's Theorem, Mean(G) is compact in the weak*-topology of (ℓ-RUC(G)) ′ .
Theorem 3.5. If G is a definable group, then the canonical action of G into Mean(G) is σ-continuous.
be the basic open subset of F determined by f and U . For each rational ε fix a countable set of definable sets of G given by definition logically right uniformly continuous functions, and let Ξ be the set of all the choices Θ ε i with ε rational. For each Θ ε i ∈ Ξ, let {F i ( gi f )} i∈ω be a dense subset of
and let Υ ε be the set of all open subsets of F of the form
where q varies over all rational numbers. Finally, let Υ be the union of all the countable sets Υ ε with rational ε. So Υ is countable.
Claim. It is enough to show that for any F ∈ F and any g ∈ G such that g F ∈ U f,U , we can find some Θ ∈ Ξ and some U ∈ Υ such that g ∈ Θ, F ∈ U and
Proof. It would follow from the hypothesis that
is a union of sets of the form Θ × U in Ξ × Υ. Since the latter is a countable set, we can conclude that U f,U is a countable union of the cartesian product of definable sets and basic open subsets of F , as required.
So let F and g be as in the statement of the previous claim. Let ǫ be a rational number such that B 2ε (F ( g f )) ⊂ U .
Let Θ ∈ Ξ be a definable set such that g ∈ Θ and |f (g 1 h) − f (g 2 h)| < ε/2 for any g 1 , g 2 ∈ G. It follows that
By density of F i , g i in the construction of Υ, let F i , g i be such that g i ∈ Θ and
and let W be the set in Υ defined by
We will prove that Θ × W satisfies the required conditions.
First, notice that
so by triangular inequality
Now, for any h ∈ Θ and F ′ ∈ W we have that
Theorem 3.6. Let G be a definable group, X be a compact space. Suppose that G acts σ-continuously on X. Let f : X → R be a σ-continuous function (with respect to the σ-topology which makes · σ-continuous). Then for each ζ ∈ X the mapping g → f (g · ζ) is logically right uniformly continuous.
Since f is σ-continuous and the action is also σ-continuous, for each N < ω
Clearly, for each x ∈ G and for each ζ ∈ X there is N < ω such that f (xζ) ∈ V N . Therefore, there exists i < ω such that f (Φ
ζ is one of these boxes (we know that at least there is one).
Note that (U x,ζ ) ζ∈X is an open covering of X (each U x,ζ is the countable union of open basic sets in X and therefore open). Being X compact this means that there are ζ 1 , . . . , ζ k such that X ⊆ i≤k U x,ζi . Associated to this finite sequence of U x,ζi we have a finite family of definable sets Φ
x,ζi all of them containing x. Note that:
and there is j = 1, . . . , k such that η ∈ U x,ζj . In particular, y ∈ Φ x,ζj and therefore (y, η) ∈ Φ x,ζi × U x,ζj . The latter assertion implies that i≤k Φ x,ζi × X ⊆ Φ x,ζi × U x,ζj for some j = 1, . . . , k and therefore
Define Θ x := i≤k Φ x,ζi . Since the sets Φ
came from a covering of {f (x · ζ) : x ∈ G, ζ ∈ X}, clearly i≤k Φ x,ζi = G and the latter set is the countable union of finite intersections; therefore we can cover G with countable many Θ x .
Let
Theorem 3.7. For a definable group the following statements are equivalent:
(1) Every σ-continuous affine action of G on a non-empty compact convex set in a locally convex vector space has a fixed point.
For every non-empty compact Hausdorff space X and every σ-continuous action of G on X, there is a G-invariant probability measure over A(X), the σ-algebra generated by a basis of the topology of X.
The set Mean(G) of all means on ℓ-RUC(G) is a weak*-closed subset of the unit ball in ℓ-RUC(G) ′ , which is compact in the weak*-topology by Banach-Alaoglu's Theorem. By Theorem 3.5 we know that the canonical action of G in Mean(G) is σ-continuous and it is clear that is affine. Therefore, the action admits a fixed point; but a fixed point of such action must be a left-invariant mean over ℓ-RUC(G).
(2) ⇒ (3): Assume that there is a left-invariant mean over ℓ-RUC(G). Now, let (X, τ ) be a compact Hausdorff space and let ρ be a σ-topology over X generated by a basis of τ which witnesses a σ-continuous action · · · from G to X. Being τ a compact, Hausdorff topology over X, it follows that ρ is a countably compact, Hausdorff, Lindelöf σ-topology.
Fix x 0 ∈ X, for f ∈ C σ (X), define a function
By Theorem 3.6 we know that F f is logically right uniformly continuous. Being ρ a countably compact σ-topology over X and f ∈ C σ (X) it is clear that F f is bounded. Let a ∈ G. Then
for all g ∈ G. Let m be a left invariant mean on ℓ-RUC(G). Define the mapping, for every h ∈ ℓ-RUC(G). So if f ≥ 0 and f ∈ C σ (X), then ϕ(f ) = m(F f ) ≥ inf x∈G f (x · x 0 ) ≥ 0. Linearity follows from linearity of m.
As ϕ is a positive, bounded linear functional over C σ (X) and X is a countably compact, Hausdorff, Lindelöf σ-space, by Riesz Representation Theorem (Theorem 2.15) there is a σ-inner regular probability measure µ over the σ-algebra generated by the σ-open sets of X such that, for every f ∈ C σ (X),
Since m is left invariant, we have that
for every f ∈ C(X) and g ∈ G. By the integral representation of ϕ given in (3.3), we know that µ is G-invariant.
For (3) ⇒ (1), we need the following claim.
Claim. Let X, Y be Hausdorff σ-spaces and f : X → Y be σ-continuous. Then for every converging net (x α ) α → x in X we have that f (x α ) → f (x) in Y .
Proof. Let (x α ) α be a convergent net to a point x ∈ X. As f is continuous, for every σ-open set U containing f (x), we have that f −1 (U ) is σ-open in X. As the net (x α ) α converges to x and f −1 (U ) is an open set containing x, by convergence of (x α ) α we have that x α is eventually in f −1 (U ). Therefore f (x α ) is eventually in f (f −1 (U )) ⊆ U . Thus f (x α ) → f (x). Now (3) ⇒ (1) follows the same proof of the analogous results in [1] or [5] . We refer to the reader to the proof of Theorem 3.5 in [1] , although we will mention the changes that we need for the proof to work in the σ-continuous case. Assume (3) and let · be a σ-continuous action on a non-empty compact set in a locally convex vector space L. So, first we will take F = {U 1 , . . . , U n } a minimal covering of C by basic open sets in L. Define S i := U i \ i−1 j=1 U j ∈ A(X) and let µ Ui := µ(S i ), for each i = 1, . . . , n, so that in particular i≤n µ Ui = 1. As the elements in the sets F ∈ D are basic open sets and therefore open sets in the topology of L, the Claims 3.6, 3.7, and 3.8 in [1] remain true. Finally, note that as the σ topology of C is contained in the topology of C, the convergence of the net in the topology of C implies the convergence of the net in the σ-topology. As the sets in the elements of D are basic open sets and µ is G-invariant, we get a fixed point using the continuity of · and using the previous claim.
