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Abstract
We present the lattice structure of Feynman diagram renormalization in physical QFTs
from the viewpoint of Dyson–Schwinger–Equations and the core Hopf algebra of Feynman
diagrams. The lattice structure encapsules the nestedness of diagrams. This structure can
be used to give explicit expressions for the counterterms in zero-dimensional QFTs using
the lattice-Moebius function. Different applications for the tadpole-free quotient, in which
all appearing elements correspond to semimodular lattices, are discussed.
1 The Hopf algebra of Feynman diagrams
Following [11] the BPHZ renormalization algorithm to obtain finite amplitudes in quantum field
theory (QFT) shows that Feynman diagrams act as generators of a Hopf algebra Hfg. Elaborate
expositions of this Hopf algebra exist [18].
The coproduct of the Hopf algebra of Feynman diagrams on a renormalizable QFT takes the
form
∆ : Γ 7→
∑
γ∈Ps.d.D (Γ)
γ ⊗ Γ/γ : HfgD → HfgD ⊗HfgD, (1)
(γ = ∅, γ = Γ allowed) where Γ/γ is the contracted diagram which is obtained by shrinking all
edges of γ in Γ to a point and
Ps.d.D (Γ) :=
{
γ ⊂ Γ such that γ =
∏
i
γi, γi ∈ P1PI(Γ) and ωD(γi) ≤ 0
}
, (2)
is the set of superficially divergent subdiagrams or s.d. subdiagrams. ωD(Γ) denotes the power
counting superficial degree of divergence of the diagram Γ in D dimensional spacetime in the
sense of Weinberg’s Theorem [23]. These are subdiagrams of Γ whose connected components are
superficially divergent 1PI diagrams.
Applying an evaluation of graphs by renormalized Feynman rules ΦR : HfgD → C, a specific
Feynman diagram will always map to a unique power in ~, ~h1(Γ).
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2 THE LATTICE OF SUBDIAGRAMS 2
For renormalized Feynman rules the task is to produce for each graph providing an unrenor-
malized integrand (a form on the de Rham side) and a domain of integration (the Betti side) a
well-defined period by pairing those two sides.
There are two avenues to proceed to obtain renormalized Feynman rules: one can either
introduce a regulator  say (dimensional regularization being a prominent choice with spacetime
dimension D = 4 − ) and work with unrenormalized Feynman rules Φ() depending on the
regulator , or one renormalizes the integrand first avoiding a regulator altogether.
In the former case, the pairing gives a Laurent series with poles of finite order in . The
degree of the pole is bounded by the coradical degree of the Feynman graph under consideration.
Adding correction terms as dictated by the Hopf algebra provides an expression for which the
regulator can be removed, → 0.
In the latter case, the integrand is relegated to correction terms -again dictated by the Hopf
algebra- which amount to sequences of blow-ups with the length of the sequence bounded by the
coradical degree [10, 15, 9].
The nature of the coradical degree and its systematic study using the lattice structure of
Feynman diagrams will be described in what follows.
Using the reduced coproduct, ∆˜ = ∆ − I ⊗ id − id ⊗ I, the coradical degree of an element
h ∈ HfgD is the minimal number d =: cor(h) such that
(id⊗(d−1) ⊗ ∆˜) ◦ · · · ◦ (id⊗ ∆˜) ◦ ∆˜︸ ︷︷ ︸
d−times
h = 0. (3)
The coradical degree of a Feynman diagram is a measure for the ‘nestedness’ of Feynman dia-
grams. For instance, a Feynman diagram of coradical degree 1 has no subdivergences. Such a
diagram is a primitive element of the Hopf algebra HfgD. A diagram with a single subdivergence
has coradical degree 2 and a diagram with a subdivergence, which has itself a subdivergence,
coradical degree 3 and so on.
But what is the coradical degree if we have to deal with overlapping divergences? Of course,
every diagram will have a well defined  expansion even if it is not accessible by explicit calcu-
lation, but is there a combinatorial description that enables us to analyze the coradical degree
directly? The answer can be found in the lattice structure of Feynman diagrams.
2 The lattice of subdiagrams
It is obvious that Ps.d.D (Γ) is a poset ordered by inclusion. The statement that a subdiagram γ1
covers γ2 in Ps.d.D (Γ) is equivalent to the statement that γ1/γ2 is primitive.
The Hasse diagram of a s.d. diagram Γ can be constructed by the following procedure:
1. Draw the diagram and find all the maximal forests γi ∈ Ps.d.D (Γ) such that Γ/γi is primitive.
2. Draw the diagrams γi under Γ and draw lines from Γ to the γi.
3. Subsequently, determine all the maximal forests µi of the γi and draw them under the γi.
4. Draw a line from γi to µi if µi ⊂ γi.
5. Repeat this until only primitive diagrams are left.
6. Then draw lines from the primitive subdiagrams to an additional ∅-diagram underneath
them.
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7. In the end, replace diagrams by vertices.
Example 1. For instance, the set of superficially divergent subdiagrams for D = 4 of the
diagram, can be represented as the Hasse diagram .
The motivation to search for more properties of these posets came from the work of Berghoff
[1], who studied the posets of subdivergences in the context of Epstein-Glaser renormalization
and discovered that the posets of diagrams with only logarithmic divergent subdivergences are
distributive lattices.
An important observation to make is that the set of superficially divergent subdiagrams
Ps.d.D (Γ) of a diagram Γ is a lattice for a big class of QFTs. For convenience, we repeat the
definition of a lattice here:
Definition 1 (Lattice). A lattice is a poset L for which an unique least upper bound (join) and
an unique greatest lower bound (meet) exists for any combination of two elements in L. The join
of two elements x, y ∈ L is denoted as x ∨ y and the meet as x ∧ y. Every lattice has a unique
greatest element denoted as 1ˆ and a unique smallest element 0ˆ. Every interval of a lattice is also
a lattice.
In many QFTs, Ps.d.(Γ) is a lattice for every s.d. diagram Γ [7]. The union of two subdiagrams
will play the role of the meet.
Definition 2 (Join-meet-renormalizable quantum field theory). A renormalizable QFT is called
join-meet-renormalizable if Ps.d.D (Γ), ordered by inclusion, is a lattice for every s.d. Feynman
diagram Γ.
It turns out to be a sufficient requirement on the set Ps.d.D (Γ) to be a lattice that it is closed
under taking unions of subdiagrams.
Theorem 1. A renormalizable QFT is join-meet-renormalizable if Ps.d.D (Γ) is closed under taking
unions: γ1, γ2 ∈ Ps.d.D (Γ)⇒ γ1 ∪ γ2 ∈ Ps.d.D (Γ) for all s.d. diagrams Γ.
Proof. Ps.d.D (Γ) is ordered by inclusion γ1 ≤ γ2 ⇔ γ1 ⊂ γ2. The join is given by taking the union
of diagrams: γ1 ∨ γ2 := γ1 ∪ γ2. Ps.d.D (Γ) has a unique greatest element 1ˆ := Γ and a unique
smallest element 0ˆ := ∅. Therefore Ps.d.D (Γ) is a lattice [20, Prop. 3.3.1]. The unique meet is
given by the formula, γ1 ∧ γ2 :=
⋃
µ≤γ1 and µ≤γ2
µ.
Not every Feynman diagram fulfills this requirement. A counterexample of a Feynman di-
agram of φ6-theory in 3 dimensions where Ps.d.D (Γ) is not a lattice is given in figure 1a. The
corresponding poset Ps.d.3 (Γ) is depicted in figure 1b.
On the other hand, there is a large class of join-meet-renormalizable quantum field theories
which includes the standard model as established by the following theorem:
Theorem 2. [7, Corr. 2] All renormalizable QFTs with only four-or-less-valent vertices are
join-meet-renormalizable.
This a surprising result. Lattices are very well studied objects in combinatorics. It is worth-
while to search for more properties which the lattices in physical QFTs carry. But first, we will
look how the Hopf algebra and the lattice structure fit together.
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(a) Example of a diagram where Ps.d.3 (Γ) is not
a lattice.
(b) The corresponding non-lattice poset. Triv-
ial vertex multiplicities were omitted.
Figure 1: Counter-example for a renormalizable but not join-meet-renormalizable QFT: φ6-
theory in 3 dimensions.
3 The Hopf algebra of decorated lattices
It is well known that lattices and posets can be equipped with Hopf algebra structures [19]. The
Hopf algebra structure applicable in the present case is the following decorated version of an
incidence Hopf algebra:
Definition 3 (Hopf algebra of decorated posets). Let D be the set of tuples (P, ν), where P
is a finite poset with a unique lower bound 0ˆ and a unique upper bound 1ˆ and a strictly order
preserving map ν : P → N0 with ν(0ˆ) = 0. One can think of D as the set of bounded posets
augmented by a strictly order preserving decoration. An equivalence relation is set up on D by
relating (P1, ν1) ∼ (P2, ν2) if there is an isomorphism j : P1 → P2, which respects the decoration
ν: ν1 = ν2 ◦ j.
Let HP be the Q-algebra generated by all the elements in the quotient P/ ∼ with the
commutative multiplication:
mHP : HP ⊗HP → HP, (4)
(P1, ν1)⊗ (P2, ν2) 7→ (P1 × P2, ν1 + ν2) , (5)
which takes the Cartesian product of the two posets and adds the decorations ν. The sum of the
two functions ν1 and ν2 is to be interpreted in the sense: (ν1 + ν2)(x, y) = ν1(x) + ν2(y). The
singleton poset P =
{
0ˆ
}
with 0ˆ = 1ˆ and the trivial decoration ν(0ˆ) = 0 serves as a multiplicative
unit: u(1) = IHP := (
{
0ˆ
}
, 0ˆ 7→ 0).
Equipped with the coproduct,
∆HP : HP → HP ⊗HP, (6)
(P, ν) 7→
∑
x∈P
([0ˆ, x], ν)⊗ ([x, 1ˆ], ν − ν(x)) , (7)
where (ν − ν(x))(y) = ν(y) − ν(x) and the counit  which vanishes on every generator except
IHP , the algebra HP becomes a counital coalgebra.
This algebra and coalgebra is in fact a Hopf algebra [7] which augments the corresponding
incidence Hopf algebra by a decoration. The decoration is needed to capture at least the simplest
invariant of a diagram: The loop number.
Having defined the Hopf algebra, we can setup a Hopf algebra morphism from HfgD to HL:
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Theorem 3. [7, Thm. 3] Let ν(γ) = h1(γ). The map,
χD : HfgD → HP, (8)
Γ 7→ (Ps.d.D (Γ), ν), (9)
which assigns to every diagram, its poset of s.d. subdiagrams decorated by the loop number of the
subdiagram, is a Hopf algebra morphism.
Because of the special structure of Ps.d.D (Γ) in join-meet-renormalizable theories, it follows
immediately that:
Corollary 1. In a join-meet-renormalizable QFT, im(χD) ⊂ HL ⊂ HP, where HL is the sub-
space of HP which is generated by all elements (L, ν), where L is a lattice. In other words:
In a join-meet-renormalizable QFT, χD maps s.d. diagrams and products of them to decorated
lattices.
Example 2. For any primitive 1PI diagram, i.e. Γ ∈ ker ∆˜,
χD(Γ) = (Ps.d.D (Γ), ν) =
L
0
, (10)
where the vertices in the Hasse diagram are decorated by the value of ν and L = h1(Γ) is the
loop number of the primitive diagram.
The coproduct of χD(Γ) in HP can be calculated using eq. 7:
∆HP
L
0
=
L
0
⊗ I+ I⊗ L
0
. (11)
As expected, these decorated posets are also primitive in HP.
Example 3. For the diagram ∈ Hfg4 , χD gives the decorated poset,
χD
( )
=
3
2 2
1
0
, (12)
of which the reduced coproduct in HP can be calculated,
∆˜HP
3
2 2
1
0
= 2
2
1
0
⊗ 1
0
+
1
0
⊗
2
1 1
0
. (13)
This can be compared to the coproduct calculation,
∆˜4 = 2 ⊗ + ⊗ (14)
and the fact that χD is a Hopf algebra morphism is verified after computing the decorated poset
of each subdiagram of and comparing the previous two equations:
χ4
  = 21
0
χ4
( )
=
1
0
χ4
( )
=
2
1 1
0
. (15)
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4 An application of the Hopf algebra of decorated lattices
Some calculations are easily performed in the Hopf algebra of decorated lattices, but hard do on
the Feynman diagram counterpart. One example is the evaluation of the counterterm in zero-
dimensional QFTs, where the Feynman rules map every diagram to a constant. The counterterm
map in zero-dimensional field theory takes the form
SRD := φ ◦ SD, (16)
where φ are the Feynman rules, which map Γ to ~h1(Γ) and SD is the antipode on HfgD.
Using the fact that χD is a Hopf algebra morphism it can be shown that
Proposition 1. [7, Corr. 5]
SRD(Γ) = ~h1(Γ)µPs.d.D (Γ)(0ˆ, 1ˆ) (17)
on the Hopf algebra of Feynman diagrams with 0ˆ = ∅ and 1ˆ = Γ, the lower and upper bound of
Ps.d.D (Γ), where SRD is the counterterm map in zero-dimensional field theory and µL the Moebius
function of the lattice L. The Moebius function is defined as,
µP (x, y) =
1, if x = y− ∑
x≤z<y
µP (x, z) if x < y.
(18)
for a poset P and x, y ∈ P .
The calculation of the Moebius function is in general much easier than the calculation of the
antipode in formula (16). This statement can also be used to deduce generating functions for
the weighted number of primitive diagrams in QFTs as was done for φ4 and Yang-Mills in terms
of the counter terms in [7]. In a future publication, these ideas will be used to enumerate the
weighted number of primitive diagrams for these theories explicitly [8].
5 Properties of the lattices
Having established a connection between the Hopf algebra of Feynman diagrams and the lattices,
we can ask what the lattices tell us about the coradical degree of the diagrams. It is easily seen
from the definition of the coproducts in HL and Hfg that the length of the longest ‘chain’, a path
from top of the Hasse diagram to the bottom, is the coradical degree of the Feynman diagram.
If all complete chains have the same length, this number is called the rank of the poset or lattice
and the poset or lattice is called ranked or graded.
A chain of the poset Ps.d.D (Γ) corresponds to a forest of the diagram in the scope of the BPHZ
algorithm. The statement that the poset Ps.d.D (Γ) is graded implies that all complete forests of
the diagram have the same cardinality. Furthermore, it means that the coradical filtration is in
fact a graduation of the Hopf algebra of Feynman diagrams [7].
Not all join-meet-renormalizable theories have this property for every Feynman diagram. For
instance, in φ4-theory in 4-dimensional spacetime, the diagram depicted in figure 2a with its
subdiagrams in figure 2c appears. The corresponding lattice, shown in figure 2b, is not graded.
The appearance of these diagrams with non-graded lattices is characteristic for theories with
four-valent vertices. In theories with only three-or-less-valent vertices all lattices are graded:
Theorem 4. [7, Thm. 4] In a renormalizable QFT with only three-or-less-valent vertices:
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Γ =
(a) Example of a diagram where Ps.d.4 (Γ) forms
a non-graded lattice.
χ4(Γ) =
(b) The Hasse diagram of the corresponding
non-graded lattice, where the decoration was
omitted.
α1 = , α2 = , α3 =
β1 = , β2 = , β3 =
γ1 = , γ2 = , γ3 =
δ1 = , δ2 =
with the complete forests ∅ ⊂ δ1 ⊂ αi ⊂ Γ, ∅ ⊂ δ2 ⊂ βi ⊂ Γ and ∅ ⊂ γi ⊂ Γ.
(c) The non-trivial superficially divergent subdiagrams and the complete forests which can be formed
out of them.
Figure 2: Counter example of a lattice, which appears in join-meet-renormalizable QFTs with
four-valent vertices and is not graded.
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• Ps.d.D (Γ) is a graded lattice for every propagator, vertex-type diagram or disjoint unions of
both.
• HL is bigraded by ν(1ˆ) and the length of the maximal chains of the lattices, which coincides
with the coradical degree in HL.
• HfgD is bigraded by h1(Γ) and the coradical degree of Γ.
• Every complete forest of Γ has the same length.
In theories with four-valent vertices, we can also enforce the disappearance of all non-graded
lattices by working in a renormalization scheme where tadpole-diagrams vanish. Tadpoles are
diagrams which can be separated in two connected components by the removal of a single vertex
such that one connected component does not contain any external legs of the initial diagram.
Tadpole diagrams are also called snail or seagull diagrams.
If we use such a renormalization scheme, we can define a Hopf ideal I generated by all tadpole
diagrams of the initial Hopf algebra HfgD and form the quotient H˜fgD := HfgD/I. Instead of working
with HfgD the quotient H˜fgD can be used without changing any results, because the Feynman rules
vanish on the ideal I by requirement. In this quotient, the lattices corresponding to the Feynman
diagrams behave in a similar way as for theories with only three valent vertices!
Theorem 5. [7, Thm. 5] In a renormalizable QFT with only four-or-less-valent vertices:
• P˜s.d.D (Γ) is a graded lattice for every propagator, vertex-type diagram or disjoint unions of
both.
• HL/χD(I) is bigraded by ν(1ˆ) and the length of the maximal chains of the lattices, which
coincides with the coradical degree in HL.
• H˜fgD := HfgD/I is bigraded by h1(Γ) and the coradical degree of Γ.
• Every complete forest of Γ, which does not result in a tadpole upon contraction, has the
same length.
where P˜s.d.D (Γ) is the set of s.d. subdiagrams γ of Γ which do not yield tadpole diagrams upon
contraction Γ/γ.
6 The quotient H˜fgD: applications
Kinematic renormalization schemes ΦR : H˜fgD → C cover renormalization schemes which allow for
well-defined asymptotic states and hence are natural from a physicists viewpoint. Such schemes
evaluate tadpole graphs to zero and hence are naturally defined for the above quotient H˜fgD as
ΦR(I) = 0.
Evaluating graphs by renormalized Feynman rules in such schemes leads to periods which
have a motivic interpretation [3, 2, 9]. We discuss some of such schemes most crucial aspects.
We closely follow [10] in this section. As usual we concentrate on scalar field theory which is
generic for the whole situation.
As we saw already amplitudes in quantum field theory can be written as a function of a chosen
scale variable L = ln(S/µ2) chosen such that it only vanishes when all external momenta vanish.
We take S to be a suitable linear combination of scalar products qi · qj of external momenta and
squared masses m2e. Dimensionless scattering angles Θ are defined accordingly as ratios qi · qj/S
and m2e/S.
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In these variables, amplitudes can be calculated as a perturbation expansion in terms of
Feynman graphs Γ as
∑
Γ ΦR(Γ). Here, the renormalized Feynman rules ΦR are expressed in
terms of such angle and scale variables, and the graphs Γ are chosen in our quotient Hopf algebra
H˜fgD.
For any choice of angle and scale variables, ΦR is in the group SpecC(H˜fgD), and the restriction
of this group to maps which originate from evaluation of graphs by Feynman rules defines a sub-
group GFeyn := SpecFeyn(H˜fgD) ⊂ SpecC(H˜fgD).
Such a chosen decomposition of the variables reflects itself then in a chosen decomposition
of the group GFeyn into two subgroups Go.s., maps dependent on only one scale (o.s.) and Gfin,
maps dependent only on the angles. Elements Φ ∈ Go.s. are of the form
Φ(Γ) =
cor(Γ)∑
j=1
pjL
j , (19)
where the coefficients pj are periods in the sense of algebraic geometry and are independent of
the angles {Θ}, with the coradical degree cor(Γ) giving the bound.
Still following [10], we allow for renormalization conditions which are defined by kinematic
constraints on Green-functions: we demand that such Green functions, regarded as functions
of S and {Θ}, vanish (up to a specified order) at a reference point (in S, {Θ}-space) given by
S0, {Θ0}. We implement these constraints graph by graph. Hence renormalized Green functions
as well as renormalized Feynman rules become functions of S, S0,Θ,Θ0. Here, Θ,Θ0 stand for
the whole set of angles in the Feynman rules, with Θ0 specifying the renormalization point.
Note that minimal subtraction is not included in our set-up, renormalized Feynman rules in that
scheme do not vanish on the ideal I defined by tadpole graphs.
Elements Φfin ∈ Gfin are of the form
Φfin(Γ) = c
Γ
0 (Θ), (20)
with cΓ0 (Θ) an L-independent function of the angles.
We hence obtain the decomposition of GFeyn as a map Φ
R 7→ (Φfin,Φo.s.), which proceeds
then by a twisted conjugation:
GFeyn 3 ΦR(S, S0,Θ,Θ0) = Φ−1fin (Θ0) ? Φo.s.(S, S0) ? Φfin(Θ), (21)
with Φfin(Θ0),Φfin(Θ) ∈ Gfin and Φo.s.(S, S0) ∈ Go.s.. The group law ? and inversion −1 are
defined through the Hopf algebra underlying GFeyn.
6.1 The additive group and renormalization schemes
The most striking aspect of kinematic renormalization schemes is that they allow for an intimate
connection between the additive group Ga and Spec(H˜fgD). We have ∀h ∈ H˜fgD [10, 4]
ΦLR(h) = Φ
L1+L2
R = m ◦ (ΦL1R ⊗ ΦL2R ) ◦∆(h) = ΦL1R ? ΦL2R , L = L1 + L2. (22)
Here, L = lnS/µ2 defines the scale relative to a renormalization scale µ. ΦLR : H˜fgD → C are
renormalized Feynman rules, and ΦLR(Γ) ≡ ΦLR(Γ)({Θ,Θ0}) is a function also of angles {Θ} and
{Θ0} (the latter for the renormalization point).
Note that to derive Eq. (22) and therefore the renormalization group in the context of the
quotient Hopf algebra H˜fgD only combinatorial properties of graphs and graph polynomials are
needed [4, 10]. There is an intimate connection to the representation theory of the additive
group Ga and Tannaka categories of Feynman graphs hiding between this set-up which is studied
elsewhere [6].
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6.2 A tower of Hopf algebras
The quotient Hopf algebra H˜fgD is actually part of a tower of Hopf algebras which was defined in
[16], which we follow closely here. We start with the quotient H˜fg∞ of the core Hopf algebra Hfg∞
[14] of Feynman graphs, in which every union of 1PI subdiagrams is superficially divergent, by
I, H˜fg∞ = Hfg∞/I.
Hfg∞ contains the renormalization Hopf algebra H˜fgD itself as a quotient Hopf algebra [16, 14]
and similarly H˜fg∞ contains H˜fgD.
For the structure of Green functions with respect to the Hopf algebra H˜fgD we writeGr({Q}, {M}, {g};R)
for a generic Green function, where
• r indicates the residue under consideration and we write |r| for its number of external legs.
Amongst all possible residues, there is a set of residues provided by the free propagators
and vertices of the theory. We write R for this set. It is in one-to-one correspondence
with field monomials in a Lagrangian approach to field theory. The set of all residues is
denoted by A = F ∪ R, which defines F as those residues only present through quantum
corrections.
• {Q} is the set of external momenta qe subject to the condition
∑
e∈r qe = 0, where the sum
is over the external half edges of r.
• {M} is the set of masses in the theory.
• {g} is the set of coupling constants specifying the theory. Below, we proceed for the case
of a single coupling constant g, the general case posing no principal new problems.
• R indicates a chosen kinematic renormalization scheme.
We also note that a generic Green function Gr({Q}, {M}, {g};R) has an expansion into scalar
functions
Gr({Q}, {M}, {g};R) =
∑
t(r)∈S(r)
t(r)Grt(r)({Q}, {M}, {g};R). (23)
In terms of mass dimensions ([m2] = 2) we have N0 3 [t(r)] ≥ 0 and [Grt(r)({Q}, {M}, {g};R)] =
0.
Here, S(r) is a basis set of Lorentz covariants t(r) in accordance with the quantum numbers
specifying the residue r. For each t(r) ∈ S(r), there is a projector P t(r) onto this formfactor.
For r ∈ R, we can write
Gr({Q}, {M}, {g};R) = Φ(r)GrΦ(r)({Q}, {M}, {g};R) +Rr({Q}, {M}, {g};R), (24)
where Rr({Q}, {M}, {g};R) sums up all formfactors t(r) but it only contributes through quan-
tum corrections. Φ are the unrenormalized Feynman rules. Applied on the residue r, they
evaluate to the tree-level amplitude Φ(r) for the vertex or edge associated to the residue r.
Each Gr({Q}, {M}, {g};R) can be obtained by the evaluation of a series of 1PI graphs
Xr(g) = I −
∑
res(Γ)=r
g|Γ|
Γ
Sym(Γ)
, ∀r ∈ R, |r| = 2, (25)
Xr(g) = I +
∑
res(Γ)=r
g|Γ|
Γ
Sym(Γ)
, ∀r ∈ R, |r| > 2, (26)
Xr(g) =
∑
res(Γ)=r
g|Γ|
Γ
Sym(Γ)
, ∀r /∈ R, (27)
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where we take the minus sign for |r| = 2 and the plus sign for |r| > 2. Furthermore, the notation
res(Γ) = r indicates a sum over graphs with external leg structure in accordance with r.
We write Φ,ΦR for the unrenormalized and renormalized Feynman rules regarded as a map:
H˜fgD → C from the Hopf algebra to C.
We have
Grt(r)({Q}, {M}, {g};R) = Φt(r)R (Xr(g))({Q}, {M}, {g};R), (28)
where each non-empty graph is evaluated by the renormalized Feynman rules
Φ
t(r)
R (Γ) := (id−R) ◦m ◦ (SΦR ⊗ P t(r)ΦP ) ◦∆(Γ) (29)
SΦR(Γ) := −R ◦m ◦ (SΦR ⊗ ΦP ) ◦∆(Γ) (30)
and Φ
t(r)
R (I) = 1, and P the projection into the augmentation ideal of H˜fgD, P t(r) the projector
on the formfactor t(r) and R the renormalization map.
It is in the evaluation Eq. (29) that the coproduct of the renormalization Hopf algebra appears.
Combining the combinatorial Dyson–Schwinger equations (see [13] for a recent overview of such
equations) Eqs. (25, 26, 27) with Feynman rules and with the renormalization group Eq. (22)
turns them into ordinary non-linear differential equations studied in [21, 22] which determine the
physics behind quantum field theory.
The above sum over all graphs simplifies when one takes the Hochschild cohomology of the
(renormalization) Hopf algebra into account:
Xr(g) = δr,RI±
∑
Γ 1PI
res(Γ)=r
∆˜(Γ)=0
1
Sym(Γ)
g|Γ|BΓ+(X
r(g)Q(g)), (31)
(− sign for |r| = 2, + sign for |r| > 2, δr,R = 1 for r ∈ R, 0 else) with Q(g) being the formal
series of graphs assigned to an invariant charge of the coupling g:
Qr(g) :=
[
Xr∏
e∈r
√
Xe
] 1
|r|−2
. (32)
The existence of a unique invariant charge depends on the existence of suitable coideals. Al-
though we can define an invariant charge for every residue r ∈ R with |r| > 2, the Slavnov-
Taylor-Identities guaranty that upon evaluation with a counter-term map, they will all give the
same renormalized charge. We can therefore drop the index r and write Q = Qr. Bγ+ are grafting
operators which are Hochschild cocycles, and the above combinatorial Dyson–Schwinger equa-
tions can be formulated in any quotient Hopf algebra. More on such equations can be found in
[16, 12, 24, 17, 13].
The existence of the equation above indicates immediately that there is a natural Hopf algebra
homomorphism η from the Hopf algebra of rooted trees Hrt by the universal property. Together
with the Hopf algebra morphism χD to the Hopf algebra of decorated lattices, we have the
following relationships:
Hrt η−→ HfgD
χD−−→ HL (33)
The relationships of these different Hopf algebras especially the morphism given by η ◦ χD :
Hrt → HL, will be subject of a future work.
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Summarizing, there is a tower of quotient Hopf algebras (all of them also in a quotient
obtained by dividing by I)
H˜fg4 ⊂ H˜fg6 · · · ⊂ H˜fg2n ⊂ · · · ⊂ H˜fgcore = H˜fg∞, (34)
obtained by restricting the coproduct to sums over graphs which are superficially divergent in
D = 4, 6, . . . , 2n, . . . ,∞
dimensions.
We can make this explicit by including the spacetime into the notation for the coproduct:
∆D : Γ 7→
∑
γ∈Ps.d.D (Γ)
γ ⊗ Γ/γ : HfgD → HfgD ⊗HfgD, (35)
Most striking is the connection to the additive group Ga which establishes itself here as
announced previously. We have
Xr = I±
∑
j≥1
hrj . (36)
It follows from the above that the representation of Ga on the subvectorspace ∗H˜fgD spanned
by such generators hri of the sub-Hopf algebras (Foissy [12] the appearance of such sub-Hopf
algebras in great detail) defined by a combinatorial DSE has the form L→ expLNr where Nr is
a lower triangular matrix for each residue r. More on this and the resulting Tannakian structure
of Feynman graphs will be given in [6].
Let us conclude with two remarks which follow from this set-up.
Remark 1. Investigating the Cutkosky rules [5] we can write fix-point equations for cut graphs
and therefore fix-point equations for imaginary part of Green functions. Indeed, following [5],
all algebraic structures needed to study the analytic properties of amplitudes can be formulated
in H˜fgD, as tadpole graphs do not allow for non-trivial variations in external momenta as there is
no momentum flow through them.
The 1-cocycles Bγ+ which run a Green function can then be decomposed according to the
complete k-particle cuts of γ to obtain recursive equations for Green functions and their imaginary
parts. Details will be given in future work (see also [5], in particular lemma (3) in that reference).
Remark 2. In the quotient H˜fgD together with its accompanying combinatorial Dyson–Schwinger
equations all renormalization group effects come from a soft logarithmic breaking of conformal
invariance as their are no quadratic divergences left for kinematic renormalization schemes. Ac-
cordingly, Dyson–Schwinger equations are determined by kinematical boundary conditions, and
the equations themselves describe the dimensionless quantum corrections to dimensionful tree-
level amplitudes.
Fine-tuning or hierarchy problems are hence spurious. They are a typical consequence of
using either a dimensionful regulator and/or renormalization schemes not in accordance with the
equations of motion.
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