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Abstract –How to identify influential nodes in social networks is of theoretical significance, which
relates to how to prevent epidemic spreading or cascading failure, how to accelerate information
diffusion, and so on. In this Letter, we make an attempt to find effective multiple spreaders in
complex networks by generalizing the idea of the coloring problem in graph theory to complex
networks. In our method, each node in a network is colored by one kind of color and nodes with
the same color are sorted into an independent set. Then, for a given centrality index, the nodes
with the highest centrality in an independent set are chosen as multiple spreaders. Comparing
this approach with the traditional method, in which nodes with the highest centrality from the
entire network perspective are chosen, we find that our method is more effective in accelerating the
spreading process and maximizing the spreading coverage than the traditional method, no matter
in network models or in real social networks. Meanwhile, the low computational complexity of
the coloring algorithm guarantees the potential applications of our method.
Introduction. – Spreading phenomenon is ubiqui-
tous in nature, which describes many important activities
in society [1]. Examples include the propagation of in-
fectious diseases, the dissemination of information (e.g.,
ideas, rumors, opinions, behaviors), and the diffusion of
new technological innovations. With the advancement
of complex network theory, spreading dynamics on com-
plex networks have been intensively studied in the past
decades. Many studies have revealed that the spread-
ing process is strongly influenced by the network topolo-
gies [2, 3].
An important issue in analyzing complex networks is to
identify the most influential nodes in a spreading process,
which is crucial for developing efficient strategies to control
epidemic spreading, or accelerate information diffusion.
For this reason, more and more attentions have been paid
to identify the most influential nodes in networks [4–10].
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Many centrality indices have been proposed, such as, de-
gree centrality (defined as the degree of a node) [11], be-
tweenness centrality (measured by the number of times
that all shortest paths travel through the node) [12], eigen-
vector centrality (defined as the dominant eigenvector of
the adjacency matrix) [13], neighborhood centrality (de-
fined as the average connectivity of all neighbors) [14] and
closeness centrality (reciprocal of the sum of the lengths of
the geodesic distance to every other node) [15]. Recently
Kitsak et al. proposed a k -core decomposition to identify
the most influential spreaders, which is found to be better
than the degree centrality index in many real networks [5].
However, most of these methods measure the influence of
each node from the viewpoint of entire network, which
may be particularly suitable to the case in which single
spreader of information is considered (i.e., only one node
is selected as the initial spreader) [16, 17]. Many times,
the spreading processes of rumors, ideas, opinions, or ad-
vertisements may initiate from different spreaders. In this
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case, the traditional methods that only select the nodes in
the top of one certain ranking (e.g., the ranking obtained
by ordering the nodes according to the degree centrality)
may be not the optimal strategy since these chosen nodes
cannot be dispersively distributed [18]. Thus, how to prop-
erly choose the multiple initial spreaders is an important
and challenging problem. To this end, apart from the con-
sideration for the influence of each node, we need to make
the chosen spreaders being sufficiently dispersive to ensure
that the information can quickly diffuse.
Motivated by the above reasons, in this Letter, we pro-
pose a method to detect the effective multiple spread-
ers which can enhance the spreading processes. For this
method, the independent sets with disjointed nodes are
obtained by coloring a network at first, and then the nodes
with the highest centrality in an independent set are cho-
sen as the initial spreaders. By implementing extensively
simulations on network models as well as the real net-
works, we find that our method can effectively enhance
the spreading process. More importantly, the computa-
tional complexity of our method is O(N2) when the size
of network is N , which further ensures the potential ap-
plicability of this method.
The remainder of this paper is organized as follows. In
Sec. II, we first describe the details of our method. Then
we present the main results in Sec. III. Finally, we sum-
marize the conclusions in Sec. IV.
Methods. – The four-color theorem is the most fa-
mous theorem in the graph coloring problem, which states
that, given any a plane graph, no more than four colors
are required to color the regions of the plane graph so
that no two adjacent regions have the same color [19–21].
In other words, the number of colors for all vertexes in
a plane graph is not greater than four. The graph col-
oring problem has a wide range of applications, includ-
ing the problem of the wireless channel allocation [22],
the problem of the scheduling [23, 24], and so on. Here,
we generalize the idea of the graph vertex coloring prob-
lem to complex networks to obtain the effective multiple
spreaders. The main steps are as follows. We first color
a given network G = (V,E) (V denotes the set of nodes
and E denotes the set of edges) with the Welsh-Powell al-
gorithm [24] [see below] and each node in set V is colored
by one kind of color. Secondly, sorting the nodes with the
same color into the same subset Vi, i = 1, 2, · · · ,K (each
subset is called an independent set, K denotes the number
of colors being used to color the network), which ensures
that V = V1 ∪ V2 · · · ∪ VK and Vi ∩ Vj = φ, ∀i 6= j, where
φ is an empty set. As nodes with the same color are not
directly connected, the distance between any two nodes in
an independent set will not be smaller than two. Lastly,
we choose the nodes with highest centrality index in an
independent set as the initial spreaders. To ensure that
there are sufficient nodes from which to choose, we give
priority to those large independent sets with more nodes,
especially the largest independent set with the maximum
nodes in this Letter.
Though there are many graph coloring algorithms,
an ideal algorithm should have the qualities: the time
complexity is low and the number of colors to color the
network is few since many real networks have huge sizes.
In view of this, we choose the Welsh-Powell algorithm,
whose time complexity is O(N2) [25]. For a given network
G = (V,E) with V = {v1, v2, · · · , vN}, we let the color
function be pi and the color set be C = {1, 2, · · · ,∆+ 1},
where ∆ be the maximum degree of network G. The
details of the Welsh-Powell algorithm are [24]:
Step 1: according to the degree centrality, re-
rank the node set V in descending order, such that
k(v1) ≥ k(v2) ≥ · · · ≥ k(vN );
Step 2: let pi(v1) = 1, i = 1;
Step 3: if i = N , stop; otherwise, let
C(vi+1) = {pi(vj)|j ≤ i, and vj is connected by vi+1}.
Let m be the minimal positive integral of the subset
C \ C(vi+1) [where C \ C(vi+1) is the complementary
set of the subset C(vi+1) in the set C]. Then pi(vi+1) = m.
Step 4: let i = i+ 1, and back to step 3.
In the above algorithm, k(vi) denotes the degree of node
vi, and pi(vi) = m denotes that the node vi is colored by
a color labeled m.
When the multiple spreaders are selected, a spreading
model should be used to check the effectiveness of the
proposed method. In many literatures, the susceptible–
infected–recovered (SIR) epidemic model is used to sim-
ulate the spreading process in networks, in which each
node can be in one of three states: susceptible, infected,
or recovered. A susceptible node is healthy and can catch
the disease from each infected neighbor with transmission
rate β, whereas an infected node becomes recovered with
recovery rate µ and is immune to the disease. In the clas-
sical SIR model, each infected node can contact all of its
neighbors at per time step with transmission rate β. In
reality, at a time step, one often can contact one neigh-
bor at most, taking the sex activity and the telephone
marketing activity as examples. Thus, in this Letter, we
use the SIR epidemic model based on a contact process
to simulate the spreading process and measure the effec-
tiveness of the proposed method [26–28]. Its worth noting
that our method can also be applied to the classical SIR
model. The epidemic spreading process ends when there
is no infected node in the network. We define the effec-
tive transmission rate λ = β/µ by fixing the recovery rate
µ = 0.1.
Results. – One should note that our method is com-
pared with the traditional method according to one given
centrality index. Taking the degree centrality index as an
example, for our method, the nodes in the largest inde-
p-2
Identifying effective multiple spreaders by coloring complex networks
pendent set are ranked in a descending order according
to the degree centrality index, and then the nodes at the
top of the ranking are selected as spreaders (labeled as IS
method). For the traditional method, all nodes are ranked
according to the degree centrality index from entire net-
work perspective, and the same amount nodes at the top
of the ranking are selected as the spreaders (labeled as EN
method).
To measure the effectiveness of the IS method, we define
the relative difference of outbreak size ∆rR as ∆rR =
(Ri − Re)/Re, where Ri and Re are the final number of
recovered nodes for the IS method and the EN method,
respectively. Thus, the larger value of ∆rR is, the better
effectiveness of the IS method is. All results are averaged
over 500 independent realizations.
We first perform the Welsh-Powell algorithm to
Baraba´si-Albert (BA) network with size N = 10000 and
average degree 〈k〉 = 12 [29]. From the inset of Fig. 1(a),
one can see that such a network can be successfully di-
vided into different independent sets, where the number
of color is K = 8 and the node number in the largest
independent set is over 2000. Fig. 1 also compares the
IS method with the EN method based on the degree cen-
trality index. In general, ∆rR is larger than 0 for the
different initial spreaders n0 and the different values of
transmission rate λ. This indicates that the IS method is
better than the latter case in the most situations. More
importantly, from Fig. 1(a) one can see that the advan-
tage of the IS method is the most striking when λ is not
too small or too large. As we know, when λ is very small,
the information initiated from any node can only spread
to a very small fraction of nodes. The influence regions
of multiple spreaders for these two methods scarcely over-
lap each other. The outbreak size is approximately equal
to the sum of multiple spreaders’ spreading coverage (i.e.,
the number of infected nodes). Thus, the difference of
the two methods cannot be distinguished obviously at a
small λ, which results in a small value of ∆rR. With the
increase of transmission rate λ, single node can induce a
greater spreading coverage. More dispersive locations of
multiple spreaders for the IS method lead to less overlap
of the influence regions, and the IS method thus performs
better. When λ is very large, the information can diffuse
to a very wide range even single node is selected as the
initial spreader. In this case, there are too many overlap
influence regions to play the role of the IS method. In
Fig. 1(b), ∆rR as a function of n0 displays distinct trends
for different values of λ, which stems from the combined ef-
fects of both the dispersive locations of multiple spreaders
and the intricate spreading processes at different λ. These
distinct trends will be verified by the relative difference of
effective contacts in Fig. 2(c) later.
To maximize the spreading coverage, we hope these
spreaders not only have high centrality, but also are dis-
persive enough so that a susceptible node has only one or
few infected neighbor instead of surrounded by many in-
fected nodes to reduce the overlap effect of the spreaders.
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Fig. 1: (Color online) For the degree centrality index, the EN
method and the IS method are compared in the BA network.
(a) the relative difference of outbreak size ∆rR as a function of
the effective transmission rate λ for different number of initial
spreaders n0; (b) ∆rR as a function of n0 for different values of
λ. The inset of subfigure (a) is the size distribution of indepen-
dent sets.The error bars are given by the standard deviation.
As a result, if we can verify that the initial spreaders in
the IS method have a larger average distance among them
and produce less overlap of spreading influence (i.e., more
effective contacts between infected nodes and their suscep-
tible neighbors) than that in the EN method, the phenom-
ena in Fig. 1 will be naturally explained. For this reason,
we define two metrics. One is the relative difference of
average distance, ∆rD = (Di − De)/De, where Di and
De are the average distance among the initial spreaders
based on the IS method and the EN method, respectively.
The other is the relative difference of effective contacts,
∆rC = (Ci − Ce)/Ce, where Ci and Ce are the number
of effective contacts between infected nodes and their sus-
ceptible neighbors based on the IS method and the EN
method, respectively. In each time step of the transmis-
sion processes, an infected node randomly chooses one of
its neighbors to transmit the information with probability
β. If the chosen neighbor is susceptible, this contact is
defined as an effective contact; otherwise, it is not effec-
tive. A greater number of effective contacts denotes the
less overlap of spreading regions initiated from multiple
spreaders. In Fig. 2, one can see that ∆rD is always larger
than 0 [see Fig. 2(a)]. The reason can be explained as fol-
low: the distance between any two nodes in an indepen-
dent set is greater than or equal to 2, while the nodes with
highest centrality are connected more easily in the BA net-
work. In Figs. 2(b) and 2(c), ∆rC is generally larger than
0, too. Moreover, comparing Figs. 2(b) and (2)(c) with
Figs. 1(a) and 1(b), respectively, one can observe that the
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Fig. 2: (Color online) For the degree centrality index, the rel-
ative difference of average distance ∆rD and the relative dif-
ference of effective contacts ∆rC are plotted to explain the
phenomena in Fig. 1. (a) ∆rD vs. n0, (b) ∆rC vs. λ for differ-
ent values of n0, (c) ∆rC vs. n0 for different values of λ. The
detail definitions of the two metrics are given in the main text.
effects of λ and n0 on ∆rD and ∆rC are similar to that on
∆rR. Thus, the reason for the advantage of the IS method
is well explained. To be specific, the greater ∆rD induces
the greater ∆rC and then results in the greater ∆rR.
In Fig. 3, we further compare the IS method with the EN
method based on five commonly used indices–degree cen-
trality, betweeness centrality, closeness centrality, eigen-
vector centrality, and neighborhood centrality. Since the
k -core decomposition can not quantify the relative influ-
ence of nodes in the BA network, this index is not con-
sidered here [9]. As in Fig. 1, the results in Fig. 3 in-
dicate that the IS method is more effective than the EN
method for all cases. In particular, the advantage of the IS
method is the most remarkable for the betweeness central-
ity index. The positive ∆rD and ∆rC for different cases
shown in Fig. 4 can explain that the IS method is superior
to the EN method for different centrality indices. Mean-
while, Figs. 4(a) and 4(b) show that the methods based on
the degree and betweeness centrality indices can generate
the largest values of ∆rD and ∆rC , leading to the highest
efficiency in enhancing the spreading coverage in Fig. 3.
The time evolutions of the relative difference of outbreak
size ∆rR(t) = [Ri(t) − Re(t)]/Re(t) for different indices
are also shown in Fig. 5. As shown in Figs. 5(a) [n0 =
200 and λ = 0.15] and 5(b) [n0 = 500 and λ = 0.3],
the value of ∆rR(t) is generally larger than 0. It means
that, compared with the EN method, the IS method can
not only extend the spreading coverage but also speed up
the spreading process. Moreover, Fig. 5(a) illustrates that
∆rR(t) monotonously increases with time step t when the
values of n0 and λ are small. Nonetheless, when the values
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Fig. 3: (Color online) Comparing the IS method with the EN
method based on five indices (i.e., degree, betweeness, close-
ness, eigenvector, and neighborhood) in the BA network. (a)
∆rR vs. λ at n0 = 200, (b) ∆rR vs. n0 at λ = 1.5.
of n0 and λ are large, ∆rR(t) increases with t at first
and then decreases to a stable level [see Fig. 5(b)]. For
the latter case, the information begins to diffuse from the
initial spreaders in the early stages, the IS method ensures
these multiple spreaders are more dispersive, leading to
the better effectiveness of the IS method. With the further
increase of t, the information will diffuse to a wide range of
network and the influence regions of the multiple spreaders
are more likely to overlap each other, the advantage of the
IS method will thus be weakened.
Finally, we use two real networks–Blogs network [30]
and Email network [31]. To further confirm the effective-
ness of our method, where some basic structural features
of the two networks are given in Table 1. In Fig. 6, ∆rR
as a function of λ and n0 for six centrality indices are pre-
sented. Note that k -core index is also considered, besides
the five indices shown in Fig. 3. No matter the Blogs net-
work [Figs. 6(a) and 6(b)] or the Email network [Figs. 6(c)
and 6(d)], the IS method is more effective in enhancing the
spreading process than the EN method. In order to fur-
ther verify our method, other independent sets such as the
second largest one are also investigated. As expected, all
simulations reveal the same conclusion.
Summary. – Even though great improvement has
been made in the research of identifying influential spread-
ers, there are still many problems needed to be solved,
among which how to find multiple effective spreaders is an
important question. It is commonly believe that, to effec-
tively speed up the spreading process, the selected multi-
ple spreaders should be as dispersive as possible to reduce
the overlap of the spreading regions initiated from mul-
tiple spreaders. But, how to design an effective method
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Fig. 4: (Color online) ∆rD and ∆rC as the functions of n0 are
given to explain the phenomena in Fig. 3. (a) ∆rD vs. n0, (b)
∆rC vs. n0. The parameter is chosen as λ = 1.5.
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Fig. 5: (Color online) For five indices, the time evolutions of
∆rR(t) in the BA network are plotted for (a) λ = 1.5 and
n0 = 200, (b) λ = 3.0 and n0 = 500.
Table 1: Basic structural parameters of Blogs network and
Email network. N is the total number of nodes, 〈k〉 denotes
the average degree, and H is the degree heterogeneity, defined
as H = 〈k2〉/〈k〉2. D is the average shortest distance, and C
and r are the clustering coefficient and assortative coefficient,
respectively.
Network N 〈k〉 H D C r
Blogs 3982 3.42 4.038 6.227 0.146 0.133
Email 1133 9.62 1.942 3.716 0.110 0.078
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Fig. 6: (Color online) For different indices, ∆rR in Blogs and
Email networks are given as the functions of λ and n0, re-
spectively. ∆rR as a function of the values λ (a) and n0 (b),
respectively in Blogs network; ∆rR as a function of the values
λ (c) and n0 (d), respectively in Email network. Detail network
information is summarized in Table 1.
to achieve this goal is almost vacant. In this Letter, we
have proposed an effective method by selecting the nodes
with the highest centrality from an independent set as
the initial spreaders rather than from the entire network.
By testing such a method on BA network and two real
networks, we found that our method can greatly enhance
the average distance among these initial spreaders and the
effective contacts between the susceptible nodes and the
infected nodes. Therefore, our method can ensure that
the information diffuses much wider and faster. Mean-
while, the computational complexity of the coloring algo-
rithm used in the paper is O(N2), which further guar-
antees its possible applications. Although the efficiency
of our method was studied from the perspective of the
spreading process, it is immediately related to many other
aspects [32], including network resilience to attacks, im-
munization of epidemics, commercial product promotions
in markets and other aspects, which implies the potential
applications of our method.
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