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ON THE GALOIS MODULE STRUCTURE OF THE SQUARE ROOT OF
THE INVERSE DIFFERENT IN ABELIAN EXTENSIONS
CINDY (SIN YI) TSANG
Abstract. Let K be a number field with ring of integers OK and G a finite group of odd
order. If Kh is a weakly ramified G-Galois K-algebra, then its square root Ah of the inverse
different is a locally free OKG-module and hence determines a class in the locally free class
group Cl(OKG) of OKG. We show that for G abelian and under suitable assumptions, the
set of all such classes is a subgroup of Cl(OKG).
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1. Introduction
Let K be a number field with ring of integers OK and G a finite group. If
Kh is a tame G-Galois K-algebra with ring of integers Oh, then a classical
theorem of Noether implies that Oh is a locally free OKG-module and hence
determines a class cl(Oh) in the locally free class group Cl(OKG) of OKG. A
class c ∈ Cl(OKG) is called realizable if c = cl(Oh) for some tame G-Galois
K-algebra Kh. The set of all realizable classes is denoted by R(OKG).
The set of isomorphism classes ofG-GaloisK-algebras may be parametrized
by the pointed set H1(ΩK, G), where ΩK denotes the absolute Galois group
of K whose action on G is trivial. Let H1t (ΩK, G) be the subset consisting of
the tame G-Galois K-algebras and consider the map
gal : H1t (ΩK, G) −→ Cl(OKG); gal(h) = cl(Oh).
Assume for the moment thatG is abelian, in which caseH1t (ΩK, G) is a group.
Brinkhuis proved in [1, Proposition 3.10] that gal is weakly multiplicative, i.e.
for all h1, h2 ∈ H1t (ΩK, G), we have
gal(h1h2) = gal1(h1)gal1(h2) whenever d(h1) ∩ d(h2) = ∅,
where d(h) denotes the set of primes in K which are ramified in Kh/K given
any h ∈ H1(ΩK, G). In addition, McCulloh proved in [7, Corollary 6.20] that
the set R(OKG) is in fact a subgroup of Cl(OKG); this is not obvious because
gal is not a homomorphism in general.
In this paper, we study the Galois module structure of the square root of
the inverse different instead of that of the ring of integers. First, recall that:
Proposition 1.1. Let F be a finite extension of Qp and L/F a finite Galois
extension. Let DL/F denote the different ideal of L/F and P the prime ideal
in OL. Then, the highest power vL(DL/F ) of P dividing DL/F is given by
vL(DL/F ) =
∞∑
n=0
(|Gn| − 1),
where Gn is the n-th ramification group of L/F .
Proof. See [10, Chapter IV Proposition 4], for example. 
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Assume henceforth that G has odd order. If Kh is a G-Galois K-algebra,
then Proposition 1.1 implies that there exists an ideal Ah in Kh whose square
is the inverse different ofKh. IfKh is in addition weakly ramified, i.e. all of its
second ramification groups are trivial, then it follows from [4, Theorem 1 in
Section 2] that Ah is a locally freeOKG-module and thus defines a class cl(Ah)
in Cl(OKG). A class c ∈ Cl(OKG) is called A-realizable if c = cl(Ah) for some
weakly ramified G-Galois K-algebra Kh, and tame A-realizable if the above
Kh may be chosen to be tame. The sets of all A-realizable classes and tame
A-realizable classes are denoted by A(OKG) and At(OKG), respectively. We
make the remark that At(ZG) = 1 as a consequence of [4, Theorem 3], and
that A(ZG) = 1 when G is abelian from [11, Theorem 1.2].
As in the case of the ring of integers, we consider the map
galA : H
1
w(ΩK, G) −→ Cl(OKG); galA(h) = cl(Ah),
whereH1w(ΩK, G) is the subset ofH
1(ΩK, G) consisting of the weakly ramified
G-Galois K-algebras. In Section 5, assuming that G is abelian, we show that
the map galA preserves inverses and that it is weakly multiplicative as is gal.
More precisely, we prove that:
Theorem 1.2. Let K be a number field and G an abelian group of odd order.
(a) If h ∈ H1w(ΩK, G), then h
−1 ∈ H1w(ΩK, G) and
galA(h
−1) = galA(h)
−1.
(b) If h1, h2 ∈ H1w(ΩK, G) and d(h1)∩d(h2) = ∅, then h1h2 ∈ H
1
w(ΩK, G) and
galA(h1h2) = galA(h1)galA(h2).
Moreover, following the techniques developed by McCulloh in [7], analogous
to [7, Theorem 6.17 and Corollary 6.20], in Section 10 we prove that:
Theorem 1.3. Let K be a number field and G an abelian group of odd order.
(a) The set At(OKG) is a subgroup of Cl(OKG).
(b) Given c ∈ At(OKG) and a finite set T of primes in OK, there is a tame
G-Galois K-algebra Kh such that Kh is a field, every v ∈ T is unramified
in Kh/K, and c = cl(Ah).
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In Section 14, we show Ah does not give rise to a new A-realizable class in
addition to the tame ones for wildly and weakly ramified G-GaloisK-algebras
Kh satisfying suitable hypotheses. In particular, we prove that:
Theorem 1.4. Let K be a number field and G an abelian group of odd order.
Let Kh be a wildly and weakly ramified G-Galois K-algebra and V the set of
primes in OK which are wildly ramified in Kh/K. If conditions (i) and (ii)
below are satisfied by every v ∈ V , then cl(Ah) ∈ At(OKG).
(i) The ramification index of v over Q is one;
(ii) The ramification index of v in Kh/K is prime.
We would like to remove hypothesis (ii) in Theorem 1.3. Currently, we can
only do so if we extend scalars to the maximal OK-orderM(KG) in KG. To
be precise, let Cl(M(KG)) be the locally free class group of M(KG) and
Ψ : Cl(OKG) −→ Cl(M(KG))
the canonical homomorphism afforded by extension of scalars. In Section 17,
we prove that:
Theorem 1.5. Let K be a number field and G an abelian group of odd order.
Let Kh be a wildly and weakly ramified G-Galois K-algebra and V the set of
primes in OK which are wildly ramified in Kh/K. If the ramification index
of every v ∈ V over Q is one, then Ψ(cl(Ah)) ∈ Ψ(At(OKG)).
We remark that Theorems 1.3 to 1.5 above are the first known results in
the literature concerning the structure of the sets At(OKG) and A(OKG).
Here is a brief outline of the contents of this paper. In Sections 2 and 3, we
give a brief review of Galois algebras, resolvends, and locally class groups. We
then prove Theorem 1.2 in Sections 4 and 5. In Sections 6 and 7, following [7,
Sections 2 and 4], we define reduced resolvends and the modified Stickelberger
transpose map, which will be key in everything that follows. The crucial step
in proving Theorems 1.3 to 1.5 is to characterize reduced resolvends of local
generators of Ah over OKG for any weakly ramified G-Galois K-algebra Kh.
We consider the case when Kh is tame in Sections 8 to 10, and the case when
Kh is wild in Sections 11 to 17.
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Notation and Conventions. Throughout the remaining of this paper, we
fix a number field K and an abelian group G of odd order.
The symbol F will denote an arbitrary field extension of either Q or Qp for
some prime number p. Given any such F , we adopt the following notation:
OF := the ring of integers in F ;
F c := a fixed algebraic closure of F ;
ΩF := Gal(F
c/F );
F t := the maximal tamely ramified extension of F in F c;
ΩtF := Gal(F
t/F );
MF := the set of all finite primes in F ;
[−1] := the involution on F cG induced by the
involution s 7→ s−1 on G;
GˆF := the group of irreducible F
c-valued characters on G;
ζn,F := a chosen primitive n-th root of unity in F
c for n ∈ Z+
Moreover, we will let ΩF and Ω
t
F act trivially on G.
For F a number field and v ∈MF , we adopt the following notation:
Fv := the completion of F with respect to v;
iv := a fixed embedding F
c −→ F cv extending the natural
embedding F −→ Fv;
i˜v := the embedding ΩFv −→ ΩF induced by iv.
Moreover, for each n ∈ Z+, we take iv(ζn,F ) to be the chosen primitive n-th
root of unity in F cv , where ζn,F that in F
c.
For F a finite extension of Qp, we use the following notation:
πF := a chosen uniformizer in F ;
qF := the order of the residue field OF/(πF );
vF := the additive valuation F −→ Z such that vF (πF ) = 1.
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Moreover, given a fractional OF -ideal I in F , we will write
vF (I) := the highest power of (πF ) dividing I.
Finally, we note that only finite primes will be considered in this paper,
and that all of the cohomology considered is continuous.
2. Galois Algebras and Resolvends
Let F be a number field or finite extension of Qp. Following [7, Section 1],
we give a brief review of Galois algebras and resolvends of their elements.
Definition 2.1. A Galois F -algebra with group G or G-Galois F -algebra is a
commutative semi-simple F -algebra L on which G acts on the left as a group
of automorphisms with LG = F and [L : F ] = |G|. Two G-Galois F -algebras
are said to be isomorphic if there is an F -algebra isomorphism between them
which preserves the action of G.
The set of isomorphism classes of G-Galois F -algebras is in one-one corre-
spondence with the pointed set
H1(ΩF , G) := Hom(ΩF , G)/Inn(G).
In particular, each h ∈ Hom(ΩF , G) is associated to the F -algebra
Fh := MapΩF (
hG,F c),
where hG is the group G endowed with the ΩF -action given by
(ω · s) := h(ω)s for s ∈ G and ω ∈ ΩF .
The G-action on Fh is defined by
(s · a)(t) := a(ts) for a ∈ Fh and s, t ∈ G.
It is evident that if {si} is a set of right coset representatives of h(ΩF ) in G,
then each a ∈ F is determined by the values a(si), and that each a(si) may
be arbitrarily chosen provided that it is fixed by all ω ∈ ker(h). Hence, if
F h := (F c)ker(h),
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then this choice {si} of coset representatives induces an isomorphism
Fh ≃
∏
h(ΩF )\G
F h
of F -algebras. Since h induces an isomorphism Gal(F h/F ) ≃ h(ΩF ), we have
[Fh : F ] = [G : h(ΩF )][F
h : F ] = |G|.
Viewing F as embedded in Fh as the constant F -valued functions, we easily
see that FGh = F . Hence, indeed Fh is a G-Galois F -algebra.
It is not hard to verify that every G-Galois F -algebra is isomorphic to Fh
for some h ∈ Hom(ΩF , G), and that for h, h
′ ∈ Hom(ΩF , G) we have Fh ≃ Fh′
if and only if h and h′ differ by an element in Inn(G). Since G is abelian for
us, this implies that the isomorphism classes of G-Galois F -algebras may be
identified with the set Hom(ΩF , G) and in particular has a group structure.
Definition 2.2. Given h ∈ Hom(ΩF , G), we define
F h := (F c)ker(h);
Oh := OFh;
Ah := AFh/F ,
where AFh/F is the square root of the inverse different of F
h/F , which exists
because G has odd order. Define the ring of integers of Fh by
Oh := MapΩF (
hG,Oh)
and the square root of the inverse different of Fh/F by
Ah := MapΩF (
hG,Ah).
Definition 2.3. Given h ∈ Hom(ΩF , G), we say that Fh or h is unramified if
F h/F is unramified. Similarly for tame, weakly ramified, and wildly ramified.
Observe that h ∈ Hom(ΩF , G) is tame if and only if it factors through the
quotient map ΩF −→ Ω
t
F . In particular, the subgroup of Hom(ΩF , G) con-
sisting of all the tame homomorphisms may be identified with Hom(ΩtF , G).
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Remark 2.4. Let F be a number field and v ∈MF . For h ∈ Hom(ΩF , G), set
hv := h ◦ i˜v ∈ Hom(ΩFv , G).
It is proved in [7, (1.4)] that (Fv)hv ≃ Fv ⊗F Fh, and consequently we have
Ahv ≃ OFv ⊗OF Ah.
Next, consider the F c-algebra Map(G,F c), on which we let G act via
(s · a)(t) := a(ts) for a ∈ Map(ΩF , G) and s, t ∈ G.
Note that Fh is an FG-submodule of Map(G,F
c) for all h ∈ Hom(ΩF , G).
Definition 2.5. Define the resolvend map by
rG = rG,F : Map(G,F
c) −→ F cG; rG(a) :=
∑
s∈G
a(s)s−1.
It is clear that rG is an isomorphism of F
cG-modules, but not an isomor-
phism of F cG-algebras because it does not preserve multiplication. Further-
more, given a ∈ Map(G,F c) we have that a ∈ Fh if and only if
(2.1) ω · rG(a) = rG(a)h(ω) for all ω ∈ ΩF .
In particular, if rG(a) is invertible then h is given by
h(ω) = rG(a)
−1(ω · rG(a)) for all ω ∈ ΩF .
Resolvends are useful for identifying elements a ∈ Fh for which Fh = FG · a
and elements a ∈ Ah for which Ah = OFG · a.
Proposition 2.6. Let a ∈ Fh. Then Fh = FG · a if and only if
rG(a) ∈ (F
cG)×.
Proof. See [7, Proposition 1.8]. 
Recall that we have the standard algebra trace map
Tr = TrF : Map(G,F
c) −→ F c; Tr(a) :=
∑
s∈G
a(s).
Via restriction, this yields a trace map Fh −→ F for each h ∈ Hom(ΩF , G),
which we still denote by Tr by abuse of notation.
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Definition 2.7. Let h ∈ Hom(ΩF , G) and M an OF -lattice in Fh. The dual
of M with respect to Tr is defined to be the OF -module
M∗ := {a ∈ Fh | Tr(aM) ⊂ OF}
We say that M is self-dual if M = M∗.
It is well-known for any field extension L/F , its square root of the inverse
different AL/F is self-dual with respect to the trace map of L/F (this follows
from [6, Chapter 3 (2.14)], for example). From this, we see that Ah is self-dual
for all h ∈ Hom(ΩF , G). This fact will be important.
If Fh = FG · a, then OFG · a is an OF -lattice in Fh and so we may consider
its dual. Resolvends may be used to detect whether OFG · a is self-dual. To
that end, first recall that [−1] denotes the involution on F cG induced by the
involution s 7→ s−1 on G. A simple calculation shows that
(2.2) rG(a)rG(b)
[−1] =
∑
s∈G
Tr((s · a)b)s−1 for a, b ∈ Fh.
Proposition 2.8. Let Fh = FG · a. Then OFG · a is self-dual if and only if
rG(a)rG(a)
[−1] ∈ (OFG)
×.
Proof. Let b ∈ Fh be such that {s·b | s ∈ G} is the dual basis of {s·a | s ∈ G}
with respect to Tr, so we have (OFG·a)
∗ = OFG·b. This implies that OFG·a
is self-dual if and only if OFG · a = OFG · b, which in turn is equivalent to
rG(a)rG(b)
−1 ∈ (OFG)
×.
But rG(b)
−1 = rG(a)
[−1] as a consequence of (2.2), so the claim follows. 
Corollary 2.9. Let a ∈ Ah. Then Ah = OFG · a if and only if
rG(a)rG(a)
[−1] ∈ (OFG)
×.
Proof. By Proposition 2.6, both statements imply that OFG·a is Fh = FG·a.
Assuming so, we may consider (OFG · a)
∗. Since a ∈ Ah, we have
OFG · a ⊂ Ah = A
∗
h ⊂ (OFG · a)
∗,
10 CINDY (SIN YI) TSANG
which shows that Ah = OFG · a if and only if OFG · a is self-dual. The claim
now follows from Proposition 2.8. 
Corollary 2.10. Let a ∈ Fh. Then, the two statements Oh = OFG · a and h
is unramified hold true simultaneously if and only if
(2.3) rG(a) ∈ (OF cG)
×.
Moreover, for F a finite extension of Qp, there always exists a ∈ Fh satisfying
(2.3) whenever h is unramified.
Proof. Note that both Oh = OFG·a and (2.3) implies that a ∈ Oh. Assuming
that this is the case, we see that rG(a) ∈ (OF cG)
× is equivalent to
rG(a)rG(a)
[−1] ∈ (OFG)
×
because [−1] induces an involution on (OF cG)×. Since a ∈ Oh and Oh ⊂ Ah,
we deduce from Corollary 2.9 that (2.3) occurs precisely when
Ah = OFG · a = Oh,
or equivalently, when Oh = OFG·a and h is unramified. The claim after (2.3)
follows from a classical theorem of Noether or from [7, Proposition 5.5]. 
3. Locally Free Class Groups
Let F be a number field and A an OF -order in KG. We recall certain basic
facts concerning the locally free class group Cl(A) of A.
Definition 3.1. For each v ∈MF , define
Av := OFv ⊗OF A.
Similarly, given an A-lattice M and v ∈MF , define
Mv := OFv ⊗OF M.
Moreover, we write cl(M) for the class determined by M in Cl(A).
Definition 3.2. Let J(FG) be the restricted direct product of (FvG)
× with
respect to the subgroups A×v as v ranges overMF . This is independent of the
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choice of OF -order A, for if A′ is another OF -order in FG, then Av = A′v for
almost all v ∈MF . Let
∂ = ∂F : (FG)
× −→ J(FG)
denote the diagonal map and
U(A) :=
∏
v∈MF
Av
the group of unit ide`les.
For each c ∈ J(FG), we define
A · c :=
( ⋂
v∈MF
Av · cv
)
∩ FG,
which is a locally free A-module in FG.
Theorem 3.3. The map
jA : J(FG) −→ Cl(A); jA(c) := cl(A · c),
is a surjective homomorphism whose kernel is given by
ker(jA) = ∂(FG)
×U(A).
In particular, we have an isomorphism
Cl(A) ≃
J(FG)
∂(FG)×U(A)
Proof. See [3, Theorem 49.22 and Exercise 51.1], for example. 
Proposition 3.4. Let M be a locally free A-module. Suppose that
F ⊗OF M = FG · b
and that for each v ∈MF , we have
Mv = Av · av.
Since b and av are both free generators of Kv ⊗OF M over FvG, we have
av = cv · b for some cv ∈ (FvG)× and for each v ∈MF .
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Then, we have c := (cv) ∈ J(FG) and jA(c) = cl(M).
Proof. Since M and A ·b are both A-lattices in F ⊗OF M , we haveMv = Av ·b
for all but finitely many v ∈ MF , which implies that c ∈ J(FG). Moreover,
we have jA(c) = cl(M) because the FG-module isomoprhism
K ⊗OF M −→ FG · b; γ · b 7→ γ
restricts to an isomorphism 1⊗OF M −→ A · c of A-modules. 
Remark 3.5. For simplicity, we will write j = jF for jA when A = OFG. Given
a weakly ramified h ∈ Hom(ΩF , G), the Normal Basis Theorem implies that
Fh = FG · b for some b ∈ Fh.
Moreover, since Ah is locally free over OFG, for each v ∈MF we have
Ahv = OFvG · av for some av ∈ Ahv
(c.f. Remark 2.4). Let c ∈ J(FG) be as in Proposition 3.4, so j(c) = cl(Ah).
Observe that for each v ∈ MF , since rG is an isomorphism of F cvG-modules,
the equality av = cv · b is equivalent to
rG(av) = cv · rG(b).
Such rG(b) is already described by Proposition 2.6. In this rest of this paper,
we give explicit descriptions of rG(av) for hv satisfying suitable hypotheses.
4. Properties of Local Resolvends
Let F be a finite extension of Qp. We prove two fundamental properties of
resolvends rG(a) for any a satisfying Ah = OFG · a for some weakly ramified
h ∈ Hom(ΩF , G). Recall that such rG(a) is invertible by Propostion 2.6 and
that rG is an isomorphism of F
cG-modules.
Proposition 4.1. Let h ∈ Hom(ΩF , G) be weakly ramified. Then h−1 is also
weakly ramified. Moreover, assume that Ah = OFG · a and
rG(a
′) = rG(a)
−1.
Then a′ ∈ Fh−1 and Ah−1 = OFG · a
′.
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Proof. The fact that a′ ∈ Fh−1 follows from (2.1). Furthermore, since G has
odd order, we have ker(h) = ker(h−1) so Ah = Ah
−1
. It is then clear that h−1
is weakly ramified if h is. Moreover, Corollary 2.9 implies that
rG(a
′) = γrG(a)
[−1] for some γ ∈ (OFG)
×
Since Ah = Ah
−1
, the above implies that a′ ∈ Ah−1. Since
rG(a
′)rG(a
′)[−1] = γγ [−1]rG(a)
[−1]rG(a) ∈ (OFG)
×,
we deduce from Corollary 2.9 that Ah−1 = OFG · a
′, as desired. 
Lemma 4.2. For a finite Galois extension E/F , let G(E/F )n denote the n-th
ramification group of E/F . Let U/F and L/F be two finite Galois extensions
with U/F unramified.
(a) The homomorphism
Gal(UL/F ) −→ Gal(L/F ); τ 7→ τ |L
induces an isomorphism G(UL/F )n ≃ G(L/F )n for all n ≥ 0.
(b) If L/F is weakly ramified and M/F is a Galois subextension of L/F , then
the extension M/F is also weakly ramified.
(c) If L/F is abelian and e0 := |G(L/F )0/G(L/F )1|, then
G(L/F )n = G(L/F )n+1 for all n not divisible by e0.
In particular, if L/F is wildly and weakly ramified in addition, then
G(L/F )0 = G(L/F )1.
Proof. See [11, Proposition 2.2] for (a) and (b); the proof there is valid even
if F 6= Qp. See [10, Chapter IV Proposition 9 Corollary 2] for (c). 
Lemma 4.3. Let h, h1, h2 ∈ Hom(ΩF , G) be such that
(i) h = h1h2;
(ii) h1 is unramified.
Then F h/F has the same ramification as F h2/F . Assume in addition that
(iii) h2 is weakly ramified.
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Then F h/F is also weakly ramified and
vFh(A
h) = vFh2(A
h2).
Proof. Let e be the ramification index of F h2/F . First, we show that we have
the following diagram, where the numbers indicate the ramification indices.
(4.1)
F
F h1 F h F h2
F h1F h2
1
e
e
e
1
1
Hypothesis (i) implies that ker(h1) ∩ ker(h2) = ker(h1) ∩ ker(h), and so
F h1F h2 = (F c)ker(h1)∩ker(h2) = (F c)ker(h1)∩ker(h) = F h1F h.
The extensions F h1h2/F h2 and F h1F h/F h are unramified because F h1/F is
unramified by hypothesis (ii). It is then clear that the ramification indices of
F h/F and F h1h2/F h1 are both be equal to e. This proves the first claim.
Next assume in addition that F h2/F is weakly ramified. Since F h1/F is
unramified, it follows from Lemma 4.2 (a) that F h1F h2/F is also weakly rami-
fied, and hence from Lemma 4.2 (b) that F h/F is weakly ramified. Moreover,
using the same notation as in Lemma 4.2, we know from Proposition 1.1 that
vFh(A
h) = (G(F h/F )0 +G(F
h/F )1 − 2)/2;
vFh2(A
h2) = (G(F h2/F )0 +G(F
h2/F )1 − 2)/2.
If (e, p) = 1, then F h/F and F h2/F are both tame and
G(F h/F )1 = 1 = G(F
h2/F )1.
If (e, p) > 1, then F h/F and F h2 are both wildly and weakly ramified, and
Lemma 4.2 (c) yields
G(F h/F )0 = G(F
h/F )1;
G(F h2/F )0 = G(F
h2/F )1.
GALOIS MODULE STRUCTURE OF ABELIAN EXTENSIONS 15
Since G(F h/F )0 and G(F
h2/F )0 both have order e, in either case we have
that vFh(A
h) = vFh2(A
h2), as desired. 
Proposition 4.4. Let h1, h2 ∈ Hom(ΩF , G) with h1 unramified and h2 weakly
ramified. Write h := h1h2. Then h is also weakly ramified. Moreover, assume
that Ahi = FG · ai for i = 1, 2 and
rG(a) = rG(a1)rG(a2).
Then a ∈ Fh and Ah = OFG · a.
Proof. The fact that a ∈ Fh follows from (2.1), and that h is weakly ramified
from Lemma 4.3. Moreover, Corollary 2.9 implies that
(4.2) rG(a)rG(a)
[−1] ∈ (OFG)
×.
A simple calculation then shows that
a(s) =
∑
rt=s
a1(r)a2(t) for all s ∈ G.
Note that Ah1 = Oh1 because h1 is unramified. Since a1 ∈ Ah1, we know that
vFh1Fh2(a1(r)) ≥ 0 for all r ∈ G
Similarly, because a2 ∈ Ah2 and F h1F h2/F h2 is unramified from (4.1), we have
vFh1Fh2(a2(t)) ≥ vFh2(A
h2) for all t ∈ G.
We then deduce that
vFh1Fh2(a(s)) ≥ vFh2(A
h2) for all s ∈ G.
But observe that F h1F h2/F h is unramified from (4.1) and vFh2(A
h2) = vFh(A
h)
from Lemma 4.3, so the above implies that
vFh(a(s)) ≥ vFh(A
h) for all s ∈ G.
Since Ah = MapΩF (
hG,Ah), this shows that a ∈ Ah. From Collorary 2.9, this
together with (4.2) shows that Ah = OFG · a, as desired. 
Proposition 4.4 above will be used to prove that galA is weakly multiplica-
tive. It will also play an important role in the proofs of Theorems 1.3 to 1.5.
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5. Proof of Theorem 1.2
Proof of Theorem 1.2 (a). Let h ∈ Hom(ΩK, G) be weakly ramified. The fact
that h−1 is also weakly ramified follows from Proposition 4.1. LetKh = KG·b
and Ahv = OKvG ·av for v ∈MK as in Remark 3.5. Moreover, let c ∈ J(KG)
be such that av = cv · b for each v ∈MK , so j(c) = cl(Ah). Suppose that
rG(b
′) = rG(b)
−1;
rG(a
′
v) = rG(av)
−1.
Then Kh−1 = KG · b by (2.1) and Proposition 2.6, and Ah−1v = OKvG · a
′
v by
Proposition 4.1. Note that for each v ∈MK, by definition we have
rG(a
′
v) = c
−1
v rG(b
′),
which is equivalent to a′v = c
−1
v · b. It then follows from Proposition 3.4 that
j(c−1) = cl(Ah−1), as desired. 
Proof of Theorem 1.2 (b). Let h1, h2 ∈ Hom(ΩK, G) be weakly ramified such
that d(h1)∩d(h2) = ∅. The fact that h := h1h2 is also weakly ramified follows
from Proposition 4.1. For i = 1, 2, letKhi = KG·bi and Ahi,v = OKvG·ai,v for
v ∈MK as in Remark 3.5. Moreover, let ci ∈ J(KG) be such that ai,v = ci,v ·b
for each v ∈MK , so j(ci) = cl(Ahi). Suppose that
rG(b) = rG(b1)rG(b2);
rG(av) = rG(a1,v)rG(a2,v).
Then Kh = KG · b by (2.1) and Proposition 2.6, and Ahv = OKvG · av by
Proposition 4.4. Note that for each v ∈MK, by definition we have
rG(av) = c1,vc2,vrG(b),
which is equivalently to av = (c1,vc2,v) ·b. It then follows from Proposition 3.4
that j(c1c2) = cl(Ah), as desired. 
6. Cohomology and Reduced Resolvends
Let F be a number field or finite extension of Qp. Following [7, Sections 1
and 2], we use cohomology to define reduced resolvends.
GALOIS MODULE STRUCTURE OF ABELIAN EXTENSIONS 17
Recall that ΩF acts trivially on G. Define
H(FG) := ((F cG)×/G)ΩF
and consider the short exact sequence
(6.1) 1 G (F cG)× (F cG)×/G 1
Taking ΩF -cohomology then yields the exact sequence
1 G (F cG)× H(FG) Hom(ΩF , G) 1,
δ
where H1(ΩF , (F
cG)×) = 1 by Hilbert’s Theorem 90. Alternatively, for any
h ∈ Hom(ΩF , G) and rG(a)G ∈ H(FG), we have δ(rG(a)) = h if and only if
h(ω) = rG(a)
−1(ω · rG(a)) for all ω ∈ ΩF ,
which is equivalent to Fh = FG · a by (2.1) and Proposition 2.6. Such an a
always exists by the Normal Basis Theorem. This shows that δ is surjective.
The argument above also shows that
(6.2) H(FG) = {rG(a)G | Fh = FG · a for h ∈ Hom(ΩF , G)}.
Definition 6.1. Let a ∈ Map(G,F c) be such that rG(a) ∈ (F cG)×. Define
rG(a) := rG(a)G,
called the reduced resolvend of a. Furthermore, if rG(a) ∈ H(FG), define
ha ∈ Hom(ΩF , G); ha(ω) := rG(a)
−1(ω · rG(a)),
called the homomorphism associated to rG(a). Note that the definition of ha is
independent of the choice of the representative rG(a), and we have Fh = FG·a
by (2.1) and Proposition 2.6. Finally, we say that rG(a) is unramified if ha is
unramified. Similarly for tame, weakly ramified, and wildly ramified.
We similarly define
H(OFG) := ((OF cG)
×/G)ΩF .
However, the corresponding analogue of sequence (6.1) will no ne longer exact
on the right. Nevertheless, for F a finite extension of Qp, a similar argument
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as above together with Corollary 2.10 shows that
(6.3) H(OFG) = {rG(a) | Oh = OFG · a for unramified h ∈ Hom(ΩF , G)}.
Definition 6.2. For F a number field, define J(H(FG)) to be the restricted
direct product ofH(FvG) with respect to the subgroupsH(OFvG) as v ranges
over MF . Moreover, let
η = ηF : H(FG) −→ J(H(FG))
be the diagonal map given by the chosen embeddings iv : F
c −→ F cv and
U(H(OFG)) :=
∏
v∈MF
H(OFvG)
the group of unite ide`les.
Next, we want to interpret resolvends and reduced resolvends as functions
on characters of G. First, to simply notation, write
Gˆ = GˆF := Hom(G, (F
c)×)
for the set of F c-valued irreducible characters on G. Define
det = detF : ZGˆ −→ Gˆ; det
(∑
χ
nχχ
)
:=
∏
χ
χnχ
and let
AGˆ = AGˆF := ker(det).
Applying the functor Hom(−, (F c)×) to the short exact sequence
0 AGˆ ZGˆ Gˆ 1
det
yields the short exact sequence
(6.4) 1 Hom(Gˆ, (F c)×) Hom(ZGˆ, (F c)×) Hom(AGˆ, (F
c)×) 1,
where exactness on the right follows from the fact that (F c)× is divisible and
thus injective. We will identify (6.4) with (6.1) as follows.
First, we have a canonical identification
G =
ˆˆ
G = Hom(Gˆ, (F c)×).
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Secondly, we have canonical identifications
(F cG)× = Map(Gˆ, (F c)×)(6.5)
= Hom(ZGˆ, (F c)×),
where the second identification is obtained by extending maps Gˆ −→ (F c)×
via Z-linearity, and the first is induced by characters in the following manner.
Each rG(a) ∈ (F cG)× is associated to the map ϕ ∈ Map(Gˆ, (F c)×) given
(6.6) ϕ(χ) :=
∑
s∈G
a(s)χ(s)−1.
Conversely, given ϕ ∈ Map(Gˆ, (F c)×) one recovers rG(a) by the formula
(6.7) a(s) :=
1
|G|
∑
χ
ϕ(χ)χ(s).
The third terms
(F cG)×/G = Hom(AGˆ, (F
c)×)
in (6.1) and (6.4), respectively, are then canoncially identified.
From these identifications, we obtain a commutative diagram
(6.8)
Hom(ZGˆ, (F c)×) Hom(AGˆ, (F
c)×)
(F cG)× (F cG)×/G
ragF
ragF
where rag = ragF at the top is restriction to AGˆ and the corresponding map
at the bottom is the natural quotient map. Taking ΩF -invariants then yields
the commutative diagram
(6.9)
HomΩF (ZGˆ, (F
c)×) HomΩF (AGˆ, (F
c)×)
(FG)× H(FG).
ragF
ragF
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Definition 6.3. For F a number field, observe that
(6.10)
∏
v∈MF
ragFv : J(FG) −→ J(H(FG))
is clearly well-defined and that the diagram
(FG)× J(FG)
H(FG) J(H(FG))
∂
η
∏
v ragFvragF
commutes. By abuse of notation, we write rag = ragF for the map (6.10).
Via the identifications in (6.8) and (6.9), we have that
(OF cG)
× ⊂ Hom(ZGˆ,O×F c);
H(OFG) ⊂ HomΩF (AGˆ,O
×
F c)
These two inclusions, however, are strict in general.
Proposition 6.4. For F a finite extension of Qp with (p, |G|) = 1, we have
(OF cG)
× = Hom(ZGˆ,O×F c);
H(OFG) = HomΩF (AGˆ,O
×
F c).
Proof. It is clear from (6.6) and (6.7) that
|G| ·Hom(ZGˆ,O×F c) ⊂ (OF cG)
× ⊂ Hom(ZGˆ,O×F c).
But |G| is a unit in F because p does not divide |G|. So in fact
(OF cG)
× = Hom(ZGˆ,O×F c),
proving the first equality. The second equality follows from the first. 
7. The Modified Stickelberger Transpose
Let F be a number field or finite extension of Qp. By modifying what has
already been done in [7, Section 4], we define a modified Stickelberger map.
For F a finite extension of Qp, the transpose of this map will play a key role
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in the characterization of reduced resolvends rG(a), where Ah = OFG · a for
some weakly ramified h ∈ Hom(ΩF , G) such that F
h/F is totally ramified.
Throughout this section, we let
{ζn = ζn,F : n ∈ Z
+}
be the set of chosen primitive roots of unity in F c. Moreover, as in Section 6,
we write Gˆ for the group GˆF of F
c-valued irreducible characters on G.
Definition 7.1. For each χ ∈ Gˆ and s ∈ G, let
υ(χ, s) ∈
[
1− |s|
2
,
|s| − 1
2
]
denote the unique integer (recall that G has odd order) such that
χ(s) = (ζ|s|)
υ(χ,s)
and define
〈χ, s〉∗ := υ(χ, s)/|s|.
Extending this definition by Q-linearity, we obtain a pairing
〈 , 〉∗ = 〈 , 〉∗,F : QGˆ×QG −→ Q,
called the modified Stickelberger pairing. The map
Θ∗ = Θ∗F : QGˆ −→ QG; Θ∗(ψ) :=
∑
s∈G
〈ψ, s〉∗s
is called the modified Stickelberger map.
Proposition 7.2. Let ψ ∈ ZGˆ. Then Θ∗(ψ) ∈ ZG if and only if ψ ∈ AGˆ.
Proof. Write ψ =
∑
χ nχχ with nχ ∈ Z. For any s ∈ G, we have
(detψ)(s) =
∏
χ∈Gˆ
χ(s)nχ
=
∏
χ∈Gˆ
(ζ|s|)
υ(χ,s)nχ
= (ζ|s|)
∑
χ |s|〈χ,s〉∗nχ
= (ζ|s|)
|s|〈ψ,s〉∗
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Since AGˆ = ker(det), this implies that ψ ∈ AGˆ precisely when 〈ψ, s〉∗ ∈ Z for
all s ∈ G, or equivalently, when Θ∗(ψ) ∈ ZG. This proves the claim. 
Up until now, we have let ΩF act trivially on G. Below we introduce other
ΩF -actions on G, one of which will make the F -linear map Θ∗ : QGˆ −→ QG
preserve ΩF -action. Here, the ΩF -action on Gˆ is the canonical one induced
by the ΩF -action on the roots of unity.
Definition 7.3. Let m = exp(G) and
κ : ΩF −→ (Z/mZ)
×
the m-th cyclotomic character of ΩF . In other words, if µm denotes the group
of m-th roots of unity in F c, then
ω(ζ) = ζκ(ω) for ζ ∈ µm and ω ∈ ΩF .
For n ∈ Z, let G(n) be the group G equipped with the ΩF -action given by
ω · s := sκ(ω
n) for s ∈ G and ω ∈ ΩF .
Proposition 7.4. The map Θ∗ : QGˆ −→ QG(−1) preserves ΩF -action.
Proof. Observe that for any χ ∈ Gˆ and s ∈ G(−1), we have
(ω · χ)(s) = χ(sκ(ω)) = χ(ω−1 · s).
Since s and ω−1 · s have the same order, this implies that
〈ω · χ, s〉∗ = 〈χ, ω
−1 · s〉∗
We deduce that
Θ∗(ω · χ) =
∑
s∈G
〈ω · χ, s〉∗s
=
∑
s∈G
〈χ, ω−1 · s〉∗s
=
∑
s∈G
〈χ, s〉∗(ω · s)
= ω ·Θ∗(χ).
Since ΩF acts trivially on Q, this shows that Θ∗ preserves Ω-action. 
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From Propositions 7.2 and 7.4, we obtain an ΩF -equivariant map
Θ∗ : AGˆ −→ ZG(−1)
Applying Hom(−, (F c)×) then yields an ΩF -equivariant homomorphism
Θt∗ : Hom(ZG(−1), (F
c)×) −→ Hom(AGˆ, (F
c)×); f 7→ f ◦Θ∗,
where ΩF acts on homomorphisms as usual: if X and Y are left ΩF -modules
and ϕ : X −→ Y is a group homomorphism, then
(ϕ · ω)(x) := ω−1 · ϕ(ω · x) for x ∈ X and ω ∈ ΩF .
Restricting to elements which are ΩF -invariant, we obtain a homomorphism
Θt∗ = Θ
t
∗,F : HomΩF (ZG(−1), (F
c)×) −→ HomΩF (AGˆ, (F
c)×),
called the modified Stickelberger transpose.
To simplify notation, we let
Λ(FG) := MapΩF (G(−1), F
c);(7.1)
Λ(OFG) := MapΩF (G(−1),OF c).
Identifying HomΩF (AGˆ, (F
c)×) with H(FG) via (6.9), we see that Θt∗ may be
viewed as a homomorphism Λ(FG)× −→ H(FG) via (6.9). Moreover, notice
that we have
(7.2) Θt∗(Λ(OFG)
×) ⊂ HomΩF (AGˆ,O
×
F c).
Proposition 7.5. Let g ∈ Λ(FG)× and Θt∗(g) = rG(a). Then
rG(a)rG(a)
[−1] = 1.
Proof. View rG(a) as an element of Hom(ZGˆ, (F
c)×) using (6.5). Let ψ ∈ AGˆ
be given. Write ψ =
∑
χ nχχ ∈ AGˆ with nχ ∈ Z and define
ψ[−1] :=
∑
χ∈Gˆ
nχχ
−1.
Then, it follows directly from (6.6) that
rG(a)
[−1](ψ) = rG(a)(ψ
[−1]).
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Observe that 〈χ−1, s〉∗ = −〈χ, s〉∗ for χ ∈ Gˆ and s ∈ G. We easily see that
Θt∗(g)(ψ
[−1]) = Θt∗(g)(ψ)
−1.
Since rG(a) is simply the restriction of rG(a) to AGˆ via (6.8), we deduce that
(rG(a)rG(a)
[−1])(ψ) = rG(a)(ψ)rG(a)(ψ
[−1)
= Θt∗(g)(ψ)Θ
t
∗(g)(ψ
[−1])
= 1.
This implies that rG(a)rG(a)
[−1] is the trivial map when restricted to AGˆ. By
(6.8), this means that there exists t ∈ G such that
rG(a)rG(a)
[−1] = t.
Applying [−1] to the above then yields rG(a)[−1]rG(a) = t−1. But G has odd
order, so we must have t = 1, which proves the claim. 
Definition 7.6. For F a number field, define J(Λ(FG)) to be the restricted
direct product of Λ(FvG)
× with respect to the subgroups Λ(OFvG)
× as v
ranges over MF . Let
λ = λF : Λ(FG)
× −→ J(Λ(FG))
be the diagonal map induced by the chosen embeddings iv : F
c −→ F cv and
U(Λ(OFG)) :=
∏
v∈MF
Λ(OFvG)
×
the group of unit ide`les. Observe that
(7.3)
∏
v∈FF
Θt∗,Fv : J(Λ(FG)) −→ J(H(FG))
is well-defined by (7.2) and Proposition 6.4. Moreover, the diagram
Λ(FG)× J(Λ(FG))
H(FG) J(H(FG))
λ
η
∏
v Θ
t
∗,Fv
Θt
∗,F
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commutes because our convention is to choose
{ζn,Fv := iv(ζn,F ) : n ∈ Z
+}
to be the set of distinguished primitive roots of unity in F cv for each v ∈MF .
By abuse of notation, we will also write Θt∗ = Θ
t
∗,F for the map in (7.3).
8. Decomposition of Local Tame Resolvends
In this section, unless specified F will always denote a finite extension of
Qp. Modifying what has already been done in [7, Section 5], we characterize
reduced resolvends rG(a), where Ah = OFG · a for a tame h ∈ Hom(ΩF , G).
Let π := πF be the chosen uniformizer of F and q := qF , which denotes the
order of the residue field OF/(π). Moreover, let
{ζn = ζn,F : n ∈ Z
+}
be the chosen set of distinguished primitive roots of unity in F c, and F nr the
maximal unramified extension of F contained in F c, and
The structures of F nr/F and F t/F are well-known (see [5, Sections 7 and
8], for example). On one hand, the field F nr is obtained by adjoining to F
all n-th roots of unity for (n, p) = 1, and so Gal(F nr/F ) is a procyclic group
topologically generated by the Frobenius automorphism φ = φF given by
φ(ζn) = ζ
q
n for all (n, p) = 1.
On the other hand, the field F t is obtained by adjoining to F nr all n-th roots
of π for (n, p) = 1. Choose a coherent set of radicals
{π1/n : n ∈ Z+}
such that (π1/mn)n = π1/m and then define πm/n := (π1/n)m for all m, n ∈ Z+.
We then obtain a distinguished topological generator σ = σF of the procyclic
group Gal(F t/F nr), which is given by
σ(π1/n) = ζnπ
1/n for all (n, p) = 1.
If φ also denotes the unique lifting of φ from Gal(F nr/F ) to ΩtF fixing the
radicals π1/n for (n, p) = 1, then ΩtF is topologically generated by φ and σ.
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Definition 8.1. Let h ∈ Hom(ΩtF , G). Define
hnr ∈ Hom(ΩtF , G); h
nr(φ) := h(φ) and hnr(σ) := 1;
htot ∈ Hom(ΩtF , G); h
tot(φ) := 1 and htot(σ) := h(σ).
Notice that hnr is clearly unramified and that h = hnrhtot, called the factor-
ization of h with respect to σ.
Observe that φσφ−1σ−1 = σq−1 because the elements on both sides have the
same effect on ζn and π
1/n for (n, p) = 1. So, the abelianization (ΩtF )
ab of ΩtF
is the direct product of the procyclic group topologically generated by φ with
the cyclic group 〈σ〉 of order q− 1, where σ and φ are the images of φ and σ
in (ΩtF )
ab, respectively. Since G is abelian, every h ∈ Hom(ΩtF , G) factorizes
through ΩtF −→ (Ω
t
F )
ab, and h(σ) is of order dividing q − 1. Conversely, it is
clear that h(σ) can be any element in G of order dividing q − 1.
Definition 8.2. Let G(q−1) be the subgroup of G consisting of all elements
of order dividing q − 1. For each s ∈ G(q−1), define
fs = fF,s ∈ Λ(FG); fs(t) :=

π if t = s 6= 11 otherwise
(recall (7.1)). Note that fs preserves ΩF -action because F contains all (q−1)-
st roots of unity, whence elements in G(q−1) are fixed by ΩF , as is π. Set
FF := {fs : s ∈ G(q−1)}.
Definition 8.3. For F a number field, define
F = FF := {f ∈ J(Λ(FG)) | fv ∈ FFv for all v ∈MF},
whose elements are called prime F-elements.
Proposition 8.4. Let s ∈ G(q−1) and define
h ∈ Hom(ΩtF , G); h(φ) = 1 and h(σ) = s.
Then F h = F (π1/|s|), and there exists a ∈ Fh such that Ah = OFG · a and
rG(a) = Θ
t
∗(fs).
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Proof. If s = 1, then take a ∈ Fh to be such that a(t) = 0 if t 6= 1 and a(1) = 1.
Since h = 1, it is clear that Ah = Oh = OFG · a and rG(a) = 1 = Θ
t
∗(fs).
Now assume that s 6= 1. Let e := |s| and Π := π1/e. Then F h = F (Π) since
ker(h) is topologically generated by φ and σe, which both fix Π, and
[ΩtF : ker(h)] = e = [F (Π) : F ].
Note that= F h/F is totally ramified and Π is a uniformizer of F h. It follows
that Oh = OF [Π] (see [10, Chapte I Proposition 18], for example). Since
Ah = Π(1−e)/2Oh
by Proposition 1.1, we see that
(8.1) {Πk+(1−e)/2 | k = 0, 1, . . . , e− 1}
is an OF -basis for A
h. First, we show that Ah = OFGal(F
h/F ) · α, where
α :=
1
e
e−1∑
k=0
Πk+
1−e
2 .
Note that α ∈ Ah since (e, p) = 1 implies that e ∈ O×F .
Notice that Gal(F h/F ) is a cyclic group of order e generated by the restric-
tion of σ to F h. For each i = 0, 1, . . . , e− 1, we have
σi(α) =
1
e
e−1∑
k=0
ζ
(k+ 1−e2 )i
e Π
k+ 1−e2 .
Multiplying both sides by ζ
−(l+(1−e)/2)i
e yields
σi(α)ζ
−(l+ (1−e)2 )i
e =
1
e
e−1∑
k=0
ζ(k−l)ie Π
k+ 1−e2 .
Summing the above over all l = 0, 1, . . . , e− 1, we obtain
(8.2)
e−1∑
i=0
σi(α)ζ
−(l+ 1−e2 )i
e =
1
e
e−1∑
k=0
Πk+
1−e
2
e−1∑
i=0
ζ(k−l)ie = Π
l+ 1−e2 .
This shows that Ah = OFGal(F
h/F ) ·α since (8.1) is an OF -basis for A
h and
ζe ∈ OF . Since Ah = MapΩF (
hG,Ah), one easily verifies that a ∈ Map(G,F c)
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defined by
a(t) :=

ω(α) if t = h(ω) for ω ∈ Ω
t
F
0 otherwise
is an element in Fh and that Ah = OFG · a.
To show that rG(a) = Θ
t
∗(fs), first observe that
rG(a) =
∑
t∈h(ΩF )
a(t)t−1 =
e−1∑
i=0
σi(α)s−i.
Next, let χ ∈ GˆF and υ := υ(χ, s) be as in Definition 7.1, and set
k := υ −
1− e
2
∈ {0, 1, · · · , e− 1}.
Then, we have
rG(a)(χ) =
e−1∑
i=0
σi(α)ζ−υie =
e−1∑
i=0
σi(α)ζ
−(k+ 1−e2 )i
e
and the same computation as in (8.2) shows that
rG(a)(χ) = Π
k+ 1−e2 = π〈χ,s〉∗ .
On the other hand, we have
Θt∗(fs)(χ) = fs
(∑
t∈G
〈χ, t〉∗t
)
=
∏
t∈G
fs(t)
〈χ,t〉∗ = π〈χ,s〉∗
also. We conclude from the identification (6.8) that rG(a) = Θ
t
∗(fs). 
Next we consider an arbitrary h ∈ Hom(ΩtF , G).
Theorem 8.5. Let h ∈ Hom(ΩtF , G). If Ah = OFG · a, then we have
rG(a) = uΘ
t
∗(fs)
for some u ∈ H(OFG) and for s := h(σ).
Proof. Let h = hnrhtot be the factorization of h with respect to σ. By Corol-
lary 2.10 and (6.3), there exists anr ∈ Fhnr such that Ohnr = OFG · anr and
rG(anr) = u
′ for some u′ ∈ H(OFG).
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By Proposition 8.4, there exists atot ∈ Fhtot such that Ahtot = OFG · atot and
rG(atot) = Θ
t
s(fs) for s := h(σ).
Proposition 4.4 then yields an element a′ ∈ Fh such that Ah = OFG · a′ and
rG(a
′) = rG(anr)rG(atot).
But a = γ · a′ for some γ ∈ (OFG)× because Ah = OFG · a also, so
rG(a) = rag(γ)rG(a
′) = (rag(γ)u′)Θt∗(fs),
where u := rag(γ)u′ ∈ H(OFG). This proves the claim. 
Theorem 8.6. Let s ∈ G(q−1) and u ∈ H(OFG). If h is the homomorphism
associated to uΘt∗(fs), then h(σ) = s and
rG(a) = uΘ
t
∗(fs)
for some a ∈ Fh such that Ah = OFG · a.
Proof. Let hnr and htot be the homomorphisms associated to u and Θt∗(fs),
respectively. From (6.3), we know that Ohnr = OFG · anr for some anr ∈ Fhnr
satisfying rG(anr) = u, and that h
nr is unramified so hnr(σ) = 1. On the other
hand, Proposition 8.4 implies that Ahtot = OFG ·atot for some atot ∈ Fhtot such
that rG(atot) = Θ
t
∗(fs), and that h
tot(σ) = s. Proposition 4.4 then yields the
desired element a ∈ Fh. Finally, we have h(σ) = h
nr(σ)htot(σ) = s. 
Theorem 8.7 may be viewed as a global version of Theorems 8.5 and 8.6.
Theorem 8.7. Let F be a number field. Let h ∈ Hom(ΩF , G) and Fh = FG·b.
Then, we have h is tame if and only if
(8.3) rag(c) = η(rG(b))
−1uΘt∗(f)
for some c ∈ J(FG), u ∈ U(H(OFG)), and f ∈ F. Moreover, if this is the
case, then j(c) = cl(Ah) and fv = fv,sv, where sv = hv(σFv), for all v ∈ MF .
In particular, we have fv = 1 if and only if hv is unramified.
Proof. First assume that h is tame. Let Fh = FG · b and Ahv = OFvG · av for
v ∈ MF as in Remark 3.5. Moreover, let c ∈ J(FG) be such that av = cv · b
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for each v ∈MF , so j(c) = cl(Ah). At each v ∈MF , we have
rG(av) = rag(cv)rG(b).
Since hv is tame, we know from Theorem 8.5 that
rG(av) = uvΘ
t
∗(fsv)
for some uv ∈ H(OFvG) and for sv := hv(σFv). Note that fsv = 1 if and only if
sv = 1, which occurs precisely when hv is unramified. This shows that fsv = 1
for almost all v ∈ MF and so f := (fsv) ∈ F. Letting c := (cv) ∈ J(FG) and
u := (uv) ∈ U(H(OFG)), we see that (8.3) holds.
Conversely, assume that (8.3) holds. Then, at each v ∈MF we have
rag(cv)rG(b) = uvΘ
t
∗(fv),
with fv = fsv say. This implies that hv is the homomorphism associated to
uvΘ
t
∗(fsv), which is tame by (6.3) and Proposition 8.4, whence h is tame. The
fact that hv(σFv) = sv for all v ∈MF follows from Theorem 8.6.
It remains to show that j(c) = cl(Ah). Again it follows from Theorem 8.6
that there exists av ∈ Fhv such that Ahv = OFvG · av and
rG(av) = uvΘ
t
∗(fsv).
This implies that rG(av) = rag(cv)rG(b), so there exists tv ∈ G such that
rG(av) = cvrG(b)t = rG(cvtv · b),
Since rG is bijective, the above is equivalent to
av = (cvtv) · b.
If t := (tv) ∈ J(FG), then Proposition 3.4 gives us cl(Ah) = j(ct) = j(c), as
desired. This completes the proof of the theorem. 
9. Approximation Theorems
Let F be a number field. Theorem 8.7 implies that for any c ∈ J(FG), we
have j(c) is tame A-realizable if and only if
(9.1) rag(c) ∈ η(H(FG))U(H(OFG))Θ
t
∗(F)
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It is not clear from the above that the tame A-realizable classes form a sub-
group of Cl(OFG) because F is only a set. Below we state two approximation
theorems from [7], which will allow us to replace F by J(Λ(FG)) in (9.1).
Definition 9.1. Let m be an ideal in OF . For each v ∈MF , let
Um(OF cv ) := (1 +mOF cv ) ∩ (OF cv )
×;
U ′m(Λ(OFvG)) := {gv ∈ Λ(OFvG)
× | gv(s) ∈ Um(OF cv ) for all s ∈ G, s 6= 1},
Furthermore, set
U ′m(Λ(OFG)) :=
( ∏
v∈MF
U ′m(Λ(OFvG))
)
∩ J(Λ(FG)).
The modified ray class group mod m of Λ(FG) is defined to be
Cl′m(Λ(FG)) :=
J(Λ(FG))
λ(Λ(FG)×)U ′m(Λ(OFG))
.
Definition 9.2. For g ∈ J(Λ(FG)) and s ∈ G, we define
gs :=
∏
v∈MF
gv(s) ∈
∏
v∈MF
(F cv )
×.
Moreover, choose a set S = SF of representatives of the ΩF -orbits of G(−1).
Theorem 9.3. Let g ∈ J(Λ(FG)) and T a finite subset of MF . Then, there
exists f ∈ F such that fv = 1 for all v ∈ T and
g ≡ f (mod λ(Λ(FG)×)U ′m(Λ(OFG)))
Moreover, the element f can be chosen such that fs 6= 1 for all s ∈ S\{1}.
Proof. See [7, Proposition 6.14]. 
Theorem 9.4. Let m be an ideal in OF divisible by |G| and exp(G)2. Then,
HomΩFv (AGˆ, Um(OF cv ) ⊂ H(OFvG) for all v ∈MF .
Proof. See [7, Theorem 2.14]. 
Corollary 9.5. Let m be an ideal in OF divisible by |G| and exp(G)
2. Then,
Θt∗(U
′
m(Λ(OFG)) ⊂ U(H(OFG)) for all v ∈MF .
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Proof. Let v ∈MF be given. By Theorem 9.4, it suffices to show that
(9.2) Θt∗(U
′
m(Λ(OFvG))) ⊂ HomΩFv (AGˆ, Um(OF cv ))
To that end, let gv ∈ U ′m(Λ(OFvG)). For any ψ ∈ AGˆ, we have
Θt∗(gv)(ψ) = gv
(∑
s∈G
〈ψ, s〉∗s
)
=
∏
s 6=1
gv(s)
〈ψ,s〉
∗
because 〈ψ, 1〉∗ = 0 by Definition 7.1. Moreover, since 〈ψ, s〉∗ ∈ Z by Propo-
sition 7.2 and gv(s) ∈ Um(OF cv ) by definition for each s 6= 1, it is clear that
Θt∗(gv)(ψ) ∈ Um(OF cv ). This proves (9.2), as desired. 
10. Proof of Theorem 1.3
Proof of Theorem 1.3 (a). Let ρ be the composite of the homomorphism rag
defined in Definition 6.3 followed by the natural quotient map
J(H(KG)) −→
J(H(KG))
η(H(KG))U(H(OKG))Θt∗(J(Λ(KG)))
.
We show that At(OKG) is a subgroup of Cl(OKG) by showing that
j−1(At(OKG)) = ker(ρ).
In other words, given c ∈ J(KG), we have j(c) ∈ At(OKG) if and only if
(10.1) rag(c) ∈ ∂(H(KG))U(H(OKG))Θ
t
∗(J(Λ(FG))).
The inclusion j−1(At(OKG)) ⊂ ker(ρ) follows from Theorem 8.7 and (6.2).
To prove the other inclusion, let c ∈ J(KG) be such that j(c) ∈ ker(ρ). Then
(10.2) rag(c) = η(rG(b))
−1uΘt∗(g)
for some rG(b) ∈ H(KG), u ∈ U(H(OKG)), and g ∈ J(Λ(KG)). Let m be an
ideal in OK divisible by |G| and exp(G)2. Then, we obtain from Theorem 9.3
an element f ∈ F such that
g ≡ f (mod λ(Λ(FG)×)U ′m(Λ(OFG)))
By Corollary 9.5, applying Θt∗ to the above yields
Θt∗(g) ≡ Θ
t
∗(f) (mod η(H(KG))U(H(OFG)))
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Hence, changing b and u in (10.2) if necessary, we may assume that g = f .
Letting h := hb, we see from Theorem 8.7 that h is tame and j(c) = cl(Ah).
This shows that j(c) ∈ At(OKG), which completes the proof of (10.1). 
Proof of Theorem 1.3 (b). Let c ∈ J(KG) be such that j(c) ∈ At(OKG).
Then (10.2) holds by (10.1). By the same argument following (10.2), we may
assume that g = f lies in F, in which case h := hb is tame and j(c) = cl(Ah).
By Theorem 9.3, we may in fact assume that
fv = 1 for all v ∈ T ;(10.3)
fs 6= 1 for all s ∈ S\{1},(10.4)
where T is a given finite set of primes in OK . Theorem 8.7 and (10.3) imply
that hv is unramified for all v ∈ T . Recall from Definition 9.2 that S a set of
representatives of the ΩK-orbits of G(−1), so (10.4) holds for all s ∈ G\{1}.
In particular, given any s ∈ G, there exists v ∈ MK such that fv = fFv,s,
whence hv(σFv) = s by Theorem 8.7. This shows that h is surjective, whence
Kh is a field. This completes the proof of the theorem. 
11. Decomposition of Local Homomorphisms
Let F be a finite extension of Qp. We give a generalization of Definition 8.1
which applies to arbitrary and not necessarily tame h ∈ Hom(ΩF , G). To that
end, let π = πF be the chosen uniformizer of F . Moreover, for each n ∈ Z≥0,
let Fpi,n denote the n-th Lubin-Tate division field of F corresponding to π.
Definition 11.1. Let h ∈ Hom(ΩF , G). We say that
h = hnrhtot, where hnr, htot ∈ Hom(ΩF , G)
is a factorization of h with respect to π if hnr is unramified and F h
tot
⊂ Fpi,n
for some n ∈ Z≥0. The level of such a decomposition is defined to be
ℓpi(h
nrhtot) := min{n ∈ Z≥0 | F
htot ⊂ Fpi,n}.
Remark 11.2. The factorization h = hnrhtot of a tame h ∈ Hom(ΩtF , G) given
in Definition 8.1 is a factorization with respect to −π. Moreover, note that
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a homomorphism h ∈ Hom(ΩF , G) has a factorization of level 0 if and only
if h is unramified, and a factorization of level 1 if and only if h is tame.
Proposition 11.3. Every h ∈ Hom(ΩF , G) has a factorization with respect
to π. If h is weakly ramified, then any such factorization has level at most 2.
Proof. Let F ab denote the maximal abelian extension and F nr the maximal
unramified extension of F contained in F c, respectively. Moreover, let Fpi be
the union of all of the Fpi,n for n ∈ Z≥0. Then, fom Local Class Field Theory,
we know that F ab = F nrFpi and F
nr∩Fpi = F . Set Ω
ab
F := Gal(F
ab/F ). Then,
there is a natural isomorphism
ΩabF ≃ Gal(F
nr/F )×Gal(Fpi/F ),
and we may view Gal(F nr/F ) and Gal(Fpi/F ) as subgroups of Ω
ab
F .
Now, since G is abelian, every h ∈ Hom(ΩF , G) may be viewed as a homo-
morphism ΩabF −→ G. Let h
nr and htot be the restrictions of h to Gal(F nr/F )
and Gal(Fpi/F ), respectively. It is then clear that h = h
nrhtot is a factoriza-
tion with respect to π.
Finally, if h is weakly ramified and h = hnrhtot is a factorization of h with
respect to π, then the fact that ℓpi(h
nrhtot) ≤ 2 follows from the proofs of [2,
Propostion 4.1 and Lemma 4.2]. 
12. Construction of Local Wild Generators
Let F be a finite extension of Qp. In this section, we will assume that F/Qp
is unramified and that p is odd. Moreover, we choose p to be the uniformizer
of F , and Fpi,n is defined as in Section 11. First we make an observation.
Proposition 12.1. Let L/F be a finite Galois extension of ramification index
p and DL/F its different ideal. Under the assumptions that F/Qp is unramified
and that p is odd, we have L/F is weakly ramified and vL(DL/F ) = 2(p− 1).
Proof. Let G(L/F )n denote the n-th ramification group of L/F . By hypoth-
esis, we have |G(L/F )0| = p. We also know that |G(L/F )1| 6= 1 since L/F is
wildly ramified, whence |G(L/F )1| = p also. Now, suppose on the contrary
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that |G(L/F )2| 6= 1. Then |G(L/F )2| = p and Proposition 1.1 implies that
vL(DL/F ) =
∞∑
n=0
(G(L/F )n − 1) ≥ 3(p− 1).
But we also know from [8, Chapter III Theorem 2.5] that
vL(DL/F ) ≤ p− 1 + vL(p),
where vL(p) = p since F/Qp is unramified and L/F has ramification index p.
But then 2p− 1 ≤ 3(p− 1), so p = 2 and this is a contradiction. This shows
that G(L/F )2 is trivial, which means that L/F is weakly ramified, and the
equality vL(DL/F ) = 2(p− 1) follows from Proposition 1.1. 
In this rest of this section, we prove Proposition 12.2 below, which is analo-
gous to Proposition 8.4. Recall from (7.1) that Λ(FG) := MapΩF (G(−1), F
c).
Proposition 12.2. Let h ∈ Hom(ΩF , G) be such that F h/F has ramification
index p and that F h ⊂ Fp,2. Under the assumptions that F/Qp is unramified
and that p is odd, there is a ∈ Fh such that Ah = OFG · a and
rG(a) = Θ
t
∗(g) for some g ∈ Λ(FG)
×.
Write L := F h and ζ = ζp,F for the chosen primitive p-root of unity in F
c.
Lemma 12.3. There exists x ∈ F (ζ) such that vL(ζ)(x
1/p − 1) = 1 and
L(ζ) = F (ζ, x1/p).
Proof. See [9, Section 3 and the discussion following Lemma 8]. The assump-
tions that F/Qp is unramified with p odd and L ⊂ Fp,2 are required. 
We summarize the set-up in the diagram below, where the numbers indicate
the degrees of the extensions.
F
F (ζ)
L
L(ζ) = F (ζ, x1/p)
vL(ζ)(x
1/p − 1) = 1
L := F h
p− 1
p
p− 1
p
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Definition 12.4. Let Fp := Z/pZ. For each i ∈ Fp, let c(i) ∈ {
1−p
2 , . . . ,
p−1
2 }
be the unique element which represents i, and if i ∈ F×p we write i
−1 for the
multiplicative inverse of i in F×p . For each i ∈ F
×
p , define
ωi ∈ Gal(L(ζ)/L); ωi(ζ) := ζ
c(i−1).
Moreover, define xi := ωi(x) and
x
1/p
i := ωi(x
1/p),
which is clearly a p-th root of xi. We will also write yi = x
1/p
i .
Consider the element
α :=
1
p

∑
k∈Fp
∏
i∈F×p
y
c(ik)
i

 = 1
p

1 + ∏
i∈F×p
y
c(i)
i + · · ·+
∏
i∈F×p
y
c(i(p−1))
i

 .
We will show that a ∈ Map(G,F c) defined by
(12.1) a(s) :=

ω(α) if s = h(ω) for ω ∈ ΩF0 otherwise
satisfies the conclusion of Proposition 12.2. The definition of α is motivated
by the definition of g in (12.3), the computation (12.4), and the formula (6.9).
Lemma 12.5. We have α ∈ L.
Proof. By definition, we have yi ∈ L(ζ) for all i ∈ F×p . So, clearly α ∈ L(ζ)
and we have α ∈ L if and only if α is fixed by the action of Gal(L(ζ)/L).
Now, a non-trivial element in Gal(L(ζ)/L) is equal to ωj for some j ∈ F
×
p .
Moreover, notice that c(i−1)c(j−1) = c((ji)−1) and hence ωj(yi) = yji for all
i ∈ F×p . Hence, for each k ∈ Fp we have
ωj

∏
i∈F×p
y
c(ik)
i

 = ∏
i∈F×p
y
c(ik)
ji =
∏
i∈F×p
y
c(i·j−1k)
i .
This implies that ωj permutes the summands
1,
∏
i∈F×p
y
c(i)
i , . . . ,
∏
i∈F×p
y
c(i(p−1))
i
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in the definition of α. This shows that ωj(α) = α and so α ∈ L. 
Next, we use a valuation argument to show that α ∈ AL/F .
Lemma 12.6. For all i ∈ F×p , we have vL(ζ)(yi) = 0 and
vL(ζ)(y
n
i − 1) ≥ 1 for all n ∈ Z.
Proof. Recall that x1/p− 1 is a uniformizer in L(ζ). For each i ∈ F×p , we have
yi − 1 = x
1/p
i − 1 = ωi(x
1/p − 1),
which show that vL(ζ)(yi − 1) = 1 and in particular vL(ζ)(yi) = 0.
Note that the second claim is obvious for n = 0. For n ∈ Z+, we have
vL(ζ)(y
n
i − 1) = vL(ζ)(yi − 1) + vL(ζ)(y
n−1
i + · · ·+ yi + 1) ≥ 1 + 0.
For n ∈ Z−, use the above to deduce that
vL(ζ)(y
n
i − 1) = vL(ζ)(y
n
i ) + vL(ζ)(1− y
−n
i ) ≥ 0 + 1.
This proves the lemma. 
Proposition 12.7. We have α ∈ AL/F .
Proof. Observe that L/F has ramification index p because it has degree p by
hypothesis and Fp,2/F is totally ramified. Then, by Proposition 12.1 we have
vL(AL/F) = 1− p.
On the other hand, observe that vL(p) = p because F/Qp is unramified, so
vL(α) = vL

∑
k∈Fp
∏
i∈F×p
y
c(ik)
i

− p
= vL

∑
k∈Fp

∏
i∈F×p
y
c(ik)
i − 1

+ p

− p
≥ min
{
vL

∑
k∈Fp

∏
i∈F×p
y
c(ik)
i − 1



 , p
}
− p.
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But identifying F×p with {1, 2 . . . , p− 1}, we see that for each k ∈ Fp we have
∏
i∈F×p
y
c(ik)
i − 1 =
p−2∑
i=1
((
p−1∏
l=i+1
y
c(lk)
l
)
(y
c(ik)
i − 1)
)
+ (y
c((p−1)k)
p−1 − 1).
It then follows from Lemma ?? that
vL(ζ)

∏
i∈F×p
y
c(ik)
i − 1

 ≥ 1,
and in particular, we have
vL

∑
k∈Fp

∏
i∈F×p
y
c(ik)
i − 1



 ≥ 1.
This shows that vL(α) ≥ 1− p, whence α ∈ AL/F , as claimed. 
Next, we compute the Galois conjugates of α in L/F . Observe that there
is a canonical isomorphism
Gal(L(ζ)/F ) ≃ Gal(L/F )×Gal(F (ζ)/F ),
which restricts to an isomorphism
(12.2) Gal(L(ζ)/F (ζ)) ≃ Gal(L/F ).
Let τ ∈ Gal(L/F ) be the generator which is identified with
τ˜ ∈ Gal(L(ζ)/F (ζ)); τ˜(x1/p) := ζ−1x1/p
via (12.2). So, the elements τ and τ˜ are equal when restricted to L.
Proposition 12.8. For all j, k ∈ Fp, we have
τ˜ c(j)

∏
i∈F×p
y
c(ik)
i

 = ζc(jk) · ∏
i∈F×p
y
c(ik)
i .
In particular, this implies that for all j ∈ Fp we have
τ c(j)(a) =
1
p
∑
k∈Fp

ζc(jk) ∏
i∈F×p
y
c(ik)
i

 .
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Proof. Let j, k ∈ Fp. Since Gal(L(ζ)/F ) is abelian, for any i ∈ F
×
p we have
τ˜ c(j)(yi) = (τ˜
c(j) ◦ ωi)(x
1/p)
= (ωi ◦ τ˜
c(j))(x1/p)
= ωi(ζ
c(−1)c(j)x1/p)
= ζc(i
−1)c(−1)c(j)yi.
Since c(i−1)c(−1)c(j)c(ik) ≡ −c(jk) (mod p), we deduce that
τ˜ c(j)

∏
i∈F×p
y
c(ik)
i

 = ∏
i∈F×p
ζc(i
−1)c(−1)c(j)c(ik)y
c(ik)
i
= ζ−c(jk)(p−1)
∏
i∈F×p
y
c(ik)
i
= ζc(jk)
∏
i∈F×p
y
c(ik)
i .
This proves the first claim, and the second follows directly from the first. 
Proof of Propostion 12.2. Let a ∈ Map(G,F c) be as in (12.1). Since L = F h,
clearly a ∈ Fh. In fact, we have a ∈ Ah because α ∈ AL/F by Proposition 12.7.
Recall that h induces an isomorphism Gal(L/F ) ≃ h(ΩF ). Let ωτ ∈ ΩF be
a lift of τ and t := h(ωτ ). Then h(ΩF ) = 〈t〉 and has order p. Define
(12.3) g ∈ Λ(FG)×; g(s) :=

xi if s = t
c(i) for i ∈ F×p
1 otherwise.
First we verify that g indeed preserves ΩF -action. It will be helpful to recall
Definition 7.3. So let ω ∈ ΩF and s ∈ G(−1). If s 6= t
c(i) for all i ∈ F×p , then
the same is true for ω · s because 〈ω · s〉 = 〈s〉. In this case, we have
g(ω · s) = 1 = ω(1) = ω(g(s)).
If s = tc(i) for some i ∈ F×p , then s has order p. Since xi ∈ F (ζ), it is enough
to consider ω|F (ζ). If ω|F (ζ) = idF (ζ), then ω fixes both xi and the elements of
order dividing p in G, so
g(ω · s) = g(s) = ω(g(s)).
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If ω|F (ζ) 6= idF (ζ), then ω|F (ζ) = ωj|F (ζ) for some j ∈ F
×
p . Since ω
−1
j (ζ) = ζ
c(j)
by definition and |t| = p, we see that
ω · tc(i) = tc(i)κ(ω
−1) = tc(i)c(j) = tc(ji).
Using the identify ωjωi = ωji, we deduce that
g(ω · tc(i)) = g(tc(ji))
= xji
= ωj(xi)
= ω(g(tc(i))).
This proves that g preserves ΩF -action.
Next we check that Θt∗(g) = rG(a). Given χ ∈ GˆF , let k ∈ Fp be such that
χ(t) = ζc(k). Then, we have 〈χ, tc(i)〉∗ = c(ik)/p by Definitions 7.1 and 12.4.
On one hand, we have
Θt∗(g)(χ) =
∏
s∈G
g(s)〈χ,s〉∗(12.4)
=
∏
i∈F×p
x
〈χ,tc(i)〉∗
i
=
∏
i∈F×p
y
c(ik)
i .
On the other hand, by (12.1) and Proposition 12.8, we have that
rG(a)(χ) =
∑
s∈G
a(s)χ(s)−1
=
∑
j∈Fp
τ c(j)(α)χ(tc(j))−1
=
1
p
∑
j∈Fp
∑
l∈Fp

ζc(jl) ∏
i∈F×p
y
c(il)
i

 ζ−c(jk)
=
1
p
∑
l∈Fp

∏
i∈F×p
y
c(il)
i
∑
j∈Fp
ζc(jl)−c(jk)

 .
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But c(jl)− c(jk) ≡ c(j(l − k)) (mod p) and
∑
j∈Fp
ζc(j(l−k)) =

p if l − k = 00 otherwise.
It follows that
rG(a)(χ) =
∏
i∈F×p
y
c(ik)
i
also. We conclude from the identification (6.10) that rG(a) = Θ
t
∗(g).
Finally, since rG(a) = Θ
t
∗(g), it follows from Proposition 7.5 that
rG(a)rG(a)
[−1] = 1.
Since a ∈ Ah, we deduce from Corollary 2.9 that Ah = OFG · a. This proves
that a satisfies all of the properties claimed in Proposition 12.2. 
13. Decomposition of Local Wild Resolvends I
Let F be a finite extension of Qp. Theorem 13.1 below is analogous to Theo-
rem 8.5, except now we consider a wildly and weakly ramified homomorphism
instead of a tame one.
Theorem 13.1. Let h ∈ Hom(ΩF , G) be weakly ramified such that F h/F has
ramification index p. Assume in addition that F/Qp is unramified and that p
is odd. If Ah = OFG · a, then
rG(a) = uΘ
t
∗(g)
for some u ∈ H(OFG) and g ∈ Λ(FG)×.
Proof. Since F/Qp is unramified, we may choose p to be a uniformizer of F .
From Proposition 11.3, there exists a factorization h = hnrhtot of h such that
F h
tot
⊂ Fp,2. Moreover, by Lemma 4.3, the ramification index of F h
tot
/F is
equal to that of F h/F , which is p by hypothesis.
On one hand, since p is odd, the remarks above and Proposition 12.2 imply
that there is an element atot ∈ Fhtot such that Ahtot = OFG · atot and
rG(atot) = Θ
t
∗(g) for some g ∈ Λ(FG)
×.
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On the other hand, by Corollary 2.10 and (6.5), there exists anr ∈ Fhnr such
that Ohnr = OFG · anr and
rG(anr) = u
′ for some u′ ∈ H(OFG)
Proposition 4.4 then yields an element a′ ∈ Fh such that Ah = OFG · a′ and
rG(a
′) = rG(anr)rG(atot).
Since Ah = OFG · a also, we have a = γ · a
′ for some γ ∈ (OFG)
×. So
rG(a) = rag(γ)rG(a
′) = (rag(γ)u′)Θt∗(g),
where u := rag(γ)u′ ∈ H(OFG) and this proves the claim. 
14. Proof of Theorem 1.4
Proof of Theorems 1.4. Let h ∈ Hom(ΩK, G) be weakly ramified and V the
set of primes in OK for which are hv is wildly ramified. Assume in addition
that conditions (i) and (ii) hold for all v ∈ V .
Let Kh = KG · b and Ahv = OKvG · av for v ∈MK as in Remark 3.5. Then,
we have j(c) = cl(Ah), where c ∈ J(KG) satisfies av = cv ·b for each v ∈MK.
In particular, we jave
rag(cv) = rG(b)
−1rG(av) for v ∈MK.
Then, by (10.1) and (6.2), it suffices to show that for all v ∈MK we have
(14.1) rG(av) ∈ H(OKvG)Θ
t
∗(Λ(KvG)
×).
For v /∈ V , the above holds by Theorem 8.5. For v ∈ V , let p be the rational
prime below it. Notice that p must be odd since G has odd order. Moreover,
condition (ii) implies that the ramification index of (Kv)
hv/Kv is equal to p.
Since Kv/Qp is unramified by condition (i), we see from Theorem 13.1 that
(14.1) holds. Hence, indeed cl(Ah) ∈ At(OKG). 
15. Valuation of Local Wild Resolvents
Let F be a finite extension of Qp. In this section, we write ζ = ζp,F for the
chosen primitive p-th root of unity in F c. Moreover, we assume that ζ /∈ F .
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Definition 15.1. Let a ∈ Map(G,F c) and χ ∈ GˆF . Define
(a | χ) := rG(a)(χ),
called the resolvent of a at χ.
In the remaining of this section, we prove Proposition 15.2 below.
Proposition 15.2. Let h ∈ Hom(ΩF , G) be wildly and weakly ramified. Un-
der the assumption that ζ /∈ F , if Ah = OFG · a, then
(a | χ) ∈ O×F c for all χ ∈ GˆF .
Lemma 15.3. Let L/F be a finite Galois extension and denote by G(L/F )n
the n-th ramification group of L/F .
(a) The quotients G(L/F )n/G(L/F )n+1 are elementary p-abelian for n ≥ 1.
(b) If L/F is a wildly and weakly ramified abelian extension, then its ramifi-
cation index is equal to pr for some r ∈ Z+ and G(L/F )0 ≃ (Z/pZ)
r.
Proof. For (a), see [10, Chapter IV Proposition 7 Corollary 3], for example.
For (b), observe that if L/F is weakly ramified, then (a) implies that
G(L/F )1 ≃ G(L/F )1/G(L/F )2 ≃ (Z/pZ)
r for some r ∈ Z+.
If L/F is abelian and wildly ramified in addition, then Lemma 4.2 (c) implies
that G(L/F )0 = G(L/F )1, from which the claims follow. 
Proof of Proposition 15.2. Since F/Qp is unramified, we may choose p to be a
uniformizer of F . By Proposition 11.3, there exists a factorization h = hnrhtot
of h such that F h
tot
⊂ Fp,2. Notice that h
tot = (hnr)−1h. Since h is wildly and
weakly ramified, it follows from Lemma 4.3 that the same is true for htot.
Consider F h
tot
/F , which is totally, wildly, and weakly ramified. Lemma 15.3
(b) then implies that htot(ΩF ), which is isomorphic to Gal(F
htot/F ), has ex-
ponent p. Let α ∈ F h be such that AFh/F = OFGal(F
h/F ) ·α. It is not hard
to see that atot ∈ Map(G,F c) given by
atot(s) :=

ω(α) if s = h
tot(ω) for ω ∈ ΩF
0 otherwise
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is an element in Fhtot and that Ahtot = OFG · atot.
Now, by Corollary 2.10, there is anr ∈ Fhnr such that Ohnr = OFG · anr and
rG(anr) = u for some u ∈ (OF cG)
×.
From Proposition 4.4, we obtain a′ ∈ Fh such that Ah = OFG · a
′ and
rG(a
′) = rG(anr)rG(atot).
Since Ah = OFG · a also, we have a = γ · a′ for some γ ∈ (OFG)×. So
(a | χ) = γ(χ)(anr | χ)(atot | χ) for all χ ∈ GˆF .
Given any χ ∈ GˆF , it is clear that γ(χ), (anr | χ) ∈ O
×
F c, Hence, it remains to
show that (atot | χ) ∈ O
×
F c for all χ ∈ GˆF also.
To that end, recall that Ahtot = OFG · atot. Hence, we have
rG(atot)rG(atot)
[−1] ∈ (OFG)
×
from Corollary 2.9. In particular, this implies that
(15.1) (atot | χ)(atot | χ
−1) ∈ O×F c for all χ ∈ Gˆ.
Moreover, we have [F (ζ) : F ] = p− 1 because ζ /∈ F . Since [F h
tot
: F ] equals
a power of p, we have a natural isomorphism
Gal(F h
tot
(ζ)/F ) ≃ Gal(F (ζ)/F )×Gal(F h
tot
/F ).
Let ω ∈ ΩF be a lift of the element
(ζ 7→ ζ−1)× idFhtot .
Notice that atot(s) ∈ F
htot and so is fixed by ω for all s ∈ G. Moreover, since
atot(s) = 0 for all s /∈ htot(ΩF ) and elements in htot(ΩF ) have order p, we have
(atot | χ
−1) = ω(atot | χ) for all χ ∈ GˆF .
Hence, given any χ ∈ Gˆ we have
vFhtot(ζ)((atot | χ
−1)) = vFhtot(ζ)((atot | χ)).
This together with (15.1) shows that (atot | χ) ∈ O
×
F c, as desired. 
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16. Decomposition of Local Wild Resolvends II
Let F be a finite extension of Qp and M(FG) the maximal OF -order con-
tained in FG. Theorem 16.1 below is analogous to Theorem 13.1, except now
there is no restriction on the ramification index.
Theorem 16.1. Let h ∈ Hom(ΩF , G) be wildly and weakly ramified. Assume
in addition that F/Qp is unramified and that p is odd. If Ah = OFG · a, then
rG(a) = rag(γ)uΘ
t
∗(g)
for some γ ∈M(FG)×, u ∈ H(OFG), and g ∈ Λ(FG)×.
Proof. As in the proof of Proposition 15.2, there is a factorization h = hnrhtot
of h such that F h
tot
⊂ Fp,2, and we know that h
tot(ΩF ) has exponent p. So
htot(ΩF ) ≃ H1 ×H2 × · · ·Hr
for subgroups H1, H2, . . . , Hr each of order p. For each i = 1, 2, . . . , r, define
hi ∈ Hom(ΩF , G); hi(ω) := pii(h
tot(ω)),
where pii : h
tot(ΩF ) −→ Hi denotes the natural projection map. Clearly
htot = h1h2 · · ·hr.
Moreover, observe that for each i = 1, 2, . . . , r, we have
F hi ⊂ F h
tot
⊂ Fp,2.
The extension F hi/F has ramification index p since it is totally ramified and
[F hi : F ] = |hi(ΩF )| = p.
Since F/Qp is unramified and p is odd, by Proposition 12.2 there is ai ∈ Fhi
such that Ahi = OFG · ai and
rG(ai) = Θ
t
∗(gi) for some gi ∈ Λ(FG)
×.
On the other hand, by Corollary 2.10 and (6.3), there exists anr ∈ Fhnr such
that Ohnr = OFG · anr and
rG(anr) = u for some u ∈ H(OFG).
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Now, let a′ ∈ Map(G,F c) be such that
rG(a
′) = rG(anr)rG(a1) · · · rG(ar).
From (2.1) and Proposition 2.6, we know that a′ ∈ Fh and that Fh = FG · a′.
Since Fh = FG · a also, we have a = γ · a′ for some γ ∈ (FG)×. So
rG(a) = rag(γ)rG(a
′) = rag(γ)uΘt∗(g),
where g := g1g2 · · · gr ∈ Λ(FG)
×. It remains to show that γ ∈M(FG)×.
To that end, observe that
M(FG)× = Map(GˆF ,O
×
F )
via identification (6.5). Moreover, given any χ ∈ GˆF , we have
(a | χ) = γ(χ)(anr | χ)(a1 | χ) · · · (ar | χ),
where clearly (anr | χ) ∈ O
×
F c. Since F is unramified over Qp and so does not
contain any primitive p-roots of unity, Proposition 15.2 implies that
(a | χ), (a1 | χ), . . . , (ar | χ) ∈ O
×
F c
also. This shows that γ(χ) ∈ O×F and so indeed γ ∈M(FG)
×, as desired. 
Remark 16.2. The element a ∈ Fh will not be a generator of Ah over OFG in
general because h1, h2, . . . , hr are all ramified. For example, Proposition 4.4
does not apply here. This is why the assumption that F h/F has ramification
index p is needed in Theorem 13.1.
17. Proof of Theorem 1.5
Proof of Theorems 1.5. Let h ∈ Hom(ΩK, G) be weakly ramified and V the
set of primes in OK for which are hv is wildly ramified. Assume in addition
that v is unramified over Q for all v ∈ V .
Let Kh = KG · b and Ahv = OKvG · av for v ∈MK as in Remark 3.5. Then,
we have j(c) = cl(Ah), where c ∈ J(KG) satisfies av = cv ·b for each v ∈MK.
Moreover, by Theorem 3.3 we have
ker(Ψ) =
∂(KG)×U(M(KG))
∂(KG)×U(OFG)
.
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Hence, to show that Ψ(cl(Ah)) ∈ Ψ(At(OKG)), it suffices to show that there
exists γ ∈ U(M(KG)) such that j(c)j(γ) ∈ At(OKG). Since
rag(cv) = rG(b)
−1rG(av) for v ∈MK,
by (10.1) and (6.2), it is enough to show that for all v ∈MK , we have
(17.1) rG(av) ∈ rag(M(KvG)
×)H(OKvG)Θ
t
∗(Λ(KvG)
×),
whereM(KvG) is the maximalOKv-order inKvG. For v /∈ V , the above holds
by Theorem 8.5. For v ∈ V , let p be the rational prime below it, which must
be odd since G has odd order. Moreover, since Kv/Qp is unramified, Theo-
rem 16.1 implies that (17.1) holds. So, indeed Ψ(cl(Ah)) ∈ Ψ(At(OKG)). 
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