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Ubertragen von Information zwischen zwei Kommunika-
tionspartnern, wobei mindestens einer der beiden Kommunikationspartner nicht ortsfest,
sondern mobil in einem geographischen Gebiet, dem Versorgungsgebiet, ist [Ste92]. Die
Kommunikationspartner werden auch Teilnehmer genannt. Technische Einrichtungen, die
Mobilkommunikation erm

oglichen, heien Mobilkommunikationssysteme [Web99]. Ziel der






at mindestens eines der Kommu-
nikationspartner innerhalb des Versorgungsgebietes zu gew

ahrleisten. Zu diesem Zweck be-
dienen sich alle heute bekannten Mobilkommunikationssysteme elektromagnetischer Wel-
len im Frequenzbereich einiger hundert Megahertz bis weniger Gigahertz zum

Ubertragen
von Information [Web99]. Da die zur Kommunikation eingesetzten elektromagnetischen
Wellen auch Funkwellen genannt werden [Web99], heien solche Mobilkommunikations-
systeme auch Mobilfunksysteme. Das

Ubertragen von Information erfolgt bei Mobilfunk-
systemen durch

Ubertragen von informationstragenden Daten, die den verwendeten Funk-
wellen aufgepr

agt werden. Das von den mobilen Teilnehmern verwendete Endger

at, das
die Kommunikation mit Funkwellen erm

oglicht, wird als Mobilstation (MS) bezeichnet.
Der bereits oben erw

ahnte Frequenzbereich der zum Mobilfunk eingesetzten Funkwel-
len ist eine

auerst knappe, begrenzte Resource, die eÆzient genutzt werden sollte
[Ste96, DB96]. EÆzientes Nutzen bedeutet hier, da m

oglichst viele Teilnehmer gleich-
zeitig untereinander Informationen austauschen k

onnen, wobei das Mobilfunksystem zu
diesem Zweck wiederum ein Minimum des f





Bei konventionellen terrestrischen Mobilfunksystemen wird das Versorgungsgebiet des
Mobilfunksystems 

achendeckend in einzelne Teilgebiete unterteilt, die Zellen genannt
werden. In jeder Zelle ist ein ortsfestes Transitsystem, die Basisstation (BS) vorhanden.
Jede Mobilstation ist mindestens einer,

ublicherweise jedoch genau einer Zelle zugeord-
net und kommuniziert mit der dieser Zelle zugeh

origen Basisstation, um Informationen
zu

ubertragen [Lee90]. Da die Kommunikation zwischen Basisstation und Mobilstati-
on

uber Funkwellen erfolgt, wird diese

Ubertragungsstrecke auch Funkschnittstelle oder
Luftschnittstelle genannt. Ausgehend von der Basisstation wird die Kommunikation in
der Regel

uber weitere Transitsysteme bis zum eigentlichen Kommunikationspartner wei-
tervermittelt [EF86, Web99]. In Mobilfunksystemen wird eine Duplex

ubertragung rea-
lisiert [Lee90]. Dabei wird die

Ubertragung von der Mobilstation zur Basisstation als
Aufw

artsstrecke (engl. uplink, UL) bezeichnet, wohingegen die entgegengesetzt gerichtete
2 Kapitel 1: Einleitung

Ubertragung von der Basisstation zur Mobilstation als Abw

artsstrecke (engl. downlink,
DL) bezeichnet wird, siehe Bild 1.1.
Schon allein aus Kostengr

unden ist es notwendig, da eine Basisstation gleichzeitig Verbin-
dungen zu mehreren Mobilstationen aufrechterhalten kann [Web99]. Ansonsten w

are zur
Versorgung einer geforderten Anzahl von Teilnehmern innerhalb des Versorgungsgebietes
eine Vielzahl von kleinen Zellen und damit eine Vielzahl von teuren Basisstationen n

otig.
Des weiteren ist der Frequenzbereich, der f

ur die Kommunikation zwischen Basisstationen
und Mobilstationen eines Mobilfunksystems zu Verf

ugung steht, sehr knapp und kostbar,
was z.B. in Deutschland eindrucksvoll bei der Versteigerung der Lizenzen f

ur die Nut-
zung der Frequenzspektrumsressourcen des UMTS-Mobilfunksystems demonstriert wurde
[ntz00a, ntz00b]. Daher ist es unerl

alich, da eine Basisstation gleichzeitig mit mehreren
Mobilstationen im selben Frequenzbereich kommuniziert | f

ur die Kommunikation mit
mehreren Mobilstationen also Funkwellen des gleichen Frequenzbereichs einsetzt. Mehre-





anger in der Aufw

artsstrecke, d.h. der Empf

anger einer Basisstation, oder ein
Empf

anger in der Abw

artsstrecke, d.h. der Empf

anger einer Mobilstation, die f

ur einen
Teilnehmer datentragenden Funkwellen empfangen, so sind folglich diesem Nutzsignal ne-
ben systemfremden St

orsignalen, die auch als Rauschen bezeichnet werden, des weiteren
Interferenzsignale, d.h. die Daten anderer Teilnehmer tragende Funkwellen

uberlagert.
Der Begri der Interferenz wird hier in einem allgemeineren Sinn als in der Physik

ublich







ahrend man im Mobilfunk unter Interferenz allgemein die

Uberlagerung belie-
biger deterministischer Signale versteht. Betrachtet man die durch einen Empf

anger emp-
fangenen, ein Datum eines ausgew

ahlten Teilnehmers, des Referenzteilnehmers, tragenden
Funkwellen, so lassen sich grunds

atzlich zwei Arten von Interferenzsignalen beobachten.
Beide Arten unterscheiden sich im Ursprung des jeweiligen Interferenzsignals, d.h. es ist





ur den Referenzteilnehmer bestimmte Daten oder
 f






uhren ist. Interferenzsignale der ersten Art werden als Intersymbol-
Interferenz (engl. intersymbol interference, ISI), solche der zweiten Art als Vielfachzugris-
Interferenz (engl. multiple access interference, MAI) bezeichnet. Aufgrund der Tatsache,
da der Referenzteilnehmer

ublicherweise genau einer Zelle, die im folgenden als Refe-
renzzelle bezeichnet wird, zugeordnet ist, l

at sich die Vielfachzugris-Interferenz des
weiteren klassizieren. Man unterscheidet zwischen solcher Vielfachzugris-Interferenz,




ur ebenfalls der Referenzzelle zugeordnete Teilnehmer
bestimmt sind, die Intrazell-Vielfachzugris-Interferenz, und solche Vielfachzugris-
Interferenz,




ur nicht der Referenzzelle zugeordnete Teilnehmer
bestimmt sind, die Interzell-Vielfachzugris-Interferenz.














ubertragung in einer mehrere Mobilstationen (MSen) und eine Basissta-







4 Kapitel 1: Einleitung
Systemfremde St

orsignale wie z.B. thermisches Rauschen oder empfangene Signale an-
derer Funksysteme sind nur bei begrenzten Sendeleistungen der Sender des Mobilfunk-
systems ein Problem. Zumindest theoretisch ist es jedoch m

oglich die Sendeleistungen
aller Sender des Mobilfunksystems so hoch zu w

ahlen, da der Beitrag der system-
fremden St

orsignale zum Empfangssignal jedes Empf

angers des Mobilfunksystems ver-
nachl

assigbar ist. Die Kommunikation zwischen Basisstationen und Mobilstationen, so-
wohl in der Aufw

artsstrecke als auch in der Abw

artsstrecke, ist dann ausschlielich durch
die auftretende Interferenz beeintr

achtigt. Das Mobilfunksystem wird in diesem Fall als





ahigkeit eines Mobilfunksystems ist die sch

adliche Wir-
kung oder kurz die Sch

adlichkeit der auftretenden Interferenzsignale. Einerseits ist die
Sch

adlichkeit eines Interferenzsignals durch dessen Leistung bestimmt, denn Interferenz-







assigt werden. Andererseits ist dar






adlichkeit eines Interferenzsignals auch dessen Struktur von Bedeutung, denn unter-




Ahnlichkeit mit dem jeweils
interessierenden Nutzsignal durchaus stark unterschiedliche Sch

adlichkeit im Hinblick auf
die erreichbare Leistungsf

ahigkeit des Mobilfunksystems haben. Technisch gesehen h

angt
der Grad der Sch

adlichkeit eines Interferenzsignals von dem KreuzkorrelationskoeÆzi-
enten [Rup93] zwischen Nutzsignal und Interferenzsignal ab. Je gr

oer der Betrag des
KreuzkorrelationskoeÆzienten, desto sch





In zellularen Mobilfunksystemen sind im allgemeinen die Distanzen zwischen den einer
Zelle zugeordneten Mobilstationen und der zellzugeh

origen Basisstation deutlich kleiner
als die Distanzen zwischen diesen Mobilstationen und allen anderen Basisstationen. Auf-








adlicher als die Interzell-Vielfachzugris-Interferenz [Lee90]. Daher sollen
sich die Ausf

uhrungen in dieser Arbeit ausschlielich auf die Intrazell-Vielfachzugris-
Interferenz beschr

anken. Interzell-Vielfachzugris-Interferenz wird als Beitrag zum Rau-
schen interpretiert. Zur Vereinfachung wird im folgenden, wenn nichts anderes vermerkt
ist, Vielfachzugris-Interferenz als Synonym f

ur Intrazell-Vielfachzugris-Interferenz ver-
wendet. Mit den oben gemachten Annahmen kann die Analyse des zellularen Mobilfunk-




adliche Wirkung der Vielfachzugris-Interferenz innerhalb der Referenz-
zelle, d.h. die sch

adliche Wirkung der Intrazell-Vielfachzugris-Interferenz, zu redu-




a eines gewissen Verhaltenscodexes erfolgen. Solche Verhal-
tenscodizes heien Vielfachzugrisverfahren. Bekannte elementare Vielfachzugrisverfah-
ren sind Frequenzmultiplex (engl. frequency division multiple access, FDMA), Zeitmulti-
1.1 Problem der Interferenz in zellularen Mobilfunksystemen 5
plex (engl. time division multiple access, TDMA) und Codemultiplex (engl. code division
multiple access, CDMA) [MG62, Cal88, Ste92, SOSL88, LL86, BJK91, MR00, Meu00].




Ubertragung in einer Zelle zur
Verf






unterteilt [SOSL88, LL86, BJK91]. Jeder einer Zelle zugeh

orige Teilnehmer nutzt ge-
nau eines dieser Teilfrequenzb

ander exklusiv zur Kommunikation mit der Basisstation, so










age durch Filter separieren, wodurch






In Mobilfunksystemen, die Zeitmultiplex verwenden, wird jedem Teilnehmer einer Zelle
innerhalb eines periodisch wiederholten Zeitrahmens ein Zeitintervall zugeteilt, in dem er




Ubertragung in einer Zelle zur Verf

ugung stehende
Frequenzband hat [Na95, Wal98, Goo91, MP92, EV97]. Durch die exklusive Nutzung
des











uckgehen, und damit die Vielfachzugris-Interferenz verhin-
dert.





in einer Zelle verf

ugbare Frequenzband als auch die gesamte Zeit zur Verf

ugung
[Gib99, Ste92, DB96, Goi98]. Allgemein werden beim Codemultiplex Signale unterschied-
licher Feinstruktur zum

Ubertragen der Daten verschiedener Teilnehmer eingesetzt. Da-
bei ist es entscheidend, da die Feinstruktur der Empfangssignalbeitr

age, die aus den





kanal entstehen, verschieden sind. Empf

angerseitig ist es dann aufgrund der charakteri-
stischen Signalfeinstrukturen m








aherungsweise zu separieren. Besonders einfach ge-
lingt diese Aufgabe dann, wenn die Empfangssignalbeitr

age verschiedener Teilnehmer
orthogonal sind [Dix84]. In diesem Fall kann eine perfekte Separation durch signalange-
pate Filterung [Tur60, Tur80, Goi98, PG58] oder Korrelation [L

uk92, Goi98] erfolgen.
Im allgemeinen werden beim Codemultiplex pseudozuf








uber den Mobilfunkkanal nicht mehr perfekt
orthogonal sind. Verfahren, die, zumindest n

aherungsweise, das Separieren der Empfangs-
signalbeitr

age auch in diesem Fall zulassen, wurden in den vergangenen Jahren inten-
siv studiert [Sch79, Sch80, Ver86a, Ver88, LV89, VA89, KIHP90a, LV90, VA90, XSR90,
VA91, AF92, DH92, BFKM93, DH93, Ver93, ASF94, KKKB94, PF94a, RV94a, WDH94,
YR94, DH95, TAS95, Kle96, KKKB96, ARS97, Ver98, ZB98, ARAS99, Kar99, HMC99b,
BNK00, Poo00, TR00, Jar01, JD01, WM01, WOWB02, WM02] und sind zentrales Thema
der vorliegenden Arbeit.
In heutigen Mobilfunksystemen wird mindestens eines der elementaren Vielfachzugris-
verfahren [Huf79, You79, Kam84, Kam85, HS87], meist jedoch eine Kombination mehrerer
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dieser Vielfachzugrisverfahren eingesetzt [MP92, SG91, Pad94, HKK
+
00]. Solche Kom-
binationen werden hybride Vielfachzugrisverfahren genannt [Bai96, BJK96, BM02].
In den letzten 10 Jahren erfolgten rege Aktivit

aten mit dem Ziel, einen Standard f

ur
Mobilfunksysteme der dritten Generation zu schaen. Die Koordination aller Vorschl

age
wurde dabei weltweit von der International Telecommunications Union (ITU) unter dem
Begri IMT2000 (engl. International Mobile Telecommunications After The Year 2000)
und in Europa vom European Telecommunications Standard Institute (ETSI) unter dem





ahrigen Findungsprozesses steht heute fest, da praktisch alle rele-
vanten Konzepte f

ur die terrestrische Luftschnittstelle von Mobilfunksystemen der dritten
Generation als Vielfachzugrisverfahren CDMA oder ein auf CDMA aufbauendes hybri-
des Vielfachzugrisverfahren verwenden [OP98, BW98a, BW98b, HT00, AS97, CMO99,
DGNS98, FST
+
96, KKLN98]. Daher soll in der vorliegenden Arbeit ausschlielich auf
die heute besonders interessierenden Mobilfunksysteme mit Codemultiplex eingegangen
werden. Solche Mobilfunksysteme werden im folgenden als CDMA{Mobilfunksysteme be-
zeichnet.
1.2 Gemeinsame Empfangssignalverarbeitung zur
Reduktion der sch

adlichen Wirkung von Inter-
ferenz












anger der Mobilstation in der Abw

artsstrecke bzw. den Empf

anger der Basissta-











atzungen der Daten zu gewinnen, die f

ur den jeweiligen Teilnehmer

ubertragen werden.
Bei der zu l






atzproblem, das in der Literatur mit den Begrien Datensch

atzproblem [Ver98]
oder Datendetektionsproblem [Ver98, Kle96] bezeichnet wird.
Gem






atzproblems insbesondere dadurch erschwert, da den empfangenen datentragen-
den Funkwellen nicht nur Rauschen, sondern auch sch

adliche Interferenzsignale, d.h.

















atzung jedes einzelnen Datums separat und unabh

angig von anderen Daten zu ermit-

















die Statistik des Rauschens einer Gauverteilung | und dies ist f

ur typische Szenarien im
Mobilfunk zumindest n

aherungsweise der Fall [Lee90] |, so ist die dazu durchzuf

uhrende




Empfangssignalverarbeitung besonders einfach und kann beispielsweise durch signalan-
gepates Filtern mit anschlieendem Entscheiden erfolgen [Tur60], siehe auch Abschnitt
2.2.2.

Ublicherweise lassen sich die sch












 Man kann die von den Sendern abgestrahlten Sendesignale derart generieren, da
das an jedem Empf













gnale beinhaltet. Wenn es so gelingt, die sch

adliche Interferenz von vornherein zu
vermeiden, dann reduziert sich das Datensch






adlicher Interferenz und kann optimal auf oben
dargestellte Weise gel

ost werden. Da man beim Erzeugen des Sendesignals f

ur einen
Teilnehmer auch alle anderen Teilnehmer, bei denen Interferenzsignale verursacht
werden, ber

ucksichtigen mu, nennt man solche Verfahren auch Verfahren zur ge-
meinsamen Sendesignalerzeugung. Solche Verfahren sind noch relativ neu und wer-
den derzeit noch in keinem dem Autor bekannten kommerziellen Mobilfunksystem
angewandt. Erste Ver

oentlichungen zu Verfahren zur gemeinsamen Sendesigna-





00, BMWT00, MPWB00, TWMB01, WR01, JU00, VM98, NB01,
MTJ02, LMTB01].
 Man kann an jedem Empf

anger unter Ausnutzen der Signalstruktur des jeweiligen
Empfangssignals die sch

adliche Wirkung der Interferenz durch geschickte Empfangs-
signalverarbeitung reduzieren oder sogar eliminieren. In einer solchen Empfangssi-
gnalverarbeitung m








uckgehen, auch solche Empfangssignalanteile
ber

ucksichtigt werden, die auf Teilnehmer zur

uckgehen, deren Interferenzen hin-
sichtlich ihrer sch

adlichen Wirkung reduziert werden sollen. Deshalb heien solche
Verfahren auch Verfahren zur gemeinsamen Empfangssignalverarbeitung.
Kombinierte Ans

atze, die die Grundideen beider prinzipieller Ans

atze verbinden, sind





atze sind jedoch ebenso wie die Verfahren zur gemeinsamen Sendesignalerzeugung
noch relativ neu und wenig untersucht.
Thema der vorliegenden Arbeit sind ausschlielich Verfahren zur gemeinsamen Empfangs-
signalverarbeitung. Ein Hauptproblem beim gemeinsamen Verarbeiten der Empfangssi-
gnale besteht darin, da ein durch Empfangssignalverarbeitungsverfahren geleistetes Re-
duzieren von Interferenz hinsichtlich ihrer sch















orsignale sind dabei systemfremde St

orsignale, d.h. das in Unterkapi-
tel 1.1 eingef

uhrte Rauschen, und nicht in die gemeinsame Empfangssignalverarbeitung
einbezogene Interferenzsignale. Wenn das Datensch






anger, durch gemeinsame Empfangssignal-
verarbeitung optimal gel

ost werden soll, d.h. das Wechselspiel zwischen Reduktion der
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sch








orsignalen auf der anderen Seite so ausbalanciert werden soll, da die erhal-
tenen Sch





assig sind, dann kann die
gemeinsame Empfangssignalverarbeitung nicht Datum f






ankung liegt darin, da das Reduzieren der sch

adlichen Wirkung von Inter-
ferenz, die auf ein spezielles Datum zur

uckgeht, immer eine gewisse Unsicherheit bein-
haltet. Diese Unsicherheit resultiert daraus, da dieses spezielle Datum selbst sch

adliche
Interferenz durch andere Daten erf

ahrt | insbesondere sch






ur die das spezielle Datum selbst sch

adliche Interferenz hervorruft.





oglich zu reduzieren, mu

uber alle Teilnehmer hinweg
die Gesamtheit aller Daten, die
 untereinander sch

adliche Interferenzen hervorrufen und die





auf einmal in der gemeinsamen Empfangssignalverarbeitung ber

ucksichtigt werden. In
einem CDMA-Mobilfunksystem | und, wie schon gesagt, sollen ausschlielich solche Mo-
bilfunksysteme in der vorliegenden Arbeit betrachtet werden | ist ein solches Vorgehen




ur das Mobilfunksystem und das Szenario, in dem






Ubertragung der Daten zwischen Sendern und Empf

angern ist in Segmenten










uben. Eine weitverbreitete Methode zum
Erreichen der Unabh

angigkeit von Segmenten ist das beispielsweise in der Luft-





[Gib99, EV97, MP92] in die

Ubertragung zwischen Sendern und Empf

angern. Die










Ubertragen der Daten verschiedener Teilnehmer mu synchron erfolgen. Syn-
chrones

Ubertragen heit dabei, da das Senden der Daten verschiedener Teilneh-
mer im Hinblick auf die relative zeitliche Verschiebung der gesendeten Signale so
aufeinander abgestimmt ist, da die Daten aller Teilnehmer zeitgleich am Referenz-
empf











{ zeitlicher Organisation der verschiedenen f

ur jeweils einen Teilnehmer gesen-
deten Daten innerhalb der Sendesignale
so beschaen sein, da keine Intersymbol-Interferenz auftritt.



















































































(n+ 3)(n+ 2)(n+ 1)n
n (n+ 1) (n+ 2) (n+ 3)
n (n+ 1) (n+ 2) (n+ 3)
n (n+ 1) (n+ 2) (n + 3)
(n  1)
Bild 1.2. Zeitrelation der Daten

ubertragung verschiedener Teilnehmer. Schematisch ge-
zeigt sind die am Referenzempf

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Wenn mindestens eine der beiden obigen Bedingungen erf

ullt ist, dann lassen sich am je-
weiligen Referenzempf

anger stets solche Ausschnitte des empfangenen Signals nden, die





Daten den gesamten Beitrag zum empfangenen Signal beinhalten. Ein Vorgehen bei der
gemeinsamen Empfangssignalverarbeitung, das auf der erstgenannten Bedingung an ein
Mobilfunksystem basiert, wird in der Literatur als segmentweises oder blockweises Vorge-
hen [Kle96, Ver98] bezeichnet. In Analogie dazu ist f

ur ein Vorgehen bei der gemeinsamen
Empfangssignalverarbeitung, das auf der zweitgenannten Bedingung aufbaut, der Begri
symbolweises Vorgehen [Ver98, DH93] gepr

agt. Beide Vorgehensweisen zur gemeinsamen
Empfangssignalverarbeitung an einem Empf

anger erlauben bei Beachten der jeweiligen
oben ausgef

uhrten Bedingung die sch

adliche Wirkung von Interferenz in einer optimalen






atzungen der jeweiligen interessieren-
den

ubertragenen Daten zu ermitteln [Ver98]. In optimaler Weise reduzieren heit dabei,
da |, wie bereits erw

ahnt, | das Wechselspiel aus Reduktion der sch

adlichen Wirkung







seits optimal ausbalanciert ist.
Sowohl blockweise gemeinsame Empfangssignalverarbeitung als auch symbolweise ge-
meinsame Empfangssignalverarbeitung werden in der Literatur ausgiebig behandelt. Da-
bei werden sowohl die optimale L






osungen [LV89, VA90, Kle96, Dah98, JD01, Poo00] disku-
tiert. Unter anderem werden die Ein

usse
 von Eigenschaften der relevanten Mobilfunkkan











 der die CDMA-typische teilnehmerspezische Sendesignalfeinstruktur bestimmen-
den CDMA-Signaturen [Pap00],
 verschiedener teilnehmerspezischer Datenraten [Kar99],
 des eingesetzten Verfahrens zum Einstellen der Sendeleistungen [BCMW00],
 von numerischen Approximationen [KA98, Sch99, SWMB97] und Rechenungenau-
igkeiten [Sch99],
 der Anzahlen der Sendeantennen der Sender und der Empfangsantennen der
Empf





orungen wie z.B. Frequenzversatz [SM01a, SM01c, SM01b, CKM01,
SLa01], Synchronisationsfehler [ZB95, PSO96, BKSW96, RGV96, GKB95] und In-
termodulationsprodukte durch nicht ideale Verst

arker [Na95]










ubertragenen Daten beim Einsatz verschie-
dener Verfahren zur optimalen und suboptimalen gemeinsamen Empfangssignalverarbei-










orsignalen. Ziel der meisten der oben genannten Untersuchun-
gen ist es, einen nach gewissen Kriterien besonders attraktiven Kompromi auszuarbeiten
[KA00, DHHZ95]. Die wichtigsten Ver

oentlichungen zu blockweiser und symbolweiser
gemeinsamer Empfangssignalverarbeitung sind in Tabelle 1.1 zusammengestellt.
1.2.2 Oene Probleme
Nicht alle CDMA-Mobilfunksysteme | insbesondere praktisch relevante CDMA-
Mobilfunksysteme gem

a der Standards IS-95 (cdmaOne) [SG91, Pad94, KKLN98], IS-
2000 (cdma2000) [KKLN98, OP98] und UMTS-FDD [HT00, AS97, OP98, CMO99,
DGNS98, ASS98, FST
+
96] | bzw. die Szenarien, in denen diese Systeme einge-
setzt werden sollen, erf











ur die Realisierbarkeit optimaler gemeinsamer Empfangssignalverarbeitung notwendigen
Bedingungen. Die vorliegende Arbeit soll sich daher auf solche CDMA-Mobilfunksysteme
konzentrieren, die nicht den in Abschnitt 1.2.1 eingef

uhrten Bedingungen entsprechenden.
Streng genommen interessieren dabei ausschlielich diese Kommunikationsrichtungen, die
den angesprochenen Bedingungen nicht gen

ugen. Betrachtet man eine solche Kommuni-
kationsrichtung eines interessierenden CDMA-Mobilfunksystems, dann ist die zwischen
Sendern und Empf

angern stattndende Kommunikation folgendermaen gekennzeichnet:
 Die

Ubertragung der Daten zwischen Sendern und Empf

angern ist
{ nicht in unabh






oerer Dauer als die f

ur den durch das Mobil-









{ der Daten verschiedener Teilnehmer erfolgt asynchron, oder das

Ubertragen
{ verschiedener Daten eines Teilnehmers erfolgt unter Entstehen von
Intersymbol-Interferenz.
CDMA-Mobilfunksysteme, bei denen die

Ubertragung der Daten zwischen Sendern und
Empf

angern in der interessierenden Kommunikationsrichtung nicht in unabh

angigen Seg-
menten organisiert ist, werden im folgenden als CDMA-Mobilfunksysteme mit inniter
Daten

ubertragung bezeichnet. In Analogie dazu heien solche CDMA-Mobilfunksysteme,





oentlichungen zu blockweiser und symbolweiser ge-
meinsamer Empfangssignalverarbeitung
Mehrteil- Klasse
Vorgehen nehmer- des Ver- Referenz Bemerkung
zugri fahrens
symbol- synchron optimal [Ver98],[Ver86a] |






block- synchron optimal [Ver98]











[TR00], Kombinationen aus iterativen








asynchron optimal [WOWB02], |
[Ver98],[Sch79]









[TR00] Kombinationen aus iterativen

















oerer Dauer als die f

ur den durch das Mobilfunk-




ogerung organisiert ist, CDMA-
Mobilfunksysteme mit quasi-inniter Daten

ubertragung. Die Bezeichner beider Klas-
sen von CDMA-Mobilfunksystemen wurden durch den Autor in dieser Weise gew

ahlt,
da es notwendig ist, in der interessierenden Kommunikationsrichtung eines CDMA-
Mobilfunksystems mit quasi-inniter Daten

ubertragung eine sehr groe Anzahl Daten,
im Fall des CDMA-Mobilfunksystems mit inniter Daten

ubertragung sogar unendlich








oren nie der Klasse der CDMA-
Mobilfunksysteme mit inniter Daten

ubertragung an, da es stets denierte Zeit-
punkte der Inbetriebnahme bzw. der Auerbetriebnahme des jeweiligen CDMA-
Mobilfunksystems gibt. Trotzdem eignen sich die somit nur theoretisch relevanten
CDMA-Mobilfunksysteme mit inniter Daten

ubertragung hervorragend zum Studium





ubertragung als Spezialfall der inniten Daten

ubertragung bei
entsprechender Wahl der zu












angiger Segmente beliebig groer Dauer ist.
Im folgenden sollen, wenn nichts Gegenteiliges vermerkt ist, die Betrachtungen ausschlie-





CDMA-Mobilfunksystemen mit quasi-inniter Daten





Bei CDMA-Mobilfunksystemen mit inniter Daten

ubertragung besteht das wichtigste
grundlegende und f

ur die durch einen Empf

anger zu leistende optimale gemeinsame Emp-
fangssignalverarbeitung relevante Problem darin, da es nicht gelingt,

uber alle Teilneh-
mer hinweg eine endliche Anzahl von Daten zu nden, wobei die herausgegrienen Daten
folgende Eigenschaften haben: Die herausgegrienen Daten
 rufen ausschlielich untereinander sch

adliche Interferenz hervor und





Bei CDMA-Mobilfunksystemen mit quasi-inniter Daten

ubertragung ist die Anzahl der
herauszugreifenden Daten sehr gro. Die Zeit, die zwischen Eintreen und Sch

atzen
der verschiedenen Daten am Empf








ur den zu unterst

utzenden Dienst maximal zul

assig ist. Aus diesen Tat-
sachen resultieren f

ur die optimale gemeinsame Empfangssignalverarbeitung in CDMA-
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 Die optimale gemeinsame Empfangssignalverarbeitung wird in CDMA-
Mobilfunksystemen mit quasi-inniter Daten

ubertragung sehr aufwendig. Im
Grenzfall inniter Daten

ubertragung strebt der Rechenaufwand gegen Unendlich.





atzung des Datums wird in CDMA-Mobilfunksystemen mit quasi-
inniter Daten

ubertragung sehr lang, d.h. deutlich gr










ogerung. Im Grenzfall in-
niter Daten

ubertragung strebt diese mittlere Dauer gegen Unendlich.
Aus diesen Gr

unden ist eine optimale gemeinsame Empfangssignalverarbeitung in CDMA-
Mobilfunksystemen mit inniter oder quasi-inniter Daten

ubertragung praktisch nicht
realisierbar. Es besteht somit die Notwendigkeit, suboptimale Verfahren zur gemeinsa-
men Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit inniter oder quasi-
inniter Daten

ubertragung zu entwickeln, die es erlauben, die oben angesprochenen Pro-
bleme zu l

osen. Die von den suboptimalen Verfahren zur gemeinsamen Empfangssignal-
verarbeitung gelieferten Sch

atzungen der interessierenden Daten sollen dabei hinsichtlich
ihrer Zuverl





In der Literatur wird den Verfahren zur gemeinsamen Empfangssignalverarbeitung |
insbesondere zur optimalen gemeinsamen Empfangssignalverarbeitung | in CDMA-
Mobilfunksystemen mit inniter oder quasi-inniter Daten

ubertragung nur wenig Be-
achtung geschenkt.
In [SHTA00, SHAA02, MAAS01, ASDO96, SMAH96, DJ98, ASS98] wird vorge-
schlagen, das aus Abschnitt 1.2.1 bekannte symbolweise Vorgehen auch im Fall von
CDMA-Mobilfunksystemen mit inniter oder quasi-inniter Daten

ubertragung einzu-
setzen. Symbolweises Vorgehen in der in Abschnitt 1.2.1 beschriebenen Weise igno-
riert beim Einsatz in CDMA-Mobilfunksystemen mit inniter oder quasi-inniter Da-
ten






uckgeht. Somit gilt allgemein: Symbolweises Vorgehen





adliche Interferenz. Der Preis, der daf

ur zu zahlen ist, besteht in einer verglichen







ubertragenen Daten. Lediglich in wenigen Sonderf

allen, wenn





ange, d.h. die Dauer, die w

ahrend des Sendens eines Datums ver-
streicht, viel gr

oer als die Verz

ogerungsspreizung [Bel63, PB82, Lor85, Na95] der
relevanten Mobilfunkkan

ale zwischen Sendern und Empf

angern ist und








ist dieser Nachteil von geringem Gewicht, da in solchen Sonderf

allen die Intersymbol-











Ubertragung der Daten zwi-
schen Sendern und Empf













ale zwischen Sendern und Empf

angern [Kle96, HFS02]. Symbolweises
Vorgehen bei der gemeinsamen Empfangssignalverarbeitung ist dann nur unter signikan-










In [KHKS02, Kle96, Ver93, WNM92, Bi93, ZB94a, HFS02, GS98, Kle97] wird das ebenfalls
aus Abschnitt 1.2.1 bekannte blockweise Vorgehen zur gemeinsamen Empfangssignalverar-
beitung in CDMA-Mobilfunksystemen mit inniter oder quasi-inniter Daten

ubertragung
favorisiert. Die an einem Referenzempf

anger zur gemeinsamen Empfangssignalverarbei-
tung durchgef





 Es werden zeitlich zueinander korrespondierende Abschnitte der Sendesignale der
















orig interpretiert. Man nimmt da-
bei an, da der betrachtete Abschnitt des Empfangssignals des Referenzempf

angers
neben Rauschen nur auf Daten zur

uckgeht, die einen Beitrag zu mindestens einem







angige Segment werden in der in Abschnitt 1.2.1












 Die beschriebene Prozedur wird f

ur verschiedene Wahlen der Abschnitte von Sen-















Bei dem oben dargelegten Vorgehen wird

ahnlich wie bei dem zuvor angesprochenen
symbolweisen Vorgehen vernachl

assigt, da der betrachtete Abschnitt des Empfangssi-
gnals des Referenzempf

angers im allgemeinen noch von weiteren nicht ber

ucksichtigten






origen Daten beeinut wird.
Die durch die nicht ber

ucksichtigten Daten verursachte sch

adliche Interferenz wird so-
mit in der gemeinsamen Empfangssignalverarbeitung ebenso nicht ber

ucksichtigt. Wel-




adliche Interferenz erfahren, h

angt
stark von der Wahl der Abschnitte der Sendesignale sowie weiteren Parametern wie
beispielsweise der Verz

ogerungsspreizung der relevanten Mobilfunkkan

ale [Bel63, PB82,
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Lor85, Hoe92, Na95, Zol93, FL96, FTH
+
















atzenden Daten, die Beitr

age zu dem betrach-
teten Abschnitt des Empfangssignals liefern, die wiederum zeitnah zu den Grenzen des Ab-





















origen Daten verschlechtert. Detaillierte Aussagen

uber den
genauen Grad der Verschlechterung der Zuverl

assigkeit lassen sich im allgemeinen nur




98, BKNS94b, SB96, NSKJ95,
Na95, MS99] ermitteln und h

angen von vielen das Mobilfunkszenario beschreibenden
Randbedingungen ab. Prinzipiell gilt jedoch: Je kleiner die zeitlichen L

angen der Abschnit-




ogerungsspreizung der relevanten Mobilfunk-
kan

ale zwischen Sendern und Referenzempf







In den letzten 10 Jahren wurden einige Anstrengungen unternommen, die vielf

altigen
oben angesprochenen Probleme, die sich beim symbolweisen oder blockweisen Vorgehen
zur gemeinsamen Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit inniter
oder quasi-inniter Daten

ubertragung ergeben, durch spezielle an die innite oder quasi-
innite Daten

ubertragung angepate Vorgehensweisen zu entsch

arfen.
In [DH95, Ver98] werden systemtheoretische Ans








uckgekoppelte Strukturen gerecht werden. Die
beschriebenen Verfahren ber






amtliche auftretenden Interferenzsignale infolge Vielfachzugris-









ur beide Verfahren ist es essentiell, da sich das Mobilfunk-
szenario, d.h.
 die Konguration der aktiven Teilnehmer,
 die verwendeten, die CDMA-typische teilnehmerspezische Sendesignalfeinstruktur
bestimmenden CDMA-Signaturen und
 die Eigenschaften der relevanten Mobilfunkkan






uber die gesamte Dauer der Daten





uber einen unendlich langen Zeitraum | nicht ver

andert. In Mobilfunksystemen ist Zeit-
invarianz in der oben geforderten Auspr

agung noch nicht einmal n

aherungsweise vorzu-
nden, so da die in [DH95, Ver98] vorgeschlagenen Verfahren praktisch nicht relevant
sind.








ahere Verfahren, die Ver

anderungen im Mobilfunkszenario, vor allem Zeitva-
rianz der relevanten Mobilfunkkan

ale zwischen Sendern und Empf

angern zulassen, nut-
zen praktisch ausnahmslos blockorientiertes Vorgehen [Ver88, Ver93, WNM92, WNM96,
WNM93, Bra97, JA97, ML01, MJWT01], das in der Literatur auch als fensterorientiertes
Vorgehen bezeichnet wird [Ver98]. Bei dem blockorientierten Vorgehen zur gemeinsamen




ahnlich zu dem in Ab-
schnitt 1.2.1 dargelegten blockweisen Vorgehen immer nur ein Abschnitt des Empfangs-
signal des Referenzempf

angers verarbeitet, um Sch

atzungen einiger oder aller zu diesem
Abschnitt des Empfangssignal beitragenden Daten zu ermitteln. Durch
 Ber

ucksichtigen aller oder vieler der zum betrachteten Abschnitt des Empfangssi-
gnals beitragenden Daten w

ahrend des Verarbeitens eines Abschnitts des Empfangs-
signals [Ver88, Ver93, WNM92, WNM93, WNM96, Bra97, JA97] und gegebenenfalls
 separates Reduzieren der sch

adlichen Wirkung nicht ber

ucksichtigter, einen Bei-
trag zu dem jeweilig betrachteten Abschnitt des Empfangssignals liefernder Daten
[MJWT01]
werden alle oder ein wesentlicher Anteil der auftretenden sch

adlichen Interferenzsigna-




Betrachtet man die Vielfalt der in der Literatur dokumentierten Arbeiten auf dem
Gebiet der gemeinsamen Empfangssignalverarbeitung, so f

allt auf, da eine deut-
lich gr





ur CDMA-Mobilfunksysteme, die den Bedingun-
gen nach Abschnitt 1.2.1 entsprechenden, als f






ugbar ist. Die Ver

oentlichungen decken lediglich kleine
Teilbereiche dessen ab, was zur gemeinsamen Empfangssignalverarbeitung in CDMA-
Mobilfunksystemen mit inniter Daten

ubertragung denkbar und unter gewissen Bedin-
gungen sinnvoll ist. Der gr





aftigt sich mit De-
tailstudien von diesen wenigen Teilbereichen entstammenden Verfahren zur gemeinsamen
Empfangssignalverarbeitung, wobei beispielsweise der Einu
 der Zeitvarianz des Mobilfunkszenarios [WNM93, KSK
+
99],
 von Fehlern bei der Synchronisation [ZB95],
 von Frequenzversatz [PGB01] und
 der Anzahl der Sendeantennen der Sender und der Anzahl der Empfangsantennen
der Empf

anger [TG01, DC00, DJFH97, DJC99],











otige Rechenaufwand untersucht wird.
Das Themengebiet der gemeinsamen Empfangssignalverarbeitung in CDMA-
Mobilfunksystemen mit inniter Daten

ubertragung ist nach Kenntnis des Autors
bisher nicht systematisch untersucht. Es besteht die Notwendigkeit, dieses Themengebiet
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mit Systematik zu erarbeiten bzw. einen Weg aufzuzeigen, wie das systematische Erarbei-
ten geschehen k

onnte. Der Weg f

ur systematische Vergleiche verschiedener Verfahren zur
gemeinsamen Empfangssignalverarbeitung mu geebnet und ein systematischer Zugang
zu neuen Verfahren geschaen werden. Die dazu vorrangig zu kl

arenden Fragen lassen
sich im wesentlichen auf wenige Grundprobleme verdichten:
 Wie sieht das (nicht realisierbare) optimale Verfahren zur gemeinsamen Empfangs-




 Wie lassen sich realisierbare suboptimale Verfahren zur gemeinsamen Empfangs-





atzlich sinnvoll strukturieren ? Lassen sich einzelne Teilaufgaben denieren ?
 Wie k

onnen gegebenenfalls einzelne Teilaufgaben zur gemeinsamen Empfangssignal-
verarbeitung gegeneinander abgegrenzt werden ?
 Wie sehen dann die zwischen den einzelnen Teilaufgaben bestehenden Schnittstellen
aus ?
 Welche Verfahren sind geeignet, die einzelnen Teilaufgaben zu l

osen ?
 Ist es m

oglich, die Vielfalt der entwickelten Verfahren mit blockweisem oder
symbolweisem Vorgehen f

ur CDMA-Mobilfunksysteme, die den Bedingungen aus
Abschnitt 1.2.1 gen

ugen, systematisch auf angepate Verfahren f

ur CDMA-








Verfahren zur gemeinsamen Empfangssignalverarbeitung k

onnen nur entwickelt und un-
tersucht werden, wenn geeignete mathematische Hilfsmittel zum Beschreiben aller be-




Ubertragungssysteme vorhanden sind. Das Ziel
dieses Unterkapitels besteht darin, solche geeigneten mathematischen Hilfsmittel vorzu-
stellen und basierend auf diesen ein mathematisches Modell f







Die mathematischen Darstellungen in dieser Arbeit erfolgen im zeitdiskreten

aquivalenten
Tiefpabereich [SJ67, Pro95, Kle96]. Vektoren werden mit fettgedruckten Kleinbuchsta-
ben, Matrizen mit fettgedruckten Grobuchstaben bezeichnet. Folgen von Skalaren wer-
den durch eckige Klammern gekennzeichnet und auf diese Weise von Folgengliedern un-
terschieden. Komplexe Gr

oen, seien es skalare Gr

oen, Vektoren oder Matrizen, werden
unterstrichen. Das Bilden der Vektornorm, die komplexe Konjugation und die Transpo-




bezeichnet. Wahrscheinlichkeiten werden mit P(),
Wahrscheinlichkeitsdichten mit p() bezeichnet. Der Erwartungswert und die Varianz einer
Zufallsgr





Entsprechend der in Unterkapitel 1.1 dargelegten Entwicklung wird von dem in Bild 1.1
skizzierten Mobilfunkszenario ausgegangen. Dabei wird eine Zelle eines zellularen CDMA{
Mobilfunksystems betrachtet, in der insgesamt K Mobilstationen mit einer Basisstation





atzlich in der in Bild 1.3 dargestellten Weise beschreiben, wobei angenommen ist,
da sowohl Basisstation als auch Mobilstationen jeweils lediglich mit einer einzigen Sen-
deantenne bzw. einer einzigen Empfangsantenne ausgestattet sind. F

ur mathematische
Modelle von Mobilfunkszenarien mit Basisstationen oder Mobilstationen mit mehreren
Sendeantennen bzw. Empfangsantennen sei der Leser auf [Bla98, LB00, Pap00, LBM01,
JBM01, JMB01, JMT02, JBMW02a, JBMW02b, JBM
+
02] verwiesen.
Bild 1.3a zeigt die Kommunikation der Mobilstationen mit der Basisstation in der
Aufw

artsstrecke. Der Sender jeder Mobilstation erzeugt ausgehend von den Daten, die
durch diese zu

ubertragen sind, ein CDMA{Signal [SOSL88]. Dieses wird von der Mo-
bilstation gesendet. Daher wird das erzeugte CDMA{Signal auch als mobilstationsspe-





Mobilfunkkanal gelangt das teilnehmerspezische Sendesignal zum Empf

anger der Basis-
station, wo es als Bestandteil des gesamten durch den Empf

anger empfangenen Signals
einer gemeinsamen Empfangssignalverarbeitung zugef

uhrt wird. Das Generieren und Sen-
den des teilnehmerspezischen Sendesignals durch den Sender einer Mobilstation erfolgt
prinzipiell unabh

angig von der Signalerzeugung in allen anderen Mobilstationen und wird
h

ochstens durch die Basisstation oder eine der Basisstation

ubergeordnete Instanz koor-
diniert, z.B. zum Erzielen eines synchronisierten Mehrteilnehmerzugris, siehe Bild 1.2.
Charakteristisch f

ur die in Bild 1.3a skizzierte Kommunikation in der Aufw

artsstrecke ist,










Bild 1.3b skizziert die Kommunikation der Basisstation mit den Mobilstationen in der
Abw

artsstrecke. Ausgehend von allen f

ur die verschiedenen Teilnehmer zu

ubertragenden





 K, in einer solchen Weise generiert, da die f

ur einen Teilnehmer zu

ubertragenden Daten mindestens einem CDMA{Signal aufgepr

agt werden. Dieses Vor-
gehen schliet den Fall ein, da f

ur das Versorgen eines Teilnehmers nicht nur eines,
sondern mehrere CDMA{Signale eingesetzt werden. In der Literatur wird ein solches
zum Erzielen hoher Datenraten einzelner Teilnehmer eingesetztes Vorgehen als CDMA{









ale zu den Empf

angern der K Mo-
bilstationen






Uberlagerung aller CDMA{Signale auch als Sendesignal der Basisstation bezeich-
net. Das

Ubertragen des Sendesignals der Basisstation

uber den Mobilfunkkanal und das
anschlieende Verarbeiten erfolgen f

ur jede Mobilstation unabh

angig von allen anderen










anger einer beliebig herausgegriene Mobilstation k, k 2 f1: : :Kg, den Refe-
renzempf

anger, dargestellt. Im Gegensatz zur Situation in der Aufw

artsstrecke gelangen































































Bild 1.3. Kommunikation zwischen der Basisstation (BS) und mehreren Mobilstationen


















































den gleichen Mobilfunkkanal vom Sender der Basisstation zum Referenzempf

anger.
Trotz der Detailunterschiede hat die Kommunikation zwischen Basisstation und Mo-
bilstationen in der Aufw

















Ubertragungsstrecke werden basierend auf den zu

ubertragenden












Signale basieren dabei auf CDMA-signalspezischen CDMA-Signaturen, die im folgenden
als CDMA-Codes bezeichnet werden. Daher werden die K
S
CDMA-Signale auch CDMA-





orige Daten genannt. Der Begri des Referenzempf

angers wird bei der allgemei-
nen CDMA{

Ubertragungsstrecke im Vergleich zur oben beschriebenen in einer verallge-
meinerten Weise verwendet. Beim Modellieren der Kommunikation in der Aufw

artsstrecke







anger der Basisstation als Referenzempf

anger zu verstehen. Das im folgenden
zu entwickelnde mathematische Signal- und

Ubertragungsmodell sowie alle weiteren Be-
trachtungen sollen sich auf die allgemeine CDMA{

Ubertragungsstrecke nach Bild 1.4 be-
ziehen. Auf diese Weise sind sowohl die Kommunikation in der Aufw

artsstrecke als auch
die Kommunikation in der Abw





22 Kapitel 1: Einleitung





ubertragung betrachtet werden, vgl. Unterkapitel 1.2. Die Da-
ten








amlich als Spezialfall der Daten

ubertragung in CDMA{Mobilfunksystemen mit in-
niter Daten

ubertragung bei besonderer Wahl der zu sendenden Daten interpretieren und
ist folglich miterfat.
Bei den in der allgemeinen CDMA{

Ubertragungsstrecke an der Kommunikation betei-
ligten Signalen handelt es sich zumindest in guter N

aherung ausschlielich um band-
begrenzte Signale [Gib99]. Daher l











assigerweise werden die in der allgemeinen CDMA{

Ubertragungsstrecke
auftretenden Signale dabei durch Folgen von komplexen oder reellen Zahlen und

Ubertragungssysteme, die ein Signal auf ein anderes Signal abbilden, durch Operatoren
beschrieben [Rup93]. Der Begri der Folge wird hier teilweise allgemeiner und teilweise
spezieller als in der Mathematik

ublich verwendet [Rup93]. Er ist insofern allgemeiner, weil
in der Mathematik lediglich die Menge der nat

urlichen Zahlen als Wertemenge der die Fol-
ge denierenden Zuordnung zugrundegelegt wird [KK68, OS75]. Er ist insofern spezieller,
weil in der Mathematik neben Folgen von Skalaren auch Folgen anderer mathematischer
Konstrukte wie beispielsweise Funktionen oder Abbildungen betrachtet werden. Eine ein
Signal beschreibende Folge komplexer Zahlen x(),  2Z, wird durch alle Folgenglieder
x(), 2Z, eindeutig deniert. Der Folgenindex , 2Z, steht dabei f

ur die diskrete Zeit.
Um jedoch die Unterscheidung zwischen Folgengliedern und der gesamten Folge im folgen-
den deutlicher zu gestalten, seien nachstehende Schreibweisen [Rup93, Kle96] vereinbart:




















2Z, alle Folgenglieder x() gleich null, so wird



















































































































































asentiert. Ausgehend von diesem Folgenformalismus lassen sich im folgenden alle f

ur
die Kommunikation in der allgemeinen CDMA{

Ubertragungsstrecke nach Bild 1.4 relevan-
ten Signale durch Folgen beschreiben. In der vorliegenden Arbeit wird die perfekte Kennt-
nis aller relevanten Mobilfunkkan

ale an den Empf

angern vorausgesetzt. Aus diesem Grund





atzung [SB93, ASA97, MLW
+
02] notwendige Signalkomponenten, wie beispiels-




ucksichtigt. Im Interesse der

































































. Es sei angemerkt, da bei CDMA{

Ubertragungsstrecken mit quasi-inniter Daten

ubertragung im Gegensatz zu (1.3) ledig-




(m), m 2 Z, von null verschieden sind. Vor dem
















(n), n2Z, zusammengefat, siehe auch Bild 1.5.
Viele der in der vorliegenden Arbeit niedergelegten Erkenntnisse gelten unabh

angig vom
verwendeten Verfahren zur Symbolmodulation. Im Interesse der

Ubersichtlichkeit wird
jedoch im folgenden ausschlielich vierstuge Quadratur-Amplituden-Modulation (engl.
quadrature amplitude modulation, QAM), die in der Literatur auch als Vierphasenmodu-



























(2n+ 1) ; n2Z: (1.4)
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M = f 1  j; 1 + j;+1  j;+1 + jg ; (1.6)






















































































der Dimension Q aufgepr

agt. Q wird in der Literatur [Kle96, Na95] als spektraler Spreiz-



































zu denierenden Referenz, l


















= 1: : :K
S


































ucken. Æ() in (1.9) heit Kronecker-Delta-Funktion [Rup93] und ist durch
Æ(x) =
(
1; x = 0;
0; x 6= 0;
(1.10)








ferenz spiegelt dabei unmittelbar den im allgemeinen asynchronen Mehrteilnehmerzugri,
vgl. Bild 1.2, wider. Ohne Beschr



















































































gilt. Im folgenden bezeichnet bxc die Gauklammer [BS79] und liefert die gr

ote ganze
Zahl, die nicht gr

















































































































beschreibt dabei die Wirkung, die ein zum diskreten Zeitpunkt (   ) in
den zeitvarianten Mobilfunkkanal eingespeister Kronecker-Delta-Impuls [Rup93] auf das
Empfangssignal des Referenzempf

angers zum diskreten Zeitpunkt  hat. Vereinfachend











= 1: : :K
S
, einerseits kausal und andererseits endlicher L

ange sind. Diese Annahmen
sind in der Realit





ullt und daher weitgehend ak-
zeptiert [Par92]. Unter diesen Annahmen l

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(; ), 2Z, und damit die L

ange der Kanalimpulsantworten beschreibt. Mit (1.14)
folgt durch Umformen f














(w   1; )  Æ(  w + 1); ; 2Z: (1.15)
Ausgehend von (1.12), (1.14) und (1.15) ergibt sich mit dem f

ur die zeitdiskrete Faltungs-











































































































































































































































































































angt bei gegebenem Datensymbolalphabet M nach (1.6)
































































= 1: : :K
S
, eingestellt werden. Auf diesem Wege l

at sich ebenfalls f























































nach (1.22) wird in der Literatur h

aug als Bitenergie bezeichnet [Ver98]










, siehe Bild 1.6, das den Einu systemfremder St

orsignale












































werden, da Realteil und Imagin

arteil eines jeden Folgengliedes n(),  2 Z, statistisch
unabh

angig sind. Des weiteren seien Realteil und Imagin

arteil von n(),  2 Z, gem

a


















statistischen Bindungen zweiter Ordnung zweier Folgenglieder n() und n(), ;  2 Z,














im folgenden auch als mittelwertfreies Gaurauschen bezeichnet [Lee90].
28 Kapitel 1: Einleitung
1.4 Ziele und durchzuf

uhrende Arbeiten
Ziel der vorliegenden Arbeit ist das Finden eines systematischen Zugangs zu Verfahren
zur gemeinsamen Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit inni-
ter Daten

ubertragung. Des weiteren soll basierend auf dem zu ndenden systematischen
Zugang ein nach Meinung des Autors attraktives Verfahren zur gemeinsamen Empfangs-
signalverarbeitung in CDMA-Mobilfunksystemen mit inniter Daten

ubertragung vorge-
schlagen und untersucht werden. Um den Fokus der Arbeit auf das Wesentliche zu be-
schr

anken, sollen bei den durchzuf

uhrenden Arbeiten einige Nebenbedingungen gelten:
 Wie schon erw






ale, insbesondere die die wirksamen
Mobilfunkkan

ale beschreibenden zeitvarianten Kanalimpulsantworten [Bel63, PB82,
Lor85, Na95, Kle96, FL96] am Referenzempf

anger perfekt bekannt sind.
 Alle zur Daten

ubertragung eingesetzten CDMA-Signaturen und deren Zuordnung











 Fehlerschutzcodierung und -decodierung sowie Quellcodierung und -decodierung
sind nicht zu ber

ucksichtigen.
 Jeder Sender hat eine einzige Sendeantenne und jeder Empf





oreekte durch zur Realisierung eingesetzte nichtlineare Komponen-
ten wie z.B. nichtlineare Verst





 Als Symbolmodulationsverfahren soll Vierphasenmodulation betrachtet werden.
Zum Erreichen der gesteckten Ziele sind folgende Teilaufgaben zu l

osen:






 Erarbeiten des optimalen Verfahrens zur gemeinsamen Empfangssignalverarbeitung.
Dabei ist zu kl

aren, wie das Optimalit

atskriterium sinnvoll zu w

ahlen ist und ob
ein praktischer Einsatz des optimalen Verfahrens zur gemeinsamen Empfangssignal-






 Ist das optimale Verfahren zur gemeinsamen Empfangssignalverarbeitung nicht
zweckm

aig, so ist eine nach zu erl

auternden Kriterien sinnvolle Partitionierung
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der suboptimalen gemeinsamen Empfangssignalverarbeitung in zu l

osende Teilauf-
gaben zu erarbeiten. Ausgehend von den zu identizierenden Teilaufgaben soll eine
auf mehreren Verarbeitungseinheiten, im folgenden funktionale Gruppen genannt,
basierende generische Struktur f

ur suboptimale Verfahren zur gemeinsamen Emp-




{ systematisch Verfahren zur gemeinsamen Empfangssignalverarbeitung zu ent-
wickeln,
{ viele aus der Literatur bekannte relevante Verfahren zur gemeinsamen Emp-
fangssignalverarbeitung darauf abzubilden und
{ systematisch die verschiedenen aus der Literatur bekannten Verfahren zur ge-
meinsamen Empfangssignalverarbeitung zu klassizieren.
Die durch jeweils eine funktionale Gruppe zu l

osende Teilaufgabe sowie die Schnitt-
stellen zwischen verschiedenen funktionalen Gruppen sind zu kl

aren und darzulegen.
Zu diesem Zweck ist ein geeignetes mathematisches Modell zur Beschreibung aller
interessierenden Signale und Daten zu entwickeln.
 Ausgehend von der gew

ahlten Gliederung der generischen Struktur f

ur suboptimale
Verfahren zur gemeinsamen Empfangssignalverarbeitung in funktionale Gruppen
sollen diese funktionalen Gruppen separat analysiert werden. Dabei sollen f

ur jede
funktionale Gruppe folgende Punkte untersucht werden:
{ Existieren f

ur die durch die jeweilige funktionale Gruppe zu leistende Signal-
verarbeitung optimale Verfahren, die die zur jeweiligen funktionalen Grup-
pe geh

orige Teilaufgabe optimal l






atskriterien zur Wahl eines Verfahren angewendet werden.
{ Sind optimale Verfahren f

ur die Signalverarbeitung, die durch die jeweilige
funktionale Gruppe zu leisten ist, nicht verf

ugbar oder sprechen Gr

unde gegen
deren Einsatz, so sind suboptimale Verfahren zum L










uhrung der jeweiligen funktionalen Gruppe ist vorzu-
schlagen und zu analysieren. Dazu sind gegebenenfalls geeignete Bewertungs-
mae zu nden.
 Basierend auf den vorgeschlagenen Ausf

uhrungen der funktionalen Gruppen ist
ein Gesamtkonzept f

ur die gemeinsame Empfangssignalverarbeitung in CDMA-
Mobilfunksystemen mit inniter Daten

ubertragung zu entwickeln und dessen Lei-
stungsf

ahigkeit in einem typischen Mobilfunkszenario exemplarisch zu analysieren.
 Die wichtigsten aus den durchgef

uhrten Arbeiten resultierenden Erkenntnisse sollen
im Hinblick auf den m

oglichen Einsatz von Verfahren zur gemeinsame Empfangssi-
gnalverarbeitung in aktuellen und zuk

unftigen Mobilfunksystemen bewertet werden.




Die Gliederung und der Inhalt der vorliegenden Dissertation orientieren sich an den in
Abschnitt 1.4 genannten Zielen und durchzuf

uhrenden Arbeiten.
In Kapitel 2 wird auf das Grundproblem der gemeinsamen Empfangssignalverarbeitung,




atzproblem eingegangen. Dazu wird zun

achst eine mathe-
matische Beschreibung des Datensch








uckgreift. Basierend auf der mathemati-
schen Darstellung des Datensch

atzproblems wird ein nach gewissen Kriterien optimales
Verfahren zur gemeinsamen Empfangssignalverarbeitung hergeleitet. Aus verschiedenen
bereits in Abschnitt 1.2.2 angesprochenen Gr

unden ist das entwickelte optimale Verfahren
nicht praktikabel. Aus diesem Grund wird im weiteren Verlauf von Kapitel 2 auf sub-
optimale Verfahren zur gemeinsamen Empfangssignalverarbeitung eingegangen. Es wird
gezeigt, da sich die durch Verfahren zur suboptimalen gemeinsamen Empfangssignalver-
arbeitung zu l

osende Aufgabe nach gewissen Kriterien sinnvoll in die f

unf Teilaufgaben
Blockbilden, Datenzuordnen, Interblock{Signalverarbeitung, Intrablock{Signalverarbeitung
sowie Kombinieren und Entscheiden zerlegen l

at. Basierend auf dieser neuartigen Er-
kenntnis wird daher eine auf funktionalen Gruppen aufbauende generische Struktur f

ur
suboptimale Verfahren zur gemeinsamen Empfangssignalverarbeitung vorgeschlagen, wo-




osenden Teilaufgaben eindeutig einer funktionale Gruppe zugeordnet
ist. Die Klasse der durch die generische Struktur beschriebenen suboptimalen Verfahren
zur gemeinsamen Empfangssignalverarbeitung umfat aufgrund der unmittelbaren Ent-
sprechung zur nat

urlichen Partitionierung der zu l

osenden Aufgabe praktisch alle aus der
Literatur bekannten Verfahren zur gemeinsamen Empfangssignalverarbeitung und erlaubt
somit ein systematisches Herangehen an das Problem der gemeinsamen Empfangssignal-
verarbeitung in CDMA-Mobilfunksystemen mit inniter Daten

ubertragung. Das Heraus-
arbeiten der Abgrenzungen der funktionalen Gruppen gegeneinander sowie der genauen,
durch die funktionalen Gruppen zu l

osenden Teilaufgaben ist Thema der folgenden Un-
terkapitel in Kapitel 2. Das exakte Erfassen der durch je eine funktionale Gruppe zu
l

osenden Teilaufgabe erfordert mathematische Signalmodelle, anhand derer die zwischen
den funktionalen Gruppen bestehenden Schnittstellen speziziert werden. Grundlegen-
de Betrachtungen zu nach gewissen Kriterien sinnvollen Ausf

uhrungen der funktionalen
Gruppen und eine Er

orterung des Konvergenzverhaltens der auf der generischen Struk-
tur basierenden suboptimalen Verfahren zur gemeinsamen Empfangssignalverarbeitung
schlieen das Kapitel ab.
Gegenstand von Kapitel 3 ist die eingehende Analyse der funktionalen Gruppen Block-





ost werden. Die verschiedenen dazu denkbaren Vorgehensweisen werden nach verschie-
denen Gesichtspunkten klassiziert und gem

a verschiedener Kriterien sinnvolle von we-
niger sinnvollen Vorgehensweisen abgegrenzt. Bevor Verfahren zur Intrablock{Signalver-
arbeitung eingesetzt werden k

onnen, mu durch Datenzuordnen festgelegt werden, welche
Daten in die einem Block zugeh





sollen. Nach gewissen Kriterien sinnvolle dazu geeignete Auswahlschemata zum Daten-
zuordnen sind Thema von Unterkapitel 3.2. Das Kapitel schliet mit der Darstellung
besonders attraktiver Ausf

uhrungen der funktionalen Gruppen Blockbilden und Daten-
zuordnen f

ur die gemeinsame Empfangssignalverarbeitung in CDMA{Mobilfunksystemen
mit synchronem Mehrteilnehmerzugri.
Thema der Kapitel 4 und 5 sind Verfahren zur Intrablock{Signalverarbeitung. In Kapi-
tel 4 wird dabei im Speziellen auf lineare Verfahren, d.h. lineare Sch

atzer, zur Intra-
block{Signalverarbeitung eingegangen. Lineare Sch

atzer, vor allem der Dekorrelator und
der Minimum{Varianz{Sch

atzer, werden bereits heute in CDMA{Mobilfunksystemen ein-
gesetzt [HKK
+
00]. In der Literatur [Fel94, Kle96, BFKM93, JD01, KKKB94, KKKB96,







es absolut ratsam ist, dieses gewinnbringend f

ur das Finden geeigneter Verfahren zur
Intrablock{Signalverarbeitung einzubringen. Die wichtigsten f

ur diese Arbeit notwendi-
gen Grundlagen werden aus diesem Grund in Unterkapitel 4.1 kurz rekapituliert, bevor
der Autor eine aufwandsg

unstige, auf iterativen Ans

atzen beruhende neuartige allgemei-




agt und untersucht. Aus gewissen, in
Unterkapitel 4.3 dargelegten Gr

unden besonders attraktive Spezialf

alle der eingesetzten
iterativ realisierten linearen Sch

atzer sind die Verfahren zur allgemeinen linearen par-
allelen Interferenzelimination, bei denen das iterative Vorgehen als Rekonstruktion und
Eliminieren von Interferenzsignalen interpretierbar ist. Auf solche Verfahren wird in Ka-
pitel 4 abschlieend in detaillierter Form eingegangen.
Lineare Sch








atzens gewinnbringend zu ber

ucksichtigen und sind daher in ihrer
Leistungsf

ahigkeit begrenzt. Aus diesem Grund wird in Kapitel 5 auf dieser Einschr

ankung
nicht unterliegende nichtlineare Verfahren zur Intrablock{Signalverarbeitung eingegangen.
Wie in Kapitel 5 gezeigt, l








atzer durch einige Modikationen eine neuartige
Klasse nichtlinearer iterativer Sch

atzer nden, die praktisch alle relevanten nichtlinea-
ren Sch

atzer aus der Literatur als Spezialf

alle beinhaltet. Diese in dieser Allgemeinheit
neuartigen zur Intrablock{Signalverarbeitung eingesetzten nichtlinearen Verfahren wer-







atzwertverbesserung als einzige nichtlineare Komponente erlaubt dabei Informationen

uber die wertediskrete Natur der

ubertragenen Daten und gegebenenfalls weitere A-priori-
Informationen in den bei der Intrablock{Signalverarbeitung ablaufenden Sch

atzproze ein-
zubringen. In Kapitel 5 werden verschiedene Verfahren zur Sch

atzwertverbesserung vor-
gestellt und deren Leistungsf

ahigkeit bewertet.
Die Interblock{Signalverarbeitung ist Gegenstand von Kapitel 6. Ausgehend von der durch
die Interblock{Signalverarbeitung zu l

osenden Teilaufgabe wird ein optimales Verfahren
zur Interblock{Signalverarbeitung hergeleitet, das in der pr

asentierten Allgemeinheit neu-
artig ist. Wie sich zeigt, l

at sich das optimale Verfahren unter bestimmten Rahmenbe-





gewissen Kriterien attraktive suboptimale Verfahren zur Interblock{Signalverarbeitung zu
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denieren, die an das zweischrittige Vorgehen beim optimalen Verfahren zur Interblock{
Signalverarbeitung angelehnt sind. Der Vorschlag eines insbesondere f

ur das Gesamtkon-
zept zur gemeinsamen Empfangssignalverarbeitung vorteilhaften Verfahrens zur Inter-
block{Signalverarbeitung schliet Kapitel 6 ab.
Aufbauend auf den Erkenntnissen und Vorschl

agen der Kapitel 2 bis 6 wird in Kapi-
tel 7 ein neuartiger, alle funktionalen Gruppen abdeckender Gesamtvorschlag f

ur die ge-
meinsame Empfangssignalverarbeitung in CDMA{Mobilfunksystemen mit synchronem
Mehrteilnehmerzugri erarbeitet. Dabei wird einerseits die Ausf

uhrung der einzelnen
funktionalen Gruppen genau erl






oglichkeit des Gesamtverfahrens dargelegt. Eine auf Simulationen beruhende
Analyse des vorgeschlagenen Gesamtverfahrens schliet das Kapitel ab.
Kapitel 8 res

umiert die wichtigsten, auf die in Kapiteln 2 bis 7 dargestellten Arbeiten
zur

uckgehenden Erkenntnissen. Ausgehend von diesem Res

umee werden einige Schlu-
folgerungen gezogen und Empfehlungen f

ur die gemeinsame Empfangssignalverarbeitung
in CDMA{Mobilfunksystemen mit inniter Daten

ubertragung entwickelt. Besonders wird
dabei auf das Potential und den m





Kapitel 9 und 10 enthalten schlielich Zusammenfassungen der vorliegenden Arbeit in







2.1 Problem des Datensch

atzens
Wie bereits in Kapitel 1 angesprochen, besteht die grunds


























atzungen mu, wie in Kapitel 1 dargestellt,
das Datensch

atzproblem durch gemeinsame Empfangssignalverarbeitung gel

ost werden.
Bild 2.1 visualisiert das sich stellende Datensch

















siehe (1.23), des Referenzempf

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 die die wirksamen Mobilfunkkan

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S
, n 2 Z, nach
(1.8),




















uglich der Referenz nach (1.11),
 die eingesetzten Verfahren zur Symbolmodulation nach Unterkapitel 1.3, insbeson-
dere das damit verbundene Datensymbolalphabet M nach (1.7),
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Bild 2.1. Am Referenzempf

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S
, m 2 Z, nach (1.3) ist zu diesem Zweck f








= 1: : :K
S
, m 2 Z, prinzipiell eine bin

are Entscheidung zu treen. Man mu unter
Ber





















+1\ handelt. Das Ergebnis dieses Entscheidungsprozesses ist die durch den Re-
ferenzempf
























atzproblems eingesetzt wird, um einen Operator, der unter
Ber







































, m2Z, abbildet. In den folgenden
Unterkapiteln soll er

ortert werden, wie dieser Operator zu gestalten ist.
2.2 Optimale gemeinsame Empfangssignalverarbei-
tung
2.2.1 Allgemeines Verfahren
Wenn ein Verfahren zur gemeinsamen Empfangssignalverarbeitung zum L

osen des in Ab-
schnitt 2.1 dargelegten Datensch

atzproblems entworfen werden soll, so ist zu diesem Zweck
zuvor ein Entwurfsziel zu denieren. Daher mu festgelegt werden, welchen Anspr

uchen
das zu entwerfende Verfahren zur gemeinsamen Empfangssignalverarbeitung entsprechen
soll. Es ist im Sinne einer m

oglichst fehlerfreien zu realisierenden Daten

ubertragung sinn-
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allen voneinander abweichen sollen. Aus mathematischer
Sicht bedeutet dies, da beim in Abschnitt 2.1 dargelegten Entscheiden die Wahrschein-
lichkeit daf

ur, da eine Fehlentscheidung getroen wird, minimal sein soll. Eine Fehl-
entscheidung Sch

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S
, m 2 Z,








(m), die in der Literatur

ublicherweise als Bitfehler bezeich-








ne solche Fehlentscheidung wird daher auch als Bitfehlerwahrscheinlichkeit bezeichnet












































































































Wie beispielsweise in [Ver98] dargestellt, l



















































ahlen. Die in (2.2) eingehende Wahrscheinlichkeit steht dabei f

ur die bedingte Wahr-
scheinlichkeit daf





























(m) nach (2.2) dr

uckt aus, da beim Sch










, m2Z, stets so entschieden werden sollte, da diese bedingte Wahrscheinlich-
keit maximal wird.
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S
, m 2 Z, heit daher Maximum-
a-posteriori-Sch

atzung oder kurz optimale Sch

atzung [Ver98]. Der Begri optimale
Sch






assigkeit entsprochen wird. In Anlehnung daran soll im folgenden
ein Verfahren zur gemeinsamen Empfangssignalverarbeitung, das das Ermitteln optimaler
Sch

atzungen nach (2.2) erlaubt, als Verfahren zur optimalen gemeinsamen Empfangssi-
gnalverarbeitung bezeichnet werden.
Ausgehend von der in Unterkapitel 1.3 eingef

uhrten Symbolmodulation und Symbolde-
modulation l

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(n) nach (2.3) heit optimale Sch
















(n) dieses Element aus dem Datensymbolalpha-
bet M nach (1.6) gew

ahlt wird, das nach Symboldemodulation gem



























uhrt. Ausgehend von (2.2) und dem Datensymbolalphabet




























































































umformen. Wenn des weiteren angenommen wird, da die verschiedenen Daten statistisch
unabh

angig sind, d.h. falls f




















































































































































































und aller in Abschnitt 2.1 genannten Einufaktoren bekannt. Dann
l






















(n) dieses Element aus dem Datensymbolalphabet
M nach (1.6) zu w

ahlen, das diese bedingte Wahrscheinlichkeit maximiert.
Der Zusammenhang nach (2.7) und die Verbindung von (2.2) und (2.3) sind unter Voraus-






a (2.5) und (2.6)
sowie Symbolmodulation und -demodulation gem

a Vierphasenmodulation, siehe (1.4)
und (1.5),

aquivalent. Dies hat im Umkehrschlu zur Folge, da die optimale Sch

atzung























Bild 2.2. Modiziertes am Referenzempf

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, m 2 Z, nicht nur durch un-













(bm=2c) und anschlieende Symbolde-
modulation nach (1.5) bestimmt werden kann. Im folgenden soll ausschlielich auf die








= 1: : :K
S
,
m 2 Z, eingegangen werden. Daher wird beim weiteren Vorgehen ausnahmslos das Er-
mitteln der Sch





















atzproblem ist aus diesem Grund nochmals in Bild 2.2 in modizierter Form





Bevor auf die Analyse von (2.7) und damit Verfahren zur optimalen gemeinsamen Emp-
fangssignalverarbeitung eingegangen werden kann, m

ussen noch einige wenige vom Autor
verwendete Schreibweisen vereinbart werden. Diese Schreibweisen werden notwendig, da
es mit den aus der Stochastik bekannten Begrien Wahrscheinlichkeit und Wahrschein-
lichkeitsdichte [Bos86] unmittelbar nicht m





, deren Folgenglieder x(), 2Z, Zufallsvariablen sind, als Ganzes zu beschreiben.










































statistisch beschreiben. In Ana-
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
uge der gemeinsamen Empfangssignalverarbeitung
Ausgehend von (2.10) l





































































































umschreiben. Durch weiteres Umformen unter Ber

ucksichtigen von (2.5) und (2.6) sowie
Anwenden des Satzes von Bayes f









































































































































































































ur die verschiedenen m












= 1: : :K
S













= 1: : :K
S
, gleich | und dies ist in
typischen CDMA{Mobilfunksystemen mit inniter Daten


























































































































































(n) nach (2.13), die die bedingte Wahrscheinlichkeits-
dichte | hier die Folgenabschnittswahrscheinlichkeitsdichte | des Empfangssignals unter


































, n2Z, nach (1.18) bekannt, so k

onnen
die in (2.12) und (2.13) eingehenden bedingten Folgenabschnittswahrscheinlichkeits-
dichten angegeben werden. Ein Verfahren zur optimalen gemeinsamen Empfangssignalver-















, n2Z, durch Auswerten von (2.12) bzw. (2.13) ermitteln.
F






| und dieser soll im folgenden ausschlielich be-
trachtet werden | l

at sich (2.12) in vergleichsweise einfacher Form darstellen: Unter
Verwenden der Korrelationsfunktion '
nn
(; ) nach (1.24) der Folgenglieder n() und

































































































































































+1, der Kovarianzmatrix R
nn;
0
nach (2.14) und der multivarianten
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
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, n2Z. Sind, wie oben ausgef

uhrt, alle A-priori-














(; ) = 
2
n
Æ(   ) (2.17)
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, n 2 Z, zu ermitteln. Ein Verfah-
ren zur optimalen gemeinsamen Empfangssignalverarbeitung mu diese Vorschriften bei-
spielsweise durch vollst

andige Suche (engl. exhaustive search) [WM02] auswerten. Die-
ses Vorgehen ist nach Kenntnis des Autors f

ur CDMA-Mobilfunksysteme mit inniter
Daten














= 1: : :K
S
, n 2 Z,







atzproblems in CDMA-Mobilfunksystemen mit inniter Daten

ubertragung:
 Der beim Ermitteln des Maximums in (2.12), (2.13), (2.16) und (2.18) zu durch-
suchende Suchraum ist stets unendlich gro, d.h. dieser erstreckt sich

uber eine























, n2Z. Dieser Umstand bedeutet, da die-
se Maximumsuche stets nur mit unendlichem Aufwand durchgef

uhrt werden kann.
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 In die bei der Maximumsuche durchzuf

uhrenden Operationen gehen Folgen, d.h.
mathematische Konstrukte unendlicher L

ange ein. Alle Operationen auf Folgen sind





mu zum Auswerten aller Vorschriften (2.12), (2.13), (2.16) und
(2.18) vollst

andig bekannt sein. Daher ist es am Referenzempf

anger notwendig, vor






















at sich aus den oben dargelegten Problemen folgendes ableiten:
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,
n 2 Z, ist unabh

angig von der konkreten Ausf

uhrung eines Verfahrens, das dieses lei-
stet, stets mit unendlichem Aufwand verbunden. Des weiteren ist dieses Ermitteln |







andig bekannt ist, stets mit unendlicher Verarbeitungszeit verbun-
den. Verfahren zur optimalen gemeinsamen Empfangssignalverarbeitung, die auf (2.12),
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S
, n 2 Z, liefern, sind f

ur CDMA-Mobilfunksysteme mit inniter
Daten

ubertragung daher nicht praktikabel.
In CDMA-Mobilfunksystemen mit quasi-inniter Daten

ubertragung sind lediglich endlich



















, potentiell von Null verschieden, siehe Unterkapitel 1.3. Dies wirkt sich mil-
dernd auf alle oben genannten Probleme aus, da dieser Sachverhalt beim Auswerten von





ubergang !1 und 
0
!1 in (2.12), (2.13), (2.16) und (2.18) wird
der Grenzwert bereits f

























sind dabei im Vergleich
zum Spreizfaktor Q nach (1.8) sehr gro, siehe auch Denition der quasi-inniten
Daten





ange !1 und 
0
!1
in (2.12), (2.13), (2.16) und (2.18) k














 Ein den obigen Ausf






(2.12), (2.13), (2.16) und (2.18) mildert die beiden erstgenannten systematischen
Probleme erheblich, da
{ sowohl der angesprochene Suchraum endlich, als auch















, n2Z, verwendeten Konstrukte endliche L

ange haben.
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
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S
, n 2 Z, zu leistende Aufwand endlich, im allgemeinen jedoch






 Das an dritter Stelle erw

ahnte systematische Problem tritt in CDMA-
Mobilfunksystemen mit quasi-inniter Daten

ubertragung ebenfalls lediglich in ab-
geschw

achter Form auf, da am Referenzempf

anger nicht unendlich lange gewartet




bekannt sind. Das geschilderte systematische Problem ist jedoch auch weiterhin pro-
hibitiv f

ur den Einsatz von Verfahren zur optimalen gemeinsamen Empfangssignal-
verarbeitung in CDMA-Mobilfunksystemen mit quasi-inniter Daten

ubertragung.
Denn in Mobilfunksystem sind f






ogerungen einzuhalten. Im Falle von quasi-inniter Daten

















at sich somit feststellen, da in CDMA-Mobilfunksystemen sowohl
mit inniter Daten

ubertragung als auch mit quasi-inniter Daten

ubertragung Verfah-
ren zur optimalen gemeinsamen Empfangssignalverarbeitung nicht praktikabel sind. So-
mit besteht die Notwendigkeit, suboptimale Verfahren zur gemeinsamen Empfangssignal-
verarbeitung zu entwickeln und zu untersuchen, die man unter Umschiung aller oben
aufgef

uhrten systematischen Probleme in CDMA-Mobilfunksystemen mit inniter Da-
ten

ubertragung und in CDMA-Mobilfunksystemen mit quasi-inniter Daten

ubertragung
einsetzen kann. Aus diesem Grund soll im Abschnitt 2.2.3 auf das Bewerten und in den
Unterkapiteln 2.3 bis 2.9 auf das Finden geeigneter suboptimaler Verfahren zur gemein-
samen Empfangssignalverarbeitung eingegangen werden.




Bevor auf suboptimale Verfahren zur gemeinsamen Empfangssignalverarbeitung detail-
liert eingegangen wird, soll in diesem Abschnitt noch ein Spezialfall des allgemeinen Ver-
fahrens zur optimalen gemeinsamen Empfangssignalverarbeitung nach Abschnitt 2.2.1




































_ n 6= n
0
, gleich null sind. Dieser Spezialfall wird
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, n 2 Z,








Ubermitteln mehrerer | ggf. auf
unterschiedliche Teilnehmer zur

uckgehender | Datensymbole genutzt wird, tritt keine
sch







at ist somit aus-
schlielich durch Rauschen begrenzt. Wie sich in Abschnitt 2.2.3 zeigen wird, ist dieser
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Im Falle des Vierphasenmodulation beschreibenden Datensymbolalphabets M nach (1.6)


























































































angig sind, siehe (2.5) und (2.6),
dann l





















































































ucken. In der Literatur wird zum Beschreiben der statistischen Ei-
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, m 2 Z, anstelle der A-priori-
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aquivalentes, d.h. gleichen Informationsgehalt enthaltendes Ma, und















































































































































nach (1.23) mit der Korrela-
tionsfunktion '
nn
(; ) nach (2.17) l


































































































































































































gelten. Das durch (2.26), (2.27) und (2.28) beschriebene Verfahren kann als dreischrittiges
Vorgehen interpretiert werden:



















































































(n) nach (2.26) und (2.3) l






































































































ucken. Q () in (2.29) beschreibt die Q-Funktion [Ver98], auf die in Anhang A.1
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p = 0; 001; 0; 01; 0; 1;
0; 25; 0:5






















2.2.3 MehrteilnehmereÆzienz und asymptotische Mehrteil-
nehmereÆzienz
Wie in Abschnitt 2.2.1 dargelegt, sind optimale Verfahren zur gemeinsamen Empfangs-
signalverarbeitung in CDMA-Mobilfunksystemen mit inniter Daten

ubertragung und in
CDMA-Mobilfunksystemen mit quasi-inniter Daten

ubertragung nicht praktikabel. Al-
le in praktisch realisierbaren Systemen eingesetzten Verfahren zur gemeinsamen Emp-
fangssignalverarbeitung sind daher suboptimal. Es ist w

unschenswert, da die G

ute der















, n2Z, { und diese sollen















(n) nach (2.12), (2.13), (2.16) und (2.18) nur wenig nachsteht.
Die Zuverl


















(n) nach (2.12), (2.13), (2.16) und



















m = 2n : : : 2n+1, nach (2.1) geeignet. Wenn die G

ute eines Verfahrens zur gemeinsamen
Empfangssignalverarbeitung mit der G

ute eines Referenzverfahrens { beispielsweise der
optimalen gemeinsamen Empfangssignalverarbeitung nach Abschnitt 2.2.1 { verglichen
werden soll, so ist es daher f







, m = 2n : : : 2n + 1, nach (2.1) zugrunde zu legen. Ein detaillierter Einblick
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in die Leistungsf

ahigkeit beider Verfahren l

at sich insbesondere dann erlangen, wenn











, m = 2n : : : 2n + 1, bei gegebenem Zu-
stand der Mobilfunkkan












m = 2n : : : 2n+1, nach (1.22) im Falle des zu untersuchenden Verfahrens zur gemeinsamen





, m = 2n : : : 2n+ 1, im Falle
des Referenzverfahrens n



















; m = 2n : : : 2n+ 1; (2.33)
zu erzielen. Als Referenzverfahren erscheint die optimale gemeinsame Empfangssignalver-
arbeitung nach Abschnitt 2.2.1 besonders reizvoll. Eine solche Wahl des Referenzverfah-
rens impliziert jedoch zumindest die beiden folgenden Probleme:
 Wie in Abschnitt 2.2.1 dargestellt, ist die durch (2.12), (2.13), (2.16) und (2.18) cha-
rakterisierte optimale gemeinsame Empfangssignalverarbeitung nicht praktikabel,
da der dabei anfallende Aufwand sehr gro, im Falle von CDMA-Mobilfunksystemen
mit inniter Daten

ubertragung unendlich gro wird.
 Sowohl die optimale gemeinsame Empfangssignalverarbeitung als auch das zu un-
tersuchende Verfahren zur gemeinsamen Empfangssignalverarbeitung haben die




adliche Wirkung der Intersymbol-
Interferenz und der Vielfachzugris-Interferenz zu reduzieren. Folglich ist es durch
Vergleichen beider Verfahren nicht m

oglich, den Preis, der prinzipiell f

ur gleichzeiti-















, n2Z, zu zahlen ist, vgl. auch Unterkapitel
1.1, zu bewerten.
Aufgrund der oben angef

uhrten Probleme ist es vorteilhaft, f

ur die Bewertung von Ver-
fahren zur gemeinsamen Empfangssignalverarbeitung, ein anderes Referenzverfahren zu
w

ahlen. In der Literatur [Ver98] wird vorgeschlagen, f

ur einen Vergleich den aus Abschnitt
2.2.2 bekannten Spezialfall des allgemeinen Verfahrens zur gemeinsamen Empfangssignal-
verarbeitung als Referenzverfahren { und somit dessen Leistungsf

ahigkeit im interferenz-




 Das in Abschnitt 2.2.2 beschriebene Verfahren ist einfach und praktikabel und kann






, m = 2n : : : 2n + 1, des Referenzverfahrens kann daher
sehr einfach durch simulatives Auswerten von (2.26) und (2.27) oder unmittelbar
durch Verwenden von (2.30) ermittelt werden.
 Das

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, n 2 Z, mittels des

























, nur erschwert wer-
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den [Ver98], da dabei m

oglicherweise Intersymbol-Interferenz oder Vielfachzugris-
Interferenz mit sch

adlicher Wirkung entstehen, siehe Unterkapitel 1.1. Die zum Ein-

















ist daher immer kleiner als die oder gleich der





nach (1.22) im Falle des zu untersuchenden






























; m = 2n : : : 2n + 1; (2.34)
deniert, der stets reell, nicht negativ und kleiner gleich eins ist. Dieser Quotient be-















, wenn mit dem Referenzverfahren und dem zu untersuchenden Verfahren zur ge-














, m = 2n : : : 2n + 1, nach (2.34) hat die
Eigenschaften einer EÆzienz und wird in der Literatur daher als MehrteilnehmereÆzi-
















 den xen, die St

orsituation charakterisierenden statistischen Kenngr

oen,
 dem zu untersuchenden Verfahren zur gemeinsamen Empfangssignalverarbeitung,












, n2Z, nach (1.18),

























hat im allgemeinen f

ur jedes Datum einen andere Wert [Ver98]. Wenn Vierphasen-
modulation gem

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nach Unterkapitel 1.3 vorausgesetzt















































 je geringer die sch

adliche Wirkung der auftretenden Interferenz ist und
 je besser das zu untersuchende Verfahren zur gemeinsamen Empfangssignalverar-
beitung in der Lage ist, die sch

adliche Wirkung der Interferenz zu reduzieren.
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(; ) nach (1.24) die Beziehung (2.17), so l








































































































bei Verwenden des Referenzverfahrens
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










ur eine verschwindende einzuhaltende
Bitfehlerwahrscheinlichkeit P
b;d
wird als asymptotische MehrteilnehmereÆzienz bezeich-





nach (2.37) wird in der Li-
teratur [Ver98] insbesondere f

ur analytische Untersuchungen der Leistungsf

ahigkeit ver-
schiedener Verfahren zur gemeinsamen Empfangssignalverarbeitung verwendet [Ver98],
die auch asymptotische Analysen genannt werden. Dabei ist jedoch anzumerken, da
die sich bei solchen Analysen ergebenden Ergebnisse f

ur den Entwurf praktisch relevan-
ter CDMA-Mobilfunksysteme mit inniter oder quasi-inniter Daten

ubertragung nicht
oder nur selten relevant sind. Ein Vergleich der Leistungsf






! 0 erlaubt n

amlich nicht generell
einen Schlu auf die Leistungsf

ahigkeit beider Verfahren f







Aus der Literatur [Ver98] ist { zumindest f

ur den Fall von CDMA-Mobilfunksystemen
mit quasi-inniter Daten















ur die optimale gemein-
same Empfangssignalverarbeitung gem

a Abschnitt 2.2.1 je nach Konguration aus
St

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, n 2 Z,
nach (1.18), kleiner eins sein kann [Ver98]. Diese Gegebenheit spiegelt wider, da es
am Referenzempf




































































(1.23) zu separieren, je








































































gleich, dann ist es bei Verwenden des f

ur Vier-


























) fehlerfrei zu sch













hervorragend den hohen Preis, der in diesem Fall selbst bei Verwenden optimaler ge-
meinsamer Empfangssignalverarbeitung gem

a Abschnitt 2.2.1 f




















) zu zahlen ist.















ur die optimale gemeinsamer Empfangssignalverarbeitung
gem

a Abschnitt 2.2.1 in CDMA-Mobilfunksystemen mit inniter Daten

ubertragung ist

















ange gelten, und damit kei-
2.2 Optimale gemeinsame Empfangssignalverarbeitung 51
ne neuartigen Erkenntnisse zu erwarten sind, wird im Rahmen der vorliegenden Arbeit















ur die optimale gemeinsame Empfangssignalverarbeitung
gem

a Abschnitt 2.2.1 in CDMA-Mobilfunksystemen mit inniter Daten

ubertragung ver-
zichtet. Der Autor wendet sich daher verst

arkt den aus bereits in Abschnitt 2.2.1 darge-
legten Gr

unden interessanteren, suboptimalen Verfahren zur gemeinsamen Empfangssi-
gnalverarbeitung zu. Die Analyse suboptimaler Verfahren zur gemeinsamen Empfangssi-
gnalverarbeitung anhand von MehrteilnehmereÆzienz und asymptotischer Mehrteilneh-
mereÆzienz ist Thema der Kapitel 4 , 5 und 7.













nach (2.37) erlauben lediglich den Vergleich des Referenzverfah-
rens und des zu untersuchenden Verfahrens zur gemeinsamen Empfangssignalverarbeitung
f










ahigkeit eines Verfahrens zur gemeinsamen Empfangssignalverarbeitung ist












ande durchlaufen, so sind zur Bewertung der Leistungsf

ahigkeit des zu untersu-
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nach (2.37) angeben. Bei gege-




ale ergibt sich ei-
ne daraus resultierende, die G




























(2.37). Soll die Leistungsf

ahigkeit des zu untersuchenden Verfahrens zur gemeinsa-
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, m 2 Z, eine datumsspezische Stati-













nach (2.37) zu ermitteln, oder






= 1: : :K
S
, m 2 Z,






















, m2Z, nach (2.37) zu betrachten.
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
uge der gemeinsamen Empfangssignalverarbeitung
die durch das zu untersuchende Verfahren zur gemeinsamen Empfangssignalverar-
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, m 2 Z, die durch das zu untersuchende Verfahren zur gemeinsamen
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m2Z, die durch das zu untersuchende Verfahren zur gemeinsamen Empfangssignal-






















ale gibt in kompakter Form Aufschlu

uber die mittlere G

ute der durch
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spiegelt somit die mittlere Leistungsf

ahigkeit des zu
untersuchenden Verfahrens zur gemeinsamen Empfangssignalverarbeitung wider. In

















at sich durch Fordern eines

























































des zu untersuchenden Verfahrens zur gemeinsamen Empfangssignalverarbeitung.
Beide oben angef






at in einem CDMA-Mobilfunksystem zu bewerten. In der Praxis bietet das zweit-













nach (2.37) im allgemeinen sehr aufwendig ist. In der vorliegenden Arbeit wird daher






betrachtet wird. Als einzuhaltender Erwartungs-
wert der mittleren Bitfehlerwahrscheinlichkeit P
b;d
, der der MehrteilnehmereÆzienz 
P
b;d
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
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zugrunde liegt, wird dabei 10
 2
angenommen. Diese Wahl des einzuhaltenden Erwartungs-
wertes der mittleren Bitfehlerwahrscheinlichkeit ist in praktisch allen relevanten Mobil-
funksystemen der zweiten und dritten Generation f

ur die Bitfehlerwahrscheinlichkeit ohne
Kanalkodierungs- und Kanaldekodierungseinheiten angestrebt [Kle96]. Die sich damit er-
gebende mittlere MehrteilnehmereÆzienz wird im folgenden mit 
0:01
bezeichnet.
2.3 Generische Struktur f

ur Verfahren zur subop-
timalen gemeinsamen Empfangssignalverarbei-
tung
2.3.1 Motivation und Ausgangspunkt
Wie bereits mehrfach in Unterkapitel 2.1 angesprochen und erl

autert, ist eine optimale
gemeinsame Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit inniter Da-
ten

ubertragung oder quasi-inniter Daten

ubertragung nicht praktikabel. Daher m

ussen
in realisierbaren Systemen suboptimale Verfahren zur gemeinsamen Empfangssignalver-
arbeitung eingesetzt werden. Aus der Literatur sind, wie bereits in Abschnitt 1.2.2 dar-
gelegt, verschiedene, z.B. die in [Ver88, WNM92, Bi93, WNM93, Ver93, ZB94a, ZB95,
ASDO96, Kle96, SMAH96, WNM96, Bra97, DJFH97, JA97, Kle97, ASS98, DJ98, GS98,
DJC99, KSK
+
99, DC00, SHTA00, MAAS01, ML01, MJWT01, PGB01, TG01, HFS02,
KHKS02, SHAA02] dargestellten suboptimalen Verfahren zur gemeinsamen Empfangs-
signalverarbeitung bekannt. Dem Autor ist jedoch kein in der frei verf

ugbaren Litera-
tur beschriebener systematischer Zugang zur Konstruktion und Analyse von Verfahren
zur gemeinsamen Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit inniter
oder quasi-inniter Daten

ubertragung bekannt. Ein systematischer Zugang zu Verfahren
zur gemeinsamen Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit inniter
oder quasi-inniter Daten

ubertragung ist jedoch unerl

alich, wenn systematisch
 verschiedene Verfahren zur gemeinsamen Empfangssignalverarbeitung verglichen,




ahige Verfahren zur gemeinsamen Empfangssignalverarbeitung kon-
struiert
werden sollen. Ein systematischer Zugang zu suboptimalen Verfahren zur gemeinsa-
men Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit inniter oder quasi-
inniter Daten

ubertragung erfolgt sinnvollerweise durch Aufgliedern der zu l

osenden




atzproblems, siehe auch Abschnitt 2.1 | in
zu l

osende Teilaufgaben. Ein derartiges Vorgehen wird in der Literatur als Top-Down-
Approach [SMC74, Jal91] oder auch als strukturierter Ansatz [SMC74, Jal91, Bin01] be-
zeichnet. Ein Verfahren zur suboptimalen gemeinsamen Empfangssignalverarbeitung mu
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demnach eine Kombination von Teilverfahren sein, die jeweils eine dieser zu denieren-
den Teilaufgaben l

osen. Die Aufgliederung eines Verfahrens zur suboptimalen gemeinsa-













atzproblems beitragenden Teilverfahren, die, wie bereits
in Unterkapitel 1.4 eingef

uhrt, als funktionale Gruppen bezeichnet werden. Desweiteren
werden die zwischen den funktionalen Gruppen bestehenden Wechselbeziehungen gezeigt.







osende Teilaufgaben und damit letztlich verschiedene generische Strukturen
denkbar. Nach Meinung des Autors l

at sich ein systematischer Zugang zur Vielfalt der
Verfahren zur gemeinsamen Empfangssignalverarbeitung in CDMA-Mobilfunksystemen
mit inniter oder quasi-inniter Daten

ubertragung jedoch besonders durch Wahl einer
Aufgliederung und damit einer generischen Struktur er





 Alle relevanten und realisierbaren aus der Literatur bekannten Verfahren zur ge-
meinsamen Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit inni-
ter oder quasi-inniter Daten

ubertragung sollen sich auf die generische Struktur
abbilden lassen. Abbilden lassen heit dabei, da sich alle f
















, m2Z, notwendigen durch
das abzubildende Verfahren zur gemeinsamen Empfangssignalverarbeitung vorge-
























(m), die durch das auf die ge-




uberhaupt nicht | voneinander abweichen. Diese vom Autor vorgeschlagene im
folgenden verwendete Denition der Abbildbarkeit schliet insbesondere nicht ein,
da das abzubildende Verfahren zur gemeinsamen Empfangssignalverarbeitung und
das abgebildete Verfahren zur gemeinsamen Empfangssignalverarbeitung aufwands-
gleich sind. Beispielsweise ist denkbar, da gleiche in unterschiedlichen funktionalen
Gruppen vorliegende Zwischenergebnisse in dem urspr

unglichen abzubildenden Ver-
fahren zur gemeinsamen Empfangssignalverarbeitung unmittelbar ohne mehrfaches
Ermitteln derselben wieder verwendet werden.
Bei der Wahl der Aufgliederung und damit der generischen Struktur sollen im
Rahmen dieser Arbeit ausschlielich nicht blinde [Ver98] Verfahren zur gemeinsa-
men Empfangssignalverarbeitung ber

ucksichtigt werden. Nicht blinde Verfahren zur
gemeinsamen Empfangssignalverarbeitung sind solche Verfahren zur gemeinsamen
Empfangssignalverarbeitung, die die Kenntnis
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
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{ aller zur Daten






sowie deren Zuordnung zu den aktiven Teilnehmer
am Referenzempf

anger voraussetzen. Verfahren zur gemeinsamen Empfangssignal-
verarbeitung, die derartige Kenntnis am Referenzempf

anger nicht oder nur teil-
weise voraussetzen, heien blinde bzw. halb-blinde [Ver98] Verfahren zur gemein-
samen Empfangssignalverarbeitung. Wenn oben dargelegte Kenntnis am Referenz-
empf

anger perfekt vorhanden ist | und dies wird wie in Unterkapitel 1.4 dargelegt,
in der vorliegenden Dissertation angenommen | so sind hinsichtlich der erzielbaren
Leistungsf

ahigkeit nicht blinde Verfahren zur gemeinsamen Empfangssignalverar-
beitung blinden oder halb-blinden Verfahren zur gemeinsamen Empfangssignalver-
arbeitung

uberlegen. Aus diesem Grund wird auf die Betrachtung blinder und halb-








atzproblems und damit die
gew

ahlte generische Struktur sollen erm

oglichen, systematisch die verschiedenen aus
der Literatur bekannten relevanten und realisierbaren Ans

atze zu klassizieren. Die
gew

ahlte Aufgliederung bietet damit einen Ausgangspunkt f

ur einen systematischen
Vergleich neuer und aus der Literatur bekannter Verfahren zur gemeinsamen Emp-
fangssignalverarbeitung.
 Die generische Struktur, die aus der gew











 Wie bereits in Kapitel 1 dargestellt, existieren f

ur CDMA-Mobilfunksysteme, die
den Bedingungen aus Abschnitt 1.2.1 gen

ugen, eine Vielzahl von Verfahren mit
blockweisem oder symbolweisem Vorgehen. Die resultierende generische Struktur





ulle von Verfahren systematisch auf Verfahren zu

ubertragen, die an den Einsatz
in CDMA-Mobilfunksystemen mit inniter Daten

ubertragung angepat sind.
 Ein Optimieren und Analysieren von Verfahren zur gemeinsamen Empfangssignal-






 Ausgehend von der gew

ahlten Aufgliederung und der damit verbundenen ge-
nerischen Struktur sollen sich systematisch neue, auf der generischen Struktur
basierende Verfahren zur gemeinsamen Empfangssignalverarbeitung entwickeln
lassen.
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
uge der gemeinsamen Empfangssignalverarbeitung
2.3.2 Strukturierung der gemeinsamen Empfangssignalverar-
beitung
Wie bereits mehrfach in den Unterkapiteln 2.1 und 2.2 dargelegt, ist es aus verschie-
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(n) kann somit in allen realisierbaren Verfahren zur gemeinsamen
Empfangssignalverarbeitung prim








beruhen. Aus dieser Beobachtung ergibt sich eine quasi nat

urliche
Partitionierung aller relevanten realisierbaren Verfahren zur gemeinsamen Empfangssi-
gnalverarbeitung in eine Vorverarbeitung, eine Hauptverarbeitung und eine Nachverar-








5. Kombinieren & Entscheiden
auf, siehe Bild 2.5.
Die Vorverarbeitung gliedert sich in die beiden funktionalen Gruppen Blockbilden und
Datenzuordnen. Die Aufgabe der funktionalen Gruppe Blockbilden besteht darin, endlich






angers, die im folgenden
als Bl

ocke bezeichnet werden, zu bilden. Diese Ausschnitte dienen als Ausgangspunkt f

ur















Z. Die verschiedenen Bl

ocke sind mit dem Index b, b2Z, numeriert. Das Ausschnittbilden
f

ur einen Block b, b2Z, wird durch den zum Block b geh

origen funktionalen Block zum
Blockbilden erreicht. Die Gesamtheit aller funktionalen Bl

ocke zum Blockbilden bildet die
funktionale Gruppe Blockbilden. Der zu Block b, b2Z, geh

orige, durch den zugeh

origen


















, n2Z, ermittelt wer-
den k









































n2Z, dem Block b zugeordnet werden. In Analogie zur funktionalen Gruppe Blockbilden
2.3 Generische Struktur f





ur jeden Block b, b 2 Z, separat durch einen funktionalen Block zum Da-
tenzuordnen durchgef

uhrt werden, wobei die Gesamtheit aller funktionalen Bl

ocke zum
Datenzuordnen die funktionale Gruppe Datenzuordnen bildet. Die Ergebnisse der funk-
tionalen Bl

ocke zum Datenzuordnen werden in den in Abschnitt 2.5.2 genauer denierten
blockspezischen Mengen B
(b)














angers als Ausgangspunkt f

ur die Hauptverarbeitung.
Die Hauptverarbeitung gliedert sich in die beiden funktionalen Gruppen Interblock{
Signalverarbeitung und Intrablock{Signalverarbeitung, wobei diese in Analogie zu den
funktionalen Gruppen Blockbilden und Datenzuordnen jeweils f

ur die Gesamtheit aller





arbeitung bzw. funktionalen Bl

ocke zur Intrablock{Signalverarbeitung stehen, siehe Bild
2.5.
Die Aufgabe eines zum Block b, b2Z, geh

origen funktionalen Blocks zur Interblock{Signal-
verarbeitung besteht darin, den durch r
(b)











agen zu befreien, die auf
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uckgehen und im folgenden als Interblock-Interferenz (IBI) bezeichnet werden.
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, n 2 Z, (k
S
; n) =2 B
(b)
, verwendet.




Interferenz reduzierte Version des Ausschnitts r
(b)



















zu einem Block b, b2Z, geh

orige funktionale Block zur Intrablock{Signalverarbeitung die
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, n 2 Z, (k
S
; n) 2 B
(b)





, die auf nicht
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uckgehen, werden nicht ber

ucksichtigt und wirken als St

orung.
Wie in Bild 2.5 graphisch verdeutlicht, tauschen Interblock{Signalverarbeitung und Intra-
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, n 2 Z, (k
S
; n) 2 B
(b)











dem aus Interblock{Signalverarbeitung und Intrablock{Signalverarbeitung gebildeten Kon-
strukt handelt es sich daher um ein r

uckgekoppeltes System mit getaktetem Speicher
in der R

uckkoppelschleife [Wen82], das somit schrittweise iterativ arbeitet. Die Ausga-
ben der Interblock{Signalverarbeitung beeinussen somit im n

achsten Iterationsschritt
die Eingaben der Intrablock{Signalverarbeitung, deren Ausgaben wiederum die Eingaben
der Interblock{Signalverarbeitung bestimmen usw.
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Bild 2.5. Generische Struktur zur Beschreibung der Aufgliederung der Verfahren zur
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Im Anschlu an die Hauptverarbeitung erfolgt die Nachverarbeitung durch die funktiona-
le Gruppe Kombinieren & Entscheiden. Die durch die funktionale Gruppe Kombinieren
& Entscheiden zu l







ein und desselben, mehreren Bl

ocken b, b2Z, (k
S
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Alle funktionalen Gruppen sind deterministisch, d.h. aus eindeutig vorgegebenen Ein-
gangsgr

oen folgen eindeutige Ausgangsgr

oen. Soll ein konkretes Verfahren zur gemein-
samen Empfangssignalverarbeitung auf die generische Struktur abgebildet werden, so sind
spezielle Ausf

uhrungen der funktionalen Gruppen zu verwenden.
Es ist denkbar, die Ausf

uhrungen der funktionalen Gruppen von Iterationsschritt zu Itera-
tionsschritt zu ver

andern. Ein solches Vorgehen bringt jedoch keine nennenswerten neuen
fundamentalen Erkenntnisse. Des weiteren ist aus der Literatur [Ver88, WNM92, Bi93,
WNM93, Ver93, ZB94a, ZB95, ASDO96, Kle96, SMAH96, WNM96, Bra97, DJFH97,
JA97, Kle97, ASS98, DJ98, GS98, DJC99, KSK
+
99, DC00, SHTA00, MAAS01, ML01,
MJWT01, PGB01, TG01, HFS02, KHKS02, SHAA02] kein relevantes Verfahren bekannt,
das dieses n

otig macht. Daher soll in der vorliegenden Arbeit auf eine solche Verallgemei-
nerung verzichtet und angenommen werden, da sich die Ausf

uhrungen der funktionalen
Gruppen von Iterationsschritt zu Iterationsschritt nicht ver

andern.
Die oben dargestellte Aufgliederung der Verfahren zur suboptimalen gemeinsamen Emp-
fangssignalverarbeitung und die daraus resultierende generische Struktur entsprechenden
den im vorhergehenden Abschnitt 2.3.1 dargelegten Forderungen:





daraus resultierende generische Struktur ist sehr einfach und

uberschaubar.
 Ein Klassizieren, Analysieren und Optimieren von aus der Literatur bekannten
und neuen Verfahren zur gemeinsamen Empfangssignalverarbeitung kann sehr ein-
fach durch Klassizieren, Analysieren und Optimieren der denierten funktionalen
Gruppen erfolgen.
 Neue Verfahren zur gemeinsamen Empfangssignalverarbeitung k

onnen durch Kom-
binieren von neuen oder bekannten Ausf

uhrungen der funktionalen Gruppen ent-
wickelt werden.
 Alle aus der Literatur [Ver88, WNM92, Bi93, WNM93, Ver93, ZB94a, ZB95,
ASDO96, Kle96, SMAH96, WNM96, Bra97, DJFH97, JA97, Kle97, ASS98, DJ98,
GS98, DJC99, KSK
+
99, DC00, SHTA00, MAAS01, ML01, MJWT01, PGB01,
TG01, HFS02, KHKS02, SHAA02] bekannten relevanten Verfahren zur gemeinsa-
men Empfangssignalverarbeitung k

onnen im Sinne von Abschnitt 2.3.1 auf die oben
dargelegte generische Struktur nach Bild 2.5 abgebildet werden. Jede Sch

atzung
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, n 2 Z, wird bei allen bekann-































, bestimmt. Die vorge-
schlagene generische Struktur l

at eine derartige Verarbeitungsweise zu.
 Die durch die Intrablock{Signalverarbeitung zu l






atzproblems in den Bedingungen aus Abschnitt 1.2.1
gen

ugenden CDMA-Mobilfunksystemen. Daher kann die Vielfalt aller f

ur CDMA-
Mobilfunksysteme, die den Bedingungen aus Abschnitt 1.2.1 gen

ugen, entwickelten
Verfahren mit blockweisem oder symbolweisem Vorgehen systematisch f

ur das Fin-
den geeigneter Verfahren zur Intrablock{Signalverarbeitung eingesetzt werden.
Nach Kenntnis des Autors der vorliegenden Dissertation ist die oben dargelegte Auf-
gliederung der Verfahren zur gemeinsamen Empfangssignalverarbeitung und die daraus
resultierende, in Bild 2.5 dargestellte generische Struktur in der pr

asentierten allgemeinen
Form neuartig und in der Literatur nicht verf

ugbar.




achst die durch die einzelnen funktionalen Gruppen
zu l

osenden Teilaufgaben genau identiziert und gegeneinander abgegrenzt werden. Des
weiteren sind die Schnittstellen zwischen den einzelnen funktionalen Gruppen und funk-
tionalen Bl

ocken durch geeignete mathematische Modelle zu beschreiben. Die folgenden
Unterkapitel 2.4, 2.5, 2.6, 2.7 und 2.8 besch

aftigen sich mit diesen Aufgabenstellungen.
2.4 Blockbilden
2.4.1 Begri und Motivation
Wie bereits mehrfach in Unterkapiteln 2.1 und 2.2 dargelegt, k


































angers, sondern lediglich basierend auf einem oder
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, n 2 Z, stets das Bilden von Ausschnitten, im folgenden auch Bl

ocke ge-
nannt, vorausgehen. Die funktionale Gruppe, die dieses leistet, heit funktionale Gruppe









angers ausgeschnitten wird. Es ist auch
denkbar, nicht zusammenh























angers angenommen werden, so besteht ein
nicht zusammenh






ur jedes Paar aus zwei Teilst





 Wenn zwei nicht aneinander grenzende Teilst

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Bei der gemeinsamen Empfangssignalverarbeitung geht folglich keinerlei Informa-













































 Wenn zwei nicht aneinander grenzende Teilst

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schlielich auf Pfaden, deren zugeh

origen in diskreten Zeiteinheiten gemessenen
Verz

ogerungen, siehe auch Unterkapitel 1.3, sich um mehr als Q unterscheiden,
oder
{ auch der die beiden Teilst













Der erstgenannte Fall ist in typischen Mobilfunkszenarien unwahrscheinlich und ist
daher nicht weiter von Interesse. Betrachtet man im zweitgenannten Fall ausschlie-















(n) den diese Teilst

ucke verbindenden Abschnitt,












ucksichtigt. In anderen Worten bedeutet dies, da
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Bild 2.6. Funktionaler Block zum Blockbilden mit Schnittstellen











angers nicht zu nutzen. Aus diesem Grund verzichtet























, n 2 Z, ausschlielich zusammenh

angende Ausschnitte verwendet werden |
und dies wird wie oben motiviert im folgenden getan |, so existieren doch vielerlei
M








bilden. Die Vielfalt der verschiedenen M

oglichkeiten werden in Kapitel 3 diskutiert.
Die Schnittstellen der funktionalen Gruppe Blockbilden sind in Bild 2.6 visualisiert und
werden in Abschnitt 2.4.3 genauer diskutiert.




ange zu bilden. F

ur





at eines funktionalen Blocks zur Intrablock{Signalverarbeitung wird
unter anderem von der Dimension der Eingangsgr

oen und der Dimension der Aus-
gangsgr














die Dimension der Eingangsgr

oen als auch die Dimension der Ausgangsgr

oen eines












































(n) verstreicht | und diese soll im folgenden als Bearbeitungsla-
tenz bezeichnet werden |, mu m






ur die Dienste, die durch das betrachtete CDMA-Mobilfunksystem oeriert werden
sollen, maximale Verz

ogerungszeiten zu beachten sind [Bin01]. Die Bearbeitungsla-
tenz ist von der Bearbeitungsdauer der verschiedenen funktionalen Gruppen, aber
auch von der L

ange des zu verarbeitenden Ausschnitts abh

angig. Selbst bei belie-
big kleiner Bearbeitungsdauer der verschiedenen funktionalen Gruppen ergibt sich
eine minimale mittlere Bearbeitungslatenz, die bei Wahl eines Ausschnittes der in






































eines zum Block b geh

origen
Ausschnitts hat demnach eine steigende minimale mittlere Bearbeitungslatenz T
(b)
V





oglichst klein zu halten.






Betrachtet man den zu Block b geh









so lassen sich generell drei Arten von Beitr

agen zu diesem Ausschnitt identizieren: Es exi-
stieren im allgemeinen Beitr

age zum Block b zugeh

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angers im betrachteten Ausschnitt enthalten ist,
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, n 2 Z, zur























andig im betrachteten Ausschnitt enthalten ist und solche
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nannten Art zum Block b zugeh








angers leisten, werden im folgenden als vollst

andig in Block b enthaltene Daten-
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die Beitr

age der zweitgenannten Art leisten, nicht vollst

andig in Block b enthaltene Da-
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S
, n 2 Z, Block









, n2Z, zu den Bl

ocken b, b2Z, wird in Unterkapitel 2.5 gekl

art.
Im folgenden Abschnitt 2.4.3 soll ein mathematisches Modell zur Beschreibung des zu
Block b geh















In diesem Abschnitt sollen die in Bild 2.6 visualisierten Schnittstellen des funktionalen
Blocks zum Blockbilden gekl

art sowie ein mathematisches Modell zum Beschreiben des
zu Block b geh

















angers zu betrachten sind, l

at
sich der zu einem Block b geh





























den kleinsten bzw. den gr































der Dimension zwei zusammengefat, der von jedem funktionalen Block zum Blockbilden
ausgegeben und, wie in Bild 2.5 dargelegt, an den zugeh

origen funktionalen Block zum Da-















at sich der zu Block b geh

orige Ausschnitt
durch die Gesamtheit aller Folgenglieder r(),  = 
(b)
l
: : : 
(b)
h
, beschreiben, die dem funk-








: : : 
(b)
h



















































kombinieren, der damit den gesamten zu Block b geh
























, nach (1.12) und















uck. Der Beitrag zu r
(b)
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nach (2.44) und damit zu r
(b)
nach (2.42) folgt aus








































































































































































































(; ) nach (1.24) eingeht.


















2.5.1 Grundidee und Konsequenzen
In Unterkapitel 2.4 wurde erl










angers gebildet wird. Wie in Abschnitt 2.3.2
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Bild 2.7. Funktionaler Block zum Datenzuordnen mit Schnittstellen
dargelegt, ist durch dieses als Blockbilden bezeichnete Verarbeiten jedoch noch nicht fest-
gelegt, f







= 1: : :K
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angers ermittelt werden sollen. Diese Aufgabe wird durch die funktionale
Gruppe Datenzuordnen geleistet. F

ur jeden Block b mu durch den zu diesem geh

origen






















nach (2.42) ermittelt werden sollen. Unter Datenzuordnen versteht man










angers und Kenntnis der durch 
(b)
nach (2.41) beschriebenen
Wahl der Ausschnittsgrenzen die Entscheidung zu treen, welche durch die Indizes (k
S
; n)




(n) einem Block b zugeordnet werden und wel-







(), die in Abschnitt 2.5.2 genauer erl

autert werden, an
andere funktionale Gruppen weitergereicht.
Die Schnittstellen des zu Block b geh

origen funktionalen Blocks zum Datenzuordnen sind






= 1: : :K
S
, n 2 Z,
zu den Bl

ocken b, b2Z, ist es m







































= 1: : :K
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, n 2 Z, einem Block b zuzuordnen,





















, n2Z, zu Bl

ocken b, b2Z,
lassen sich zwei Konsequenzen ableiten:







= 1: : :K
S




















angers leistet, jedoch nicht diesem Block b, sondern mindestens einem
anderen Block b
0
, b 6= b
0
zugeordnet wird. In diesem Fall kommt es folglich zu einem
Einu eines Block b
0
















angers. Diese Form des Einusses wird im folgenden als Interblock-Interferenz
bezeichnet. Interblock-Interferenz wird durch die funktionale Gruppe Interblock{












, n2Z, nicht nur einem, sondern mehr
als nur einem Block b zugeordnet wird, dann liegt als Ergebnis der Intrablock{Signal-
verarbeitung jedes dieser Bl

ocke b eine Sch










































= 1: : :K
S
, m = 2n : : : 2n + 1, zu ermitteln. Diese
Aufgabe wird durch die funktionale Gruppe Kombinieren & Entscheiden geleistet
die in Unterkapitel 2.8 genauer studiert wird.
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und n identiziert. Alle zu einem Block b geh

origen Datensymbole lassen






















; n) beschreiben, wobei die Indizes k
S







; n) 2 B
(b)









, n2Z, mu dabei aus den in Abschnitt 2.5.1 dargelegten Gr

unden












= f1 : : :K
S
g  Z: (2.50)
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angeben. Mit (2.51) folgt f


































Um die in Abschnitt 2.3.2 eingef

uhrten funktionalen Gruppen mathematisch zu beschrei-












, linear zu ordnen. Da davon aus-
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g ; b2Z; (2.54)









(n), n 2 Z, (k
S
; n) 2 B
(b)
, durch einfaches Durchlaufen des Index
n
0








() nach (2.53) soll
im folgenden Abschnitt 2.5.3 eingesetzt werden, um ausgehend von dem in Abschnitt
2.4.3 dargelegten blockorientierten

Ubertragungsmodell ein erweitertes, das Datenzuord-
nen ber

ucksichtigendes blockorientiertes mathematisches Modell zu entwickeln.
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zusammenstellen. Durch Kombinieren aller K
S
blockspezi-
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2.6 Interblock{Signalverarbeitung
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, n2Z, durch die
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, n 2 Z, zu erhalten, mu folglich diese St

orung vermieden werden. Daher
wird angestrebt, vor Durchf

















angers beeinut, zu reduzieren. Zu die-











































; b 6= b
0
.
























; n) =2 B
(b)
, zu befreien und so die verschie-
denen Bl























adliche Interblock-Interferenz erdulden zu
m

ussen. Unter der Block b zugeh


























; b 6= b
0



















angers zu reduzieren. Andererseits mu dabei die f

ur den jeweiligen






















Eines der wichtigsten fundamentalen Probleme, mit dem alle Herangehensweisen zur


































amlich nur eine begrenzte Zuverl






ucksichtigt wird, kann es zu Fehlerfortpanzung kommen.
Im folgenden Abschnitt 2.6.2 sollen die Schnittstellen des zu Block b geh

origen funktiona-
len Blocks zur Interblock{Signalverarbeitung zu anderen in der generischen Struktur nach
Bild 2.5 vorhandenen funktionalen Gruppen mathematisch beschrieben werden. Thema
von Abschnitt 2.6.3 ist die Diskussion grunds
















































Bild 2.8. Funktionaler Block zur Interblock{Signalverarbeitung mit
Schnittstellen
2.6.2 Schnittstellen
Bild 2.8 zeigt die Schnittstellen des zu Block b geh

origen funktionalen Blocks zur Inter-
block{Signalverarbeitung zu anderen in der generischen Struktur nach Bild 2.5 vorhan-
den funktionalen Gruppen. Die wichtigste in Bild 2.8 zu erkennende Eingangsgr

oe der











angers. Dieser beinhaltet, wie bereits in Abschnitt 2.5.3
dargelegt, die Interblock-Interferenz n
(b)
b
nach (2.62). Des weiteren stehen der Interblock{













zusammengefaten Ausschnittsgrenzen zu Verf








(n) einem Block b zugeordnet sind und welche nicht, wird dem
zu Block b geh



































) liegen im allgemeinen jedem zu Block b geh

origen

























uhren und damit durch die Interblock{




angt unter anderem von der Wahl der Aus-
schnittsgrenzen 
(b)










72 Kapitel 2: Grundz







onnen, werden in die Interblock{Signal-











; n) =2 B
(b)
, die Interblock-Interferenz verursachenden, einbezogen. Diese
Sch








































































atzungen von Bedeutung. Diese










































































an die Interblock{Signalverarbeitung weiterge-
reicht. Intuitiv ist dabei klar: Je gr








































, und desto weniger vertrauensw











beruhende Interblock-Interferenz-Reduktion. Neben den genannten
Eingangsgr

oen wird des weiteren angenommen, da jedem funktionalen Block zur Inter-
block{Signalverarbeitung die f






































beschriebene Rauschen, seien ebenfalls perfekt bekannt.
Als Ausgangsgr

oe wird von dem zu Block b geh

origen funktionalen Block zur Interblock{
Signalverarbeitung eine um Interblock-Interferenz reduzierte Version r
(b)
i















arende Frage ist, wie die in Abschnitt 2.6.2 denierten Informationen, die ei-
nem zu Block b geh

origen funktionalen Block zur Interblock{Signalverarbeitung vorlie-
genden, durch diesen genutzt werden k







ogliche Konzepte zur Interblock{Signalverarbeitung lassen sich auf das im
2.6 Interblock{Signalverarbeitung 73







; n) =2 B
(b)


























(n) verschiedene Arten des Vorgehens ratsam:






; n) =2 B
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tun kann | und diese soll wie in Abschnitt 1.4
angenommen am Referenzempf












(n) zu rekonstruieren und


















; n) =2 B
(b)
















; n) =2 B
(b)
, das nicht dem Block b zu-






































orung betrachtet werden. Die einzige Information, die dann zum















(n) eingesetzt werden kann, ist das Wissen

uber














{ das Datensymbolalphabet M nach (1.6)und

uber









Mit diesem Wissen l

























































uckgeht, partiell eliminieren. Auf diese Wei-

























































=2 reduziert werden. Bei dem
im Rahmen dieser Arbeit vorausgesetzten, f

ur Vierphasenmodulation cha-









nach (2.21) der Erwartungswert
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keine Interblock-Interferenz reduziert werden kann.
Es ist denkbar ein weiteres,





























(n) hinausgehendes Reduzieren der Interblock-
Interferenz durch Nutzen von weiteren statistischer Eigenschaften der Interblock-
Interferenz wie z.B. Korrelationen der Interblock-Interferenz durchzuf

uhren
[MJWT01]. Derartige Verfahren sind jedoch im allgemeinen aufwendig und bringen
nur m

aigen Erfolg [MJWT01]. In der vorliegenden Arbeit soll davon ausgegangen

























) = n, vorliegt, so da dieser Fall nicht weiter von Interesse ist.













































































) = n, ber

ucksichtigt werden. Dies ist notwendig, da es ansonsten zu Feh-
lerfortpanzung kommen w





















uber die der zu Block b geh






















































{ das Datensymbolalphabet M nach (1.6) und









Dieses Wissen kann in vielf

altiger Weise zur Interblock{Signalverarbeitung genutzt
































nach Ansicht des Autors jedoch besonders attraktiv, auf der Rekonstruktion und
Subtraktion von Interblock-Interferenz basierende Verfahren zur Interblock{Signal-
verarbeitung zu verfolgen. Diese Verfahren zeichnen sich n

amlich dadurch aus, da
sie




{ eine hohe Leistungsf

ahigkeit im Sinne der F

ahigkeit Interblock-Interferenz zu
reduzieren zeigen [MJWT01] und
{ die oben angesprochenen Vorgehensweisen f




































Im Rahmen dieser Arbeit sollen daher nur solche Konzepte betrachtet werden. Es
bleibt k

unftigen Arbeiten vorbehalten, weitere andersartige Konzepte zu studieren.
Alle auf Rekonstruktion und Subtraktion von Interblock-Interferenz basierenden Verfah-






















angers wirkt, ermittelt und von r
(b)
subtrahiert wird. Als Ergebnis dieser Opera-
tion erh























; n) =2 B
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oder gar zu eliminieren. Diese Frage wird in Kapitel 6 gekl






in nach gewissen Kriterien optimaler und suboptimaler Weise
basierend auf




















) = n, der nicht dem






; n) =2 B
(b)
,











 dem Datensymbolalphabet M nach (1.6) und
















alt man mit (2.48) und (2.61) die
















































76 Kapitel 2: Grundz

uge der gemeinsamen Empfangssignalverarbeitung




























































steht. In (2.69) fat n
0
(b)













































2.7.1 Ziele und Aufgaben
Wie in Unterkapitel 2.6 gezeigt, liefert die Interblock{Signalverarbeitung eine um
Interblock-Interferenz reduzierte Version r
(b)
i










angers. Die Aufgabe der Intrablock{Signal-
verarbeitung besteht nun darin, f








; n) 2 B
(b)















) = n, zu ermitteln. Des-



































uckgehen, die nicht dem Block b zugeordnet sind, werden nicht
gesondert ber















bedient sich die Intrablock{Signalverarbeitung folgender
Informationen:
 durch den zu Block b geh

origen funktionalen Block zur Interblock{Signalverarbeitung
gelieferte, um Interblock-Interferenz reduzierten Version r
(b)
i







































; n) 2 B
(b)
,
 die als Zuverl





















; n) 2 B
(b)
, wie z.B.











Die Intrablock{Signalverarbeitung stellt den Kern der Verfahren zur gemeinsamen Emp-
fangssignalverarbeitung in CDMA{Mobilfunksystemen mit inniter oder quasi-inniter
Daten















































amtliche Interblock-Interferenz durch Intrablock{Signalverarbeitung zu eliminieren,
so ist die G

ute der durch das Gesamtverfahren zur gemeinsamen Empfangssignalverarbei-






































(n) limitiert, die durch





ahige Verfahren zur Intrablock{Signalverarbeitung zu schaen.
Aus diesem Grund wird in Abschnitt 2.7.3 das optimale Verfahren zur Intrablock{Signal-
verarbeitung betrachtet. In Abschnitt 2.7.4 folgt eine Diskussion aufwandsg

unstigerer sub-
optimaler Verfahren zur Intrablock{Signalverarbeitung. Doch bevor auf die Verfahren zur
Intrablock{Signalverarbeitung eingegangen wird, sollen im folgenden Abschnitt 2.7.2 die
Schnittstellen der Intrablock{Signalverarbeitung zu anderen funktionalen Gruppen der
generischen Struktur nach Bild 2.5 gekl








Bild 2.9 zeigt die Schnittstellen des zu Block b geh

origen funktionalen Blocks zur Intra-
block{Signalverarbeitung. Als Eingangsgr

oe nimmt dieser funktionale Block die um
Interblock-Interferenz reduzierte Version r
(b)
i

















oe der Interblock{Signalverarbeitung verf

ugbar. Bei der zu Block b geh

origen
Intrablock{Signalverarbeitung werden im allgemeinen, wie schon in Abschnitt 2.7.1 darge-



























































) = n, verwendet. Diese Sch

atzungen stammen von der im vorherigen Iterati-
onsschritt, siehe auch Seite 57, durchgef




















zugeordnet sind, die eben-








6= ; gilt. Daher werden der Block
b zugeh

origen Intrablock{Signalverarbeitung alle dazu n

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Bild 2.9. Funktionaler Block zur Intrablock{Signalverarbeitung mit Schnittstellen
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 alle zu Block b geh













uber den Ausschnitt n
(b)




















agt | und diese k

onnen z.B. bei mittelwert-
freiem Gauschen Rauschen, das, wie in Unterkapitel 1.3 gesagt, in der vorliegenden
2.7 Intrablock{Signalverarbeitung 79
















































































































nach (2.72) ist eine Sch





























; n) 2 B
(b)




































(n) ermittelt. Diese Standardabweichung be-

























_ n 6= n
0



































































zusammengefat, der ausgegeben wird.
2.7.3 Optimale Verfahren
Wenn ein Verfahren zur Intrablock{Signalverarbeitung entworfen werden soll | insbeson-
dere, wenn ein optimales Verfahren angestrebt wird |, so ist zu kl

aren, welches Ent-
wurfsziel, d.h. Optimierungskriterium dabei verfolgt werden soll. Wie in Abschnitt 2.2.1
erl

autert, ist es sinnvoll | und dies ist in der Literatur auch weit akzeptiert |, die
Sch

atzungen so zu w





assig sind. Wenn eine maximale Zu-
verl






























) = n, gew

unscht wird, dann
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nach (2.76) entspricht dem aus der Literatur be-
kannten [SM71, Ver98] und in Abschnitt 2.2.1 diskutierten symbolorientierten Maximum-
a-posteriori-Prinzip. Wenn f




























= 1 : : :N
(b)
, ermittelt werden sollen, so l

at











































































. In der Literatur [SM71, Ver98] wird das Prin-
zip, dem das Vorgehen nach (2.77) folgt, demnach auch als folgenorientiertes Maximum-
a-posteriori-Prinzip bezeichnet.




















oen sollen daher im folgenden
separat diskutiert werden, und es soll gezeigt werden, wie ein optimales Verfahren zur







beschreibt die Wahrscheinlichkeiten f























) = n, vorliegen und des weiteren
die Datensymbole statistisch unabh

angig sind | und das wird, wie in Unterkapitel





















(n) nach (2.21) ab. Diese A-priori-Wahrscheinlichkeiten sol-











































































die als symbolorientierte bzw. folgenorientierte Maximum-Likelihood Sch

atzungen



















) = n, und, zum Beschreiben derer
Zuverl













































) = n, eines Block












; n) 2 B
(b)
, sie-
he (2.55) und (2.56), erh

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) = n, der






; n) 2 B
(b)
, beinhaltet. In Analo-
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ausdr







in (2.84) kann da-



























































































































angig von der Wahl von s ist und daher keinen Einu auf das Maximieren in








wird wie oben angenommen, da (2.78) gilt.













zu ermitteln. Bei bekannter
Statistik der St



































































































































































, die in (2.76) und in (2.77) eingeht, be-









; b) 2 B
(b)
, die um Interblock-Interferenz reduzierte Version r
(b)
i










































Bild 2.10. Aufspalten der optimalen Intrablock{Signalverarbeitung in signalangepates
Filtern nach (2.91) und weiteres Verarbeiten gem

















nach (1.23) angenommen wird, da es einer Gauschen
Wahrscheinlichkeitsverteilung gen

ugt | und dies soll wie in Unterkapitel 1.3 dargestellt








assigt werden kann | und
das ist der Fall, wenn ein leistungsf

ahiges Verfahren zur Interblock{Signalverarbeitung
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; n) 2 B
(b)






charakterisierte Gaurauschen angepat sind. Oensichtlich lassen sich die durch (2.91),
(2.92) und (2.93) ausgedr
























(2.91) in der Literatur als suÆziente Statistik f






dem Maximum-Likelihood- bzw. gem

a dem Maximum-a-posteriori-Prinzip bezeichnet
[Ver98]. Ein dem Maximum-Likelihood- oder dem Maximum-a-posteriori-Prinzip folgen-
des Verfahren zur Intrablock{Signalverarbeitung kann daher stets gem

a Bild 2.10 auf-
gespalten werden, d.h. durch signalangepates Filtern gem

a (2.91) und anschlieendes
Auswerten von (2.92) oder (2.93) erfolgen [Ver98].
2.7.4 Suboptimale Verfahren und Know-How-Transfer
Die Ausdr

ucke (2.92) und (2.93) lassen sich im allgemeinen nicht geschlossen l

osen, so da
das Maximierungsproblem in (2.92) und (2.93) nur durch Suche gel

ost werden kann. Dies














Intrablock{Signalverarbeitung ist daher im allgemeinen nicht praktikabel. Es m

ussen daher
andere Verfahren studiert werden.
Wie bereits in Abschnitt angesprochen, handelt es sich bei der durch die Intrablock{Signal-
verarbeitung zu l

osenden Aufgabe prinzipiell um das gleiche Problem, wie das Problem des
Datensch

atzens in CDMA-Mobilfunksystemen, die den Bedingungen aus Abschnitt 1.2.1
gen

ugen. Daher lassen sich grunds








ugbaren Verfahren verwenden, wie z.B. die in Tabelle 1.1 dargestellten
Vorschl

age [For72, Sch79, Sch80, Ver86a, LV89, VA89, KIHP90a, LV90, VA90, XSR90,
VA91, AF92, DH92, KB92, BFKM93, DH93, Ver93, ASF94, Fel94, KKKB94, PF94a,
RV94a, WDH94, YR94, DH95, TAS95, Kle96, KKKB96, ARS97, Ver98, ZB98, ARAS99,





a dem Prinzip maximaler Zuverl

assigkeit ermittelt werden sollen, so
l

at sich die Intrablock{Signalverarbeitung, wie angesprochen und in Bild 2.10 dargelegt,







nach (2.91) der Datensymbole s
(b)






























zu ermitteln, wie das in Ab-
schnitt 2.7.3 dargelegte optimale Verfahren zur Intrablock{Signalverarbeitung, ist es daher
ratsam, ebenso von der Struktur nach Bild 2.10 auszugehen. Zum Entwickeln eines sub-
optimalen Verfahrens zur Intrablock{Signalverarbeitung ist somit lediglich zu kl

aren, wie
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In der Literatur weit verbreitet sind lineare Sch

atzer, d.h. Verfahren zur weiteren Verar-

















hervorgehen. Lineare Verfahren lassen sich
im Vergleich zum optimalen Sch

atzer nach (2.92) und (2.93) mit moderatem Aufwand


















assig, wie die optimalen durch die Ver-






. Aus diesem Grund sind lineare
Verfahren zur Intrablock{Signalverarbeitung besonders reizvoll und sollen daher separat
in Kapitel 4 beleuchtet werden.


























ist, da die MehrteilnehmereÆzienz 
0:01
nach Abschnitt 2.2.3 von linearen Verfahren
zur Intrablock{Signalverarbeitung oft kleiner als beim optimalen Sch

atzer ist. Dieses Pro-
blem kann nur durch Nutzen oben genannter A-priori-Kenntnis beseitigt werden, was sich
wiederum im allgemeinen nur durch nichtlineares Vorgehen bei der Intrablock{Signalver-
arbeitung erreichen l

at. Die daraus resultierenden nichtlinearen Verfahren zur Intrablock{
Signalverarbeitung sind Thema von Kapitel 5.
2.8 Kombinieren und Entscheiden
2.8.1 Ziele und Aufgaben
Das durch die funktionale Gruppe zum Kombinieren & Entscheiden zu l

osende Grund-
problem stellt sich folgendermaen dar:








; n) 2 B
(b)
, zugeordnet ist, dann
liegen nach der Intrablock{Signalverarbeitung aller Bl

ocke b, 8b, (k
S











, 8b 2 Z, (k
S











(n) vor. Letztlich mu jedoch das gesamte Verfahren zur gemeinsamen
















ussen somit in einer solchen Art und Weise verschmolzen werden,








, 8b 2Z, (k
S













= 1: : :K
S











(n) ermittelt wird. Zu diesem Zweck m

ussen
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Bild 2.11. Funktionale Gruppe zum Kombinieren & Entscheiden mit Schnittstellen
































nach (2.75) bewertete Zuverl

























(n) zu ermitteln, siehe Bild 2.11.
Wenn leistungsf

ahige Verfahren zur Interblock{Signalverarbeitung und Intrablock{Signal-






















































































(n) folgendes Vorgehen ableiten:





















































































































ur den Einsvektor der Dimension




















































































































































































gehen auf Rauschen und verbleibende Intersymbol-Interferenz und Vielfachzugris-
Interferenz zur

uck. Betrachtet man das Ergebnis vieler Experimente mit un-













































nach (1.23), ist jedoch im allgemeinen so gro, da infolge des zen-










aherungsweise einer mittelwertfreien Gauverteilung gen


























































(m), m = 2n : : : 2n+ 1.
Dieses dreischrittige Vorgehen ist in Bild 2.12 visualisiert. Die Punkte 1 und 3 sind trivial
und bed

urfen keiner weiteren Diskussion. Punkt 2 ist die zu l

osende Hauptaufgabe und
soll daher im folgenden detailliert diskutiert werden.
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Bild 2.12. Aufspalten der funktionalen Gruppe zum Kombinieren & Entscheiden in
Sortieren, symbolweises Kombinieren & Entscheiden und Symboldemodu-
lation























Bild 2.13. Symbolweises Kombinieren & Entscheiden





























den soll, ist prinzipiell aus der Literatur bekannt und wird dort als Kombinierproblem
bezeichnet [Pro95]. Das Vorgehen l

at sich demnach gem

a Bild 2.13 beschreiben:























 Durch einen Entscheider wird f












(n) auf eine gem















Im folgenden Abschnitt 2.8.2 soll auf beide Verarbeitungsschritte eingegangen werden.
Dabei werden zuerst drei grundlegende, in der Literatur verf

ugbaren Kombinationstech-






der Entscheider zu gestalten ist.
2.8.2 Grundlegende Kombinations- und Entscheidungstechni-
ken
Die aus der Literatur [Pro95, Bre59] bekannten Verfahren zum Kombinieren lassen sich



















































































(n) erwartungstreu ist | und dies ist bei
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Da, wie oben ausgef








































































































































nach (2.105) kann f








, d.h., falls f





































































































































oglichkeiten bieten sich an:
 Auswahlkombinieren (engl. selection combining, SC) [Ver98]:
































































ximal wird [Pro95]. In diesem Fall ergibt sich f



















Bild 2.14 zeigt f






= 2 den sich ergebenden Zusammenhang zwi-


































































































den kann, d.h. es wird Information verworfen.
 Gleichgewichtskombinieren (engl. equal gain combining, EGC) [Ver98]:
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In Bild 2.15 ist, wiederum f






= 2, der sich ergebende Zusam-
























binierers gezeigt. Ebenso wie beim Auswahlkombinieren stellt sich beim Gleichge-
wichtskombinieren ein grunds



































altnis-Kombinieren (engl. maximal ratio combining, MRC) [Ver98]:
Ziel des Maximal-Verh











des Kombinierers nach (2.106) zu maximieren [Pro95]. Wie in

























































der Literatur [Pro95, Wha71] dargestellt, l

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altnis-Kombinieren vermeidet die angesprochenen Probleme der anderen beiden
zuvor vorgestellten Verfahren zum Kombinieren, ist daf

ur jedoch etwas aufwendiger
als diese.
Prinzipiell sind alle drei Kombinationstechniken f

ur den Einsatz in Verfahren zur ge-





altnis-Kombinieren ist dabei die
leistungsst


















nach (2.115) stets gr






















des Kombinierers nach (2.110),
(2.112) und (2.115) beliebig klein bzw. sehr gro, wenn folgende Situationen eintreten:


















nach (2.100) ist (n

aherungsweise) eine Diagonalmatrix. In diesem
Fall lassen sich zwei weitere Unterf

alle denieren:
{ Sind die G





































































(2.117). Wenn, aufgrund der Kombination aus Blockbilden, Datenzuordnen,
Interblock{Signalverarbeitung und Intrablock{Signalverarbeitung sich die be-
schriebene, hier angenommene und durch (2.118) charakterisierte Situati-
on ergibt, so sind einerseits Auswahlkombinieren und Maximal-Verh

altnis-





































{ Sind die G

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in diesem Fall sind zwei Unterf

alle zu unterscheiden:
{ Sind die G


















































{ Sind die G


















































uber, d.h. Auswahlkombinieren, Gleichgewichtskombinieren und Maximal-
Verh





















Die Diskussion zeigt, da es auf die Kombination aus Blockbilden, Datenzuordnen,





uber den einfacheren Verfahren Auswahlkombinieren und










des Kombinierers und damit hinsichtlich der Leistungsf

ahigkeit
des diese Techniken verwendenden Verfahrens zur gemeinsamen Empfangssignalverarbei-
tung in CDMA-Mobilfunksystemen mit inniter oder quasi-inniter Daten

ubertragung
bringt. Wenn ein Verfahren zur gemeinsamen Empfangssignalverarbeitung in CDMA-
Mobilfunksystemen mit inniter oder quasi-inniter Daten

ubertragung entworfen werden
soll, so ist zu kl

aren, ob einer der obigen F

alle vorliegt oder nicht. Dementsprechend kann
unter Ber

ucksichtigen eines gewissen Kompromisses zwischen dem unterschiedlichen Auf-
wand der obigen Kombinationsverfahren und der in der betreenden Situation jeweils
erzielbaren Leistungsf

ahigkeit das Verfahren zum Kombinieren ausgew

ahlt werden.
Als Resultat der obigen Ausf















des Kombinierers sich je nach Kom-
binationsverfahren und diverser oben dargelegter Parameter einstellt. Oen ist jedoch bis-
her die Frage, wie der Entscheider in der Struktur nach Bild 2.13 zu w

ahlen ist. Sinnvoll
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f

ur eine Fehlentscheidung minimiert werden. Die Gausche Wahrscheinlichkeitsdichte der
St


















uberlagert ist, ist unimodal,













(n) durch einen Schwellwertentscheider realisieren, der im Falle des






































beschrieben werden kann [L

































































































; i = 1 : : : 2; (2.125)
gew






































i = 1; 2, zusammenfat. In (2.124) bezeichnet Q () die zuvor in Abschnitt 2.2.1
eingef




























, i = 1; 2, gleich null. Der
Entscheider nach (2.123) entartet dann in einen Vorzeichenentscheider.
2.8.3 Optimales Verfahren zum Kombinieren und Entscheiden
In Abschnitt 2.8.2 wurde die Gesamtaufgabe Kombinieren & Entscheiden in zwei un-
abh

angige Teilaufgaben getrennt und ein linearer Ansatz f





















wird, dann ist dieses Vorgehen im allgemeinen nicht optimal. Ein optimales Verfahren





























ucksichtigen der gesamten vorliegenden A-priori-













(n) nach (2.21), zu ermitteln.
Im folgenden soll gezeigt werden, wie ein solches Verfahren aussieht.
























































(2n + 1) statistisch unabh

angig sind |
und dies soll, wie in Unterkapitel 1.3 dargestellt, in der vorliegenden Arbeit angenommen
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zerlegen. Optimales Kombinieren & Entscheiden im Sinne einer maximalen Zu-
verl




















































































































































(m), m = 2n : : : 2n + 1, unmittelbar mit (2.135) ermittelt werden. F

ur den in der












nach (2.100) folgt f


















































































































































































































































nach (2.100) der Zusammenhang
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Vergleicht man





angen (2.114) und (2.115) in Verbindung mit den das optimale Entscheiden
charakterisierenden Zusammenh

ange nach (2.123) und (2.125) und




allt auf, da beide Vorgehensweisen






altnis-Kombinieren in Verbindung mit optimalen Entscheiden
nach Abschnitt 2.8.2 im Sinne der maximalen Verl

alichkeit optimal.
2.9 Konvergenz der suboptimalen Verfahren zur ge-
meinsamen Empfangssignalverarbeitung
Aus der generischen Struktur nach Unterkapitel 2.3 und Bild 2.5 geht hervor, da Inter-





uckgekoppelten Systemen ist nicht gesichert, da die durch das r

uckgekoppelte
System gelieferten Ausgaben konvergieren, d.h. einem station

aren Endzustand entgegen-
streben. Bei den in der vorliegenden Arbeit betrachteten Verfahren zur gemeinsamen Emp-
fangssignalverarbeitung in CDMA-Mobilfunksystemen mit inniter oder quasi-inniter
Daten

ubertragung wird angestrebt, stets einen station

aren Endzustand zu erreichen. Da-
her ist zu kl






uhrt, d.h. ob das abgebildete Verfahren konvergiert. Die
Konvergenz eines Verfahrens zur gemeinsamen Empfangssignalverarbeitung in CDMA-







uhrung der funktionalen Gruppen ab. Im allgemeinen kann eine notwendige und hin-
reichende Bedingung an die funktionalen Gruppen zur Sicherung der Konvergenz des Ge-
samtverfahrens zur gemeinsamen Empfangssignalverarbeitung nicht gegeben werden, so
da zum Zwecke der Analyse der Konvergenz umfangreiche Simulationskampagnen unter
Verwenden verschiedener Kombinationen von Ausf







Um dennoch a priori die Konvergenz eines zu entwerfenden Verfahrens zur gemeinsamen




at sich jedoch eine hinreichende
Bedingung f

ur die Konvergenz des Gesamtverfahrens angeben:
Gegeben sei die bijektive Abbildung
f : Z! Z; (2.140)
die die Menge der ganzen Zahlen eineindeutig auf sich selbst abbildet. Dann ist das Ver-





b 2 Z, gilt, da
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 in den zu Block b geh

origen funktionalen Block zur Interblock{Signalverarbeitung
und
 in den zu Block b geh

origen funktionalen Block zur Intrablock{Signalverarbeitung
h






























andiger Induktion folgt: Wenn f







2 Z, mit f(b
0
) < f(b) zu-
geh













konvergent sind, dann sind alle Eingangsgr

oen
der Block b zugeh

origen Interblock{Signalverarbeitung konvergent. Nach Denition der




vergent. Damit sind dann alle Eingangsgr

oen der Block b zugeh

origen Intrablock{Signal-
verarbeitung ebenfalls konvergent. Nach Denition der Intrablock{Signalverarbeitung nach
















b 2 Z ,mit f(
e
b)  f(b) Konvergenz gilt.
Als Induktionsanfang wird vorausgesetzt, da vor der ersten Iteration alle Eingangsgr

oen
unbekannt sind und daher zu null angenommen werden. Diese sind somit konvergent, so








3.1 Klassizierung des Blockbildens
3.1.1 Vorbemerkung












ausgeschnitten und einem Block b zugeordnet wird. Dabei gibt es vielerlei M

oglichkeiten,




















In Unterkapitel 2.4 wurde bereits erw
























oglichst klein zu w

ahlen. Oen ist je-













































2n : : : 2n + 1, durch das Gesamtverfahren zur gemeinsamen Empfangssignalverarbeitung









uber folgende Rahmenbedingungen einzubeziehen:
 die St
































































, die all diese Informationen ber

ucksichtigen,
sind im allgemeinen sehr aufwendig und hoch adaptiv. Das Finden solcher Techniken ist







tet. Im Rahmen dieser Dissertation wird auf das Studium solcher aufwendiger Techniken
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Nach Kenntnis des Verfassers haben n

amlich derartige Techniken in der Praxis derzeit
keine Relevanz [Ver98]. Des weiteren zeigen selbst auf nicht adaptiven Techniken zum
Blockbilden aufbauende Gesamtverfahren zur gemeinsamen Empfangssignalverarbeitung
in den im Rahmen dieser Arbeit betrachteten Mobilfunkszenarien eine sehr respektable
Leistungsf

ahigkeit, wie beispielsweise das in Kapitel 7 betrachtete Gesamtkonzept zur ge-
meinsamen Empfangssignalverarbeitung in CDMA{Mobilfunksystemen mit synchronem
Mehrteilnehmerzugri. Deshalb ist zu erwarten, da adaptive Techniken zum Blockbilden
keine weitere signikante Steigerung der Leistungsf

ahigkeit der Gesamtverfahren zur ge-
meinsamen Empfangssignalverarbeitung erm

oglichen. Es sei jedoch angemerkt, da alle
in dieser Dissertation dargelegten Betrachtungen | soweit nicht ausdr

ucklich darauf hin-









gelten, die durch adaptive Techniken zum Blockbilden
ermittelt wurden.
Selbst wenn ein zum Block b geh

origes Blockbilden in nicht adaptiver Weise erfolgt, ist










denkbar. Im Sinne des Findens einer vorteilhaften Vorgehensweise zum Blockbilden er-
scheint es daher sinnvoll, diese Vorgehensweisen systematisch nach gewissen Gesichts-
punkten einzuordnen. In den folgenden Abschnitten 3.1.2 bis 3.1.5 sollen derartige Ge-
sichtspunkte behandelt werden. Im daran anschlieenden Unterkapitel 3.2 wird auf ein
nach Ansicht des Verfassers besonders attraktives Verfahren zum Blockbilden eingegan-






Eine Einordnung eines Verfahrens zum Blockbilden erfolgt sinnvollerweise unter anderem














angers, die den Bl

ocken b, b 2 Z, zugeh










der zu den Bl






































uber zu treen, ob den funktionalen Bl

ocken zur Intrablock{Signal-
verarbeitung, die zu verschiedenen Bl

ocken b, b 2 Z, geh

oren, eine gleiche oder ei-























uber eine zeitlich regelm















Anordnungen werden in Abschnitt 3.1.5 betrachtet.
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3.1.3 Voll{ und Teil

uberdeckung












, b 2 Z, vollst










angers ist genau dann vollst













   
(b)
h
; 82Z; b2Z; (3.1)
gilt. In anderen Worten ausgedr














von den zu den Bl











































angers kann somit ausgehend von r
(b)






































m = 2n : : : 2n + 1, zu erhalten, ist es ratsam, die funktionale Gruppe zum Blockbilden
























= 1: : :K
S
















Werden je zwei Bl





2 Z, b 6= b
0














angers betrachtet, so k

onnen diese




 Die zu den Bl

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 Die zu den Bl






























































































. Dies schliet auch explizit den | zwar physikalisch wenig














Wird ein Verfahren zum Blockbilden betrachtet, das in realisierbaren Gesamtverfahren
zur gemeinsamen Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit inni-
ter oder quasi-inniter Daten

ubertragung einsetzbar ist, so lassen sich die obigen Beob-






der zu den Bl





sind begrenzt. Daher lassen
sich stets viele | im Falle inniter Daten

ubertragung sogar unendlich viele | Paare von
Bl














sinnvolle Klassikation eines Verfahrens zum Blockbilden entf







Aus den an zweiter und dritter Stelle genannten F

allen lassen sich durch Kombinieren
vier Klassen von Vorgehensweisen zum Blockbilden ableiten, die folgendermaen charak-
terisiert sind:
 Es gibt keine zwei Bl

















uberlappen oder gegenseitig vollst

andig enthalten.
 Es gibt keine zwei Bl














































 Es gibt keine zwei Bl













































 Es gibt mindestens ein Paar von zwei Bl


















andig enthalten, und min-




























Vorgehensweisen zum Blockbilden der zweitgenannten und der viertgenannten Klasse sind
im allgemeinen f

ur den Einsatz als Bestandteil eines Gesamtverfahrens zur gemeinsa-
men Empfangssignalverarbeitung nicht ratsam. Diese Vorgehensweisen zum Blockbilden
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enthalten ist. Die zum Block b geh

orige Interblock{Signalverarbeitung und Intrablock{
Signalverarbeitung lieen sich daher bei entsprechendem Datenzuordnen ohne weiteres














andigen Block zu betrachten, so da auf diesen verzichtet werden kann. Das
Resultat eines derartigen Verzichtens ist, da Vorgehensweisen zum Blockbilden der zweit-
genannten und der viertgenannten Klasse in Vorgehensweisen zum Blockbilden der erst-
genannten und der drittgenannten Klasse

ubergehen.
Die Vorgehensweisen zum Blockbilden der erstgenannten Klasse sind in einer weiteren
Hinsicht nicht vorteilhaft. Ein Blockbilden der erstgenannten Klasse hat in CDMA-
Mobilfunksystemen mit inniter oder quasi-inniter Daten

ubertragung zur Folge, da












































verarbeitung kann folglich beim Sch





(n) nie die gesamte










den. Daher favorisiert der Verfasser Vorgehensweisen zum Blockbilden der drittgenannten
Klasse, die derartige systematische Probleme nicht haben. In Unterkapitel 3.3 wird eine
derartige Vorgehensweisen zum Blockbilden vorgestellt.
3.1.5 Zeitliche Anordnung
In den vorangegangenen Abschnitten 3.1.2 bis 3.1.4 wurde auf verschiedene M

oglichkeiten
der Klassikation von Vorgehensweisen zum Blockbilden eingegangen. Dabei wurde bisher
die regelm

aige zeitliche Anordnung der blockzugeh

origen Ausschnitte nicht betrachtet.
Dies soll in diesem Abschnitt erfolgen.
Wenn es mindestens eine bijektive Abbildung
g : Z! Z; (3.2)









2 N , und ,  2 N , f

ur die zu den
Bl








































gelten, dann heit die Anordnung der zu den Bl

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irregul

ar. Ist die Anordnung zeitlich regul










oe und die diskrete Zeitgr





are Anordnung der zu den Bl














at sich anschaulich folgendermaen be-
schreiben: Betrachtet man einen beliebigen herausgegrienen Block b, so gibt es immer

























des Blocks b lediglich um  unterscheiden.
Vorgehensweisen zum Blockbilden, die in einer zeitlich regul















ur praktisch realisierbare Gesamtverfahren zur gemeinsamen Empfangs-
signalverarbeitung von besonderer Bedeutung [Ver88, Ver93, WNM92, WNM96, WNM93,
Bra97, JA97, VGH99, ML01, MJWT01]. Liegt n

amlich eine zeitlich regul

are Anordnung
vor, so ist es in besonders einfacher Form m










ocke b, b 2 Z, anzugeben und somit die funktionale Gruppe
zum Blockbilden zu realisieren. In Unterkapitel 3.3 soll daher eine solche, in einer zeitlich
regul

aren Anordnung der zu den Bl












angers resultierende Vorgehensweise zum Blockbilden
vorgeschlagen werden.
3.2 Auswahlschemata zum Datenzuordnen
In Unterkapitel 2.5 wird die Grundidee des Datenzuordnens dargelegt, wobei jedoch bis-
her nicht gekl

art wurde, nach welcher Vorgehensweise das Datenzuordnen konkret erfolgen
sollte. Im folgenden soll diskutiert werden, wie eine sinnvolle Herangehensweise zum Da-
tenzuordnen aussieht.
Als Folge des Blockbildens, d.h. des Festlegens der zu den Bl





















Diese beschreiben, welche Beitr

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einf






nach (3.4) beschreibt, welcher energetische Anteil des
















































, n2Z, so lassen sich drei Klassen von Datensym-
bolen ausmachen:















































nach (3.4) gleich eins gilt,




































nach (3.4) zwischen null und eins liegt, und




































nach (3.4) gleich null gilt.




ur das Vorgehen zum Datenzuordnen:









= 1, der erstgenannten Art nicht dem Block
b zugeordnet, so w










(n) und damit leistungshemmende Wirkung im Hinblick
auf das Sch


























dem Block b zugeordnet werden, dann w

urde die angesprochene energetisch starke
Interblock-Interferenz entfallen. Des weiteren w













= 1, durch die Intrablock{Signalverarbeitung
besonders vorteilhaft. Diese Datensymbole gehen n














































ugbare Information genutzt werden.
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= 0, der letztgenannten Art k

onnen nicht dem











angers leisten. Daher ist
es nicht sinnvoll m





















= 0, zu sch

atzen.
Somit ist bereits gekl































































enthalten sind, dem Block b zugeordnet werden sollen oder nicht. Bei der
Kl









































< 1, nicht dem Block b zugeordnet werden und
 der Verkleinerung der in der Intrablock{Signalverarbeitung erzielbaren Mehrteilneh-
mereÆzienz durch Ber




















































< 1, stets dem Block b zuzuordnen. Diese Wahl ist jedoch insbeson-
dere im Hinblick auf CDMA-Systeme mit einer bezogen auf den Spreizfaktor Q groen
Anzahl K
S
gleichzeitig verwendeter CDMA-Codes und einer | wiederum auf den Spreiz-
faktor Q bezogenen | groen L

angeW der Kanalimpulsantworten kritisch. In diesem Fall
mu n











und damit bezogen auf eine stark begrenzte Anzahl












Dies ist je nach verwendetem Verfahren zur Intrablock{Signalverarbeitung gar nicht oder
nur mit m







oglich [Kle96, Ver98, M

ul01].
Aus der Literatur sind noch weitere Vorgehensweisen zum Datenzuordnen bekannt: In
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1: : :K
S


























































angers sich nicht auf Folgenglieder r() mit  < 
(b)
l
, wohl aber auf den











erstrecken. Derartige Vorgehensweisen sind in keiner Weise an der Optimierung der Lei-
stungsf

ahigkeit des Gesamtverfahrens zur gemeinsamen Empfangssignalverarbeitung ori-
entiert und meist durch praktische Belange bzw. Realisierungsaspekte, z.B. im Sinne einer
Aufwandsreduktion [VGH99], motiviert. Nach Auassung des Autors erscheint es eher er-




























nach (3.4) einen Mindestwert E
r;min




ist dabei eine vom Systemdesigner festzulegende





ur die zu Block b geh

orige blockspezische Zuordnungsmenge B
(b)


































































( n ): (3.8)





(n) dem Block b, b 2 Z, zuzuordnen sind und welche nicht. Die Wahl
des Auswahlkriterium (3.6) ist insbesondere dadurch motiviert, da sowohl die G

ute
der durch die zum Block b geh








(n) | wenn es dem Block b zugeordnet wird | als auch die
Sch





























at sich prinzipiell ein Gleichgewicht zwischen beiden angesprochenen Eekten ausba-
lancieren. Bei der Wahl der Zuordnungsmengen B
(b)
, b2Z, nach (3.7) ist durch geeignete






sowie der festzulegenden unteren Schranke E
r;min
des















, n2Z, mindestens einem Block b angeh

ort, d.h. da der Zusammenhang nach
(2.50) gilt.
Oen ist die Frage, wie die Schranke E
r;min





nach (3.4) sinnvoll zu w

ahlen ist. Klar ist, da bei Verkleinern von E
r;min
nach (3.6) in
CDMA-Mobilfunksystemen mit hoher Systemlast | d.h. bezogen auf den Spreizfaktor
Q eine groe Anzahl K
S
gleichzeitig verwendeter CDMA-Codes | der zweitgenann-
te der auf Seite 108 aufgef





uberwiegt, d.h. die in der Intrablock{Signalverarbeitung erzielbare MehrteilnehmereÆzi-
enz in h

oherem Mae sinkt als dies durch Verringern von Interblock-Interferenz kompen-
siert werden k

onnte. In CDMA-Mobilfunksystemen mit hoher Systemlast ist daher eine
Schranke E
r;min
nach (3.6) nahe oder gleich eins anzustreben. Andererseits ist auch klar,
das bei Verkleinern von E
r;min
in CDMA-Mobilfunksystemen mit sehr niedriger System-
last der erstgenannte der auf Seite 108 aufgef






uberwiegt, d.h. die Interblock-Interferenz in st

arkerem Mae redu-
ziert wird, als die in der Intrablock{Signalverarbeitung erzielbare MehrteilnehmereÆzi-
enz sinkt. In CDMA-Mobilfunksystemen mit sehr niedriger Systemlast ist demnach eine
Schranke E
r;min
nach (3.6) nahe null anzustreben. F

ur CDMA-Mobilfunksysteme mit an-





ussen in solchen F

allen durch beispielsweise simulative Ana-
lyse ermittelt werden.
Im Rahmen der vorliegenden Arbeit interessieren besonders CDMA-Mobilfunksysteme





unftigen Arbeiten vorbehalten, dies genauer zu studieren.
3.3 Konzept zum exiblen Blockbilden und Daten-
zuordnen in CDMA-Mobilfunksystemen mit syn-
chronem Mehrteilnehmerzugri
In diesem Unterkapitel soll als Extrakt der vorhergehenden Unterkapitel 3.1 und
3.2 ein Vorschlag f

ur ein Konzept zum Blockbilden und Datenzuordnen in CDMA-
Mobilfunksystemen mit synchronem Mehrteilnehmerzugri erarbeitet werden. Dieser Vor-
schlag soll die Grundlage f

ur alle im weiteren Verlauf dieser Arbeit dargelegten quantita-
tiven Untersuchungen von Verfahren zur Intrablock{Signalverarbeitung in Kapiteln 4 und
5, von Verfahren zur Interblock{Signalverarbeitung in Kapitel 6 und von Gesamtverfahren
zur gemeinsamen Empfangssignalverarbeitung in Kapitel 7 sein.
Ein erster Schritt gelte der funktionalen Gruppe zum Blockbilden: Es ist erstrebenswert,
die zu den Bl
































n (n+ 1) (n + 2)
n (n+ 2)
| {z }

































Bild 3.1. Vorgeschlagenes Vorgehen zum Blockbilden









aige Strukturen lassen sich n

amlich, wie in Abschnitt 3.1.5 dargelegt, hervorragend








der zu den Bl












angers sind gleich zu w

ahlen, siehe auch Abschnitt
3.1.2.
 Die zeitliche Anordnung der zu den Bl








ar, siehe auch Abschnitt 3.1.5, zu erfolgen.
Da des weiteren angestrebt ist, zum Sch







= 1: : :K
S
,











uber diese Datensymbole zu nutzen, wird Voll

uberdeckung nach Abschnitt 3.1.3
angestrebt. Aus den in Abschnitt 3.1.4 angesprochenen Gr

unden wird hinsichtlich der
in Abschnitt 3.1.4 diskutierten

Uberlappungseigenschaften der zu den Bl















































+N)Q +W   2; (3.9b)
gew

ahlt, siehe auch Bild 3.1.
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sind. N wird daher im folgenden als Blockl

ange bezeichnet. Der in (3.9) eingehende po-
sitive ganzzahlige Parameter N
b
, der den zeitlichen Versatz zwischen den zwei Bl

ocken b
































= 1: : :K
S
, n = bN
b
: : : bN
b






uhrte Wahl der Bl

ocke bietet folgende Vorteile:








, n 2 Z, ist in dem Ausschnitt r
(b)
minde-
stens eines Blocks b, b 2 Z, energetisch vollst




































angers a priori unge-
nutzt bleiben.
 Die vorgestellte Vorgehensweise bietet ein hohes Ma an Flexibilit

at. Durch Variie-
ren der Parameter Blockl











Nachdem in einem ersten Schritt ein nach Meinung des Verfassers vorteilhaftes Vorgehen
zum Blockbilden entwickelt wurde, soll nun in einem zweiten Schritt ein Vorschlag f

ur ein
Konzept zum Datenzuordnen erarbeitet werden.




unden soll das Datenzuordnen gem

a (3.6)
und (3.7) erfolgen. Bei der oben dargelegten Wahl der zu den Bl

















= 1: : :K
S
, n = bN
b
: : : bN
b







































gleich eins gilt, werden un-
abh

angig von der Schranke E
r;min
nach (3.6) stets dem Block b zugeordnet. Klar ist wei-






= 1: : :K
S
, n < bN
b
  d(W   1)=Qe _ n >
bN
b



























gleich null gilt, unabh

angig von der Schranke E
r;min
nie dem Block b
zugeordnet werden k


















+N  n < bN
b




































< 1 gilt, dem Block b zugeordnet werden sollen oder nicht, h

angt
von der Wahl der unteren Schranke E
r;min






Wie bereits in Unterkapitel 3.2 erl

autert, soll in der vorliegenden Dissertation vorwie-
gend auf CDMA-Mobilfunksysteme mit hoher Systemlast, d.h. mit einer bezogen auf
den Spreizfaktor Q groen Anzahl K
S
gleichzeitig eingesetzter CDMA-Codes eingegan-
gen werden. Entsprechend den Ausf

uhrungen in Unterkapitel 3.2 ist in diesem Fall die
untere Schranke E
r;min
nach (3.6) nahe zu oder gleich eins zu w

ahlen. Im folgenden wird
daher die Schranke E
r;min



















+N  n < bN
b
+N + d(W   1)=Qe,





< 1, folgt daher, da diese nicht dem Block b zuzuordnen sind.
Als Zusammenfassung der obigen Ausf











































Abschlieend soll die Interblock-Interferenz n
(b)
b
nach (2.61) betrachtet werden, die sich
aus der Wahl der zu den Bl










(3.9a) und (3.9b) und der Zuordnungsmengen B
(b)
nach (3.10) ergibt . F














und der vorgeschlagenen Vorgehensweise zum Datenzuordnen zwei
Beitr




























































































beschreibt dabei den Anteil der Interblock-Interferenz n
(b)
b






















 n < bN
b
+N , gesendet wurden und somit nicht dem Block b zu-
geordnet sind. L
I
in (3.13) und (3.14) beschreibt die maximale Anzahl der auf ein Folgen-


























(n), n2Z, und charakterisiert somit den Grad der Intersymbol-Interferenz
[Kle96, Sch99]. Der zweite in n
(b)
b






























































hingegen beschreibt den Anteil der Interblock-Interferenz n
(b)
b









 n < bN
b







+ N  n < bN
b
















4.1.1 Allgemeine lineare Sch

atzer











des blockspezischen totalen Datenvektors s
(b)
nach (2.56) zu ermitteln. Zu diesem
Zweck mu der zu Block b geh























oglich sein soll. Aus diesem Grund wurden bereits in Abschnitt 2.7.3 op-
timale Sch

atzer diskutiert, die dem Maximum-a-posteriori-Prinzip bzw. dem Maximum-
Likelihood-Prinzip gen

ugen. Wie bereits in den Abschnitten 2.7.3 und 2.7.4 erl

autert, sind
optimale Verfahren nach dem Maximum-a-posteriori- bzw. dem Maximum-Likelihood-
Prinzip zur Intrablock{Signalverarbeitung infolge des in dieser Arbeit betrachteten Viel-
fachzugrisverfahrens CDMA im allgemeinen sehr aufwendig und daher selbst bei Einset-
zen aufwandsg

unstiger Implementierungsformen, wie z.B. des Viterbi-Algorithmus [Fri96]
nicht praktikabel. Daher besteht die Notwendigkeit, suboptimale aufwandsg

unstigere Ver-
fahren zur Intrablock{Signalverarbeitung, d.h. suboptimale Sch

atzer zu studieren.




atzer ist die Klasse
der linearen Sch

atzer [LV89, LV90, KB92, BFKM93, KB93, Kle96, Ver98, JD01]. Solche
Sch


























ur CDMA-Signale werden beispielsweise





andnis wichtigsten Aspekte eingegangen werden soll.
Wie bereits in Abschnitt 2.7.4 erl

autert, ist es ausgehend von dem in Abschnitt 2.7.3 dar-
gelegten optimalen Verfahren zur Intrablock{Signalverarbeitung ratsam, bei suboptimalen
Verfahren zur Block b zugeh

origen Intrablock{Signalverarbeitung zweischrittig vorzugehen:




nach (2.91) der Datensymbole s
(b)
durch an






; n) 2 B
(b)
,






charakterisierte Gaurauschen angepates Filtern
und
 weitere Verarbeitungsschritte zur Intrablock{Signalverarbeitung.












































atzer zur Block b zugeh

origen Intrablock{Signalverarbeitung ist dadurch
gekennzeichnet, da alle oben genannten weiteren Verarbeitungsschritte zur Intrablock{




onnen, siehe auch Bild 4.1.
Diese lineare Operation und somit der lineare Sch

atzer zur Block b zugeh

origen Intrablock{







beschreiben. Mit der DetektormatrixD
(b)





(2.91) der Datensymbole s
(b)



















































des blockspezischen totalen Datenvektors s
(b)








































































nach (4.2) aus drei Komponenten zusammen:
 Eine n








































































und nach der Interblock{Signalver-




























deniert werden. Diese Matrix ist eine mit dem Faktor zwei
skalierte Einheitsmatrix, wenn, wie bereits erw

ahnt, angenommen wird, da verschiedene
Datensymbole unabh

angig und aus dem Datensymbolalphabet M nach (1.6) gew

ahlt sind.
Wie in [Kle96] gezeigt, l

at sich mit R
(b)
ss

















and{interference{ratio, SNIR) der gem






























































































































































ur das j-te Diagonalelement der Matrix in Klammern steht.
4.1.2 Dekorrelator und Minimum{Varianz{Sch

atzer











nach (2.71) am Referenzempf

anger perfekt bekannt sind. Eine wesentliche bisher unge-
kl

arte Frage beim Entwurf eines linearen Sch













basierenden geeigneten Wahl einer Detektormatrix D
(b)
nach (4.1).











ugen soll. In einem zweiten Schritt kann eine dem gew

ahlten




ahlt werden. Aus der Litera-




 linearer Dekorrelator (engl. zero forcing block linear equalizer, ZF{BLE),
 Minimum-Varianz-Sch

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Um den Kriterien nach (4.5) zu gen

ugen ist die jeweilige Detektormatrix D
(b)
nach (4.1)





















































































Im folgenden wird von der iterativen, in Bild 4.2 gezeigten Sch

atzerstruktur zur Intra-














achst, wie in Abschnitt 4.1 erl

autert




alt als Ausgangssignal dieser Fil-








































atzen des Datenvektors s
(b)
relevante Informa-
















atzer sind, wie in Abschnitt 4.1 dargelegt, dadurch cha-






des totalen Datenvektors s
(b)




und damit von r
(b)
i










alt man iterativ durch Anwenden linea-











atzer ist durch die lineare Vorw



































































(p), siehe (4.8), des
iterativen Sch







, siehe (4.1), eines vorgegebenen linearen
Sch








































































gilt. Im Falle der Konvergenz folgt aus (4.8) f





















Damit der iterative Sch




























gibt, die diese Bedingung erf

ullen. Aus (4.11) folgt insbe-















in der der iterative Sch

atzer zu einem nichtiterativen linearen Sch

atzer entartet.
4.2.2 Konvergenz und Konvergenzgeschwindigkeit
Zum Untersuchen der Konvergenz des iterativen Sch

atzers nach Bild 4.2 betrachtet man
















d.h. der Startwert der Iteration, als A-priori-Information bekannt ist. Es ist beispiels-


































































, n 2 Z, gem

a der in den Abschnitten 2.8.2 und 2.8.3




















































































































































































(p), p 2 N
0

















































umschreiben. Die Matrix-Potenzreihe und damit auch der iterativ realisierte Sch

atzer




kleiner eins ist. Dies




































der Matrix-Potenzreihe ergibt sich im konvergenten Fall, d.h. falls (4.16) erf

ullt ist, auf-











































(0) des Iterationsprozesses. (4.18) oenbart:
Ist der iterative Sch

atzer konvergent und wird eine ausreichend groe Anzahl p von Ite-






















nach (4.1), die durch den nicht iterativen, durch die
Detektormatrix D
(b)
nach (4.11) charakterisierten linearen Sch

atzer geliefert wird. Der in




at sich demnach als iterative Realisierung eines














(p) nach (4.15) des
















































































ucken. Den Betrag dieser Abweichung kann man mit der Spektralnorm [Sch88] von




































































Der Betrag der Abweichung in der p-ten Iteration und damit die Konvergenzgeschwindig-























4.3 Allgemeine lineare parallele Interferenz-
elimination
4.3.1 Prinzip des Gruppenbildens und Verfahren
Die vom Verfasser vorgeschlagene allgemeine parallele Interferenzelimination (engl. paral-
lel interference cancellation, PIC ) basiert auf einer erstmals in [Var95] erw

ahnten Grup-






= 1 : : : N
(b)
, werden in G Gruppen g, g = 1 : : :G,
aufgeteilt. Im folgenden wird vereinfachend angenommen, da die Gesamtanzahl N
(b)
der
Block b zugeordneten Datensymbole ein Vielfaches der Anzahl G der Gruppen ist und
da in jeder Gruppe N
(b)
=G Datensymbole sind. Das Aufteilen der Datensymbole in die
Gruppen kann man sich als einen zweistugen Proze vorstellen:
 Zun

achst wird aus dem totalen Datenvektor s
(b)
durch Umsortieren der Datensym-
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gebildet. Das Umsortieren erfolgt derart, da sich die zu einer Gruppe geh

orenden
Datensymbole auf benachbarten Positionen im umsortierten totalen Datenvektor s
(b)
G
benden. Das Umsortieren l


















































; i; j = 1 : : :N
(b)
; (4.22)
beschreiben. Die Permutationsmatrix P
(b)








Der umsortierte totale Datenvektor s
(b)
G
ergibt sich aus dem totalen Datenvektor s
(b)











 In einem zweiten Schritt werden die Datenvektoren s
(b;g)
G
, g = 1 : : :G, der Gruppen
g, g = 1 : : :G, durch Ausschneiden von Abschnitten der Dimension N
(b)
=G aus dem
umsortierten blockspezischen totalen Datenvektor s
(b)
G
















Die Block b zugeh

orige, um Interblock-Interferenz reduzierte Version r
(b)
i
des zu Block b
geh







angers kann mit der
blockspezischen Systemmatrix A
(b)






berechnet werden, siehe (2.69). Wenn man die Elemente im totalen
Datenvektor s
(b)
umsortiert, so mu man auch die Spalten in der Systemmatrix A
(b)
umsortieren. Aus (2.69) erh

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; g = 1 : : :G; (4.29)












, der von den Datensymbolen der










; g = 1 : : : G: (4.30)































































; g = 1 : : : G: (4.31)
Die Grundidee der allgemeinen parallelen Interferenzelimination besteht darin, die Inter-
ferenz zwischen den Datensymbolen einer Gruppe durch Dekorrelation zu eliminieren und
die Interferenz durch Datensymbole anderer Gruppen iterativ durch Rekonstruieren und
Abziehen der Interferenzsignale zu eliminieren. F
























































































































































































































































































; g = 1 : : : G: (4.32)
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(4.34) zeigt, da die allgemeine parallele Interferenzelimination als Spezialfall
des iterativen Sch


















der allgemeinen parallelen Interferenzelimination
erh

alt man demnach durch Ausschneiden der Diagonalbl






























































































































































































der allgemeinen parallelen Interferenzelimination erh

alt
man durch Ausschneiden der Odiagonalbl






















































































































































































Im Falle weien Rauschens n
0
(b)




















































































Im allgemeineren Fall, da die G Gruppen nicht gleich gro sind, erh



















































, i; j =












































unter Einhalten der drei



























































































































































































































































Aquivalenzrelation [Wen91]. Die Anzahl der

Aquivalenzklassen [Wen91]



















nach (4.36) diesen Bedingungen.
Falls das Verfahren der allgemeinen parallelen Interferenzelimination konvergiert, so
erh



































































Ist die allgemeine lineare parallele Interferenzelimination konvergent, so folgt ausgehend










































Das heit, falls das Verfahren der allgemeinen parallelen Interferenzelimination konver-








4.3.2 Konvergenz und Konvergenzgeschwindigkeit
Da, wie oben dargelegt, die allgemeine parallele Interferenzelimination als Spezialfall
des iterativen Sch






ur die allgemeine parallele Interferenzelimination unmittel-
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angegeben werden kann. Nach (4.16) konvergiert das Verfahren der allge-
meinen parallelen Interferenzelimination genau dann, wenn der Betrag al-
























































oten Eigenwerts entsprechende Spektral-











































































































Im Falle weien Rauschens n
0
(b)
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Die Absch







































































































Der Betrag der Abweichung l


































































































In Abschnitt 2.2.3 wurde das G

utema MehrteilnehmereÆzienz zur Bewertung der
Leistungsf






utema soll im folgenden zum Analysieren der Leistungsf

ahigkeit der
vorgeschlagenen linearen Verfahren zur Intrablock{Signalverarbeitung verwendet werden.







(p) nach (4.41) des zu Block b geh

origen
blockspezischen totalen Datenvektors s
(b)
gegen die durch den nicht iterativen Dekorre-






nach (4.1) und (4.6) strebt, wenn
 die allgemeine lineare parallele Interferenzelimination konvergiert und
 eine ausreichende Anzahl p von Iterationen durchlaufen wird.















, m = 2n : : : 2n+ 1, nach (2.34) f

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) = n;m = 2n : : : 2n+ 1;
des nicht iterativen Dekorrelators wird. Gleiches gilt f




















ale konvergiert bzw. eine nicht ausreichende Anzahl p von Iterationen durch-











kleiner als die des nicht iterativen Dekorrelators. Der Grund f

ur dieses Verhalten
liegt darin, da die nicht konvergente Natur der allgemeinen linearen parallelen Inter-
ferenzelimination keine neuen Informationen in den Sch








des zu Block b geh

origen blockspezischen totalen Datenvektors s
(b)






beim nicht iterativen Dekorrelator. Eine detaillierte Analyse des Einusses der (fehlen-










(1) nach (4.44) infolge einer nicht















In diesem Unterkapitel soll die Leistungsf

ahigkeit der vorgeschlagenen Verfahren zur Intra-
block{Signalverarbeitung untersucht werden. Daher soll im folgenden angenommen wer-
den, da die Interblock-Interferenz n
(b)
b











angers enthalten ist, per-
fekt durch die Interblock{Signalverarbeitung eliminiert wurde, d.h. n
(b)
i
nach (2.70) ist der
Nullvektor.
Wenn die allgemeine lineare parallele Interferenzelimination konvergiert und eine aus-
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(1) nach (4.40). Die G

ute der bei ver-
schiedenen M








ausreichenden Anzahl p von Iterationen ist daher gleich. Dies bedeutet, da durch die in
diesem Unterkapitel zu diskutierenden Simulationsergebnisse zu kl

aren ist, welchen Ein-
u die Wahl der Gruppen auf die Konvergenz und die Konvergenzgeschwindigkeit der
allgemeinen linearen parallelen Interferenzelimination hat, und welche Auswirkungen die
gegebenenfalls nicht gew

ahrleistete Konvergenz auf die G








Prinzipiell ist es bei der allgemeinen linearen parallelen Interferenzelimination ratsam,
m

oglichst kleine Gruppen zu bilden. In diesem Fall ist die Anzahl der gleichzeitig in-
nerhalb einer Gruppe g, g = 1 : : : G, durch den Dekorrelator zu ber

ucksichtigenden Da-
tensymbole klein und somit dessen Komplexit

at gering [Sch99]. Andererseits ist jedoch
anzumerken, da grunds

atzlich die Konvergenz der allgemeinen linearen parallelen Inter-
ferenzelimination umso problematischer wird, je gr

oer die Anzahl G der Gruppen wird,
deren zugeordnete Datensymbole wechselseitig sch

adliche Interferenz bewirken. Bei be-
kannter Anzahl N
(b)











aren, inwiefern die Konvergenz und damit die G

ute der durch die allgemeine


















 Es wird sowohl die Aufw

artsstrecke als auch die Abw

artsstrecke eines CDMA-
Mobilfunksystems betrachtet. In beiden F

allen wird angenommen, da der





artsstrecke unterscheiden sich dann lediglich in der Hin-















= 1: : :K
S





























 Als Kanalmodell wird das nach COST 207 bekannte Kanalmodell Bad Urban (BU)





(; ),  2 Z, wird dabei 57 angenommen. F

ur die Bandbreite
B des betrachteten CDMA{Mobilfunksystems wird 3; 84 MHz, f

ur die die maximal
auftretende Dopplerfrequenz bestimmende Geschwindigkeit der Mobilstationen wird
3 km=h vorausgesetzt. Bei der Wahl dieser Parameter orientierte man sich an den
f

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 F







= 1: : :K
S










; 8n 2 Z; (4.48)












, nach (1.12) zugeh

origen Datensymbole eine gleiche CDMA{













urfelten Walsh-Codes [Pro95]. Der Spreizfaktor
Q nach (1.8) ist 16.





























, nach (1.12) wird
so eingestellt, da sich f





(m), m 2 Z, k
S












nach (2.25) am Eingang des Referenzempf

angers ein-
stellt. Diese Situation ist insbesondere dann gegeben, wenn in dem betrachteten
CDMA-Mobilfunksystem ein Verfahren zur schnellen Leistungsregelung [Bin01] in
Verbindung mit CDMA{Codepooling{Konzepten [LB00, Lu02], siehe auch Unter-
kapitel 1.3, eingesetzt wird.

























, m2Z, werden als gleich angenommen.
















angers erfolgt entsprechend den
Ausf

uhrungen in Unterkapitel 3.3 gem

a (3.9a) und (3.9b), siehe auch Bild 3.1.














, n = bN
b





enthalten, die diesem Block b gem








nach (2.46) wird, wie bereits mehrfach erw

ahnt, angenommen,
da diese einer Gauverteilung gen

ugt und spektral wei ist.
 Zur Intrablock{Signalverarbeitung wird die allgemeine lineare parallele Interferenz-
elimination nach Unterkapitel 4.3 einsetzt. Dabei werden p gleich N
it
Iterations-












ahigkeit der untersuchten Verfahren zur Intrablock{Signalverarbeitung wird






bzw. die mittleren MehrteilnehmereÆzienz 
0:01
nach Abschnitt 2.2.3 und zus































(m), m = 2n : : : 2n + 1, aufgetragen.
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4.4.2 Nicht iterativer Dekorrelator
Der nicht iterative Dekorrelator nach Abschnitt 4.1.2 l

at sich als Spezialfall der allge-









; n) 2 B
(b)
, einer Gruppe zugeordnet, d.h. es gilt
f













ur die Anzahl der Gruppen
G = 1: (4.50)
Der bei der allgemeinen linearen parallelen Interferenzelimination anfallende Rechenauf-
wand wird im wesentlichen durch die Anzahl der einer Gruppe zugeordneten Datensymbo-




g = 1 : : : G, nach (4.32) bestimmt [MJWT01, Web02]. Die Wahl der Gruppen gem

a
(4.49) und (4.50) hat damit | verglichen mit anderen M

oglichkeiten zur Wahl der Grup-
pen | einen maximalen Rechenaufwand zu Folge, da beim nicht iterativen Dekorrelator
die Gesamtheit aller N
(b)





= 1 : : :N
(b)
,





Die zur einem Block b zugeh

origen Intrablock{Signalverarbeitung eingesetzte allgemei-
ne lineare parallele Interferenzelimination mit der Wahl der Gruppen nach (4.49) und
















angig sind | f



























d.h. es erfolgt keine R

uckkopplung. Die zum nicht iterativen Dekorrelator f

uhrende Wahl
der Gruppen der allgemeinen linearen parallelen Interferenzelimination gem

a (4.49) und
(4.50) ist daher optimal im Sinne der Konvergenz.
Wie bereits in Abschnitt 4.4.1 erl

autert, ist die durch allgemeine lineare parallele Inter-











ochstens so gro wie die G








. Der nicht iterative Dekorrelator ist daher als
Referenzfall zu betrachten. Jedes auf allgemeiner linearer paralleler Interferenzelimination
basierende Verfahren zur Intrablock{Signalverarbeitung mit einer anderen als der durch









des blockspezischen totalen Datenvektors s
(b)
am nicht iterativen Dekorrelator messen lassen. Aus diesem Grund soll im folgenden die
Leistungsf

ahigkeit des nicht iterativen Dekorrelators beleuchtet werden.
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oer als eine variable Schwelle E ist, sowohl in der
Aufw





ur verschiedene Anzahlen K
S
gleichzeitig







mit zunehmender Anzahl K
S
gleichzeitig aktiver CDMA-Codes abnimmt. Dabei
ist insbesondere festzustellen, da bei gleichem K
S





















= 1: : :K
S
, nach (4.48), siehe Abschnitt 4.4.1, im allgemeinen die wechselseitig
zwischen zwei Datensymbolen auftretende sch

adliche Interferenz im Falle unterschied-
licher f

ur die jeweiligen Datensymbole wirksamer Kanalimpulsantworten gr

oer ist als






allt auf, da die
Graphen der Aufw














Die Beobachtung, da die in der Abw









oher ist als die in der Aufw























bzw. die mittlere Mehrteilnehmeref-
zienz 
0:01
nach Abschnitt 2.2.3 als Funktion der Anzahl K
S
der gleichzeitig aktiven













sinken. Bereits in [BW98b] wurde von dieser Abh

angigkeit berichtet und eine empirische










mereÆzienz | der mittleren SNR-Degradation | vorgeschlagen. Eine theoretische, auf
Grunds

atzen der Random-Matrix-Theorie [Met91] basierende Analyse, die diesen Zusam-
menhang theoretisch beleuchtet, ndet sich in [M

ul01].











wieder, wobei die Blockl






der gleichzeitig aktiven CDMA-Codes ist zu beobachten, da prinzipiell
mit zunehmender Blockl








ist plausibel, da mit zunehmender Blockl

ange N die Anzahl der durch den nicht iterati-





Datensymbole steigt und somit ein

ahnlicher Eekt wie bei Erh

ohen der Anzahl K
S
der
gleichzeitig aktiven CDMA-Codes eintritt. Die Resultate in Bild 4.4 belegen, da man
im Sinne einer m








ange N nach (3.9) zu bilden.




















betrachtet. Es ist ersichtlich, da sowohl in der Aufw

artsstrecke als











(p) des blockspezischen totalen Datenvektor s
(b)
nach (2.56)
134 Kapitel 4: Lineare Verfahren der Intrablock{Signalverarbeitung















































artsstrecke ( ) und in der Aufw

artsstrecke ( ) f

ur den
nicht iterativen Dekorrelator mit K
S
= 1; 2; 4; 8; 16, Q = 16, N = 10

















































ur den nicht iterativen Dekorrelator mitK
S
=1; 4; 8; 16,
Q = 16, N = 2; 3; 4; 5; 10
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artsstrecke ( ) und in der Aufw

artsstrecke ( ) f

ur den nicht
iterativen Dekorrelator mit Q = 16, N = 10

























artsstrecke ( ) und
in der Aufw

artsstrecke ( ) f

ur den nicht iterativen Dekorrelator mit
Q = 16, N = 10
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artsstrecke ( ) und in der Aufw

artsstrecke ( ) f

ur den nicht
iterativen Dekorrelator mit K
S
= 1; 2; 4; 8; 16, Q = 16, N = 10
f

ur Werte von K
S
bis zu vier nur wenig vom theoretischen Optimum abweicht. Als theo-





des Verfahrens nach Abschnitt 2.2.2 f











beim nicht iterativen Dekorrelator in der Abw

artsstrecke ein um zirka 2,5 dB
gr

oeres bzw. in der Aufw





















arkt sich dieser Un-
terschied auf ca. 6 dB bzw. 12 dB. Diese Zahlen verdeutlichen eindrucksvoll den Preis,
der f

ur das gleichzeitige Nutzen eines einzigen

Ubertragungsmediums durch viele CDMA-
Codes zu zahlen ist, vgl. auch Unterkapitel 1.1 und Abschnitt 2.2.3. In Kapitel 5 werden
Verfahren der Intrablock{Signalverarbeitung untersucht, die es erlauben, diesen Preis zu
senken.
4.4.3 Symbolweise parallele Interferenzelimination
Symbolweise parallele Interferenzelimination ist dadurch gekennzeichnet, da jedes dem






; n) 2 B
(b)
, einer eigenen Gruppe g, g =
1 : : :G, zugewiesen wird, d.h. es gilt f

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Da die Anzahl der pro Gruppe zugewiesenen Datensymbole zu eins, d.h. minimal gew

ahlt
wird, ist der bei der allgemeinen linearen parallelen Interferenzelimination anfallende Re-
chenaufwand bei fester Anzahl N
it
der zu durchlaufenden Iterationsschritte und Wahl
der Gruppen gem

a (4.52) und (4.53) | d.h. bei symbolweiser paralleler Interferenz-
elimination | im Vergleich zu allen anderen M

oglichkeiten der Gruppenwahl minimal.
Bei symbolweiser paralleler Interferenzelimination ist pro Gruppe g, g = 1 : : : G, nur






































Im Hinblick auf die Konvergenz der allgemeinen linearen parallelen Interferenzelimination
ist die Wahl der Gruppen nach (4.52) und (4.53), d.h. symbolweise parallele Interferenz-
elimination, im allgemeinen die problematischste M

oglichkeit der Gruppenwahl, was im
folgenden beleuchtet werden soll. Bild 4.8 zeigt die komplement

are Verteilungsfunktion































oglichen durch das betrachtete Ka-

















uhrungen in Abschnitt 4.3.2 ist bekannt, da die allgemeine lineare
parallele Interferenzelimination genau dann nicht konvergiert, wenn der Spektralradius 
nach (4.42) gr

oer als eins wird. Ein Betrachten der komplement

aren Verteilungsfunk-
tion P( > R) des Spektralradius  f

ur den Wert R gleich eins gibt somit unmittelbar
Aufschlu dar

uber, in wieviel Prozent aller F

alle die allgemeine lineare parallele Inter-





Wahrscheinlichkeit P( > 1) kleiner als 10
 3
ist und somit die Konvergenz der symbolwei-





zwei bzw. vier ist zu erkennen, da in der Abw

artsstrecke bereits in ca. 3 Prozent bzw. in
ca. 47 Prozent aller F






gleich acht und gr






artsstrecke ergeben sich sehr

ahnliche Resultate. Diese Er-
gebnisse belegen, da der Einsatz symbolweiser paralleler Interferenzelimination f

ur die
Intrablock{Signalverarbeitung sehr problematisch ist und daher andere Vorgehensweisen










Verteilungsfunktion P( > R) des Spektralradius  von der Blockl

ange N nach (3.9).
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are Verteilungsfunktion P( > R) des Spektralradius  in der
Abw

artsstrecke ( ) und in der Aufw

artsstrecke ( ) f

ur symbolweise
parallele Interferenzelimination mit K
S
= 1; 2; 4; 8; 16, Q = 16, N = 10



























ur symbolweise parallele Interferenzelimination mit K
S
=
1; 4; 8; 16, Q = 16, N = 2; 3; 4; 5; 10
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nicht iterativer
Dekorrelator    
Einzel−   
symbolfall
PIC














= 1; 3; 2; 5; 4












ur symbolweise parallele Interferenzelimination (PIC) mit
K
S
= 2, Q = 16, N = 10





Einzel−   
symbolfall
nicht iterativer
Dekorrelator    
PIC














= 1; 3; 2; 5; 4; 6












ur symbolweise parallele Interferenzelimination (PIC) mit
K
S
= 8, Q = 16, N = 10
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KS= 16 KS= 8 KS= 4
KS=2
KS= 1
Einzel−   
symbolfall
nicht iterativer
Dekorrelator    
PIC
























ur symbolweise parallele Interferenzelimination (PIC) und
den nicht iterativen Dekorrelator im Vergleich mit K
S
= 1; 2; 4; 8; 16, Q =
16, N = 10, N
it
= 5































artsstrecke ( ) und in der
Aufw

artsstrecke ( ) f

ur die symbolweise parallele Interferenz-
elimination (PIC) und den nicht iterativen Dekorrelator im Vergleich mit
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N die Wahrscheinlichkeit P( > 1) daf

ur zunimmt, da die symbolweise parallele
Interferenzelimination divergiert. Dieses Ergebnis ist plausibel, da mit zunehmender
Blockl






adliche Interferenz bewirkenden Datensymbole steigt.
Es tritt somit ein

ahnlicher Eekt wie bei Erh








gleich vier steigt die Wahrscheinlichkeit P( > 1) bei Variieren
von N zwischen 2 und 10 von 5 Prozent auf 50 Prozent. Diese Zahlen verdeutlichen, da es







ange N nach (3.9) zu bilden.
Die Bilder 4.10 und 4.11 visualisieren, welchen Einu die Anzahl N
it
der durchlaufenen






























eine Situation, in der nach Bild 4.8 die Wahrscheinlichkeit daf

ur, da die symbolweise
parallele Interferenzelimination nicht konvergiert, bei zirka drei Prozent liegt. Es ist zu
beobachten, da durch Erh

ohen der Anzahl N
it




















ur symbolweise parallele Interferenzelimination sich asymptotisch






nach Bild 4.7 ann

ahert. Dies ist auch zu erwarten, da
wie in Abschnitt 4.3.3 erl

autert und in (4.40) mathematisch ausgedr

uckt, im Falle von
Konvergenz der allgemeinen linearen parallelen Interferenzelimination die nach einer aus-



















































auft in einen Fehlerteppich [Pro95] und ist somit nach unten begrenzt.
Dieser Fehlerteppich repr

asentiert die angesprochenen drei Prozent aller F

alle, in denen
die symbolweise parallele Interferenzelimination nicht konvergiert.
Es sei angemerkt, da f































(1) nach (4.44) der in der N
it



























herausgegrien, so bleibt bei Variieren von N
it
das Vorzeichen der betreenden heraus-

















; bm=2c) 2 B
(b)
,






























oert oder verkleinert. Die Ergebnisse in
Bild 4.10 zeigen jedoch auch, da durch Erh






uber einen Wert von f

unf hinaus keine signikante weitere Verbesserung der G

ute









) erzielt werden kann. In den folgenden Simulationen soll daher |
















gleich acht, d.h. eine Situation, in der nach Bild 4.8 die
Wahrscheinlichkeit daf

ur, da die symbolweise parallele Interferenzelimination nicht kon-
vergiert, bei nahezu 100 Prozent liegt. Erwartungsgem


































betrachtet. Es ist in

Ubereinstimmung mit den
Resultaten aus Bild 4.8 ersichtlich, da durch symbolweise parallele Interferenzelimination
lediglich f

ur eine Anzahl K
S
gleichzeitig aktiver CDMA-Codes von bis zu zwei die durch
































auern sich auch in Bild 4.13, in dem die mittlere MehrteilnehmereÆzienz

0:01
nach Abschnitt 2.2.3 als Funktion der Anzahl K
S
der gleichzeitig aktiven CDMA-










oer vier in der
Aufw





assige Bitfehlerwahrscheinlichkeit von 10
 2
einzuhalten, so da die mittlere MehrteilnehmereÆzienz 
0:01
zu null wird.
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s-Interferenz





































Bei dieser Art der Gruppenbildung wird die Intersymbol-Interferenz zwischen den auf











durch das gemeinsame Sch





Betrachtet man die Konvergenzeigenschaften der allgemeinen linearen parallelen Inter-
ferenzelimination bei Wahl der Gruppen gem

a (4.55) und (4.56) | und das ist die par-
allele Elimination der Vielfachzugris-Interferenz | so zeichnet sich ein

ahnliches Bild
ab, wie das bereits bei der symbolweisen parallelen Interferenzelimination beobachtete.
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Bild 4.14 zeigt f

ur verschiedene Anzahlen K
S
gleichzeitig aktiver CDMA-Codes die kom-
plement

are Verteilungsfunktion P( > R) des Spektralradius  nach (4.42), deren Entste-
hung in Abschnitt 4.4.3 erl





gleich eins verzichtet, da die parallele Elimination der Vielfachzugris-Interferenz in die-
sem Fall in den nicht iterativen Dekorrelator

ubergeht, der stets konvergent ist. Lediglich
f







ochstens zwei kann die Konvergenz der parallele Elimination
der Vielfachzugris-Interferenz in nahezu 100 Prozent aller F






gleich vier ist die parallele Elimination der Vielfachzugris-Interferenz in der
Abw

artsstrecke in 10 Prozent bzw. in der Aufw










ist die parallele Elimination der Vielfachzugris-Interferenz
praktisch immer divergent. Somit liegt die Wahrscheinlichkeit f

ur Konvergenz der paral-
lele Elimination der Vielfachzugris-Interferenz nur sehr wenig

uber der bei symbolweiser
paralleler Interferenzelimination nach Abschnitt 4.4.3. Dies kann man damit erkl

aren, da
ausgehend von der symbolweisen parallelen Interferenzelimination bei der parallelen Eli-
mination der Vielfachzugris-Interferenz die dominante Vielfachzugris-Interferenz nach
wie vor iterativ in ihrer sch






aren Verteilungsfunktion P( > R) des Spektralradius
 nach (4.42) in der Abw

artsstrecke von der Blockl













ur, da die parallelen Elimination der Vielfachzugris-
Interferenz konvergiert, mit zunehmendem N sinkt. Im Gegensatz zu den Ergebnissen aus
Bild 4.9 ist jedoch zu beobachten, da dieser Eekt nicht so stark ausgepr

agt ist, wie bei
der symbolweisen parallelen Interferenzelimination. Diese Beobachtung ist plausibel, da







=G einer Gruppe g, g = 1 : : :G, nicht jedoch die Anzahl G der Gruppen
beeinut. Sch

adliche Interferenz zwischen derselben Gruppe g, g = 1 : : :G, zugewiesenen
Datensymbolen wird jedoch durch lineare Dekorrelation eliminiert. Im Hinblick auf die




 ein Verringern der durch die zur gruppenweise Dekorrelation eingesetzten linearen
Dekorrelatoren erzielbaren MehrteilnehmereÆzienz, siehe auch Bild 4.4, und damit
eine zunehmend unzuverl

assigere Interferenzrekonstruktion nach (4.32) und
 eine leichte Zunahme der zwischen verschiedenen Gruppen bestehenden Interferenz.







ange N nach (3.9) zu
bilden.
Die Bilder 4.16 und 4.17 visualisieren, welchen Einu die Anzahl N
it
der durchlaufe-










aufgetragenen Erwartungswert der in der Abw







nach (2.39) hat. Die bereits f

ur symbolweise parallele Inter-
ferenzelimination in den Bildern 4.10 und 4.11 gemachten Beobachtungen lassen sich auch
hier best










gleich zwei aufgetragen, d.h. eine Si-
tuation in der gem

a Bild 4.14 die parallelen Elimination der Vielfachzugris-Interferenz
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are Verteilungsfunktion P( > R) des Spektralradius  in der
Abw

artsstrecke ( ) und in der Aufw

artsstrecke ( ) f

ur parallele
Elimination der Vielfachzugris-Interferenz mit K
S
= 2; 4; 8; 16, Q = 16,
N = 10






















are Verteilungsfunktion P( > R) des Spektralradius  in der
Abw

artsstrecke bei paralleler Elimination der Vielfachzugris-Interferenz
mit K
S
= 2; 4; 8; 16, Q = 16, N = 2; 3; 4; 5; 10
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Einzel−   
symbolfall
nicht iterativer
Dekorrelator    
PIC














= 1; 2; 4; 3; 5












ur parallele Elimination der Vielfachzugris-Interferenz
(PIC) mit K
S
= 2, Q = 16, N = 10





Einzel−   
symbolfall
nicht iterativer
Dekorrelator    
PIC














= 1; 3; 2; 5; 4; 6












ur parallele Elimination der Vielfachzugris-Interferenz
(PIC) mit K
S
= 8, Q = 16, N = 10
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KS= 16 KS= 8 KS= 4
PIC
   
KS= 1
KS=2
Einzel−   
symbolfall
nicht iterativer
























ur parallele Elimination der Vielfachzugris-Interferenz
(PIC) und den nicht iterativen Dekorrelator im Vergleich mit K
S
=
1; 2; 4; 8; 16, Q = 16, N = 10, N
it
= 5































artsstrecke ( ) und in der
Aufw

artsstrecke ( ) f

ur parallele Elimination der Vielfachzugris-
Interferenz (PIC) und den nicht iterativen Dekorrelator im Vergleich mit
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der zur parallelen Elimination der Vielfachzugris-Interferenz geh

orige Graph gegen den
zum nicht iterativen Dekorrelator geh

origen Graph. Ein Fehlerteppich, wie er bei der sym-
bolweisen parallelen Interferenzelimination beobachtet wird, siehe auch Bild 4.10, ist bei
der parallelen Elimination der Vielfachzugris-Interferenz infolge der nahezu vollst

andig
gesicherten Konvergenz nicht vorhanden.
























Ahnlich wie bereits in Bild 4.12 f

ur die
symbolweise parallele Interferenzelimination ist entsprechend den Resultaten aus Bild 4.14





von gleichzeitig aktiven CDMA-Codes von bis zu zwei die durch den nicht













kann jedoch durch Wahl eines gegen






































einzuhalten. Diese Beobachtungen lassen sich auch in Bild
4.19 verizieren, in dem die mittlere MehrteilnehmereÆzienz 
0:01
nach Abschnitt 2.2.3 als
Funktion der Anzahl K
S













oer sechs in der Aufw






assige Bitfehlerwahrscheinlichkeit von 10
 2
einzuhalten, so da die mittlere Mehr-
teilnehmereÆzienz 
0:01




kleiner als drei erreicht die mit paral-
leler Elimination der Vielfachzugris-Interferenz erzielbare mittlere MehrteilnehmereÆzi-
enz 
0:01




4.4.5 Parallele Elimination der Intersymbol-Interferenz













, in einer Gruppe, d.h. es gibt
G = N (4.57)
Gruppen mit je K
S
Datensymbolen. Die Permutationsmatrix P
(b)















































(j   1)) mod N
(b)

+ b(j   1)=Nc+ 1 = i;
0 sonst:
Bei dieser Art der Gruppenbildung wird die Vielfachzugris-Interferenz zwischen zeitgleich
















oren, durch das gemeinsame Sch

atzen der Datensymbole
der jeweiligen Gruppe unsch

adlich gemacht.
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Betrachtet man die Konvergenzeigenschaften der allgemeinen linearen parallelen Inter-
ferenzelimination bei Wahl der Gruppen gem

a (4.57) und (4.58) | und das ist die
parallele Elimination der Intersymbol-Interferenz | so zeigt sich, da die parallele Elimi-
nation der Intersymbol-Interferenz im Hinblick auf Konvergenz sowohl der symbolweisen
parallelen Interferenzelimination als auch der parallelen Elimination der Vielfachzugris-
Interferenz

uberlegen ist. In Bild 4.20 ist f

ur verschiedene Anzahlen K
S
gleichzeitig ak-
tiver CDMA-Codes die komplement

are Verteilungsfunktion P( > R) des Spektralradius
 nach (4.42) dargestellt. Es ist ersichtlich, da f








zwei die Konvergenz der parallelen Elimination der Intersymbol-Interferenz in mehr als
99 Prozent aller F





gleich vier ist die parallele Elimi-
nation der Intersymbol-Interferenz in der Abw

artsstrecke in mehr als 96 Prozent bzw. in
der Aufw













dargestellten Fall ist die parallele Elimination der Intersymbol-Interferenz nahezu immer
divergent. Somit liegt die Wahrscheinlichkeit f

ur Konvergenz der parallele Elimination
der Intersymbol-Interferenz deutlich

uber der der symbolweisen parallelen Interferenz-
elimination nach Abschnitt 4.4.3 und der der parallelen Elimination der Vielfachzugris-
Interferenz nach Abschnitt 4.4.4. Dies l

at sich damit erkl

aren, da im Gegensatz zu
den anderen beiden M






uber die Intersymbol-Interferenz dominieren-





gemacht wird und somit nicht iterativ eliminiert werden mu.




aren Verteilungsfunktion P( > R) des
Spektralradius  nach (4.42) von der Blockl





gleich 8 bzw. 16
dargestellt. Wie bereits f

ur die symbolweise parallele Interferenzelimination in Bild 4.9
und f

ur die parallele Elimination der Vielfachzugris-Interferenz in Bild 4.15 beobachtet,
gilt auch hier, da f





ur, da die parallelen Elimi-
nation der Intersymbol-Interferenz konvergiert, mit zunehmendem N sinkt. Im Gegensatz
zu dem die parallele Elimination der Vielfachzugris-Interferenz beschreibenden Ergebnis





agt ist, wie bei der symbolweisen parallelen
Interferenzelimination. Diese Feststellung ist plausibel, da bei der parallelen Elimination
der Intersymbol-Interferenz die Blockl

ange N unmittelbar die Anzahl der Gruppen G be-
stimmt. Mit zunehmendem N steigt somit die Anzahl G der bei der parallelen Elimination
der Intersymbol-Interferenz zu ber

ucksichtigenden Gruppen. Aus diesem Grund ist es im







ange N nach (3.9) zu bilden.




gleich vier, welchen Einu die Anzahl N
it
der durchlau-










aufgetragenen Erwartungswert der in der Abw







nach (2.39) hat. Die bereits f

ur symbolweise parallele Inter-
ferenzelimination bzw. parallele Elimination der Vielfachzugris-Interferenz in den Bildern
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are Verteilungsfunktion P( > R) des Spektralradius  in der
Abw

artsstrecke ( ) und in der Aufw

artsstrecke ( ) f

ur parallele
Elimination der Intersymbol-Interferenz (PIC) mit K
S
= 1; 2; 4; 8; 16, Q =
16, N = 10

















are Verteilungsfunktion P( > R) des Spektralradius  in der
Abw

artsstrecke bei paralleler Elimination der Intersymbol-Interferenz mit
K
S
= 8; 16, Q = 16, N = 2; 3; 4; 5; 10
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= 1; 2; 4; 6; 3; 5












ur parallele Elimination der Intersymbol-Interferenz (PIC)
mit K
S
= 4, Q = 16, N = 10





Einzel−   
symbolfall
nicht iterativer
Dekorrelator    
PIC





























ur parallele Elimination der Intersymbol-Interferenz (PIC)
und den nicht iterativen Dekorrelator im Vergleich mit K
S
= 1; 2; 4; 8; 16,
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Dekorrelator    
PIC
















artsstrecke ( ) und in der
Aufw

artsstrecke ( ) f

ur parallele Elimination der Intersymbol-
Interferenz (PIC) und den nicht iterativen Dekorrelators im Vergleich mit







a der zur parallelen Elimination der Intersymbol-Interferenz
geh

orige Graph gegen den zum nicht iterativen Dekorrelator geh

origen Graph.










































kann jedoch durch Wahl eines gegen

uber dem nicht





































einzuhalten. Bild 4.24, das die die mittlere MehrteilnehmereÆzienz 
0:01
nach
Abschnitt 2.2.3 als Funktion der Anzahl K
S
der gleichzeitig aktiven CDMA-Codes zeigt,




kleiner sechs ist die mit paralleler Eliminati-
on der Intersymbol-Interferenz erzielbare mittlere MehrteilnehmereÆzienz 
0:01
und die









gewinnt der nicht iterativen Dekorrelator zunehmend an







oer 10 es nicht mehr m




















5.1.1 Verfahren und Struktur


















= 1 : : :N
(b)













= 1 : : : N
(b)
, einzubringen. Bei dieser A-priori-Information handelt es sich insbesondere









nach (2.21). Aus diesem Grund ist, wie bereits in
Kapitel 4 dargelegt und beispielsweise in Bild 4.6 ersichtlich, die MehrteilnehmereÆzi-
enz 
0:01
in CDMA-Mobilfunksystemen mit hoher Systemlast | d.h. hoher Anzahl der
eingesetzten CDMA-Codes bezogen auf den verwendeten Spreizfaktor Q| relativ gering.
Ein Steigern der MehrteilnehmereÆzienz 
0:01
und damit der Leistungsf

ahigkeit der
Intrablock{Signalverarbeitung ist nur durch Auswerten oben angesprochener A-priori-
Information innerhalb der Intrablock{Signalverarbeitung m

oglich, was wiederum aufgrund






= 1 : : : N
(b)
, nur durch nicht lineare







ahigkeit der Intrablock{Signalverarbeitung nichtlineare Verfahren
studiert werden.
Die in Bild 4.2 dargestellte iterative Realisierung linearer Sch

atzer nach Unterkapitel 4.2
schliet, wie in Unterkapitel 4.2 dargelegt, alle sinnvollen linearen Sch

atzer ein und bietet
zudem ein hohes Ma an Flexibilit



















ur den Entwurf nichtlinearer Verfahren zur Interblock{Signalverarbeitung auf
diese in Bild 4.2 visualisierte Struktur zur

uckgegrien werden.





atzers. Die angesprochene Modikation besteht darin, da in der modizier-






(p   1) des totalen
Datenvektors nicht unmittelbar in der p-ten Iteration zur linearen Interferenzrekonstruk-






verwendet wird, sondern zuvor









uhrt wird. Die Aufgabe des Sch

atzwertverbesserers be-






(p   1) des













































































des blockspezischen totalen Datenvektors s
(b)
zu gewinnen. Eine solche
Sch

atzwertverbesserung basiert auf dem Ausnutzen des oben angesprochenen bis-
her ungenutzten Wissens, der A-priori-Information

uber den blockspezischen totalen
Datenvektor s
(b)
. In der vorliegenden Arbeit wird insbesondere das Nutzen
 der Kenntnis des Datensymbolalphabets M nach (1.6) und









untersucht. Aus der Literatur [ARS97, MH97, ARAS99, Lam00b, Lam00a, Poo00, WM01,
WOWB02, WM02] sind weitere Verfahren bekannt, die, wenn in dem betrachteten
CDMA-Mobilfunksystem bei der Daten

ubertragung eine Fehlerschutzcodierung eingesetzt
wird, Wissen






atzproze einbringen. Solche Verfahren sind im allgemeinen jedoch
recht aufwendig und setzen das Betrachten eines CDMA-Mobilfunksystems mit Feh-
lerschutzcodierung voraus. Wie in Unterkapitel 1.4 bereits dargelegt, soll in der vor-
liegenden Arbeit jedoch keine Fehlerschutzcodierung betrachtet werden.F

ur die Ana-




ubertragenen Daten, die ei-
ne vorhandene Fehlerschutzcodierung ber

ucksichtigen, sei der Leser auf beispielsweise
[ARS97, MH97, ARAS99, Lam00b, Lam00a, Poo00, WM01, WOWB02, WM02, Web02]
verwiesen.
Durch die angesprochene Modikation ergibt sich eine gegen

uber (4.8) leicht ver

anderte





















des blockspezischen totalen Datenvektors s
(b)
in der p-ten Iteration.
Durch Einbringen eines Sch

atzwertverbesserers in die Struktur des iterativen Sch

atzers
zur Intrablock{Signalverarbeitung nach Bild 5.1 lassen sich im wesentlichen zwei Ziele
ansteuern:


























































































































































zur Rekonstruktion und Elimination von Interferenz dienen, lassen sich die Konver-
genzeigenschaften des iterativen Verfahrens zur Intrablock{Signalverarbeitung ver-













= 1 : : :N
(b)
, auftreten, panzen sich nicht oder nur in begrenztem Mae beim
Rekonstruieren und Eliminieren von Interferenz fort.


































artspfades die zu eliminierende Interferenz fehlerfreier rekonstruieren und
eliminieren als im Falle des iterativen Sch

atzers zur Intrablock{Signalverarbeitung
nach Bild 4.2. Im Grenzfall perfekter Sch














= 1 : : : N
(b)
, gilt, ist es somit m

oglich, die zu eliminierende
Interferenz perfekt zu rekonstruieren und zu eliminieren. Die Leistungsf

ahigkeit des
betrachteten Verfahrens zur Intrablock{Signalverarbeitung ist dann lediglich durch
die Leistungsf
































(p   1) des blockspezischen totalen Datenvektors s
(b)
zu
ermitteln. Aus diesem Grund wird den Verfahren zur Sch

atzwertverbesserung ein




Im weiteren Verlauf dieses Kapitels wird in Unterkapitel 5.3 auf die allgemeine parallele
Interferenzelimination mit Sch




























= 1 : : :N
(b)
, durch Aus-
nutzen von A-priori-Information zu verbessern [MJWT01, WM01, WOWB02, WM02,
MW03]. Wie bereits in Abschnitt 5.1.1 angesprochen, ist das Ausnutzen verschiedener
Arten von A-priori-Information m

oglich [WM02]:
 Ausnutzen der Kenntnis des Datensymbolalphabets M nach (1.6),










156 Kapitel 5: Nichtlineare Verfahren der Intrablock{Signalverarbeitung
 Ausnutzen von Information

uber die eventuell im betrachteten CDMA-
Mobilfunksystem bei der Daten

ubertragung eingesetzte Fehlerschutzcodierung.
Wie bereits in Abschnitt 5.1.1 erl

autert, soll in der vorliegenden Dissertation lediglich auf
die beiden erstgenannten Arten des Ausnutzens von A-priori-Information eingegangen
werden.
In Bild 5.1 ist die grunds













































(p  1) zu ermitteln. Da
sich die Diskussionen in diesem Unterkapitel stets auf eine w

ahlbare aber feste Iteration
(p  1) beziehen und die Verfahren der Sch

atzwertverbesserung selbst nicht iterativ sind,
soll im folgenden im Interesse der

Ubersichtlichkeit der Darstellung auf den die jeweilige
Iteration kennzeichnenden Index (p  1) verzichtet werden.
Gem


















= 1 : : : N
(b)
, zur linearen Interferenzrekonstruktion und -elimination



















= 1 : : : N
(b)
, im allgemeinen nicht perfekt

ubereinstimmen, ergibt sich nach













































































































mieren. Zu diesem Zweck ist f














































ahlen. Diese Minimierungsaufgabe kann bei dem in dieser Dissertation betrachteten
f

ur Vierphasenmodulation charakteristischen Datensymbolalphabet M nach (1.6) und un-






(m) 2 f 1;+1g, k
S
= 1: : :K
S
, m 2 Z, siehe
















































































































































= 1 : : : 2N
(b)
, in (5.5) und (5.7)
heit dabei BPSK-Subsymbol und entstammt der bin

aren Wertemenge f 1;+1g. Bild
5.2 visualisiert die Struktur eines diesen Ansatz verfolgenden Sch

atzwertverbesserers, wo-







































= 1 : : : N
(b)













































































= 1 : : : 2N
(b)







ahlte Datensymbole vorbereiteten Sch






































= 1 : : : 2N
(b)
: (5.10)
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= 1 : : :N
(b)
,
kombiniert. Der in Bild 5.2 dargestellte Sch

atzwertverbesserer arbeitet symbolweise, d.h.
f











































ermittelt. Symbolweise arbeitende Ver-
fahren zur Sch

atzwertverbesserung werden in der Literatur als Quantisierungsverfahren
bezeichnet [KFB02, INF01, Pro95, MJWT01, Web02].
























are Zufallsvariable ist, kann das Optimie-








kann lediglich so gew

ahlt werden,










orsituationen unter der Ne-



































































































































= 1 : : : 2N
(b)
; (5.13)





























































































































































die in [Web02, PB00, SSK01] vorgestellten Vorgehensweisen, sehr zuverl

assig ermitteln.












atzwertverbesserer lassen sich drei triviale Entartungsf

alle denie-
ren, die im folgenden diskutiert werden. Diese drei trivialen Entartungsf

alle werden






Der erste zu betrachtende triviale Entartungsfall l

at sich folgendermaen charakterisie-















= 1 : : : 2N
(b)





















































artspfad, siehe auch Ab-









= 1 : : : 2N
(b)
, gleich null gilt. Aus diesem Grund wird der durch (5.18) cha-
rakterisierte triviale Sch

atzwertverbesserer auch als Zero-Feedback-Sch

atzwertverbesserer


















= 1 : : : 2N
(b)
; (5.19)
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atzwertverbesserers stets 0 dB ist.




atzwertverbesserer ist dadurch gekennzeich-












































































atzwertverbesserer mit der Quantisierungsfunktion nach (5.21)
ist ein vollkommen transparenter Operator und wird daher als transparenter
Sch

atzwertverbesserer bzw. transparenter Quantisierer bezeichnet [MJWT01, WM02,
























= 1 : : : 2N
(b)
: (5.22)





















atzwertverbesserer dargestellt. Bild 5.4 zeigt f






















atzwertverbesserer wird als perfekter Sch

atzwertverbesserer































= 1 : : : 2N
(b)
; (5.23)









ist in der Praxis nicht realisierbar, da dem Referenzempf

anger keine perfekte Infor-
mation







= 1 : : : 2N
(b)
, vorliegt. Der perfekte
Sch

atzwertverbesserer ist somit nur f

ur theoretische Untersuchungen von Interesse: Die
durch (5.23) charakterisierte perfekte Sch

atzwertverbesserung erlaubt eine Analyse der

















2 f 1;+1g ; m
0




















1 : : : 2N
(b)






2 f 1;+1g ; m
0





at sich damit ein Verfahren zum Erzwingen von (5.25) nden, das har-
































2 f 1;+1g, zu dem die geringste Euklidische Distanz besteht [KFB02, INF01, Pro95,
MJWT01, Web02]. Man erh













































= 1 : : : 2N
(b)
, in den in Abschnitt 5.1.1 erl

auterten Interferenzrekonstruktions- und
Interferenzeliminationsprozess einieen zu lassen. Ausgehend von (5.26) und den in

































= 1 : : : 2N
(b)
; (5.27)
162 Kapitel 5: Nichtlineare Verfahren der Intrablock{Signalverarbeitung











































atzwertverbessern und hartes Quantisieren
nach (5.13) am Ausgang des harten Quantisierers nden. Bild 5.4 zeigt den sich erge-










ur hartes Quantisieren. Es ist oen-













, liefert als das transparente Quantisieren. Daher ist zu erwarten, da bei
Einsetzen von hartem Quantisieren zum Sch










oher sein wird, als
die bei gleichem iterativen Sch













Beim Vergleich der Kurven in Bild 5.4 f









































nach (5.19). Der harte Quantisierer ist folglich

















































a (5.26) falsch sind. Dies f
























optimales Verfahren zur Sch

atzwertverbesserung zu nden, mu das Optimierungspro-
blem nach (5.12) gel

ost werden. Dieser Ansatz f

uhrt zu dem in der Literatur als wei-
ches Quantisieren (engl. soft quantization) bekannten Verfahren [MH97, WP99, Poo00,
WM01, WM02, MW03] zum Sch


















































































































ahlt wird [Hag97]. F


































































































































nach (2.22), das die A-priori-
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= 0; 2; 1; 0; 5; 0








des weichen Quantisierers f

ur glei-













































wird in der Literatur als Softbit [Hag97]
bezeichnet. Ber

ucksichtigt man die in Abschnitt 5.2.1 beschriebene Annahme Gauscher
St







at sich das in (5.33) und




















































































































































ur weiches Quantisieren, hartes Quan-
tisieren und den Zero-Feedback-Sch

atzwertverbesserer

































des weichen Quantisierers nach








des harten Quantisierers nach
(5.26) ann























ahigkeit harten Quantisierens und die Leistungsf

ahigkeit weichen Quantisierens

































des weichen Quantisierers nach (5.37) asym-









nach (5.18) des Zero-Feedback-Sch

atzwertverbesserers | strebt. Daher ist zu
erwarten, da f














atzwertverbesserers und gleiche A-priori-Wahrscheinlichkeiten verschiedener Realisie-







schnitt 5.2.2 und weiches Quantisieren gleiche Leistungsf
















Mit (5.13) und (5.36) l











= 1 : : : 2N
(b)
,
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= 1 : : : 2N
(b)
, angeben. Dem Autor ist keine geschlossene L

osung
der in (5.38) eingehenden Integrale bekannt, so da zum Auswerten von (5.38) numerische
Integrationsmethoden verwendet werden m



































ur den Spezialfall gleicher A-priori-Wahrscheinlichkeiten nach (5.37) vereinfacht sich



































Bild 5.6 verdeutlicht den Zusammenhang nach (5.39) f

ur gleiche A-priori-














































atzwertverbesserer dargestellt. Wie bereits
angesprochen verh



























ahigkeit des weichen Quantisierers asymptotisch gegen
die Leistungsf

ahigkeit des harten Quantisierers. Erwartungsgem































nach (5.38) soll anhand von Grenzwertbetrachtungen untersucht werden. F

ur eine



























































































ur weiches Quantisieren f

ur verschie-










a, wie bereits angesprochen, f

ur gleiche A-priori-Wahrscheinlich-















atzwertverbesserers nach (5.18) folgt. Aus (5.40)





































































































 ist stets gr

oer oder gleich 0 dB.
F




















atzwertverbesserers, konvergiert der weiche Quantisierer un-
abh

























Information gegen den harten Quantisierer.
Die Graphen in Bild 5.7 verdeutlichen die Abh

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Die allgemeine parallele Interferenzelimination mit Sch

atzwertverbesserung stellt ei-
ne Erweiterung der in Unterkapitel 4.3 vorgestellten allgemeinen linearen parallelen
Interferenzelimination dar. Bei der allgemeinen parallelen Interferenzelimination mit
Sch

atzwertverbesserung wird weiterhin die in Abschnitt 4.3.1 vermittelte Grundidee der
Gruppenbildung verfolgt. Demnach wird versucht, die Interferenz zwischen den Daten-
symbolen einer Gruppe durch Dekorrelation zu eliminieren und die Interferenz durch Da-
tensymbole anderer Gruppen iterativ durch Rekonstruieren und Abziehen der Interferenz-





atzwertverbesserung nach Bild 5.1 wird jedoch in die allgemeine lineare parallele
Interferenzelimination eine Sch

atzwertverbesserung zur Aufbesserung der f

ur die Inter-











nach (4.36) ergibt sich dann mit der




atzwertverbesserung aus Abschnitt 5.1.1
geh






































































































































ur eine unendlich groe Anzahl von Iterationsschritten bei der
allgemeinen parallelen Interferenzelimination mit Sch

atzwertverbesserung nicht un-
mittelbar angeben. Dieser Grenzwert h

angt von dem verwendeten Verfahren zur
Sch

atzwertverbesserung und der Wahl der Gruppen ab. Aus diesem Grund soll dieser





penwahl und verschiedene Verfahren zur Sch

atzwertverbesserung untersucht werden. Ins-
besondere l





(p) nach (5.42) f

ur groe p, d.h. f

ur eine groe
Anzahl von Iterationsschritten im allgemeinen nicht gegen die vom nicht iterativen De-






nach (4.1) und (4.6) strebt.



















schen totalen Datenvektors s
(b)
voraussagen:
 Wenn die Sch

atzwertverbesserung derart geartet ist, da f

ur alle Iterationsschritte










gilt | d.h. der Zero-Feedback-Sch

atzwertverbesserer nach Abschnitt 5.2.2 eingesetzt






(p) nicht, wenn die Anzahl p der durchlaufenen
Iterationsschritte ver






















































; p = 1; 2; : : : : (5.44)

















(p) des blockspezischen totalen Daten-
vektors s
(b)




 Wenn die Sch

atzwertverbesserung derart geartet ist, da stets f

ur alle Iterations-








gilt | d.h. der perfekte Sch










ur alle p gr




















































































































; p = 2; 3; : : : : (5.46)
Die zwischen verschiedenen Gruppen wirkenden Interferenzen wer-
den perfekt eliminiert. Die Leistungsf

ahigkeit der allgemeinen paralle-





diglich von der Leistungsf

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beschriebenen Dekorrelatoren ab. Es l

at sich somit f









































































































) = n;m = 2n : : : 2n+ 1;
f








geben. Wenn ein anderes Verfahren zur Sch

atzwertverbesserung eingesetzt wird,
so kann die dann mit der allgemeinen parallelen Interferenzelimination mit
Sch















Im folgenden sollen verschiedene M

oglichkeiten der Gruppenwahl studiert werden. F

ur




5.3.2 Symbolweise parallele Interferenzelimination
Wie bereits in Abschnitt 4.4.3 erl

autert, wird bei der symbolweisen parallelen Interferenz-






; n) 2 B
(b)
, einer
















a (4.54) impliziert eine weite-
re Besonderheit der symbolweisen parallelen Interferenzelimination: Da pro Gruppe g,
g = 1 : : : G, nur f






ur jede Gruppe der Einzelsymbolfall nach Abschnitt 2.2.2 vor. Falls es ge-












zu steigern | und dies wird durch die perfekte Sch

atzwertverbesserung nach Abschnitt
5.2.2 geleistet | und darauf aufbauend die zwischen verschiedenen Gruppen auftreten-
den Interferenzen perfekt zu eliminieren, so ist es m




























= 1 : : :N
(b)
; (5.48)
zu steigern. Symbolweise parallele Interferenzelimination bietet demzufolge also bei Ver-
wenden sehr leistungsf

ahiger Verfahren zur Sch

atzwertverbesserung das Potential theore-
tisch bestm

ogliche Intrablock{Signalverarbeitung zu leisten.
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Im Hinblick auf die Konvergenz der allgemeinen parallelen Interferenzelimination mit
Sch

atzwertverbesserung ist wie bereits in Abschnitt 4.4.3 angesprochen, die Wahl der
Gruppen nach (4.52) und (4.53), d.h. symbolweise parallele Interferenzelimination, im
allgemeinen die problematischste M

oglichkeit der Gruppenwahl. In diesem Fall wird die









= 1 : : : N
(b)
, maximal. Diese ist jedoch genau diese Interferenz, die durch die
iterative Interferenzelimination beseitigt werden mu. Lediglich, wie in Abschnitt 5.1.1
dargelegt, durch leistungsf









Bild 5.8 zeigt den Einu der Anzahl N
it










nach (2.24) aufgetragenen Erwartungswert der in
der Abw







Dabei sind sowohl Resultate f

ur weiches Quantisieren als auch f

ur hartes Quantisieren












ur symbolweise parallele Interferenzelimination dem Erwar-






nach Bild 4.7 ann

ahert und | im Falle weichen Quantisierens |
diesen sogar leicht

uberschreitet. Dabei ist festzustellen, da abgesehen vom FallN
it
gleich





atzungen liefert als auf hartem Quantisieren basierende. Dieses Ver-





5.2.4 gestattet, die Zuverl










gleich eins liefern beide Vorgehensweisen identi-







a (4.13) keine Interferenz rekonstruiert und eliminiert wird, siehe auch
(5.42), und demnach die Wahl des Verfahrens zur Sch

atzwertverbesserung unerheblich ist.
























ahnlich wie in Bild 5.8 ersichtlich,
da f

ur Werte von K
S
kleiner oder gleich vier der f



















ur weiches Quantisieren als auch f

ur
hartes Quantisieren kleiner ist als der durch den nicht iterativen Dekorrelator nach Ab-






Demnach gelingt es, wie bereits in Abschnitt 5.1.1 angedeutet, ausgehend vom nicht ite-























(m) zu steigern. Es ist jedoch auch festzuhalten, da es aufgrund der in Bild 4.8 ge-
zeigten komplement






















assige Bitfehlerwahrscheinlichkeit von 10
 2
einzuhalten. Vergleicht man die
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Einzel−   
symbolfall
nicht iterativer



































ur symbolweise parallele Interferenzelimination (PIC) bei
weichem ( ) und hartem ( ) Quantisieren mit K
S
= 4, Q = 16,
N = 10






Dekorrelator    
Einzel−   
symbolfall






























ur symbolweise parallele Interferenzelimination (PIC) und
den nicht iterativen Dekorrelator im Vergleich mit K
S
= 1; 2; 4; 8; 16, Q =
16, N = 10, N
it
= 5
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weiches     
Quantisieren
hartes      
Quantisieren












artsstrecke ( ) und in der
Aufw

artsstrecke ( ) f

ur symbolweise parallele Interferenzelimination
(PIC) und den nicht iterativen Dekorrelators im Vergleich f

ur Q = 16,
N = 10, N
it
= 5
in Bild 4.12 f

ur lineare symbolweise parallele Interferenzelimination, d.h. f

ur symbolweise
parallele Interferenzelimination mit transparenter Sch

atzwertverbesserung dargestellten
Ergebnisse und die in Bild 5.9 f

ur symbolweise parallele Interferenzelimination mit wei-
chem bzw. hartem Quantisieren wiedergegebenen Resultate, so l

at sich jedoch feststellen,
da, wie bereits in Abschnitt 5.1.1 dargelegt, die in die allgemeine parallele Interferenz-
elimination eingebrachte Sch





Betrachtet man die in Bild 5.10 als Funktion der Anzahl K
S
der gleichzeitig aktiven
CDMA-Codes dargestellte mittlere MehrteilnehmereÆzienz 
0:01
nach Abschnitt 2.2.3,










kleiner neun in der Aufw















ist die symbolweise parallele Inter-
ferenzelimination aufgrund der dargelegten Konvergenzproblematik dem nicht iterativen









gleich elf in der Aufw

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5.3.3 Parallele Elimination der Vielfachzugris-Interferenz
Bei der parallelen Elimination der Vielfachzugris-Interferenz werden, wie in Ab-
schnitt 4.4.4 eingef





























Gruppe zugeordnet. Demnach gelten die Zusammenh

ange nach (4.55) und (4.56). Die












, beitragenden Datensymbolen wird durch das gemeinsame Sch

atzen
der Datensymbole der jeweiligen Gruppe eliminiert.
Bild 5.11 zeigt den Einu der Anzahl N
it










nach (2.24) aufgetragenen Erwartungswert der in
der Abw







Dabei sind sowohl Resultate f

ur weiches Quantisieren als auch f

ur hartes Quantisieren












ur parallele Elimination der Vielfachzugris-Interferenz dem


















atzungen als auf hartem Quantisieren ba-









In Bild 5.12 ist der Erwartungswert der in der Abw


























kleiner oder gleich vier, der f



















ur weiches Quantisieren als auch f

ur hartes Quan-
tisieren kleiner ist als der durch den nicht iterativen Dekorrelator nach Abschnitt 4.4.2 er-






tem Quantisieren und weichem Quantisieren ist f














kann jedoch durch Wahl eines gegen

uber dem nicht












den. Im Falle von K
S













oglich die maximal zul

assige Bitfehlerwahrscheinlichkeit von 10
 2
einzuhalten.
Ein Vergleich der Graphen in Bild 4.18 und Bild 5.12 l

at erkennen, da ebenso wie bei
symbolweiser paralleler Interferenzelimination nach Abschnitt 5.3.2, das Einbringen ei-
ner nichtlinearen Sch

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Einzel−   
symbolfall
nicht iterativer



































ur parallele Elimination der Vielfachzugris-Interferenz
(PIC) bei weichem ( ) und hartem ( ) Quantisieren mit K
S
= 4,
Q = 16, N = 10





KS= 16 KS= 8 KS= 4





Dekorrelator    
              hartes      
Quantisieren

























ur parallele Elimination der Vielfachzugris-Interferenz
(PIC) und den nicht iterativen Dekorrelator im Vergleich mit K
S
=
1; 2; 4; 8; 16, Q = 16, N = 10, N
it
= 5
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weiches     
Quantisieren


















artsstrecke ( ) und in der
Aufw

artsstrecke ( ) f

ur parallele Elimination der Vielfachzugris-
Interferenz (PIC) und den nicht iterativen Dekorrelator im Vergleich mit
Q = 16, N = 10, N
it
= 5
Im Gegensatz zur in Abschnitt 5.3.2 betrachteten symbolweisen parallelen Interferenz-
elimination werden bei der parallelen Elimination der Vielfachzugris-Interferenz jeweils
N zeitlich aufeinanderfolgende Datensymbole gemeinsam innerhalb eines der jeweiligen
Gruppe g, g = 1 : : :G, zugeh













ahigkeit, die beispielsweise durch die



























uckt werden kann, der auf paralleler Elimination der Vielfachzugris-







nach (4.35) beschriebenen Dekorrelatoren begrenzt
ist. Dieses Wirkungsgef

uge spiegelt sich in Bild 5.13 wider, in dem der Zusammenhang
zwischen der Anzahl K
S
gleichzeitig verwendeter CDMA-Codes und der mittleren Mehr-
teilnehmereÆzienz 
0:01
dargestellt ist. Dabei ist zu beobachten, da die beim Nutzen eines
perfekten Verfahrens zur Sch






angig von der Anzahl K
S
der gleichzeitig verwendeten CDMA-Codes ist.
Dies ist entsprechend der oben gemachten Ausf

uhrungen auch zu erwarten, denn die Lei-
stungsf





















| ab. Die durch
parallele Elimination der Vielfachzugris-Interferenz mit weichem oder hartem Quanti-
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oben angesprochenen mit perfekter Sch

atzwertverbesserung erzielbaren mittleren Mehr-
teilnehmereÆzienz 
0:01









, d.h. Konstellationen, in denen
die Konvergenz der parallele Elimination der Vielfachzugris-Interferenz gem

a Bild 4.14
problematisch ist, wird die mittleren MehrteilnehmereÆzienz 
0:01
null.
5.3.4 Parallele Elimination der Intersymbol-Interferenz
Bei der parallelen Elimination der Intersymbol-Interferenz sind, wie bereits in Ab-
schnitt 4.4.5 erl














, in einer Gruppe, d.h. es gelten die Zusammenh

ange nach (4.57) und (4.58).
Die Vielfachzugris-Interferenz zwischen zeitgleich












oren, wird durch das
gemeinsame Sch

atzen der Datensymbole der jeweiligen Gruppe eliminiert.

Ahnlich wie in Bild 5.11 f

ur parallele Elimination der Vielfachzugris-Interferenz ist in
Bild 5.14 f

ur parallele Elimination der Intersymbol-Interferenz der Einu der Anzahl N
it

















nach (2.39) dargestellt. Dabei sind sowohl Resultate
f

ur weiches Quantisieren als auch f






zu beobachten, da f


















ur parallele Elimination der Intersymbol-Interferenz
sowohl bei weichem Quantisieren als auch bei hartem Quantisieren sinkt. Insbesondere
f

























kleiner ist, als der durch






. Parallele Elimination der Intersymbol-Interferenz mit weichem Quantisieren
ist somit im Hinblick auf die Zuverl

assigkeit der ermittelten Sch















Dieses Bild festigt sich bei Betrachten von Bild 5.15, in dem der Erwartungswert der in der
Abw























ur parallele Elimination der Intersymbol-Interferenz mit weichem Quantisieren zeigt
sich, da unabh

angig von der Wahl der Anzahl der gleichzeitig aktiven CDMA-Codes K
S















kleiner ist als beim nicht iterativen Dekorrelator. Um
die maximal zul







gleich 16 | d.h. in dem
besonders interessierenden Fall eines voll ausgelasteten CDMA-Mobilfunksystems | ein-
zuhalten, ist im Falle der parallelen Elimination der Intersymbol-Interferenz mit weichem









als beim nicht iterativen
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Einzel−   
symbolfall
nicht iterativer









































ur parallele Elimination der Intersymbol-Interferenz (PIC)
bei weichem ( ) und hartem ( ) Quantisieren mit K
S
= 16, Q =
16, N = 10







Einzel−   
symbolfall
nicht iterativer
Dekorrelator    





























ur parallele Elimination der Intersymbol-Interferenz (PIC)
und den nicht iterativen Dekorrelator im Vergleich mit K
S
= 1; 2; 4; 8; 16,
Q = 16, N = 10, N
it
= 5
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hartes      
Quantisieren
weiches     
Quantisieren
nicht iterativer
Dekorrelator    














artsstrecke ( ) und in der
Aufw

artsstrecke ( ) f

ur parallele Elimination der Intersymbol-
Interferenz (PIC) und den nicht iterativen Dekorrelator im Vergleich mit
Q = 16, N = 10, N
it
= 5
















ur parallele Elimination der Intersymbol-Interferenz
mit hartem Quantisieren sind

ahnliche, wenn auch nicht in diesem Mae ausgepr

agte
Gewinne zu verzeichnen. Ein Vergleich der Graphen in Bild 4.23 und Bild 5.15 l

at er-
kennen, da ebenso wie bei symbolweiser paralleler Interferenzelimination nach Abschnitt
5.3.2 und paralleler Elimination der Vielfachzugris-Interferenz nach Abschnitt 5.3.3 das
Einbringen einer nichtlinearen Sch

atzwertverbesserung die Konvergenzeigenschaften der
parallelen Elimination der Intersymbol-Interferenz signikant verbessert.

Ahnlich zur in Abschnitt 5.3.3 betrachteten parallelen Elimination der Vielfachzugris-




ubertragene Datensymbole gemeinsam innerhalb eines zu der jeweiligen Grup-
pe g, g = 1 : : :G, geh

origen Dekorrelators betrachtet. Dies hat in

ahnlicher, wie der in







Gegensatz zu (5.48) selbst bei Nutzen der perfekten Sch

atzwertverbesserung nach Ab-





























ahigkeit der auf paralleler
Elimination der Intersymbol-Interferenz basierenden Intrablock{Signalverarbeitung durch
die Leistungsf






Dekorrelatoren begrenzt ist. Dieses Wirkungsgef

uge spiegelt sich in Bild 5.16 wider, in dem
der Zusammenhang zwischen der Anzahl K
S
gleichzeitig verwendeter CDMA-Codes und
der mittleren MehrteilnehmereÆzienz 
0:01
dargestellt ist. Dabei ist zu beobachten, da
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mit steigender Anzahl K
S
gleichzeitig verwendeter CDMA-Codes
sinkt. Dies ist entsprechend den oben gemachten Ausf

uhrungen auch zu erwarten, denn
die Leistungsf






angt ausschlielich von den durch diesen gemeinsam zu betrachtenden Daten-















Mit steigender Anzahl K
S

















ren, siehe auch Abschnitt 4.4.2 und Bild 4.6.
Die durch parallele Elimination der Intersymbol-Interferenz mit weichem Quantisieren er-




ur ein festes K
S
zwischen der durch
parallele Elimination der Intersymbol-Interferenz mit perfekter Sch

atzwertverbesserung
erreichbaren mittleren MehrteilnehmereÆzienz 
0:01
und der durch den nicht iterativen
Dekorrelator erreichbaren mittleren MehrteilnehmereÆzienz 
0:01
. Durch parallele Elimi-
nation der Intersymbol-Interferenz mit weichem Quantisieren l

at sich beispielsweise im












0,5 erreichen | die durch parallele Elimination der Intersymbol-Interferenz mit perfekter
Sch

atzwertverbesserung gegebene theoretische Obergrenze liegt bei 0,66 |, wohingegen
beim nicht iterativen Dekorrelator lediglich 0,26 erzielt werden kann. Diese Werte belegen,
da es bei den im Rahmen der vorliegenden Dissertation betrachteten Mobilfunkszenarien
im Sinne einer m

oglichst eÆzienten Intrablock{Signalverarbeitung anzuraten ist, bei der





a (4.57) und (4.58) durchzuf






Rekonstruktion und Elimination von
Interblock-Interferenz
6.1 Vorbemerkung
Als Resultat der Ausf

uhrungen in Kapitel 2 ist bekannt, da das Ziel der zu einem Block b
geh

origen Interblock{Signalverarbeitung darin besteht, Interblock-Interferenz bestm

oglich
zu reduzieren oder gar zu eliminieren. In Unterkapitel 2.6 wird dargelegt, da dieses
Ziel vorteilhafterweise durch ein zweischrittiges Vorgehen erreicht werden kann. In einem






















durch Rekonstruktion gewonnen werden. In einem zweiten Schritt erfolgt das Interferenz-
eliminieren durch Subtraktion.















uhrungen in Abschnitt 2.6.3 sinnvollerweise nach (2.68) durchzuf

uhren. Oen ist






















































; n) =2 B
(b)
,























sowie weitere A-priori-Informationen, d.h.
 Information

uber das verwendete Datensymbolalphabet M nach (1.6) und













atzlich sind somit zwei Fragen zu kl

aren:








; n) =2 B
(b)
,
und pro Block b, b 2 Z, ein f


















nach (2.68) ermittelt werden, wenn



















































assigkeitsinformationen und die oben genannten A-priori-Informationen genutzt














zu ermitteln, die den zu Block b geh















































; n) =2 B
(b)
, vorliegen, dann m

ussen diese in











zu ermitteln. Wenn leistungsf

ahige Verfahren zur
Intrablock{Signalverarbeitung eingesetzt werden, dann kann davon ausgegangen werden,






















































(n) unterliegen. Dann folgt daraus, da das angesprochene Ver-































; n) =2 B
(b)





gen kann. Daraus ergibt sich f






uhrungen in Abschnitt 2.8.1 angelehntes Vorgehen:

















































































































; n) =2 B
(b)






















, die zum Block b zu-
geh
























































Dieses Vorgehen ist in Bild 6.1 graphisch dargelegt.
Der erstgenannte Punkt ist bereits in Abschnitt 2.8.1, die beiden letztgenannten Punkte
sind in Abschnitt 2.6.3 im Detail erl

autert. Daher soll hier darauf verzichtet werden diese
drei Punkte im Detail erneut zu studieren. Der Leser sei auf die genannten Abschnitte
verwiesen.
Im folgenden soll auf die an zweiter Stelle aufgef

uhrte Teilaufgabe genauer eingegangen
werden. Zu diesem Zweck sei die in (2.94) bis (2.101) eingef

uhrte Nomenklatur aufgegrien































































































































































Bild 6.1. Aufspalten des zu Block b geh

origen funktionalen Blocks zur Interblock{





, Interblock-Interferenz-Rekonstruktion und Subtraktion
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, verschmolzen werden k




































osen des im letzten Absatz von Unterkapitel 6.1 formulierten Problems des Findens















Anlehnung an das Vorgehen in Abschnitt 2.8.1 ein zweischrittiges in Bild 6.2 dargestelltes
Vorgehen an:












































; n) =2 B
(b)
, mit einem der in Unterkapitel 5.2 vorgestellten Verfahren zur
Sch























arung dieses Sachverhaltes zuvor zu denieren ist, welches Optimierungskri-
terium und welche Randbedingungen, siehe auch Abschnitt 6.3, zugrunde gelegt werden










































ugbar ist und somit im allgemeinen Information
verloren geht. Das oben dargelegte Vorgehen ist jedoch recht einfach und praktikabel und
wird daher in aus der Literatur bekannten Verfahren zur gemeinsamen Empfangssignalver-





ur ein optimales Vorgehen sei der Leser auf Abschnitt 6.3 verwiesen, in dem ein nach ge-














ur die erste der beiden zu l

osenden Aufgaben sind prinzipiell alle drei in Abschnitt 2.8.2













; n) =2 B
(b)















ur Details und die Analyse der Leistungsf

ahigkeit der verschie-
denen dargelegten grundlegenden Kombinationstechniken sei der Leser auf die Diskussion







































in Abschnitt 2.8.2 verwiesen. Neben den vorgestellten grundlegenden Kombinationstech-
niken sind auch Kombinationen der verschiedenen grundlegenden Kombinationstechniken
z.B. im Sinne einer Kaskadierung denkbar. Solche Verfahren bringen jedoch keine wesent-
lichen neuartigen Erkenntnisse, und sollen daher hier nicht weiter diskutiert werden.
F

ur die zweite der beiden zu l

osenden Aufgaben ist die f








; n) =2 B
(b)
















nach (2.105) beschriebenen Zu-
verl


























ur die Details und die Analyse der verschiedenen
Verfahren sei der Leser auf die Diskussionen in Unterkapitel 5.2 verwiesen.















































auterte Subtraktion eingesetzt werden.
6.3 Optimales und asymptotisch optimales Verfah-
ren













































ermittelt werden kann. Wie bereits angesprochen, ist dieses Vorgehen jedoch heuristisch
186
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und im allgemeinen nicht optimal im Hinblick auf ein zu denierendes Optimierungs-





vorgeschlagen werden. Zu diesem Zweck ist in einem ersten Schritt ein sinnvolles
Optimierungskriterium zu identizieren.
Zweck der zu Block b geh















angers beeinut, zu reduzieren oder gar zu eliminieren. Der Erfolg die-
ser Operation l


















































































nach (2.70) bewerten. Ziel eines Verfahrens zur Interblock{Signalverarbeitung mu es
sein die Energie E
(b)
i
nach (6.2) zu minimieren.













, Zufallsvariablen und nicht bekannt. Bekannt sind lediglich























































uglich des verwendeten Datensymbolalphabets M nach (1.6) und



















































































































































; n) =2 B
(b)
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Im Sinne der oben genannten Zielsetzung der Interblock{Signalverarbeitung ist es folg-
lich sinnvoll, (6.3) als Optimierungskriterium f

ur ein Verfahren zur Interblock{Signalver-
arbeitung heranzuziehen und durch Minimieren von (6.3) ein optimales Verfahren zur
Interblock{Signalverarbeitung zu denieren.


































































































































































































































































































ahlen ist. Mit dem Datensymbolalphabet M nach (1.6) l




















































































folgt. Wenn | wie in Abschnitt 2.2.1 eingef










(2n + 1) statistisch unabh

angig sind, dann l

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nach (2.129) lassen sich die beiden in




































































































































































































erfolgt demnach durch Auswerten von (6.12). Der Zu-
sammenhang nach (6.12) gilt dabei unabh

























nach (2.99) und kann bei be-




























































betreende Erkenntnis in der Literatur in
dieser Allgemeinheit nicht verf

ugbar. Das durch die Kombination von (2.68), (6.1) und
(6.12) beschriebene optimale Verfahren zur Interblock{Signalverarbeitung ist daher neu-
artig.






























, infolge des Optimierungskriterium nach (6.3) naturgem

a ebenfalls in (6.12)
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aquivalent zu dem bereits diskutierten Vorgehen zum partiellen Rekonstruieren der
Interblock-Interferenz nach (2.67) aus Abschnitt 2.6.3.
F













nach (2.100) folgen f













































nach (2.132) die Zusammenh

ange nach (2.136) und (2.137).































































































nach (2.100) der Zusammenhang


































































































Ein Betrachten von (6.14) bzw. (6.15) und dem zweischrittigen Vorgehen aus Abschnitt
6.2 oenbart, da das durch (6.14) und (6.15) beschriebene Vorgehen, als eine Kombinati-
on von Maximal-Verh






a weichem Quantisieren nach Abschnitt 5.2.4 angesehen werden kann. Die Kombi-
nation aus Maximal-Verh

altnis-Kombinieren und anschlieendem weichen Quantisieren
ist demnach optimal bez





Energie der verbleibenden Interblock-Interferenz n
(b)
i
im Falle Gauscher St

orung.
Abschlieend sollen ausgehend von (6.14) und (6.15) zwei Spezialf

alle des optimalen Er-















damit des optimalen Verfahrens zur Interblock{Signalverarbeitung diskutiert werden:
















































































































































































und anschlieendes weiches Quantisieren gem

a Abschnitt 5.2.4 er-
folgen. In der oben charakterisierten St

orsituation ist ein durch (6.17) beschriebenes
Vorgehen folglich asymptotisch optimal.
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l













































































































































































































































































































































































































































In der hier betrachteten St

orsituation ist es somit asymptotisch optimal, lediglich




















, zu betrachten, d.h.
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6.4 Auswirkung des Sicherstellens der Konvergenz
des Verfahrens zur gemeinsamen Empfangssi-
gnalverarbeitung auf die Interblock{Signalver-
arbeitung
Wie bereits in Kapitel 2 dargelegt ist es erstrebenswert, da das aus den Realisierungen
aller funktionalen Gruppen resultierende Verfahren zur gemeinsamen Empfangssignalver-
arbeitung konvergiert. Um dies sicher zu erreichen, ist es, wie bereits in Unterkapitel 2.9
diskutiert, n

otig, dem hinreichenden Kriterium f

ur Konvergenz nach Unterkapitel 2.9 zu
folgen. Daher soll in diesem Abschnitt ein an diese Bed

urfnisse angepates im allgemeinen
suboptimales Verfahren zur Interblock{Signalverarbeitung entwickelt werden.
F

ur die bijektive Abbildung nach (2.140) wird
f(b) = b (6.23)
gew

ahlt. Diese Wahl der bijektiven Abbildung f(b) ist bei entsprechender Zuordnung
der Bl





a Unterkapitel 2.9 mu dann
innerhalb der zu Block b geh


























) = n, b
0
 b, verzichtet werden. So ergibt sich im












































) = n, b
0



















































ur beide Arten von Datensymbolen daf

ur zugeschnittene in Abschnitt 2.6.3
dargelegte und sich in (6.12) bzw. (6.13) widerspiegelnde Vorgehensweisen verfolgt wer-
den. Wird zum Blockbilden und Datenzuordnen das in Abschnitt 3.3 dargelegte Vorgehen
















nach (3.13) zur Interblock-Interferenz n
(b)
b
, der auf solche, nicht dem Block












uckgeht, die vor den






 n < bN
b
+N , gesendet werden,
kann in der Interblock{Signalverarbeitung unmittelbar durch auf Sch

atzungen basierende






nach (3.15) zur Interblock-Interferenz n
(b)
b
, der auf nach den dem Block






 n < bN
b
+N , gesendete nicht dem Block






+ N  n < bN
b









ur die keine Sch

atzungen vorlie-
gen | kann innerhalb der Interblock{Signalverarbeitung lediglich im Sinne von (6.13)
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ber



























,m2Z, gleich sind, dann sind bei der Wahl des Datensymbolalphabets M nach





















nach (6.13) stets null, so da selbst ein partielles Elimi-









oglich ist. Dies ist jedoch bei Einsetzen des in Abschnitt 3.3 dargelegte
Vorgehens zum Blockbilden und Datenzuordnen bei ausreichender Blockl

ange N nicht
von Nachteil. Denn f







amlich mindestens ein Block
b, (k
S
; b) 2 B
(b)






















































































Folge des vorgeschlagenen Vorgehens zum Blockbilden und zum Datenzuordnen haben die
verschiedenen f













+ 1  n < bN
b
, nach






= d(n N + 1)=N
b





















) = n, b
0




















orsituation durch nicht perfekt eliminierte Interblock-




ahnlich sind | oder sind
 sehr unterschiedlicher G













einem anderen Block b
00
nicht wirksame Interblock-Interferenz hinzukommt.
F







uhrungen in Abschnitt 6.3 bekannt, da das





kombinieren und anschlieendes weiches Quantisieren strebt. Des weiteren ist a priori
bekannt, da infolge der ausgew

ahlten Vorgehensweisen zum Blockbilden und zum Daten-




































































) = n, heran-
gezogen werden. Zusammenfassend lassen sich also f

ur das auf die in Unterkapitel 3.3
vorgeschlagene Vorgehensweisen zum Blockbilden und zum Datenzuordnen angepate und
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die Konvergenz des Gesamtverfahrens zur gemeinsamen Empfangssignalverarbeitung si-




































































































































) = n; (6.25)
gilt.
2. Reduzieren der Interblock-Interferenz n
(b)
b































Ein derartiges Vorgehen ist gem

a den obigen Ausf

uhrungen asymptotisch optimal und
stellt in Verbindung mit einer in Abschnitt 7.2 diskutierten geeigneten Wahl der Intra-
block{Signalverarbeitung infolge der erf

ullten hinreichenden Bedingung nach Unterkapitel








In Kapitel 2 wird gezeigt, wie die Aufgabe der gemeinsamen Empfangssignalverarbei-
tung in zu l

osende Teilaufgaben zerlegt werden kann. Ergebnis dieser Betrachtungen ist
die in Bild 2.5 dargestellte und in Unterkapitel 2.3 diskutierte, auf funktionalen Grup-
pen basierende generische Struktur f

ur Verfahren zur suboptimalen gemeinsamen Emp-
fangssignalverarbeitung in CDMA-Mobilfunksysteme mit inniter oder quasi-inniter Da-
ten

ubertragung, wobei jede funktionale Gruppe eine der zu l

osende Teilaufgabe widerspie-
gelt. In den Kapitel 2, 3, 4, 5 und 6 werden verschiedene sowohl optimale als auch subopti-
male Verfahren zur L

osung der zu den funktionalen Gruppen geh

origen Teilaufgaben ent-
wickelt. In diesem Kapitel soll ein Vorschlag f

ur ein die Erkenntnisse der vorangegangenen
Untersuchungen ber

ucksichtigendes Gesamtverfahren zur gemeinsamen Empfangssignal-
verarbeitung dargestellt und analysiert werden, das speziell f

ur CDMA{Mobilfunksysteme
mit synchronem Mehrteilnehmerzugri geeignet ist. Ein m

ogliches Gesamtverfahren liee
sich durch Kombination der verschiedenen in den Kapiteln 2, 3, 4, 5 und 6 vorgestellten
optimalen Verfahren zur L

osung der Teilaufgaben gewinnen. Eine derartige Verbindung




 Die optimalen Verfahren zum L

osen der Teilaufgaben sind teilweise sehr aufwendig.
 Die Konvergenz des auf der r

uckgekoppelten Struktur nach Bild 2.5 basierenden
Gesamtverfahrens zur gemeinsamen Empfangssignalverarbeitung ist nicht sicherge-
stellt, siehe auch Unterkapitel 2.9.
 Ein serielles, blockweises Abarbeiten ist im allgemeinen nicht m

oglich.
 Durch optimale Verfahren zur L

osung der Teilaufgaben k

onnen nicht notwendi-
gerweise bedeutend bessere Ergebnisse erzielt werden, als mit nach gewissen Ge-
sichtspunkten wesentlich attraktiveren suboptimalen Verfahren, siehe zum Beispiel
Abschnitte 2.8.2 und 2.8.3.
Aus diesem Grund soll in den folgenden Unterkapiteln eine nach Ansicht des Autors
besonders interessante Zusammenstellung von Ausf

uhrungen der funktionalen Gruppen
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ahlt wurde, wird dabei in Unterkapitel 7.2 erl

autert.
Die vorgestellte Zusammenstellung von Verfahren zum L

osen der einzelnen Teilaufgaben
wurde ausgehend von den in den vorherigen Kapiteln 1 bis 6 dargelegten Erkenntnis-
sen entwickelt. Es bleibt k

unftigen Arbeiten vorbehalten, andere Kombinationen der
Ausf

uhrungen der funktionalen Gruppen zu untersuchen.
7.2 Ausf

uhrung der funktionalen Gruppen der gene-
rischen Struktur f

ur Verfahren zur suboptimalen
gemeinsamen Empfangssignalverarbeitung
In diesem Unterkapitel sollen f

ur die einzelnen in Kapitel 2 denierten funktionalen Grup-
pen attraktive Ausf

uhrungen, d.h. Verfahren zum L






osenden Teilaufgaben, identiziert werden. Zu diesem Zweck wird f

ur
jede der in Kapitel 2 denierten funktionalen Gruppen separat vorgestellt, welches Ver-
fahren als Bestandteil eines Gesamtverfahrens zur gemeinsamen Empfangssignalverarbei-
tung vorgeschlagen wird und aus welchen Gr

unden dies geschieht. Als Resultat der Dis-
kussion jeder einzelnen funktionalen Gruppe steht am Ende dieses Unterkapitels 7.2 ein
vollst

andiges Gesamtverfahren zur gemeinsamen Empfangssignalverarbeitung in CDMA{
Mobilfunksystemen mit inniter oder quasi-inniter Daten

ubertragung fest, das in den
folgenden Unterkapiteln 7.3 und 7.5 weiter betrachtet wird.
Im folgenden werden die einzelnen funktionalen Gruppen separat behandelt:
 Blockbilden:
In Unterkapitel 3.1 wird geschildert, welche Freiheiten beim Blockbilden bestehen.
Des weiteren wird gezeigt, welche sinnvollen und weniger sinnvollen Vorgehenswei-
sen zum Blockbilden daraus resultieren. Als Ergebnis dieser Betrachtungen wird in
Unterkapitel 3.3 eine besonders attraktive, speziell f

ur CDMA-Mobilfunksysteme
mit synchronem Mehrteilnehmerzugri entworfene Vorgehensweise zum Blockbilden
vorgeschlagen. Aus den in Unterkapitel 3.3 geschilderten Gr

unden soll daher die in
Unterkapitel 3.3 vorgeschlagene Vorgehensweise zum Blockbilden, d.h. insbesondere






nach (3.9a) bzw. nach (3.9b), in dem in
diesem Kapitel zu betrachtenden Gesamtverfahren zur gemeinsamen Empfangssi-
gnalverarbeitung eingesetzt werden. F

ur die Details sei der Leser auf Unterkapitel
3.3 verwiesen.
 Datenzuordnen:
Als Ergebnis der Diskussion verschiedener Vorgehensweisen zum Datenzuord-
nen wird in Unterkapitel 3.3 eine besonders attraktive, speziell f

ur CDMA-
Mobilfunksysteme mit synchronem Mehrteilnehmerzugri entworfene und auf die
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
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
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oben angesprochene Vorgehensweise zum Blockbilden angepate Vorgehenswei-
se zum Datenzuordnen vorgeschlagen. Aus den in Unterkapitel 3.3 geschilderten
Gr

unden soll daher die in Unterkapitel 3.3 vorgeschlagene Vorgehensweise zum Da-
tenzuordnen in dem in diesem Kapitel zu betrachtenden Gesamtverfahren zur ge-
meinsamen Empfangssignalverarbeitung eingesetzt werden. Details zu dieser Vorge-
hensweise nden sich in Unterkapitel 3.3.
 Interblock{Signalverarbeitung:
Aus den in Unterkapitel 6.4 dargelegten Gr

unden ist es bei den oben vorgeschlage-
nen Vorgehensweisen zum Blockbilden und Datenzuordnen

auerst ratsam, als Ver-
fahren zur Interblock{Signalverarbeitung das die Konvergenz des Gesamtverfahrens
zur gemeinsamen Empfangssignalverarbeitung sicherstellende Verfahren zur Inter-
block{Signalverarbeitung nach Unterkapitel 6.4 einzusetzen. Durch diese und die
im folgenden Absatz geschilderte Wahl des zur Intrablock{Signalverarbeitung einge-
setzten Verfahrens wird sichergestellt, da das Gesamtverfahren zur gemeinsamen
Empfangssignalverarbeitung konvergiert und in serieller Weise, d.h. Block f

ur Block,
umsetzbar ist, siehe auch Unterkapitel 7.3.
 Intrablock{Signalverarbeitung:




uge die allgemeine parallele
Interferenzelimination mit Sch






ahigkeit bietet. Aus diesem Grund ist nach Ansicht des Autors
die allgemeine parallele Interferenzelimination mit Sch

atzwertverbesserung hervor-
ragend als Verfahren zu Intrablock{Signalverarbeitung geeignet und soll daher im
folgenden betrachtet werden. Um, wie oben angesprochen, der hinreichenden Be-
dingung nach Unterkapitel 2.9 f

ur die Konvergenz des gesamten Verfahrens zur ge-
meinsamen Empfangssignalverarbeitung zu gen

ugen, wird als A-priori-Information




















 Kombinieren & Entscheiden:
Als Folge der oben ausgew

ahlten Vorgehensweisen zum Blockbilden und zum Da-
tenzuordnen haben die verschiedenen f







= 1: : :K
S
,
n2Z, nach der zu den Bl

ocken b, b = d(n N +1)=N
b



























orsituation durch nicht perfekt eliminierte




ahnlich sind | oder
sind
{ sehr unterschiedlicher G








angig | dies ist genau dann der Fall, wenn in einem Block b
0
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zus









a der Analyse in Abschnitt 2.8.2, da das optimale Ver-
fahren zum Kombinieren & Entscheiden gegen das sich aus der Kombination von
Auswahlkombinieren und Entscheiden ergebende Verfahren strebt. Da des weiteren
a priori bekannt ist, da infolge der ausgew

ahlten Vorgehensweisen zum Blockbilden































origen Intrablock{Signalverarbeitung folgende Sch

atzung heran-





















(m), m 2 Z, folgt damit f

ur das vom Autor






















































Das aus den oben dargelegten Ausf

uhrungen der funktionalen Gruppen resultierende Ge-
samtsystem l

at sich in g























































= 1: : :K
S
, n = bN
b
: : : bN
b







atzwertverbesserer charakterisierten den Bl

ocken b,




uhrt. Im Gegensatz zu der Struk-





















ur die Intrablock{Signalverarbeitung gem

a Un-
terkapitel 2.7 als auch f

ur die Interblock{Signalverarbeitung gem

































































































































































































oglichkeit des vorgeschlagenen Gesamt-
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Nachdem die vorgesehene Anzahl von Iterationen N
it
innerhalb der einem Block b zu-
geh

origen Intrablock{Signalverarbeitung abgeschlossen ist, werden die Schieberegisterin-
halte um N
b
Positionen weitergeschoben, d.h. in die auf der linken Seite des Bildes 7.1








(n) der Bank signal-
angepater Filter eingespeichert, die auf der rechten Seite des Bildes 7.1 dargestellten






ullt. Die beim Weiterschieben um N
b
Po-







atzungen der Datensymbole werden Komparatoren zugef

uhrt,
















































































eine Rekonstruktion der durch die Interblock-Interferenz n
(b; )
b









uhren. Die rekonstruierte Interblock-
Interferenz wird vom Inhalt der auf der linken Seite des Bildes 7.1 dargestellten Schiebe-







Bank signalangepater Filter subtrahiert. Auf diese Weise wird die in Unterkapitel 7.2
beschriebene Interblock{Signalverarbeitung realisiert. Um ein vollst

andiges Rekonstruie-




















onnen |, mu die L

ange N aller Schieberegister so
gew






























































onnen diese Matrizen langsam adaptiert werden [Uts02, RV94b].
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7.4 Annahmen, Bewertungsmae und Referenzen
Als Grundlage der durchgef

uhrten Analysen wird das bereits in Abschnitt 4.4.1 darge-
stellte Szenario verwendet. In Erg

anzung zu den dort dargelegten Ausf

uhrungen sollen
bei den in diesem Kapitel 7 betrachteten Untersuchungen folgende Rahmenbedingungen
gelten:
 Es wird die Abw

artsstrecke eines CDMA-Mobilfunksystems betrachtet. Dabei wird
angenommen, da der Mehrteilnehmerzugri in synchroner Weise, siehe auch Ab-
schnitt 1.2.1, erfolgt. Die f











= 1: : :K
S























 Zur Intrablock{Signalverarbeitung wird, wie in Abschnitt 7.2 erl

autert, die allgemei-
ne parallele Interferenzelimination mit Sch

atzwertverbesserung nach Unterkapitel
5.3 verwendet. Dabei werden p gleich N
it
Iterationsschritte durchlaufen.
 Als Bewertungsmae werden die bereits aus Kapiteln 4 und 5 bekannten Gr

oen ein-
gesetzt. Zum einen wird der Erwartungswert bez

uglich aller durch das Kanalmodell
vorgegebenen m




































nach (2.25) am Eingang des Referenzempf

angers
betrachtet. Diese Art von Untersuchung erm











nach (2.25) auf die Leistungsf

ahigkeit des be-
trachteten Verfahrens zur gemeinsamen Empfangssignalverarbeitung zu studieren.








| und dies ist in typischen CDMA{Mobilfunksystemen der dritten Genera-
tion erw

unscht [Kle96] | wird des weiteren die Leistungsf

ahigkeit des vorgeschla-
genen Verfahrens zur gemeinsamen Empfangssignalverarbeitung durch die mittlere
MehrteilnehmereÆzienz 
0:01
nach Abschnitt 2.2.3 bewertet. Dieses Ma erlaubt
es, kompakt die Leistungsf

ahigkeit des betrachteten Verfahrens zur gemeinsamen






zu beschreiben und ist insbesondere beim Studium des Ein-
usses weiterer Systemparameter hilfreich.
In derzeit geplanten k

unftigen CDMA-Mobilfunksystemen wird aus Aufwandsgr

unden
favorisiert, nicht dem Grundprinzip der gemeinsamen Empfangssignalverarbeitung fol-
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Einzel−   
symbolfall



















ur den konventionellen Datensch

atzer nach dem RAKE-
Prinzip mit K
S
= 1; 2; 4; 8; 10; 12; 16, Q = 16
sich alle neuartigen, f

ur den Einsatz in k

unftigen CDMA-Mobilfunksystemen angedach-











atzern nach dem RAKE-Prinzip
messen lassen; solche Datensch

atzern bilden demnach eine Referenz. Die Grundidee
der dem RAKE-Prinzip folgenden Datensch

atzer besteht darin, unmittelbar die durch











(n) durch Vorzeichenentscheid gem
























und Vielfachzugris-Interferenz in ihrer sch

adlichen Wirkung nicht reduziert wird, ist die
Zuverl














aig [MJWT01], wenn Intersymbol-Interferenz und/oder Vielfachzugris-Interferenz
auftritt. Bild 7.2 zeigt die sich im oben geschilderten Szenario bei Verwenden derarti-
ger Sch
















nach (2.25) am Eingang des Referenzempf

angers. Es ist
oensichtlich, da schon f

ur mehr als zwei gleichzeitig aktive CDMA-Codes aufgrund der
auftretenden sch

adlichen Intersymbol-Interferenz und Vielfachzugris-Interferenz die ein-
zuhaltende Bitfehlerwahrscheinlichkeit von 10
 2
nicht erreicht werden kann. Selbst f

ur
eine geringe Anzahl von ein bzw. zwei gleichzeitig aktiven CDMA-Codes liegt die aus
Bild 7.2 folgende erzielbare mittlere MehrteilnehmereÆzienz 
0:01
nach Abschnitt 2.2.3
bei 0,67 bzw. 0,37 und ist damit weit von der theoretischen Obergrenze eins entfernt.











7.5.1 Anzahl der CDMA{Codes
In diesem Abschnitt wird der Einu der Anzahl K
S
der gleichzeitig verwendeten CDMA{
Codes auf die Leistungsf

ahigkeit des in Unterkapitel 7.2 vorgestellten Gesamtverfahrens
zur gemeinsamen Empfangssignalverarbeitung diskutiert. Dabei werden die in Unterkapi-
tel 7.4 getroenen Annahmen

uber das zu betrachtende Mobilfunkszenario vorausgesetzt.

























gleichzeitig verwendeter CDMA{Codes. In Bild 7.3 wird davon ausgegan-
gen, da bei der im Rahmen der Intrablock{Signalverarbeitung zu bildenden Gruppen
den Vorschriften (4.49) und (4.50) gefolgt wird, d.h., da der nicht iterative Dekorre-
lator zur Intrablock{Signalverarbeitung eingesetzt wird. Es ist zu erkennen, da f

ur alle




assige Bitfehlerwahrscheinlichkeit von 10
 2














ur den bereits mehrfach erw




















otig als im optimalen Einzelsymbolfall. Wird transparentes Quantisie-
ren eingesetzt, so erh

oht sich dieser Wert auf zirka 7 dB. Diese Werte demonstrieren, wie
bereits in Unterkapitel 1.1 und Abschnitt 2.2.3 angesprochen, eindrucksvoll den Preis,
der f

ur das gleichzeitige Nutzen eines einzigen

Ubertragungsmediums durch viele CDMA-
Codes zu zahlen ist. Es ist jedoch anzumerken, da es im Falle des in Abschnitt 7.4
angesprochenen konventionellen Datensch








oer als zwei nicht m







Werden bei der im Rahmen der Intrablock{Signalverarbeitung zu treenden Wahl der
Gruppen die Vorschriften (4.57) und (4.58) angewendet, d.h. parallele Elimination der
Intersymbol-Interferenz zur Intrablock{Signalverarbeitung eingesetzt, so verringert sich,
wie aus Bild 7.4 ersichtlich, der angesprochene zu zahlende Preis. Bei weichem Quantisie-






















otig als im optimalen
Einzelsymbolfall. Dieses Resultat stimmt sehr gut mit den beim Studium der allgemeinen





uberein. Bei dem Studium der Intrablock{Signalverarbeitung in Ab-
schnitt 5.3.4 wird angenommen, da die Interblock-Interferenz perfekt durch Interblock{
Signalverarbeitung eliminiert wurde. Daher l

at sich feststellen, da dieses Eliminieren
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den nicht iterativen Dekorrelator bei weichem ( ) und transparentem
( ) Quantisieren mit K
S
= 2; 4; 8; 16, Q = 16, N = 4, N
b
= 1





Einzel−   
symbolfall
transparentes Quantisieren       


























parallele Elimination der Intersymbol-Interferenz bei weichem ( ) und
transparentem ( ) Quantisieren mit K
S





































ur den nicht iterativen Dekorrelator bei weichem






























ur parallele Elimination der Intersymbol-Interferenz
bei weichem ( ) und transparentem ( ) Quantisieren mit Q = 16,
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Der Vollst

andigkeit halber zeigt Bild 7.4 auch aus dem Verwenden von transparentem
Quantisieren zum Sch






decken sich diese in sehr guter N










| und das sind diese Konstellationen, in denen
die Zuverl

assigkeit der zur Interferenzrekonstruktion eingesetzten Sch

atzungen signikant
abnimmt | ist ein Fehlerteppich zu beobachten.









ist es im Gegensatz
zum konventionellen dem RAKE-Prinzip folgenden Datensch

atzer mit dem in Unterkapi-
tel 7.2 vorgestellten Gesamtverfahren zur gemeinsamen Empfangssignalverarbeitung bei







einzuhalten. Ein Vergleich der Kurven der Bilder 7.5
und 7.6 mit denen der Bilder 4.6 und 5.16 zeigt: Mit dem Gesamtverfahren zur gemein-













ute im wesentlichen durch die mittlere MehrteilnehmereÆzienz 
0:01




In diesem Abschnitt wird der Einu der im Rahmen der Intrablock{Signalverarbeitung zu
treenden Gruppenwahl auf die Leistungsf

ahigkeit des in Unterkapitel 7.2 vorgestellten
Gesamtverfahrens zur gemeinsamen Empfangssignalverarbeitung diskutiert. Dabei wer-
den die in Unterkapitel 7.4 getroenen Annahmen

uber das zu betrachtende Szenario
vorausgesetzt. Bei den Untersuchungen wird von den in Unterkapitel 4.4 vorgestellten
Spezialf

allen der Gruppenwahl ausgegangen. Diese Spezialf

alle stellen verschiedene Ex-
tremf

alle im Hinblick auf die Wahl der Gruppen dar. Die mit anderen, auf hier nicht





at sich somit zwischen den
aus den hier betrachteten Varianten der Gruppenwahl folgenden Leistungsf

ahigkeiten der
Gesamtverfahren zur gemeinsamen Empfangssignalverarbeitung einordnen.
























oglichkeiten der Gruppenwahl. Prinzipiell
f

allt dabei auf, da die auf den verschiedenen M

oglichkeiten der Gruppenwahl basieren-
den Gesamtverfahren zur gemeinsamen Empfangssignalverarbeitung f





















zumindest bei Verwenden weichen Quantisierens | beim nicht iterativen Dekorrelator
und bei der parallelen Elimination der Intersymbol-Interferenz m
























ur die symbolweise parallele Interferenzelimination











































1. den nicht iterativen Dekorrelator,
2. symbolweise parallele Interferenzelimination (symbolweise PIC),
3. parallele Elimination der Vielfachzugris-Interferenz (PIC MAI) und
4. parallele Elimination der Intersymbol-Interferenz (PIC ISI)
bei weichem ( ) und transparentem ( ) Quantisieren mit K
S
= 8,





einen Fehlerteppich. Dieses Verhalten ist sowohl bei Verwenden von weichem als auch
transparentem Quantisieren zu beobachten und spiegelt die bereits in Unterkapitel 4.4
angesprochenen problematischen Konvergenzeigenschaften dieser beiden Verfahren zur
Intrablock{Signalverarbeitung wider.
Vergleicht man die sich speziell bei Einsetzen des nicht iterativen Dekorrelators bzw. der




















das auf paralleler Elimination der Intersymbol-Interferenz basieren-






der mittleren Bitfehlerwahrscheinlichkeit P
b
liefert. Hervorgehoben
werden soll an dieser Stelle die sich in Bild 7.8 widerspiegelnde Leistungsf

ahigkeit des
auf paralleler Elimination der Intersymbol-Interferenz basierenden Gesamtverfahrens zur




















nach (2.25) am Eingang des Referenzempf

angers deutlich geringer
ist als bei Verwenden des nicht iterativen Dekorrelators. Bezogen auf die maximal er-




at sich feststellen, da
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1. den nicht iterativen Dekorrelator,
2. symbolweise parallele Interferenzelimination (symbolweise PIC),
3. parallele Elimination der Vielfachzugris-Interferenz (PIC MAI) und
4. parallele Elimination der Intersymbol-Interferenz (PIC ISI)
bei weichem ( ) und transparentem ( ) Quantisieren mit K
S
= 16,





























wird, das ca. 2,5 dB gr

oer ist als im Einzelsymbolfall.







oglichkeiten der Gruppenwahl als Funktion von K
S
dargestellt ist, spiegelt sich die-
ser Zusammenhang eindrucksvoll wider. Erwartungsgem

a ist zu beobachten, da sich
bei Verwenden der symbolweisen parallelen Interferenzelimination und der parallelen Eli-





von null einstellt. Dieser Zusammenhang belegt, da ab einer ge-
wissen Anzahl K
S



















nach (2.25) am Eingang des Referenzempf

angers nicht eingehalten werden kann. F

ur die
parallele Elimination der Intersymbol-Interferenz ist, wie bereits angesprochen, festzu-
stellen, da die mittlere MehrteilnehmereÆzienz 
0:01





ungleich null und h

oher als diejenige des nicht iterativen Dekorrelators ist. Im




ahige gemeinsame Empfangssignalverarbeitung ist
es demnach anzuraten, zur Intrablock{Signalverarbeitung die parallele Elimination der
Intersymbol-Interferenz heranzuziehen. Ein Vergleich der durch den konventionellen, dem





































1. den nicht iterativen Dekorrelator,
2. symbolweise parallele Interferenzelimination (symbolweise PIC),
3. parallele Elimination der Vielfachzugris-Interferenz (PIC MAI) und
4. parallele Elimination der Intersymbol-Interferenz (PIC ISI)
bei weichem ( ) und transparentem ( ) Quantisieren mit Q = 16,







atzer aus Unterkapitel 7.4, dem Referenzverfahren, er-
zielbaren mittlere MehrteilnehmereÆzienz 
0:01
und den Resultaten auch Bild 7.9 belegt,
da es ausgehend vom konventionellen dem RAKE-Prinzip folgenden Datensch

atzer bei
Einsetzen des vorgeschlagenen, auf paralleler Elimination der Intersymbol-Interferenz be-





der gleichzeitig aktiven CDMA-Codes zu verzehnfachen, ohne dabei die
erzielbare mittlere MehrteilnehmereÆzienz 
0:01
zu verkleinern. Es ist somit lohnenswert,




7.5.3 Anzahl der Iterationsschritte





ahigkeit des in Unterkapitel 7.2 vorgestellten Gesamtverfahrens zur ge-
meinsamen Empfangssignalverarbeitung diskutiert. Dabei werden die in Unterkapitel 7.4
getroenen Annahmen

uber das zu betrachtende Szenario vorausgesetzt.
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= 1; 2; 4; 6; 3; 5
N
it














symbolweise parallele Interferenzelimination und parallele Elimination der
Intersymbol-Interferenz (PIC ISI) bei weichem Quantisieren mit K
S
= 16,




= 1 : : : 6





























ur parallele Elimination der Intersymbol-Interferenz





4; 8; 16, Q = 16, N = 3, N
b
= 1










der mittleren Bitfehlerwahrscheinlichkeit P
b














ur verschiedene Anzahlen N
it
der durchlaufenen Iterationsschritte.




alle, in denen das betrachtete Verfahren zur gemeinsa-
men Empfangssignalverarbeitung konvergiert | hier bei Verwenden der parallelen Elimi-
nation der Intersymbol-Interferenz |, die Leistungsf

ahigkeit des betrachteten Verfahrens
zur gemeinsamen Empfangssignalverarbeitung mit zunehmender AnzahlN
it
an Iterations-
schritten steigt. In solchen F

allen, in denen das betrachtete Verfahren zur gemeinsamen
Empfangssignalverarbeitung nicht konvergiert | hier bei Verwenden der symbolweisen
parallelen Interferenzelimination |, sinkt die Leistungsf

ahigkeit des betrachteten Ver-
fahrens zur gemeinsamen Empfangssignalverarbeitung mit zunehmender Anzahl N
it
an
Iterationsschritten. Als besonderes, sich in dem Bildern 7.10 widerspiegelndes Resultat
l

at sich jedoch feststellen, da in solchen F

allen, in denen das betrachtete Verfahren
zur gemeinsamen Empfangssignalverarbeitung konvergiert, die Leistungsf

ahigkeit des be-
trachteten Verfahrens zur gemeinsamen Empfangssignalverarbeitung sich ab einer Anzahl
von N
it









ur den praktischen Einsatz von auf allgemeiner paralleler Interferenz-
elimination basierenden Gesamtverfahren zur gemeinsamen Empfangssignalverarbeitung
von besonderer Bedeutung, denn es zeigt sich, da in typischen Mobilfunkszenarien eine
relativ kleine Anzahl von Itertionen N
it
ausreicht, um praktisch die bestm

ogliche, durch











Funktion der Anzahl N
it
der durchlaufenen Iterationsschritte dargestellt ist, spiegelt sich





dem verwendeten Verfahren zur Sch

atzwertverbesserung zu beobachten, da sich ab einer
Anzahl N
it













In diesem Abschnitt wird der Einu der Blockl

ange N nach Unterkapitel 3.3 auf die Lei-
stungsf

ahigkeit des in Unterkapitel 7.2 vorgestellten Gesamtverfahrens zur gemeinsamen
Empfangssignalverarbeitung diskutiert. Prinzipiell lassen sich drei Grundeekte ausma-
chen, die einen Zusammenhang zwischen der Blockl

ange N und der Leistungsf

ahigkeit des
betrachteten Gesamtverfahrens zur gemeinsamen Empfangssignalverarbeitung schaen:
 Mit steigender Blockl

ange N verschlechtern sich je nach Wahl der Gruppen bei der
zur Intrablock{Signalverarbeitung eingesetzten allgemeinen parallelen Elimination
die Konvergenzeigenschaften der Intrablock{Signalverarbeitung, siehe beispielsweise
Bilder 4.9, 4.15 und 4.21. Beim nicht iterativen Dekorrelator ist dabei kein derartiger
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Einu von N erkennbar | denn dieser konvergiert immer |, bei der symbolwei-
sen parallelen Interferenzelimination ist dieser Einu besonders ausgepr

agt, siehe
Bild 4.9. Eine hohe Wahrscheinlichkeit f

ur die Divergenz der Intrablock{Signalver-
arbeitung wirkt vermindernd auf die Leistungsf

ahigkeit des betrachteten Gesamt-
verfahrens zur gemeinsamen Empfangssignalverarbeitung.
 Mit steigender Blockl

ange N sinkt im allgemeinen die durch die Intrablock{Signal-
verarbeitung erzielbare MehrteilnehmereÆzienz, da die Anzahl der gemeinsam in-
nerhalb der Intrablock{Signalverarbeitung zu betrachtenden Datensymbole ansteigt,
siehe Bild 4.4. Somit sinkt mit steigender Blockl

ange N auch die Leistungsf

ahigkeit
des betrachteten Gesamtverfahrens zur gemeinsamen Empfangssignalverarbeitung.
 Mit steigender Blockl

ange N wird der leistungshemmende Einu der Interblock-
Interferenz auf die durch das betrachtete Verfahren zur gemeinsamen Empfangs-
signalverarbeitung erzielbare G







Diese drei Grundeekte lassen sich in den in Bild 7.12 bis 7.15 dargestellten Resulta-
ten je nach im Rahmen der Intrablock{Signalverarbeitung verwendeter Gruppenwahl und
weiteren Parametern in unterschiedlichen Mischungsverh

altnissen beobachten. Bild 7.12






















angen N . Zur Intrablock{Signalverarbeitung wird dabei die parallele
Elimination der Intersymbol-Interferenz mit weichem Quantisieren eingesetzt. Es ist zu
erkennen, da die Leistungsf

ahigkeit des betrachteten Verfahrens zur gemeinsamen Emp-
fangssignalverarbeitung mit zunehmender Blockl

angen N ansteigt. Dies bedeutet, da der
an dritter Stelle genannte positiv wirkende Grundeekt die beiden erstgenannten negati-
ven Grundeekte

uberdeckt. Es ist jedoch ebenso festzustellen, da ab einer Blockl

ange
N von drei bzw. vier in dem in Bild 7.12 betrachteten Fall durch weiteres Steigern von N
keine signikante Verbesserung der Leistungsf

ahigkeit des betrachteten Verfahrens zur ge-
meinsamen Empfangssignalverarbeitung m

oglich ist. Diese Erscheinung tritt genau dann
auf, wenn sich durch weiteres Erh





In Bild 7.13 ist jedoch ein anderes Wechselspiel zu beobachten. Ausgehend von N gleich
eins steigt die Leistungsf

ahigkeit des betrachteten Verfahrens zur gemeinsamen Emp-
fangssignalverarbeitung zuerst bei Erh

ohen von N , d.h. der an dritter Stelle genannte
positive Grundeekt

uberwiegt. Wenn N den Wert drei erreicht, dann l

at sich durch
weiteres Steigern von N keine weitere Leistungssteigerung im Sinne des an dritter Stel-
le genannten positiven Grundeektes erzielen. Mit steigendem N gewinnen jedoch die
beiden erstgenannten Grundeekte an Bedeutung. Insbesondere ist dabei der an erster
Stelle genannte Grundeekt zu betrachten. Die in Bild 4.21 dargestellte komplement

are





N von drei auf vier bzw. f

unf die Wahrscheinlichkeit f

ur die Divergenz der parallelen
Elimination der Intersymbol-Interferenz von 0,1 Prozent auf 6 Prozent bzw. 20 Prozent























N = 1; 2; 3; 4; 5










parallele Elimination der Intersymbol-Interferenz bei weichem Quantisieren
mit K
S























N = 3; 2; 4; 1; 5










parallele Elimination der Intersymbol-Interferenz bei transparentem Quan-
tisieren mit K
S
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ur parallele Elimination der Intersymbol-Interferenz
(PIC) und den nicht iterativen Dekorrelator im Vergleich bei wei-
chem ( ) und transparentem ( ) Quantisieren mitK
S


































ur parallelen Elimination der Intersymbol-
Interferenz (PIC) und den nicht iterativen Dekorrelator im Vergleich bei
weichem ( ) und transparentem ( ) Quantisieren mit K
S
= 16,














ur Divergenz wirkt leistungshemmend, so da
durch Steigern von N

uber den Wert drei hinaus erneut die Leistungsf

ahigkeit des be-
trachteten Verfahrens zur gemeinsamen Empfangssignalverarbeitung sinkt. Es sei ange-
merkt, da das Mischungsverh

altnis der drei Grundeekt und somit die optimale Wahl
von N von vielerlei Rahmenparametern, wie z.B. dem betrachteten Kanalmodell, der Lei-
stungsf












ange N dargestellt. In diesen Bildern spiegelt sich das oben dargelegte Wirkungs-
gef






bereits oben teilweise diskutierten Fall der allgemeinen parallelen Interferenzelimination
bei Verwenden von transparentem Quantisieren und K
S
gleich 8. Wird die Blockl

ange N
von eins auf drei erh

oht, so steigt die mittlere MehrteilnehmereÆzienz 
0:01
an, da der
oben an dritter Stelle genannte Grundeekt






ur den nicht iterativen Dekorrelator als auch f

ur die
parallele Elimination der Intersymbol-Interferenz in gleicher Weise zu beobachten. Dies ist
plausibel, da im Falle der Konvergenz der allgemeinen parallelen Interferenzelimination
die G





angig von der Wahl der Gruppen ist. Wird
N










ur den nicht iterativen Dekorrelator nicht, da der Einu des an dritter
Stelle genannten Grundeektes sich nur unbedeutend ver

andert. Gleiches gilt f

ur den an
zweiter Stelle genannten Grundeekt. Die Konvergenz des nicht iterativen Dekorrelators
wird des weiteren nicht beeinut, da dieser stets konvergiert. Betrachtet man hingegen
die parallele Elimination der Intersymbol-Interferenz so ist zu erkennen, da, wie oben
dargestellt, bei Steigern von N die stark ansteigende Wahrscheinlichkeit f

ur die Divergenz





uhrt, so da im Falle einer Blockl

ange von N gleich
f










eingehalten werden kann. Im Falle der parallelen Elimination der Intersymbol-Interferenz
bei Verwenden von weichem Quantisieren ist dieser Eekt nur in sehr eingeschr

anktem
Mae zu beobachten, aber prinzipiell vorhanden.
7.5.5 Blockoset





in Unterkapitel 7.2 vorgestellten Gesamtverfahrens zur gemeinsamen Empfangssignalver-
arbeitung diskutiert. Dabei werden die in Unterkapitel 7.4 getroenen Annahmen

uber
das zu betrachtende Szenario vorausgesetzt.






















ur verschiedene Blockosets N
b
. Aus den Bildern ist zu erkennen,
216
Kapitel 7: Gesamtkonzept zur gemeinsamen Empfangssignalverarbeitung in
CDMA{Mobilfunksystemen mit synchronem Mehrteilnehmerzugri
da die Leistungsf

ahigkeit des betrachteten Gesamtverfahrens zur gemeinsamen Emp-
fangssignalverarbeitung mit zunehmendem Blockoset N
b
abnimmt. Dieses Verhalten ist
plausibel, da bei fester Blockl

ange N mit zunehmendem Blockoset N
b
der Einu der
Interblock-Interferenz auf die ermittelten Sch







= 1: : :K
S
,
m2Z, zunimmt. Dieser Eekt resultiert daraus, da beim betrachteten Gesamtverfahren




Interferenz durch die Block b zugeh

orige Interblock{Signalverarbeitung in ihrer sch

adlichen










ort der verbleibende Beitrag n
(b;+)
b
zur Interblock-Interferenz die ermittelten
Sch









, m2Z, nicht unmittelbar. Wird (7.6) ver-








Interblock-Interferenz auf die Sch










In den Bildern 7.16 und 7.17 ist jedoch erkennbar, da dieser st

orende Eekt bei dem in















dargestellt ist, spiegelt sich der oben geschilderte Zusammen-
hang ebenfalls wider. Mit zunehmendem N
b
sinkt bei fester Blockl

ange N die mittlere
MehrteilnehmereÆzienz 
0:01
. Dabei ist in

Ubereinstimmung mit (7.6) zu beobachten, da
dieser Eekt sich mit zunehmender Blockl

ange N etwas entsch

arft.
Es sei noch auf eine in den Bildern 7.18 und 7.19 erkennbare Besonderheit hingewie-








aherungsweise linear mit N
b
. Bei der parallelen Elimination
der Intersymbol-Interferenz mit weichem Quantisieren besteht f

ur eine feste Blockl

ange
N ein nichtlinearer Zusammenhang zwischen der mittleren MehrteilnehmereÆzienz 
0:01




atzliche Unterschied ist in der Natur der beiden
beschriebenen Verfahren der Intrablock{Signalverarbeitung begr

undet. Der nicht iterative
Dekorrelator ist ein lineares Verfahren der Intrablock{Signalverarbeitung. Eine St

orung,
also beispielsweise die Interblock-Interferenz wirkt sich prinzipiell auf alle | wenn auch
in unterschiedlichem Mae | ermittelten Sch






angt nun davon ab, welche durch die zu einem
Block geh

orige Intrablock{Signalverarbeitung ermittelten Sch

atzungen zum Ermitteln der
Sch





(m) herangezogen werden. Diese Auswahl wird entsprechend
den Ausf

uhrungen in Unterkapitel 7.2 durch den Blockoset N
b







andert sich folglich das Mischungsverh

altnis aus in verschiedener
Auspr

agung durch die Interblock-Interferenz beeinuten Sch

atzungen, was sich in einem
stetigen, n








parallele Elimination der Intersymbol-Interferenz mit weichem Quantisieren ist ein nicht
lineares Verfahren der Intrablock{Signalverarbeitung, so da es m






uberhaupt nicht durch die Interblock-Interferenz beeintr

achtigt

























= 1; 2; 4










nicht iterativen Dekorrelator bei weichem Quantisieren mit K
S
= 16, Q =
16, N = 4, N
b
= 1 : : : 4, N
it
= 5




















= 1; 2; 4










parallele Elimination der Intersymbol-Interferenz bei weichem Quantisieren
mit K
S
= 16, Q = 16, N = 4, N
b
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ur den nicht iterativen Dekorrelator bei weichem
Quantisieren mit K
S
= 8; 16, Q = 16, N = 4; 6, N
it
= 5



























ur parallele Elimination der Intersymbol-Interferenz
bei weichem Quantisieren mit K
S
= 8; 16, Q = 16, N = 4; 6, N
it
= 5
































7.5.6 Verfahren zur Sch

atzwertverbesserung
In diesem Abschnitt wird der Einu des verwendeten Verfahrens zur Sch

atzwertver-
besserung auf die Leistungsf

ahigkeit des in Unterkapitel 7.2 vorgestellten Gesamtverfah-
rens zur gemeinsamen Empfangssignalverarbeitung diskutiert. Dabei werden die in Un-
terkapitel 7.4 getroenen Annahmen

uber das zu betrachtende Szenario vorausgesetzt.






















ur verschiedene Verfahren zur Sch

atzwertverbesserung.
In den Bilder 7.20 und 7.21 ist zu erkennen, da die Leistungsf

ahigkeit des betrachte-





atzwertverbesserung am schlechtesten ist. Insbesondere in Bild
7.21 l

at sich erkennen, da die Konvergenz der betrachtete Verfahren zur gemeinsa-
men Empfangssignalverarbeitung bei Verwenden transparenter Sch

atzwertverbesserung
nicht sichergestellt werden kann. Die Ursache daf








ur Divergenz der zur Intrablock{Signalverarbeitung eingesetzten
parallelen Elimination der Intersymbol-Interferenz mit transparentem Quantisieren, siehe
auch Bild 4.20. Bei Verwenden von hartem Quantisieren oder weichem Quantisieren zur
Sch

atzwertverbesserung stellt sich die Lage etwas anders dar. Es ist zu beobachten, da











eingehalten werden kann. Die unter Verwenden von hartem Quantisieren und
weichem Quantisieren erreichbare Leistungsf

ahigkeit des betrachteten Gesamtverfahrens
zur gemeinsamen Empfangssignalverarbeitung ist praktisch gleich.
Interessant ist des weiteren die Beobachtung, da in beiden Bildern 7.20 und 7.21
die durch das betrachtete Gesamtverfahren zur gemeinsamen Empfangssignalverarbei-





ahigkeit nur wenig voneinander abweicht. Die zum Einhalten der
maximal zul




















nach (2.25) im Falle weichen Quantisierens und perfekter
Sch

atzwertverbesserung unterscheiden sich um weniger als 1 dB.









ahnliche Beobachtungen zu machen. Mit zunehmendem
K
S
sinkt die mittlere MehrteilnehmereÆzienz 
0:01
. Im Falle des nicht iterativen Dekor-
relators ist dabei, wie bereits in Abschnitt 4.4.2 angesprochen, unabh

angig vom verwen-
deten Verfahren zur Sch

atzwertverbesserung ein linearer Zusammenhang zwischen 
0:01
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weiches       
Quantisieren  
























nicht iterativen Dekorrelator mit K
S
= 16, Q = 16, N = 4, N
b
= 1





Einzel−   
symbolfall
weiches       
Quantisieren  

























parallele Elimination der Intersymbol-Interferenz mit K
S
= 16, Q = 16,





































ur den nicht iterativen Dekorrelator mit Q = 16,
N = 4, N
b
= 1





























ur parallele Elimination der Intersymbol-Interferenz
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ur die parallele Elimination der Intersymbol-Interferenz gilt die-
ser Zusammenhang nur bei Verwenden von weichem Quantisieren, hartem Quantisieren
oder perfekter Sch





amlich die Konvergenz der
auf paralleler Elimination der Intersymbol-Interferenz beruhenden Intrablock{Signalver-
arbeitung entsprechend den Ausf

uhrungen in Unterkapitel 5.3 sehr wahrscheinlich.
Vergleicht man die erzielbare mittlere MehrteilnehmereÆzienz 
0:01
von dem auf weichem
Quantisieren bzw. auf hartem Quantisieren basierenden Gesamtverfahren zur gemein-
samen Empfangssignalverarbeitung, so unterscheiden sich diese nur unwesentlich. Nach
Meinung des Autors ist es jedoch anzuraten, generell innerhalb des Gesamtverfahrens zur
gemeinsamen Empfangssignalverarbeitung weiches Quantisieren zu verwenden, denn die-
ses bedeutet gegen

uber hartem Quantisieren nur einen geringen Mehraufwand und zeigt
bei Verwenden der allgemeinen parallelen Interferenzelimination zur Intrablock{Signalver-
arbeitung mit beispielsweise gem

a paralleler Elimination der Vielfachzugris-Interferenz
gew











Ausgehend von den sich in den letzten Jahren abzeichnenden Entwicklungen innerhalb
der verf

ugbaren Mobilfunksysteme der zweiten Generation ist davon auszugehen, da in
zuk

unftigen Mobilfunksytemen | insbesondere in den in der vorliegenden Arbeit beson-
ders interessierenden k

unftigen CDMA-Mobilfunksystemen | eine rege Nachfrage nach
beispielsweise f






ubertragung bestehen wird [JMT02, MJWT01]. Da des weiteren pro-
gnostiziert wird [Moh01, ikb01], da die Anzahl der zu versorgenden mobilen Teilnehmer
mindestens auf dem derzeitigen Niveau | z.B. von ca. 50 Millionen mobilen Teilnehmer
in Deutschland [Moh01] | liegen wird, ist demnach verglichen zu heutigen Mobilfunk-
systemen ein Vielfaches an Daten

uber die zwischen netzseitigen Basisstationen und mo-
bilen Endger

aten bestehende Luftschnittstelle zu

ubertragen. Die dazu zur Verf

ugung ste-
henden Ressourcen, die zur Kommunikation verwendbaren Frequenzbereiche, sind

auerst
knapp und kostbar, was z.B. in Deutschland eindrucksvoll bei der Versteigerung der Li-
zenzen f

ur die Nutzung der Frequenzspektrumsressourcen des UMTS-Mobilfunksystems
demonstriert wurde [ntz00a, ntz00b]. Ein R

uckgri auf weitere Ressourcen zum L

osen
der sich den k






unftige Mobilfunksysteme vorhandene Ressourcen so eÆzient
genutzt werden wie m

oglich. Eine der gr

oten Herausforderung bei diesen Bestrebungen
besteht darin, da nicht systemfremde St

orsignale oder thermisches Rauschen, sondern
systeminherente St






bilfunksystems begrenzen [Ost01, Web02]. In k

unftigen Mobilfunksystemen besteht somit
die Notwendigkeit Verfahren zum Reduzieren von Interferenz bzw. zum Reduzieren der
sch

adlichen Wirkung von Interferenz einzusetzen.
Die im Rahmen dieser Dissertation betrachteten Verfahren zur gemeinsamen Empfangs-
signalverarbeitung sind eine | wenn auch eine sehr eektive [Web02] | M

oglichkeit,
wie dieses geschehen kann. Denn durch gemeinsame Empfangssignalverarbeitung ist es
m

oglich, CDMA-Signale, die bei herk

ommlichen nicht dem Grundprinzip der gemeinsa-
men Empfangssignalverarbeitung folgenden Verfahren zum Ermitteln der Sch

atzungen der
Daten | den Datensch

atzern nach dem RAKE-Prinzip [Hul94, ASS98] | als Interferenz
wirken, durch gemeinsames Verarbeiten in ihrer Sch

adlichkeit zu reduzieren.
In der vorliegenden Dissertation wird gezeigt, da eine gemeinsame Empfangssignal-





uhrt werden kann, wobei dazu die f

unf Teilaufgaben Blockbilden,
Datenzuordnen, Intrablock{Signalverarbeitung, Interblock{Signalverarbeitung und Kom-






osung der einzelnen Teilaufgaben
erfolgt dabei durch funktionale Gruppen, die sich zu einer generischen Struktur f

ur Ver-
fahren zur gemeinsamen Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit
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ugen, siehe Bild 2.5. Diese
Herangehensweise stellt einen neuartigen systematischen Zugang zu Verfahren zur ge-
meinsamen Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit inniter oder
quasi-inniter Daten

ubertragung dar, der in der Literatur in dieser Allgemeinheit nicht
verf

ugbar ist und vom Verfasser der vorliegenden Dissertation stark f

ur den systemati-
schen Entwurf und das Studium von Verfahren zur gemeinsamen Empfangssignalverar-
beitung favorisiert wird. Durch Verfolgen des er

oneten systematischen Zugangs wurden











uberlappende Ausschnitte kleiner L

ange aus dem Empfangssignal des Referenz-
empf

angers auszuschneiden, denn durch Verkleinern der L

ange der gebildeten Ausschnitte,
 l





 die durch die Intrablock{Signalverarbeitung erzielbare MehrteilnehmereÆzienz stei-
gern, siehe auch Bild 4.4, und
 die Konvergenzeigenschaften iterativer Verfahren der Intrablock{Signalverarbeitung,
siehe Bild 4.9, verbessern.
F








ahlte Ausschnitte resultierende Vorgehensweisen relevant. Der Autor schl

agt aus die-
sem Grund ein den obigen Anforderungen gen

ugendes Vorgehen in Unterkapitel 3.3 vor.
Im Hinblick auf die funktionale Gruppe zum Datenzuordnen wird eine an der Optimierung
der Leistungsf

ahigkeit des Gesamtverfahrens zur gemeinsamen Empfangssignalverarbei-
tung ausgerichtete Vorgehensweise vorgeschlagen, die






atze hinaus es gestattet, das Datenzuordnen an die jeweiligen sich im betrachteten
Mobilfunksystem stellenden Randbedingungen anzupassen. Insbesondere f

ur den Fall von
CDMA-Mobilfunksystemen mit hoher Systemlast | d.h. bezogen auf den verwendeten
Spreizfaktor einer groen Anzahl gleichzeitig aktiver CDMA-Codes | wird angeraten,
da sinnvollerweise nur solche Datensymbole in die einem Block zugeh

orige Intrablock{









Werden nicht alle einen Beitrag zu dem Ausschnitt des Empfangssignals des Referenz-
empf

angers leistenden Datensymbole in die Intrablock{Signalverarbeitung einbezogen, so
wirken diese als Interferenz, die als Interblock-Interferenz bezeichnet wird. In Unterka-
pitel 6.3 wird zum Unterdr

ucken dieser Interblock-Interferenz ein neuartiges im Sinne
der Zuverl

assigkeit optimales Verfahren zur Interblock{Signalverarbeitung vorgestellt. Im
Hinblick auf die praktische Realisierbarkeit birgt dieses Vorgehen jedoch Probleme, die im
Detail in Unterkapitel 6.4 dargestellt sind. Nach Ansicht des Autors ist daher ein aus der
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Analyse in Unterkapitel 6.4 folgendes suboptimales Verfahren zur Interblock{Signalver-
arbeitung zu favorisieren, das bei angepater Dimensionierung verschiedener Parameter,




assig arbeitet, wie das optimale Verfahren zur
Interblock{Signalverarbeitung.
Optimale nach demMaximum-Likelihood- oder Maximum-a-posteriori-Prinzip arbeitende
Verfahren zur Intrablock{Signalverarbeitung sind in CDMA-Mobilfunksystemen mit inni-
ter oder quasi-inniter Daten

ubertragung nicht praktikabel, so da suboptimale Verfahren
zur Intrablock{Signalverarbeitung eingesetzt werden m

ussen Nach Ansicht des Verfassers
stellt die bereits in Spezialf

allen in der Literatur [Ver98, INF01, KFB02] verf

ugbare all-
gemeine parallele Interferenzelimination mit Sch

atzwertverbesserung eine sehr attraktive
Alternative dar, die hervorragende, im Hinblick auf Zuverl

assigkeit den optimalen Ver-
fahren nur m

aig nachstehende Ergebnisse liefert, siehe auch Bild 5.16. Demgegen

uber
ist die allgemeine parallele Interferenzelimination mit Sch

atzwertverbesserung | bezo-
gen auf die optimalen Verfahren zur Intrablock{Signalverarbeitung | mit sehr geringem
Aufwand verbunden [WM02, Web02]. Die allgemeine parallele Interferenzelimination mit
Sch

atzwertverbesserung ist in der in dieser Arbeit pr

asentierten Allgemeinheit, vgl. auch
Bild 5.1, neuartig.
In den im Rahmen der vorliegenden Dissertation betrachteten Mobilfunkszena-
rien ergibt sich, da die parallele Elimination der Intersymbol-Interferenz mit
Sch

atzwertverbesserung von allen in dieser Arbeit untersuchten Auspr

agungen der all-
gemeinen parallelen Interferenzelimination mit Sch

atzwertverbesserung in den nach Mei-





atzungen liefert, siehe Bild 5.16. Dieses Ergebnis resultiert insbesondere
aus dem betrachteten Kanalmodell COST 207 Bad Urban [COS89], das durch eine bezo-
gen auf die Dauer des nichtverschwindenden Beitrags eines gesendeten Datensymbols zum
CDMA-Sendesignal groe Verz

ogerungsspreizung [Bel63, PB82, Lor85, Na95] die Ent-
stehung von Intersymbol-Interferenz beg

unstigt. In anderen Mobilfunkszenarien, in denen
die sch

adliche Wirkung der Intersymbol-Interferenz nicht in dem beschriebenen Ausma
beobachtet werden kann und der Mehrteilnehmerzugri synchron erfolgt, ist zu erwarten,
da die parallele Elimination der Vielfachzugris-Interferenz mit Sch

atzwertverbesserung





atzungen liefern. Eine genaue Studie dieses Zusammen-
hangs bleibt jedoch anderen Arbeiten vorbehalten. In zuk

unftigen Mobilfunksystemen
ist, wie bereits oben angedeutet, mit einer regen Nachfrage nach hochratigen Datendien-
sten zu rechnen, so da nach Meinung des Autors in vielerlei Situationen bezogen auf die
Verz

ogerungsspreizung der wirksamen Mobilfunkkan

ale Datensymbole kurzer Dauer, d.h.
kleine Spreizfaktoren eingesetzt werden m

ussen. In solchen Mobilfunkszenarien ist ein

ahnliches Bild der Leistungsf

ahigkeit der allgemeinen parallelen Interferenzelimination
mit Sch

atzwertverbesserung wie beim betrachteten Kanalmodell COST 207 Bad Urban
zu erwarten.
Im Hinblick auf den funktionalen Block zum Kombinieren & Entscheiden wird vom Ver-
fasser eine neuartige, im Sinne maximaler Zuverl

assigkeit optimale Vorgehensweise vorge-
schlagen. Die Analysen in Abschnitt 2.8.2 und Unterkapitel 7.2 zeigen, da bei dem vom
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Autor favorisierten Vorgehen zum Blockbilden und Datenzuordnen nach Unterkapitel 3.3






Verfahren zur gemeinsamen Empfangssignalverarbeitung in CDMA-Mobilfunksystemen
mit synchronem Mehrteilnehmerzugri werden nach Ansicht des Autors der vorliegen-
den Arbeit in k

unftigen CDMA-Mobilfunksystemen eine besondere Rolle spielen, da
davon auszugehen ist, da zumindest in der im Hinblick auf hochratigen Datenaus-
tausch besonders interessanten Abw

artsstrecke ein synchroner Mehrteilnehmerzugri er-
folgen wird [3GP01, 3GP99]. Aus diesem Grund wird in Kapitel 7 ein speziell f

ur
CDMA-Mobilfunksysteme mit synchronem Mehrteilnehmerzugri zugeschnittenes aus
den einzelnen Empfehlungen resultierendes Gesamtverfahren zur gemeinsamen Emp-
fangssignalverarbeitung vorgeschlagen, das sich in einer in Unterkapitel 7.3 dargestellten
aufwandsg

unstigen Weise realisieren l

at. Die Analyse der Leistungsf

ahigkeit des Ge-
samtverfahrens zur gemeinsamen Empfangssignalverarbeitung zeigt, da die im unter-
suchten CDMA-Mobilfunksystem mit voller Systemlast erzielbare mittlere Mehrteilneh-
mereÆzienz f






ommlichen dem RAKE-Prinzip folgenden Datensch

atzer durch gemeinsame Emp-
fangssignalverarbeitung von 0 auf nahezu 0,55 gesteigert werden kann, siehe auch Bild





unftigen CDMA-Mobilfunksystemen mit inniter oder quasi-inniter Daten

ubertragung
Verfahren zur gemeinsamen Empfangssignalverarbeitung anzudenken. Insbesondere im
Hinblick auf die derzeit in Betrieb gehenden CDMA-Mobilfunksysteme der dritten Genera-
tion ist zu erwarten, da bei Verwenden von dem RAKE-Prinzip folgenden Datensch

atzern
bereits in wenigen Jahren die durch die Interferenz gesetzten Leistungsgrenzen der CDMA-
Mobilfunksysteme erreicht werden. Daher ist es nach Ansicht des Verfassers dringend
anzuraten, bereits heute die M

oglichkeiten des Einsatzes von die sch

adliche Wirkung
der Interferenz reduzierenden Verfahren zur gemeinsamen Empfangssignalverarbeitung
zu pr

ufen. Die vorliegende Dissertation zeigt einen dazu m

oglichen Weg sowie erste qua-
litative und quantitativen Ergebnisse auf.
Es sei angemerkt, da bis Verfahren zur gemeinsamen Empfangssignalverarbeitung in
praktischen Systemen eingesetzt werden k

onnen, noch vielerlei | teilweise in der Literatur
auch schon angesprochene | Detailprobleme zu l

osen und Unklarheiten zu beseitigen
sind, die im Rahmen dieser Arbeit nicht betrachtet wurden. Unter anderem sind dabei |
speziell auch f

ur das im Rahmen der vorliegenden Arbeit entwickelten Gesamtverfahren
zur gemeinsamen Empfangssignalverarbeitung | zu kl

aren:
 Welche Anforderungen werden durch das Gesamtverfahren zur gemeinsamen Emp-




aten an die zur
Implementierung eingesetzten Hardware-Plattformen gestellt ?
 Wie kann die f






ale erworben werden ? Welche Auswirkungen zeigen Unge-










 Es ist zu kl

aren, wie der Referenzempf

anger kontinuierlich die aktuelle Kenntnis

uber
alle aktiven CDMA-Signaturen erh

alt und wie das Aktivieren und Deaktivieren von
CDMA-Signaturen zu realisieren ist.
 Der Einu nicht additiver St

orungen, z.B. von St

orungen durch nicht ideale Kom-
ponenten | wie z.B. nichtlineare Verst

arker oder nichtlineare Filter [Na95] |,
durch generell nicht lineare Komponenten | wie z.B. Analog-Digital-Wandler
[Na95, MR00, Meu00] | und durch eine begrenzte Genauigkeit der auf einer
Hardware-Plattform realisierbaren Rechenoperationen auf die Zuverl

assigkeit der





ubertragenen Daten ist zu kl

aren.
Im Rahmen der vorliegenden Dissertation wird die gemeinsame Empfangssignalverarbei-
tung nur zum Reduzieren der sch

adlichen Wirkung solcher Interferenz eingesetzt, die
auf f

ur der Referenzzelle zugeordnete Teilnehmer bestimmte Daten zur

uckgeht | die
Intrazell-Vielfachzugris-Interferenz. Da bei dem Entwurf der gemeinsamen Empfangs-
signalverarbeitung jedoch nicht vorausgesetzt wird, da alle Sender einer einzigen Refe-
renzzelle zugeordnet sind, ist es als zweiter Schritt der Verbesserung k

unftiger CDMA-
Mobilfunksysteme ohne weiteres denkbar, die vorgestellten Konzepte zur gemeinsamen
Empfangssignalverarbeitung auch auf Interferenz infolge von f

ur nicht der Referenzzelle
zugeordnete Teilnehmer bestimmte Daten | die Interzell-Vielfachzugris-Interferenz |





fahren zur gemeinsamen Empfangssignalverarbeitung in CDMA-Mobilfunksystemen mit
in Bl

ocken (engl. burst) organisierter Daten

ubertragung zeigen, da in typischen Mobil-
funkszenarien durch Erweitern der gemeinsamen Empfangssignalverarbeitung in der ange-
sprochenen Weise die spektrale EÆzienz [Pap00, Sch01] um bis zu 60 Prozent vergr

oert
werden kann. Die schwierigsten dabei zu l

osenden Aufgaben bestehen darin, einerseits
die n

otige Kenntnis aller relevanten Kanalimpulsantworten und CDMA-Signaturen zu
erlangen, sowie andererseits zu entscheiden, welche Interzell-Vielfachzugris-Interferenz-
Signale in die gemeinsame Empfangssignalverarbeitung einzuschlieen sind und welche




osung derartiger Aufgaben wird in [Ost01] am Beispiel ei-
nes nicht in die Klasse der CDMA-Mobilfunksysteme mit inniter oder quasi-inniter Da-
ten

ubertragung fallenden TD-CDMA-Mobilfunksystems [HKK
+
00] beschrieben. Es bleibt
anderen Arbeiten vorbehalten dieses auch f





Ein weiteres in der Literatur diskutiertes Vorgehen zum Hemmen der Entstehung und
zum Reduzieren der sch

adlichen Wirkung von Interferenz besteht im Nutzen von Mehran-
tennenkongurationen an Sendern und/oder Empf

angern [WMGG67, KIHP90b, JBB93,
JBNB94, BKNS94a, JB95, Fos96, FDHT96, FN96, SB96, ATG97, DJFH97, Fre97, Fuh97,
God97a, God97b, SB97, Bla98, FG98, Koh98, Rap98, SP98, LR99, PFBB99, BW00,
Pap00, WWBO00, HMVS01, JD01, Lu02, Sch01, Wec02]. Im folgenden soll kurz dis-
kutiert werden, wie diese Technik in Verbindung mit der im Rahmen der vorliegenden
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Dissertation studierten gemeinsamen Empfangssignalverarbeitung genutzt werden kann.
Dabei lassen sich zwei Teilaspekte betrachten:
 Sind mehrere Antennen an den Sendern des CDMA-Mobilfunksystems im Einsatz,
so lassen sich die wichtigsten aus der Literatur bekannten Vorgehensweisen auf fol-
gende Punkte reduzieren:




{ Liefert ein Datum einen Beitrag zu mehr als einem der zu den Sendean-
tennen geh














Kanalimpulsantwort des wirksamen Mobilfunkkanals im allgemeinen eine Linear-
kombination der f

ur die einzelnen Verbindungen zwischen Referenzempf

anger und
allen Sendeantennen der Sender wirksamen Kanalimpulsantworten zu beobachten ist
[Lu02]. Demzufolge lassen sich die im Rahmen der vorliegenden Arbeit untersuchten
Verfahren zur gemeinsamen Empfangssignalverarbeitung unmittelbar in Mobilfunk-
systemen, in denen die Sender mit Mehrantennenkongurationen ausgestattet sind,
durch Ber

ucksichtigen der resultierenden Kanalimpulsantworten einsetzen. Die De-
tailstudie der in diesem Fall erreichbaren Leistungsf

ahigkeit der vorgeschlagenen
Verfahren zur gemeinsamen Empfangssignalverarbeitung bleibt anderen Arbeiten
vorbehalten.
 Sind mehrere Antennen am Referenzempf

anger im Einsatz, z.B. K
M
Antennen, so
bedeutet dies, da am Referenzempf

anger pro diskretem Zeitintervall nicht ein Fol-






solcher Folgenglieder als Ob-
servablen vorliegen. Mathematisch gesehen bedeutet dies, da die Dimensionen aller









oen, wie z.B. der zu einem
Block geh

orige Ausschnitt des Empfangssignals, die blockspezischen kombinier-









oen kann die gemeinsame Empfangssignalverarbei-
tung in der in dieser Arbeit dargestellten Form ablaufen. Dieses in der Literatur
als gemeinsame r

aumlich-zeitliche Empfangssignalverarbeitung [Koh98, Pap00] be-
zeichnete Vorgehen ist f

ur CDMA-Mobilfunksysteme, die keine innite oder quasi-
inniter Daten

ubertragung aufweisen im Detail studiert [Bla98, Pap00, Wec02].





ur CDMA-Mobilfunksysteme mit inniter oder quasi-inniter Da-
ten






Die Diskussionen zeigen, da sich die im Rahmen dieser Dissertation studierten Verfahren
zur gemeinsamen Empfangssignalverarbeitung harmonisch mit Verfahren zum Nutzen von
Mehrantennenkongurationen an Sendern und/oder Empf

















unftiger Mobilfunksysteme kann daher nur durch den Einsatz von Ver-
fahren zum Reduzieren der sch

adlichen Wirkung von Interferenz erreicht werden. Eine
besonders attraktive Klasse von Verfahren, die dieses leisten, sind jene der gemeinsa-
men Empfangssignalverarbeitung, wobei bisher der systematische Entwurf und die sy-
stematische Analyse solcher Verfahren f

ur CDMA-Mobilfunksysteme mit inniter oder
quasi-inniter Daten

ubertragung | eine im Hinblick auf die derzeit in Betrieb gehen-
den zellularen Mobilfunksysteme der dritten Generation besonders interessierende Klas-
se von k

unftigen Mobilfunksystemen | noch unklar ist. Die vorliegende Arbeit liefert
einen Beitrag zur Systematisierung des Entwurfs- und Optimierungsprozesses von Ver-
fahren zur gemeinsamen Empfangssignalverarbeitung f

ur Mobilfunksysteme der genann-
ten Art. Zu diesem Zweck wird gezeigt, da sich die Aufgabe der gemeinsamen Emp-
fangssignalverarbeitung in die f

unf Teilaufgaben Blockbilden, Datenzuordnen, Interblock{
Signalverarbeitung, Intrablock{Signalverarbeitung und Kombinieren & Entscheiden zer-
legen l

at. Nachdem in einem ersten Schritt alle f

unf Teilaufgaben klar deniert und
gegeneinander abgegrenzt werden, erfolgt in einem zweiten Schritt f

ur jede Teilaufgabe




agen, die nach gewissen Kriterien optimal bzw. sub-
optimal sind. Zur L

osung jeder einzelnen Teilaufgabe werden neuartige Vorgehensweisen
vorgeschlagen, wobei dabei sowohl die Optimierung der Leistungsf

ahigkeit der jeweili-
gen Vorgehensweisen als auch Belange, die f

ur die praktische Realisierbarkeit relevant
sind, im Vordergrund stehen. Eine Schl

usselrolle kommt den Verfahren der Intrablock{
Signalverarbeitung zu, deren Aufgabe darin besteht, ausgehend von Ausschnitten des
Empfangssignals Sch

atzungen von Daten zu ermitteln, die zu dem jeweiligen Ausschnitt
beitragen. Die vorgeschlagenen Verfahren der Intrablock{Signalverarbeitung beruhen im
wesentlichen auf iterativen Versionen bekannter linearer Sch

atzer, die um einen nicht-
linearen Sch

atzwertverbesserer erweitert werden. Der nichtlineare Sch

atzwertverbesserer
nutzt dabei A-priori-Information, wie z.B. die Kenntnis des Datensymbolalphabetes und
der A-priori-Wahrscheinlichkeiten der zu






assigkeit der zu ermittelnden Datensch

atzungen. Die verschiedenen Versionen der ite-
rativ realisierten linearen Sch

atzer und verschiedene Sch

atzwertverbesserer bilden eine Art




alle ein mageschneidertes Ver-
fahren zur Intrablock{Signalverarbeitung zu konstruieren. Aufbauend auf dem entwickel-
ten systematischen Entwurfsprinzip wird abschlieend f

ur ein exemplarisches CDMA-
Mobilfunksystem mit synchronem Mehrteilnehmerzugri ein darauf zugeschnittenes Ver-
fahren zur gemeinsamen Empfangssignalverarbeitung vorgeschlagen. Die dargelegten Si-
mulationsergebnisse zeigen, da ausgehend von derzeit favorisierten nicht dem Prinzip




ubertragenen Daten in typischen Mobilfunkszenarien durch Einsetzen des vorgeschlage-
nen Verfahrens zur gemeinsamen Empfangssignalverarbeitung die Anzahl der gleichzeitig




oht werden kann, ohne dabei









assigkeit der ermittelten Sch

atzungen zu verschlechtern. Deshalb ist der Einsatz von









Mobile radio systems are interference limited. Therefore, in future mobile radio systems a
signicant performance enhancement can only be achieved by utilizing techniques which
reduce the degrading impact of interference. A highly attractive class of such techniques
are techniques for joint received signal processing. To date the systematic design and ana-
lysis of such techniques for CDMA mobile radio systems with innite or quasi-innite data
transmission is not yet well understood, even though such systems are to be a particular-
ly interesting class of future mobile radio systems, see for instance the third generation
cellular mobile radio systems currently put into operation. This thesis contributes to the
systematization of the design and optimization of techniques for joint received signal pro-
cessing in such mobile radio systems. It is shown that the task of joint received signal
processing can logically be split into ve subtasks: block establishment, data assignment,
interblock signal processing, intrablock signal processing and combining & decision. After
dening these ve subtasks in a rst step, a second step details proposals for suboptimal
and, according to certain criteria, optimal solutions. In particular novel approaches for
solving each of the subtasks are proposed, taking into account the performance optimi-
zation of the respective approach and also aspects concerning technical feasibility. A key
role play techniques for intrablock signal processing which, utilizing segments of the recei-
ved signal, have to determine estimates of data contributing to the respective segment.
The proposed techniques for intrablock signal processing are mainly based on iterative
versions of well known linear estimators which are extended to comprise a nonlinear data
estimate rener. The nonlinear data estimate rener exploits a priori information, e.g. the
knowledge of the data symbol alphabet and a priori probabilities of the data to be trans-
mitted to increase the reliability of the data estimates. The various versions of iteratively
implemented linear estimators and the dierent types of data estimate reners constitute
a construction kit, which for most applications allows the design of tailor-made techni-
ques for intrablock signal processing. Finally, based on the presented systematic design
strategy, a customized technique for joint received signal processing for a typical CD-
MA mobile radio system with synchronous multi-user access is proposed. The simulation
results presented in this thesis illustrate that in a typical mobile radio scenario with a
certain signal-to-noise-ratio at the receiver of interest, joint received signal processing can
increase the number of simultaneously active CDMA codes by a factor of approximately
ten without reducing the reliability of the estimates determined as compared to conven-
tional data estimators not relying on this technique. Thus, the utilization of techniques
for joint received signal processing is a promising measure for increasing the capacity of








In diesem Abschnitt sollen die Denition und einige wichtige Eigenschaften der in Kapi-
tel 2 mehrfach auftretenden Q-Funktion zusammengefat werden. Dazu werden die wich-
tigsten mathematischen Zusammenh

ange [Pro95, Ver98] tabellarisch in vier Kategorien
gegliedert wiedergegeben:



















































; x  0; (A.4)
f










; x > 0: (A.5)
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+2  <  = 0;
+1  =  oder max (; ) < 0;














































Aquivalenz von (2.20) und (2.23) 233
A.2 Beweis der

Aquivalenz von (2.20) und (2.23)
Zu zeigen ist, da (2.20)











































































































































at sich das zweidimensiona-

























































































































































234 Kapitel A: Denitionen und Herleitungen
Durch Vorzeichenbilden der Dierenz lassen sich die eindimensionalen Maximierungsauf-








































































































































































































































Mit (2.22) folgt aus (A.13) der Zusammenhang nach (2.23), was zu zeigen war.
A.3 Beweis der

Aquivalenz von (4.14) und (4.15)
Zu zeigen ist, da (4.14)


























































interpretiert werden. Die Matrix X
A.3 Beweis der

Aquivalenz von (4.14) und (4.15) 235
steht dabei f










. Unter der Annahme, da die MatrixXmit den Eigenwerten 
X;i





alt man mit der Matrix E
X
, deren Spalten die den Eigenwerten

X;i





















































Die in (A.15) eingehenden Summen werden in der Literatur [BS79] als geometrische Rei-















; i = 1 : : : N
(b)
; (A.16)







































































































































































Durch Einsetzen von (A.18) in (A.14) erh













BPSK Binary Phase Shift Keying S. 157
BS Basisstation S. 1
BU Bad Urban S. 130
CDMA Code Division Multiple Access S. 5
COST European Cooperation in the Field of Scientic
and Technical Research S. 130
DL Downlink S. 2
EGC Equal Gain Combining S. 91
ETSI European Telecommunications Standards Institute S. 6
FDMA Frequency Division Multiple Access S. 4
IMT-2000 International Mobile Telecommunications After The Year 2000 S. 6
IBI Interblock{Interferenz S. 57
ISI Intersymbol Interference S. 2
ITU International Telecommunications Union S. 6
MAI Multiple Access Interference S. 2
MAP Maximum-A-Posteriori S. 35
ML Maximum-Likelihood S. 39
MMSE{BLE Minimum Mean Square Error Block Linear Equalizer S. 117
MRC Maximal Ratio Combining S. 92
MS Mobilstation S. 1
PIC Parallel Interference Cancellation S. 121
QAM Quadrature Amplitude Modulation S. 23
QPSK Quadrature Phase Shift Keying S. 23
SC Selection Combining S. 90
SNR Signal{to{Noise{Ratio S. 44




TD-CDMA Time Division { Code Division Multiple Access S. 8
TDMA Time Division Multiple Access S. 5
UL Uplink S. 1
UMTS Universal Mobile Telecommunications System S. 2
ZF{BLE Zero Forcing Block Linear Equalizer S. 117
B.2 Mathematische Schreibweisen 237
B.2 Mathematische Schreibweisen
a reellwertige skalare Gr

oe
a komplexwertige skalare Gr

oe
a Vektor mit reellwertigen Komponenten
a Vektor mit komplexwertigen Komponenten
A Matrix mit reellwertigen Komponenten
A Matrix mit komplexwertigen Komponenten
ba gesch
























atzte Matrix mit komplexwertigen Komponenten
(a; b) geordnetes Paar zweier reeller Zahlen a und b































ote ganze Zahl, die nicht gr

oer als a ist, Gauklammer
dae kleinste ganze Zahl, die nicht kleiner als a ist
[a]
+
Maximum von a und Null
a mod b ganzzahliger Rest der Division des Dividenten a und des Divisors b


















; : : : ; a
M





C Menge der komplexen Zahlen
N Menge der nat

urlichen Zahlen, f1; 2; : : :g
N
0
Menge der nicht negativen ganzen Zahlen, f0; 1; 2; : : :g
R Menge der reellen Zahlen
R
+
Menge der nicht negativen reellen Zahlen
Z Menge der ganzen Zahlen
kA k Kardinalit

at der Menge A
; leere Menge













=2 nicht Element von
^ logisches UND
_ logisches ODER













oer als oder gleich
 Kreiszahl Pi
e Eulersche Zahl








Spaltenvektor der Komponenten a
1






p-te Zeile des Vektors a oder der Matrix A
[A]
p;q




Spaltenvektor, der aus dem Vektor a durch Ausschneiden der













Inversion der Matrix A
jaj Betrag der skalaren Gr

oe a
kak 2-Norm des Vektors a
trace (A) Spur der Matrix A
det (A) Determinante der Matrix A




oter Eigenwert der Matrix A
diag (a) Diagonalmatrix mit Elementen des Vektors a auf der Hauptdiagonalen
diag (A) Diagonalmatrix, deren Hauptdiagonalelemente gleich der Haupt-
diagonalelemente der Matrix A sind
diag (A) A  diag (A)















Einheitsmatrix der Dimension a a
0
(a)
Spaltenvektor der Dimension a, dessen Komponenten null sind
0
(ab)
Matrix der Dimension a b, deren Komponenten null sind
1
(a)









Spaltenvektor der Dimension b  a+ 1 dessen Komponenten die
Folgenglieder x(a) : : : x(b), a  b, sind.
da
db
Ableitung von a nach b
@a
@b






ld (a) Logarithmus zur Basis 2 mit dem Argument a
log(a) Logarithmus zur Basis 10 mit dem Argument a
ln(a) Logarithmus zur Basis e mit dem Argument a
Q(a) Q-Funktion mit dem Argument a, siehe Anhang A.1
erfc (a) komplement

ares Gausches Fehlerintegral mit dem Argument a
exp(a) Exponentialfunktion mit dem Argument a
p
a Quadratwurzel mit dem Argument a
sin(a) Sinus-Funktion mit dem Argument a
arcsin(a) Umkehrfunktion der Sinus-Funktion mit dem Argument a
cos(a) Cosinus-Funktion mit dem Argument a
cosh(a) hyperbolische Consinus-Funktion mit dem Argument a
tanh(a) hyperbolische Tangens-Funktion mit dem Argument a
atanh(a) Umkehrfunktion der hyperbolischen Tangens-Funktion
mit dem Argument a
Æ(a) Kronecker-Delta-Funktion mit dem Argument a
P
   Summe

uber   
Q
   Produkt

uber   
sgn (a) Vorzeichenfunktion mit dem Argument a
max (a) Maximum von a
min (a) Minimum von a
arg Argument
P(E) Wahrscheinlichkeit des Ereignisses E
P(Ej B) bedingte Wahrscheinlichkeit des Ereignisses E
unter der Nebenbedingung B
p(a) Wahrscheinlichkeitsdichte der Zufallsvariablen a
p(aj B) bedingte Wahrscheinlichkeitsdichte der Zufallsvariablen a
unter der Nebenbedingung B












































unter der Nebenbedingung B
E fag Erwartungswert der Zufallsvariablen a
E faj Bg bedingter Erwartungswert der Zufallsvariablen a
unter der Nebenbedingung B

















der Gruppe g zugeh

origer Abschnitt von A
(b)
G

































































































































































































der Gruppe g zugeh

origer Abschnitt von F
(b)
G
g Index einer der G Gruppen





































uber die sich die ISI erstreckt





































Anzahl der zu durchlaufenden Iterationsschritte
N
(b)


















































































































































































































































































R Schranke bei der komplement
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