In this paper, we use the edge weights preferential attachment mechanism to build a new local-world evolutionary model for weighted networks. It is different from previous papers that the local-world of our model consists of edges instead of nodes. Each time step, we connect a new node to two existing nodes in the local-world through the edge weights preferential selection. Theoretical analysis and numerical simulations show that the scale of the local-world affect on the weight distribution, the strength distribution and the degree distribution. We give the simulations about the clustering coefficient and the dynamics of infectious diseases spreading. The weight dynamics of our network model can portray the structure of realistic networks such as neural network of the nematode C. elegans and Online Social Network.
Introduction
Many social, biological, neural and communication systems can be described using the complex networks, whose nodes represent individuals or organizations and edges mimic the interactions or relationships among them. Furthermore it is better to describe some real systems using the weighted networks, whose properties and dynamics depend not only on their structures but also on the weights of edges. For instance, in the scientific collaboration network, 1-3 the weight denotes the number of coauthored publications of two scientists and in the airline transportation network, 3, 4 the weight between two airports gives the passenger capacity on this route.
Mathematically, a weighted network is characterized by a generalized adjacency matrix W , whose element w ij denotes the weight of the edge e ij between the node i and the node j, with i, j = 1, 2, . . . , N , where N is the size of the network. The weights are symmetric (w ij = w ji ) for the undirected networks, which we will focus on. The simplest characteristics of the weighted networks are: the weight w ij and the strength of the node i (the generalization of the degree k i of the node i) which is defined as s i = j∈N (i) w ij , where N (i) denotes the set of neighbors of the node i. Barrat et al. 5 made a detailed analysis on the structure of real-life weighted networks, stated that these weighted networks not only exhibit the power law degree distribution P (k) ∼ k −γ with 2 ≤ γ ≤ 3, but also have the power law form of the weight distribution and the strength distribution.
A number of models have been proposed to investigate the evolutionary mechanism responsible for the properties found in many real weighted networks. Zhang et al. proposed the deterministic model 6 and many authors researched the stochastic models. [7] [8] [9] [10] [11] [12] [13] However all these models take into account the global link attachment mechanism, which is impossible for huge-sized systems 14 or only part of network information is needed in networks like the world trade web.
15, 16 Li and Chen
17
proposed that a local-world evolving network model can understand and describe this real phenomenon better. Furthermore Pan et al. 18 generalized the local-world model for weighted network and obtained two weighted local-world evolving networks. Many local-world weighted network models [19] [20] [21] [22] have been introduced and these models can well mimic some real complex systems.
On the other hand, all the above-mentioned models used the preferential attachment of the degree or strength of the node. However, there are some other systems which cannot be described using the above models. In this paper, we consider that the intensive collaborations have a greater chance to attract new collaborators than occasional connections in the scientific collaboration network. In other words, it is the closely scientific collaborations but not authors that attract new coauthors.
Dorogovtsev and Mendes
23 proposed a weighted evolving network model by the edge weights preferential attachment mechanism. Chen et al. 24 also proposed a weighted network model using the edge preferential selection, but they just modified the preferential probability of Ref. 23 . The detailed inspection of weighted networks based on the preferential selection of edges is rarely undertaken.
So far, the weighted network model with the edge weights preferential attachment and the local-world has not been proposed. Therefore in this paper, in order to portray realistic networks more appropriately, we propose a weighted local-world network model based on the edge preferential selection. Especially, the local-world constitutes of edges rather than nodes which is different from previous papers. We investigate the weight distribution, the strength distribution and the degree distribution of this model by both analytical method and numerical simulations. The weight dynamics of the new model can describe some realistic networks. Furthermore the clustering coefficient and some important characters of epidemic spreading in this network are studied through numerical simulations.
The Model
In the present model, the local-world of each new node consists of edges. For another, most real networks have the clustering structure 25, 26 and we make use of the triangle formation approach 27 to reflect the high clustering. Considering the above-mentioned aspects the new network model can be constructed as follows.
(1) Initially, there are n 0 fully connected nodes, and each edge is assigned the same weight w 0 . In this paper, we let n 0 = 3, w 0 = 1. Choose an edge e ij in the local-world with the preferential probability Π local (e ij ) which is proportional to its weight w ij and add this weight by a constant δ. The first edge is obtained by attaching the new node to one end of e ij . The second edge is obtained by attaching the new node to the other end of e ij (i.e., forming a triangle) with probability p or with probability 1 − p attaching the new node to one end of another edge e kl which is selected in the local-world with the preferential probability Π local (e kl ). We also add the weight w kl of the edge e kl by a constant δ. The weight of each new edge is fixed to a value 1.
Π local (e ij ) defined at every time step t by:
where Π ′ (ij ∈ local-world) = M/(2t + 3). It is easy to see that, after t steps, there are 3 + t nodes and 3 + 2t edges in the new network. When p = 1 and M = 3 + 2t, the local-world of the new node is the whole network, the new model reduces to the model of Ref. 23 . When p = 1, δ = 0 and M = 3 + 2t, the new model degenerates into the unweighted model. Here we will investigate three important parameters: the weight distribution, the strength distribution and the degree distribution in the two cases using the meanfield method.
Obviously, in this particular case, the local-world contains only one edge, the preferential attachment is not effective and p = 1 in the network growing process. That is to say the new node connects to both the ends of a randomly chosen edge. We assume that the weight w ij of the edge e ij , the strength s i of the node i and the degree k i of the node i are continuous. Firstly the total change rate of w ij is expressed as:
The edge e ij is created at t ij = max(i, j) with the initial condition w ij (t ij ) = 1. Therefore, the solution of Eq. (2) is:
From Eq. (3), P (w ij < w) (i.e., the probability that an edge has a weight w ij smaller than w) can be written as:
Because the edge e ij of w ij is selected randomly, e ij obeys homogeneous distribution in total 3 + 2t edges, the probability density of t ij is:
Thus, Eq. (4) can be rewritten as:
Then the weight distribution P (w) can be obtained:
It means that the new model has an exponentially decayed weight distribution. Secondly we study the strength distribution and the degree distribution in this case. The degree of the node i gradually becomes greater and the strength of the node i will be greater and then the edge e ij will be selected with more probability. If the edge e ij is selected, then one node which we assume i will be connected to the new node, therefore the degree k i and the strength s i will both increase. That is the change of the strength of the node i has relation with itself and so does the 
We assume that the node i is added to the network at the time t i , then the initial conditions are
The solution of Eq. (8) is given by:
Thus, we have:
Because the node i of s i is selected randomly, i obeys homogeneous distribution in total 3 + t nodes, the probability density of t i is:
Thus, Eq. (11) may be rewritten as:
Then we get a power law strength distribution,
where the exponent γ: γ = (3 + δ)/(1 + δ), which depends on δ.
The solution of Eq. (9), with the initial condition k i (t i ) = m = 2, is k i = 2(t/t i ) 0.5 . By the similar method as that of the strength distribution, the degree distribution P (k) can be obtained, P (k) = 8k −3 . It means that the degree distribution follows a power law form with the constant exponent γ: γ = 3. In the case A the strength distribution and the degree distribution both obey power law form which differ from the exponential weight distribution.
Case B. M ≫ m
At the evolving step t, there are 3 + t nodes and 3 + 2t edges in the new network, M edges randomly selected in the existing network construct the local-world of the new node. Only when the edge e ij is selected, can the weight w ij change, consequently the evolution of w ij is: We assume that the cumulative edge weight in the local-world meets the following expression:
where the average weight of all the edges,
Substituting Eqs. (16) and (17) into Eq. (15) lead to:
where
The solution of Eq. (18) is w ij = (t/t ij ) α with the condition w ij (t ij ) = 1. Different from the case A, a power law weight distribution P (w) can be obtained:
where the exponent γ: γ = 1 + 1/α > 2 . Secondly the strength s i of the node i satisfies the following dynamical equation:
where N (i) is the set of neighbors of the node i. The first and second term on the right-hand side in Eq. (20) denotes the change rate of s i when the edge e ij is selected and the new node connects to the node i and the node j. When the edge e ij is selected and the new node connects to the node j, the new node will connect to the node i with probability p. The change rate of s i will be the third term. The fourth term and the fifth term represent the change rate of s i when the new node connects to the node i and the node j with the selected edge e ij based on probability 1 − p. Equation (20) can be rewritten as:
Using Eq. (1), (16), (17) and s i = j∈N (i) w ij , Eq. (21) can be written as:
Considering that s i (t i ) = m = 2, we have: Similar to the method of the case A, we obtain:
It means that the strength distribution follows a power law form with the exponent γ:
which is related to p, δ. Different from the strength, only when the new node connects to the node i, can the degree k i change, so the dynamic function of k i evolution can be expressed as follows:
By Eq. (21), we can see:
With the initial condition s i (t i ) = k i (t i ) = 2 and Eq. (23), Eq. (26) can be transformed into:
We can see that there is a linear relationship between the degree and the strength, the degree distribution can be obtained:
Equation (28) exhibits the extended power law form as:
where κ = −2(4 − p)δ/[(4 − p)δ + 2] and the power law exponent γ = 1 + 1/β, which is same as the strength distribution. In the case B the weight distribution, the strength distribution and the degree distribution have the power law form which different from the case A. In order to verify the analytical results, numerical simulations are performed in Fig. 1. From Fig. 1(a1) , 1(b1) and 1(c1) we can first find that our network in the limiting case A follows an exponential distribution of the weight and the power law distribution of the strength and the degree. Secondly the weight distribution and the strength distribution are concerned with δ, but the degree distribution does not. All these simulations are well consistent with analytical results. Figure 1(a2) , 1(b2) and 1(c2) shows that when M ≫ m the weight distribution, the strength distribution and the degree distribution obey the power law form. This agrees with the theoretical results. (19), (24) and (28) . Each curve in the figure is average result of ten groups of networks with size N = 1000. Particularly, the weight distribution of our networks is different when M = 1 and M ≫ m. Figure 2 shows that the size of local-world M has a significant effect on the weight distribution and the weight distribution scaling is tightened up from an exponential curve to a power-law curve by increasing the value of M from 1 to 2t + 3. Our network model with 1 ≪ M ≪ 2t + 3 can depict the reality of networks. In order to confirm this, some tests were carried on realistic networks.
Neural network of the nematode C. elegans 29 depicts the nervous system of the nematode C. elegans and Online Social Network 30 describes the sending and receiving information between students at the University of California. The weight distribution of the two networks are obtained in Fig. 3 
Clustering Coefficient
Cluster structure can be quantified by the clustering coefficient which characterizes the possibility for one's friends to become friends each other. The clustering coefficient of node i is defined as:
where e i denotes the number of the edges between all neighbors of node i. Then, the clustering coefficient of the whole network is the average:
In this model the parameter p leads to the clustering effect by allowing the formation of triangles. By setting p to a value between 0 and 1 the clustering coefficient can be adjusted. We fix M = 50, δ = 4, N = 1000 and investigate the clustering properties of our model with different parameter p. Figure 4 shows that clustering coefficient increases as p increases. Especially when p = 1, we can obtain a triangle at every time step and then the clustering coefficient is very large.
Epidemic Spreading on the New Model
An important issue of the dynamical process in the complex networks is the epidemic spreading. [31] [32] [33] [34] [35] [36] In this section, we focus on the dynamics of epidemic spreading on this new network. In particular, we consider the susceptible-infectedsusceptible (SIS) model in which nodes are in two discrete states, either susceptible or infected. The network size N is assumed to be constant thus if s(t) and i(t) are the densities of the susceptible nodes and the infected nodes at the time t, respectively, then s(t) + i(t) = 1. In the weighted networks, according to Ref. 32, the 
