Due to the growth of large data collections, information retrieval or database searching is of vital importance. Lexical matching techniques may retrieve irrelevant or inaccurate results because of synonyms and polysemous words, so effective concept-based techniques are needed. One such technique is latent semantic indexing (LSI) which uses a vector-space approach by identifying documents whose content is related to the user's query in order of similarity. LSI uses the singular value decomposition (SVD) of term-by-document matrix to encode the terms and documents in a vector-space model. Existing methods for removing terms or documents from the term-document space are either time consuming or do not sufficiently change the term-document relationships. This paper presents a new method for downdating, downdating the reduced model (or DRM) method, and discusses its implementation into the LSI++ software environment. The DRM method can be used to assess the effect that a term or document has on the clustering of relevant information in a collection and for the incorporation of user feedback in the existing LSI model. Implementing the DRM method within LSI++ not only provides downdating functionality, but is less time consuming than recomputing the SVD when removing a term, document or both. The DRM method is a viable algorithm for dynamic information modeling and retrieval.
INTRODUCTION
Today there is an increasing flood of information from a growing number of sources. On-line data is virtually useless without the ability to organize, manipulate and search. For this reason, the development of effective information retrieval techniques of vital importance.
As an information retrieval (IR) technique, simple lexical matching is insufficient, often producing inaccurate and irrelevant results. This is due to synonymy (multiple ways to express a concept) and polysemy (multiple meanings for a word or words) within the set of information to be searched [1, 2] . Conceptual-based IR techniques have recently been developed to specifically address these problems. Latent semantic indexing (LSI) [2] , a vector-space IR model, is one such technique. LSI assumes that an underlying semantic structure of word usage exists in a document collection and uses this to estimate the semantic content of documents in the collection [2] . This estimation is accomplished through the truncated singular value decomposition (SVD) of a term-by-document matrix [1] . The coordinates of k-space produced by the singular vectors and corresponding singular values are used to encode both terms and documents along with a user query in the same k-dimensional vector space. Using LSI, relevant terms and/or documents can be matched and retrieved even when the query contains no words in common with the relevant documents.
The LSI model for IR has recently been implemented in a useful, efficient, and maintainable software environment referred to as LSI++ [3] . Using LSI++, a user can search large document collections quickly without knowledge of the underlying details and concepts of LSI or its implementation. Along with LSI++, methods and tools exist to perform operations within the LSI model such as parsing document collections, producing the term-by-document matrix and adding or updating terms and documents to an existing document collection [1] . Several approaches are available to update terms and/or documents. One technique reflects the effects of adding a new term or document on the existing term-document space, but requires a huge amount of time and storage. Another technique is inexpensive in time and storage, but ignores the effects a term or document can have on the existing term-document space. The updating technique described in [4] allows new terms and documents to perturb the existing LSI model without having to recompute the SVD of a new term-by-document matrix.
As opposed to the updating or inclusion of information, the concept of downdating refers to the removal of a term or document from the existing document collection. Why would downdating be useful? Over time, terms or documents in a collection may become obsolete. A term that once was useful for dissociating clusters (term-document relationships) in the collection may appear more frequently with the addition of new documents, causing unwanted clustering. A specific document may become outdated and its effect on the term-document space undesirable. Downdating can be used to improve the effectiveness 590 D. I. WITTER AND M. W. BERRY of query matching by removing terms or documents that adversely affect retrieval, breaking apart clusters of semantically related terms and/or documents. Retrieving clusters of strongly related documents (or terms) in the right context of a user's query is the ultimate goal. The advantage of downdating is that the user can provide feedback to the IR system which will modify the semantic model according to his or her own meaning or context of a term, collection of terms, or even documents. Finally, downdating can be used to examine the effect of a term or document on the clustering within a collection. This provides knowledge about the sensitivity of the database and has implications for the hierarchical storage (caching) of large text collections.
Motivation and goals of downdating
Prior to the downdating algorithm first described in [5] , there were two methods available for removing a term and/or document from a collection: folding-out and recomputing the SVD to form a new LSI-generated database. Folding-out consists of simply ignoring terms or documents that are not relevant to a query. This particular method can misrepresent the true term-document relationships that result from the actual removal of those terms or documents from the original term-by-document matrix. In contrast, recomputing the SVD provides a more accurate low-rank approximation to the proper term-by-document matrix (less any specified terms or documents), but can be very computationally intensive or impossible if the term-by-document matrix is no longer available.
In this paper, a new technique for downdating, downdating the reduced model (DRM), is presented. Designed to model the recomputation of the term-document space without destroying the original LSI model, this method achieves term and/or document removal at a reduced computational cost. By incorporating DRM into the LSI++ software environment, a user can invoke downdating to help improve the precision (the proportion of the set of documents returned relevant to the query) and recall (the proportion of the relevant documents retrieved by the system from the database) [1] of his or her query.
Overview
The following sections discuss the theory, implementation and evaluation of the DRM method for downdating within the LSI model. Section 2 reviews the underlying concepts of LSI and discusses the DRM algorithm. A very brief discussion of the design and implementation of downdating within the existing LSI++ software environment is given in Section 3 and Section 4 examines the execution efficiency of downdating and retrieval effectiveness of a query with downdating. Section 5 summarizes the usefulness and effectiveness of the DRM model for downdating.
LATENT SEMANTIC INDEXING
As a mathematical-based information retrieval model, LSI relies upon the singular value decomposition of a term-bydocument matrix A [1] 
where a i j specifies the frequency with which term i appears in document j . The matrix A is typically sparse since the number of terms occurring in any document is far less than the total number of terms used in the collection [6] .
Local and global term weights are typically used to define
where l i j and g i are the local and global weights, respectively. The local term weight l i j is used to emphasize or de-emphasize the weight of term i within document j whereas the global weight g i is used to emphasize or deemphasize the weight of term i across the entire document collection. Specific local and global term weighting functions that have been used with LSI are discussed in [7] .
Once a weighting scheme has been applied to each element a i j of A, the SVD of A is computed as
where the (m × n) matrix U and (n × n) matrix V are orthogonal, i.e. U T U = V T V = I n , where I n is the identity of order n. The columns of U and V define the left and right singular vectors of matrix A, which are the orthonormal eigenvectors associated with A A T and A T A, respectively. is a diagonal matrix representing the singular values of A, which are the non-negative square roots of the eigenvalues of A T A [1] . As illustrated in Figure 1 , the first k columns of U and V and the first k diagonal elements of can be used to construct a rank-k approximation to A defined as [8] , A k is the closest (in the least squares sense) rank-k matrix to A. Much of the noise that leads to poor information retrieval is lost with the reduced dimensionality of A k , thus allowing documents and terms similar in content and/or meaning to be related. Using the rank-k model A k , the associated vector space represents a semantic structure for the term and documents in the LSI-generated database. Each term vector i in the vector space is in the i th row of U k whose columns are scaled (or multiplied) by the k singular values of k . The same is true for each document vector except the i th row of V k which is scaled by the k singular values of k [2] .
Querying
As implemented in LSI++ [3] , there are two components to a query vector which represent the user query: the search terms and the documents selected in relevance feedback [9] . As mentioned in [6] , relevance feedback can greatly improve (in terms of precision and recall) a user query by exploiting new information from selected documents.
A query can be represented in the reduced term-document space by transforming the query vector into a pseudodocument. First, the querying terms are represented by [6] .
an (m × 1) vector q whose elements are either zero or correspond to the frequency of a valid query term or keyword in the LSI-generated database. The appropriate local and global term weights (see Equation (1)) for the document collection are applied to each non-zero element (term frequency) in vector q. Represented as a pseudodocument without relevance feedback, the query vectorq iŝ
where q T U k is the sum of term vectors specified by vector q scaled by −1 k [6] . To add relevance feedback, an (n × 1) vector d must be constructed whose non-zero elements are indices specifying the relevant document vectors. The representation of the query vectorq as a pseudo-document with relevance feedback iŝ
where d T V k is the sum of the document vectors specified by d. The query vectorq is then compared to all existing term and document vectors using an appropriate similarity measure (e.g. the cosine), and a ranked list of terms and/or documents is returned [10] . The highest ranked terms or documents are assumed to be most similar to the query. When comparingq to documents, the representation specified by Equation (3) is used. In computing the cosine between the query vector,q, and each document vector, the query vector must be appropriately scaled (or multiplied by k ) if the document vectors have been scaled in the vector space model. A similar representation when comparing the query vector to terms is discussed in [5] .
Updating
One approach for the addition of terms and documents into the vector space has been examined and implemented for LSI [1, 4] . Three processes used to add terms and documents to the LSI-generated database are folding-in, recomputing the SVD and SVD-updating. Folding-in consists of adding terms and documents to the existing vector space. To foldin a new (m × 1) document vector d whose elements have been appropriately weighted, d is projected onto the span of the current term vectors (i.e. the columns of U k ). Let d p represent the document projection of d, then
Similarly, to fold-in a (1 × n) term vector t whose elements specify the documents associated with the term, t is projected onto the span of the pre-existing document vectors (i.e. the columns of V k ). Let t p represent the term projection of t, then
Folding-in does not alter the representation of the preexisting terms and documents in the term-document space; therefore, any influence of the additional terms or documents is not detected. Since folding-in has no effect on the semantic structure of the database, recomputing the SVD of a modified term-by-document matrix A is always an option for updating. However, it can be expensive in memory and computationally time consuming [4] . To save time and memory and the ability to examine the effects of new terms and documents on the current vector space model, SVDupdating described in [1] is a suitable alternative. SVDupdating consists of the following three steps: updating terms, updating documents and updating term weights.
Updating terms
To add t term vectors to an existing LSI model, let T denote the (t × n) term vectors where n is the number of documents in the collection. T is essentially appended to the rows of the rank-k matrix A k (see Figure 1 ). Let
where B is an ((m + t) × n) matrix. As discussed in [1] , an approximation to the truncated SVD of B can be used to obtain new term vectors U B , new document vectors V B , and new singular values B for scaling purposes. B k = U B B V T B is the rank-k model reflecting the change in semantic structure of the database and in the term-document space due to the addition of terms. 
Updating documents
where B is an (m × (n + d)) matrix. As noted in the previous section, the truncated (rank-k) SVD of B given by B k = U B B V T B is then used to reflect the change in the term-document space with the addition of documents [1] . 592 D. I. WITTER AND M. W. BERRY
Updating term weights
Once all valid terms or documents have been updated, a correction step must be performed to reflect the change in local and global frequencies for each affected term. If j terms have been updated and need a change in weighting, an ((m + t) × j ) matrix Y j is constructed whose rows are comprised of zeros or rows of the j th order identity matrix I j . In addition, an ((n + d) × j ) matrix Z j is determined (columnwise) to specify the differences between the old and new weights for the j terms [1] . If A k is an ((m+t)×(n+d)) rank-k matrix with updated terms and documents, then it can be shown that
is the appropriate matrix to represent the term weight corrections for A k . As demonstrated in [1] , the truncated SVD of B denoted by B k = U B B V T B can then be used as the rank-k LSI model reflecting the change in the term and document vectors with term weight corrections.
Once these three steps have been performed, the resulting terms or term vectors (rows) of U B , resulting documents or document vectors (rows) of V B and the singular values B reflect changes in the vector space due to the addition of terms and documents. Simon and Zha [11] have shown that a more exact truncated SVD of B in Equations (6), (7) and (8) can be computed at greater computational cost. In principle, SVD updating can improve retrieval by using updated information to either define new clusters of related terms and documents or dissociate unrelated terms and documents [4] .
Downdating
As described in the Introduction, downdating constitutes the removal of terms and/or documents from the vector space model. Currently, there are three ways in which a term or document can be removed from the existing LSIgenerated database: folding-out, recomputing the SVD and downdating the reduced model (or DRM).
Folding-out essentially means ignoring the term or document in the vector space, ignoring the corresponding row of U k or V k , respectively. Therefore, during query matching, those terms and documents removed or foldedout are simply not used in similarity comparisons. Foldingout does not compensate for any effect that removing a term or document might have on term-document associations, clustering, or meanings in the collection [12] .
As discussed in Section 2.2, recomputing the SVD offers the same complications as it does in updating. While recomputing the SVD will model explicit changes in the vector space model, it is expensive in memory and computational time.
DRM models the effects of removing a term or document from the vector space using the rank-k model A k rather than the original matrix A (which in many cases is no longer available). Models for downdating the SVD are described in [13] and [14] . The method presented in [14] is based upon algorithms to reduce the downdating problem to an eigenvalue problem of a matrix with simple structure whose solution can be determined from the roots of a secular equation. However, for LSI++, the method described by Björck in [13] is used. This procedure constitutes a backward stable algorithm developed by Park and Van Huffel for computing the SVD of (e 1 , A) where e 1 is an added dummy column [15] .
DRM consists of three primary steps: downdating terms, downdating documents and updating term weights. The first two steps are applied to semantically remove either a term or document, respectively, while the third step follows from the removal of a document. Changes are needed in the global weightings of those terms (i.e. corresponding term vectors) occurring in any document that is removed.
Downdating terms
Downdating a term refers to the removal of a term from the database, or in the case of LSI, removing the row associated with that term from the existing term vectors (rows) in U k . As discussed at the beginning of Section 2, the k-largest singular values ( k ) and the corresponding singular vectors (columns of U k and V k ) are used to construct the reduced rank matrix A k which can be written as
where z T is the first row of A k which is to be downdated. We define e 1 as the (m × 1) column vector of all zeros except the first element whose value is 1, and define the (m × (k + 1)) orthogonal matrixÛ given bŷ
where
The first column of the right-hand side matrix of Equation (10), referred to as H , is essentially the first row of U k followed by the first element of s. Accumulated Givens rotation matrices G l and G r can be constructed [13] so that
whereB is a (k × k) upper bidiagonal matrix. Using the last two non-zero entries in the first column of H , a Givens rotation [16] can be determined so that premultiplication by the orthogonal rotation matrix effectively zeros out the last non-zero entry in the first column. This Givens rotation constitutes just one rotation which defines the series of rotations accumulated in the ((k + 1) to the right-hand side of H (or to the columns of H ). Postmultiplication of H by a Givens rotation (accumulated in the ((k+1)×(k+1)) orthogonal matrix G r ), in turn, may cause a non-zero element to appear below the diagonal of matrix H , thus requiring left multiplication by another Givens rotation for removal. This sequence of left and right multiplication by Givens rotations continues until all the non-zero elements appearing below the diagonal or above the superdiagonal entries of H are chased out of the lower-right corner of H to produce the resulting bidiagonal matrixB [13] . Using Equation (11), it can be shown [12] that the singular values of the (k × k) matrixB are the same as those ofÃ k from Equation (9) . If the ((k + 1) × (k + 1) ) orthogonal matrices G l and G r are defined such that
Consequently, the second row of Equation (12) yields the downdated bidiagonal form ofÃ k , i.e.
The (k × k) bidiagonal matrixB can be diagonalized using the Golub-Kahan diagonalization method described in [16, pp. 452-456] . This procedure will produce a diagonal matrix composed of the singular values equivalent to those singular values ofB and of the downdated ((m − 1) × n) matrixÃ k from Equation (13) . Hence,
where U B and V B are (k×k) orthogonal matrices constructed from Givens rotations. From Equations (13) and (14) it then follows thatÃ
The term represented by z in Equation (9) has been downdated and the new LSI model is given bỹ
Any row of the matrix A k in Equation (9) can be downdated using the process described in this section. A selected row can be permuted to the first row to conform to the representation of A k in Equation (9) . To downdate more than one term simply requires that the process be applied iteratively. The resulting A k ,Ũ k ,˜ k , andṼ k matrices reflect a change in the semantic model used by LSI for subsequent query matching.
Downdating documents
Similar to downdating a term, downdating a document involves removing a document (row vector) from the existing document vectors in V k . In this case, the reduced rank A k matrix is cast as
where z is the first column of A k which is to be downdated. Since any column can be permuted to the first column of A k , the procedure described in this section can be used to downdate any document. Following the steps for downdating a term, we define e 1 as an (n × 1) column vector of all zeros except the first element whose value is 1 and defineV as an (n × (k + 1)) orthogonal matrix of the form
where the (n ×1) vector s is orthogonal to V k (i.e. V T k s = 0). Then
where q 1 = e T 1 s. The first row of the right-hand side of Equation (16), referred to as W , is composed of the first row of V k followed by the first element of s. Note that W T has the same form as the matrix H for downdating terms (see Section 2.3.1). Using a non-zero chasing scheme based on Givens rotations [5] , one can obtain
whereB is a lower bidiagonal matrix [13] . As discussed in [12] , the singular values of the (k × k)B matrix are the same as those ofÃ k in Equation (15) . If G l and G r are ((k + 1) × (k + 1)) orthogonal matrices constructed from Givens rotations so that
As with Equation (12), the second row of Equation (17) yields the downdatedÃ k given bȳ
B in this case, however, is a lower bidiagonal matrix. Applying the Golub-Kahan diagonalization method [16, pp. 452-456] toB T produces
where the singular values ofB are the diagonal elements of
B . Combining Equations (18) and (19) yields
The document represented by z in Equation (15) is then considered downdated in the reduced rank modelÃ k . 
Updating term weights
The final phase of downdating, referred to as updating term weights, can be employed when a document is downdated. If a term is removed from the text collection, the weights of the other terms are not affected, locally or globally. If a document is removed, however, the global weights (not the local weights, see Equation (1)) of the terms spanned by that removed document will change. The term frequencies across the collection have changed; therefore, updating the term weights of those terms corresponding to the terms in the removed document vector is essential.
To update the weights of those terms affected by the removed documents, the technique for updating weights described in Section 2.2.3 for updating can be applied. The ((m − t) × j ) matrix Y j in this case denotes exactly which terms are affected, and the ((n − d) × j ) matrix Z j reflects the difference of subtracting the old weights from the new weights for the terms affected. The truncated (rank-k) SVD of B = A k + Y j Z T j from Equation (8) is then computed, where A k is an ((m − t) × (n − d)) matrix. Since the singular vectors stored in U k and V k and the corresponding singular values ( k ) reflecting all term or document removals are available, the SVD of R = U T k BV k can be computed. An approximation to SVD(R) [1, 11] can be obtained from the
Hence, the SVD components of B are U B = U k U R , B = R , and V B = V k V R . If the rank of B is the same as that of A k , then the resulting orthogonal matrices U B and V B will be ((m−t)×k) and ((n−d)×k), respectively.
After applying the term weight update procedure, the final U k , V k and k , where U k = U B , V k = V B and k = B , reflect a new LSI model A k with removed terms and/or documents. As a result of the procedures from Section 2.3.1 through Section 2.3.3, terms and documents as represented by new A k may form new clusters or fuse into larger clusters depending on the effects the downdated terms or documents may have had on the underlying semantic structure of termdocument associations. 
An LSI example with downdating
The following example is used to show the effectiveness of the DRM method in comparison to recomputing the SVD of a modified matrix A for removing a term or document from a database. The titles listed in Table 1 reflect document titles for articles describing rock music and baking. Keywords or indexing terms for this collection of titles are chosen as words that appear more than once in the collection. The corresponding term-by-document matrix A for this small document collection is provided in Table 3 .
For simplicity, local weights (see Section 2) are simply the term frequencies and no global weights (i.e. G(i ) = 1) are applied. Given matrix A, the truncated SVD of A is computed to produce the rank-2 approximation (A 2 ) illustrated in Figure 2 . The query Rock and Roll is then projected into the two-dimensional (2D) space (see Section 2.1) and ranked lists of the largest cosines between the query vector and the term and document vectors are provided in Table 2 .
Given a cosine threshold of 0.80, the query Rock and Roll matches related terms and documents. Note that documents/titles m3 and m5 do not even contain the query terms. This ability to retrieve relevant documents which do not necessarily span the literal query terms is a strength of LSI. Clearly document/title b1 which refers to baking bread is not relevant. The polysemous term Roll forces an association between the bread and music titles. Notice the outlier position of the term Roll with respect to the intersecting clusters of bread documents (b1-b4) and music documents (m1-m5) in Figure 2 . An attempt to fold-out the term Roll will not change the position of any other term or document, and therefore will not change the associations of baking to rock music. The effect of applying the DRM method to downdate the term Roll is illustrated in Figure 3 . The rank-2 LSI model based on the recomputed SVD of a ((m − 1) × n) matrixÃ after the term Roll was removed is illustrated in Figure 4 . For both Figures 3 and 4 , the terms and documents associated with music are aligned along the y axis while the terms and documents associated with baking are now aligned along the x axis. Tables 4 and 5 list the cosines between the query vector, Rock and Roll and similar terms and documents for the DRM and recomputing the SVD methods, respectively.
Using the cosine threshold of 0.80, the terms and documents returned by either LSI model are similar and do not encompass any intrusion by baking terms or documents. The DRM method is especially useful when the matrix A is unavailable or has been discarded so that recomputing the SVD is not an option. Using the procedures discussed in Section 2.3 with the reduced rank matrix A k , accurate termdocument associations can be maintained even though the actual term occurrences (or frequencies) in documents may be lost.
SOFTWARE DESIGN
Prior to the DRM method, the only implementations of downdating for the LSI model were folding-out and recomputing the SVD. In folding-out, the user essentially ignores certain terms or documents when querying. As previously mentioned, this method does not reflect the effect a term or document removal may have on term-document associations. Recomputing the SVD is not invoked by the user. Instead, the LSI administrator or software manager recomputes the SVD with certain terms and documents removed to produce a new term-document space. Since neither implementation is ideal, a more effective downdating technique is required. The LSI++ software environment described in [3, 6] provides an interface that is easy to use. The user is able to enter a query in a simple manner and quickly receive understandable results. Given these features and the need for downdating, an implementation of downdating within LSI++ would be beneficial for the user. As illustrated by the encouraging results in Section 2.4, the DRM method would be a valuable downdating algorithm to integrate with the LSI++ software environment. To this end, a downdate option has been implemented as a feature with the LSI++ software. Details of this implementation within the LSI++ software are provided in [5] .
PERFORMANCE EVALUATION
A useful information retrieval system should be effective and time efficient [17] . A desirable system is one in which relevant information is quickly returned to the user. The LSI model for information retrieval, as implemented in the LSI++ software, provides accurate retrieval in a time efficient manner and has been shown to be a useful system [3] . In this section, the usefulness of downdating (as it has been incorporated into the LSI++ software) is evaluated. The complexity and observed execution times for downdating operations are compared with those required for recomputing the SVD. The retrieval effectiveness of downdating is also evaluated by examining the relevancy of returned documents.
Speed comparison
The downdating implementation incorporated into LSI++ was compared with recomputing the SVD after the items to be downdated were removed from the original term-bydocument matrix.
Procedure
All performance timings were done on a Sun Ultra1 SPARCstation with a 167 MHz processor, 32 KB on-chip cache (16 KB Instruction, 16 KB Data), 512 KB external cache, and 256 MB of main memory. As illustrated in Table 6 , three document collections were used in testing.
The INTERF document collection consists of a set of presentation titles from the Interface 1997 conference program announcements [12] . The MPI document collection is a reference manual for the message passing interface [18] . The PCW document collection is a textbook on parallel computing [19] . Three implementations of term and/or document removal within the LSI model were tested to determine their execution efficiency for each document collection:
• lsiQuery-lsiQuery is the driver for the out-of-memory serial version for the LSI model with downdating using LSI++ [5] . lsiQuery accepts a query requesting that a term or document be removed, performs the downdating and subsequent query matching using LSI++ and writes the results either to standard output in simple text or as an HTML document [6] .
• lsiServ-lsiServ is a continuously-running backend server for the in-memory serial implementation of LSI which incorporates downdating [5] . lsiServ receives a query with a request for downdating from a remote source, performs the downdating and search using LSI++ and then passes the results back to the remote source.
• pindex-pindex is the original Bourne shell script written at Bellcore that can be used to recompute the SVD of a term-by-document matrix with some term(s) and/or document(s) removed. The output of this script includes the file of singular vectors and singular values, a searchable keywords file, and a summary file. Query matching can then be performed within LSI++.
The elapsed wall-clock time observed for the outof-memory LSI++ serial implementation of downdating term(s)/document(s) is compared with the amount of time observed for the in-memory LSI++ serial implementation and with recomputing the SVD. It is important to note that the in-memory LSI++ implementation with downdating has the same time complexity in terms of floatingpoint operations as that of the out-of-memory LSI++ implementation (see Section 4.1.2). The difference in elapsed time observed during the tests between the two implementations can be attributed to the overhead associated (e.g. disk latency) with out-of-memory processing.
For each document collection, the elapsed wall-clock time for both downdating and recomputing the SVD was calculated with the removal of one term, one document, one term and document pair, two terms, two documents, two term and document pairs and three terms and three documents with different numbers of LSI factors. For each set of tests with a particular document collection, the initial number of factors was chosen to be five and then incremented by 10 up to the maximum number of factors computed for that document collection (i.e. 25 for INTERF, 45 for MPI and 95 for PCW). As illustrated in Table 6 , different ratios of LSI factors to the number of documents were selected for these tests.
Results
Tests were conducted to determine the elapsed time difference between in-memory and out-of-memory downdating within the LSI++ software. A comparison of the elapsed time for out-of-memory downdating and recomputing the SVD was also examined. A more thorough analysis of the computational complexities of downdating are provided in [5] .
The elapsed wall-clock times for the two LSI++ serial implementations of downdating one document (with a varying number of LSI factors) for the larger document collection (PCW) are illustrated in Table 7 . This table shows a small speedup for the in-memory downdating compared to the out-of-memory downdating, with both performing faster than recomputing the SVD. This same speed-up can be seen in the other tests described in Section 4.1.1 involving different numbers of terms and documents for removal. Of course, the difference in time between the in-memory and out-of-memory downdating would increase for larger collections.
Whereas the in-memory and out-of-memory implementations of downdating have the same time complexities with in-memory downdating performing slightly better [5] , the out-of-memory downdating can be considered an upper bound for downdating. Therefore, the remaining tests only compare out-of-memory downdating with recomputing the The elapsed wall-clock times in minutes for downdating a document from the PCW document collection using the in-memory (IN) implementation, the out-of-memory (OUT) implementation, and recomputing the SVD (RC). SVD. The elapsed times for downdating and recomputing the SVD when different numbers of term(s) and/or document(s) were removed were recorded for each of the three document collections (see Figure 5 ). Downdating did not exceed the time for recomputing the SVD even though the time for recomputing the SVD is constant while time increases with downdating. This factor of reduction makes the DRM method for downdating a viable algorithm. In Figure 5 , a decrease in time occurs when downdating two terms (2T). Downdating a term is much faster than downdating a document since updating term weights is not necessary in that case (i.e. no other terms are affected by the removal of any particular term). Depending on the document collection, eliminating the updating of term weights can save a substantial amount of time since the original term-by-document matrix need not be reloaded from file and the Y and Z matrices do not need to be generated (see Section 2.3.3). As illustrated in Figure 6 , downdating (dark-shaded bars) performs faster than recomputing the SVD for each document collection when a term and a document are removed with near maximum numbers of factors.
PCW
To complete the performance analysis of downdating and recomputing the SVD for term and/or document removal(s), the time complexities discussed in [5] are compared to the actual elapsed wall-clock times observed for both approaches. An examination of downdating with and without the term weight updating step is illustrated in Figure 7 . Using 45 LSI factors, the elapsed wall-clock times along with the number of FLOPS required for the different term and/or document removal(s) are plotted.
The actual time for recomputing the SVD involves more than the floating-point computational time. There are considerable overheads involved in producing the singular vectors and values file, the searchable keywords file and the summary file as well as in parsing the document collection to produce the original term-by-document matrix (see pindex from Section 4.1.1). In the light of computational complexities, downdating performs better only in the case of removing one term and one document (when the term weight updating step is not performed) than recomputing the SVD. Removing the term weight updating step reduces the amount of elapsed time and computational complexity significantly. When term weight corrections are ignored, downdating documents is faster than downdating terms since there are typically more terms than documents in the collection. Updating term weights accounts for approximately 64% of the elapsed time and computational complexity when removing just one document or one term. For increasing numbers of terms and/or documents for downdating, the percentage of time and complexity for term weight updating (applied only once for all terms and documents) may decrease.
Retrieval effectiveness
Retrieval effectiveness was examined using an online version of the Concise Columbia Encyclopedia (CCE) [20] . The CCE document collection is a much larger collection composed of 33,115 terms and 15,486 articles (documents) which better typifies the performance of downdating for larger text collections. 
Procedure
The procedure used for evaluating retrieval effectiveness was to simply enter a query in the LSI search engine with downdating, examine the results, decide whether to downdate a term or document and evaluate the results to see if downdating helped retrieve more relevant terms and/or documents. Due to the size of the document collection, term weight updating which consumes the majority of the elapsed time, was not performed. The number of LSI factors used for the CCE collection was 45.
Results
Using the client-server interface on the World Wide Web (WWW), the query white collar crimes was entered into the initial HTML form (see [5] ). This particular query demonstrates polysemy as the terms white collar could have multiple meanings. One meaning for white collar is the white colour of a collar on a shirt while another meaning for white collar is the description or adjective given to someone who does not partake in manual labour in the workforce. Ideally, the query search should return terms and documents related to white collar workers who commit crimes.
The results of the initial query are illustrated in Figure 8 and the terms and documents returned do not pertain to crime or criminals. Instead, they pertain to birds and flowers that have colours associated with them. The term white seems to dominate the query directing the search to a cluster of articles (documents) in the term-document space pertaining to birds and flowers (as identified by colour). Therefore, the term white would be a good candidate for downdating. The query search is re-entered with downdating invoked by the ET button (see Figure 8) . The new rankordered list of documents is shown in Figure 9 and terms and documents dealing with crimes and criminals are now returned which are more relevant to the query. Of course, just removing white from the initial query would produce results similar to Figure 9 , however, this is not always obvious to the user. method for downdating, it is time consuming and is not available when the original term-by-document matrix is destroyed. Folding-out is a fast method for downdating, but is inaccurate and does not help improve retrieval. The DRM method strikes a balance between computing time and retrieval accuracy, providing better retrieval effectiveness than folding-out and faster results than recomputing the SVD.
SUMMARY AND FUTURE WORK
Given that LSI++ is an efficient and flexible implementation for LSI, the addition of downdating enhances the usability and retrieval effectiveness of the LSI++ search engine. The LSI++ application programming interface allows downdating to be used in a variety of applications and interfaces. The WWW interface provides a simple and easyto-use interface for downdating within the LSI++ search engine. Users are able to conceptually eliminate terms and/or documents from their query search, thus helping the query search return relevant documents and terms.
Although downdating is now fully implemented in LSI++, further work remains to make the DRM method an optimal algorithm. The implementation of downdating in LSI++ can be optimized in a number of ways: parallelizing dense matrix multiplication, reducing the number of FLOPS needed during bidiagonalization and constructing a distributive version of downdating within LSI++.
