Abstract. Let p be an odd prime number, K f the finite unramified extension of Qp of degree f, and G K f its absolute Galois group. We construct analytic families ofétale (ϕ, Γ)-modules which give rise to some families of 2-dimensional crystalline representations of G K f with largest Hodge-Tate weight at least p. As an application, we prove that the modulo p reductions of the members of each such family (with respect to appropriately chosen Galois-stable lattices) are constant.
Serre's modularity conjecture has been recently generalized by Buzzard, Diamond and Jarvis [5] for irreducible totally odd 2-dimensional F p -representations of the absolute Galois group of any totally real field unramified at p. Two-dimensional crystalline representations of G K f := Gal Q p /K f arise naturally in the context of the BDJ conjecture, and their modulo p reductions are important for the formulation of the weight part of this conjecture (see [5, §3] ). For Hodge-Tate weights in the range [0; p − 1], the modulo p reductions of the irreducible 2-dimensional crystalline representations of G K f can be easily computed using Fontaine-Laffaille theory. For arbitrary Hodge-Tate weights, semisimplified modulo p reductions of certain families of 2-dimensional crystalline representations of G K f were computed in [8] , extending the constructions in [4] from Q p to K f .
More precisely, for any 2-dimensional crystalline representation V of G K f with Hodge-Tate type HT V (τ ) = {0, −k i }, where the k i are nonnegative integers, which is up to unramified twist either irreducible and induced from a crystalline character of G K 2f or a split-reducible and non-ordinary, we constructed an infinite family F (V ) of 2-dimensional crystalline representations of G K f with the following properties:
(1) V ∈ F (V ) ; (2) The members of F (V ) have Hodge-Tate type HT V (τ ) ; ( 3) The members of F (V ) have the same modulo p reductions with respect to appropriately chosen Galois-stable lattices.
The members of F (V ) were described in terms of their corresponding by the Colmez-Fontaine theorem (see [6, Théorèm A]) weakly admissible filtered ϕ-modules. For each family F (V ) , the semisimplification F (V ) ss of the common reduction is independent of choices of lattices, and was explicitly computed in ([8, Theorems 1, 5 & 1.7] ,). Recall that if V is reducible then F (V ) can contain both irreducible and reducible representations (see [8] , comments after Theorem 1.7). The modulo p reductions of all 2-dimensional crystalline Q p -representations of G K f with HodgeTate weights in the range [0; p] in terms of the corresponding by the Colmez-Fontaine weakly admissible filtered ϕ-modules are currently unknown. The goal of this paper is to enlarge the families F (V ) to families of 2-dimensional crystalline Q p -representations of the same Hodge-Tate type and with constant modulo p reductions with respect to appropriately chosen Galois-stable lattices, under the assumption that the largest Hodge-Tate weight is at least p = 2. The proof rests on Wach module constructions and makes use of the constructions in [8] and an idea of Berger ([3, §10.3]).
Description of the families
Throughout this paper p will be a fixed odd integer prime, K f = Q p f the finite unramified extension of Q p of degree f, and E a finite extension of K f with ring of integers O E , maximal ideal m E , and residue field k E . When the degree of K f plays no role we simply write K. We denote by σ K the absolute Frobenius of K; we fix once and for all a distinguished embedding K τ 0 ֒→ E and we let τ j = τ 0 •σ j K for all j = 0, 1, ..., f −1. We fix the f -tuple of embeddings | τ |:= (τ 0 , τ 1 , ..., τ f −1 ) and we denote E |τ | := τ :K֒→E E, with the embeddings ordered as above. For the language of crystalline representations see [9] . Notation 1.1. Let k i be fixed nonnegative integers which we call weights. Assume that after ordering them and omitting possibly repeated weights we get w 0 < w 1 < ... < w t−1 , where w 0 is the smallest weight, w 1 the second smallest weight, ..., and w t−1 is the largest weight for some 1 ≤ t ≤ f. The largest weight w t−1 will be usually denoted by k and throughout the paper we assume that k ≥ p. For convenience we define w −1 = 0. Let I 0 := {0, 1, ..., f − 1}; for j = 1, 2, ..., t − 1 let I j := {i ∈ I 0 : k i > w j−1 } and let I t = ∅. For each subset J ⊂ I 0 we write f J := i∈J e i and E We first recall the construction of the families F (V ) in [8] . For i = 0, 1, ..., f − 1, let χ i be a crystalline E-character of G K f with Hodge-Tate type HT χ i (τ i+1 ) = {−1}, where indices are viewed modulo f. Let {ℓ j } 0≤j≤2f −1 be integers such that {ℓ i , ℓ f +i } = {0, k i } for all i = 0, 1, ..., f − 1. Up to unramified twist, any irreducible 2-dimensional crystalline representation V of G K f of Hodge-Tate type HT V (τ ) = {0, −k i } which is induced from a crystalline character of G K 2f has the form V = Ind
where η is an unramified character, with both vectors (ℓ 0 , ℓ 1 , ..., ℓ f −1 ) and (ℓ f , ℓ f +1 , ..., ℓ 2f −1 ) nonzero (cf. [8, Theorem 1.7] ). Fix a representation V as above. Let {X i } 1≤i≤f be a set of indeterminates and let
) be a matrix of one of the following four types:
, where indices are viewed mod f, and choose the type of the matrix P i (X i ) as follows: Case (i). V is induced.
(
.., f − 1 we choose the type of the matrix P i as follows:
(1) If ℓ i = 0, then:
• If an even number of coordinates of (P 1 , P 2 , ..., P i−1 ) is of even type, P i = t 2 ;
• If an odd number of coordinates of (P 1 , P 2 , ..., P i−1 ) is of even type,
• If an even number of coordinates of (P 1 , P 2 , ..., P i−1 ) is of even type, P i = t 1 ;
• If an odd number of coordinates of (P 1 , P 2 , ..., P i−1 ) is of even type, P i = t 2 .
Finally, we choose the type of the matrix P 0 as follows:
• If an even number of coordinates of (P 1 , P 2 , ..., P f −1 ) is of even type, P 0 = t 4 ;
• If an odd number of coordinates of (P 1 , P 2 , ..., P f −1 ) is of even type, P 0 = t 3 .
• If an even number of coordinates of (P 1 , P 2 , ..., P f −1 ) is of even type, P 0 = t 2 ;
• If an odd number of coordinates of (P 1 , P 2 , ..., P f −1 ) is of even type, P 0 = t 1 .
Case (ii). V is split reducible and non-ordinary. The (f − 1)-tuple (P 1 , P 2 , ..., P f −1 ) is chosen as in Case (i) above. If η = η c is the unramified character which maps the geometric Frobenius element Frob K f of G K f to c, we replace the entry p k0 in the definition of the matrix P 0 by cp k0 . The type of the matrix P 0 is chosen as follows: (1) If ℓ 0 = 0, then:
• If an even number of coordinates of (P 1 , P 2 , ..., P f −1 ) is of even type, P 0 = t 3 ;
• If an odd number of coordinates of (P 1 , P 2 , ..., P f −1 ) is of even type, P 0 = t 4 .
(2) If ℓ 0 = k 0 > 0, then:
• If an even number of coordinates of (P 1 , P 2 , ..., P f −1 ) is of even type, P 0 = t 1 ;
• If an odd number of coordinates of (P 1 , P 2 , ..., P f −1 ) is of even type, P 0 = t 2 .
Recall that k ≥ p and let
f , let P ( α) be the matrix obtained by evaluating each indeterminate X i at α i . In [8] , we defined F (V ) as the family of 2-dimensional crystalline representations {V ( α) , α ∈ (p m m E ) f } corresponding by the Colmez-Fontaine theorem to the family of weakly admissible filtered ϕ-modules obtained by equipping D( α) = E |τ | η 1 E |τ | η 2 with the Frobenius action defined by (ϕ (η 1 ) , ϕ (η 2 )) = (η 1 , η 2 ) P ( α) and the filtration
where x = (x 0 , x 1 , ..., x f −1 ) and y = (y 0 , y 1 , ..., y f −1 ), with
if P i has type 3 or 4, for any α ∈ (p m m E ) f . By the construction of these families in [8] it follows that V ( 0) = V. We now show how to enlarge each such family F (V ) , leaving the modulo p reductions with respect to appropriately chosen Galois-stable O E -lattices unchanged, and preserving the Hodge-Tate types.
Let
and with the same filtration as (D( α), ϕ) independently of A. Such a filtered ϕ-module turns out to be weakly admissible. Let V A ( α) be the crystalline representation corresponding by the Colmez-Fontaine theorem to (D A ( α), ϕ) , and let 
split-reducible and nonordinary, where the level f fundamental character ω f,τ 0 :
obtained from local class field theory (with uniformizers corresponding to geometric Frobenius elements) with the embedding of residue fields
(2) For the rest of this remark assume that f ≥ 2. For a 2-dimensional crystalline Q p -representation V of G K f , the characteristic polynomial of Frobenius and a choice of the filtration of the corresponding by the Colmez-Fontaine theorem weakly admissible filtered ϕ-module D (V ) fail to determine its isomorphism class. Assuming that D (V ) is Frobenius-semisimple and non-Frobenius-scalar, and fixing the characteristic polynomial of Frobenius and a choice for the filtration, the additional datum required to determine the isomorphism class of V is (roughly) an element of P f −1 (E) (for a precise statement see [7, §7] ). The isomorphism classes of non-Frobenius-semisimple or Frobenius-scalar filtered ϕ-modules are in general messier to describe (see [7, §6] ). (3) The representations of G (V ) yield additional "projective parameters" compared to the set of "projective parameters" attached to the Frobenius-semisimple and non-Frobenius-scalar members of F (V ) . However, they yield no new characteristic polynomials or filtrations. (4) The formulas for the "projective parameters" of the Frobenius-semisimple and non-Frobeniusscalar representations of the families G (V ) look particularly abhorrent (see for instance the proof of [8, Proposition 6 .21]). The situation becomes even worse with the non-Frobeniussemisimple, and in especially with the Frobenius-scalar members of these families. This makes it hard to give a clean description, in terms of the classification of weakly admissible filtered ϕ-modules obtained in [7] , of how many 2-dimensional crystalline representations of G K f with Hodge-Tate weights in the range [0; p] we are able to compute the semisimplified modulo p reduction of, using Theorem A, and what is possibly missing. (5) Theorem A can be thought of as a local constancy result for the modulo p reductions of 2-dimensional crystalline representations of G K f within certain families. For results of similar flavor for 2-dimensional crystalline representations of G Qp , see [2] .
Families of Wach modules
2.1.Étale (ϕ, Γ)-modules and Wach modules. Let K n = K(ζ p n ), where ζ p n is a primitive p nth root of unity inside Q p and let [10] has constructed topological rings A and B endowed with continuous commuting Frobenius ϕ and G Qp -actions. Unless otherwise stated and whenever applicable, continuity means continuity with respect to the topologies induced by the weak topologies of the topological rings A and B. Let A K = A HK and B K = B HK , and let A K ,E := O E ⊗ Zp A K and B K ,E := E ⊗ Qp B K . The actions of ϕ and Γ K extend to A K,E and B K ,E by O E (resp. E)-linearity, and one easily sees that A K,E = A HK E and 
where ϕ on the right hand side is the Frobenius of B E , and with an action of Γ K given byḡ(b ⊗ v) := gb ⊗ gv for any g ∈ G K . This Γ K -action commutes with ϕ and is continuous. Moreover,
is finite dimensional and is equipped with a continuous E-linear G K -action given by g(b ⊗ d) := gb ⊗ḡd. We have the following theorem of Fontaine. 
with quasi-inverse functor
(ii) There is an equivalence of categories between continuous O E -linear representations of G K and etale (ϕ, Γ)-modules over A K,E given by
α n = 0} for some element π which can be thought of as a formal variable. The ring A K is equipped with a Frobenius endomorphism ϕ which extends the absolute Frobenius of O K and is such that ϕ(π) = (1 + π) p − 1. It is also equipped with a Γ Kaction which is O K -linear, commutes with Frobenius, and is such that γ(π) = (1 + π) χ(γ) − 1 for all γ ∈ Γ K . The ring A K is a local domain with maximal ideal (p) and fraction field
K respectively, and these subrings are equipped with the restrictions of the ϕ and the Γ K -actions of the rings containing them. The map υ :
] is equipped via υ with commuting O E -linear actions of ϕ and Γ K given by the formulas ϕ(α 0 (π), α 1 (π), ..., α f −1 (π)) = (α 1 (ϕ(π)), ..., α f −1 (ϕ(π)), α 0 (ϕ(π))) and (2.1) 
be an integer and let
There exists a matrix
Id +Â i is invertible and the inverse is Id +Â i
To prove part (iii), we need to choose the matricesÂ j i so that
We may assume that γ is a topological generator of Γ K . We solve for theÂ j i , bearing in mind that γ (π) r ≡ χ (γ) r π r mod π r+1 for all r ≥ 1. First, we solve forÂ
, we see thatÂ
. We then solve forÂ
. Dividing this linear combination by 1 − χ (γ) 2 , we get
Continuing this way we solve forÂ
) generated by the set {p · Id, X i · Id : X i ∈ S} and by M n the quotient ring of M n (O E [[S]]) modulo I. Letting ϕ act trivially on the elements of S, and letting
, with ϕ acting on each entry of the matrix A as in formula (2.3). We fix a matrix Π (S) ∈ M S n as above. For the rest of this section we assume that for any γ ∈ Γ K there exists a matrix G
|τ | and integer t > 0 such that BU = p f t U B, where U = Nm ϕ (Π (S)) ; (d) If k = k i for all i, we additionally assume that the operator (2.4)
γ (S) be the matrices defined by
If n = 2, we replace assumption (1) by the following assumption.
|τ | be as in Lemma 2.5 applied for the matrices G γ (S) := G For any a = (a 0 , a 1 , . .., a f −1 ) ∈ m |S| E and any γ 1 , γ 2 , γ ∈ Γ K , the following equations hold:
(ii) implies that
Proof. Both matrices G γ 1 γ 2 ,Â (S) and G γ 1Â (S)γ 1,Â (G γ 2 (S)) are ≡ − → Id mod π and are solutions in B of the equation Π(S)ϕ(B) = Bγ(Π(S)). They are equal by the uniqueness part of Proposition 2.6. The second equation follows from conclusion (ii) of the same proposition.
|τ | η i with ϕ and Γ K -actions defined by (ϕ (η 1 ) , ϕ (η 2 ) , ..., ϕ (η h )) = (η 1 , η 2 , ..., η n ) ΠÂ( a) and (γη 1 , γη 2 , ..., γη n ) = (η 1 , η 2 , ..., η n ) G γ,Â ( a) respectively. Proposition 2.7 implies that (γ 1 γ 2 )x= γ 1 (γ 2 x) and ϕ(γx) = γ(ϕ(x)) for all x ∈ NÂ( a) and γ, γ 1 , γ 2 ∈ Γ K . Since G γ,Â ( a) ≡ − → Id mod π, it follows that the Γ K action on NÂ( a) is trivial modulo πNÂ( a). We have the following. 
For any γ ∈ Γ K and for † ∈ {∅,Â}, let
Then (i) ΠÂ(S) ≡ Π(S) mod I, and (ii) R
Proof. By Lemma 2.5 (iv),Â ≡ 0 mod p and part (i) is clear. The lemma follows immediately reducing equations (2.7) mod I.
Proof of the Theorem
Throughout this section we assume that n = 2. For the rest of the paper we fix an f -tuple P = (
For matrices P chosen as in §1 the condition Tr (Q f ) ∈ Q p in the definition of m k turns out to be redundant (see Lemma 3.1 (i) below), and m k coincides with the integer m defined in formula (1.1).
n , where Π i are matrices of one of the following four types:
suitably chosen so that there exist matrices G (k)
The existence of such polynomials has been established in [8, Proposition 5.9 & Remark 5.12] . We let X = (X 1 , X 2 , ..., X f ) with X = p m k S, and we choose Π so that its modulo π reduction equals P. In particular, the type of Π i coincides with the type of P i for all i.
|τ | , letÂ be a fixed choice of a lifting of A as in Lemma 2.5 with respect to a fixed choice of matrices G γ (S) := G (k) γ (S) as above, and let ΠÂ (S) = Id +Â Π(S). Let E ij , i, j = 1, 2, be the 2 × 2 matrix with (i, j) entry 1 and all other entries 0.
|τ | the operator (2.6) is surjective.
Proof. For part (i) recall that in the proofs of [8, Theorems 1.5 & 1.7] , the types of the coordinate matrices P i of P have been chosen so that T r(Q f ) ∈ Q p . For part (ii), we have (3.1)
The (i, i) entries in Q f mod p are sums of distinct terms of the form 1 and X i1 ·X i2 ·· · ··X ir i for some 1 ≤ r i ≤ f. Hence Tr (Q f ) ≡ 0 mod p (if the diagonal entries of Tr (Q f ) mod p coincide, we use that 
|τ | coincide with that with A = 0.
|τ | and let ΠÂ (S) be as in the beginning of §3. For
Proof. Conditions (a) and (b) preceding Proposition 2.6 hold by the discussion in the beginning of §3. Condition (c) preceding Proposition 2.6 and Condition (1) of Proposition 2.6 hold because T r(Q f ) ∈ Q p and T r(Q For any a ∈ m |S| E and † ∈ {0,Â}, we equip
|τ | η 2 with the ϕ and Γ K -actions defined defined by (ϕ (η 1 ) , ϕ (η 2 )) = (η 1 , η 2 ) Π † ( a) and (γη 1 , γη 2 ) = (η 1 , η 2 ) G γ, † ( a) respectively. Proof. Follows immediately from Proposition 2.8.
As in §2.2, the representation VÂ( a) is independent of the liftingÂ and we simply write V A ( a).
Proof. We may assume that 
Proof of Claim. By induction on f. For f = 1, formula (3.1) becomes
and the claim is clear. Suppose f ≥ 2. Case (i). Q f mod I = E 12 . If P 1 P 2 · · · P f −1 mod I = E 11 then P f mod I = E 12 . The matrix P f is of type 2 and by the inductive hypothesis
If P 1 P 2 · · · P f −1 mod I = E 12 then P f mod I = E 22 . The matrix P f is of type 1 and by the inductive hypothesis
The claim follows by the inductive hypothesis, arguing similarly for the other possibilities for Q f mod I.
The Claim (which applies because we are reduced to the case where k = k i > 0 for all i) and the
From the latter it is immediate that B ≡ 0 mod I. 
