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SOME THEORETICAL RESULTS DERIVED FROM POLYNOMIAL
NUMERICAL HULLS OF JORDAN BLOCKS
￿
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Abstract. The polynomial numerical hull of degree
￿ for a square matrix
￿ is a set in the complex plane
designed to give useful information about the norms of functions of the matrix; it is dened as
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In a previous paper [V. Faber, A. Greenbaum, and D. Marshall, The polynomial numerical hulls of Jordan
blocks and related matrices, Linear Algebra Appl., 374 (2003), pp. 231246] analytic expressions were derived for
the polynomial numerical hulls of Jordan blocks. In this paper, we explore some consequences of these results.
We derive lower bounds on the norms of functions of Jordan blocks and triangular Toeplitz matrices that approach
equalities as the matrix size approaches innity. We demonstrate that even for moderate size matrices these bounds
give fairly good estimates of the behavior of matrix powers, the matrix exponential, and the resolvent norm. We give
new estimates of the convergence rate of the GMRES algorithm applied to a Jordan block. We also derive a new
estimate for the eld of values of a general Toeplitz matrix.
Key words. polynomial numerical hull, eld of values, Toeplitz matrix.
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1. Introduction. The polynomial numerical hull of degree
￿ for an
￿ by
￿ matrix
￿
was introduced by Nevanlinna in [15, 16] and further studied by Greenbaum in [8]. It is a set
designed to give more informationthan the spectrum alone can provideabout the behavior of
the matrix under the action of polynomials and other functions. It is dened as
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where
￿ is a positive integer and
@
! denotes the set of polynomials of degree
￿ or less. In
this paper
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4 will always denote the 2-normfor vectors and the associated spectral norm for
matrices:
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An equivalent denition of the polynomial numerical hull is [8]:
(1.3)
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That is, if one considers polynomials of the form
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close connectionbetween the polynomialnumericalhull and the ideal GMRES algorithm[9],
whose convergenceafter
￿ steps is measured by the quantity
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A related set dened in [8] is
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￿ is a normal matrix or a triangular Toeplitz matrix, then these two sets are identical. The
precise class of matrices for which these two sets are identical is not known.
A number of simple properties of polynomial numerical hulls were derived in [4, 8, 15,
16]. Here we list several of these for future reference:
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hulls of banded triangular Toeplitz matrices, using the fact that a triangular Toeplitz matrix is
just a polynomial in the Jordan block with eigenvalue zero.
In this paper we explore some consequences of these results. We derive lower bounds
on the norms of functions of Jordan blocks and triangular Toeplitz matrices that approach
equalities as the matrix size approaches innity. We demonstrate with numerical examples
that these bounds provide fairly good estimates of the norms of powers, exponentials, and
resolvents of such matrices, even for moderate size matrices. We also derive a new estimate
of the eld of values of a general Toeplitz matrix.
2. Norms of Functions of a Matrix. The following theorem relates the norm of a func-
tion
v
￿
#
9
￿
￿
& to the size of the polynomial
6
z dened in (1.2) on
 
G
‚
q
V
#
9
￿
￿
& , where
￿ is the
degree of the minimal polynomial.
THEOREM 2.1. Let
￿ have minimal polynomial
⁄
e
#
9
,
h
&
?
(
￿
￿
￿
U
8
V
#
%
,
–
n
￿
￿
&
Q
￿
Q
￿
R
D
where
￿
V
D
:
￿
￿
￿
:
￿
￿
D
￿
￿ are distinct and each
￿
￿
;
‰
w . Let
￿
¸
( deg
#
9
⁄
e
#
9
,
h
&
￿
&
)
(
￿
￿
￿
U
8
V
￿
￿ . Let
v
￿
#
%
,
￿
& be
ascalarvaluedfunction,whosedomainincludes
￿
V
D
￿
￿
￿
￿
:
￿
Z
D
￿
￿ . Foreach
￿
￿ with
￿
￿
￿
w ,assume
that
￿
￿ is in the interior of the domain of
v
￿
#
%
,
￿
& and that
v
￿
#
%
,
￿
& is
￿
￿
n
￿
w times differentiable at
￿
￿ . Let
v
￿
#
%
￿
’
& be the primary matrix function associated with the stem function
v
￿
#
9
,
h
& . Then
(2.1)
4
￿
v
￿
#
9
￿
￿
&
￿
4
’
;
I
^
K
R
L
_
:
a
M
b
￿
￿
}
h
~
d
f
e
O
g
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
U
8
V
￿
￿
￿
￿
￿
￿
¡
￿
~
￿
7
￿
U
￿
#
9
,
–
n
￿
￿
&
￿
￿
7
Æ
￿
￿
ª
￿
￿
￿
T
￿
q
V
￿
￿
U
O
¢
w
￿
￿
￿
9
￿
d
￿
g
￿
#
￿
￿
&
￿
#
%
,
–
n
￿
￿
&
￿
Æ
ª
￿
￿
￿
￿
￿
￿
￿
D
where
￿
￿
#
%
,
￿
&
?
(
J
v
￿
#
9
,
h
&
￿
￿
?
￿
￿
￿
f
￿
~
￿
7
￿
U
￿
#
9
,
–
n
￿
￿
￿
&
￿
￿
.
Proof. See [11, pp. 391 and 412413]. This follows from the fact that
v
￿
#
%
￿
’
&
<
(
“
6
ﬂ
z
￿
#
9
￿
￿
& ,
where
6
￿
z
￿
#
%
,
￿
& is the polynomial of degree
￿
]
n
“
w that matches
v at each point
￿
￿ , and whose
derivatives of order
w
m
D
:
￿
￿
￿
￿
￿
￿
D
￿
￿
￿
n
y
w match those of
v at each point
￿
￿ with
￿
￿
￿
w . The
expression on the right-hand side of (2.1) is the Hermite-Lagrange interpolation formula for
such a polynomial.
The following corollaries show how to apply Theorem 2.1 to different types of matrices.
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At rst glance, it may appear that the bound in Theorem 2.1 is a discontinuous function
of the matrix entries, since it depends on the eigenvalues and their algebraic multiplicities;
yet an arbitrarily small change in the matrix entries may change completely the multiplicities
of the eigenvalues. For
v sufciently smooth, however,i.e., for
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Note also that if
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functions of
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is the symbol of the Toeplitz matrix. We will use the latter approach.
3. The Polynomial Numerical Hulls of Jordan Blocks. The following theorem was
established in [4], where part of it was shown to be essentially equivalent to much earlier
results proved by Goluzin [6], [7, Theorem 6, pp. 522523] and by Schur and Szeg¨ o [20].
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It follows from this theorem that all of the hulls of degrees
w through
￿
u
n
§
w for an
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￿ Jordan block are disks about the eigenvalue with radii between
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4. Examples. Using Theorem 3.1 together with Corollary 2.3, we can now give good
lower bounds on the norms of functions of Jordan blocks. According to the arguments after
(2.4), these lower bounds approach exact expressions as the matrix size approaches innity,
and the following examples show that the bounds can be quite good even for moderate size
values of
￿ . In most cases, these bounds are not the best known; by carefully studying a
specic function one often can improve upon estimates derived in this general setting. Still,
as will be demonstrated, the estimates derived from polynomial numerical hulls are often
close to optimal for matrices of this type.
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Ł
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Figure 4.1(a) shows a plot of
4
R
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￿
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￿
&
!
4 and the lower bound (4.1) for a
￿
m
t by
￿
m
t Jordan block
with eigenvalue
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￿ . As can be seen from the gure, the estimate (4.1) is quite close
to the actual value of
4
R
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￿
#
￿
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4 , although slightly sharper estimates can be obtained by other
means; see, for example, [1].
Similarly, one can give a lower bound on the norm of the exponential of a Jordan block:
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This estimate is plotted in Figure 4.1(b), along with the actual value
4
￿
i
˘
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￿
￿
d
º
g
4 , again for a
￿
M
t
by
￿
M
t Jordan block with eigenvalue
￿
(
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–
￿
￿
￿ . This estimate is less precise than the one for
matrix powers but still gives a goodidea of the actual behaviorof the matrix exponential. The
difference between the curves becomes smaller as the matrix size increases.
Polynomial numerical hulls also can be used to gain information about the resolvent
norm,
4
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n
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4 , for values of
k throughout the complex plane. The
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These sets are especially useful because they indicate how the eigenvalues of
￿ can change
when the matrix is perturbed by a matrix of given norm; that is, an equivalent denition of
the
￿
-pseudospectrum is [3]:
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In [17] boundswere derivedon the pseudospectraof Toeplitz matrices, and these bounds
are of course applicable to the simplest Toeplitz matrix, a Jordan block. It was shown that the
￿
-pseudospectrumof an
￿ by
￿ Jordan block contains the disk about the eigenvalue of radius
￿
V
￿
￿
Ø
and is contained in the disk about the eigenvalue of radius
w
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FIG. 4.1. Norms of functions of a Jordan block of size
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Since the resolvent can be written as a polynomial in the matrix:
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FIG. 4.2. Contour plot of the logarithm base 10 of the resolvent norm (solid) and the lower bound (4.4)
(dashed) for a
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￿ Jordan block with eigenvalue
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Thus for large values of
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= this inner bound on the
￿
-pseudospectrum approaches the outer
bound of [17].
Figure 4.2 shows a contour plot of the logarithm base 10 of the resolvent norm
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t Jordan block with eigenvalue
t . (The picture is just shifted by
￿
for a nonzero
eigenvalue.) As can be seen from the gure, the inner bounds on pseudospectra derived from
(4.4) are fairly close to the actual pseudospectra.
For one more example, we consider the triangular Toeplitz matrix whose symbol is:
(4.5)
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This example was considered in [1], where it was noted that the powers of the matrix show
many peaks and valleys. Since a triangular Toeplitz matrix is just a polynomial in the Jordan
block with eigenvalue zero, any function of a triangular Toeplitz matrix is a function of
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Finally, consider the GMRES algorithm applied to a Jordan block
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trix unitarily similar to
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So one obtains the same criterion for the convergenceof ordinary GMRES(
￿ ), with the worst
possible initial vector.
A lower bound on the rate of convergenceof ideal GMRES is obtained by noting that for
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For related results involving specic initial vectors, see [12] or [14].ETNA
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5. The Field of Values of a Toeplitz Matrix. While we have not yet been able to derive
expressions for all of the polynomial numerical hulls of an arbitrary Toeplitz matrix, we can
use the result about Jordan blocks to derive bounds on the hull of degree
w (i.e., the eld of
values) of an arbitrary Toeplitz matrix. It is shown in [18] that the eld of values of an
￿ by
￿
Toeplitz matrix approaches the closure of the eld of values of the innite Toeplitz operator
as
￿
1
￿
￿
￿ . It is further shown in [2] that for bandedToeplitz matrices with a xed bandwidth
T
, the rate of convergence is
ˇ
5
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q
Y
& . Here we give an explicit inner bound on the eld of
values of an arbitrary Toeplitz matrix that approaches that of the innite operator at the rate
that
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=
U
ı
Ø
approaches
w . Related work can also be found in [13].
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COROLLARY 5.2. If
￿ inTheorem 5.1is anormalmatrix oratriangularToeplitzmatrix,
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Corollary 5.3 implies that the eld of values of an
￿ by
￿ Toeplitz matrix with a xed band-
width
T
approaches that of the Toeplitz operator at least at the rate that
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into the right half plane. Similar criteria are derived by different means in [1].ETNA
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6. Further Discussion. The polynomial numerical hull of degree
￿
¶
n
￿
w for a matrix
￿ with minimal polynomial of degree
￿ plays a special role: the norm of any function of
￿
can be bounded below by the maximum absolute value of a certain polynomial on this set.
For Jordan blocks and triangular Toeplitz matrices of at least moderate size, this lower bound
turns out to be a fairly good estimate of
4
:
v
￿
#
%
￿
’
&
￿
4 for a variety of functions
v . This might not
be the case for other matrices, and better estimates might be obtained by approximating
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￿
&
by a polynomial of some lower degree
￿ and relating
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:
4 to the size of this polynomial
on the hull of degree
￿ .
It appears to be difcult to determine (theoretically) the polynomial numerical hulls of
most matrices. However, as this paper illustrates, once these hulls are known, a great deal of
information can be derived easily about the behavior of functions of the matrix.
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