Abstract-This paper proposes an algorithm that uses anodecathode trigger time difference and cathode to anode pulse height ratio to resolve photon event positioning degeneracy in a novel Cadmium Zinc Telluride (CZT) photon detector for positron emission tomography (PET). The detectors used comprise 40 mm × 40 mm × 5 mm monolithic CZT crystals that employ a cross-strip electrode pattern with interspersed steering electrodes to obtain high spatial and energy resolution. The specific positioning degeneracy studied results when a photon event interacts in two detector pixels, triggering two anode and two cathode strips, hence presenting four pixels as potential interaction locations. An experiment was performed where a 1 mm diameter collimated pencil beam of annihilation photons was used to target a detector pixel of known location. The data acquired provided an empirical basis to train and test the algorithm. The study shows that, depending on the restrictions applied on the data set, the proposed algorithm accurately identifies the true photon interaction locations 59.7% to 66.7% of the time, which is 19.4% to 33.4% better than an unbiased Bernoulli trial. Further improvements of the algorithm will enhance the effective system photon sensitivity by extracting useful information from events which would otherwise be discarded.
I. INTRODUCTION
e are developing an ultra-high-resolution small animal PET system built out of cadmium zinc telluride (CZT) detectors. In these detectors, Compton scatter causes annihilation photons to deposit energy in multiple interaction locations. Monte Carlo simulations have shown the percentage of multiple interaction photon events (MIPE) in CZT detectors (i.e. the Compton fraction) to be as high as ~71% [10] . The presence of multiple interaction photon events data introduces positioning and interaction sequence ambiguity, both of which degrades reconstructed image contrast, quantitative accuracy and spatial resolution [2, 5] Interaction sequence ambiguity arises in single cathode and multiple anode interactions or vice-versa, and also in multiple anodes and multiple cathodes interactions. For image reconstruction, one method of locating the first photon interaction pixel is the Minimum Distance Line of Response (LOR) algorithm, which provides a deterministic model to solve interaction sequence ambiguity by asserting the photon interaction closest to the coincident counterpart photon event to be the first interaction. The first interaction is our focus of interest as they determine the LOR positioning. Bayesian methods based on the Klien-Nishina differential cross section and Compton kinematics could also be used to identify the first interaction in MIPEs. Previous studies have shown that Bayesian methods enable more accurate LOR placement [3] .
For cross-strip detectors, positioning ambiguities are inherent in events that trigger multiple anodes and cathodes, because there is a many-to-one mapping between photon interactions and electrode trigger pattern. This paper describes and tests an algorithm that resolves this many-to-one positioning degeneracy, specifically for two-cathode-twoanode events. The general formalism for interaction positioning derived in this work can, in principle, be applied to any detector. However this work focuses on the application of algorithm to the specific detector under development in our lab.
The following sections describe hardware and experimental methods used to test the efficacy of the algorithm, along with the results.
II. BACKGROUND

A. Cross-strip electrode CZT detector module for PET
Unlike scintillation crystals commonly used in PET systems , semiconductor photon detectors material such as Cadmium Zinc Telluride directly sense the ionization signal created by the annihilation photon absorption. CZT detectors have the advantages of exhibiting high energy and spatial resolution. In addition, they can be designed to measure the 3-D coordinates of individual photon interactions. For these reasons, solid state CZT detector remains a prime candidate for building highresolution PET systems with depth-of-interaction (DOI) measurement capability.
For our detector module, the electrode pattern design uses a set of parallel thin rectangular strips for the anodes (1 mm pitch) on one detector face and an orthogonal set of parallel strips for the cathodes (4.9 mm pitch) on the opposite detector face. The x-y coordinate of the interaction (as shown in Fig. 1 ) is determined by triggering of cross -strip electrodes on either side of the crystal slab that record a signal above threshold. The pitch with which the electrodes are deposited determines the intrinsic spatial resolution. The z-coordinate along the direction orthogonal to the electrode planes is determined using the ratio of the cathode-to-anode signal pulse heights. In this direction, the intrinsic resolution is below 1 mm full width half maximum (FWHM). The detector voxel elements are hence 1 × 5 × 1 mm 3 (with coordinate shown in Fig. 1 ) [9] . In the small-animal PET system we are developing (Fig. 2) , 40 × 40 × 5 mm 3 slabs of CZT crystal are arranged edge-on with respect to the incoming photons to form an 8 × 8 × 8 cm 3 field of view (FOV). Due to detector's ability to read out the 3-D coordinates of individual photon interactions, the system is expected to maintain uniform spatial resolution all the way to the edge of the FOV [7] . 
B. Positioning multiple interaction photon events
Traditional scintillation-based PET detector realizes 2-D event positioning by exploiting light multiplexing in the scintillation crystal array [1] . Similar multiplexing of charge is present position-sensitive avalanche photodiodes or in the associated readout circuit. Such multiplexing results in few (typically four) readout channels , the photon interaction coordinates for each event would be estimated by calculating the weighted mean of the readout signals [3, 4] . With such readout and positioning schemes however, individual interaction coordinates and energies cannot be readily determined. Fortunately, MIPEs are less frequent for standard large crystal elements, which are more likely to completely absorb the energy from multiple interactions. Compared to other crystal types commonly used in PET systems, CZT is a low Z material with a correspondingly lower photo-fraction [3] , i.e. large fraction of all the photons undergo Compton scatter. Because the voxels in the detector studied are small (1 × 5 × 1 mm 3 ), the scattered photons usually escape into adjacent crystals. Pratx et al has shown that on average, a 511 keV photon deposits its energy in 2.2 detector voxels (Table 1) , as a result, 93.8% of all recorded coincidences involve at least one MIPE [3] . This observation suggests that when MIPEs are used for image reconstruction, high photon sensitivity can be achieved . In the study, photon sensitivity of up to 17% for 800 μCi --a 16-fold increase compared to using only events that deposits all their energy in a single detector voxel--has been estimated [3] . However, the precision of positioning MIPEs directly determines the image quality and quantitative accuracy. Table 2 shows events categorized based on the number of voxels and the number of detectors involved [10] . At the current state of the art, events from only one detector and one voxel are used for the reconstruction. The algorithm presented in this paper specifically deals with events involv ing two voxels and one detector, but not all of it. This category also contains events with one-anode-two-cathode and two-anodeone-cathode, both of which is require interaction sequencing.
Several studies have proposed sequence reconstruction techniques by optimizing the agreement between Compton kinematics and measurements [3, 6] . However, for cross-strip detectors, using multiple-cathode-multiple-anode interactions for image reconstruction would not only require correct sequencing of photon interactions, but also disambiguation of interaction positions. One category of such MIPEs is the set of two-cathode-two-anode events. An example of two possible positioning of such photon interaction pairs is shown in Fig. 3 .
When two interactions produces charge signals on two different cathode and anode channels as shown in Fig. 3(a) , the RENA-3 (Readout Electronics for Nuclear Applications developed by NOVA R&D Inc.) application specific integrated circuit (ASIC) registers two cathode triggers and two anode triggers. Note that if the photon interactions were at the top left and bottom right corners of Fig. 3(a) instead, i.e. on pixel-a and pixel-d, the electrodes registered in the RENA-3 ASIC would be exactly the same for that particular event. Hence, two positioning possibilities arise ( Fig. 3(b) ).
This paper presents a position disambiguation algorithm that uses empirical joint probability distribution of the cathode to anode pulse height ratio (C/A) and anode-cathode time difference (An-Ca ΔT) to estimate the likelihood of the two positioning possibilities in Fig. 3 (b) . The algorithm does not address the sequencing of the two photon interactions. 
III. FORMALISM OF T HE ALGORIT HM
The position disambiguation algorithm is intended to handle specifically degenerate two-cathode-two-anode photon interactions. The Bayesian decoder algorithm identifies the more likely interaction pairs of the two positioning possibilities by optimizing agreement between measurement and the chosen features' empirical prior distribution generated using experimental data. Specifically, given C/A ratio and An-Ca fast time difference, the Bayesian decoder uses maximum a posteriori probability (MAP) to compare the probability of the two possible interaction positions.
Each pixel should be considered to have its own unique distribution of An-Ca T and C/A energy ratio because of its geometry, crystal structure at that location and other physical parameters. Hence, probability distribution for each pixel was calculated separately. The flowchart of the algorithm shows the three different phases organized by rows (Fig. 4) . The first row shows steps of the standard procedure of data acquisition, time and energy calibration, and data parsing and formatting. Subsection III-B presents further details on the time correction procedure.
The corrected An-Ca time difference and C/A ratio of photon events were then used to estimate the joint probability density function (PDF) f(An-Ca T, C/A) for each An-Ca intersection (detector pixel). Since the quality of data differed from pixel to pixel due to detector non-uniformities, the quality of each empirical joint distribution was assessed using a goodness of fit test so that poor PDF estimates were discarded.
The third row in Fig. 3 shows the processing of the twocathode-two-anode test data. The An-Ca time difference for this data set is corrected and the MAP algorithm is used to estimate the more probable pair of interaction locations.
A. Maximum a posteriori probability (MAP)
The maximum a posteriori probability rule was used to decide which of the two possible pairs of interaction locations was more probable for a given set of measurements of a photon event.
For each of the two-cathode-two-anode events, two positioning possibilities, θ 1 and θ 2 , were tested. θ 1 and θ 2 each represents a possible pairing of electrode intersection. Let θ = θ 1 with probability p 1 and θ = θ 2 with probability p 2 = 1 -p 1 , and we observe Y = (An-Ca ΔT a-d , C/A a-d ) where*:
Eq. 2 *The empirical distributions f(An-Ca T , C/A) were calculated as described above from photon events whose positions were nondegenerate, i.e. one-cathode-one-anode interactions.
assuming independence, then the optimal estimate is obtained using the MAP decoder:
Eq. 3
If we assume the two possibilities θ 1 and θ 2 are equally probable, i.e. p 0 = p 1 , then the MAP decoder reduces to the maximum likelihood (ML) decoder by Bayes rule:
Eq. 4
B. An-Ca Time Convex Optimization Correction
In order to remove the systematic errors in the time measurements of the RENA-3 ASIC, a convex optimization algorithm described in [8] was used. The paper shows that by calibrating out systematic errors in the form of channel crosstalk and constant line delays, the coincidence timing resolution of the RENA-3 ASIC can be improved.
In this study, the systematic error was modeled by linear combination of 11 features -including both a linear and quadratic term for the fast time phase signals U and V, photon interaction depth represented by the C/A ratio, and a constant delay. For calibration of An-Ca T, first, the one-cathode-oneanode data set was divided equally into training and test data sets. The training set was used to calculate the correction coefficients. The parameters obtained were then used to calibrate out the systematic errors in An-Ca T in the other half of the data, which were then used as an input for PDF estimation using the Parzen-Rosenblatt Window Density method.
The correction parameters were also used later for correcting An-Ca T of two-cathode-two-anode test data. No depth correction was applied via the C/A ratio in the test data, so that the information captured by An-Ca T to C/A ratio correlation could be preserved.
C. Parzen-Ronsenblatt Window Density Estimate
A method essentially similar to the Parzen-Rosenblatt window method with Gaussian kernel was used to estimate the joint probability density function of C/A ratio and An-Ca time difference. The task here was to generate a continuous and smooth PDF f(An-Ca T, C/A) from a finite set of discrete sample points, so that we can estimate f(An-Ca T, C/A) for any new sample (An-Ca T, C/A). We assume that the density and clustering pattern of the sample points are proportional and representative of the magnitude and profile of the underlying PDF. With this, each sample point can then be treated as a smooth PDF element, represented by a kernel function e.g. a Gaussian distribution centered on the sample point with a pre-selected lobe width. The sum over all the PDF elements throughout the entire domain would then provide an estimate of the true underlying PDF.
IV. METHODS AND EXPERIMENTAL SETUP
An experiment with flood and collimated test data was performed to estimate the accuracy of the algorithm. The flood experiment provided the data necessary for estimating the empirical PDFs f(An-Ca T, C/A). The flood data was not useful for evaluating the algorithm because it did not provide the ground truth in two-cathode-two-anode interactions, i.e. the information about which two of the four potential pixels were the actual sites of photo interactions.
Collimated data was therefore necessary for algorithm evaluation because with a collimated pencil beam targeting a specific electrode intersection on the detector (i.e. a pixel), the two interaction pixels among the four possible pixels is unambiguous in two-anode-two-cathode events. Therefore, collimated and flood experiments complimented each other, making implementation and verification of the algorithm possible.
A. Detector and Electronic Readout Connections
A bias of −600 V was applied to the cathodes with respect to the anodes, which are held at virtual ground potential. The detector anode and cathode outputs are connected to pull-up and pull-down resistors respectively and ac coupled to the preamplifier inputs (Fig. 5) . The steering electrodes were held at −100 V with respect to the anodes. The front-end signal readout system comprised primarily of RENA-3 ASIC. The RENA-3 ASIC was designed specifically to perform preamplification and shaping of semiconductor photon d etector pulses, as well as to provide a trigger, sample-and-hold, and fast time stamps for each detected photon interaction to facilitate coincidence detection (settings at gain = 3, shaping time = 1.9 μs and average trigger threshold = 40 keV). 
B. Flood and Collimated Test Experimental Setup
A linear translator was used to hold the radioactive sourceNa-22 for flood test and Ge-68 for the collimated test. Both Na-22 and Ge-22 have photo peak at 511 KeV, and Ge-68 was used in the collimated test because of its higher radioactivity concentration. The CZT module is positioned above the source as shown in Fig. 6 , and held rigidly using a custom built Delrin detector housing.
In the flood test, data was acquired with the Na-22 source placed approximately at the centre and below the module. For the experiment using a collimated pencil beam, a pin hole lead collimator (1mm hole diameter) was mounted on top of the Ge-68 source, and the beam was positioned to target the center of the chosen pixel (cathode 6, anode 38). 
V. RESULTS
A. An-Ca Fast Time Difference Correction
The convex optimization algorithm showed improved FWHM of the peak in the An-Ca T time histogram. Fig. 7 shows the comparison between a typical pair of raw and corrected time histogram: (a) without C/A ratio correction and (b) with C/A correction. The FWHM of the uncorrected and corrected anode-cathode time difference is shown in table 3. 
B. Parzen-Ronsenblatt Density Estimation and Grading
Joint PDF distribution of An-Ca fast time difference and C/A energy ratio was estimated for all detector pixels using the Parzen Window Density Estimate method with a Gaussian kernel (Fig. 8) . Our algorithm was made more robust against poor PDFs (e.g. due to low statistics) by grading PDFs based on the R 2 value of least square second order fit to the mode of the PDFs (Fig.  9 ). For this particular setup, 4 of the possible 104 (8 13) intersections has R 2 value less than 0.95, which was the arbitrarily chosen passing score of a PDF based on visual inspection. 
C. MAP Disambiguation algorithm
The MAP decoder algorithm was applied with possible combinations of either 511keV ± 3% or no energy gating on one-cathode-one-anode and two-cathode-two-anode photon events. When the anode energy for two-cathode-two-anode is gated, sum of the two anode energy is gated. Without energy gating in two-cathode-two-anode interactions, a total of 1335 events involving the target pixel were acquired from the collimated test. With energy gating in two-cathode-two-anode interactions, the total number of events fell to 551. As explicit from Table 4 , the number of discarded events due to bad PDF increases when energy gating is applied on one-cathode-oneanode intersection. This is because energy-gating results in fewer data-points and hence poorer statistics in estimating the PDF. Calculation of accuracy does not include the events discarded due to erratic PDF, i.e PDF with R 2 < 0.95. An underestimation of the accuracy rate of the algorithm is evident in all the results shown in Table 4 because the collimator beam triggers immediate neighbor pixels along the anode of the target pixel as seen in Fig. 10 . For an illustration, if pixel-d (Fig. 11) is targeted, some photon triggers pixel-c. Photons that trigger pixel-c and pixel-b after Compton scatter trigger C1, C2, A1 and A2. Hence our assumption that triggering of A2 and C2 is always due to a photon interaction in the target pixel, pixel-d, is not always true due to this phenomenon. An additional filter was therefore applied to the collimated data to resolve this issue. Among the two-cathode-two-anode data set containing the target as a pixel in one of the two possibilities, the events which can contain any pixel within the immediate neighbor anode was discarded. This filter combined with the verification from Fig. 10 results in a robust evaluation method, and the improved estimation of the algorithm's accuracy is shown in Table 5 . 
A. An-Ca Fast Time Difference Correction
The implementation of convex optimization algorithm for AnCa time difference showed improved FWHM. The FWHM of the corrected An-Ca time difference reduced from 419.5 ± 25.75 to 131.2 ± 29.4 ns, improving the coincidence timing resolution. The average An-Ca time difference for the correction without C/A ratio is shifted to the higher value than the average of uncorrected data (Fig. 7(a) ). The corrected histogram in Fig.  7(b) has majority of its data greater than zero. This is an expected phenomenon as cathodes register interactions earlier than anodes due to the small pixel effect, except in cases when interactions occur very close to the anodes. The result of error calibration including correction for depth effects (C/A ratio) shows the histogram peak centered at the origin, which verifies that the inclusion of C/A ratio indeed eliminates the effect of interaction depth and small pixel effect, and that the implemented method is effective in removing systematic errors in An-Ca t.
B. PDF estimation using flood test data
Joint PDF of An-Ca fast time difference and C/A ratio shows positive correlation between the two features in all pixels. The C/A ratio which is correlated to the depth of interaction shows that at higher value of C/A ratio (position closer to the cathode), the time difference between anode and cathode is the highest.
The average R 2 value for pixels was of 0.990 ± 0.017 with 4 pixels out of 104 having a R 2 value of less than threshold value of 0.95. Total of 22 out of 1335 two-cathode-two-anode events were discarded as a result.
C. Disambiguation algorithm on collimated data
The histogram in Fig. 10 is for one-cathode-one-anode interactions based on collimated data, Fig. 10 was used to ensure that the beam is aiming at the target. The collimated test data exhibited beam wing within ±1 anode pitch of the target pixel (Fig. 10) . The presence of wing confounds the estimation of the algorithm's accuracy (not the algorithm itself), thereby giving accuracy rate lower than the true rate of accuracy, which could be as high as those shown by Table 4 and 5.
The pitch of cross strip anode is 1 mm -same as the diameter of the pencil beam collimator used -and therefore, evaluating the accuracy of the algorithm with a narrower beam diameter (0.5 mm diameter hole collimator is available in the lab) would give a data set with less inadvertent interactions.
VII. CONCLUSION AND FUT URE WORK
The disambiguation algorithm has a accuracy of 59.7% to 66.7 %, which is up to 33.5% better than an unbiased Bernoulli process. This study indicates that positioning ambiguity of two-anode-two-cathode events is difficult to resolve, because the possibilities of interaction patterns are not always wellresolved in the measurement space. The 1 mm diameter of the pencil beam and the wings on the beam degrade accuracy of pixel targeting, which in turn confounds the estimation of the accuracy rate of the algorithm.
The algorithm is adequate for the Minimum Distance LOR placement algorithm. Using the data points with an accuracy of 66.7%, however, may compromise the spatial resolution of the image. Regardless, it provides a means for incorporating twoanode-two-cathode MIPEs -events that would otherwise be discarded -for image reconstruction. This would increase the effective system photon sensitivity, which would in turn translate to shorter scanning times. The trade off can be balanced depending upon requirement of application.
Future works include using the algorithm and differential cross section from Klein-Nishina formula and Compton kinematics to perform simultaneous photon positioning and interaction sequencing. The comprehensive algorithm would, in addition, aim to disambiguate one-anode-two-cathode and two-anode-one-cathode interactions.
