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1. Introduction
In recent years one has been able to observe growing interest in the construction of multivariate stochastic models
describing the dependence among several variables. In particular, the recent financial crisis has underlined the necessity
of considering models that can serve to estimate better the occurrence of extremal events (see, for example, [5,7,21]).
Following the distributional approach proposed in [18,19,22], the concept of conditional copula (also called tail-
dependence or threshold copula) has proved to be useful for the description of the dependence among random variables,
when we condition observations to lie above or below some thresholds, (e.g., [4,8,10,16,24]).
In our terminology, for a vector (X, Y1, . . . , Yd) of real-valued random variables, a conditional copula is the copula
associated with the conditional distribution function (df) of (X, Y1, . . . , Yd) conditioned on the event {X > q} for some
constant q such that P {X > q} ∈ (0, 1].
The goal of this paper is to extend the limit theorems obtained by Berman in [1] and Hashorva in [14] for margins of
conditional elliptically symmetric (for short elliptical) distributions to conditional elliptical copulas. The main assumption
imposed in this paper is that the associated random radius of the elliptical random vector has df in the Gumbel max-domain
of attraction (MDA). Under additional asymptotic assumptions on thedensity of the randomradius, it is of interest to quantify
the aforementioned limit theorems.
A brief organisation of the paper is as follows: Sections 2 and 3 present some facts that are necessary in order to make
the paper self-contained. The characterisation of the limits of elliptical copulas under univariate truncation is presented in
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Section 4 followed by a result on the quality of the approximation contained in Theorem 4.2. The proofs of all the results are
relegated to Section 5.
2. Preliminaries
In the following X = (X1, . . . , Xd), Y = (Y1, . . . , Yd) denote d-dimensional random vectors and x = (x1, . . . , xd),
y = (y1, . . . , yd) given constants. The operations with vectors are meant componentwise, for instance X ≤ x means
Xi ≤ xi, i ≤ d. In the case that we describe X in terms of some matrix operations, then X = (X1, . . . , Xd)⊤ with ⊤ the
transpose sign. For notational simplicity we shall often omit the transpose sign.
Let a d-dimensional random vector X = (X1, . . . , Xd) be defined on a probability space (Ω,F , P). Due to the celebrated
Sklar’s Theorem, the joint df F of X can be written as a composition of a copula C and the univariate marginals Fi, i ≤ d, i.e.,
F(x) = C(F1(x1), . . . , Fd(xd)), ∀x ∈ Rd.
Moreover, if Fi are continuous, then the copula C is uniquely determined. For more details about copula theory and (some
of) its applications, we refer to [6,11,13,15,17,21,23].
Next, let B be a Borel subset of [−∞,∞]d, such that P(X ∈ B) > 0. We denote by FX |B the conditional df of X given that
{ω ∈ Ω:X(ω) ∈ B}, defined by
FX |B(x) = P {X ≤ x | X ∈ B} .
The copula CX |B of FX |B is called the conditional copula of X with respect to B.
Actually, as shown for instance in [9] for d = 2, such a CX |B depends only on the values that C , the copula associated with
F , assumes on the subset B′ = f (B) of [0, 1]d, where
f :Rd → [0, 1]d, f (x1, . . . , xd) = (F1(x1), . . . , Fd(xd)).
Thus, in an equivalent way, one can refer to the conditional copula CB′ of a random vector U distributed according to copula
C (hence, Ui are uniformly distributed on [0, 1]) with respect to a subset B′ of [0, 1]d.
In this paper, we are interested in d-variate elliptical copulas that are upper conditioned with respect to the first variable,
i.e., in copulas CX |Bα when f (Bα) = (1 − α, 1] × [0, 1]d−1 for α ∈ (0, 1]. In Section 3 we show that CX |Bα is equal to copula
C[α] determined by Eq. (1).
3. Univariate conditioning
We recall the basic facts concerning the univariate upper conditioning (truncation, thresholding) of randomvariables and
copulas with respect to the first variable. For the study of lower conditioning see [10,16]. We denote by VC the C-volume
generated by the copula C .
Proposition 3.1. Let C be a d-variate copula. For every α ∈ (0, 1] there exists a unique copula C[α] such that for every x ∈ [0, 1],
y ∈ [0, 1]d−1
αC[α]

x,
C1(α, y1)
α
, . . . ,
Cd−1(α, yd−1)
α

=C(α, y)−C(α(1− x), y), (1)
whereC is a dual copula given byC(x, y) = VC ((1− x, 0, . . . , 0), (1, y)) = C(1, y)− C(1− x, y),
and Ci, i = 1, . . . , d − 1, are bivariate marginal dual copulas obtained by substituting yj = 1 for j ≠ i as Ci(x, yi) =C(x, 1, . . . , 1, yi, 1, . . . , 1).
The existence and uniqueness of C[α] follows from Sklar’s Theorem [23, Theorem 2.10.9] and the fact that the right-hand
side of formula (1) divided by α is a restriction of the function
H(x, y1, . . . , yd−1) = 1
α
VC

(1− α, 0, . . . , 0), (1− α + αmin(1, x+),min(1, y+1 ), . . . ,min(1, y+d−1))

,
which is a continuous d-variate df; here s+ := max(s, 0).
The next result shows that C[α] is the conditional copula of the randomvector (X, Y ) = (X, Y1, . . . , Yd−1)with underlying
copula C .
Proposition 3.2. If C is the copula of (X, Y ), then C[α] is the copula of the conditional df of (X, Y )with respect to the condition
X > t, where P {X > t} = α ∈ (0, 1].
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4. Main results
We consider in this paper an elliptical random vector X = (X1, . . . , Xd)⊤ with stochastic representation
X d= RA⊤U , (2)
where A = (ai,j)di,j=1 is a nonsingular d×d upper triangularmatrix with a1,1 = 1,U is a random vector uniformly distributed
on the unit sphere of Rd, and R is a positive random variable independent of U with df H . Here d=means equality of df’s. The
upper endpoint of H will be denoted by ω ∈ (0,∞], i.e.,
ω = sup{r : H(r) < 1}.
When H is absolutely continuous with some probability density function (pdf) h, then X possesses a pdf of the form
1
|Σ |1/2 g(x
⊤Σ−1x/2), (3)
with Σ−1 the inverse of Σ := A⊤A with positive determinant |Σ |. The function g is the so-called density generator of X ,
see e.g., [3]. There is a close relation between g and h given by
h(r) = 2π
n/2
Γ (n/2)
rd−1g(r2/2), r ∈ [0,+∞), (4)
with Γ (·) the Euler gamma function.
Ourmain resultswill be derived under theGumbelMDA assumption on the dfH , namelywe shall assume in the following
that
lim
t↑ω
1− H(t + x/w(t))
1− H(t) = exp(−x), x ∈ R, (5)
where w(x) ≈ 1/E{R − x|R > x} for all x large; the unit Gumbel distribution is Λ(x) = exp(− exp(−x)), x ∈ R. A crucial
property of the Gumbel MDA assumption on H is that the function
ν(t) =

w(t)t when ω = +∞,
w(t)(ω − t) when ω < +∞
satisfies
lim
t↑ω ν(t) = ∞ (6)
see [12,25] for details on the Gumbel MDA.
Let A∗ (respectivelyΣ∗) be the (d−1)×(d−1) triangular (resp. symmetric)matrix obtained from A (resp.Σ) by dropping
the first column and the first row, i.e.,
A =

1 a
0 A∗

,
where the (horizontal) vector a is equal to the first row of Awithout the first coefficient.
Since we assume that the matrix A is non-singular, then
Σ = A⊤A =

1 a
a⊤ A⊤∗ A∗ + a⊤a

and Σ∗ = A⊤∗ A∗ + a⊤a. (7)
Furthermore, the square matrix
Σ = 1 00 A⊤∗ A∗

which will play a crucial role in our derivations below is positive definite and |Σ | = |A∗|2.
Theorem 4.1. Let C[α] be the copula of the conditional df of X with respect to the condition X1 > t, where P {X1 > t} = α ∈
(0, 1]. Then
lim
α→0 C[α](p, q) = C (p, q), q = (q1, . . . , qd−1), (8)
where C is a Gaussian copula with a covariance matrix Σ defined above.
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Remark 4.1. (a) It is well-known (see e.g., [3]) that if B is another square matrix such that B⊤B = A⊤A, then RB⊤U d= RA⊤U .
Hence considering an upper triangular matrix A is no restriction.
(b) Conditional limit results for bivariate elliptical random vectors go back to works of Berman, see the excellent
monograph [1].
Example 4.1. Consider X a d-dimensional elliptical random vector with stochastic representation (2) such that Σ := A⊤A
has all diagonal elements equal 1, and the off-diagonal elements equal ρ ∈ (−1/n, 1). Assume that the associated random
radius R has the following tail asymptotics
P {R > x} ∼ c1xc2 exp(−c3xc4), x →∞, (9)
with ci(i ≤ 4) some positive constants. It follows easily that the df H of R is in the Gumbel MDA. Consequently, the result of
Theorem 4.1 holds with covariance matrix
Σ = 1 00 Σ∗ − ρ2B

,
where B is a (d− 1)× (d− 1) square matrix with all elements equal 1.
Corollary 4.1. The only invariant elliptical copulas fulfilling (2) and (5) are Gaussian copulas of random vectors (X1, . . . , Xd)
such that X1 and (X2, . . . , Xd) are independent.
Our next goal is to investigate the speed with which the conditional elliptical copula is tending to the limit copula C . To
achieve that we need better estimates than the limit (5).
Assumption 4.1. The random vector X is absolutely continuous and its pdf is given by (3). For some constants θ ∈ R,
β1 ∈ (−1, 0], β2 ∈ [0,∞) and a scaling functionw(t) satisfying (6) we have
g

1
2
t2 + tz
w(t)

= g

1
2
t2

e−z

1+ λ(z, t)η(t)

, (10)
where for all t in a left-neighbourhood of ω ∈ (0,∞] and z > 0
|λ(t, z)| ≤ θ max

zβ1 , zβ2

,
and η(t) is some positive function such that limt↑ω η(t) = 0.
Below we provide two examples of density generators which fulfill Assumption 4.1, one example where only a subclass of
the family of generators satisfy it and one example of the density generator which does not fulfill it.
Example 4.2. The density generator of centered Gaussian random vector in Rd has the form
g(x) = 1
(2π)n/2
e−x.
Puttingw(t) = t we get η(t) = 0. Indeed
g

1
2
t2 + z

= g

1
2
t2

e−z, z > 0,
hence for this example θ = 0.
Example 4.3. For some fixed ω ∈ (0,∞) let g be a density generator given by
g(x) =
c exp
 −1
ω2 − 2x

for x ∈

0,
ω2
2

,
0 otherwise,
where c is a positive constant. Putting
w(t) = 2t
(ω2 − t2)2 , β1 = 0, β2 = 2 and η(t) = ω
2 − t2
we obtain
λ(z, t) =

1
η(t)

exp
 −η(t)z2
1− η(t)z

− 1

for z <
1
η(t)
,
− 1
η(t)
for z ≥ 1
η(t)
,
and θ can be chosen to be some large constant.
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Example 4.4. Let X be as in Example 4.1. Furthermore let R be absolutely continuous with the density
h(x) ∼ − d
dx
c1xc2 exp(−c3xc4), x →∞, (11)
with ci(i ≤ 4) some positive constants. It follows that the density generator of X fulfills the Assumption 4.1 if and only if
c4 ≥ 2. Moreover for c4 ≥ 2 we may take
w(t) = c3c4tc4−1, β1 = 0, β2 = 2+ c4 + (c2 − d− 2)
+
2
, η(t) = t−c4 .
Example 4.5. In order to demonstrate the relevance of condition (11)we consider the absolutely continuous elliptical vector
X such that for sufficiently large x
P{R > x} = (x4 + G(x)) exp(−x2), G(x) = 1−
∞
n=1
2nΦ

(x− n) exp(n3) ,
whereΦ is a distribution function of N(0, 1). Since the density is unbounded, the Assumption 4.1 is not fulfilled.
As it is shown in our main result below, the approximation of C[α] is controlled by the following function
η∗(t) := max((tw(t))−1, η(t)), t ∈ (0, ω), (12)
which is on one side influenced by the MDA condition through the scaling function w(·), and on the other side by the
existence of the function η suggested in the Assumption 4.1.
The proposition below shows that Assumption 4.1 implies a refinement of the limit relation (5).
Proposition 4.1. If Assumption 4.1 holds for the density generator g, then the df H of the associated random radius R with pdf
h given by (4) satisfies uniformly for x ∈ [0,∞)
1− H(t + x/w(t))
1− H(t) = exp(−x)+ O(η
∗(t)), (13)
with η∗(t) defined in (12).
Furthermore Assumption 4.1 implies a refinement of the limit relation (8).
Theorem 4.2. Let C[α] be the copula of the conditional df of X with respect to the condition X1 > t, where P {X1 > t} = α ∈
(0, 1]. If the Assumption 4.1 is valid, then we have for P {X1 > t} → 0 a uniform expansion in (p, q) ∈ (0, 1] × [0, 1]d−1 with
q = (q1, . . . , qd−1)
C[α](p, q) = C (p, q)− p ln p√
tw(t)
∇aΦ

Φ−11 (q1), . . . ,Φ
−1
d−1(qd−1)
+ O(η∗(t)), (14)
where C is the Gaussian copula from Theorem 4.1, Φ is a Gaussian df of a centered Gaussian random vector with the covariance
matrix A⊤∗ A∗ andΦi are its marginals.
Remark 4.2. By utilising in the proof of Theorem 4.2 the result of Lemma 5.3 (instead of that of Lemma 5.2) we obtain:
(i) If X is a Gaussian vector then the expansion (14) can be prolonged. Namely for any positive integer N , there exist
analytic functions Fi(p, q) such that
C[α](p, q) = C (p, q)+
N
i=1
Fi(p, q)
1
t i
+ O(t−N).
(ii) IfX is any elliptical randomvector fulfilling Assumption 4.1, then the expansion (14) is the beginning part of the following
one
C[α](p, q) = C (p, q)+
N
i=1
Fi(p, q)
1
(tw(t))i/2
+ O(max((tw(t))−N/2, η(t))),
where N is any positive integer and Fi(p, q) are the same as for the Gaussian vector.
402 E. Hashorva, P. Jaworski / Journal of Multivariate Analysis 111 (2012) 397–407
5. Further results and proofs
Proof of Proposition 3.2. Let FX and Fi be the df’s of X, Yi, i ≤ d−1. The conditional df’s are given by the following formulas
F[α](t) = P {X ≤ t | X > q} =

0 for t < q,
1
α
(FX (t)+ α − 1) for t ≥ q.
F[α],i(t) = P {Yi ≤ t | X > q} = P {Yi ≤ t, X > q}P {X > q} =
Ci(α, Fi(t))
α
.
Next, we verify that the composition of C[α] and the marginal conditional df’s is equal to the joint conditional df. For x ≥ q
we obtain (set y = (y1, . . . , yd−1))
C[α](F[α](x), F[α],1(y1), . . . , F[α],d−1(yd−1))
= C[α]

FX (t)+ α − 1
α
,
C1(α, F1(y1))
α
, . . . ,
Cd−1(α, Fd−1(yd−1))
α

= 1
α
C(α, F1(y1), . . . , Fd−1(yd−1))−C(1− FX (x), F1(y1), . . . , Fd−1(yd−1))
= P {X ≤ x, Y ≤ y | X ≤ q} ,
which for x < q simplifies to
C[α](F[α](x), F[α],1(y1), . . . , F[α],d−1(yd−1)) = C[α](0, F[α],1(y1), . . . , F[α],d−1(yd−1))
= P {X ≤ x, Y ≤ y | X > q} ,
hence the claim follows. 
Proof of Theorem 4.1. By definition C[α] is the copula corresponding to the distribution function
Ft(x) = P {X ≤ x|X1 ≥ t} , x = (x1, x2, . . . , xd).
By the invariance of the copula under increasing transformations of marginals, it is also the copula corresponding to the
distribution function
Gt(x) = P

X1 ≤ t + x1
w(t)
, X2 ≤ ta1 + x2χ(t), . . . , Xd ≤ tad−1 + xdχ(t)|X1 ≥ t

,
where
χ(t) :=

t
w(t)
.
Now, repeating the arguments from the Remark 3.3.ii in [14], we get that Gt → G∞ as α = P(X1 > t)→ 0, where
G∞(x) = (1− e−x1)Φ(x2, . . . , xd), for x1 ≥ 0,
whereΦ is a Gaussian df with covariance equal A⊤∗ A∗ = Σ∗ − a⊤a and mean zero. Since the margins of G∞ are continuous,
the corresponding copula C is uniquely determined. By the Ascoli Theorem (see for example Theorem 3.2.5 [20]), we get
that C[α] are converging to C as α → 0. Furthermore
C (p, q1, . . . , qd−1) = pCΦ(q1, . . . , qd−1).
Hence the limiting copula C is that of a Gaussian random vector with covariance matrix equal
Σ = 1 00 Var(Z)

,
where Z has dfΦ , and thus the claim follows. 
The proof of Theorem 4.2 is based on the following two lemmas.
Lemma 5.1. For any ξ ∈ Rd with ξI = (ξ2, . . . , ξd) and t ∈ R we have
(t + ξ1, ta+ ξI)Σ−1(t + ξ1, ta+ ξI)⊤ = (t + ξ1)2 + (ξI − ξ1a)A−1∗ (A⊤∗ )−1( ξI − ξ1a)⊤,
provided that Σ = A⊤A is a positive definite d× d matrix and its first row equals (1, a).
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Proof of Lemma 5.1. First note that in view of (7) and the fact thatΣ is positive definite
Σ−1 = A−1(A⊤)−1 =

1+ aA−1∗ (A⊤∗ )−1a⊤ −aA−1∗ (A⊤∗ )−1
−A−1∗ (A⊤∗ )−1a⊤ A−1∗ (A⊤∗ )−1

. (15)
Furthermore, since the first row ofΣ equals (1, a)we have
(1, a)Σ−1 = (1, 0, . . . , 0) ∈ Rd.
Hence for any t ∈ R
(t + ξ1, ta+ ξI)Σ−1(t + ξ1, ta+ ξI)⊤ = t2(1, a)Σ−1(1, a)⊤ + 2t(1, a)Σ−1(ξ1, ξI)⊤ + (ξ1, ξI)Σ−1(ξ1, ξI)⊤
= t2 + 2tξ1 + ξ 21 (1+ aA−1∗ (A⊤∗ )−1a⊤)− 2ξ1aA−1∗ (A⊤∗ )−1 ξI + ξIA−1∗ (A⊤∗ )−1 ξI⊤
= (t + ξ1)2 + (ξI − ξ1a)A−1∗ (A⊤∗ )−1(ξI − ξ1a)⊤
establishing thus the proof. 
Remark 5.1. For generalizations of Lemma 5.1 the reader is referred to [2, Lemma 4.1].
Lemma 5.2. Let X be an elliptical random vector with density generator g satisfying the assumptions in Theorem 4.2. For all
x ∈ (0, 1], v ∈ (−∞,+∞)d−1 and t in a left-neighbourhood of ω the following estimate
P

X1 > t − ln x
w(t)
,XI ≤ ta+

t
w(t)
v

= (2π)(d−1)/2 t
(d−1)/2
w(t)(d+1)/2
g

1
2
t2

xΦ

v + 1− ln x√
tw(t)
a

+ O(η∗(t))

(16)
is uniform in (x, v) with XI = (X2, . . . , Xd), andΦ the df of a centered Gaussian random vector with covariance matrix A⊤∗ A∗.
Proof of Lemma 5.2. We define as above χ(t) =

t
w(t) and let ξ := (ξ1, . . . , ξd) to denote a row vector with subvector
ξI = (ξ2, . . . , ξd). For any t in a left-neighbourhood of ω we have
P := P

X1 > t − ln x
w(t)
,XI ≤ ta+ χ(t)v

= 1|Σ |1/2
 +∞
t− ln x
w(t)
 ta1+χ(t)v1
−∞
· · ·
 tad−1+χ(t)vd−1
−∞
g

1
2
ξΣ−1ξ⊤

dξd · · · dξ1.
After substitution
ξ1 → t + ξ1
w(t)
, ξI → ta+ χ(t)ξI
we get
P = 1|Σ |1/2
t(d−1)/2
w(t)(d+1)/2
 +∞
− ln x
 v1
−∞
· · ·
 vd−1
−∞
× g

1
2

t + ξ1
w(t)
, ta+ χ(t)ξI

Σ−1

t + ξ1
w(t)
, ta+ χ(t)ξI
⊤
dξd · · · dξ1
= 1|Σ |1/2
t(d−1)/2
w(t)(d+1)/2
 +∞
− ln x
 v1
−∞
· · ·
 vd−1
−∞
× g

1
2

t + ξ1
w(t)
2
+ t
w(t)

ξI −
ξ1√
tw(t)
a

A−1∗ (A
⊤
∗ )
−1

ξI −
ξ1√
tw(t)
a
⊤
dξd · · · dξ1.
Next by Assumption 4.1 with
z = ξ1 + ξ
2
1
2tw(t)
+ 1
2

ξI −
ξ1√
tw(t)
a

A−1∗ (A
⊤
∗ )
−1

ξI −
ξ1√
tw(t)
a
⊤
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we obtain
P = 1|Σ |1/2
t(d−1)/2
w(t)(d+1)/2
 +∞
− ln x
 v1
−∞
· · ·
 vd−1
−∞
g

1
2
t2

× exp

−ξ1 − ξ
2
1
2tw(t)
− 1
2

ξI −
ξ1√
tw(t)
a

A−1∗ (A
⊤
∗ )
−1

ξI −
ξ1√
tw(t)
a
⊤
×

1+ O(max(ξβ11 , ξ 2β21 , ∥ξI∥2β2))η(t)

dξd · · · dξ1
= (2π)(d−1)/2 |B
−1|1/2
|Σ |1/2
t(d−1)/2
w(t)(d+1)/2
g

1
2
t2
 +∞
− ln x
e−ξ1Φ

v + ξ1√
tw(t)
a

dξ1 + O(η∗(t))

,
whereΦ is the df of a centered Gaussian random vector with inverse covariance matrix B = A−1∗ (A⊤∗ )−1. Since further +∞
− ln x
e−ξ1Φ

v + ξ1√
tw(t)
a

dξ1 =
 x
0
Φ

v − ln s√
tw(t)
a

ds
= Φ

v − ln s√
tw(t)
a

s
x
0
+ 1√
tw(t)
 x
0
∇aΦ

v − ln s√
tw(t)
a

ds
= xΦ

v − ln x√
tw(t)
a

+ s√
tw(t)
∇aΦ

v − ln s√
tw(t)
a
x
0
+ O((tw(t))−1)
= xΦ

v − ln x√
tw(t)
a

+ x√
tw(t)
∇aΦ

v − ln x√
tw(t)
a

+ O((tw(t))−1)
= xΦ

v + 1− ln x√
tw(t)
a

+ O((tw(t))−1)
the claim follows by the fact that B−1 = A⊤∗ A∗, and |Σ | = |B−1|. 
Remark 5.2. In Lemma 5.2 we can include also the case that some vi = +∞. Indeed in that case also vi − ln x√tw(t)ai = +∞.
Therefore, we may put
∂Φ(v1, . . . , vi−1,+∞, vi+1, . . . , vd−1)
∂vi
= 0
and apply the same arguments as above.
Proof of Proposition 4.1. When the density generator g(t) fulfills Assumption 4.1, the same is valid for gβ(t) = tβg(t) for
any positive real β with η replaced by η∗ defined in (12). In view of (4), applying Lemma 5.2 for d = 1 and x := exp(−χ)
we obtain as t ↑ ω
1− H

t + χ
w(t)

= h(t)
w(t)
(e−χ + O(η∗(t))).
Consequently
1− H(t + χ/w(t))
1− H(t) =
e−χ + O(η∗(t))
1+ O(η∗(t)) = e
−χ + O(η∗(t))
uniformly for χ ≥ 0 as t ↑ ω, and thus the claim follows. 
Proof of Theorem 4.2. This proof is not just a refinement of the proof of Theorem 4.1, since we can not apply the Ascoli
Theorem in these settings.
For notational simplicity we put
D(t) := (2π)(d−1)/2 det(A∗) u
(d−1)/2
w(t)(d+1)/2
g

1
2
t2

and χ(t) :=

t
w(t)
.
Taking (x, v) in Lemma 5.2 equal respectively to
(1,+∞d−1), (x1,+∞d−1),

1,+∞i−1, vi − ai√
tw(t)
,+∞d−i−1

and

x1, v − ln x√
tw(t)
a

,
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with x1 ∈ (0, 1], we get for t in a left-neighbourhood of ω
α = P {X1 > t} = D(t)

1+ O(η∗(t)) ,
P

X1 > t − ln x1
w(t)

= D(t) x1 + O(η∗(t)) ,
P

X1 > t, Xi+1 ≤ tai + χ(t)

vi − 1√
tw(t)
ai

= D(t) Φi(vi)+ O(η∗(t)) ,
P

X > t − ln x1
w(t)
,XI ≤ ta+ χ(t)

v − 1√
tw(t)
a

= D(t)

x1Φ

v − ln x1√
tw(t)
a

+ O(η∗(t))

.
Let for i = 1, . . . , d− 1
yi = P

Xi+1 − tai ≤ (xi+1 − ai(tw(t))−1/2)χ(t)

.
We haveCi(α, yi)
α
= P

Xi+1 − tai ≤ (xi+1 − ai(tw(t))−1/2)χ(t), X1 > t

P {X1 > t}
= Φi(xi+1)+ O(η∗(t)),
whereΦi is a univariate Gaussian df with variance equal
(A∗A⊤∗ )i,i =
d−1
k=i
(A∗)2k,i = Σi+1,i+1 − ai2
and zero mean, whereΣi+1,i+1 and (A∗(A∗)⊤)i,i are the diagonal elements ofΣ and (A∗A⊤∗ ).
Furthermore, for any ξ ∈ (0, 1] (set ξ(t) := (ln ξ)/w(t))
P

X1 > t −ξ(t)
P {X1 > t} = ξ + O(η
∗(t)).
Next by the fact that copulas are Lipschitz functions we have set y = (y1, . . . , yd−1)
1
α
C(ξα, y)−C(P X1 > t −ξ(t) , y) ≤ 1
α
ξα − P X1 > t −ξ(t) =
ξ − P

X1 > t −ξ(t)
P {X1 > t}
 = O(η∗(t)).
Hence we getC(ξα, y)
α
=
C P X1 > t −ξ(t) , y
α
+ O(η∗(t))
= P

XI ≤ ta+ χ(t)

v − (tw(t))−1/2a , X1 > t −ξ(t)
P {X1 > t} + O(η
∗(t))
= ξΦ

xI − ln ξ√
tw(t)
a

+ O(η∗(t)).
From the above and Eq. (1) we obtain that for any p ∈ [0, 1]
C[α]

p,
C1(α, y1)
α
, . . . ,
Cd−1(α, yd−1)
α

= C(α, y)−C(α(1− p), y)
α
= pΦ

xI − ln p√
tw(t)
a

+ O(η∗(t)).
On the other side we haveC[α]

p,
C1(α, y1)
α
, . . . ,
Cd−1(α, yd−1)
α

− C[α]

p,Φ1(x2), . . . ,Φd−1(xd)

≤
 C1(α, y1)α − Φ1(x2)
+ · · · +
Cd−1(α, yd−1)α − Φd−1(xd)
 = O(η∗(t))
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implying
C[α](p,Φ1(x2), . . . ,Φd−1(xd)) = pΦ

xI − ln p√
tw(t)
a

+ O(η∗(t)).
Putting qi = Φi(xi+1)we get with q = (q1, . . . , qd−1)
C[α](p, q) = pΦ

Φ−11 (q1)−
ln p√
tw(t)
a1, . . . ,Φ−11 (qd−1)−
ln p√
tw(t)
ad−1

+ O(η∗(t))
= pΦ Φ−11 (q1), . . . ,Φ−11 (qd−1)− p∇aΦ(Φ−11 (q1), . . . ,Φ−11 (qd−1)) ln p√tw(t) + O(η∗(t))
= pCΦ(q)− p∇aΦ(Φ−11 (q1), . . . ,Φ−11 (qd−1))
ln p√
tw(t)
+ O(η∗(t)),
and thus the claim follows. 
For sufficiently small η the expansion (16) can be refined:
Lemma 5.3. Let X be an elliptical random vector with density generator g satisfying the assumptions on Theorem 4.2. Then there
exist bounded analytic functions Gi(ξ , v), defined on R+ × Rd−1 such that for any any positive integer N and all x ∈ (0, 1],
v ∈ (−∞,+∞)d−1 and t in a left-neighbourhood of ω the following estimate
P

X1 > t − ln x
w(t)
,XI ≤ ta+

t
w(t)
v

= (2π)(d−1)/2 t
(d−1)/2
w(t)(d+1)/2
g

1
2
t2

×

xΦ(v)+
N
i=1
Gi(− ln x, v) 1
(tw(t))i/2
+ O(max((tw(t))−N/2, η(t)))

(17)
is uniform in (x, v) with XI = (X2, . . . , Xd), andΦ the df of a centered Gaussian random vector with covariance matrix A⊤∗ A∗.
Proof of Lemma 5.3. Following the same lines of reasoning as in the proof of Lemma 5.2 we get
P = (2π)(d−1)/2 |B
−1|1/2
|Σ |1/2
t(d−1)/2
w(t)(d+1)/2
g

1
2
t2

×
 +∞
− ln x
exp

−ξ1 − ξ
2
1
2tw(t)

Φ

v + ξ1√
tw(t)
a

dξ1 + O(η(t))

.
After integration by parts an application of the Taylor formula we obtain +∞
− ln x
exp

−ξ1 − ξ
2
1
2tw(t)

Φ

v + ξ1√
tw(t)
a

dξ1 = xΦ(v)+
N
i=1
Gi(− ln x, v) 1
(tw(t))i/2
+ O((tw(t))−N/2),
where Gi are analytic functions, and thus the proof follows. 
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