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Abstract. Shuffle projection is motivated by the verification of safety
properties of special parameterized systems. Basic definitions and prop-
erties, especially related to alphabetic homomorphisms, are presented.
The relation between iterated shuffle products and shuffle projections is
shown. A special class of multi-counter automata is introduced, to for-
mulate shuffle projection in terms of computations of these automata
represented by transductions. This reformulation of shuffle projection
leads to construction principles for pairs of languages closed under shuf-
fle projection. Additionally, it is shown that under certain conditions
these transductions are rational, which implies decidability of closure
against shuffle projection. Decidability of these conditions is proven for
regular languages. Finally, without additional conditions, decidability of
the question, whether a pair of regular languages is closed under shuffle
projection, is shown. In an appendix the relation between shuffle projec-
tion and the shuffle product of two languages is discussed. Additionally,
a kind of shuffle product for computations in S-automata is defined.
Keywords: abstractions of parameterised systems, self-similarity of sys-
tem behaviour, iterated shuffle products, multicounter automata, shuffled
runs of computations in multicounter automata, rational transductions,
decidability of shuffle projection, simulation by Petri net
1 Introduction and Motivation
The definition of shuffle projection is motivated by our investigations of self-
similarity of scalable systems [11]. Let us consider some examples:
Example 1. A server answers requests of a family of clients. The actions of the
server are considered in the following. We assume w.r.t. each client that a request
will be answered before a new request from this client is accepted. If the family
of clients consists of only one client, then the automaton in Fig. 1(a) describes
the system behavior S ⊂Σ∗, where Σ = {a,b}, the label a depicts the request,
and b depicts the response.
Example 2. Fig. 1(b) now describes the system behavior S{1,2} ⊂Σ
∗
{1,2} for two
clients 1 and 2, under the assumption that the server handles the requests of
different clients non-restricted concurrently.
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(a) Actions at a server
w.r.t. a client
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(b) Two clients served concur-
rently by one server
Fig. 1. Scalable client-server system
For ∅ 6= I and i ∈ I let Σ{i} denote pairwise disjoint copies of Σ. The ele-
ments of Σ{i} are denoted by ai and ΣI :=
⋃˙
i∈I
Σ{i}. Additionally let Σ∅ := ∅,
andΣ∗∅ := {ε}. The index i describes the bijection a↔ ai for a∈Σ and ai ∈Σ{i}.
Example 3. For ∅ 6= I ⊂ N with finite I, let now SI ⊂ Σ
∗
I denote the system
behavior w.r.t. the client set I. For each i ∈N S{i} is isomorphic to S, and SI
consists of the non-restricted concurrent run of all S{i} with i ∈ I.
Let I1 denote the set of all finite non-empty subsets of N (the set of all possible
clients). Then, the family (SI )I∈I1 has the following properties:
– I ⊂K implies SI ⊂ SK (monotony)
– I ≈K implies SI ≈ SK (uniform parameterization)
Such families are called scalable systems [11].
Here ≈ denotes isomorphic. Notice, each bijection ι : I →K defines an isomor-
phism ιIK :Σ
∗
I →Σ
∗
K .
In section 2 the basic definitions and properties, especially related to al-
phabetic homomorphisms, are presented. Section 3 shows the relations between
iterated shuffle products and shuffle projections. In section 4 a special class of
multi-counter automata are introduced, to formulate in section 5 shuffle projec-
tion in terms of computations of these automata. This reformulation of shuffle
projection leads in section 6 to construction principles for pairs of languages
closed under shuffle projection. In section 7 the results of section 5 are repre-
sented by transductions. Additionally, it is shown that under certain conditions
these transductions are rational, which imply decidability of closure against shuf-
fle projection. In section 8 decidability of these conditions is proven for regular
languages. Finally, without the restrictions of section 7, decidability of the ques-
tion, whether a pair of regular languages is closed under shuffle projection, is
shown. In an appendix the relation between shuffle projection and the shuffle
product of two languages is discussed. Additionally a kind of shuffle product for
computations in S-automata is defined, which shows the results of section 5 from
another point of view.
2
2 Basic Definitions and Homomorphic Properties
Definition 1.
For I ⊂N and n ∈N let τIn :Σ
∗
I →Σ
∗ be the homomorphisms defined by
τIn(ai) =
{
a | ai ∈ΣI∩{n}
ε | ai ∈ΣI\{n}
.
For a singleton set {n}, τ
{n}
n :Σ∗{n}→Σ
∗ is an isomorphism.
For I ∈ I1 holds
SI =
⋂
n∈I
(τIn)
−1(S).
Definition 2 ( (L˙(L)I )I∈I1 ).
Let ∅ 6= L⊂Σ∗ be prefix closed and
L˙(L)I :=
⋂
i∈I
(τIi )
−1(L)
for I ∈ I1.
The systems L˙(L)I consist of the “non-restricted concurrent run” of all sys-
tems (τ
{i}
i )
−1(L)⊂Σ∗{i} with i∈ I. Because τ
{i}
i :Σ
∗
{i}→Σ
∗ are isomorphisms,
(τ
{i}
i )
−1(L) are pairwise disjoint copies of L.
Theorem 1.
(L˙(L)I)I∈I1 is a scalable system [11].
Now we show how to construct well-behaved systems by restricting concurrency
in the behaviour-family L˙. In Example 3 holds SI = L˙(S)I for I ∈ I1. If, in Ex-
ample 3, the server needs specific resources for the processing of a request, then
- on account of restricted resources - an non-restricted concurrent processing of
requests is not possible. Thus, restrictions of concurrency in terms of synchro-
nization conditions are necessary. One possible but very strong restriction is the
requirement that the server handles the requests of different clients in the same
way as it handles the requests of a single client, namely, on the request follows
the response and vice versa. This synchronization condition can be formalized
with the help of S and the homomorphisms ΘI .
Definition 3.
For a set I let the homomorphism
ΘI :Σ∗I →Σ
∗ be defined by ΘI (ai) := a,
for i ∈ I and a ∈Σ.
3
Example 4. Restriction of concurrency on account of restricted resources: one
“task” after another. All behaviors with respect to i ∈ I influence each other.
Let
S¯I := SI ∩ (Θ
I )−1(S) =
⋂
i∈I
(τIi )
−1(S)∩ (ΘI )−1(S)
for I ∈ I1.
From the automaton in Fig. 1(b) it is evident that S¯{1,2} will be recognized by
the automaton in Fig. 2(a). Given an arbitrary I ∈ I1, then S¯I is recognized
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(a) Automaton recognizing S¯{1,2}
0 i
ai
bi
(b)
Fig. 2.
by an automaton with state set {0}∪ I and state transition relation given by
Fig. 2(b) for each i ∈ I. From this automaton it is evident that (S¯I)I∈I1 is a
scalable system [11].
Definition 4 ( (L¯(L,V )I )I∈I1). Let ∅ 6= L⊂ V ⊂Σ
∗ be prefix closed and
L¯(L,V )I :=
⋂
n∈I
(τIn)
−1(L)∩ (ΘI )−1(V ) for I ∈ I1.
In [11] it is shown
Theorem 2. (L¯(L,V )I)I∈I1 is a scalable system.
To consider arbitrary scalable systems (LI )I∈I general parameter structures
have to be defined:
Definition 5 (parameter structure). Let N be a countable (infinite) set and
∅ 6= I ⊂ 2N \ {∅}. I is called a parameter structure based on N .
Definition 6 (self-similar scalable system). For arbitrary sets I ′ ⊂ I let
ΠII′ :Σ
∗
I →Σ
∗
I′ with
ΠII′(ai) =
{
ai | ai ∈ΣI′
ε | ai ∈ΣI \ΣI′.
A scalable system (LI )I∈I is called self-similar iff
ΠII′(LI ) = LI′ for each I,I
′ ∈ I with I ′ ⊂ I.
4
Examples: In [11] it is shown that (SI)I∈I1 and (S¯I)I∈I1 are self-similar scalable
systems.
In [10] it is shown that for self-similar scalable systems a large class of safety
properties (uniformly parameterized safety properties) can be verified by in-
specting only one corresponding “prototype system” instead of inspecting the
whole family of systems. This demonstrates the importance of self-similarity for
scalable systems.
The following example shows that not each (L¯(L,V )I)I∈I1 is self-similar.
Example 5. Let G ⊂ {a,b,c}∗ the prefix closed language that is recognized by
the automaton in Fig. 3(a). Let H ⊂ {a,b,c}∗ the prefix closed language that
is recognized by the automaton in Fig. 3(b). It holds ∅ 6= G ⊂ H , however,
(L(G, E¯I1 ,H)I)I∈I1 is not self-similar, e.g.,
Π
{1,2,3}
{2,3} (L(G, E¯I1 ,H){1,2,3}) 6= (L(G, E¯I1 ,H){2,3} because
a1b1a2a3 ∈ L(G, E¯I1 ,H){1,2,3}, and hence a2a3 ∈ Π
{1,2,3}
{2,3} (L(G, E¯I1 ,H){1,2,3}),
but a2a3 /∈ (L(G, E¯I1 ,H){2,3}.
1
2 3
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b
c
(a) Automaton recognizing G
1
2 3
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(b) Automaton recognizing H
Fig. 3. Counterexample
Theorem 3. Let ∅ 6= L ⊂ V ⊂ Σ∗ be prefix closed and (L¯(L,V )I )I∈I1 self-
similar. Then
ΠNK [(
⋂
n∈N
(τNn )
−1(L))∩ (ΘN)−1(V )]⊂ (ΘN)−1(V )
for each subset K ⊂N.
Proof. Let w∈
⋂
n∈N
(τNn )
−1(L)∩(ΘN)−1(V ), then there exists J ∈I1 with w∈Σ∗J
and therefore
w ∈ L¯(L,V )J . (1)
Now
ΠNK(w) =Π
J
K∩J (w). (2)
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If K ∩J = ∅, then
ΠNK(w) = ε ∈ (Θ
N)−1(V ). (3)
If K∩J 6= ∅, then K∩J ∈ I1. Now (1), (2) and self-similarity of (L¯(L,V )I)I∈I1
implies
ΠNK(w) ∈ L¯(L,V )K∩J ⊂ (Θ
K∩J )−1(V )⊂ (ΘN)−1(V ). (4)
(3) and (4) completes the proof of Theorem 3.
In [11] it is shown that
ΠNK [(
⋂
n∈N
(τNn )
−1(L))∩ (ΘN)−1(V )]⊂ (ΘN)−1(V ) for each subset ∅ 6=K ⊂N
is a sufficient condition for self-similarity of a large class of scalable systems
including (L¯(L,V )I )I∈I1 . So we define:
Definition 7 (closed under shuffle projection). Let U,V ⊂Σ∗. V is closed
under shuffle projection with respect to U , iff
ΠNK [(
⋂
n∈N
(τNn )
−1(U))∩ (ΘN)−1(V )]⊂ (ΘN)−1(V ) for each subset ∅ 6=K ⊂N.
We abbreviate this by SP(U,V ).
Now it holds
Corollary 1. Let ∅ 6= L⊂ V ⊂Σ∗ be prefix closed. Then SP(L,V ) is equivalent
to self-similarity of (L¯(L,V )I)I∈I1 .
Remark. It is easy to see that in Definition 7 N can be replaced by any set N
having the same cardinality as N [11].
In the last section of this paper decidability of SP(U,V ) will be proven
for regular languages U and V . In preparation for this proof and supplementary
to this result, first we investigate sufficient conditions for SP(U,V ) and equiva-
lent formulations of SP(U,V ).
By simple set theory the definition of SP(U,V ) has some immediate con-
sequences:
SP(U,V ) implies SP(U ′,V ) for each U ′ ⊂ U. (5)
Let ∅ 6= I. Then SP(U,Vi) for each i ∈ I implies
SP(U,
⋂
i∈I
Vi) and SP(U,
⋃
i∈I
Vi). (6)
In [11] the following theorem has been proven:
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Theorem 4. Let ϕ :Σ∗→ Φ∗ be an alphabetic homomorphism and W,X ⊂ Φ∗,
then SP(W,X) implies SP(ϕ−1(W ),ϕ−1(X)).
Because of (5) and Theorem 4
SP(ϕ(U),V ) implies SP(U,ϕ−1(V )). (7)
The inverse of implication (7) also holds. For its proof additional notations and
a lemma is needed:
Let K be a non-empty set. Each alphabetic homomorphism ϕ : Σ∗ → Φ∗
defines a homomorphism ϕK :Σ∗K → Φ
∗
K by
ϕK(an) := (ϕ(a))n for an ∈ΣK , where (ε)n := ε. (8)
If τ¯Kn : Φ
∗
K → Φ
∗ and Θ¯K : Φ∗K → Φ
∗ are defined analogously to τKn and Θ
K ,
then
ϕ◦ τKn = τ¯
K
n ◦ϕ
K , and ϕ◦ΘK = Θ¯K ◦ϕK . (9)
Let K ⊂N and Π¯NK : Φ
∗
N → Φ
∗
K be defined analogously to Π
N
K , then
Π¯NK ◦ϕ
N = ϕK ◦ΠNK . (10)
Lemma 1. Let ϕ :Σ∗→ Φ∗ be an alphabetic homomorphism, U ⊂ Φ∗ and N be
a non-empty set, then
ϕN (
⋂
t∈N
(τNt )
−1(U)) =
⋂
t∈N
(τ¯Nt )
−1(ϕ(U)).
Proof. Because of (9) for x ∈
⋂
t∈N
(τNt )
−1(U) and t ∈N holds
τ¯Nt (ϕ
N (x)) = ϕ(τNt (x)) ∈ ϕ(U),
and therefore
ϕN (
⋂
t∈N
(τNt )
−1(U))⊂
⋂
t∈N
(τ¯Nt )
−1(ϕ(U)).
The contrary inclusion will be proven by the following proposition:
For y ∈ Φ∗N let T (y) be the finite set defined by T (y) := {t ∈ N | τ¯
N
t (y) 6= ε}.
Then for each y ∈ Φ∗N and (ut)t∈N with τ¯
N
t (y) = ϕ(ut), ut ∈ Σ
+ for t ∈ T (y)
and ut = ε for t ∈ N \T (y) exists an x ∈ Σ∗N with y = ϕ
N (x) and τNt (x) = ut
for each t ∈N .
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Proof (Proof of the proposition by induction.).
Induction base.
For y = ε holds T (y) = ∅, and x= ε satisfies the proposition.
Induction step.
Let y = y′a′s ∈ Φ
∗
N with a
′
s ∈ Φ{s} and τ¯
N
t (y) = ϕ(ut) with ut ∈Σ
+ for t ∈ T (y)
as well as ut = ε for t ∈N \T (y).
Then holds s ∈ T (y), because τ¯Ns (y) = τ¯
N
s (y
′)a′s 6= ε.
Let now us = u
′
sv
′
s with v
′
s ∈ Σ
+, a′s = τ¯
N
s (a
′
s) = ϕ(v
′
s) 6= ε and u
′
s = ε when
τ¯Ns (y
′) = ε.
For t ∈N \ {s} let u′t := ut.
y′ ∈ Φ∗N and (u
′
t)t∈N now satisfy the induction hypothesis. Therefore exists
x′ ∈Σ∗N with y
′ = ϕN (x′) and τNt (x
′) = u′t for each t ∈N .
Because of the injectivity of τNs on Σ
∗
{s} exists now exactly one v˜s ∈Σ
+
{s} with
τNs (v˜s) = v
′
s.
According to the definition of ϕN now for v˜s holds:
ϕN (v˜s) = a
′
s, hence ϕ
N (x′v˜s) = ϕ
N (x′)ϕN (v˜s) = y
′a′s = y.
Because τNt (x
′v˜s) = τ
N
t (x
′) = u′t = ut for t ∈ N \ {s} and τ
N
s (x
′v˜s) =
τNs (x
′)τNs (v˜s) = u
′
sv
′
s = us is then x := x
′v˜s a proper x ∈ Σ∗N for y = y
′a′s ∈ Φ
∗
N
for the induction step. Therewith the proof of the proposition is completed.
From the above proposition follows the inclusion⋂
t∈N
(τ¯Nt )
−1(ϕ(U)) ⊂ ϕN (
⋂
t∈N
(τNt )
−1(U)),
which completes the proof of Lemma 1.
Theorem 5. Let ϕ : Σ∗ → Φ∗ be an alphabetic homomorphism, U ⊂ Σ∗ and
V ⊂ Φ∗, then SP(ϕ(U),V ) iff SP(U,ϕ−1(V )).
Proof.
On account of (7) it only has to be proven that SP(U,ϕ−1(V )) implies
SP(ϕ(U),V ).
For each mapping f :X→ Y , A⊂X and B ⊂ Y holds
f(A)∩B = f(A∩f−1(B)). (11)
Now Lemma 1, (9) and (11) imply
⋂
t∈N
(τ¯Nt )
−1(ϕ(u))∩ (Θ¯N )−1(V )
= ϕN [
⋂
t∈N
(τNt )
−1(U)∩ (ϕN )−1((Θ¯N )−1(V ))]
= ϕN [
⋂
t∈N
(τNt )
−1(U)∩ (ΘN )−1(ϕ−1(V ))] (12)
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for each non-empty set N .
Because of ϕK(w) = ϕN (w) for w ∈ Σ∗K ⊂ Σ
∗
N and ∅ 6= K ⊂ N , (9), (10),
(12) and SP(U,ϕ−1(V )) imply
Π¯NK [
⋂
t∈N
(τ¯Nt )
−1(ϕ(u))∩ (Θ¯N )−1(V )]
= ϕN (ΠNK [
⋂
t∈N
(τNt )
−1(U)∩ (ΘN )−1(ϕ−1(V ))])
⊂ ϕN ((ΘN )−1(ϕ−1(V )))
= ϕN ((ϕN )−1((Θ¯N )−1(V )))⊂ (Θ¯N )−1(V ). (13)
(13) shows SP(ϕ(U),V ), which completes the proof of Theorem 5.
SP(U,V ) can be reduced to a simpler condition than Definition 7. For that
purpose an additional notion and lemma is needed.
Generally for a word w ∈ Σ∗N κ(w) denotes the smallest subset of N
such that w ∈Σ∗
κ(w). More precisely
κ(ε) := ∅ and κ(wa) := κ(w)∪{i} for w ∈Σ∗N and a ∈Σ{i} with i ∈N. (14)
Lemma 2. Let N be an infinite set, K ⊂N and U ⊂Σ∗. Then
ΠNK (
⋂
t∈N
(τNt )
−1(U))⊂
⋂
t∈N
(τNt )
−1(U).
Proof.
If ε /∈ U , then
⋂
t∈N
(τNt )
−1(U) = ∅, and therefore
ΠNK (
⋂
t∈N
(τNt )
−1(U)) = ∅ ⊂
⋂
t∈N
(τNt )
−1(U).
Let now ε ∈ U , and x ∈ΠNK (
⋂
t∈N
(τNt )
−1(U)), then τNt (x) = ε ∈ U for t ∈N \K,
and τNt (x) = τ
N
t (w) ∈ U for w ∈
⋂
t∈N
(τNt )
−1(U) with ΠNK (w) = x and t ∈ K,
which implies x ∈
⋂
t∈N
(τNt )
−1(U). This completes the proof of the lemma.
Theorem 6. Let U,V ∈Σ∗, then SP(U,V ), iff there exists an infinite countable
set N such that
ΠNN\{n}[(
⋂
t∈N
(τNt )
−1(U))∩ (ΘN )−1(V )]⊂ (ΘN )−1(V ) (15)
for each n ∈N .
9
Proof. Let K ⊂N and w ∈Σ∗N , then by (14) holds
ΠNK (w) =Π
N
(N\κ(w))∪K(w) =Π
N
N\(κ(w)\K)(w).
Therefore SP(U,V ) iff there exists an infinite countable set N such that
ΠNN\R[(
⋂
t∈N
(τNt )
−1(U))∩ (ΘN )−1(V )]⊂ (ΘN )−1(V ) (16)
for each finite subset R⊂N .
Now it is sufficient to show that (16) follows from (15).
Proof (by induction on the cardinality of R⊂N).
Induction base.
(16) holds for R= ∅.
Induction step.
Let R=R′∪{n} with n ∈N \R′, then
ΠNN\R =Π
N\{n}
N\R′ ◦Π
N
N\{n}. (17)
On account of ΠN
N\R′(L) =Π
N\{n}
N\R′ (L) for L⊂Σ
∗
N\{n} ⊂Σ
∗
N (17) implies
ΠNN\R[(
⋂
t∈N
(τNt )
−1(U))∩ (ΘN )−1(V )] =
ΠNN\R′ [Π
N
N\{n}[(
⋂
t∈N
(τNt )
−1(U))∩ (ΘN )−1(V )]]. (18)
By Lemma 2 holds
ΠNK (
⋂
t∈N
(τNt )
−1(U))⊂
⋂
t∈N
(τNt )
−1(U),
and therefore
ΠNN\{n}[(
⋂
t∈N
(τNt )
−1(U))∩ (ΘN )−1(V )]⊂
⋂
t∈N
(τNt )
−1(U). (19)
Now (15) and (19) imply
ΠNN\{n}[(
⋂
t∈N
(τNt )
−1(U))∩(ΘN )−1(V )]⊂ (
⋂
t∈N
(τNt )
−1(U))∩(ΘN )−1(V ). (20)
From (18), (20) and the induction hypothesis it follows
ΠNN\R[(
⋂
t∈N
(τNt )
−1(U))∩ (ΘN )−1(V )]⊂
ΠNN\R′ [(
⋂
t∈N
(τNt )
−1(U))∩ (ΘN )−1(V )]⊂ (ΘN )−1(V ),
which completes the induction step and the proof of Theorem 6.
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Because of
⋂
t∈N
(τNt )
−1(U) = ∅ for U ⊂ Σ+, then trivially holds SP(U,V )
for each V ⊂Σ∗. Therefore in the following sections we consider SP(P ∪{ε},V )
for P,V ⊂Σ∗.
3 Iterated Shuffle Products
Definition 7 and the examples of scalable systems considered so far are related
to iterated shuffle products.
Definition 8 (iterated shuffle product P). For P ⊂Σ∗ let
P :=ΘN[
⋂
t∈N
(τNt )
−1(P ∪{ε})].
P is called the iterated shuffle product of P .
An immediate consequence of this definition is
∅ = {ε} = {ε}, P ∪{ε} ⊂ P and P ⊂ L for P ⊂ L⊂Σ∗. (21)
For an alphabetic homomorphism ϕ : Σ∗ → Φ∗ and L ⊂ Σ∗ holds xy ∈ ϕ(L) iff
there exist u,v ∈Σ∗ with x= ϕ(u), y = ϕ(v) and uv ∈ L. This implies
ϕ(pre(L)) = pre(ϕ(L) for each L⊂Σ∗. (22)
where pre(M) denotes the set of all prefixes of words w ∈M .
As ΘN and τNt are alphabetic homomorphisms, (22) implies
pre(P) = (pre(P )). (23)
Example 6. Let P = {ab}, then aabb ∈ P, because aabb = ΘN(a1a2b2b1),
τN1 (a1a2b2b1) = τ
N
2 (a1a2b2b1) = ab ∈ P and τ
N
t (a1a2b2b1) = ε for t ∈N\ {1,2}.
a1a2b2b1 is called a structured representation of aabb.
In this term SP(P ∪ {ε},V ) is a property of a certain set of structured
representations, which implies
Theorem 7. Let P,V ⊂Σ∗, then SP(P ∪{ε},V ) implies SP(P,V ).
For the proof of Theorem 7 additional notions and three lemmas from [9] are
needed. Let S and T be non-empty sets. For each ∅ 6= S′ ⊂ S and ∅ 6= T ′ ⊂ T let
ΘS
′×T ′
S′
:Σ∗S′×T ′ →Σ
∗
S′ with Θ
S′×T ′
S′
(a(s,t)) := as for each a(s,t) ∈ΣS′×T ′ and
ΘS
′×T ′
T ′
:Σ∗S′×T ′ →Σ
∗
T ′ with Θ
S′×T ′
T ′
(a(s,t)) := at for each a(s,t) ∈ΣS′×T ′ .
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Lemma 3 (Shuffle-lemma 1).
Let S, T be non-empty sets and M ⊂Σ∗, then⋂
s∈S
(τSs )
−1[ΘT (
⋂
t∈T
(τTt )
−1(M))] =ΘS×TS [
⋂
(s,t)∈S×T
(τS×T
(s,t)
)−1(M)],
which implies
ΘS [
⋂
s∈S
(τSs )
−1[ΘT (
⋂
t∈T
(τTt )
−1(M))]] =ΘS×T [
⋂
(s,t)∈S×T
(τS×T
(s,t)
)−1(M)],
because of
ΘS×T = ΘS ◦ΘS×TS .
Lemma 4 (Shuffle-lemma 2).
Let S, T be non-empty sets and M ⊂Σ∗. If a bijection between S and T exists,
then ΘS [
⋂
s∈S
(τSs )
−1(M)] =ΘT [
⋂
t∈T
(τTt )
−1(M)].
Definition 9 (structured representation).
Let S be a non-empty set and M ⊂ Σ∗. For each x ∈ ΘS [
⋂
s∈S
(τSs )
−1(M)]
there exists u ∈
⋂
s∈S
(τSs )
−1(M) such that x = ΘS(u). We call u a structured
representation of x w.r.t. S and M .
For x ∈ Σ∗ let SRSM (x) := (Θ
S)−1(x) ∩ [
⋂
s∈S
(τSs )
−1(M)]. It is the set of
all structured representations of x w.r.t. S and M .
Remark. Now x ∈ P iff there exists an infinite countable set S with
SRS(P∪{ǫ})(x) 6= ∅. Therefore in Definition 8 N can be replaced by any infinite
countable set N .
Lemma 5 (Shuffle-lemma 3).
Let S, T be non-empty sets, M ⊂Σ∗, and y ∈Σ∗S×T with τ
S×T
(s,t)
(y)∈M for each
(s,t) ∈ S×T and x=ΘS×TS (y) ∈Σ
∗
S, then
ΠS×T
S′×T (y) ∈ SR
S′×T
M (Θ
S′ (ΠSS′ (x))) for each ∅ 6= S
′ ⊂ S.
Remark. The hypotheses of this lemma are given by lemma 3.
Proof (Proof of Theorem 7).
Let x ∈
⋂
s∈S
(τSs )
−1(P) ∩ (ΘS)−1(V ), where S is a countable infinite set,
then x ∈
⋂
s∈S
(τSs )
−1[ΘT (
⋂
t∈T
(τTt )
−1(P ∪ {ε}))], where T is a countable in-
finite set. By Lemma 3 there exists y ∈
⋂
(s,t)∈S×T
(τS×T
(s,t)
)−1(P ∪ {ε}) with
x = ΘS×TS (y). This implies y ∈
⋂
(s,t)∈S×T
(τS×T
(s,t)
)−1(P ∪ {ε}) ∩ (ΘS×T )−1(V )
because of ΘS(x) ∈ V and ΘS×T = ΘS ◦ ΘS×TS . Now, by the assumption
SP(P ∪{ε},V ) holds
ΠS×T
S′×T (y) ∈ (Θ
S×T )−1(V ) for each ∅ 6= S′ ⊂ S. (24)
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As now x and y fulfill the assumptions of Lemma 5, it follows
ΘS
′×T (ΠS×T
S′×T (y)) =Θ
S′ (ΠSS′(x)). (25)
Because of
ΘS
′
(ΠSS′(x)) =Θ
S(ΠSS′(x))
and
ΘS
′×T (ΠS×T
S′×T (y)) =Θ
S×T (ΠS×T
S′×T (y))
(24) and (25) imply ΠS
S′
(x) ∈ (ΘS)−1(V ) for each ∅ 6= S′ ⊂ S, which completes
the proof of Theorem 7.
(5), (6), Theorem 4 and Theorem 7 show that in many cases it is sufficient to
prove SP (U,V ) for very simple U . On account of our focus on system behav-
ior, we are especially interested in SP (U,V ) for prefix closed languages U and V .
In Definition 8 the iterated shuffle product is represented by the homo-
morphic image of a set of structured representations. To get a deeper insight
into the property SP(P ∪{ε},V ), in the next section we will represent P by
an homomorphic image of a set of computations of a certain automaton. For
this purpose we need a “bracketed coding” of words.
Definition 10.
Together with an alphabet Σ we consider four pairwise disjoint copies of
Σ, namely Σ˜, Σ˚, Σ¯, ˜¯Σ, and a homomorphism ∧ : Σˆ∗ → Σ∗ with Σˆ :=
Σ˜ ·∪ Σ˚ ·∪ Σ¯ ·∪ ˜¯Σ and ∧(a˜) := ∧(˚a) := ∧(a¯) := ∧(˜¯a) := a for each a ∈Σ, where a˜,
a˚, a¯ and ˜¯a are the corresponding copies of a letter a ∈Σ.
For words u ∈ P ⊂Σ+ the four alphabets are used to characterize start-, inner-,
end-, or start-end letters of u.
Definition 11.
Let |x| ∈N0 denotes the length of a word x ∈Σ∗, defined by |ε| := 0 and |xa| :=
|x|+1 for a ∈Σ and x ∈Σ∗.
The following definition depends on the fact that each u ∈ Σ∗ with |u|> 1 can
be uniquely represented by u= awb with a,b ∈Σ and w ∈Σ∗.
Definition 12.
Let 〈〉 :Σ∗→{ε}∪ ˜¯Σ∪Σ˜Σ˚∗Σ¯ be the mapping defined by 〈〉(ε) := ε,〈〉(a) := ˜¯a for
a∈Σ and 〈〉(awb) := a˜w˚b¯ for a,b∈Σ and w ∈Σ∗, where w˚ is defined by w˚ ∈ Σ˚∗
and ∧(w˚) = w for each w ∈Σ∗.
For short we write 〈u〉 instead of 〈〉(u) for each u ∈Σ∗.
For each y∈ {ε}∪ ˜¯Σ∪Σ˜Σ˚∗Σ¯ holds 〈∧(y)〉= y, and for each x∈Σ∗ holds ∧(〈x〉) =
x. Therefore 〈〉 is a bijection with
〈〉−1 = ∧
|{ε}∪ ˜¯Σ∪Σ˜Σ˚∗Σ¯
and |〈w〉| = w for each w ∈Σ∗. (26)
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The bijection 〈〉 formalizes the “bracketed coding” of words.
By (26) and (22) holds ∧(〈U〉) = U and ∧(pre(〈U〉)) = pre(U) for each
U ⊂Σ∗. Therefore Theorem 5 implies
Corollary 2.
For each U,V ⊂Σ∗ holds SP(U,V ) iff SP(〈U〉,∧−1(V )), and SP(pre(U),V ) iff
SP(pre(〈U〉),∧−1(V )).
The following theorem together with its corollary prepares the automata repre-
sentations of iterated shuffle products.
Theorem 8.
Let ϕ : Σ∗ → Φ∗ be an alphabetic homomorphism and P ⊂ Σ∗, then holds
ϕ(P) = (ϕ(P )).
Proof.
Let N be an infinite countable set. Let ϕN : Σ∗N → Φ
∗
N , τ¯
N
n : Φ
∗
N → Φ
∗ and
Θ¯N : Φ∗N → Φ
∗ be defined as in context of Lemma 1. Because of (9) holds
µ(P) = Θ¯N [ϕN (
⋂
t∈N
(τNt )
−1(P ∪{ε}))]. (27)
From this it follows that µ(P) = (µ(P )) if the following equation holds:
ϕN (
⋂
t∈N
(τNt )
−1(P ∪{ε})) =
⋂
t∈N
(τ¯Nt )
−1(ϕ(P )∪{ε}) (28)
Proof. Proof of equation (28):
Because of (9) holds
τ¯Nt (ϕ
N (x)) = ϕ(τNt (x)) ∈ ϕ(P ∪{ε}) = ϕ(P )∪{ε}
for each x ∈
⋂
t∈N
(τNt )
−1(P ∪{ε}) and t ∈N , which implies
ϕN (
⋂
t∈N
(τNt )
−1(P ∪{ε}))⊂
⋂
t∈N
(τ¯Nt )
−1(µ(P )∪{ε}).
The other inclusion of equation (28)follows from Lemma 1, which completes the
proof of equation (28) and of Theorem 8.
Because of P = ∧(〈P 〉) and pre(P ) = ∧(pre(〈P 〉)) Theorem 8 implies
Corollary 3.
Let P ⊂Σ∗, then P = ∧(〈P 〉), and (pre(P )) = ∧((pre(〈P 〉))).
Therefore Corollary 3 reduces automata representations of P rsp. (pre(P ))
to automata representations of 〈P 〉 rsp. (pre(〈P 〉)).
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4 Automata Representations of Iterated Shuffle Products
Automata representations of iterated shuffle products are well known. See for
example [2] and [6], where multicounter automata are considered. Therefore the
purpose of this section is not to introduce a new automaton concept, but to
establish notions for further investigations of SP(P,V ) based on computations
of these automata. On account of Corollary 3 we start with an automaton
representation for (pre(〈P 〉)).
Let P ⊂ Σ∗ and P = (Σ,Q,δ,q0,F ) be a (not necessarily finite) determin-
istic automaton recognizing P , where δ :Q×Σ→Q is a partial function, q0 ∈Q
and F ⊂ Q. As usual, δ is extended to a partial function δ : Q×Σ∗ → Q. For
simplicity we assume P 6= ∅ and δ(q0,pre(P )) =Q.
Moreover, we take this set of conditions as a general assumption for the
rest of the paper.
The idea to define a semiautomaton (automaton without final states [1])
Pˆ

recognizing (pre(〈P 〉)) is the following: Each computation in Pˆ

“corre-
spond” to a “shuffled run” of several not necessarily recognizing computations
in P, which we call “elementary computations”. For each q ∈Q the states of Pˆ

store the number of “elementary computations” which just have reached the
state q in such a “shuffled run” of “elementary computations”.
Formally, the state set of Pˆ

is NQ0 , the set of all functions f : Q → N0.
Let 0 ∈ NQ0 be defined by 0(q) := 0 for each q ∈ Q. For q ∈ Q and k ∈ N
let kq ∈N
Q
0 be defined by kq(x) :=
{
k | x= q
0 | x ∈Q\ {q}
.
For f,g ∈NQ0 let
– f > g iff f(x)> g(x) for each x ∈Q,
– f + g ∈NQ0 with (f + g)(x) := f(x)+ g(x) for each x ∈Q, and
– for f > g, f − g ∈NQ0 with (f − g)(x) := f(x)− g(x) for each x ∈Q.
The state transition relation ˆP of Pˆ is composed of four disjunct subsets
whose elements describe
– the “entry into a new elementary computation”,
– the “transition within an open elementary computation”,
– the “completion of an open elementary computation”,
– the “entry into a new elementary computation with simultaneous completion
of this elementary computation”.
Definition 13 (Sˆ-automaton Pˆ

).
Pˆ

= (Σˆ,NQ0 ,ˆP,0) w.r.t. P is a semiautomaton with an infinite state set N
Q
0 ,
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the initial state 0 and a state transition relation ˆP ⊂N
Q
0 × Σˆ×N
Q
0 defined by
ˆP :=˜P ·∪ ˚P ·∪ ¯P ·∪ ˜¯P with
˜P :={(f,x,f +1p) ∈N
Q
0 × Σ˜×N
Q
0 | δ(q0,∧(x)) = p and it exists b ∈Σ such
that δ(p,b) is defined},
˚P :={(f,x,f +1p−1q) ∈N
Q
0 × Σ˚×N
Q
0 | f > 1q,δ(q,∧(x)) = p and it exists
b ∈Σ such that δ(p,b) is defined},
¯P :={(f,x,f −1q) ∈N
Q
0 × Σ¯×N
Q
0 | f > 1q and δ(q,∧(x)) ∈ F} and
˜¯
P :={(f,x,f) ∈N
Q
0 ×
˜¯Σ×NQ0 | δ(q0,∧(x)) ∈ F}.
Generally Pˆ

is an infinite nondeterministic semiautomaton.
Example 7. P = {abc,abbc} Two computations in Pˆ

:
I II III IV
V
a b c
b
c
Fig. 4. Automaton P recognizing P
0
a˜
−→ 1II
b˚
−→ 1III
a˜
−→ 1III+1II
b˚
−→ 1V+1II . . .
0
a˜
−→ 1II
b˚
−→ 1III
a˜
−→ 1III+1II
b˚
−→ 2III . . .
AˆP ⊂ ˆ
∗
P
denotes the set of all paths in Pˆ

starting with the initial state 0 and
including the empty path ε. For w ∈ AˆP, ZˆP(w) denotes the final state of the
path w and ZˆP(ε) := 0. Formally the prefix closed language AˆP and the function
ZˆP : AˆP →N
Q
0 are defined inductively by
ε ∈ AˆP, ZˆP(ε) := 0, w(f,x,g) ∈ AˆP and ZˆP(w(f,x,g)) := g (29)
for w ∈ AˆP, ZˆP(w) = f and (f,x,g) ∈ ˆP.
Let the function αˆP : AˆP → Σˆ∗ be inductively defined by
αˆP(ε) := ε and αˆP(w(f,x,g)) := αˆP(w)x (30)
for w(f,x,g) ∈ AˆP and (f,x,g) ∈ ˆP. αˆP(u) is called the label of a path u.
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Definition 14.
Let N be an infinite countable set. For I ′ ⊂ I ⊂ N and t ∈ N let Σˆ{t} :=
Σ˜{t} ·∪ Σ˚{t} ·∪ Σ¯{t} ·∪
˜¯Σ{t} , τˆ
I
t : Σˆ
∗
I → Σˆ
∗, ΘˆI : Σˆ∗I → Σˆ
∗ and ΠˆI
I′
: Σˆ∗I → Σˆ
∗
I′
be defined according to the definitions of Σˆ, Σ{t}, τ
I
t , Θ
I and ΠII′ , where
ΣˆI :=
⋃˙
s∈I
Σˆ{s}.
The key to prove that Pˆ

recognizes (pre(〈P 〉)) = ΘˆN [
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))]
is to define an appropriate function cˆP :
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))→ AˆP. For that
purpose we first consider the function nˆP :
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))→NQ0 , defined
by
nˆP(x)(q) := #({t ∈N | δ(q0,∧(τˆ
N
t (x))) = q and τˆ
N
t (x) /∈ 〈P 〉∪{ε}}) (31)
for each x ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) and q ∈ Q, where #(M) denotes the cardi-
nality of a set M .
As in (23) it holds
pre(
⋂
t∈N
(τˆNt )
−1(〈P ∪{ε}〉)) =
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)). (32)
This shows that
⋂
t∈N
(τˆ tN )−1(pre(〈P 〉)) is a prefix closed language.
The following property of nˆP is the key for the definition of cˆP.
Lemma 6.
Let xaˆ ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) with aˆ ∈ ΣˆN , then (nˆP(x), Θˆ
N (aˆ), nˆP(xaˆ)) ∈ ˆP.
Proof.
For I ⊂N an immediate consequence of Lemma 2 and the definitions of nˆP and
ˆP is
ΠˆNI [
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))]⊂
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))∩ Σˆ∗I , (33)
nˆP(x) = nˆP(Πˆ
N
I (x))+ nˆP(Πˆ
N
N\I(x)) for x ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) and (34)
(f,b,g) ∈ ˆP implies (f +h,b,g+h) ∈ ˆP for h ∈N
Q
0 . (35)
For xaˆ ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) there exists s ∈ N with aˆ ∈ Σˆ{s}, and
17
therefore ΠˆN
N\{s}(xaˆ) = Πˆ
N
N\{s}(x). Now by (33) - (35) it is sufficient to prove
the lemma for xaˆ ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) ∩ Σˆ∗{s} = (τˆ
{s}
s )
−1(pre(〈P 〉)), where
τˆ
{s}
s : Σˆ
∗
{s}→ Σˆ
∗ is a bijection.
For w∈ (τˆ
{s}
s )−1(pre(〈P 〉)\〈P 〉∪{ε}) holds nˆP(w) = 1q, with δ(q0,∧(τˆ
{s}
s (w))) =
q and for w ∈ (τˆ
{s}
s )
−1(〈P 〉∪{ε}) holds nˆP(w) = 0. Therefore the definition of
ˆP immediately implies (nˆP(x), Θˆ
N (aˆ), nˆP(xaˆ)) = (nˆP(x), τˆ
{s}
s (aˆ), nˆP(xaˆ)) ∈ ˆP
for xaˆ ∈ (τˆ
{s}
s )
−1(pre(〈P 〉)), which completes the proof of the lemma.
Lemma 6 makes the following definition sound:
Definition 15.
Let the function cˆP :
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) → AˆP be inductively de-
fined by cˆP(ε) := ε and cˆP(xaˆ) := cˆP(x)(nˆP(x), Θˆ
N (aˆ), nˆP(xaˆ)) for
xaˆ ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) with aˆ ∈ ΣˆN .
This definition immediately implies
Theorem 9. Let x ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) then
ZˆP(cˆP(x)) = nˆP(x), (36a)
αˆP(cˆP(x)) = Θˆ
N (x), (36b)
|cˆP(x)|= |x|, and (36c)
pre(cˆP(x)) = cˆP(pre(x)). (36d)
To prove surjectivity of cˆP we need a counterpart of Lemma 6:
Lemma 7. Let c(f, bˆ,g) ∈ AˆP with (f, bˆ,g) ∈ ˆP, and w ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))
with cˆP(w) = c.
If bˆ ∈ Σ˜ ·∪ ˜¯Σ, then for each aˆ ∈ ΣˆN\κ(w) with Θˆ
N (aˆ) = bˆ holds
waˆ ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) and cˆP(waˆ) = c(f, bˆ,g).
If bˆ ∈ Σ˚ ·∪Σ¯, then there exists aˆ ∈ Σˆκ(w) with Θˆ
N (aˆ) = bˆ such that
waˆ ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) and cˆP(waˆ) = c(f, bˆ,g).
Proof.
By the definition of ˆP each (f, bˆ,g) ∈ ˜P ·∪ ˜¯P can be represented by
(f, bˆ,g) = (f, bˆ,f +h) with (0, bˆ,h) ∈ ˜P ·∪ ˜¯P, (37)
and each (f, bˆ,g) ∈ ˚P ·∪¯P can be represented by
(f, bˆ,g) = (f ′+1q, bˆ,f
′+k) with q ∈Q and (1q, bˆ,k) ∈ ˚P ·∪¯P. (38)
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In these representations h is uniquely determined by bˆ, and k is uniquely deter-
mined by q and bˆ. More precisely: There exist partial functions ˜¯δP : Σ˜ ·∪
˜¯Σ→NQ0
and ˚¯δP :Q× (Σ˚ ·∪Σ¯)→N
Q
0 such that
(0, bˆ,h) ∈ ˜P ·∪ ˜¯P iff h=
˜¯δP(bˆ), and (1q, bˆ,k) ∈ ˚P ·∪¯P iff k =
˚¯δP(q, bˆ). (39)
Let waˆ ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) with ΘˆN (aˆ) = bˆ ∈ Σ˜ ·∪ ˜¯Σ, then aˆ ∈ ΣˆN\κ(w). Now
(34) and the definition of ˜¯δP imply
nˆP(waˆ) = nˆP(w)+
˜¯δP(bˆ). (40)
Let waˆ ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) with ΘˆN (aˆ) = bˆ ∈ Σ˚ ·∪Σ¯, then there exists s ∈
κ(w) such that τˆNs (w) 6= ε and τˆ
N
s (w)bˆ ∈ pre(〈P 〉). Now (34) and the definition
of ˚¯δP imply
nˆP(waˆ) = nˆP(Πˆ
N
N\{s}(w)+
˚¯δP(δ(q0,∧(τˆ
N
s (w))), bˆ). (41)
Let bˆ ∈ Σ˜ ·∪ ˜¯Σ, then (f, bˆ,g) = (f, bˆ,f+ ˜¯δP(bˆ)) ∈ ˜P ·∪ ˜¯P implies bˆ ∈ pre(〈P 〉), and
therefore w ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) implies
waˆ ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) for each aˆ ∈ ΣˆN\κ(w) with Θˆ
N (aˆ) = bˆ. (42)
Now (37), (39), (40) and (42) prove the first part of Lemma 7.
Let bˆ ∈ Σ˚ ·∪Σ¯, and let (f, bˆ,g) ∈ ˚P ·∪¯P be represented by (f, bˆ,g) =
(f ′ + 1q, bˆ,f
′ +˚¯δP(q, bˆ)) with q ∈ Q. On account of f ′ + 1q = nˆP(w), there
exists s ∈ κ(w) such that f ′ = nˆP(ΠˆNN\{s}(w)), τˆ
N
s (w) /∈ 〈P 〉 ∪ {ε}, and
δ(q0,∧(τˆNs (w))) = q. Therefore by (f
′ + 1q, bˆ,f
′ + ˚¯δP(q, bˆ)) ∈ ˚P ·∪¯P holds
τˆNs (w)bˆ ∈ pre(〈P 〉), which implies
waˆ ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) for aˆ ∈ Σˆ{s} with Θˆ
N (aˆ) = bˆ. (43)
Now (38), (39), (41) and (43) prove the second part of Lemma 7.
Generally, for L⊂Σ∗ and x ∈Σ∗ the left quotient x−1(L) is defined by
x−1(L) := {y ∈Σ∗|xy ∈ L}. (44)
By induction on the length of c ∈ AˆP Lemma 7 implies
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Theorem 10.
cˆP[
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))] = AˆP. Moreover (45a)
cˆP[x(x
−1[
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))])] = cˆP(x)[(cˆP(x))
−1(AˆP)] (45b)
for each x ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)).
On account of (36b) now from (45a) it follows
Corollary 4.
(pre(〈P 〉)) = αˆP(AˆP), which states that the semiautomaton Pˆ recognizes the
prefix closed language (pre(〈P 〉)).
Because of⋂
t∈N
(τˆNt )
−1(〈P 〉∪{ε}) =
{x ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) | τˆNt (x) ∈ 〈P 〉∪{ε} for each t ∈N}=
{x ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) | nˆP(x) = 0},
it holds ⋂
t∈N
(τˆNt )
−1(〈P 〉∪{ε}) = nˆ−1
P
(0). (46)
Therefore (36a) and (45a) imply
cˆP[
⋂
t∈N
(τˆNt )
−1(〈P 〉∪{ε})] = Zˆ−1
P
(0). (47)
Now, from (47) and (36b) it follows
Corollary 5.
〈P 〉 = αˆP(Zˆ
−1
P
(0)), which states that the semiautomaton Pˆ

enriched by the
final state 0 ∈NQ0 recognizes 〈P 〉
.
Let A be an automaton recognizing L ⊂ Φ∗ and let ϕ : Φ∗ → Γ ∗ be a strictly
alphabetic homomorphism, where strictly is defined by |ϕ(w)| = |w| for each
w ∈ Φ∗. Then it is easy and well known to construct an automaton A′ recog-
nizing ϕ(L)⊂ Γ ∗. Now this construction will be realized for the semiautomaton
Pˆ

and the strictly alphabetic homomorphism ∧ : Σˆ∗ → Σ∗. Additionally this
construction will be extended to a modification of the function cˆP.
Definition 16 (S-automaton P

).
P

= (Σ,NQ0 ,P,0) w.r.t. P is a semiautomaton with an infinite state set N
Q
0 ,
the initial state 0 and a state transition relation P ⊂N
Q
0 ×Σ×N
Q
0 defined by
P := {(f,∧(aˆ),g) ∈N
Q
0 ×Σ×N
Q
0 | (f, aˆ,g) ∈ ˆP}.
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Adopting the notions of Sˆ-automata, AP ⊂
∗
P
denotes the set of all paths in
P

starting with the initial state 0 and including the empty path ε. For w ∈AP,
ZP(w) denotes the final state of the path w and ZP(ε) := 0. Formally the prefix
closed language AP and the function ZP : AP →N
Q
0 are defined inductively by
ε ∈AP, ZP(ε) := 0, w(f,a,g) ∈AP and ZP(w(f,a,g)) := g (48)
for w ∈AP, ZP(w) = f and (f,a,g) ∈P.
Let the function αP :AP →Σ∗ be inductively defined by
αP(ε) := ε and αP(w(f,a,g)) := αP(w)a (49)
for w(f,a,g) ∈AP and (f,a,g) ∈P. αP(u) is called the label of a path u.
To formally capture the relation between Pˆ

and P

, we consider the
homomorphism
∧P : ˆ
∗
P
→∗
P
with ∧P ((f, aˆ,g)) := (f,∧(aˆ),g) for (f, aˆ,g) ∈ ˆP. (50)
This definition implies
∧P is strictly alphabetic and surjective. (51a)
∧P (y) ∈AP iff y ∈ AˆP for y ∈ ˆ
∗
P
. (51b)
ZˆP(x) = ZP(∧P(x)) for x ∈ AˆP. (51c)
∧ (αˆP(x)) = αP(∧P(x)) for x ∈ AˆP. (51d)
Now the composition of cˆP with ∧P attunes cˆP to P.
Definition 17.
Let the function cP :
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))→ AP be defined by cP := ∧P ◦ cˆP.
By Corollary 3 and (51a) - (51d), Corollary 4 and Corollary 5 imply the following
automata representations:
Corollary 6. (pre(P )) = αP(AP) and P
 = αP(Z
−1
P
(0)).
For use in the next section the following theorem assembles the properties of the
function cP, which follow from (51a) - (51d), Theorem 9 and Theorem 10:
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Theorem 11. Let x ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) then
ZP(cP(x)) = nˆP(x), (52a)
αP(cP(x)) = ∧(Θˆ
N (x)), (52b)
|cP(x)|= |x|, (52c)
pre(cP(x)) = cP(pre(x)), and (52d)
cP[x(x
−1[
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))])] = cP(x)[(cP(x))
−1(AP)], (52e)
which implies
cP[
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))] =AP. (52f)
5 Shuffle Projection in Terms of S-Automata
To express shuffle projection in terms of S-automata we first consider shuffle
projection w.r.t. prefix closed languages. Let therefore P,V ⊂Σ∗, P 6= ∅ and let
P be an automaton for P as in Section 4. By Corollary 2 together with Theorem 6
holds SP(pre(P ),V ) iff there exists an infinite countable set N such that
ΠˆNN\{r}[(
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)))∩ (ΘˆN )−1(∧−1(V ))]⊂ (ΘˆN )−1(∧−1(V )) (53)
for each r ∈N .
The same argument as to prove (20) shows that (53) is equivalent to
ΠˆNN\{r}[(
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)))∩ (ΘˆN )−1(∧−1(V ))]⊂
(
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)))∩ (ΘˆN )−1(∧−1(V )) (54)
for each r ∈N .
Condition (54) is a saturation property of (∧ ◦ ΘˆN
|
⋂
t∈N
(τˆN
t
)−1(pre(〈P 〉))
)−1(V )
wrt. a binary relation on
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) defined by the homomorphisms
ΠˆN
N\{r} for r ∈N . More precisely:
Let R ⊂ F × F be a binary relation on a set F and let W ⊂ F . The sat-
uration property S(W,R) let be defined by
S(W,R) iff x ∈W and (x,y) ∈R imply y ∈W. (55)
Let f : F →G, g :G→H and V ⊂H , then (55) immediately implies
S((g ◦ f)−1(V ),R) iff S((g−1(V ),(f ⊗ f)(R)), (56)
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where f ⊗ f : F × F → G×G is defined by (f ⊗ f)((x,y)) := (f(x),f(y)) for
(x,y) ∈ F ×F .
Definition 18.
Let RP := {(x,y) ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))×
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))|
there exists r ∈N with y = ΠˆNN\{r}(x)}.
Now by (53) and (54)
SP(pre(P ),V ) iff S((∧◦ ΘˆN
|
⋂
t∈N
(τˆN
t
)−1(pre(〈P 〉))
)−1(V ),RP ). (57)
On account of (52b) holds ∧ ◦ ΘˆN
|
⋂
t∈N
(τˆN
t
)−1(pre(〈P 〉))
= αP ◦ cP. Therefore (56)
and (57) imply
SP(pre(P ),V ) iff S(α−1
P
(V ),(cP⊗ cP)(RP )). (58)
In Section 4 the idea to define P

was the following: Each computation in P

“correspond” to a “shuffled run” of “elementary computations”. Now we will
show that (u,v) ∈ (cP ⊗ cP)(RP ) ⊂ AP ×AP iff the “shuffled run” v
′ of “ele-
mentary computations” is generated from the “shuffled run” u′ of “elementary
computations” by “deleting” one of the “elementary computations” in u′, where
u “correspond” to u′ and v “correspond” to v′. The formalization of this idea
will result in a characterization of (cP⊗cP)(RP )⊂AP×AP without explicit use
of RP .
First we have to formalize “elementary computations”: For each r ∈ N
holds (τˆ
{r}
r )−1(pre(〈P 〉))⊂
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) and cP((τˆ
{r}
r )−1(pre(〈P 〉))) =
cP((τˆ
{s}
s )−1(pre(〈P 〉))) for each s ∈ N . Therefore the following definition does
not depend on r ∈N .
Definition 19.
Let r ∈N . The prefix closed set EP := cP((τˆ
{r}
r )−1(pre(〈P 〉)))⊂AP is called the
set of elementary computations in P

.
I II III
a b
Fig. 5. Automaton P recognizing P = {ab}
Example 8.
Let P and P be defined as in Fig. 5, then EP = pre({(0,a,1II)(1II, b,0)}).
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EP can also be characterized without referring to cP:
EP = pre({c ∈ Z
−1
P
(0)∩α−1
P
(P )|ZP(c
′) = 1δ(q0,α
P
(c′)) for each
c′ ∈ pre(c) with 0< |c′|< |c|}), which implies
αP(EP) = pre(P ). (59)
To formally define shuffled runs and corresponding representations, let Σˇ be a
disjoint copy of Σ and ιˇ : Σˇ∗→Σ∗ the corresponding isomorphism. This isomor-
phism defines a deterministic automaton Pˇ isomorphic to P with the same state
set as P and recognizing ιˇ−1(P ). More precisely: Let Pˇ := (Σˇ,Q, δˇ,q0,F ), where
P = (Σ,Q,δ,q0,F ) and δˇ(p, aˇ) := δ(p, ιˇ(aˇ)) for aˇ ∈ Σˇ and p ∈Q. This definition
implies
(f, aˇ,g) ∈
Pˇ
iff (f, ιˇ(aˇ),g) ∈P for f,g ∈N
Q
0 and aˇ ∈ Σˇ. (60)
Therefore
ιˇ

Pˇ
((f, aˇ,g)) := (f, ιˇ(aˇ),g) for (f, aˇ,g) ∈
Pˇ
(61)
defines an isomorphism ιˇ

Pˇ
:∗
Pˇ
→∗
P
with
ιˇ

Pˇ
(A
Pˇ
) =AP, (62a)
ιˇ

Pˇ
(E
Pˇ
) = EP, (62b)
Z
Pˇ
= ZP ◦ ιˇ

Pˇ
|A
Pˇ
, and (62c)
ιˇ◦α
Pˇ
= αP ◦ ιˇ

Pˇ
|A
Pˇ
. (62d)
Because of Σˇ∩Σ = ∅, it also holds 
Pˇ
∩P = ∅.
Let therefore pi

P
: (P ·∪Pˇ)
∗ →∗
P
be defined by
pi

P
(y) := y for y ∈P and pi
P
(y) := ε for y ∈
Pˇ
.
In the same way let pi

Pˇ
: (P ·∪Pˇ)
∗ →∗
Pˇ
be defined by
pi

Pˇ
(y) := ε for y ∈P and pi
Pˇ
(y) := y for y ∈
Pˇ
.
As AP ⊂∗P and EPˇ ⊂
∗
Pˇ
are prefix closed languages, pi−1

P
(AP)∩pi−1

Pˇ
(E
Pˇ
) ⊂
(P ·∪Pˇ)
∗ is also a prefix closed language. Its elements are called shuffled
runs of a computation in P and an elementary computation in Pˇ. Let now
βP : (P ·∪Pˇ)
∗ →Σ∗ be defined by
βP((f,x,g)) := x for (f,x,g) ∈P and
βP((f,x,g)) := ιˇ(x) for (f,x,g) ∈Pˇ. (63)
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A shuffled run b∈ pi−1

P
(AP)∩pi
−1

Pˇ
(E
Pˇ
) is called a shuffled representation of c∈AP
by d ∈AP and e ∈EPˇ iff
αP(c) = βP(b), (64a)
pi

Pˇ
(b) = e, (64b)
pi

P
(b) = d, and (64c)
ZP(c
′) = Z
Pˇ
(pi

Pˇ
(b′))+ZP(pi
P
(b′))
for each c′ ∈ pre(c), where b′ ∈ pre(b) with |b′|= |c′|. (64d)
Example 9.
Let P and P be defined as in Fig. 5, and
d= (0,a,1II)(1II, b,0)(0,a,1II)(1II, b,0) ∈AP,
e= (0, aˇ,1II)(1II, bˇ,0) ∈ EPˇ,
b= (0,a,1II)(0, aˇ,1II)(1II, b,0)(0,a,1II)(1II, bˇ,0)(1II, b,0) ∈ pi
−1

P
(AP)∩pi
−1

Pˇ
(E
Pˇ
)
and
c= (0,a,1II)(1II,a,2II)(2II, b,1II)(1II,a,2II)(2II, b,1II)(1II, b,0) ∈AP,
then b is a shuffled representation of c by d and e.
The shuffled representations define a relation RP ⊂AP×AP:
Definition 20.
RP := {(c,d) ∈ AP × AP| there exists e ∈ EPˇ and a shuffled representation b ∈
pi−1

P
(AP)∩pi
−1

Pˇ
(E
Pˇ
) of c by d and e}.
Now we will prove RP = (cP⊗ cP)(RP ). For this purpose we define an appropri-
ate function bP :N×
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))→ pi−1

P
(AP)∩pi−1

Pˇ
(E
Pˇ
). For it we first
need a unique factorization property of the elements of
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)):
Let w ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)), r ∈ N , x = ΠˆN{r}(w) and y = Πˆ
N
N\{r}(w).
Then there exists exactly one y0 ∈ Σˆ∗N\{r}, and for each i ∈ {i ∈N|1 ≤ i≤ |x|}
exactly one xi ∈ Σˆ{r} as well as exactly one yi ∈ Σˆ
∗
N\{r} such that
w = y = y0 for x= ε, and
w = y0x1y1...x|x|y|x|, x= x1...x|x| as well as y = y0y1...y|x| for x 6= ε. (65)
Because of |cP(x)| = |x|, |cP(y)| = |y| and ΠˆN{r}(w) = (τˆ
{r}
r )
−1(τˆNr (w)), which
implies cP(x) ∈EP, the following definition is sound:
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Definition 21.
Let r, w, x, y, and the factorizations of w, x and y as in 65, then
bP :N ×
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))→ pi−1

P
(AP)∩pi
−1

Pˇ
(E
Pˇ
) is defined by
bP((r,w)) := cP(y) for x= ε and bP((r,w)) := v0u1v1...u|x|v|x| for x 6= ε,
where u1...u|x| = ιˇ
−1

Pˇ
(cP(x)), v0v1...v|x| = cP(y), |ui| = |xi| and |vk| = |yk| for
1≤ i≤ |x| and 0≤ k ≤ |x|.
By this definition cP(y) and ιˇ
−1

Pˇ
(cP(x)) are shuffled in bP((r,w)) in the same
manner as y and x are shuffled in w, which implies
|bP((r,w))| = |w|, (66)
and moreover
bP((r,w)) ∈ pi
−1

P
(cP(Πˆ
N
N\{r}(w)))∩pi
−1

Pˇ
(ιˇ−1

Pˇ
(cP(Πˆ
N
{r}(w)))),
|ΠˆNN\{r}(w
′)|= |pi

P
(b′)| and |ΠˆN{r}(w
′)|= |pi

Pˇ
(b′)|
for each w′ ∈ pre(w) and b′ ∈ pre(bP((r,w))) with |w
′|= |b′|. (67)
It is easy to see that 67 characterizes bP((r,w)). More precisely:
{bP((r,w))} = {b ∈pi
−1

P
(cP(Πˆ
N
N\{r}(w)))∩pi
−1

Pˇ
(ιˇ−1

Pˇ
(cP(Πˆ
N
{r}(w)))) |
|ΠˆNN\{r}(w
′)|= |pi

P
(b′)| and |ΠˆN{r}(w
′)|= |pi

Pˇ
(b′)|
for each w′ ∈ pre(w) and b′ ∈ pre(b) with |w′|= |b′|}. (68)
Now (68) and Theorem 11 together with (34), (62c), (62d) and (63) imply
pre(bP((r,w))) = bP((r,pre(w))), (69)
∧ (ΘˆN (w)) = βP(bP((r,w))) and (70)
nˆP(w) = ZPˇ(pi
Pˇ
(bP((r,w))))+ZP(pi
P
(bP((r,w)))) (71)
To complete the list of properties of bP we will show
bP(N ×
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉))) = pi−1

P
(AP)∩pi
−1

Pˇ
(E
Pˇ
). (72)
Proof. Proof of equation (72):
Let b ∈ pi−1

P
(AP) ∩ pi−1

Pˇ
(E
Pˇ
). Because of (52f), Definition 19 and (62b)
there exist y ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) and xˆ ∈ pre(〈P 〉) such that cP(y) = pi
P
(b)
and ιˇ−1

Pˇ
(cP((τˆ
{s}
s )−1(xˆ))) = pi

Pˇ
(b) for each s ∈N .
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Let now r ∈N \{κ(y)}, then by the same argument as in (65) and in (67) y and
(τˆ
{r}
r )−1(xˆ) can be shuffled in the same manner as pi

P
(b) and pi

Pˇ
(b) are shuf-
fled in b. This result in w ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)) with (τˆ
{r}
r )−1(xˆ) = ΠˆN{r}(w),
y = ΠˆN
N\{r}(w), |Πˆ
N
N\{r}(w
′)| = |pi

P
(b′)| and |ΠˆN{r}(w
′)| = |pi

Pˇ
(b′)| for each
w′ ∈ pre(w) and b′ ∈ pre(b) with |w′| = |b′|. Now by (68) bP((r,w)) = b, which
completes the proof of equation (72).
To prove the main theorem of this section, additionally to (66) - (72) the following
characterization of equality in AP is needed, which is an immediate consequence
of the definitions in (48) and (49):
Let u,v ∈AP, then u= v iff αP(u) = αP(v) and ZP(u
′) = ZP(v
′)
for each u′ ∈ pre(u) and v′ ∈ pre(v) with |u′|= |v′|. (73)
Theorem 12. RP = (cP⊗ cP)(RP )
Proof.
Let (w,y)∈RP , then w∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)), and there exists r ∈N such that
y = ΠˆN
N\{r}(w). By (67) - (71) and Theorem 11 together with (34) bP((r,w)) is
a shuffled representation of cP(w) by cP(y) and ιˇ
−1

Pˇ
(cP((τˆ
{s}
s )−1(xˆ))). Therefore
(cP(w), cP(y)) ∈RP, which proves (cP⊗ cP)(RP )⊂RP.
To show the contrary inclusion let (c,d) ∈ RP. Then there exists e ∈ EPˇ
and a shuffled representation b ∈ pi−1

P
(AP) ∩ pi−1

Pˇ
(E
Pˇ
) of c by d and e.
By (72) there exists w ∈
⋂
t∈N
(τˆNt )
−1(pre(〈P 〉)), and r ∈ N such that
b = bP((r,w)). Now (68) - (71) and Theorem 11 together with (73) imply
(c,d) = (cP(w), cP(Πˆ
N
N\{r}(w))) = (cP ⊗ cP)(w,Πˆ
N
N\{r}(w)) ∈ (cP ⊗ cP)(RP ).
Therefore RP ⊂ (cP⊗ cP)(RP ), which completes the proof of Theorem 12.
Now we consider shuffle projections w.r.t. arbitrary languages. Therefore in Def-
inition 18 pre(〈P 〉) has to be replaced by 〈P 〉∪{ε}. So on account of (46) we
define:
Definition 22.
Let R˚P := {(x,y) ∈ nˆ
−1
P
(0)× nˆ−1
P
(0)|there exists r ∈N with y = ΠˆN
N\{r}(x)}.
Because of ΠˆN
N\{r}(nˆ
−1
P
(0))⊂ nˆ−1
P
(0) it holds
R˚P =RP ∩ (nˆ
−1
P
(0)× nˆ−1
P
(0)). (74)
Now by the same argument as in (57)
SP(P ∪{ε},V ) iff S((∧◦ ΘˆN
|nˆ−1
P
(0)
)−1(V ),R˚P ). (75)
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On account of (52b) holds ∧◦ ΘˆN
|nˆ−1
P
(0)
= αP ◦ cP|nˆ−1
P
(0)
. Therefore (56) and (75)
imply
SP(P ∪{ε},V ) iff S(α−1
P
(V ),(c
P|nˆ−1
P
(0)
⊗ c
P|nˆ−1
P
(0)
)(R˚P )),
and because of (c
P|nˆ−1
P
(0)
⊗ c
P|nˆ−1
P
(0)
)(R˚P ) = (cP⊗ cP)(R˚P )
SP(P ∪{ε},V ) iff S(α−1
P
(V ),(cP⊗ cP)(R˚P )). (76)
Theorem 12 allows to characterize the relation (cP⊗cP)(R˚P )⊂AP×AP without
explicit use of R˚P :
Corollary 7. (cP⊗ cP)(R˚P ) =RP∩ (Z
−1
P
(0)×Z−1
P
(0)) =: R˚P.
Proof.
(52a) (74) and Theorem 12 imply
(cP⊗ cP)(R˚P ) =(cP⊗ cP)[RP ∩ (nˆ
−1
P
(0)× nˆ−1
P
(0))] =
(cP⊗ cP)[RP ∩ (c
−1
P
(Z−1
P
(0))× c−1
P
(Z−1
P
(0)))] =
(cP⊗ cP)[RP ∩ (c
−1
P
⊗ c−1
P
)(Z−1
P
(0)×Z−1
P
(0))] =
(cP⊗ cP)(RP )∩ (Z
−1
P
(0)×Z−1
P
(0)) =
RP∩ (Z
−1
P
(0)×Z−1
P
(0)),
which completes the proof of Corollary 7.
Considering the powerset 2F , a binary relation R ⊂ F ×F defines a function
R′ : 2F → 2F by
R′(U) := {y ∈ F |there exists x ∈ U with (x,y) ∈R} for each U ∈ 2F . (77)
It is an immediate consequence that
R′(U) =
⋃
x∈U
R′({x}) for each U ∈ 2F . (78)
Now,
S(W,R) iff R′(W )⊂W, for each W ∈ 2F . (79)
Applying (79) to (58) and Theorem 12 result in
Corollary 8.
SP(pre(P ),V ) iff R′
P
(α−1
P
(V ))⊂ α−1
P
(V ).
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Corollary 7 implies
R˚′P(U) =R
′
P
(U ∩Z−1
P
(0))∩Z−1
P
(0) for each U ⊂AP. (80)
On account of (64d) holds
R′
P
(Z−1
P
(0))⊂ Z−1
P
(0), (81)
and therefore by (80)
R˚′P(U) =R
′
P
(U ∩Z−1
P
(0)) for each U ⊂AP. (82)
Now from (76), (79), (81), and (82) it follows
Corollary 9.
SP(P ∪{ε},V ) iff R′
P
(α−1
P
(V )∩Z−1
P
(0))⊂ α−1
P
(V )
iff R′
P
(α−1
P
(V )∩Z−1
P
(0))⊂ α−1
P
(V )∩Z−1
P
(0).
6 Construction Principles
Under certain conditions for a fixed language P Corollary 8 allows to construct
a variety of languages V such that SP(pre(P ),V ). The key to such constructions
is the following implication of (64d):
ZP(pre(R
′
P
({c})))⊂
⋃
x∈pre(c)
{f ∈NQ0 |f ≤ ZP(x)} for each c ∈AP, (83)
where Q is the state set of P.
Definition 23 (initial segment).
∅ 6= I ⊂NQ0 is called initial segment iff r ≤ s ∈ I implies r ∈ I. For each initial
segment I, let A(I,P) := {c ∈AP|ZP(pre(c))⊂ I}.
It holds ∅ 6=A(I,P) = pre(A(I,P)).
Definition 24.
An initial segment I is called compatible with P iff A(I,P) is saturated by the
partition of AP induced by αP. I.e. c,c
′ ∈A(I,P) and αP(c
′) = αP(c) implies c
′ ∈
A(I,P). For an initial segment I compatible with P, let L(I,P) := αP(A(I,P)).
By this definition ∅ 6= L(I,P) ⊂ (pre(P ))
 and L(I,P) = pre(L(I,P)).
Theorem 13. Let ∅ 6= P ⊂Σ∗ and I an initial segment compatible with P, then
SP(pre(P ),L(I,P)).
Proof. On account of Corollary 8 and (78) it is sufficient to show
R′
P
({c})⊂ α−1
P
(L(I,P)) for each c ∈ α
−1
P
(L(I,P)). (84)
Since the initial segment I is compatible with P it holds
α−1
P
(L(I,P)) = {x ∈AP|ZP(pre(x)) ⊂ I}. (85)
Now (83) and (85) imply (84), which completes the proof of Theorem 13.
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An immediate consequence of Definition 24 is
Lemma 8. An initial segment I is compatible with P iff for each c, cˇ ∈ A(I,P)
with α(c) = α(cˇ), and for each (ZP(c),a,f) ∈ P and (ZP(cˇ),a, fˇ) ∈ P holds
f ∈ I iff fˇ ∈ I.
The condition of Lemma 8 can be checked by a partial powerset construction on
P

. For this purpose let the partial function D(I,P) : 2
I ×Σ→ 2I be defined by
D(I,P)(M,a) := {f ∈N
Q
0 | there exist g ∈M and (g,a,f) ∈P}
for each (M,a) ∈ 2I ×Σ with
∅ 6= {f ∈NQ0 | there exist g ∈M and (g,a,f) ∈P} ⊂ I. (86)
The partial function D(I,P) defines a deterministic semiautomaton
P(I,P) := (Σ,2
I ,D(I,P),{0}). (87)
Now Lemma 8 implies
Theorem 14. An initial segment I ⊂NQ0 is compatible with P, iff
for each a ∈Σ and M ∈ 2I reachable in P(I,P) either D(I,P)(M,a) is defined, or
{f ∈NQ0 | there exist g ∈M and (g,a,f) ∈P} ⊂N
Q
0 \ I.
In that case P(I,P) recognizes L(I,P).
Example 10.
Let P˜ = {abc}, P˜ as defined in Fig. 6, and I˜ = {0,1II ,1III ,1II+1III}. The partial
I II III IV
a b c
Fig. 6. Automaton P˜ recognizing P˜
powerset construction result in the semiautomaton P(I˜ ,P˜) of Fig. 7, which fulfills
the conditions of Theorem 14. Therefore I˜ is compatible with P˜, which implies
SP(pre(P˜ ),L(I˜,P˜)).
It is an immediate consequence of Definition 16 that
ZP(AP)⊂ T (Q) := {f ∈N
Q
0 |{q ∈Q|f(q) 6= 0} is a finite set.} (88)
for each deterministic automaton P with state set Q (not necessarily finite).
There are special initial sections I ⊂ T (Q) and automata P with state set
Q, such that compatibility of I with P can be verified easily:
For f ∈ T (Q) let ‖f‖ :=
∑
q∈Q
f(q) ∈N0. (89)
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{0}
{1II} {1III}
{1II+1III}
a
b
c
ac
Fig. 7. Semiautomaton P(I˜,P˜) recognizing L(I˜,P˜)
For n ∈N0 let K(n,Q) := {f ∈ T (Q)|‖f‖ ≤ n}, (90)
which is an initial segment.
Theorem 15.
Let Φ, Γ , and Ω be pairwise disjoint sets, ∅ 6= P ⊂ Γ ∪ΦΓ ∗Ω and P be a deter-
ministic automaton with state set Q recognizing P . Then K(n,Q) is compatible
with P for each n ∈N0, and therefore SP(pre(P ),L(K(n,Q),P)).
Proof.
From Definition 16 it follows for each (f,a,g) ∈P
a ∈ Φ implies ‖g‖= ‖f‖+1,
a ∈ Γ implies ‖g‖= ‖f‖, and
a ∈Ω implies ‖g‖= ‖f‖−1. (91)
Therefore
f,f ′ ∈M implies ‖f‖= ‖f ′‖ for each state M reachable in P(K(n,Q),P). (92)
Now (91) and (92) together with Theorem 13 completes the proof.
Example 11.
Let P¯ and P¯ as defined in Figure 8. Then by Theorem 15 K(n,Q¯) is com-
patible with P¯ for each n ∈ N0, where Q¯ is the state set of P¯, and it holds
SP(pre(P¯ ),L(K(n,Q¯),P¯)) for each n ∈N0.
I II III
a b
Fig. 8. Automaton P¯ recognizing P¯ := {ab}
Figure 9 shows the semiautomaton P(K(n,Q¯),P¯).
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0 1II . . . nII
a
b
a
b
a
b
Fig. 9. Semiautomaton recognizing L(K(n,Q¯),P¯) for each n ∈N0
I II III
a
b
c
Fig. 10. Automaton P˚ recognizing P˚
The following example is a bridge to the next section.
Example 12.
Let P˚ and P˚ as defined in Fig. 10. It holds Z
P˚
(A
P˚
) = {0}∪{nII|n∈N}. Therefore,
ab ∈ L(I˚ ,˚P) implies ba ∈ L(I˚ ,˚P) for each initial segment I˚ compatible with P˚.
1
2
3
4
a
b
b
c
c
bc
Fig. 11. Semiautomaton V˚ recognizing V˚
Let the prefix closed language V˚ be defined by the semiautomaton in Fig. 11.
Because of ab ∈ V˚ but ba /∈ V˚ , V˚ cannot be represented by V˚ = L(I˚
V˚
,˚P) with
an initial segment I˚
V˚
compatible with P˚. So SP(pre(P˚ ), V˚ ) cannot be shown
by theorem 13. But in the next section a method will be developed to prove
SP(pre(P˚ ), V˚ ).
7 Representation Theorem
In this section a representation of R′
P
will be developed, which shows certain
restrictions of R′
P
to be rational transductions [1]. More precisely: Depending
on a subset ∆⊂P, an alphabet ∆() and a prefix closed language W∆ ⊂∆
()∗
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will be constructed, which represents the function R′
P|2AP∩∆
∗ in the following
manner:
There exist two alphabetic homomorphisms µ∆ :∆
()∗→∆∗ and ν∆ :∆
()∗→∗
P
such that for each c ∈AP∩∆∗ it holds,
d ∈R′
P
({c}) iff there exists x ∈W∆ with c= µ∆(x) and d= ν∆(x),
which is equivalent to
R′
P
(B) = ν∆(µ
−1
∆ (B)∩W∆) for each B ⊂AP∩∆
∗. (93)
Additionally, it will be shown that
W∆ is regular if ∆ is finite. (94)
In that case R′
P|2AP∩∆
∗ is a rational transduction [1].
On account of (88) it can be assumed
∆⊂P∩ (T (Q)×Σ×T (Q)). (95)
The construction of W∆ is based on the following idea: Each x ∈W∆ uniquely
describes a shuffled representation b of c ∈ AP ∩∆∗ by d ∈ AP and e ∈ EPˇ as
defined in (64). This description is structured into three tracks, respectively one
for c, d, and e. Additionally the second and third track describe the position of
d and e in b such that both tracks together represent b. These three tracks will
be formalized by three components of the elements of ∆().
By an appropriate definition of ∆(), W∆ can be defined as a local prefix
closed language [1]. So W∆ will be defined by ∆
(), the set of initial letters of
its words and the set of forbidden adjacencies of letters in its words. Generally,
local languages with a finite alphabet are regular languages [1]. Starting basis
for this are the definitions of AP ∩∆∗ and EPˇ as local prefix closed languages:
(48) imply
AP∩∆
∗ =
({ε}∪{(f,a,g) ∈∆|f = 0}∆∗)\∆∗{(f,a,g)(f ′,a′,g′) ∈∆∆|g 6= f ′}∆∗. (96)
With E
Pˇ
:= {(f,a,g) ∈
Pˇ
|f,g ∈ {0}∪{1q ∈N
Q
0 |q ∈Q}} (59) imply
E
Pˇ
= ({ε}∪{(f,a,g) ∈E
Pˇ
|f = 0}E∗
Pˇ
)\

E∗
Pˇ
{(f,a,g)(f ′,a′,g′) ∈E
Pˇ

E
Pˇ
|g 6= f ′ or g = 0}E∗
Pˇ
. (97)
To achieve (93) and (94), W∆ has to be defined in such a way, that for each
x∈W∆ the corresponding c and d can be extracted from x by alphabetic homo-
morphisms, and that finiteness of ∆ implies regularity of W∆. For formalization
let
∆() ⊂∆()
′
:=∆(1)×∆(2)×∆(3), (98)
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where ∆(1) is the alphabet for representing c ∈ AP∩∆
∗, and ∆(2)×∆(3) is the
alphabet for representing b ∈ pi−1

P
(AP)∩ pi−1

Pˇ
(E
Pˇ
), the shuffled representation
of c. This is possible, since |c|= |b| because of (64a).
In that representation ∆(2) is the alphabet for representing d = pi

P
(b) ∈ AP
as well as for describing the positioning of d inside b. ∆(3) is the alphabet
for representing e = pi

Pˇ
(b) ∈ E
Pˇ
as well as for describing the positioning of e
inside b. Additionally it should be noticed that each b ∈ (P ·∪Pˇ)
∗ is uniquely
determined by pi

P
(b), pi

Pˇ
(b) and by the information, which positions of b
contain elements of P and which positions contain elements of Pˇ.
As ∆(1) is the alphabet for representing c ∈AP∩∆∗, let
∆(1) :=∆, (99)
and let ϕ
(1)
∆ :∆
()′∗ →∆(1)∗ be the homomorphism defined by
ϕ
(1)
∆ ((x1,x2,x3)) := x1 for (x1,x2,x3) ∈∆
()′ . (100)
Then ϕ
(1)
∆ (x) ∈AP∩∆
∗ should hold for each x ∈W∆.
Let now the mappings ϕ
(1.1)
∆ , ϕ
(1.2)
∆ and ϕ
(1.3)
∆ be defined by
ϕ
(1.1)
∆ :∆
(1) →NQ0 with ϕ
(1.1)
∆ ((f,a,g)) := f, (101)
ϕ
(1.2)
∆ :∆
(1) →Σ with ϕ
(1.2)
∆ ((f,a,g)) := a, (102)
and
ϕ
(1.3)
∆ :∆
(1) →NQ0 with ϕ
(1.3)
∆ ((f,a,g)) := g (103)
for each (f,a,g) ∈∆(1).
Then (96) becomes
AP ∩∆
∗ = ({ε}∪ (ϕ
(1.1)
∆ )
−1(0)∆(1)∗)\∆(1)∗F (1)∆(1)∗
with
F (1) := {xy ∈∆(1)∆(1)|ϕ
(1.3)
∆ (x) 6= ϕ
(1.1)
∆ (y)}. (104)
Therefore ϕ
(1)
∆ (W∆)⊂AP∩∆
∗ if
ϕ
(1)
∆ (W∆)⊂ ({ε}∪ (ϕ
(1.1)
∆ )
−1(0)∆(1)∗)\∆(1)∗F (1)∆(1)∗. (105)
With two further conditions similar to (105) and additional restrictions of the
alphabet ∆()
′
the languageW∆ will be defined. But first the sets ∆
(2) and ∆(3)
have to be defined.
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Since the elements of W∆ particularly have to represent condition (64d)
let
S
(1)
∆ := ZP(AP∩∆
∗), (106)
S
(3)
∆ := {f ∈ ZPˇ(EPˇ)| there exists g ∈ S
(1)
∆ with f ≤ g}, (107)
and
S
(2)
∆ := {f ∈ ZP(AP)| there exists g ∈ S
(1)
∆ and h ∈ S
(3)
∆ with g = f +h}. (108)
Now, on account of (95)
Finiteness of ∆ implies finiteness of S
(1)
∆ ,S
(2)
∆ and of S
(3)
∆ ,
which can be effectively determined. (109)
With Σ∆ := ϕ
(1.2)
∆ (∆
(1)) = ϕ
(1.2)
∆ (∆)⊂Σ
finiteness of ∆ implies finiteness of Σ∆. (110)
By the definition
∆(2)
′
:=P∩ (S
(2)
∆ ×Σ∆×S
(2)
∆ ) (111)
holds d ∈AP∩∆(2)
′∗ for d= pi

P
(b) because of (64d).
Now S
(2)
∆ is used to describe the positioning of d inside b. Let therefore
∆(2) :=∆(2)
′
·∪S
(2)
∆ , which is finite if ∆ is finite,
and can be effectively determined. (112)
Let the homomorphisms ϕ
(2)
∆ :∆
()′∗→∆(2)∗ and γ
(2)
∆ :∆
(2)∗→∆(2)
′∗ be defined
by
ϕ
(2)
∆ ((x1,x2,x3)) := x2 for (x1,x2,x3) ∈∆
()′ ,
γ
(2)
∆ (y) := y for y ∈∆
(2)′ and
γ
(2)
∆ (y) := ε for y ∈ S
(2)
∆ . (113)
Now, on account of (64c) γ
(2)
∆ (ϕ
(2)
∆ (x)) ∈ AP ∩∆
(2)′∗ should hold for each
x ∈W∆.
With the mappings ϕ
(2.1)
∆ : ∆
(2) → S
(2)
∆ and ϕ
(2.3)
∆ : ∆
(2) → S
(2)
∆ defined
by
ϕ
(2.1)
∆ ((f,a,g)) := f and ϕ
(2.3)
∆ ((f,a,g)) := g for (f,a,g) ∈∆
(2)′ and
ϕ
(2.1)
∆ (f) := ϕ
(2.3)
∆ (f) := f for f ∈ S
(2)
∆ (114)
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it holds γ
(2)
∆ (ϕ
(2)
∆ (W∆))⊂AP∩∆
(2)′∗ if
ϕ
(2)
∆ (W∆)⊂ ({ε}∪ (ϕ
(2.1)
∆ )
−1(0)∆(2)∗)\∆(2)∗F (2)∆(2)∗ where
F (2) := {xy ∈∆(2)∆(2)|ϕ
(2.3)
∆ (x) 6= ϕ
(2.1)
∆ (y)}. (115)
Let the mapping Z
(2)
∆ :∆
(2)∗ → S
(2)
∆ be defined by
Z
(2)
∆ (ε) := 0, and Z
(2)
∆ (uv) := ϕ
(2.3)
∆ (v) for u ∈∆
(2)∗ and v ∈∆(2). (116)
Then (115) implies
Z
(2)
∆ (ϕ
(2)
∆ (x)) = ZP(γ
(2)
∆ (ϕ
(2)
∆ (x))) for each x ∈W∆. (117)
Now, the definitions concerning ∆(3) are similar to those concerning ∆(2). But
additionally it must be pointed out that
E
Pˇ
⊂E∗
Pˇ
\ (E∗
Pˇ
{(f,a,g)(f ′,a′,g′) ∈E
Pˇ

E
Pˇ
|g = 0}E∗
Pˇ
).
Therefore we use an additional letter 0ˇ /∈E
Pˇ
·∪S
(3)
∆ to define the content of the
third track by a prefix closed local language such that
ϕ
(3)
∆ (W∆)⊂ pre((S
(3)
∆ ∪{(f,a,g) ∈
E
Pˇ
|g 6= 0})∗{(f,a,g) ∈E
Pˇ
|g = 0}{0ˇ}∗).
So let
∆(3)
′
:=E
Pˇ
∩ (S
(3)
∆ × ιˇ
−1(Σ∆)×S
(3)
∆ ) and ∆
(3) :=∆(3)
′
·∪S
(3)
∆
·∪{0ˇ},
which are finite and can be effectively determined, if ∆ is finite. (118)
By this definition of ∆(3)
′
holds e ∈E
Pˇ
∩∆(3)
′∗ for e= pi

Pˇ
(b) because of (64d).
S
(3)
∆
·∪{0ˇ} is used to describe the positioning of e inside b.
Let the homomorphisms ϕ
(3)
∆ : ∆
()′∗ → ∆(3)∗ and γ
(3)
∆ : ∆
()∗ → ∆(3)
′∗ be
defined by
ϕ
(3)
∆ ((x1,x2,x3)) := x3 for (x1,x2,x3) ∈∆
()′ ,
γ
(3)
∆ (y) := y for y ∈∆
(3)′ and
γ
(3)
∆ (y) := ε for y ∈ S
(3)
∆
·∪{0ˇ}. (119)
Now, on account of (64b) γ
(3)
∆ (ϕ
(3)
∆ (x)) ∈ EPˇ ∩∆
(3)′∗ should hold for each
x ∈W∆.
With the mappings ϕ
(3.1)
∆ : ∆
(3) → S
(3)
∆ and ϕ
(3.3)
∆ : ∆
(3) → S
(3)
∆ defined
by
ϕ
(3.1)
∆ ((f,a,g)) := f and ϕ
(3.3)
∆ ((f,a,g)) := g for (f,a,g) ∈∆
(3)′ ,
ϕ
(3.1)
∆ (f) := ϕ
(3.3)
∆ (f) := f for f ∈ S
(3)
∆ and
ϕ
(3.1)
∆ (0ˇ) := ϕ
(3.3)
∆ (0ˇ) := 0. (120)
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it holds γ
(3)
∆ (ϕ
(3)
∆ (W∆))⊂ EPˇ∩∆
(3)′∗ if
ϕ
(3)
∆ (W∆)⊂ ({ε}∪ ((ϕ
(3.1)
∆ )
−1(0)\ {0ˇ})∆(3)∗) \ ∆(3)∗F (3)∆(3)∗ where
F (3) := {xy ∈∆(3)∆(3)|ϕ
(3.3)
∆ (x) 6= ϕ
(3.1)
∆ (y)} ∪
((∆(3)
′
∩ (ϕ
(3.3)
∆ )
−1(0))∪{0ˇ})(∆(3) \ {0ˇ}) ∪
(∆(3) \ ((∆(3)
′
∩ (ϕ
(3.3)
∆ )
−1(0))∪{0ˇ})){0ˇ}. (121)
Let the mapping Z
(3)
∆ :∆
(3)∗ → S
(3)
∆ be defined by
Z
(3)
∆ (ε) := 0, and Z
(3)
∆ (uv) := ϕ
(3.3)
∆ (v) for u ∈∆
(3)∗ and v ∈∆(3). (122)
Then (121) implies
Z
(3)
∆ (ϕ
(3)
∆ (x)) = ZP(γ
(3)
∆ (ϕ
(3)
∆ (x))) for each x ∈W∆. (123)
Now the conditions (64a) and (64d) imply restrictions of the set ∆()
′
, which
finally define the alphabet
∆() ⊂∆()
′
=∆(1)×∆(2)×∆(3) =∆× (∆(2)
′
·∪S
(2)
∆ )× (∆
(3)′ ·∪S
(3)
∆
·∪{0ˇ}).
For that purpose let the mappings ϕ
(2.2)
∆ :∆
(2)′ →Σ and ϕ
(3.2)
∆ :∆
(3)′ → Σˇ be
defined by
ϕ
(i.2)
∆ ((f,a,g)) := a for (f,a,g) ∈∆
(i)′ with i ∈ {2,3}. (124)
As the second and third track together represent a shuffled representation, (64a)
requires
either x2 ∈∆
(2)′ , x3 ∈ S
(3)
∆
·∪{0ˇ} and ϕ
(1.2)
∆ (x1) = ϕ
(2.2)
∆ (x2)
or x2 ∈ S
(2)
∆ , x3 ∈∆
(3)′ and ϕ
(1.2)
∆ (x1) = ιˇ(ϕ
(3.2)
∆ (x3))
for each (x1,x2,x3) ∈∆
(). (125)
Additionally (64d) requires
ϕ
(1.1)
∆ (x1) = ϕ
(2.1)
∆ (x2)+ϕ
(3.1)
∆ (x3) and
ϕ
(1.3)
∆ (x1) = ϕ
(2.3)
∆ (x2)+ϕ
(3.3)
∆ (x3) for each (x1,x2,x3) ∈∆
(). (126)
Let therefore
∆() := {(x1,x2,x3) ∈∆
()′ | it holds (125) and (126)}, (127)
which is finite and can be effectively determined, if ∆ is finite.
Combining (127) with (105), (115) and (121) result in
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Definition 25. Let ∆⊂P, then
W∆ :=∆
()∗ ∩
(ϕ
(1)
∆ )
−1[({ε}∪ (ϕ
(1.1)
∆ )
−1(0)∆(1)∗) \ ∆(1)∗F (1)∆(1)∗] ∩
(ϕ
(2)
∆ )
−1[({ε}∪ (ϕ
(2.1)
∆ )
−1(0)∆(2)∗) \ ∆(2)∗F (2)∆(2)∗] ∩
(ϕ
(3)
∆ )
−1[({ε}∪ ((ϕ
(3.1)
∆ )
−1(0)\ {0ˇ})∆(3)∗) \ ∆(3)∗F (3)∆(3)∗].
By the well known closure properties of the class of regular languages [1] this
representation shows that W∆ is regular, if ∆ is finite, and it is a prefix closed
local language, because of ϕ
(i)
∆ (∆
()′ )⊂∆(i) for each i ∈ {1,2,3}.
To show that W∆ represents the function R
′
P|2AP∩∆
∗ , we need an addi-
tional homomorphism η∆ :∆
()∗ → (P ·∪Pˇ)
∗, defined by
η∆((x1,x2,x3)) := x2 for (x1,x2,x3) ∈∆
() with x2 ∈P
and
η∆((x1,x2,x3)) := x3 for (x1,x2,x3) ∈∆
() with x3 ∈Pˇ. (128)
By (128) η∆ is well defined, because
∆() = {(x1,x2,x3) ∈∆
()|x2 ∈P} ·∪{(x1,x2,x3) ∈∆
()|x3 ∈Pˇ}
on account of (125).
(115) and (121) imply η∆(W∆) ⊂ pi
−1

P
(AP) ∩ pi−1

Pˇ
(E
Pˇ
). With a standard
induction technique for prefix closed local languages it follows
Lemma 9.
Let x ∈W∆, then η∆(x) ∈ pi
−1

P
(AP)∩pi−1

Pˇ
(E
Pˇ
) is a shuffled representation of
ϕ
(1)
∆ (x) ∈AP by γ
(2)
∆ (ϕ
(2)
∆ (x)) ∈AP and . γ
(3)
∆ (ϕ
(3)
∆ (x)) ∈ EPˇ.
To show the reverse of Lemma 9, the following observation is helpful:
Lemma 10.
Let b′,x ∈ (P ·∪Pˇ)
∗ and b = b′x ∈ pi−1

P
(AP)∩pi−1

Pˇ
(E
Pˇ
) be a shuffled represen-
tation of c ∈ AP by d= pi
P
(b) ∈ AP and e= pi
Pˇ
(b) ∈ E
Pˇ
, then b′ is a shuffled
representation of c′ ∈ pre(c) with |c′| = |b′| by d′ ∈ pre(d) and e′ ∈ pre(e) with
|d′|= |pi

P
(b′)| and |e′|= |pi

Pˇ
(b′)|.
Using Lemma 10 with |x|= 1, standard induction technique shows
Lemma 11.
Let b∈pi−1

P
(AP)∩pi−1

Pˇ
(E
Pˇ
) be a shuffled representation of c∈AP by d=pi
P
(b)∈
AP and e = pi
Pˇ
(b) ∈ E
Pˇ
, then there exists x ∈W∆ such that b = η∆(x), c =
ϕ
(1)
∆ (x), d= γ
(2)
∆ (ϕ
(2)
∆ (x)) and e= γ
(3)
∆ (ϕ
(3)
∆ (x)).
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Lemma 9 and Lemma 11 imply that for each c ∈AP∩∆
∗ it holds,
d ∈R′
P
({c}) iff there exists x ∈W∆ with c= ϕ
(1)
∆ (x) and d= γ
(2)
∆ (ϕ
(2)
∆ (x)).
Now the results of this section can be summarized:
Definition 26.
Let the alphabetic homomorphisms µ∆ :∆
()∗ →∆∗ and ν∆ :∆
()∗ →∗
P
be de-
fined by
µ∆(x) := ϕ
(1)
∆ (x) ∈∆
(1)∗ =∆∗ and ν∆(x) := γ
(2)
∆ (ϕ
(2)
∆ (x)) ∈∆
(2)′∗ ⊂∗
P
for x ∈∆()∗ ⊂∆()
′∗.
Theorem 16 (Representation Theorem).
Let ∆⊂P, then R′P(B) = ν∆(µ
−1
∆ (B)∩W∆) for each B ⊂AP∩∆
∗.
Additionally W∆ is regular, if ∆ is finite.
Example 13.
Theorem 16 can be applied to Example 12 to prove SP(pre(P˚ ), V˚ ). For that
purpose a finite subset ∆ ⊂
P˚
has to be found such that α−1
P˚
(V˚ ) ⊂ A
P˚
∩∆∗.
This can be achieved considering the product automaton of V˚ and P˚

, if this
automaton is finite. Reachability analysis for this product construction result in
the product automaton of Fig. 12. Fig. 12 shows that
(1,0)
(2,1II)
(3,1II)
(4,2II)
(0,a,1II)
(0, b,1II)
(1II, b,2II)
(1II, c,0)
(1II, c,0)
(1II, b,2II)(2II, c,1II)
Fig. 12. Product automaton of V˚ and P˚

α−1
P˚
(V˚ )⊂A
P˚
∩{(0,a,1II),(0, b,1II),(1II, c,0),(1II, b,2II),(2II, c,1II)}
∗. (129)
For this example let therefore
∆ :=∆(1) := {(0,a,1II),(0, b,1II),(1II, c,0),(1II, b,2II),(2II, c,1II)}.
This implies
S
(1)
∆ = {0,1II,2II}, S
(3)
∆ = {0,1II}, S
(2)
∆ = {0,1II,2II}, Σ∆ = {a,b,c},
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∆(2)
′
= {(0,a,1II),(0, b,1II),(1II, c,0),(1II,a,2II),(1II, b,2II),(2II, c,1II)}, and
∆(3)
′
= {(0,a,1II),(0, b,1II),(1II, c,0)}.
Now ∆() is given by (127). To illustrate the three tracks, we use a column
notation to represent the elements of
∆() = {

 (0,a,1II)(0,a,1II)
0

 ,

 (0,a,1II)0
(0, aˇ,1II)

 ,

 (0, b,1II)(0, b,1II)
0

 ,

 (0, b,1II)0
(0, bˇ,1II)

 ,

 (1II, c,0)(1II, c,0)
0

 ,

 (1II, c,0)0
(1II, cˇ,0)

 ,

 (1II, b,2II)(1II, b,2II)
0

 ,

 (1II, b,2II)(0, b,1II)
1II

 ,

 (1II, b,2II)1II
(0, bˇ,1II)

 ,

 (2II, c,1II)(2II, c,1II)
0

 ,

 (2II, c,1II)(1II, c,0)
1II

 ,

 (2II, c,1II)1II
(1II, cˇ,0)

 ,

 (0,a,1II)(0,a,1II)
0ˇ

 ,

 (0, b,1II)(0, b,1II)
0ˇ

 ,

 (1II, c,0)(1II, c,0)
0ˇ

 ,

 (1II, b,2II)(1II, b,2II)
0ˇ

 ,

 (2II, c,1II)(2II, c,1II)
0ˇ

}.
The definition of W∆ can be translated into a semiautomaton
W∆ := (∆
() , S
()
∆ , Λ∆ , (0,0,0))
recognizing W∆, where S
()
∆ := S
(1)
∆ ×S
(2)
∆ × (S
(3)
∆
·∪{0ˇ}). Its state transition rela-
tion
Λ∆ ⊂ S
()
∆×∆
()×S
()
∆
can be constructed step by step in compliance with the restrictions of Defini-
tion 25. For its representation we use a column notation for the states just as
for the elements of ∆(). So we get
Λ∆= {

00
0



 (0,a,1II)(0,a,1II)
0



1II1II
0

 ,

00
0



 (0,a,1II)0
(0, aˇ,1II)



1II0
1II

 ,

00
0



 (0, b,1II)(0, b,1II)
0



1II1II
0

 ,

00
0



 (0, b,1II)0
(0, bˇ,1II)



1II0
1II

 ,

1II1II
0



 (1II, c,0)(1II, c,0)
0



00
0

 ,

1II1II
0



 (1II, b,2II)(1II, b,2II)
0



2II2II
0

 ,

1II1II
0



 (1II, b,2II)1II
(0, bˇ,1II)



2II1II
1II

 ,

1II0
1II



 (1II, c,0)0
(1II, cˇ,0)



00
0ˇ

 ,

1II0
1II



 (1II, b,2II)(0, b,1II)
1II



2II1II
1II

 ,
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
2II2II
0



 (2II, c,1II)(2II, c,1II)
0



1II1II
0

 ,

2II1II
1II



 (2II, c,1II)(1II, c,0)
1II



1II0
1II

 ,

2II1II
1II



 (2II, c,1II)1II
(1II, cˇ,0)



1II1II
0ˇ

 ,

00
0ˇ



 (0,a,1II)(0,a,1II)
0ˇ



1II1II
0ˇ

 ,

00
0ˇ



 (0, b,1II)(0, b,1II)
0ˇ



1II1II
0ˇ

 ,

1II1II
0ˇ



 (1II, c,0)(1II, c,0)
0ˇ



00
0ˇ

 ,

1II1II
0ˇ



 (1II, b,2II)(1II, b,2II)
0ˇ



2II2II
0ˇ

 ,

2II2II
0ˇ



 (2II, c,1II)(2II, c,1II)
0ˇ



1II1II
0ˇ

}.
Applying standard automata algorithms [1] to this semiautomaton, shows
ν∆(W∆)⊂ α
−1
P˚
(V˚ ), which by Theorem 16 and (129) implies
R′
P˚
(α−1
P˚
(V˚ )) = ν∆(µ
−1
∆ (α
−1
P˚
(V˚ ))∩W∆)⊂ α
−1
P˚
(V˚ ). (130)
Now (130) together with Corollary 8 proves SP(pre(P˚ ), V˚ ).
Using Corollary 8 and Theorem 16, Example 13 demonstrates how to decide
SP(pre(P ),V ), if there exists a finite subset ∆ ⊂P, such that α
−1
P
(V ) ⊂∆∗.
Since we assume ∅ 6= P ⊂Σ∗ and δ(q0,pre(P )) =Q, pre(P ) is recognized by the
automaton P` := (Σ,Q,δ,q0,Q). So using Corollary 9 instead of Corollary 8, we
also can decide SP(pre(P ),V ), if there exists a finite subset ∆` ⊂
P`
such that
(α−1
P`
(V )∩Z−1
P`
(0))⊂ ∆`∗.
Now the question arises: Is there any relation between ∆ and ∆`? The
only difference between P and P` is the set of their final states: F ⊂Q versus Q.
Therefore Definition 16 implies

P`
=P ∪ {(f,a,f) ∈N
Q
0 ×Σ×N
Q
0 | δ(q0,a) is defined} ∪
{(f,a,f −1q) ∈N
Q
0 ×Σ×N
Q
0 | f > 1q and δ(q,a) is defined}.
Now on account of
{(f,a,f −1q+1δ(q,a)) ∈N
Q
0 ×Σ×N
Q
0 | f > 1q and δ(q,a) is defined} ∪
{(f,a,f +1δ(q0,a)) ∈N
Q
0 ×Σ×N
Q
0 | δ(q0,a) is defined} ⊂P,
for each (f,a,g) ∈
P`
there exists (f,a,g′) ∈P such that g
′
> g. (131)
(35) implies
(f +h,a,g′+h) ∈P for each (f,a,g
′) ∈P and h ∈N
Q
0 . (132)
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By (131) and (132) an induction proof shows:
For each x ∈A
P`
there exists y ∈AP with αP`(x) = αP(y) and
ZP(y
′)> Z
P`
(x′) for each x′ ∈ pre(x) and y′ ∈ pre(y) with |x′|= |y′|,
which implies
For each x ∈ α−1
P`
(V ) there exists y ∈ α−1
P
(V ) with α
P`
(x) = αP(y) and
ZP(y
′)> Z
P`
(x′) for each x′ ∈ pre(x) and y′ ∈ pre(y) with |x′|= |y′|. (133)
Let now ∆ ⊂P ∩ (T (Q)×Σ×T (Q)) such that α
−1
P
(V ) ⊂∆∗, and let Σ∆ be
defined as in (110). Let
S∆ := ZP(pre(α
−1
P
(V ))) and
S`∆ := {f ∈N
Q
0 | there exists g ∈ S∆ with g > f}. (134)
Then finiteness of ∆ implies finiteness of Σ∆, S∆ and S`∆, and by (133) holds
α−1
P`
(V )⊂ ∆`∗ with ∆` :=
P`
∩ (S`∆×Σ∆× S`∆). This implies:
If α−1
P
(V )⊂∆∗ for a finite subset ∆⊂P, then there exists
a finite subset ∆`⊂
P`
with (α−1
P`
(V )∩Z−1
P`
(0))⊂ ∆`∗. (135)
The following example shows that the converse of (135) does not hold.
Example 14.
Let P¯ and P¯ as defined in Figure 8, and let V¯ and V¯ as defined in Fig-
1 2
a
b
Fig. 13. Semiautomaton V¯ recognizing V¯
ure 13. Then Z
P¯
(α−1
P¯
(V¯ )) = {0}∪ {nII|n ∈ N}. Therefore each ∆ ⊂ P¯ with
α−1
P¯
(V¯ )⊂∆∗ is an infinite set.
But (α−1`¯
P
(V¯ ) ∩ Z−1`¯
P
(0)) ⊂ {(0,a,0),(0,a,1II),(1II,a,1II),(1II, b,0)}
∗, because
of Z`¯
P
(α−1`¯
P
(V¯ )) = {0} ∪ {nII|n ∈ N}, and c
−1(α−1`¯
P
(V¯ ) ∩Z−1`¯
P
(0)) = ∅ for each
c ∈ α−1`¯
P
(V¯ ) with Z`¯
P
(c)> 2II.
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8 Decidability Questions
In Section 7 it was demonstrated by way of an example, how a finite set ∆⊂P
can be found that fulfils the condition α−1
P
(pre(V ))⊂∆∗. Given that P and V
are regular languages the approach is now considered in general and it is shown
how the existence of such a finite set can be decided.
For an arbitrary alphabet Γ let the mapping alph : 2Γ
∗
→ 2Γ be defined
by Γ (∅) := Γ ({ε}) := ∅, Γ ({wa}) := Γ ({w})∪{a} for w ∈ Γ ∗ and a ∈ Γ , and
Γ (L) :=
⋃
w∈L
Γ ({w}). Then the minimal set ∆ with the above property is
alph(α−1
P
(pre(V ))). So, the problem is to find alph(α−1
P
(pre(V ))) and to prove
that alph(α−1
P
(pre(V ))) is finite. In (135) it is shown that the more general
problem is to investigate alph(α−1
P
(V ) ∩ Z−1
P
(0)). But we first examine the
problem concerning alph(α−1
P
(pre(V ))), because there is a much easier decision
procedure than for the general problem.
Let now ∅ 6= P ⊂ Σ∗, ∅ 6= V ⊂ Σ∗, P = (Σ,Q,δ,q0,F ) a deterministic au-
tomaton that recognizes P with δ(q0,pre(P )) = Q, and V = (Σ,QV,δV,qV0) a
deterministic semiautomaton that recognizes pre(V ) with Q∩QV = ∅. Then
δV(qV0 ,αP(x)) is defined for each x ∈ α
−1
P
(pre(V )).
The set x−1(α−1
P
(pre(V )))∩P is finite for each x ∈ α
−1
P
(pre(V ))
and depends only on (ZP(x),δV(qV0 ,αP(x))). (136)
For each y ∈ x−1(α−1
P
(pre(V )))∩P is (ZP(xy),δV(qV0 ,αP(xy)))
uniquely determined by (ZP(x),δV(qV0 ,αP(x))) and y. (137)
Let QPV := {(ZP(x),δV(qV0 ,αP(x)))|x ∈ α
−1
P
(pre(V ))}. Then QPV can be con-
sidered as the state set of a deterministic semiautomaton SPV that recognizes
α−1
P
(pre(V )). Its initial state is (0,qV0), its alphabet is P, and its state transi-
tion function is given by (137). More precisely:
SPV = (P,QPV,δPV,(0,qV0)) where δPV :QPV×P →QPV
is a partial function with
δPV((ZP(x),δV(qV0 ,αP(x))),y) := (ZP(xy),δV(qV0 ,αP(xy)))
for x ∈ α−1
P
(pre(V )) and y ∈ x−1(α−1
P
(pre(V )))∩P. (138)
In example 13, SPV corresponds to the product automaton of Figure 12.
Let now ZPV : α
−1
P
(pre(V ))→QPV with
ZPV(x) := (ZP(x),δV(qV0 ,αP(x))) for each x ∈ α
−1
P
(pre(V )). (139)
43
Then
QPV = ZPV(α
−1
P
(pre(V ))) and
ZPV(x) = δPV((0,qV0),x) for each x ∈ α
−1
P
(pre(V )). (140)
For each n ∈N0 let A
(n)
P
:= {w ∈AP| |w| ≤ n} and
Q
(n)
PV
:= ZPV(α
−1
P
(pre(V ))∩A
(n)
P
). (141)
From (136) follows that α−1
P
(pre(V ))∩A
(n)
P
and thus
Q
(n)
PV
for each n ∈N0 are finite sets. (142)
If Q
(k)
PV
= Q
(k+1)
PV
for a k ∈ N0, then follows from (136) and (137) Q
(i)
PV
= Q
(k)
PV
and
alph(α−1
P
(pre(V ))∩A
(i+1)
P
)= alph(α−1
P
(pre(V ))∩A
(k+1)
P
) for each i≥ k. (143)
Because AP =
⋃
n∈N0
A
(n)
P
and A
(n)
P
⊂A
(n+1)
P
for each n ∈N0 holds
QPV =
⋃
n∈N0
Q
(n)
PV
and Q
(n)
PV
⊂Q
(n+1)
PV
for each n ∈N0. (144)
From (143)-(144) follows
alph(α−1
P
(pre(V ))) = alph(α−1
P
(pre(V ))∩A
(k+1)
P
), as well as QPV =Q
(k)
PV
if
Q
(k)
PV
=Q
(k+1)
PV
, and alph(α−1
P
(pre(V ))) and QPV are finite sets (145)
because of (142).
Because α−1
P
(pre(V )) is prefix closed
alph(α−1
P
(pre(V )))⊂ ZP(α
−1
P
(pre(V )))×Σ×ZP(α
−1
P
(pre(V ))), and
ZP(α
−1
P
(pre(V ))) ⊂ p3(alph(α
−1
P
(pre(V )))) ∪ {0}, where p3((f,a,g)) := g for
(f,a,g) ∈P. Because Σ is finite, it follows
alph(α−1
P
(pre(V ))) is finite iff ZP(α
−1
P
(pre(V ))) is finite. (146)
Accordingly, from the finiteness of QV follows
ZP(α
−1
P
(pre(V ))) is finite iff QPV is finite. (147)
If QPV is finite, then because of (144)
it exists a k ∈N0 with Q
(i)
PV
=Q
(k)
PV
for all i≥ k. (148)
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Because of (145)-(148) the stepwise computation of
Q
(i)
PV
for i ∈N0 and the test Q
(i)
PV
=Q
(i+1)
PV
provides a semi-algorithm for the finiteness of alph(α−1
P
(pre(V ))). (149)
In case of a positive result, alph(α−1
P
(pre(V ))) can be computed using (145).
In preparation for the decision on finiteness of QPV we need a closer look
on the structure of P. By Definition 13, Definition 16 and (50) it holds
P =∧P (ˆP) = ∧P(˜P) ∪ ∧P(˚P) ∪ ∧P(¯P) ∪ ∧P( ˜¯P) and
∧P(˜P) ={(f,a,f +1p) ∈N
Q
0 ×Σ×N
Q
0 | δ(q0,a) = p and it exists b ∈Σ such
that δ(p,b) is defined},
∧P(˚P) ={(f,a,f +1p−1q) ∈N
Q
0 ×Σ×N
Q
0 | f > 1q,δ(q,a) = p and it exists
b ∈Σ such that δ(p,b) is defined},
∧P(¯P) ={(f,a,f −1q) ∈N
Q
0 ×Σ×N
Q
0 | f > 1q and δ(q,a) ∈ F} and
∧P( ˜¯P) ={(f,a,f) ∈N
Q
0 ×Σ×N
Q
0 | δ(q0,a) ∈ F}. (150)
On account of (132) a proper subset σ
P
⊂ P together with N
Q
0 suffices to
completely characterize P. Let therefore

σ
P
:=˜σ
P
∪ ˚σ
P
∪ ¯σ
P
∪ ˜¯σ
P
with
˜
σ
P
:={(0,a,1p) ∈N
Q
0 ×Σ×N
Q
0 | δ(q0,a) = p and it exists b ∈Σ such
that δ(p,b) is defined},
˚
σ
P
:={(1q,a,1p) ∈N
Q
0 ×Σ×N
Q
0 | δ(q,a) = p and it exists
b ∈Σ such that δ(p,b) is defined},
¯
σ
P
:={(1q,a,0) ∈N
Q
0 ×Σ×N
Q
0 | δ(q,a) ∈ F} and
˜¯

σ
P
:={(0,a,0) ∈NQ0 ×Σ×N
Q
0 | δ(q0,a) ∈ F}. (151)
Then by (132)
P = {(f+h,a,g+h) ∈N
Q
0 ×Σ×N
Q
0 | (f,a,g) ∈
σ
P
and h ∈NQ0 }. (152)
The following should be noticed:

σ
P
= ˜σ
P
·∪ ˚σ
P
·∪ ¯σ
P
·∪ ˜¯σ
P
.
Generally, for (f ′,a,g′) ∈P the representation (f
′,a,g′) = (f +h,a,g+h)
with (f,a,g) ∈σ
P
and h ∈NQ0 is not unique.

σ
P
is finite for finite automata P. (153)
Let the mapping σP :P → 2
σ
P \ {∅} be defined by
σP((f
′,a,g′)) := {(f,a,g)∈σ
P
| (f ′,a,g′) = (f+h,a,g+h) with h∈NQ0 } (154)
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for (f ′,a,g′) ∈P.
For the decision on finiteness of QPV we now utilize results from Petri
nets [12], [13]. A Petri net N = (S,T,K) consists of a finite set S of places, a
finite set T of transitions, and a set K ⊂ (S×T )∪ (T ×S) of edges. A marking
of such a Petri net is a mapping M : S→N0. Dynamic behavior of Petri nets is
formalized in terms of occurrence steps and occurrence sequences. The set Ω of
occurrence steps is defined by
Ω := {(M,t,M ′) ∈NS0 ×T ×N
S
0 | M >
∑
x∈S,(x,t)∈K
1x and
M ′ =M −
∑
x∈S,(x,t)∈K
1x+
∑
y∈S,(t,y)∈K
1y}. (155)
The set O of occurrence steps with O ⊂ Ω+ and the functions I :O→NS0 and
F :O→NS0 are defined inductively by
For each o= (M,t,M ′) ∈Ω let o ∈ O, I(o) :=M and F(o) :=M ′.
For each w ∈ O and o ∈Ω with F(w) = I(o) let
wo ∈ O, I(wo) := I(w) and F(wo) := F(o). (156)
I(w) is called the initial marking and F(w) the final marking of w. For M ∈NS0
the reachability set E(M) is defined by
E(M) := {M}∪F(I−1(M)). (157)
The semiautomaton SPV can be simulated by a Petri net NPV such that there
exists an injective mapping ι from QPV into the set of markings of NPV with
ι(QPV) = E(ι((0,qV0))). (158)
To define NPV let its set of places S :=Q ·∪QV. Let therefore the injective mapping
ι :QPV →N
Q ·∪Q
V
0
be defined by
ι((f,q))(x) := f(x) for x ∈Q,
ι((f,q))(x) := 0 for x ∈QV \ {q} and
ι((f,q))(x) := 1 for x ∈QV∩{q},
for each (f,q) ∈QPV ⊂N
Q
0 ×QV. (159)
The set T of transitions of NPV will be defined such that there exists a bijective
mapping χ :σ
P
×QV → T . For this purpose let T := T˜ ·∪ T˚ ·∪ T¯ ·∪
˜¯T , where
T˜ :={(r,a,(p,s)) ∈QV×Σ× (Q×QV) | (0,a,1p) ∈ ˜
σ
P
and δV(r,a) = s},
T˚ :={((q,r),a,(p,s)) ∈ (Q×QV)×Σ× (Q×QV) | (1q,a,1p) ∈ ˚
σ
P
and δV(r,a) = s},
T¯ :={((q,r),a,s) ∈ (Q×QV)×Σ×QV | (1q,a,0) ∈ ¯
σ
P
and δV(r,a) = s}, and
˜¯T :={(r,a,s) ∈QV×Σ×QV | (0,a,0) ∈ ˜¯
σ
P
and δV(r,a) = s}. (160)
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Now let the bijective mapping χ :σ
P
×QV → T be defined by
χ(((0,a,1p),r)) :=(r,a,(p,δV(r,a))) for ((0,a,1p),r) ∈ ˜
σ
P
×QV,
χ(((1q,a,1p),r)) :=((q,r),a,(p,δV(r,a))) for ((1q,a,1p),r) ∈ ˚
σ
P
×QV,
χ(((1q,a,0),r)) :=((q,r),a,δV(r,a)) for ((1q,a,0),r) ∈ ¯
σ
P
×QV, and
χ(((0,a,0),r)) :=(r,a,δV(r,a)) for ((0,a,0),r) ∈ ˜¯
σ
P
×QV. (161)
The set K of edges of NPV let be defined by K := K˜ ·∪ K˚ ·∪ K¯ ·∪
˜¯K, where
K˜ :=
⋃
(r,a,(p,s))∈T˜
{(r,(r,a,(p,s))),((r,a,(p,s)),p),((r,a,(p,s)),s)}
⊂ (QV× T˜ )∪ (T˜ × (Q∪QV)),
K˚ :=
⋃
((q,r),a,(p,s))∈T˚
{(q,((q,r),a,(p,s))),(r,((q,r),a,(p,s))),(((q,r),a,(p,s)),p),
(((q,r),a,(p,s)),s)} ⊂ ((Q∪QV)× T˚ )∪ (T˚ × (Q∪QV)),
K¯ :=
⋃
((q,r),a,s)∈T¯
{(q,((q,r),a,s)),(r,((q,r),a,s)),(((q,r),a,s),s)}
⊂ ((Q∪QV)× T¯)∪ (T¯ ×QV), and
˜¯K :=
⋃
(r,a,s)∈ ˜¯T
{(r,(r,a,s)),((r,a,s),s)} ⊂ (QV×
˜¯T )∪ ( ˜¯T ×QV). (162)
With these definitions of NPV, ι and χ the following can be shown by induction:
For each o= o1...o|o| ∈ (N
Q ·∪Q
V
0 ×T ×N
Q ·∪Q
V
0 )
+
with oi ∈N
Q ·∪Q
V
0 ×T ×N
Q ·∪Q
V
0 for 1≤ i≤ |o| holds o ∈ I
−1(ι((0,qV0))),
iff there exists x ∈ α−1
P
(pre(V )) with |x|= |o| such that for 1≤ i≤ |o| holds:
oi = (ι(ZPV(x
′
i−1)), ti, ι(ZPV(x
′
i))) with x
′
j ∈ pre(x) and
∣∣x′j∣∣= j for 0≤ j ≤ |o|
and
ti ∈ χ((yi,δV(qV0,αP(x
′
i−1)))) with yi ∈ σP(xi),
where x= x1 . . .x|o| and xi ∈P for 1≤ i≤ |o| . (163)
This proves (158). Because ι is injective, QPV is finite iff E(ι((0,qV0 ))) is finite.
The finiteness of E(M) is decidable for each each Petri net and each marking
M of the net [12] [13]. Therefore, with (149) and (145), the following theorem
holds.
Theorem 17. If P and V are finite automata, then it is decidable if
alph(α−1
P
(pre(V ))) is finite. In the positive case alph(α−1
P
(pre(V ))) is com-
putable.
The key to decide finiteness of E(M) is Dickson’s lemma [8], [12]. Therefore
Theorem 17 can also be proven by directly applying Dickson’s lemma. We used
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the simulation by a Petri net, because we also need this simulation to tackle the
more general problem to decide the finiteness of alph(Z−1
P
(0)∩α−1
P
(V )).
For this we make the same assumptions as in the respective problem re-
garding alph(α−1
P
(pre(V ))) and additionally postulate the existence of FV ⊂QV
with
V = {w ∈ pre(V )|δV(qV0 ,w) ∈ FV}. (164)
Let therefore,
A˘PV :=pre(Z
−1
P
(0)∩α−1
P
(V )) =
{u ∈ α−1
P
(pre(V ))|ZPV(u(u
−1(α−1
P
(pre(V )))))∩{0}×FV 6= ∅}. (165)
From (163) it follows:
For each u ∈ α−1
P
(pre(V )) holds
ι(ZPV(u(u
−1(α−1
P
(pre(V )))))) = E(ι(ZPV(u))). (166)
For each Petri net and each two markingsM andM ′ it is decidable ifM ′ ∈ E(M)
[12], [13]. From this it follows on account of (166):
For each u ∈ α−1
P
(pre(V )) it is decidable, if u ∈ A˘PV. (167)
On account of (165):
alph(Z−1
P
(0)∩α−1
P
(V )) = alph(A˘PV). (168)
Let now Q˘PV := ZPV(A˘PV)⊂QPV. (169)
Analog to (146) and (147),
alph(A˘PV) is finite if Q˘PV is finite. (170)
For each n ∈N0 let Q˘
(n)
PV
:= Q˘PV∩Q
(n)
PV
. (171)
Therewith,
Q˘
(n)
PV
are finite sets that are computable on account of (167). (172)
As in (144) - (148),
the stepwise computation of each Q˘
(i)
PV
for i ∈N0 and the test Q˘
(i)
PV
= Q˘
(i+1)
PV
provides a semi-algorithm to decide the finiteness of alph(A˘PV). (173)
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Let k ∈N0 be the smallest i ∈N0 such that Q˘
(i)
PV
= Q˘
(i+1)
PV
, then
alph(A˘PV) = alph(A˘PV ∩A
(i+1)
P
). (174)
With regard to (170) it remains to prove the decidability of finiteness of Q˘PV.
This can be done using the following result for Petri nets:
Let M and M ′ markings of a Petri net, then it is decidable if
{M˚ ∈ E(M)|M ′ ∈ E(M˚)} is finite [13]. (175)
On account of (166), (165), and (169):
Q˘PV is finite iff for each q ∈ FV
ι(ZPV({u ∈ α
−1
P
(pre(V ))|(0,q) ∈ ZPV(u(u
−1(α−1
P
(pre(V )))))}) is finite . (176)
On account of (166) furthermore holds:
ι(ZPV({u ∈ α
−1
P
(pre(V ))|(0,q) ∈ ZPV(u(u
−1(α−1
P
(pre(V )))))})
= {x ∈ E(ι((0,qV0)))|ι(0,q) ∈ E(x)}. (177)
Now (175) - (177) prove the following theorem:
Theorem 18. If P and V are finite automata, then it is decidable if
alph(Z−1
P
(0)∩α−1
P
(V )) is finite. In the positive case alph(Z−1
P
(0)∩α−1
P
(V )) is
computable by (174).
Now, combining the technique of Section 7 with the simulation of S-automata by
Petri nets will result in a proof of the decidability of SP(P ∪{ε},V ) for regular
P and V . The idea is, to consider the counterexamples for
R′
P
(α−1
P
(V )∩Z−1
P
(0))⊂ α−1
P
(V ).
Preliminarily we notice that on account of (64d)
ZP(d) ≤ ZP(c) for each d ∈R
′
P
({c}). (178)
By Corollary 9 SP(P ∪{ε},V ) does not hold, iff there exists c∈α−1
P
(V )∩Z−1
P
(0)
and d ∈R′
P
({c}) with d /∈ α−1
P
(V ). With Theorem 16 this is equivalent to:
There exists x ∈W

P
with
µ

P
(x) ∈ Z−1
P
(0)∩α−1
P
(V ) and ν

P
(x) /∈ α−1
P
(V ). (179)
As ν

P
(x) ∈R′
P
({µ

P
(x)}) by (178) (179) is equivalent to
There exists x ∈W

P
with
µ

P
(x) ∈ Z−1
P
(0)∩α−1
P
(V ) and ν

P
(x) ∈ Z−1
P
(0)\α−1
P
(V ). (180)
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The first step to decide SP(P ∪{ε},V ) is to “isomorphically refine” the prefix
closed language W

P
by appropriately attaching states of V to the elements
of 
()
P
. For that purpose, additionally to the assumptions about P and V, we
assume that V is complete. This means δV : QV×Σ → QV is a total function,
and it poses no restriction on V , as using an additional dummy state each
deterministic automaton can be transformed into a complete deterministic
automaton recognizing the same language.
According to 
()
P
, ϕ
(1.2)

P
and ϕ
(2.2)

P
, as defined in (127), (102) and (124),
let now
ΨV
P
:= {((y1,y2),x,(y
′
1,y
′
2)) ∈ (QV×QV)×
()
P
× (QV×QV)|
y′1 = δV(y1,ϕ
(1.2)

P
(x1)),
y′2 = δV(y2,ϕ
(2.2)

P
(x2)) if x2 ∈
(2)′
P
and
y′2 = y2 if x2 ∈ S
(2)

P
, with
x= (x1,x2,x3)}, (181)
let the mappings Z
V(1)
P
: ΨV∗
P
→QV and Z
V(2)
P
: ΨV∗
P
→QV be defined by
Z
V(1)
P
(ε) := Z
V(2)
P
(ε) := qV0 , Z
V(1)
P
(uv) := y′1 and Z
V(2)
P
(uv) := y′2 (182)
for u ∈ ΨV∗
P
and v ∈ ΨV
P
with v = ((y1,y2),x,(y
′
1,y
′
2)),
and let the homomorphism ψV
P
: ΨV∗
P
→
()∗
P
be defined by
ψV
P
((y1,y2),x,(y
′
1,y
′
2))) := x for ((y1,y2),x,(y
′
1,y
′
2)) ∈ Ψ
V
P
. (183)
Definition 27.
Let the prefix closed language WV
P
⊂ ΨV∗
P
be defined by
WV
P
:= {w ∈ (ψV
P
)−1(W

P
)| y1 = Z
V(1)
P
(u) and y2 = Z
V(2)
P
(u) for each
uv ∈ pre(w) with u ∈ ΨV∗
P
and v = ((y1,y2),x,(y
′
1,y
′
2)) ∈ Ψ
V
P
}.
Now Definition 26 implies
Z
V(1)
P
(u) = δV(qV0 ,αP(µ
P
(ψV
P
(u)))) and
Z
V(2)
P
(u) = δV(qV0 ,αP(ν
P
(ψV
P
(u)))) for each u ∈WV
P
. (184)
As V is a complete deterministic automaton (ψV
P
)|WV
P
is a bijection. (185)
On account of (185), (180) is equivalent to:
There exists u ∈WV
P
with
µ

P
(ψV
P
(u)) ∈ Z−1
P
(0)∩α−1
P
(V ) and ν

P
(ψV
P
(u)) ∈ Z−1
P
(0)\α−1
P
(V ),
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which by (184) can be equivalently restated in terms of reachable states:
There exists u ∈WV
P
with Z
V(1)
P
(u) ∈ FV, Z
V(2)
P
(u) ∈QV \FV and
ZP(µ
P
(ψV
P
(u))) = 0 = ZP(ν
P
(ψV
P
(u))). (186)
Caused by this formulation, the second step to decide SP(P ∪{ε},V ) is to con-
struct a deterministic semiautomaton WV
P
recognizingWV
P
. Generally WV
P
will be
infinite. It is an immediate consequence of Definition 27 that
WV
P
=(ψV
P
)−1(W

P
)\ (XV
P
ΨV∗
P
∪ΨV∗
P
Y V
P
ΨV∗
P
) with
XV
P
={((y1,y2),x,(y
′
1,y
′
2)) ∈ Ψ
V
P
|y1 6= qV0 or y2 6= qV0} and
Y V
P
={((y1,y2),x,(y
′
1,y
′
2))((y¯1, y¯2), x¯,(y¯
′
1, y¯
′
2)) ∈ Ψ
V
P
ΨV
P
|
y′1 6= y¯1 or y
′
2 6= y¯2}. (187)
Let now W

P
= (
()
P
,S
()

P
,λ

P
,s0) be a deterministic semiautomaton recogniz-
ing W

P
, where λ

P
: S
()

P
×
()
P
→ S
()

P
is a partial function and s0 ∈ S
()

P
.
Generally W

P
is infinite. (187) implies that the following deterministic semi-
automaton WV
P
recognizes WV
P
:
W
V
P
:= (ΨV
P
,SV
P
,λV
P
,qV
P0
) where
SV
P
:=QV×QV×S
()

P
, qV
P0
:= (qV0 ,qV0 ,s0), and
λV
P
: SV
P
×ΨV
P
→ SV
P
is a partial function with
λV
P
((y1,y2,s),a) := (y
′
1,y
′
2,s
′), for (y1,y2,s) ∈QV×QV×S
()

P
,
a= ((y1,y2),x,(y
′
1,y
′
2)) ∈ Ψ
V
P
and
λ

P
(s,x) = s′. (188)
By (188) and Definition 27 holds
λV
P
(qV
P0
,u) = (Z
V(1)
P
(u),Z
V(2)
P
(u),λ

P
(s0,ψ
V
P
(u))) for each u ∈WV
P
. (189)
To completely define WV
P
, a complete definition of W

P
must be given. For that
purpose we need the mapping ϕˇ
(3.1)

P
:
(3)
P
→ S
(3)

P
·∪{0ˇ} defined by
ϕˇ
(3.1)

P
((f,a,g)) := f for (f,a,g) ∈
(3)′
P
,
ϕˇ
(3.1)

P
(f) := f for f ∈ S
(3)

P
and
ϕˇ
(3.1)

P
(0ˇ) := 0ˇ. (190)
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As in Example 13, (127) and Definition 25 can be directly translated into a
deterministic semiautomaton W

P
. Let therefore
S
()

P
:= S
(1)

P
×S
(2)

P
× (S
(3)

P
·∪{0ˇ}), s0 := (0,0,0), and let
λ

P
((q1,q2,q3),(x1,x2,x3)) be defined for
(q1,q2,q3) ∈ S
()

P
and (x1,x2,x3) ∈
()
P
with
(q1,q2,q3) = (ϕ
(1.1)

P
(x1),ϕ
(2.1)

P
(x2), ϕˇ
(3.1)

P
(x3)), where
λ

P
((q1,q2,q3),(x1,x2,x3)) := (ϕ
(1.3)

P
(x1),ϕ
(2.3)

P
(x2), 0ˇ) for
x3 ∈ (
(3)′
P
∩ (ϕ
(3.3)

P
)−1(0))∪{0ˇ} and
λ

P
((q1,q2,q3),(x1,x2,x3)) := (ϕ
(1.3)

P
(x1),ϕ
(2.3)

P
(x2),ϕ
(3.3)

P
(x3)) for
x3 ∈
(3)
P
\ ((
(3)′
P
∩ (ϕ
(3.3)

P
)−1(0))∪{0ˇ}). (191)
Now by induction it is easy to show that W

P
recognizesW

P
. With (96), (117),
Definition 25 and Definition 26, (191) implies
ZP(µ
P
(w)) = q1 and ZP(ν
P
(w)) = q2, with λ
P
((0,0,0),w) = (q1,q2,q3),
for each w ∈W

P
. (192)
By (126) holds
λ

P
((0,0,0),w) ∈ {(0,0,0),(0,0, 0ˇ)} for each w ∈W

P
with
λ

P
((0,0,0),w) ∈ {0}×S
(2)

P
× (S
(3)

P
·∪{0ˇ}). (193)
Now, on account of (180), (186), (189), (192) and (193)
SP(P ∪{ε},V ) iff there don’t exist any u ∈WV
P
with
λV
P
(qV
P0
,u) ∈ FV× (QV \FV)×{(0,0,0),(0,0, 0ˇ)}. (194)
A more detailed analysis shows that
λV
P
(qV
P0
,u) ∈ FV× (QV \FV)×{(0,0,0),(0,0, 0ˇ)} iff
λV
P
(qV
P0
,u) ∈ FV× (QV \FV)×{(0,0, 0ˇ)}.
The reachability question posed by (194) can be decided by simulating WV
P
by a Petri net. Preparative to that simulation, first we need an appropriate
characterization of λV
P
, similar to the characterization of P by 
σ
P
together
with NQ0 . So the third step to decide SP(P ∪ {ε},V ) is to present such a
characterization.
By (181), (182), (188) and (191) λV
P
is uniquely determined by δV and

()
P
. Therefore we now look for an appropriate characterization of 
()
P
. For that
purpose we assume
alph(P ) =Σ, (195)
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which don’t cause any restriction for P . Now we assemble the different sets to
define 
()
P
. On account of (99), (106), (107), (62c) and EP ⊂AP holds

(1)
P
=P, S
(1)

P
= ZP(AP) and S
(3)

P
= ZP(EP). (196)
S
(3)

P
is finite and can be effectively determined, if
P is finite, and it holds 0 ∈ S
(3)

P
. (197)
On account of (108), (197), (111), (195) and (118) it holds
S
(2)

P
= ZP(AP), 
(2)′
P
=P∩ (ZP(AP)×Σ×ZP(AP)) and

(3)′
P
=E
Pˇ
∩ (ZP(EP)× ιˇ
−1(Σ)×ZP(EP)) =
σ
Pˇ
. (198)
So 
(3)′
P
=σ
Pˇ
is finite and can be effectively determined, if P is finite. (199)
By (132) (127) can be rephrased. Let therefore the mappings ϕ
(1.1)′
∆ , ϕ
(1.2)′
∆ and
ϕ
(1.3)′
∆ be defined by
ϕ
(1.1)′
∆ :N
Q
0 ×Σ×N
Q
0 →N
Q
0 with ϕ
(1.1)′
∆ ((f,a,g)) := f,
ϕ
(1.2)′
∆ :N
Q
0 ×Σ×N
Q
0 →Σ with ϕ
(1.2)′
∆ ((f,a,g)) := a,
ϕ
(1.3)′
∆ :N
Q
0 ×Σ×N
Q
0 →N
Q
0 with ϕ
(1.3)′
∆ ((f,a,g)) := g
for each (f,a,g) ∈NQ0 ×Σ×N
Q
0 . (200)
Then (127) becomes
∆() = { (x1,x2,x3) ∈ (N
Q
0 ×Σ×N
Q
0 )×∆
(2)×∆(3) |
ϕ
(1.1)′
∆ (x1) = ϕ
(2.1)
∆ (x2)+ϕ
(3.1)
∆ (x3),
ϕ
(1.3)′
∆ (x1) = ϕ
(2.3)
∆ (x2)+ϕ
(3.3)
∆ (x3) and
either x2 ∈∆
(2)′ , x3 ∈ S
(3)
∆
·∪{0ˇ} and ϕ
(1.2)′
∆ (x1) = ϕ
(2.2)
∆ (x2)
or x2 ∈ S
(2)
∆ , x3 ∈∆
(3)′ and ϕ
(1.2)′
∆ (x1) = ιˇ(ϕ
(3.2)
∆ (x3)) }. (201)
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Now (201) together with (112), (118), (196) and (198) implies

()
P
=
(S)
P
·∪
(E)
P
with

(S)
P
:= { (x1,x2,x3) ∈ (N
Q
0 ×Σ×N
Q
0 )×
(2)′
P
× (ZP(EP) ·∪{0ˇ}) |
ϕ
(1.1)′

P
(x1) = ϕ
(2.1)

P
(x2)+ϕ
(3.1)

P
(x3),
ϕ
(1.3)′

P
(x1) = ϕ
(2.3)

P
(x2)+ϕ
(3.3)

P
(x3) and
ϕ
(1.2)′

P
(x1) = ϕ
(2.2)

P
(x2) } and

(E)
P
:= { (x1,x2,x3) ∈ (N
Q
0 ×Σ×N
Q
0 )×ZP(AP)×
σ
Pˇ
|
ϕ
(1.1)′

P
(x1) = ϕ
(2.1)

P
(x2)+ϕ
(3.1)

P
(x3),
ϕ
(1.3)′

P
(x1) = ϕ
(2.3)

P
(x2)+ϕ
(3.3)

P
(x3) and
ϕ
(1.2)′

P
(x1) = ιˇ(ϕ
(3.2)

P
(x3)) }. (202)
Because of (198) and (152) holds
(f,a,g) ∈
(2)′
P
iff there exists h ∈NQ0 and (f
′,a,g′) ∈σ
P
with
f = f ′+h ∈ ZP(AP) and g = g
′+h. (203)
This implies

(S)
P
= { (x1,x2,x3) ∈ (N
Q
0 ×Σ×N
Q
0 )×
(2)′
P
× (ZP(EP) ·∪{0ˇ}) |
there exist (f ′,a,g′) ∈σ
P
and h ∈NQ0 , such that
f ′+h ∈ ZP(AP), x2 = (f
′+h,a,g′+h) and
x1 = (f
′+h+ϕ
(3.1)

P
(x3),a,g
′+h+ϕ
(3.3)

P
(x3)) }. (204)
Similar to (204) 
(E)
P
can be represented by

(E)
P
= { (x1,x2,x3) ∈ (N
Q
0 ×Σ×N
Q
0 )×ZP(AP)×
σ
Pˇ
|
there exist (f ′, aˇ,g′) ∈σ
Pˇ
and h ∈ ZP(AP), such that
x3 = (f
′, aˇ,g′), x2 = h and x1 = (f
′+h, ιˇ(aˇ),g′+h) }. (205)
On account of (153) the representation (204) is ambiguous. Contrary to (204),
the representation (205) is unique. To capture the ambiguity of (204) let the
mapping
σ
(S)
P
:
(S)
P
→ 2
σ
P \ {∅} be defined by
σ
(S)
P
((x1,x2,x3)) :={(f
′,a,g′) ∈σ
P
| there exists h ∈NQ0 such that
f ′+h ∈ ZP(AP), x2 = (f
′+h,a,g′+h) and
x1 = (f
′+h+ϕ
(3.1)

P
(x3),a,g
′+h+ϕ
(3.3)

P
(x3)) }
for each (x1,x2,x3) ∈
(S)
P
. (206)
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As 
()
P
=
(S)
P
·∪ 
(E)
P
, for technical reasons σ
(S)
P
can be extended to
σ
()
P
:
()
P
→ (2
σ
P \ {∅}) ·∪ (2
σ
Pˇ \ {∅}) by
σ
()
P
((x1,x2,x3)) := σ
(S)
P
((x1,x2,x3)) for (x1,x2,x3) ∈
(S)
P
and
σ
()
P
((x1,x2,x3)) := {(f
′, aˇ,g′) ∈σ
Pˇ
| there exists h ∈ ZP(AP) such that
x3 = (f
′, aˇ,g′), x2 = h and x1 = (f
′+h, ιˇ(aˇ),g′+h) }
for (x1,x2,x3) ∈
(E)
P
,
which implies #(σ
()
P
((x1,x2,x3))) = 1 for (x1,x2,x3) ∈
(E)
P
. (207)
Now (204), (205) and (207) present an appropriate characterization of 
()
P
to
simulate WV
P
by a Petri net NV
P
, which is the final step to decide SP(P ∪{ε},V ).
For that purpose we additionally assume finiteness of P and V. To define the set
of places of NV
P
, let
Q(i) and Q
(i)
V
for each i ∈ {1,2} be copies of Q and QV with
Q(1)∩Q(2) = ∅=Q
(1)
V
∩Q
(2)
V
and Q(i)∩Q
(j)
V
= ∅ for each i,j ∈ {1,2}, and let
τ (i) :Q(i) ·∪Q
(i)
V
→Q ·∪QV for each i ∈ {1,2} be the corresponding bijections
with τ (i)(Q(i)) =Q and τ (i)(Q
(i)
V
) =QV for each i ∈ {1,2}. (208)
Corresponding to the state set SV
P
of the semiautomaton WV
P
, which by (188),
(191), (196) and (198) is represented by
SV
P
=QV×QV× (ZP(AP)×ZP(AP)× (ZP(EP) ·∪{0ˇ})),
the set RV
P
of places of NV
P
is defined by
RV
P
:=Q
(1)
V
·∪Q
(2)
V
·∪(Q(1) ·∪Q(2) ·∪(ZP(EP) ·∪{0ˇ})). (209)
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By this definition there exists an injective mapping from SV
P
into the set of
markings of NV
P
. Let therefore the injection
ιV
P
: SV
P
→N
Q
(1)
V
·∪Q
(2)
V
·∪(Q(1) ·∪Q(2) ·∪(Z
P
(E
P
) ·∪{0ˇ}))
0 be defined by
ιV
P
((q1,q2,(s1,s2,s3)))(x) := 0 for x ∈Q
(1)
V
\ {(τ (1))−1(q1)},
ιV
P
((q1,q2,(s1,s2,s3)))(x) := 1 for x ∈Q
(1)
V
∩{(τ (1))−1(q1)},
ιV
P
((q1,q2,(s1,s2,s3)))(x) := 0 for x ∈Q
(2)
V
\ {(τ (2))−1(q2)},
ιV
P
((q1,q2,(s1,s2,s3)))(x) := 1 for x ∈Q
(2)
V
∩{(τ (2))−1(q2)},
ιV
P
((q1,q2,(s1,s2,s3)))(x) := s1(τ
(1)(x)) for x ∈Q(1),
ιV
P
((q1,q2,(s1,s2,s3)))(x) := s2(τ
(2)(x)) for x ∈Q(2),
ιV
P
((q1,q2,(s1,s2,s3)))(x) := 0 for x ∈ (ZP(EP) ·∪{0ˇ})\ {s3}, and
ιV
P
((q1,q2,(s1,s2,s3)))(x) := 1 for x ∈ (ZP(EP) ·∪{0ˇ})∩{s3} for each
(q1,q2,(s1,s2,s3)) ∈ S
V
P
⊂QV×QV× (N
Q
0 ×N
Q
0 × (ZP(EP) ·∪{0ˇ})). (210)
The set T V
P
of transitions of NV
P
will be defined such that there exists a bijective
mapping χV
P
: (QV×QV×σP) ·∪ (QV×
σ
Pˇ
)→ T V
P
. For this purpose let
T V
P
:= T˜
V(S)
P
·∪ T˚
V(S)
P
·∪ T¯
V(S)
P
·∪ ˜¯T
V(S)
P
·∪ T˜
V(E)
P
·∪ T˚
V(E)
P
·∪ T¯
V(E)
P
·∪ ˜¯T
V(E)
P
, where
T˜
V(S)
P
:={((q1,q2),(a,p),(p1,p2)) ∈ (QV×QV)× (Σ×Q)× (QV×QV)|
(0,a,1p) ∈ ˜
σ
P
, δV(q1,a) = p1 and δV(q2,a) = p2},
T˚
V(S)
P
:={((q1,q2),(q,a,p),(p1,p2)) ∈ (QV×QV)× (Q×Σ×Q)× (QV×QV)|
(1q,a,1p) ∈ ˚
σ
P
, δV(q1,a) = p1 and δV(q2,a) = p2},
T¯
V(S)
P
:={((q1,q2),(q,a),(p1,p2)) ∈ (QV×QV)× (Q×Σ)× (QV×QV)|
(1q,a,0) ∈ ¯
σ
P
, δV(q1,a) = p1 and δV(q2,a) = p2},
˜¯T
V(S)
P
:={((q1,q2),a,(p1,p2)) ∈ (QV×QV)×Σ× (QV×QV)|
(0,a,0) ∈ ˜¯σ
P
, δV(q1,a) = p1 and δV(q2,a) = p2},
T˜
V(E)
P
:={(q1,(aˇ,p),p1) ∈QV× (Σˇ×Q)×QV|
(0, aˇ,1p) ∈ ˜
σ
Pˇ
and δV(q1,a) = p1},
T˚
V(E)
P
:={(q1,(q, aˇ,p),p1) ∈QV× (Q× Σˇ×Q)×QV|
(1q, aˇ,1p) ∈ ˚
σ
Pˇ
and δV(q1,a) = p1},
T¯
V(E)
P
:={(q1,(q, aˇ),p1) ∈QV× (Q× Σˇ)×QV|
(1q, aˇ,0) ∈ ¯
σ
Pˇ
and δV(q1,a) = p1} and
˜¯T
V(E)
P
:={(q1, aˇ,p1) ∈QV× Σˇ×QV|(0, aˇ,0) ∈ ˜¯
σ
Pˇ
and δV(q1,a) = p1}. (211)
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Let now the bijective mapping χV
P
: (QV×QV×
σ
P
) ·∪ (QV×
σ
Pˇ
)→T V
P
be defined
by
χV
P
((q1,q2,(0,a,1p))) :=((q1,q2),(a,p),(δV(q1,a),δV(q2,a)))
for (q1,q2,(0,a,1p)) ∈QV×QV× ˜
σ
P
,
χV
P
((q1,q2,(1q,a,1p))) :=((q1,q2),(q,a,p),(δV(q1,a),δV(q2,a)))
for (q1,q2,(1q,a,1p)) ∈QV×QV× ˚
σ
P
,
χV
P
((q1,q2,(1q,a,0))) :=((q1,q2),(q,a),(δV(q1,a),δV(q2,a)))
for (q1,q2,(1q,a,0)) ∈QV×QV× ¯
σ
P
,
χV
P
((q1,q2,(0,a,0))) :=((q1,q2),a,(δV(q1,a),δV(q2,a)))
for (q1,q2,(0,a,0)) ∈QV×QV× ˜¯
σ
P
,
χV
P
((q1,(0, aˇ,1p))) :=(q1,(aˇ,p),δV(q1,a))
for (q1,(0, aˇ,1p)) ∈QV× ˜
σ
Pˇ
,
χV
P
((q1,(1q, aˇ,1p))) :=(q1,(q, aˇ,p),δV(q1,a))
for (q1,(1q, aˇ,1p)) ∈QV× ˚
σ
Pˇ
,
χV
P
((q1,(1q, aˇ,0))) :=(q1,(q, aˇ),δV(q1,a))
for (q1,(1q, aˇ,0)) ∈QV× ¯
σ
Pˇ
and
χV
P
((q1,(0, aˇ,0))) :=(q1, aˇ,δV(q1,a))
for (q1,(0, aˇ,0)) ∈QV× ˜¯
σ
Pˇ
. (212)
The set KV
P
of edges of NV
P
let be defined by
KV
P
:= K˜
V(S)
P
·∪ K˚
V(S)
P
·∪ K¯
V(S)
P
·∪ ˜¯K
V(S)
P
·∪ K˜
V(E)
P
·∪ K˚
V(E)
P
·∪ K¯
V(E)
P
·∪ ˜¯K
V(E)
P
,
where
K˜
V(S)
P
:=
⋃
((q1,q2),(a,p),(p1 ,p2))∈T˜
V(S)
P
{((τ (1))−1(q1),((q1,q2),(a,p),(p1,p2))),
((τ (2))−1(q2),((q1,q2),(a,p),(p1,p2))),
(((q1,q2),(a,p),(p1,p2)),(τ
(1))−1(p1)),
(((q1,q2),(a,p),(p1,p2)),(τ
(2))−1(p2)),
(((q1,q2),(a,p),(p1,p2)),(τ
(1))−1(p)),
(((q1,q2),(a,p),(p1,p2)),(τ
(2))−1(p))} ⊂
((Q
(1)
V
·∪Q
(2)
V
)× T˜
V(S)
P
) ·∪(T˜
V(S)
P
× (Q
(1)
V
·∪Q
(2)
V
·∪Q(1) ·∪Q(2))), (213)
57
K˚
V(S)
P
:=
⋃
((q1,q2),(q,a,p),(p1 ,p2))∈T˚
V(S)
P
{((τ (1))−1(q1),((q1,q2),(q,a,p),(p1,p2))),
((τ (2))−1(q2),((q1,q2),(q,a,p),(p1,p2))),
((τ (1))−1(q),((q1,q2),(q,a,p),(p1,p2))),
((τ (2))−1(q),((q1,q2),(q,a,p),(p1,p2))),
(((q1,q2),(q,a,p),(p1,p2)),(τ
(1))−1(p1)),
(((q1,q2),(q,a,p),(p1,p2)),(τ
(2))−1(p2)),
(((q1,q2),(q,a,p),(p1,p2)),(τ
(1))−1(p)),
(((q1,q2),(q,a,p),(p1,p2)),(τ
(2))−1(p))} ⊂
((Q
(1)
V
·∪Q
(2)
V
·∪Q(1) ·∪Q(2))× T˚
V(S)
P
) ·∪(T˚
V(S)
P
× (Q
(1)
V
·∪Q
(2)
V
·∪Q(1) ·∪Q(2))), (214)
K¯
V(S)
P
:=
⋃
((q1,q2),(q,a),(p1,p2))∈T¯
V(S)
P
{((τ (1))−1(q1),((q1,q2),(q,a),(p1,p2))),
((τ (2))−1(q2),((q1,q2),(q,a),(p1,p2))),
((τ (1))−1(q),((q1,q2),(q,a),(p1,p2))),
((τ (2))−1(q),((q1,q2),(q,a),(p1,p2))),
(((q1,q2),(q,a,p),(p1,p2)),(τ
(1))−1(p1)),
(((q1,q2),(q,a,p),(p1,p2)),(τ
(2))−1(p2))} ⊂
((Q
(1)
V
·∪Q
(2)
V
·∪Q(1) ·∪Q(2))× T¯
V(S)
P
) ·∪(T¯
V(S)
P
× (Q
(1)
V
·∪Q
(2)
V
)), (215)
˜¯K
V(S)
P
:=
⋃
((q1,q2),a,(p1,p2))∈
˜¯T
V(S)
P
{((τ (1))−1(q1),((q1,q2),a,(p1,p2))),
((τ (2))−1(q2),((q1,q2),a,(p1,p2))),
(((q1,q2),a,(p1,p2)),(τ
(1))−1(p1)),
(((q1,q2),a,(p1,p2)),(τ
(2))−1(p2))} ⊂
((Q
(1)
V
·∪Q
(2)
V
)× ˜¯T
V(S)
P
) ·∪( ˜¯T
V(S)
P
× (Q
(1)
V
·∪Q
(2)
V
)), (216)
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K˜
V(E)
P
:=
⋃
(q1,(aˇ,p),p1)∈T˜
V(E)
P
{((τ (1))−1(q1),(q1,(aˇ,p),p1)),
(0,(q1,(aˇ,p),p1)),
((q1,(aˇ,p),p1),(τ
(1))−1(p1)),
((q1,(aˇ,p),p1),1p),
((q1,(aˇ,p),p1),(τ
(1))−1(p))} ⊂
((Q
(1)
V
·∪(ZP(EP) ·∪{0ˇ}))× T˜
V(E)
P
) ·∪
(T˜
V(E)
P
× (Q
(1)
V
·∪(ZP(EP) ·∪{0ˇ}) ·∪Q
(1))), (217)
K˚
V(E)
P
:=
⋃
(q1,(q,aˇ,p),p1)∈T˚
V(E)
P
{((τ (1))−1(q1),(q1,(q, aˇ,p),p1)),
(1q,(q1,(q, aˇ,p),p1)),
{((τ (1))−1(q),(q1,(q, aˇ,p),p1)),
((q1,(q, aˇ,p),p1),(τ
(1))−1(p1)),
((q1,(q, aˇ,p),p1),1p),
((q1,(q, aˇ,p),p1),(τ
(1))−1(p))} ⊂
((Q
(1)
V
·∪(ZP(EP) ·∪{0ˇ}) ·∪Q
(1))× T˚
V(E)
P
) ·∪
(T˚
V(E)
P
× (Q
(1)
V
·∪(ZP(EP) ·∪{0ˇ}) ·∪Q
(1))), (218)
K¯
V(E)
P
:=
⋃
(q1,(q,aˇ),p1)∈T¯
V(E)
P
{((τ (1))−1(q1),(q1,(q, aˇ),p1)),
(1q,(q1,(q, aˇ),p1)),
{((τ (1))−1(q),(q1,(q, aˇ),p1)),
((q1,(q, aˇ),p1),(τ
(1))−1(p1)),
((q1,(q, aˇ),p1), 0ˇ)} ⊂
((Q
(1)
V
·∪(ZP(EP) ·∪{0ˇ}) ·∪Q
(1))× T¯
V(E)
P
) ·∪
(T¯
V(E)
P
× (Q
(1)
V
·∪(ZP(EP) ·∪{0ˇ}))) and (219)
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˜¯K
V(E)
P
:=
⋃
(q1,aˇ,p1)∈
˜¯T
V(E)
P
{((τ (1))−1(q1),(q1, aˇ,p1)),
(0,(q1, aˇ,p1)),
((q1, aˇ,p1),(τ
(1))−1(p1)),
((q1, aˇ,p1), 0ˇ)} ⊂
((Q
(1)
V
·∪(ZP(EP) ·∪{0ˇ}))×
˜¯T
V(E)
P
) ·∪
( ˜¯T
V(E)
P
× (Q
(1)
V
·∪(ZP(EP) ·∪{0ˇ}))). (220)
Let now the sets ΩV
P
, OV
P
and EV
P
(M) as well as the functions IV
P
and FV
P
be
defined corresponding to (155), (156) and (157). By induction on the length of
occurrence sequences o ∈ (IV
P
)−1(ιV
P
((qV0 ,qV0 ,(0,0,0)))) it can be shown that
∑
x∈Q
(1)
V
M(x) =
∑
x∈Q
(2)
V
M(x) =
∑
x∈Z
P
(E
P
) ·∪{0ˇ}
M(x) = 1
for each M ∈ EV
P
(ιV
P
((qV0 ,qV0 ,(0,0,0))). (221)
Therefore the function ζ
V(3)
P
: EV
P
(ιV
P
((qV0 ,qV0 ,(0,0,0)))→N
Q
0 is well defined for
each M ∈ EV
P
(ιV
P
((qV0 ,qV0 ,(0,0,0))) by
ζ
V(3)
P
(M) := 0 if M(0ˇ) = 1 and
ζ
V(3)
P
(M) := f if M(f) = 1 for f ∈ ZP(EP). (222)
For i ∈ {1,2} let the functions ζ
V(i)
P
: EV
P
(ιV
P
((qV0 ,qV0 ,(0,0,0)))→ N
Q
0 for each
M ∈ EV
P
(ιV
P
((qV0 ,qV0 ,(0,0,0))) be defined by
ζ
V(1)
P
(M)(q) :=M((τ (1))−1(q)) and
ζ
V(2)
P
(M)(q) :=M((τ (2))−1(q)) for each q ∈Q. (223)
An induction as for (221) proves
ζ
V(1)
P
(M) = ζ
V(2)
P
(M)+ ζ
V(3)
P
(M),
ζ
V(1)
P
(M) ∈ ZP(AP) and ζ
V(2)
P
(M) ∈ ZP(AP)
for each M ∈ EV
P
(ιV
P
((qV0 ,qV0 ,(0,0,0))). (224)
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To formulate the main theorem about the simulation of WV
P
by NV
P
let the map-
ping
σ
V()
P
: ΨV
P
→ (2QV×QV×
σ
P \ {∅}) ·∪ (2QV×
σ
Pˇ \ {∅}) be defined by
σ
V()
P
(((y1,y2),x,(y
′
1,y
′
2))) := {y1}×{y2}×σ
()
P
for
((y1,y2),x,(y
′
1,y
′
2)) ∈ Ψ
V
P
∩ (QV×QV)×
(S)
P
× (QV×QV) and
σ
V()
P
(((y1,y2),x,(y
′
1,y
′
2))) := {y1}×σ
()
P
for
((y1,y2),x,(y
′
1,y
′
2)) ∈ Ψ
V
P
∩ (QV×QV)×
(E)
P
× (QV×QV). (225)
Now, together with (224) and (221) an induction on the length of w ∈WV
P
proves
Theorem 19.
For each o= o1...o|o| ∈ (N
RV
P
0 ×T
V
P
×N
RV
P
0 )
+with
oi ∈N
RV
P
0 ×T
V
P
×N
RV
P
0 for 1≤ i≤ |o| holds o ∈ (I
V
P
)−1(ιV
P
(qV
P0
)),
iff there exists w ∈WV
P
with |w| = |o| such that for 1≤ i≤ |o| holds:
oi = (ι
V
P
(λV
P
(qV
P0
,w′i−1)), ti, ι
V
P
(λV
P
(qV
P0
,w′i))) with w
′
j ∈ pre(w),∣∣w′j∣∣= j for 0≤ j ≤ |o| , and ti ∈ χVP(σV()P (wi)), where
w = w1 . . .w|o| and wi ∈ Ψ
V
P
for 1≤ i≤ |o| .
Theorem 19 implies
ιV
P
(λV
P
(qV
P0
,WV
P
)) = EV
P
(ιV
P
(qV
P0
)). (226)
As the reachability problem of Petri nets is decidable [12], [13], by (194) and
(226) follows
Corollary 10.
SP(P ∪{ε},V ) is decidable for regular languages P and V .
The decidability of SP(P ∪{ε},V ) essentially depends on the decidability of the
Petri net reachability problem. In [12] this decidability result is annotated as
double complex: in the proof and in the algorithm. For practical applications it
is therefore important, to have simpler sufficient conditions for SP(P ∪{ε},V ),
as demonstrated in Example 10, Example 11 and in Example 13.
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Appendix
A Shuffle Projection in Terms of Shuffle Factors
The shuffle product UXV [1] for languages U and V can be defined in terms
of the homomorphisms τIn and Θ
I .
Definition 28.
For U,V ⊂Σ∗ the shuffle product UXV ⊂Σ∗ is defined by
UXV :=Θ{1,2}[(τ
{1,2}
1 )
−1(U)∩ (τ
{1,2}
2 )
−1(V )].
It is easy to see that
X is commutative, {w}= {w}X{ε} for w ∈Σ∗,
|w|= |u|+ |v| for w ∈ {u}X{v} and u,v ∈Σ∗,
pre(UXV ) = pre(U)Xpre(V ), and
UXV =
⋃
u∈U,v∈V
{u}X{v} for U,V ⊂Σ∗.
By Lemma 4
{1,2} can be replaced by any set S with #(S) = 2. (227)
The following lemma is the key to a relation between shuffle products and shuffle
projection.
Lemma 12.
Let P ⊂Σ∗. Then w ∈ {u}X{v} for u,v ∈ P, iff there exist
x ∈
⋂
t∈N
(τNt )
−1(P ∪{ε}) and K ⊂N with w =ΘN(x) ∈ P,
u=ΘK(ΠNK(x)) and v =Θ
N\K(ΠN
N\K(x)).
Proof.
Let x ∈
⋂
t∈N
(τNt )
−1(P ∪ {ε}) and K ⊂ N, then w := ΘN(x) ∈ P and by
Lemma 2 u :=ΘK(ΠNK(x)) ∈ P
 and v :=ΘN\K (ΠN
N\K(x)) ∈ P
.
Let ωK :Σ
∗
N
→Σ∗{1,2} be defined by ωK(a) := (τ
{1}
1 )
−1(ΘK(a)) for a∈ΣK and
ωK(a) := (τ
{2}
2 )
−1(ΘN\K (a)) for a ∈ ΣN\K , then w = Θ
N(x) = Θ{1,2}(ωK(x))
and ωK(x) ∈ (τ
{1,2}
1 )
−1({u})∩ (τ
{1,2}
2 )
−1({v}). This implies w ∈ {u}X{v}.
Let now u,v ∈ P and w ∈ {u}X{v}. Then there exist
w˘ ∈ (τ
{1,2}
1 )
−1({u})∩ (τ
{1,2}
2 )
−1({v}) with Θ{1,2}(w˘) = w,
u˘ ∈
⋂
t∈N
(τNt )
−1(P ∪{ε}) with ΘN(u˘) = u and
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v˘ ∈
⋂
t∈N
(τNt )
−1(P ∪{ε}) with ΘN(v˘) = v.
Then, by “combining the structures” of w˘, u˘ and v˘ there exists
x˘ ∈
⋂
n∈N×{1,2}
(τ
N×{1,2}
n )
−1(P ∪{ε}) with Θ
N×{1,2}
{1,2} (x˘) = w˘,
Θ
N×{1}
N
(Π
N×{1,2}
N×{1} (x˘)) = u˘, Θ
N×{2}
N
(Π
N×{1,2}
N×{2} (x˘)) = v˘,
|Π
N×{1,2}
N×{1} (x
′)|= |τ
{1,2}
1 (w
′)| and |Π
N×{1,2}
N×{2} (x
′)|= |τ
{1,2}
2 (w
′)|
for each x′ ∈ pre(x˘) and w′ ∈ pre(w˘) with |x′|= |w′|. (228)
This implies w =ΘN×{1,2}(x˘),
u=ΘN×{1}(Π
N×{1,2}
N×{1} (x˘)) and v =Θ
N×{2}(Π
N×{1,2}
N×{2} (x˘)). (229)
Each bijection ι : N → N ′ defines an isomorphism ιNN ′ : Σ
∗
N → Σ
∗
N ′ by
ιNN ′ := (τ
{ι(i)}
ι(i) )
−1(τ
{i}
i (a)) for a ∈ Σ{i} and i ∈ N . Then it is easy to see [11]
that
ιNN ′(x) ∈
⋂
t∈N ′
(τN
′
t )
−1(P ∪{ε}) and ΘK(ΠNK (x)) =Θ
ι(K)(ΠN
′
ι(K)(ι
N
N ′(x)))
for x ∈
⋂
t∈N
(τNt )
−1(P ∪{ε}) and K ⊂N. (230)
Applying (230) with N =N×{1,2} and N ′ =N to (228) and (229) completes
the proof of the lemma.
Moreover, the second part of this proof shows
Corollary 11.
Let P ⊂Σ∗. Then w ∈ {u}X{v} for u,v ∈ P, iff there exist
x ∈
⋂
t∈N
(τNt )
−1(P ∪{ε}) and K ⊂N with #(K) = #(N\K) = #(N),
w =ΘN(x) ∈ P, u=ΘK(ΠNK(x)) and v =Θ
N\K(ΠN
N\K(x)).
Lemma 12 and corollary 11 motivates
Definition 29.
For P ⊂Σ∗ let SFP : 2
P → 2P

be defined by
SFP (M) := {u ∈ P
| there exist w ∈M and v ∈ P such that w ∈ {u}X{v}}
for M ⊂ P. The elements of SFP (M) are called shuffle factors of M .
It is an immediate consequence of this definition that
M ⊂ SFP (M), SFP (M) =
⋃
w∈M
SFP ({w})
and therefore SFP (U)⊂ SFP (M) for U ⊂M ⊂ P
. (231)
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Theorem 20.
Let P,V ⊂Σ∗. Then SP(P ∪{ε},V ) iff SFP (P
∩V )⊂ P∩V .
Proof.
By Corollary 11 SP(P ∪{ε},V ) implies SFP (P
∩V ) ⊂ P∩V , which implies
SP(P ∪{ε},V ) on account of Lemma 12.
Remark. This proof shows that in Definition 7 the restriction K 6= ∅ can be
omitted, or K can also be restricted by #(K) = #(N\K) = #(N).
Additionally to commutativity also associativity of X is well known, see
for example [5]. Because of UXV =
⋃
u∈U,v∈V
{u}X{v}, the following lemma is
sufficient for its proof.
Lemma 13.
Let u,v,w ∈Σ∗. Then
({u}X{v})X{w}=
Θ{1,2,3}[(τ
{1,2,3}
1 )
−1({u})∩ (τ
{1,2,3}
2 )
−1({v})∩ (τ
{1,2,3}
3 )
−1({w})] =
{u}X({v}X{w}).
Proof. x ∈ ({u}X{v})X{w}, iff
there exists y ∈ {u}X{v} with x ∈ {y}X{w}. (232)
(232) is equivalent to:
There exist y˘ ∈ (τ
{1,2}
1 )
−1({u})∩ (τ
{1,2}
2 )
−1({v}) and
x˘ ∈ (τ
{{1,2},3}
{1,2} )
−1({y})∩ (τ
{{1,2},3}
3 )
−1({w}) with
y =Θ{1,2}(y˘) and x=Θ{{1,2},3}(x˘). (233)
(233) is equivalent to:
There exists z˘ ∈ (τ
{1,2,3}
1 )
−1({u})∩ (τ
{1,2,3}
2 )
−1({v})∩ (τ
{1,2,3}
3 )
−1({w}) with
Π
{1,2,3}
{1,2} (z˘) = y˘, Θ
{1,2,3}(z˘) = x,
|Π
{1,2,3}
{1,2} (z
′)|= |τ
{{1,2},3}
{1,2} (x
′)| and |Π
{1,2,3}
{3} (z
′)|= |τ
{{1,2},3}
3 (x
′)|
for each z′ ∈ pre(z˘) and x′ ∈ pre(x˘) with |z′|= |x′|. (234)
where z˘ result by “combining the structures” of y˘ and x˘. (232) - (234) proves the
first equation of the lemma. The second equation can be shown by an analogous
argument.
Lemma 13 shows:
u ∈ SFP ({w}) and x ∈ SFP ({u}) implies x ∈ SFP ({w}) for each w ∈ P
.
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Therefore SFP (SFP (M))⊂ SFP (M) for each M ⊂ P
, which by (231) implies
SFP (SFP (M)) = SFP (M)for each M⊂ P
. (235)
On account of (231) and (235) SFP is a closure operator [3]. For P,V ⊂Σ
∗ and
M ⊂ P, by Theorem 20 SFP (M) is the smallest V with X ⊂ V and SP(P ∪
{ε},V ). On account of (6) holds
SFP (M) =
⋂
M⊂V⊂Σ∗
SP(P∪{ε},V )
V. (236)
For P ⊂Σ∗, SFP is a generalization of CΣ , where
CΣ(X) := {u ∈Σ
∗| there exist n ∈N and ui,vi ∈Σ
∗ for 1≤ i≤ n such that
u= u1...un and u1v1...unvn ∈X}= SFΣ(X)
for X ⊂Σ =Σ∗ [4], which is called the downward closure of X .
In preparation for the next section we show the following
Lemma 14.
{ua}X{vb}= ({u}X{vb})a∪ ({ua}X{v})b for u,v ∈Σ∗ and a,b ∈Σ.
Proof.
On account of (227) {ua}X{vb}⊂Σ+, and therefore
{ua}X{vb}=Θ{1,2}[(τ
{1,2}
1 )
−1({ua})∩ (τ
{1,2}
2 )
−1({vb})] =
Θ{1,2}[(τ
{1,2}
1 )
−1({ua})∩ (τ
{1,2}
2 )
−1({vb})∩Σ∗{1,2}Σ{1}]∪
Θ{1,2}[(τ
{1,2}
1 )
−1({ua})∩ (τ
{1,2}
2 )
−1({vb})∩Σ∗{1,2}Σ{2}] =
Θ{1,2}[(τ
{1,2}
1 )
−1({u})∩ (τ
{1,2}
2 )
−1({vb})]a∪
Θ{1,2}[(τ
{1,2}
1 )
−1({ua})∩ (τ
{1,2}
2 )
−1({v})]b=
({u}X{vb})a∪ ({ua}X{v})b.
The properties of (227) and Lemma 14 completely characterize X. It is well
known that
{w} = {w}X{ε}= {ε}X{w} for w ∈Σ∗,
{ua}X{vb}= ({u}X{vb})a∪ ({ua}X{v})b for u,v ∈Σ∗ and a,b ∈Σ, and
UXV =
⋃
u∈U,v∈V
{u}X{v} for U,V ⊂Σ∗ (237)
inductively defines X, see for example [7].
65
Lemma 12 shows
For each ε 6= w ∈ P there exist ε 6= e ∈ P and v ∈ P with
w ∈ {e}X{v}. (238)
(238) together with Lemma 12 implies the following well known inductive defi-
nition of P, see for example [7]:
P =
⋃
n∈N
P (,n) where
P (,1) := P ∪{ε} and P (,n+1) := P (,n)X(P ∪{ε}) for n ∈N. (239)
(239) motivates
Definition 30.
For P ⊂Σ∗ and n ∈N let SF
(n)
P : 2
P → 2P

be defined by SF
(n)
P (M) :=
{u ∈ P| there exist w ∈M and v ∈ P (,n) such that w ∈ {u}X{v}}
for M ⊂ P.
It is an immediate consequence of this definition that
SF
(n)
P (M) =
⋃
w∈M
SF
(n)
P ({w}) and therefore
SF
(n)
P (U)⊂ SF
(n)
P (M) for U ⊂M ⊂ P
 and n ∈N. (240)
Since {ε} ⊂ P (,n) ⊂ P (,n+1) for n ∈N, (239) implies
M ⊂ SF
(n)
P (M)⊂ SF
(n+1)
P (M) for n ∈N,
and SFP (M) =
⋃
n∈N
SF
(n)
P (M) for M ⊂ P
. (241)
The iterative definition of P (,n) together with the commutativity and associa-
tivity of X shows:
SF
(n+1)
P (M) = SF
(1)
P (SF
(n)
P (M)) = SF
(n)
P (SF
(1)
P (M))
for M ⊂ P and n ∈N. (242)
For M ⊂ P (242) by induction implies
SF
(1)
P (M)⊂M iff SF
(n)
P (M)⊂M for each n ∈N.
Therefore, by (241) and Theorem 20 holds
Corollary 12.
Let P,V ⊂Σ∗. Then SP(P ∪{ε},V ) iff SF
(1)
P (P
∩V )⊂ P∩V .
By Lemma 12 Corollary 12 is a reformulation of Theorem 6.
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B Shuffled Runs of Computations in S-Automata
To represent SF
(1)
pre(P )
and SFpre(P ) for ∅ 6= P ⊂Σ
∗ in terms of computations in
S-automata, now a kind of shuffle product will be defined on 2AP . Guideline for
this definition is (237). Preparatively let P and AP be defined as in section 4,
and let
{c}X(P){ε} := {ε}X(P){c} := {c} for c ∈AP, and
{c(f,a,f ′)}X(P){d(g,b,g′)} :=
({c}X(P){d(g,b,g′)})(f + g′,a,f ′+ g′)∪ ({c(f,a,f ′)}X(P){d})(f ′+ g,b,f ′+ g′)
for c(f,a,f ′),d(g,b,g′) ∈AP with (f,a,f
′),(g,b,g′) ∈P.
Then (132) and induction show
{x}X(P){y}= {y}X(P){x}, {x}X(P){y} ⊂AP,
|c|= |x|+ |y| and ZP(c) = ZP(x)+ZP(y)
for x,y ∈AP and c ∈ {x}X
(P){y}. (243)
Definition 31.
Using (243), let the commutativ operation X(P) : 2AP ×2AP → 2AP in infix no-
tation be inductively defined by
{c}X(P){ε} := {ε}X(P){c} := {c} for c ∈AP,
{c(f,a,f ′)}X(P){d(g,b,g′)} :=
({c}X(P){d(g,b,g′)})(f + g′,a,f ′+ g′)∪ ({c(f,a,f ′)}X(P){d})(f ′+ g,b,f ′+ g′)
for c(f,a,f ′),d(g,b,g′) ∈AP with (f,a,f
′),(g,b,g′) ∈P, and
XX(P)Y =
⋃
x∈X,y∈Y
{x}X(P){y} for X,Y ⊂AP.
XX(P)Y is called the shuffled runs of X and Y .
The name shuffled runs is justified by the relation to section 5, as will be
demonstrated in the last theorem of this section.
Definition 31 allows to transfer Definition 29 to AP:
67
Definition 32.
Let SRFP : 2
A
P → 2AP and SRF
(1)
P
: 2AP → 2AP be defined by
SRFP(M) :=
{u ∈AP| there exist w ∈M and v ∈AP such that w ∈ {u}X
(P){v}}
and
SRF
(1)
P
(M) :=
{u ∈AP| there exist w ∈M and e ∈ EP such that w ∈ {u}X
(P){e}}
for M ⊂AP.
The following two lemmas are the key to express SFpre(P ) resp. SF
(1)
pre(P )
by
SRFP resp. SRF
(1)
P
.
Lemma 15.
For c,d ∈AP and x ∈ {c}X(P){d} holds αP(x) ∈ {αP(c)}X{αP(d)}.
Proof (by induction).
Induction base
Let c= ε or d = ε. On account of commutativity of X(P) let d= ε. Then x= c
and αP(d) = ε, which implies αP(x) ∈ {αP(c)}X{αP(d)}.
Induction step
c 6= ε 6= d implies c = c′(f,a,f ′) and d = d′(g,b,g′) with c′,d′ ∈ AP and
(f,a,f ′),(g,b,g′) ∈P. Therefore x ∈ ({c′}X(P){d′(g,b,g′)})(f + g′,a,f ′+ g′)∪
({c′(f,a,f ′)}X(P){d′})(f ′ + g,b,f ′ + g′). On account of symmetry it is suffi-
cient to prove the induction step for x∈ ({c′}X(P){d′(g,b,g′)})(f+g′,a,f ′+g′),
which implies x= x′(f+g′,a,f ′+g′) with x′ ∈ {c′}X(P){d′(g,b,g′)}. Now by the
induction hypothesis αP(x
′) ∈ {αP(c′)}X{αP(d′)b}, and therefore by Lemma 14
αP(x) ∈ ({αP(c′)}X{αP(d′)b})a ⊂ {αP(c′)a}X{αP(d′)b} = {αP(c)}X{αP(d)},
which completes the proof of Lemma 15.
Lemma 16.
For u,v ∈ pre(P) = (pre(P )), w∈ {u}X{v}, c∈α−1
P
(u) and d∈α−1
P
(v) there
exists x ∈ {c}X(P){d} with αP(x) = w.
Proof (by induction).
Induction base
Let u = ε or v = ε. On account of commutativity of X let v = ε. Then w = u
and d= ε, which implies c ∈ {c}X(P){d} with αP(c) = w.
Induction step
u 6= ε 6= v implies u= u′a and v = v′b with u′,v′ ∈ pre(P) and a,b ∈Σ. There-
fore w ∈ ({u′}X{v′b})a∪ ({u′a}X{v′})b, c= c′(f,a,f ′) and d= d′(g,b,g′) with
c′ ∈ α−1
P
(u′), d′ ∈ α−1
P
(v′), (f,a,f ′),(g,b,g′) ∈ P, ZP(c′) = f and ZP(d′) = g.
On account of symmetry it is sufficient to prove the induction step for w ∈
({u′}X{v′b})a, which implies w = w′a with w′ ∈ {u′}X{v′b}. Now by the in-
duction hypothesis there exists x′ ∈{c′}X(P){d′(g,b,g′)} with αP(x′) =w′. Then
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x :=x′(f+g′,a,f ′+g′)∈{c}X(P){d} with αP(x) =w, which completes the proof
of Lemma 16.
Theorem 21.
SFpre(P )(M) = αP(SRFP(α
−1
P
(M))) for M ⊂ pre(P) = (pre(P )).
Proof.
For u ∈ SFpre(P )(M) ⊂ pre(P
) there exist w ∈M and v ∈ pre(P) such that
w ∈ {u}X{v}. Now, by Corollary 6 and Lemma 16 there exist c ∈ α−1
P
(u)⊂AP,
d ∈ α−1
P
(v)⊂AP, and x∈ α
−1
P
(w)⊂ α−1
P
(M) with x∈ {c}X(P){d}. This implies
c ∈ SRFP(α
−1
P
(M)), which proves u ∈ αP(SRFP(α
−1
P
(M))).
For c ∈ SRFP(α
−1
P
(M))⊂AP there exist x ∈ α
−1
P
(M) and d ∈AP such that x ∈
{c}X(P){d}. Now, by Corollary 6 and Lemma 15 αP(c),αP(d) ∈ (pre(P )), and
αP(x) ∈ {αP(c)}X{αP(d)}, which shows αP(c) ∈ SFpre(P )(M). This completes
the proof of Theorem 21.
The proof of Theorem 21 together with P = αP(Z
−1
P
(0)) (Corollary 6) and
(243) shows
Corollary 13.
SFP (M) = αP(SRFP(α
−1
P
(M)∩Z−1
P
(0))) for M ⊂ P.
Together with αP(EP) = pre(P ) and αP(EP ∩Z
−1
P
(0)) = P (59), the proofs of
Theorem 21 and Corollary 13 shows
Corollary 14.
SF
(1)
P (M) = αP(SRF
(1)
P
(α−1
P
(M)∩Z−1
P
(0))) for M ⊂ P, and
SF
(1)
pre(P )(M) = αP(SRF
(1)
P
(α−1
P
(M))) for M ⊂ pre(P) = (pre(P )).
Because of α−1
P
((pre(P ))∩V ) = α−1
P
(V ), Corollary 12 and Corollary 14 imply
Corollary 15.
SP(pre(P ),V ) iff SRF
(1)
P
(α−1
P
(V ))⊂ α−1
P
(V ).
Because of Z−1
P
(0)⊂ α−1
P
(P), it holds
α−1
P
(P∩V )∩Z−1
P
(0) = α−1
P
(P)∩α−1
P
(V )∩Z−1
P
(0)
= α−1
P
(V )∩Z−1
P
(0). (244)
(243) implies
SRF
(1)
P
(α−1
P
(V )∩Z−1
P
(0))⊂ Z−1
P
(0). (245)
By (244) and (245) it holds
SRF
(1)
P
(α−1
P
(P∩V )∩Z−1
P
(0))⊂ α−1
P
(P∩V ) iff
SRF
(1)
P
(α−1
P
(V )∩Z−1
P
(0))⊂ α−1
P
(V )∩Z−1
P
(0). (246)
Now, because of (246), Corollary 12 and Corollary 14 imply
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Corollary 16.
SP(P ∪{ε},V ) iff SRF
(1)
P
(α−1
P
(V )∩Z−1
P
(0))⊂ α−1
P
(V )∩Z−1
P
(0).
To show that Corollary 15 and Corollary 16 are equivalent to Corollary 8 and
Corollary 9, we prove
Theorem 22. SRF
(1)
P
=R′
P
.
Proof.
Since SRF
(1)
P
(M) =
⋃
x∈M
SRF
(1)
P
({x}) and R′
P
(M) =
⋃
x∈M
R′
P
({x}) it is sufficient
to prove SRF
(1)
P
({x}) =R′
P
({x}) for each x ∈AP. For this purpose we show the
following:
For x,u ∈AP and e ∈ EP holds x ∈ {u}X
(P){e} iff there exists a shuffled
representation b ∈ pi−1

P
(AP)∩pi
−1

Pˇ
(E
Pˇ
) of x by u and eˇ := ιˇ−1

Pˇ
(e). (247)
Because of 
Pˇ
∩P = ∅ it holds:
b ∈ pi−1

P
(AP)∩pi
−1

Pˇ
(E
Pˇ
) with pi

Pˇ
(b) = eˇ and pi

P
(b) = u
iff b ∈ {u}X{eˇ}. (248)
Now (248) allows to prove (247) inductively using the inductive definitions of
X
(P) and X.
Induction base
Let u= ε or e= ε. We only consider e= ε, because u= ε can be treated analo-
gously. Then x ∈ {u}X(P){e}, iff x= u, iff there exists a shuffled representation
b ∈ pi−1

P
(AP)∩pi
−1

Pˇ
(E
Pˇ
) of x by u and eˇ= ε.
Induction step
u 6= ε 6= e implies u = u′(f,a,f ′) and e = e′(g,b,g′) with u′ ∈ AP, e′ ∈
EP, and (f,a,f
′),(g,b,g′) ∈ P. Therefore, x ∈ {u}X
(P){e} implies x ∈
({u′}X(P){e′(g,b,g′)})(f + g′,a,f ′+ g′)∪ ({u′(f,a,f ′)}X(P){e′})(f ′+ g,b,f ′+
g′). On account of symmetry it is sufficient to prove the induction step for
x ∈ ({u′}X(P){e′(g,b,g′)})(f + g′,a,f ′+ g′), which implies x = x′(f + g′,a,f ′+
g′) with x′ ∈ {u′}X(P){e′(g,b,g′)}. Now by the induction hypothesis x′ ∈
{u′}X(P){e′(g,b,g′)} implies the existence of a shuffled representation b′ ∈
pi−1

P
(AP)∩pi−1

Pˇ
(E
Pˇ
) of x′ by u′ and eˇ= ιˇ−1

Pˇ
(e′)(g, bˇ,g′). But then b := b′(f,a,f ′)
is a shuffled representation of x = x′(f + g′,a,f ′ + g′) by u = u′(f,a,f ′) and
eˇ= ιˇ−1

Pˇ
(e′)(g, bˇ,g′).
Let now b be a shuffled representation of x by u = u′(f,a,f ′) and
eˇ = ιˇ−1

Pˇ
(e′)(g, bˇ,g′). Then b ∈ {u}X{eˇ} = ({u′}X{ιˇ−1

Pˇ
(e′)(g, bˇ,g′)})(f,a,f ′)∪
({u′(f,a,f ′)}X(P){ιˇ−1

Pˇ
(e′)})(g, bˇ,g′). On account of symmetry it is sufficient to
prove the induction step for b∈ ({u′}X{ιˇ−1

Pˇ
(e′)(g, bˇ,g′)})(f,a,f ′), which implies
b = b′(f,a,f ′) with b′ ∈ ({u′}X{ιˇ−1

Pˇ
(e′)(g, bˇ,g′)}). Additionally b′ is a shuffled
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representation of x′ by u′ and eˇ = ιˇ−1

Pˇ
(e′)(g, bˇ,g′) with x = x′(f + g′,a,f ′+ g′).
Now by the induction hypothesis x′ ∈ {u′}X(P){e′(g,b,g′)}, which implies
x = x′(f + g′,a,f ′+ g′) ∈ {u′(f,a,f ′}X(P){e′(g,b,g′)}. This completes the in-
duction step and the proof of Theorem 22.
Analogously to the proofs of Theorem 22 and Theorem 16 a representation of
SRFP can be constructed like such in Theorem 16.
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