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Abstract
In a regression analysis, suppose we suspect that there are several heterogeneous
groups in the population that a sample represents. Mixture regression models have
been applied to address such problems. By modeling the conditional distribution of
the response given the covariate as a mixture, the sample can be clustered into groups
and the individual regression models for the groups can be estimated simultaneously.
This approach treats the covariate as deterministic so that the covariate carries no infor-
mation as to which group the subject is likely to belong to. Although this assumption
may be reasonable in experiments where the covariate is completely determined by the
experimenter, in observational data the covariate may behave differently across the
groups. Thus the model should also incorporate the heterogeneity of the covariate,
which allows us to estimate the membership of the subject from the covariate.
In this paper, we consider a mixture regression model where the joint distribution
of the response and the covariate is modeled as a mixture. Given a new observation
of the covariate, this approach allows us to compute the posterior probabilities that
the subject belongs to each group. Using these posterior probabilities, the prediction
of the response can adaptively use the covariate. We introduce an inference procedure
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for this approach and show its properties concerning estimation and prediction. The
model is explored for the functional covariate as well as the multivariate covariate. We
present a real-data example where our approach outperforms the traditional approach,
using the well-known Berkeley growth study data.
Key words: clustering, functional data, membership, mixture regression, observational
data, posterior, prediction
1 Introduction
In a regression analysis, suppose we suspect that there are several heterogeneous groups in
the population that a sample represents. Mixture regression models have been applied to
address such problems [DeSarbo and Cron (1988), McLachlan and Peel (2000)]. It is assumed
in mixture regression that, given a p-dimensional covariate X whose subject belongs to the
kth group, the conditional mean of the response Y is related to the linear function of X
through a link function h in the format of h{E(Y |X, δk = 1)} = αk + βTkX, where δk is
the membership variable that returns one if the subject belongs to the kth group and zero
otherwise. For simplicity, we focus on the normal, identity link model where the conditional
density is given by
fY |X,δk=1(y|x) = ϕ(y;αk + βTk x, σ2k),
where ϕ(·;µ, σ2) is the normal density with mean µ and variance σ2. The EM algorithm
can be used to compute the maximum likelihood estimator (MLE), as often done for finite
mixture models [McLachlan and Peel (2000)]. Information criteria such as Aakaike Informa-
tion Criterion (AIC) or Bayesian Information Criterion (BIC) can be used to estimate the
number of groups. Naik et al. (2007) introduced a modified AIC that is tailored for mixture
regression models.
Recently, Yao et al. (2011) introduced a mixture regression model where the covariate is
given by functional data. They conducted a real-data analysis and claimed that the mixture
regression approach works better than the (usual) linear regression approach in terms of
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prediction. We reconsider this analysis and show that the mixture regression approach works
no better than the linear regression approach when the membership of a new observation is
not available. For the overview on functional data analysis, readers may refer to excellent
monographs written by Ramsay and Silverman (2002, 2005) and Ferraty and Vieu (2006).
The mixture regression model introduced above treats the covariate as deterministic or
its distribution as invariant across the groups. Thus the covariate carries no information as
to which group the subject is likely to belong to. Consider the prediction of the response
from a new observation of the covariate; the best we can do is to take the average of the
linear predictors over the groups with certain fixed weights. Although this assumption may
be reasonable in experiments where the covariate is determined in a completely deterministic
way, in observational data the covariate may behave differently across the groups. Thus the
model should incorporate the heterogeneity of the covariate as well so that we can estimate
the membership of the subject from the covariate.
In this paper, we introduce a mixture regression model, where the joint distribution of
the response and the covariate is modeled as a mixture. In particular, we assume that the
joint density of X and Y is given by
fY,X|δk=1(y, x) = ϕ(y;αk + β
T
k x, σ
2
k)ϕ(x, µk,Σk).
This is a generalization of the traditional mixture regression model; when the covariate dis-
tribution is identical across the groups, this model becomes equivalent to the traditional
model. Our new approach allows the covariate to behave differently across the groups as its
marginal distribution becomes a mixture. This covariate heterogeneity allows us to compute
the posterior probabilities that the subject belongs to each group; using these posterior prob-
abilities, the prediction of the response can adaptively use the covariate. This assumption is
particularly reasonable in functional data analysis; in many practical situations, functional
data appears in observational studies. We introduce one of such examples in Section 5.
The rest of the paper proceeds as follows. In Section 2, we explore our new approach
in more details and introduce an inference procedure. We first consider the multivariate
covariate model, followed by the functional covariate model. Furthermore, we introduce
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a couple of simple but very effective ways to extend the model to improve the prediction
performance; these tricks are used in Section 5. Section 3 discusses the properties of the
estimator and the predictor in the joint mixture regression model. In Section 4, we explore
the properties of our new approach by simulation studies. Section 5 presents a real-data
analysis where we show how our approach can improve the prediction performance from the
traditional approach, by using the well-analyzed Berkeley growth study data. Finally, we
conclude the paper with some remarks in Section 6.
2 Joint mixture regression
2.1 The multivariate covariate model
Let us first consider the model for the multivariate covariate. Denote the response by Y and
the p-dimensional covariate by X. We consider the model where the joint distribution of
(Y,X) is a mixture whose density is given by
f(y, x) =
K∑
k=1
pikϕ(y;αk + β
T
k x, σ
2
k)ϕ(x;µk,Σk), (1)
where ϕ(·;µ,Σ) is the (multivariate) normal density with mean µ and variance(-covariance
matrix) Σ. αk and βk are respectively the regression intercept and slope for the kth mix-
ture component. Within each mixture component, which represents a group, the marginal
distribution of the covariate is given by a normal distribution whose parameters vary across
the components. As noted in Introduction, this model differs from the traditional mixture
regression models in that the traditional approach does not incorporate the covariate distri-
bution into the model [McLachlan and Peel (2000), Naik et al. (2007), Yao et al. (2011)].
In particular, the traditional approach is based on the conditional distribution while in our
approach the joint distribution is assumed to be a mixture. We call the former ordinary mix-
ture regression (OMR) and the latter joint mixture regression (JMR). (pi1, . . . , piK) are mixing
proportions, i.e., pik > 0 and
∑
k pik = 1, and K is the number of the mixture components.
To avoid identifiability issues, we assume that K is the smallest in the sense that there is no
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expression that has fewer components than K but still retains the identical distribution. We
also treat the parameter space as the quotient space with respect to permutation in axes.
An alternative expression which is equivalent to (1) and will become useful when exploring
the functional covariate model in the next section is given by
Y =
K∑
k=1
δk(αk + β
T
kX + εk)
X =
K∑
k=1
δkXk,
(2)
where ∆ = (δ1, . . . , δK) follows a multinomial distribution with parameters n = 1 and
(pi1, . . . , piK), Xk ∼ N(µk,Σk), εk ∼ N(0, σ2k), and Xk, δk and εk are jointly independent.
∆ is often called the membership vector, which indicates the group to which the subject
belongs. Note that we observe X but not ∆, i.e., the membership.
Let (x1, y1), . . . , (xn, yn) be n independent observations from (1), or equivalently (2). For
a fixed positive integer K, we estimate the parameters by maximizing the log-likelihood
`n(Ψ; y, x) =
n∑
i=1
log
{ K∑
k=1
pikϕ(yi;αk + β
T
k xi, σ
2
k)ϕ(xi;µk,Σk)
}
,
where the parameters to be estimated are
Ψ := {pi1, . . . , piK−1, α1, β1, σ21, µ1,Σ1, . . . , αK , βK , σ2K , µK ,ΣK}.
As commonly used in finite mixture models, the EM algorithm can be used to compute the
MLE, where ∆ is treated as missing values. The explicit formula of the algorithm is given
in Appendix B.
The number of the mixture components K can be estimated through Bayesian Informa-
tion Criterion (BIC), i.e.,
K̂ = argmax
K
{
max
Ψ
`n(Ψ; y, x)− |Ψ|
2
log n
}
,
where |Ψ| is the number of the parameters. Under some regularity conditions such as the
compactness of the parameter space, BIC provides a consistent estimator for K. For the
details, see Keribin (2000).
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To predict the response, it is natural to use the empirical best predictor. Given a new
observation of the covariate X, the posterior probabilities of the membership are given by
E(δk|X). The best predictor of Y is then given by
E(Y |X) =
K∑
k=1
pk(X)(αk + β
T
kX),
where
pk(X) := E(δk|X) = pikϕ(X;µk,Σk)∑K
k=1 pikϕ(X;µk,Σk)
.
Note that the averaging weights for the conditional group means are given by the function
of X, so that the prediction of the response can adaptively use the covariate information
to adjust the weights. In OMR, in contrast, the best predictor is given by the weighted
average with pik used as the fixed weights, i.e.,
∑K
k=1 pik(αk + β
T
kX). Intuitively speaking,
the more separated the covariate distribution is across the groups, the better the prediction
performance of the JMR approach will be by adaptively changing the weights, compared to
the OMR approach.
The sample can be clustered by assigning a subject to the group whose empirical posterior
is the largest. For instance, the ith subject is assigned to the group
argmax
k
pikϕ(yi; α̂k + β̂
T
k xi, σ̂
2
k)ϕ(xi; µ̂k, Σ̂k)∑K
k=1 pikϕ̂(yi; α̂k + β̂
T
k xi, σ̂
2
k)ϕ(xi; µ̂k, Σ̂k)
.
In Section 4, JMR and OMR are numerically compared. We show that not only JMR
performs better when the covariate distribution is heterogeneous across the groups, OMR
possesses little advantage over JMR even when the covariate distribution is homogeneous
and OMR is the correctly specified approach. Furthermore, it is shown that OMR works
no better than fitting a linear regression model in terms of the prediction performance. We
further confirm these properties with a real data in Section 5.
Remark: One may claim that the assumption of the normality for the covariate distribution
is too restrictive. Another way to see JMR is to treat it as flexible approximation to the
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unknown population distribution by a mixture that can account for the heterogeneity of
the covariate distribution as well. Under this interpretation, the number of the mixture
components work as a tuning parameter [Genovese and Wasserman (2000), Ghosal and
van der Vaart (2001)]. In this paper, we leave this aspect of the problem aside and assume
that the population model is (1) and the number of the mixture components have a physical
meaning.
2.2 The functional covariate model
Let us now extend the joint mixture regression (JMR) model to incorporate the functional
covariate into the model. Replacing the multivariate covariate in (2) with a random function
X(t) ∈ L2[0, 1] (for simplicity, assume its domain is [0, 1]), we have
Y =
K∑
k=1
δk(αk + 〈βk, X〉+ εk)
X =
K∑
k=1
δkXk,
(3)
where βk(t) ∈ L2[0, 1]. The inner product is defined by the usual L2 inner product, i.e.,
〈f, g〉 = ∫ 1
0
f(t)g(t)dt. Let Xk(t) be a Gaussian process with mean function µk(t) and
covariance function Γk(s, t). Assume that the covariance function of X, say Γ, allows the
eigen-decomposition
Γ(s, t) =
∞∑
j=1
λjψj(s)ψj(t),
where λ1 ≥ λ2 ≥ · · · ≥ 0 and {ψ1, ψ2, . . . } forms a complete orthonormal basis in L2[0, 1]
[Mercer’s theorem, see Ash and Gardner (1975)]. Then, X allows the Karhunen-Loe`ve
decomposition
X(t) = µ(t) +
∞∑
j=1
ξjψj(t), (4)
where µ(t) = EX(t) =
∑K
k=1 pikµk(t) and ξj = 〈X − µ, ψj〉 [see Ash and Gardner (1975)].
ξj has mean 0 and variance λj, and ξj and ξj′ are independent for j 6= j′; without the
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Gaussianity assumption, they are uncorrelated but not necessarily independent. Plugging
(4) into (3) yields
Y =
K∑
k=1
δk(ak +
∞∑
j=1
bkjξj + εk), (5)
where ak = αk +
∑∞
j=1 bkj〈µ, ψj〉 and bkj = 〈βk, ψj〉. Note that ξj =
∑K
k=1 δk〈Xk − µ, ψj〉
and (〈Xk − µ, ψ1〉, 〈Xk − µ, ψ2〉, . . . ) is a discrete Gaussian process, so that (ξ1, ξ2, . . . ) =∑K
k=1 δk(〈Xk − µ, ψ1〉, 〈Xk − µ, ψ2〉, . . . ) is a finite mixture of discrete Gaussian processes.
Thus the model (5) can be viewed as generalization of the multivariate model (2) to the
infinite-dimensional covariate model.
Unlike the model (2), the problem is now infinite dimensional and we do not directly
observe ξj. To reduce the dimensionality we follow the commonly used approach in the
functional data analysis literature [Mu¨ller and Stadtmu¨ller (2005), Cai and Hall (2006),
Hall and Horowitz (2007), Yao et al. (2011)]. With sufficiently large positive integer M ,
assume that βk can be spanned by M leading eigenfunctions, i.e., βk(t) =
∑M
j=1 bkjψk(t) for
k = 1, . . . , K. This assumption turns (5) into
Y =
K∑
k=1
δk(ak + b
∗
k
T ξ∗ + εk), (6)
where b∗k = (bk1, . . . , bkM)
T and ξ∗ = (ξ1, . . . , ξM)T . This is essentially equivalent to the
multivariate covariate model, except that ξ∗ is not directly observable. We estimate ξ∗ and
use its estimate as a surrogate.
In practice, the functional covariate is not continuously observable; only a finite number
of observations at discrete points per curve are available. Suppose there are n realizations
(Y1, X1), . . . , (Yn, Xn). The form of the sample available to us is
{Y1, X1(t1,1), . . . , X1(t1,m1)}, . . . , {Yn, Xn(tn,1), . . . , Xn(tn,mn)},
where m1, . . . ,mn are the numbers of observation points per curve, and the sets of the obser-
vation points are not necessarily synchronized nor equally discretized. From these observa-
tions, we have to estimate ξ∗1 , . . . , ξ
∗
n. The analysis of the components of the Karhunen-Loe`ve
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decomposition, i.e., λj, ψj, ξij (i = 1, . . . , n, j = 1, 2, . . . ), is called functional principal com-
ponent analysis (FPCA), and has been developed for the past two decades by many authors.
To save space, we avoid going into the details on the FPCA techniques, but interested read-
ers may refer to Yao et al. (2005), Hall et al. (2006), Benko et al. (2009), and the references
therein. The point is that we can estimate ξ∗1 , . . . , ξ
∗
n by using a technique in FPCA. In
Section 5 where we apply the functional covariate model to a real-data analysis, we follow
Ramsay and Silverman’s paradigm of mapping a curve onto the space spanned by a finite
number of basis functions [Ramsay and Silverman (2002, 2005); an excellent package “fda”
is available for R and MATLAB].
Given estimates ξ̂∗i , we can estimate the parameters in the model (6) by maximizing the
estimated log-likelihood, where ξ∗i is replaced with ξ̂
∗
i in the true log-likelihood, i.e.,
`n(Ψ; y, ξ̂
∗) =
n∑
i=1
log
{ K∑
k=1
pikϕ(yi; ak + b
∗
k
T ξ̂∗i , σ
2
k)ϕ(ξ̂
∗
i ;µk,Σk)
}
, (7)
where the parameters to be estimated are
Ψ = {pi1, . . . , piK−1, a1, b∗1, σ21, µ1,Σ1, . . . , aK , b∗K , σ2K , µK ,ΣK}.
Finally, the regression slope functions βk can be estimated by
β̂k(t) =
M∑
j=1
b̂kjψ̂k(t),
which is a consistent estimator (Section 3).
The procedures for prediction and clustering are similar to the multivariate covariate
model. In Section 5, we apply the functional covariate model to the Berkley growth study
data.
2.3 Tricks to improve the model
In this section, we introduce two ways to improve the model. First, recall that the hetero-
geneity of the covariate distribution plays a crucial role in prediction because it allows us to
estimate the membership from the covariate. The more separated the covariance distribution
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is across the groups, the better the prediction performance will be, because it becomes easier
to differentiate the membership. It is well known in the functional data analysis literature
that sometimes higher order derivatives, X ′, X ′′, · · · , shows a clearer difference by group
than the original X. A famous example given in Ramsay and Silverman (2005) is a velocity
or acceleration curve, which shows much clearer distinction between gender than a growth
curve. One way to incorporate, say X ′, into the model is to apply integration by parts to
(3), which yields
Y =
K∑
k=1
δk(αk + 〈βk, X〉+ εk)
=
K∑
k=1
δk(αk − γk(1)X(1) + 〈γk, X ′〉+ εk),
where γk(t) = −
∫ t
0
βk. These two expressions are identical in theory, but in practice the latter
may perform better if X ′ is more distinguishable by group than X. As the constraint between
the regression coefficient of X(1) and the regression slope function of X ′ is inconvenient to
estimate the model, we may avoid it by treating the regression coefficient as a free parameter,
i.e.,
Y =
K∑
k=1
δk(αk + ζkX(1) + 〈γk, X ′〉+ εk),
where ζk is a free parameter. This model includes (3) as a submodel.
Another way to extend the model (3) is to allow two kinds of covariates: one that behaves
similarly across the groups or is deterministic, and the other that behaves differently across
the groups—sometimes we know beforehand that a certain covariate, say Z, has an invariant
distribution or is deterministic such as covariates in experiments. Adding Z to the model
(2), it becomes
Y =
K∑
k=1
δk(αk + ζ
T
k Z + β
T
kX + εk).
Under this model, the inference should be based on the conditional distribution given Z
so that we can exclude unnecessary parameters from the model that does not contribute
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to the membership estimation. The EM algorithm can be straightforwardly modified to
accommodate this model. These two extensions are simple, yet very effective to improve the
prediction performance, as demonstrated in Section 5.
3 Theoretical properties
3.1 Consistency of the MLE in the functional covariate model
The maximizer of (7) does not coincide with the actual maximum likelihood estimator be-
cause ξ∗ is replaced with ξ̂∗. Fortunately, the theory in Yao et al. (2011) straightforwardly
applies to the current problem as well; under some regularity conditions the maximum like-
lihood estimator in (7) is still consistent. We assume that ξ̂k, ψ̂k, k = 1, . . . ,M, are obtained
by using the technique in Yao et al. (2005).
Proposition 1. Assume that the population model is (6) and the assumptions A1 to A4 in
Yao et al. (2011) hold. For any fixed compact set containing the true parameter Ψ as an
interior point, let Ψ̂ be the maximizer of (7) over the compact set. Then, Ψ̂ converges to Ψ
in probability. Furthermore, β̂k, k = 1, . . . , K is uniformly consistent, i.e., supt∈[0,1] |β̂k(t)−
βk(t)| converges to 0 in probability,
There are two aspects of the model that involve the proof: the proximity of ξ̂k to ξk and
the local behavior of the log-likelihood function
`(Ψ; y, ξ) = log
{ K∑
k=1
pikϕ(y; ak + b
T
k ξ, σ
2
k)ϕ(ξk;µk,Σk)
}
.
Since the covariate distribution continues to satisfy the assumptions in Yao et al. (2011), the
conditions concerning the first aspect are satisfied. On the other hand, since the likelihood
function in JMR has a different form than the one in OMR (Yao et al. (2011) considered
the functional covariate model for OMR), we need to check whether the current likelihood
still retains appropriate local behavior. In Appendix A.1, we verify that the log-likelihood
function in JMR also satisfies the regularity conditions.
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3.2 Asymptotic mean squared prediction error
As mentioned before, it is essential to estimate the membership from the covariate in order to
predict the response well. In this section, we compare the asymptotic mean square prediction
error (MSPE) between JMR and OMR. Recall that we predict the response by the empirical
best predictor
Ŷ =
K∑
k=1
p̂k(X)(α̂k + β̂
T
kX), (8)
where in JMR
p̂k(X) =
pikϕ(X; µ̂k, Σ̂k)∑K
k=1 pikϕ(X; µ̂k, Σ̂k)
, (9)
while in OMR p̂k(X) = pik. As seen in the last section, the MLE is consistent under the JMR
model. Now, suppose that the population model is the JMR model, but the MLE is obtained
by applying the OMR approach. It may be reasonable to suspect that the resulting MLE
is no longer consistent. However, several numerical explorations that the author conducted
including those given in Section 4 suggest that the MLE obtained by applying the OMR
approach is also consistent. (We have not been successful in proving either this conjecture is
true or false.) We will come back to this point again in the next section. In the following, we
consider two cases concerning the OMR approach: one where the parameters are consistently
estimated, and the other where the parameters are not consistently estimated.
Consider the multivariate covariate model (2). For simplicity, let α1 = · · · = αK = 0
and use the inner-product notation, i.e., 〈x, y〉 = xTy. If the covariate distribution varies
across the groups, (8) provides the smallest asymptotic MSPE among any possible predictors
because it is the MSPE of the population conditional mean. The asymptotic MSPE is then
given by the error variance, Σ :=
∑K
k=1 pikσ
2
k, plus
E
[ K∑
k=1
E(δk|X)
( K∑
`=1
E(δ`|X)〈βk − β`, X〉
)2]
. (10)
If we use p̂k(X) = pik, the asymptotic MSPE becomes Σ plus
E
[ K∑
k=1
E(δk|X)
( K∑
`=1
E(δ`)〈βk − β`, X〉
)2]
, (11)
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which is strictly greater than (10) unless E(δk|X) = E(δk) for all k, nor 〈β1, X〉 = · · · =
〈βK , X〉 almost surely. The former case implies that the covariate distribution is invariant
across the groups, which contradicts the assumption. In the latter case, (10) = (11) = 0; but
in this case the ability to differentiate the group is not necessary because there is no harm
by assuming a wrong group.
Now, suppose that the MLE is asymptotically biased and β̂k, pik converges to some β
∗
k ,
pi∗k, respectively. Then, the asymptotic MSPE becomes Σ plus
K∑
k=1
pikE
[〈 K∑
`=1
pi∗` (βk − β∗` ), Xk
〉2]
. (12)
This quantity is in fact greater than (11) at least when E(X1XT1 ) = · · · = E(XKXTK).
Without this assumption, the effect of the bias is rather involved as it is easy to create an
example where (12) is smaller than (11). The proofs are given in Appendix A.2.
4 Simulation study
This section illustrates how the JMR approach works in comparison to alternative methods.
We generate a sample from the two-dimensional covariate, two-group model
Y = δ1(α1 + β
T
1 X + ε1) + (1− δ1)(α2 + βT2 X + ε2)
X = δ1X1 + (1− δ1)X2,
where the mixing proportion is (pi1, pi2) = (0.6, 0.4) and the error variances are both 0.3
2. The
training sample size is considered for 100 and 300, and the testing sample size is 500. The
other parameters—regression coefficients, covariate means, and covariate variance-covariance
matrices—are determined to construct the following four scenarios:
1. X and Y are both well separated by group.
2. X has the common group means, and Y is well separated by group.
3. X is well separated by group, but Y is not.
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4. X has the common cluster distributions, and Y is well separated by group.
Figure 1 shows a realization of the sample in each scenario. We calculate the mean squared
prediction error (MSPE), the average misclassification rate (MCR), and the mean squared
error (MSE) for part of the parameters over 500 iterations. We compare JMR to three
alternative approaches: linear regression by ordinary least squares (OLS), ordinary mixture
regression (OMR), and the two-step model-based clustering approach (MBC). MCR cannot
be computed for OLS as it does not cluster a sample. MBC works as follows. First, it
clusters a sample into two groups by fitting a mixture of normal to the covariate (model-
based clustering); these two groups are used to compute the MCR. Second, in each cluster
the linear regression model is estimated by fitting OLS. To predict the response, it uses
the weighted average of the linear predictors from the two estimated linear models with the
posterior probabilities calculated from a new observation of the covariate used as weights.
We used Fraley and Raftery’s R package “mclust” for this approach [Fraley and Raftery
(2002)]. Note that JMR is the correctly specified approach in Scenarios 1–3 while OMR is
the correctly specified approach in Scenario 4. It is well known that the clusters obtained
in MBC are not identically-distributed samples of the component distributions, so that the
estimates based on the resulting clusters are inevitably biased.
The results are given in Tables 1 and 2. We first look at the prediction performance (Table
1). When the covariate distribution is well separated across the groups (Scenarios 1 and 3),
JMR and MBC outperform the other two methods. When it is difficult to differentiate the
group by the covariate (Scenario 2) or the covariate distribution is homogeneous (Scenario
4), the overall performance deteriorates and the relative advantage of JMR reduces. Note
that OMR is not even as good as OLS (Scenarios 1–3), and in Scenario 4 where OMR
is the correctly specified approach, it is not noticeably better than the other approaches.
The reason why OMR is no better than OLS is that computing the average over the linear
predictors of the groups with fixed weights is essentially equivalent to fitting the linear model
globally; then OLS tends to have a smaller variation because it needs to estimate much fewer
parameters than OMR.
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The results with respect to misclassfication seem a little different. The clustering perfor-
mance by JMR is fairly well throughout the scenarios, including Scenario 4. OMR also works
well when the covariate distribution is not much separated (Scenarios 2 and 4). It is even
slightly better than JMR in Scenario 2 where OMR is a misspecified approach. For scenarios
1 and 3, in contrast, JMR works much better than OMR, though the overall performance of
OMR is still comparable to MBC regardless of the fact that OMR does not take into account
the heterogeneity of the covariate distribution. This implies that to cluster a sample whose
clustering structure lies in the regression structure, clustering based on the regression is at
least as equally important as taking into account the covariate heterogeneity.
One may wonder whether the differences in the prediction performance in fact attribute
to the estimability of the group. Table 2 shows the square root of the mean squared error for
some of the parameters. Note that there is not much difference in the estimation performance
between OMR and JMR; in some cases, OMR is even better than JMR. As the sample size
increases, the MSE of OMR reduces at a similar rate to JMR. This raises the question as to
the consistency of OMR; although OMR is a misspecified approach under the JMR model,
the MLE by OMR may be still consistent for the parameters under the JMR model. We
numerically investigated this conjecture, and the results seem to support it. (We have not
been able to prove analytically whether this claim is true or not.) Because the parameter
estimation by the two methods seems similar, we claim that the difference in the prediction
performance mostly attributes to the estimability of the group. In other words, whether we
can predict the response well largely depends on whether we can estimate the group that the
subject of a new observation is likely to belong to from the covariate. Otherwise, we cannot
expect much beyond simply fitting a linear regression model.
5 Berkeley growth study, revisited
In this section, we present a real-data example where the joint mixture regression (JMR)
approach improves the prediction performance of the traditional ordinary mixture regression
(OMR) approach. We use the Berkeley growth study data [Tuddenham and Snyder (1954)],
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which contains the recorded height of boys and girls from age 1–18 years old; this is a well-
analyzed data set and has been repeatedly used as an illustrating example in the functional
data analysis literature. Recent examples using this data set include Chiou and Li (2007),
Tang and Mu¨ller (2008), Hall et al. (2009), and Yao et al. (2011). The data set contains 39
boys and 54 girls whose height was measured quarterly from 1–2 years old, annually from
2–8 years old, and biannually from 8–18 years old. We reconsider the analysis given in Yao
et al. (2011), where they considered the problem of predicting the height at the age of 18
from the height transition during the juvenile period.
We first consider the model where the predictor is a growth curve from 3–12 years old
(see Figure 2), which is the model that Yao et al. (2011) considered (referred as Model 1).
This age period usually contains female pubertal growth peaks near the end of the range;
male pubertal growth peaks usually come several years later. Given the juvenile growth
curve of a new subject, we wish to predict the height at his or her age of 18. Figure 3
shows the height at the age of 12 and 18. It can be seen that predicting the height at the
age of 18 from the height at the age of 12 is challenging as there is no significant difference
in the height distribution at the age of 12 between boys and girls. Thus to predict the height
well it is crucial to differentiate gender from the growth curve; recall that we do not assume
that gender information is available (Yao et al. (2011) claims that JMR works better than
simply fitting a linear regression model, but we suspect that they used gender information
when predicting the response even though they did not use it when fitting the model). We
predict the response by the empirical best predictor (8). In addition to OMR and JMR, we
also consider functional principal component regression (PCR) as an alternative approach
for comparison [Cai and Hall (2006), Hall and Horowitz (2007)]. PCR estimates the linear
model so that it does not cluster a sample. For these three methods—PCR, OMR, and
JMR—we calculated leave-one-curve-out cross validation (CV),
CV =
1
93
93∑
i=1
(Yi − Ŷ(−i))2,
where Ŷ(−i) is calculated by: first estimating the parameters from the entire sample except
the ith subject, and then computing the predictor from Xi. The results are given in
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Table 3a; there are several points that are consistent with what we saw in the simulation
study. Note that JMR displays its advantage over the other methods when using four or
more eigenfunctions while using only two or three eigenfunctions it is not as good as PCR.
Now, looking at Figure 4a where the scatterplots for the estimated standardized principal
component (PC) scores labeled by gender are shown, it can be seen that the first three
PC scores are not well separated by gender while the fourth PC score seems to show some
heterogeneity between gender. Also, looking at Table 4a, which shows the number of the
misclassification for gender, it can be seen that JMR clusters the sample by gender very
well no matter how many eigenfunctions are used while OMR suddenly behaves poorly when
using the fourth eigenfunction whose PC score shows the differentiability between gender.
These observations support the theory that the prediction performance of JMR depends on
the heterogeneity of the covariance distribution. As we saw in the simulation study, OMR
performs no better than PCR. We may wonder if there is a way to improve the model so that
JMR performs the best regardless of the number of the eigenfunctions to be used. In fact, as
seen in Figure 5a, which shows the cross-validated predictors from the leave-one-curve-out
samples using three leading eigenfunctions, JMR suffers from a bias by gender (most of the
male heights locate below the diagonal line while most of the female heights locate above
it). We want JMR to perform in the way that it reduces this group bias by estimating the
membership well. In the second part of this section, we explore an alternative model that
uses the tricks we introduced in Section 2.3.
As mentioned in Ramsay and Silverman (2005), a velocity curve, or an acceleration
curve, shows much clearer distinction by gender than the original growth curve does. We
incorporate the velocity curve into the model by the way we introduced in Section 2.3. In
particular, we use the velocity curve from 3–12 years old as the functional covariate and the
height at the age of 12 as the scalar covariate (referred as Model 2). We do, however, treat the
latter covariate as an invariant covariate since the heights at the age of 12 for boys and girls
are very similar and almost impossible to differentiate (recall Figure 3a). Thus it is crucial
to estimate gender from the velocity curve to improve the prediction performance. For PCR
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and OMR, we simply use these two variables as covariates. The difference between OMR
and JMR under this model is whether we incorporate the distribution of the velocity curve
into the model. The results are given in Table 3b. First, we notice that the overall prediction
performance has dramatically improved from Model 1. In particular, JMR outperforms the
other two approaches regardless of how many eigenfunctions are used. Looking at Figure
4b where the scatterplots for the estimated standardized PC scores of the velocity curve are
shown, the leading PC scores are much more differentiable by gender than those of the growth
curve (cf. Figure 4a). Also, Table 4b shows that JMR clusters the sample by gender fairly
well while OMR no longer do so no matter how many eigenfunctions are uses. OMR again
performs no better than PCR. Note that JMR keeps improving the prediction performance
with more eigenfunctions used while PCR and JMR are stuck at the use of three of four
eigenfunctions. Finally, Figure 5b shows that JMR under Model 2 considerably reduces the
bias by gender.
Now, we may wonder how large posterior probabilities in the JMR approach actually
contribute to improve the prediction. To see this, we calculate CV for the subsamples whose
estimated posteriors are larger than a certain threshold. In this analysis, we first estimate
the parameters from a leave-one-curve-out sample and compute the posteriors (9) for the
subject that is left out. Then, we compute the mean squared prediction errors by collecting
only those subjects whose greater posterior is larger than a predetermined threshold. Figure
6 shows the transition of the CV along different thresholds for the two models using three
leading eigenfunctions. The thresholds used here are from 0.5 through 0.8 by 0.05 with which
the resulting subsample sizes are respectively 93, 80, 69, 60, 50, 41, 33 for Model 1 and 93,
86, 84, 79, 73, 69, 59 for Model 2 (0.5 corresponds to the whole sample). Overall, Model 2
provides larger posteriors than Model 1 (at each threshold, the subsample size in Model 2
is larger than that in Model 1). This is consistent with the fact that the three PC scores
in Model 2 behaves more differently by gender than those in Model 1 as seen in Figure 4.
As seen in Figure 6b, in Model 2, JMR improves the prediction performance with a faster
rate than the other two methods as the threshold increases. In contrast, Figure 6a does not
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display such behavior; in fact, PCR performs always better than the other two. This implies
that under Model 2, JMR improves the prediction performance more than the other two by
estimating the membership from the covariate that is heterogeneous by gender.
6 Discussion
In this paper, we introduced a mixture regression model where the joint distribution of the
response and the covariate is modeled as a mixture. We call it joint mixture regression in
contrast to the traditional mixture regression, which we call ordinary mixture regression. By
incorporating the covariate distribution into the model, the heterogeneity of the covariate
distribution across the groups is also taken into account. From a new observation of the
covariate, we can compute the posterior probabilities that the subject belongs to each group.
Using these posterior probabilities, the prediction of the response can adaptively use the
covariate. Through the simulation studies and the real-data analysis using the Berkeley
growth study data, we showed that in order to predict the response well, it is crucial that
the covariate behaves differently across the groups. If the covariate behaves similarly or
is deterministic, the mixture regression approach performs no better than simply fitting a
linear regression model. By including the covariate that behaves differently across the group,
we showed that our approach can significantly improve the prediction performance from the
traditional mixture regression approach.
We conclude this paper with two question. First, as we saw in the simulation study
the MLE obtained by fitting the ordinary mixture regression model may be consistent even
under the joint mixture regression model. We conducted a large number of simulation studies,
including the one given in this paper, and they all seem to support this conjecture. Can we
analytically examine the genuineness of this conjecture? Second, in the functional covariate
model we used the eigenfunctions of the observed data as basis functions onto which the
functional covariate is mapped. However, any basis functions can be used in this procedure.
The best basis functions should be the ones where the projections have the distribution
most separable across the groups so that it becomes easy to estimate the membership from
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them. Though using the eigenfunctions of the observed covariate makes an intuitive sense,
analytical justification is lacking. What basis functions yield the best projection in the joint
mixture regression model? We leave these two questions to be solved in the future.
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A Proofs
A.1 Consistency of the MLE in the functional covariate model
We need to verify if the likelihood function under the joint mixture regression model behaves
appropriately. Recall that the log-likelihood function is given by
`(Ψ; y, ξ) = log
{ K∑
k=1
pikϕ(y; ak + b
T
k ξ, σ
2
k)ϕ(ξ;µk,Σk)
}
.
The regularity conditions given in Yao et al. (2011) are as follows. For any Ψ1 in a pre-fixed
compact set defined in the proposition:
(B1) There exist some functions g(y, ξ,Ψ) and c(Ψ) such that, for all possible values of
y, ξ′, ξ′′ and Ψ ∈ NΨ1 , where NΨ1 is some neighborhood of Ψ1,
‖`(Ψ; y, ξ′)− `(Ψ; y, ξ′′)‖ ≤ g(y, ξ,Ψ)‖ξ′ − ξ′′‖+ c(Ψ)‖ξ′ − ξ′′‖2,
and g(y, ξ,Ψ) and c(Ψ) satisfy
sup
Ψ∈NΨ1
E[g2(y, ξ,Ψ)] <∞,
sup
Ψ∈NΨ1
c(Ψ) <∞,
where the integration is defined by the true parameters.
(B2.1) `(Ψ; y, ξ) is upper semicontinuous in Ψ ∈ NΨ1 for all (y, ξ).
(B2.2) There exists a function D(y, ξ) such that ED(y, ξ) <∞ and `(Ψ; y, ξ) ≤ D(y, ξ) for all
(y, ξ) and Ψ ∈ NΨ1 .
(B2.3) For Ψ ∈ NΨ1 and sufficiently small r > 0, supΨ′:‖Ψ′−Ψ‖<r q(y, ξ,Ψ′) is measurable in
(y, ξ).
It is easy to see that (B2.1)–(B2.3) are satisfied. By setting
g(y, ξ,Ψ) =
K∑
k=1
[‖bk‖
σ2k
{|y − ak|+ ‖bk‖‖ξ∗′‖}+ λmax(Σk){‖ξ∗′‖+ ‖µk‖}
]
c(Ψ) =
K∑
k=1
(‖bk‖2
σ2k
+ λmax(Σk)
)
,
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where λmax(Σk) is the maximum eigenvalue of Σk, (B1) is also satisfied, and all the regularity
conditions are satisfied by the likelihood in problem as well.
A.2 Asymptotic mean squared prediction error
We first confirm that (11) ≥ (10) where the equality holds only when E(δk|X) = E(δk) for
all k, or 〈β1, X〉 = · · · = 〈βK , X〉 almost surely. Denoting E(δk|X) by pk and 〈βk, X〉 by ek,
the inside of the expectation operator in (11)− (10) is given by
L :=
K∑
k=1
pk{
K∑
`=1
pi`(ek − e`)}2 −
K∑
k=1
pk{
K∑
`=1
p`(ek − e`)}2.
Since piK = 1− pi1 − · · · − piK−1, for j = 1, . . . , K − 1,
∂L
∂pij
= 2
K∑
k=1
pk(ek − ej)
K∑
`=1
pi`(ek − e`)− 2
K∑
k=1
pk(ek − eK)
K∑
`=1
pi`(ek − e`)
= 2(eK − ej)(
K∑
k=1
pkek −
K∑
`=1
pi`e`),
which is zero at pij = pj. Furthermore,
∂2L
∂pij∂pij′
= 2(eK − ej)(eK − ej′),
thus [ ∂
2L
∂pij∂pij′
]j,j′=1,...,K−1 is strictly positive definite unless e1 = · · · = eK , and the conclusion
follow.
We now confirm the other claim. Note that (12) can be rewritten to
I :=
K∑
k=1
pikE[〈
K∑
`=1
pi∗` (βk − β`) + B, Xk〉2],
where B := ∑K`=1 pi∗` (β` − β∗` ), while (11) can be rewritten to
II :=
K∑
k=1
pikE
[〈 K∑
`=1
pi`(βk − β`), Xk
〉2]
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We will prove I− II ≥ 0 under the assumption Γ = E(X1XT1 ) = · · · = E(XKXTK). Observe
I =
K∑
k=1
pikE[〈
K∑
`=1
pi∗` (βk − β`) + B, Xk〉2]
=
K∑
k=1
pikE[〈(βk − βK) +
K−1∑
`=1
pi∗` (βK − β`) + B, Xk〉2]
=
K∑
k=1
pik{(βk − βK) +
K−1∑
`=1
pi∗` (βK − β`)}TΓ{(βk − βK) +
K−1∑
`=1
pi∗` (βK − β`)}
+ 2BTΓ
K∑
k=1
pik{(βk − βK) +
K−1∑
`=1
pi∗` (βK − β`)}+ BTΓB.
Similarly,
II =
K∑
k=1
pikE[〈
K∑
`=1
pi`(βk − β`), Xk〉2]
=
K∑
k=1
pik{(βk − βK) +
K−1∑
`=1
pi`(βK − β`)}TΓ{(βk − βK) +
K−1∑
`=1
pi`(βK − β`)}
Observe that the first term of I minus II is given by
− 2{
K−1∑
`=1
pi∗` (βK − β`)}TΓ{
K−1∑
`=1
pi`(βK − β`)}T + {
K−1∑
`=1
pi∗` (βK − β`)}TΓ{
K−1∑
`=1
pi∗` (βK − β`)}T
+ 2{
K−1∑
`=1
pi`(βK − β`)}TΓ{
K−1∑
`=1
pi`(βK − β`)}T − {
K−1∑
`=1
pi`(βK − β`)}TΓ{
K−1∑
`=1
pi`(βK − β`)}T
= {
K−1∑
`=1
(pi∗` − pi`)(βK − β`)}TΓ{
K−1∑
`=1
(pi∗` − pi`)(βK − β`)}.
The second term of I can be rewritten as
2BTΓ
K−1∑
`=1
(pi∗` − pi`)(βK − β`).
Thus we have
I− II = {
K−1∑
`=1
(pi∗` − pi`)(βK − β`) + B}TΓ{
K−1∑
`=1
(pi∗` − pi`)(βK − β`) + B} ≥ 0.
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B The EM algorithm for joint mixture regression
Denote the data matrix by X = [x1, . . . , xn]
T , and let X = [x1, . . . , xn]
T where xi = [1, x
T
i ]
T ,
so that X is a n × (1 + p) matrix. Also, let βk = [αk, βTk ]T . Once the M-step is done, the
next E-step is given by
τ
(+)
ik =
pikϕ(yi; 〈β̂k, xi〉, σ̂2k)ϕ(xi; µ̂k, Σ̂k)∑K
k=1 pikϕ(yi; 〈β̂k, xi〉, σ̂2k)ϕ(xi; µ̂k, Σ̂k)
,
where the inner product is the usual inner product in Rp+1 and the hat denotes the estimate
obtained in the last M-step.
The M-step is conducted as follows. Define for k = 1, . . . , K,
Ŵk = diag{τ̂1k, . . . , τ̂nk}, X˜k = Ŵ 1/2k X, X˜k = Ŵ 1/2k X,
1 = [1, . . . , 1]T ∈ Rn, 1˜ = Ŵ 1/2k 1,
y˜k = Ŵ
1/2
k y, y = [y1, . . . , yn]
T
H(1˜) = 1˜(1˜T 1˜)−11˜T , H(X˜k) = X˜k(X˜k
T
X˜k)
−1X˜k
T
,
where τ̂ik are the estimates obtained in the last E-step. Then, the new M-step is given by
µ
(+)
k = {(1˜T 1˜)−11˜T X˜k}T , Σ(+)k = (1˜T 1˜)−1X˜k
T{I −H(1˜)}X˜k,
pi
(+)
k =
1
n
n∑
i=1
τ̂ik, β
(+)
k = (X˜k
T
X˜k)
−1X˜k
T
y˜k, σ̂
2(+)
k = (1˜
T 1˜)−1y˜Tk {I −H(X˜k)}y˜k,
for k = 1, . . . , K.
24
References
R. B. Ash and M. F. Gardner. Topics in stochastic processes. Academic Press, New York,
1975.
M. Benko, W. Ha¨rdle, and A. Kneip. Common functional principal components. Ann.
Statist., 37(1):1–34, 2009.
T. T. Cai and P. Hall. Prediction in functional linear regression. Ann. Statist., 34(5):
2159–2179, 2006.
J.-M. Chiou and P.-L. Li. Functional clustering and identifying substructures of longitudinal
data. J. R. Stat. Soc. Ser. B Stat. Methodol., 69(4):679–699, 2007.
W. S. DeSarbo and W. L. Cron. A maximum likelihood methodology for clusterwise linear
regression. J. Classification, 5(2):249–282, 1988.
F. Ferraty and P. Vieu. Nonparametric functional data analysis. Springer Series in Statistics.
Springer, New York, 2006.
C. Fraley and A. E. Raftery. Model-based clustering, discriminant analysis, and density
estimation. J. Amer. Statist. Assoc., 97(458):611–631, 2002.
C. R. Genovese and L. Wasserman. Rates of convergence for the Gaussian mixture sieve.
Ann. Statist., 28(4):1105–1127, 2000.
S. Ghosal and A. W. van der Vaart. Entropies and rates of convergence for maximum
likelihood and Bayes estimation for mixtures of normal densities. Ann. Statist., 29(5):
1233–1263, 2001.
P. Hall and J. L. Horowitz. Methodology and convergence rates for functional linear regres-
sion. Ann. Statist., 35(1):70–91, 2007.
P. Hall, H.-G. Mu¨ller, and J.-L. Wang. Properties of principal component methods for
functional and longitudinal data analysis. Ann. Statist., 34(3):1493–1517, 2006.
25
P. Hall, H.-G. Mu¨ller, and F. Yao. Estimation of functional derivatives. Ann. Statist., 37
(6A):3307–3329, 2009.
C. Keribin. Consistent estimation of the order of mixture models. Sankhya¯ Ser. A, 62(1):
49–66, 2000.
G. McLachlan and D. Peel. Finite mixture models. Wiley-Interscience, New York, 2000.
H.-G. Mu¨ller and U. Stadtmu¨ller. Generalized functional linear models. Ann. Statist., 33
(2):774–805, 2005.
P. A. Naik, P. Shi, and C.-L. Tsai. Extending the Akaike information criterion to mixture
regression models. J. Amer. Statist. Assoc., 102(477):244–254, 2007.
J. O. Ramsay and B. W. Silverman. Applied functional data analysis. Springer Series in
Statistics. Springer-Verlag, New York, 2002.
J. O. Ramsay and B. W. Silverman. Functional data analysis. Springer Series in Statistics.
Springer, New York, second edition, 2005.
R. Tang and H.-G. Mu¨ller. Pairwise curve synchronization for functional data. Biometrika,
95(4):875–889, 2008.
R. D. Tuddenham and M. M. Snyder. Physical growth of california boys and girls from birth
to age 18. Calif. Publ. Child Develop., 1:183–364, 1954.
F. Yao, H.-G. Mu¨ller, and J.-L. Wang. Functional data analysis for sparse longitudinal data.
J. Amer. Statist. Assoc., 100(470):577–590, 2005.
F. Yao, Y. Fu, and T. C. M. Lee. Functional mixture regression. Biostat., 12(2):341–353,
2011.
26
Figures
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
ll
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
−4 −2 0 2 4
−
4
−
2
0
2
4
1st element of X
2n
d 
el
em
en
t o
f X
l Group 1
Group 2
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
0 50 100 150
−
5
0
5
10
Subject
Y
(a) Scenario 1
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll l
l
l
l
l
l
l
l
l
l
ll
l
l
l l
l
l
−4 −2 0 2 4 6
−
4
−
2
0
2
4
1st element of X
2n
d 
el
em
en
t o
f X
l Group 1
Group 2
l
l
l
lll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
lll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
ll
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0 50 100 150
−
5
0
5
10
Subject
Y
(b) Scenario 2
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
−4 −2 0 2 4
−
4
−
2
0
2
1st element of X
2n
d 
el
em
en
t o
f X
l Group 1
Group 2
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
0 50 100 150
−
4
−
2
0
2
4
6
8
Subject
Y
(c) Scenario 3
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
−1 0 1 2 3
−
1
0
1
2
3
4
1st element of X
2n
d 
el
em
en
t o
f X
l Group 1
Group 2
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0 50 100 150
−
6
−
4
−
2
0
2
4
6
8
Subject
Y
(d) Scenario 4
Figure 1: A realization of the training sample of n=150 for each scenario. The covariate is
plotted in the left figure where the two circles show .95th quantile contours. The response
is plotted in the right figure where the two horizontal lines are the population means.
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Figure 2: The growth curves for randomly selected 15 boys and 15 girls from age 3-12 years
old. The curves are obtained by mapping observations onto B-splines of order 5.
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Figure 3: Heights at the age of 12 (Left) and 18 (Right). The order is determined randomly.
The vertical lines are the sample means for boys and girls.
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Figure 4: Scatterplots for the combinations of the standardized PC scores. The circles indi-
cate .95th normal-quantile contours transformed by the sample mean and variance-covariance
matrix.
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Figure 5: The cross-validated predictors from the one-curve-out samples using joint mixture
regression with three leading eigenfunctions.
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Figure 6: Cross validation comparison for subsamples possessing the estimated posteriors
greater than or equal to threshold values.
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Tables
Method OLS OMR JMR MBC
MSPE 1.66 2.25 0.35 0.44
MCR .074 .012 .057
(a) Scenario 1 (n=100)
Method OLS OMR JMR MBC
MSPE 1.62 2.23 0.31 0.33
MCR .067 .009 .042
(b) Scenario 1 (n=300)
Method OLS OMR JMR MBC
MSPE 10.46 12.35 9.50 11.05
MCR .022 .023 .331
(c) Scenario 2 (n=100)
Method OLS OMR JMR MBC
MSPE 10.11 12.21 9.22 10.43
MCR .019 .022 .274
(d) Scenario 2 (n=300)
Method OLS OMR JMR MBC
MSPE 4.08 4.79 1.19 1.35
MCR .048 .063 .080
(e) Scenario 3 (n=100)
Method OLS OMR JMR MBC
MSPE 3.97 4.73 0.88 0.98
MCR .041 .013 .061
(f) Scenario 3 (n=300)
Method OLS OMR JMR MBC
MSPE 8.54 8.33 8.94 8.89
MCR .015 .016 .441
(g) Scenario 4 (n=100)
Method OLS OMR JMR MBC
MSPE 8.37 8.31 8.52 8.57
MCR .015 .016 .449
(h) Scenario 4 (n=300)
Table 1: The mean squared prediction error (MSPE) and the average misclassification rate
(MCR) for four scenarios.
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Method OMR JMR MBC
pi1[0.6] .056 .048 .074
β12[1] .063 .052 .279
β22[2] .064 .049 .206
(a) Scenario 1 (n=100)
Method OMR JMR MBC
pi1[0.6] .037 .029 .039
β12[1] .033 .028 .166
β22[2] .039 .029 .150
(b) Scenario 1 (n=300)
Method OMR JMR MBC
pi1[0.6] .049 .051 .245
β12[−1] .026 .026 2.78
β22[2] .025 .026 4.54
(c) Scenario 2 (n=100)
Method OMR JMR MBC
pi1[0.6] .029 .031 .188
β12[−1] .015 .014 .362
β22[2] .015 .015 .992
(d) Scenario 2 (n=300)
Method OMR JMR MBC
pi1[0.6] .057 .089 .096
β12[−2] .164 .489 .618
β22[1] .183 .584 .368
(e) Scenario 3 (n=100)
Method OMR JMR MBC
pi1[0.6] .030 .032 .049
β12[−2] .032 .133 .429
β22[1] .030 .151 .204
(f) Scenario 3 (n=300)
Method OMR JMR MBC
pi1[0.6] .051 .051 .207
β12[−2] .053 .054 2.50
β22[1] .053 .053 3.82
(g) Scenario 4 (n=100)
Method OMR JMR MBC
pi1[0.6] .030 .031 .176
β12[−2] .028 .028 2.57
β22[1] .028 .028 2.48
(h) Scenario 4 (n=300)
Table 2: The square root of the mean squared error for some of the parameters in the four
scenarios. The true parameter is given in the square brackets next to the symbol.
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# of eigenfunctions 2 3 4 5
PCR 48.785 40.460 27.695 26.465
OMR 53.783 47.521 27.940 28.421
JMR 50.412 42.369 26.618 22.901
CumVar (0.9857) (0.9932) (0.9975) (0.9993)
(a) Model 1
# of eigenfunctions 2 3 4 5
PCR 34.241 21.634 20.682 20.976
OMR 36.617 21.638 22.505 23.012
JMR 32.888 18.134 16.929 15.293
CumVar (0.6584) (0.7830) (0.8908) (0.9882)
(b) Model 2
Table 3: Cross Validation using the Berkeley Growth Data. The last row shows the propor-
tion of the cumulative variance explained by the used eigenfunctions in the total variation
(the sum of the eigenvalues).
# of eigenfunctions 2 3 4 5
OMR 5 6 27 25
JMR 5 6 6 5
(a) Model 1
# of eigenfunctions 2 3 4 5
OMR 14 27 31 34
JMR 8 8 4 6
(b) Model 2
Table 4: The number of misclassifications based on the gender (n=93).
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