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Abstract
Isolated, attosecond laser pulses have allowed real-time measurement and control of
electrons on atomic time scales. We present an explicit time-evolution scheme solving
the time dependent Schrödinger equation, which employs an adaptive, discontinuous,
spectral-element basis that automatically refines to accommodate the requested
precision providing efficient computation across many length scales in multiple
dimensions.

This method is illustrated through time evolution studies of single

electron atoms and molecular ions in three and four dimensions under the influence
of intense, few-cycle laser pulses.
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Chapter 1
Introduction
In the 1960s the invention of the laser revolutionized the study of Atomic, Molecular,
and Optical (AMO) physics. The last decade has seen a similar avalanche of scientific
breakthroughs as the generation and control of attosecond laser pulses have enabled
a new wave of experiments: the time delay in electron tunneling [58, 14], the realtime observation of valence electron motion [22], tomographic imaging of molecular
orbitals [28], and a wealth of new pump-probe experiments [29, 39, 27].
The development of ab initio computation in the AMO community has aided
the explanation of various phenomena. For instance, in 1985 Chu and Cooper [12],
aided by the personal computer revolution, published a non-perturbative solution
to the Time-Dependent Schrödinger Equation (TDSE) that helped explain the
frequency and intensity dependence of continuum-continuum transitions in laserdriven hydrogen. In the 1990s advances in synchrotron light sources led Pindzola
and Robicheaux [49] to embrace parallel computing in their implementation of the
two-electron TDSE for laser-driven He that enabled the study of correlated ionization
processes. Sometimes new phenomena, like wave function vortices, are first discovered
through ab initio calculations [44]. Other times experimental questions press for a
computational explanation. Our story begins somewhere in the middle.

1

While studying carbon clusters ablated from the walls of a fusion reactor,
Predrag Kristić did not find a satisfactory method for modeling the highly excited
system. This intrigued Robert Harrison who was implementing a general-purpose,
numerical scheme whose adaptive mesh offered an unbiased treatment of excitation
and ionizations.
The realization of this multielectron scheme has, like most serious endeavors,
experienced unexpected difficulties delaying the fulfillment. The prototype implementation, in python, time evolved a single electron and uncovered several design
issues. Robert and his dedicated team of programmer-scientists have since forged an
industrial-strength foundation optimized for parallel runtime upon which this version
is constructed.
This dissertation probes the limits of treatment of single electron within the dipole
approximation. It demonstrates convergence in the high-energy, multiphoton regime,
and examines the exotic electron behavior in infrared, tunneling regime. Its generality
is demonstrated by the extension of three dimensional (3D) atomic hydrogen to 3D
molecular hydrogen ion, and finally, to a 4D molecular hydrogen ion by including
the internuclear separation in the wave function. Two viable paths now exist: a 6D
solution of the two-electron problem, and a multireference a multielectron system.
The remainder of the introduction reviews relevant physical processes and numerical methods. Chapter 2 explains the theoretical framework and key approximations
of our solution to the TDSE. Chapter 3 introduces the multiresolution framework
along with an implementation of our method. The convergence study (Chapter 4)
and physical results (Chapter 5) of hydrogenic systems in an attosecond laser pulse
are from my first paper [59]. The infrared pulse in Chapter 6 is the basis for my next
publication. Chapter 7 compares the 3D and 4D representation of the the molecular
hydrogen along with the effects of orientation.
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1.1

Laser-atom fundamentals

Laser atom interactions have been studied since the inception of the laser in the early
1960s. Atoms in Intense Laser Fields [19] and Short Pulse Laser Interactions with
Matter [20] provides the basis for much of this introduction.

1.1.1

Pondermotive effects

Freeman et al. [19] contributed a comprehensive introduction to the pondermotive potential. While it is not directly involved in few-cycle pulse domain, the pondermotive
potential is of historical importance in characterizing a laser pulse.
Before Q-switching and mode-locking technologies [45], laser pulses were much
longer. The carrier envelope phase was not necessary and the Fourier spectrum was
close to a delta function. Electrons ionized by picosecond laser pulses often had an
energy distribution characterizing the pulse rather than the atom. This masking of
the physical processes was dubbed the pondermotive effect.
The average energy of an electron oscillating in a laser field is called the
pondermotive energy
Up =

e2 E02
4mω 2

(1.1)

where e and m are the charge and mass of the electron and ω and E0 are the frequency
and intensity of the electric field. The pondermotive effect is seen for electrons ionized
at the beginning and end of the pulse. When the change of pondermotive potential
is on the same time scale as the exit time of the ionized electron, the photoionization
energy is characterized by the laser
δE =

∂Up
δt.
∂t

rather than the atomic ionization process.

(1.2)

Long pulses where the majority of

ionization occurs during a stable pondermotive energy are not influenced by this
effect. Neither are few cycle pulses whose duration is much shorter than the exit
3

time of the photoelectron. While the pondermotive effect is largely forgotten, the
pondermotive energy is still used to characterize laser pules.

1.1.2

Keldysh parameter

In 1964 Keldysh introduced a foundational view [30] of the behavior of single electron
ionization in a laser field. That is, ionization is best described by tunneling or a
multiphoton process based on the value of the Keldysh parameter
s
γ=

ωp
Ip
=
2Ip
2Up
E

(1.3)

where Up is the pondermotive energy from Eq. 1.1, Ip is the ionization potential,
ω, and E are the laser’s frequency, and electric field respectively. In the tunneling
regime a strong, low-frequency field acts on a weakly bound electron. When γ  1,
ionization is best described by tunneling. In the multiphoton regime a weak, high
frequency field ionizes a tightly bound electron. When γ  1, ionization is best
described by a few photons.

1.1.3

Multiphoton and above threshold ionization

Upon receiving enough energy, typically 5 - 25 eV in atoms, an electron will ionize.
Since this corresponds to ultraviolet light, most optical materials, including air, react
strongly with the beam; hence, the term vacuum ultraviolet (VUV). Thus, early
experiments were performed with visible and infrared sources (ω < 3 eV ). The
available intensities were classified in the multiphoton regime (Fig. 1.2a) where the
N-photon ionization rate
ΓN = σN I N

(1.4)

was well described by perturbation theory and strongly dependent on the laser
intensity I.
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Figure 1.1: (from Lompré et al [36]) (a) A log-log plot of the variation in the number
of He+ and He2+ ions formed as a function of the laser intensity at 532 nm with a 40
ps laser pulse. (b) An energy level diagram of the 11- and 24-photon ionization of He
and He+ .
Helium (Ip = 24.6eV ) has the largest ionization potential of the atoms, making
it a good case study for multiphoton ionization. Fig. 1.1 shows an experiment by
Lompré et al. [36] where ion counts (He+ and He2+ ), presented as a function of laser
intensity, are produced by (11-photon and 24-photon) ionization from a 40 ps laser
pulse at 532 nm (2.3 eV). The vertical dotted line marks the onset of ground state
depletion where the ionization rate deviates from that predicted by Eq. 1.4. The
slopes of He+ and He2+ (calculated from Fig. 1.1) confirm Eq. (1.4), and the onset
of depletion marks the beginning of the non-perturbative regime.
As detectors improved and experiments moved away from simple ion counts
towards electron detailed differential energy cross-sections. In 1979 Agostini and
others noticed [2] peaks in the electron energy spectrum separated by units of the
photon energy.
E = (N + S)~ω − Ip

(1.5)

This Above Threshold Ionization (ATI) occurs when the electron absorbs S photons
beyond the N photons necessary for ionization. This is illustrated by Petite et al.
[47] who studied xenon (Ip = 12.1eV ) using a 135 ps pulse at 1064 nm with an
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Figure 1.2: (a) An N -photon ionization where N is the minimum number needed
rise above the threshold. (b) An N + S-photon ionization where S = 1 and 2.
intensity between 1012 − 1013 W/cm2 . The photoelectron spectrum of xenon in Fig.
1.3 shows peaks separated by the photon energy (1.17eV). In the upper panel (I =
2 × 1012 W/cm2 ) the electron peaks decline with the number of photons as Eq. (1.4)
and perturbation theory suggest. The lower panel peaks (1 × 1013 W/cm2 ) no longer
follow the monotonic decline predicted by lowest order perturbation theory (LOPT).
The electron-intensity dependence in the right panel shows a slope which only roughly
corresponds to that of LOPT.

1.1.4

Over the barrier ionization

The advent of Chirped Pulse Amplification (CPA) in 1988 allowed the laser intensities
to increase by several orders of magnitude.

CPA involves stretching a pulse,

amplifying the diluted signal, and recompressing it inside the interaction chamber.
These intensities enabled the first experiments [4, 5] in the tunneling regime.
It is instructive to consider a classical model put forth by Bethe and Salpeter [8].
An electron bound to a Coulomb potential of nuclear charge Z in the presence of a
laser (or uniform electric field) is constrained by a potential barrier
V (x) =

−Z
− εx
x
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(1.6)

Figure 1.3: (from Petite et al. [47]) Two-electron energy spectra showing ATI of
xenon at 1064 nm. (a) I = 2 × 1012 W/cm2 (b) I = 1 × 1013 W/cm2 . (c) The log of
the counts in each peak vs log of the intensity; the identical slope indicates the peaks
correspond to the same order process.
that allows quantum mechanical tunneling (see Fig 1.4). For a sufficiently intense
laser, the potential barrier will be lowered below that of the ground state. The
critical electric field εc can be found by setting ∂V (x)/∂x = 0, finding xmax , and
setting V (xmax ) = E0 which yields
E02
4Z
 4
c 2
Ip
9
=
εc ' 4 × 10
Z −2 W/cm2 .
8π
eV

εc =
Iapp

(1.7)
(1.8)

Iapp is experimentally defined [4] as the lowest intensity producing 10 counts. This
Over The Barrier Ionization (OTBI) brings nearly complete ionization as the intense
laser field wrests the electron from the parent atom.
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Figure 1.4: The laser field superimposed on the Coulomb potential. The electron in
the ground state can now tunnel through the finite barrier; should the field be strong
enough the atom will spontaneously ionize as the electron spills over the barrier.

Table 1.1: The critical intensity inducing over the barrier ionization.
Ei [eV ]
H (1s)
13.6
+
He (1s)
54.4
Li2+ (2s)
30.6
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Iapp [W/cm2 ]
1.4 × 1014
8.8 × 1015
3.9 × 1014

1.1.5

High harmonic generation

In 1987 Shore and Knight [56] predicted that high energy photons would be the
result of a highly ionized electrons recombining with the parent ion. McPherson
et. al. [40] produced the predicted High Harmonic Generation (HHG) later that
year. The photo-emission spectra of HHG is similar to the electron ionization spectra
of ATI with peaks being separated by even integer multiples of the photon energy.
First, the electron tunnels out of the atom (Fig. 1.5a) appearing above the threshold

Figure 1.5: (from Corkum and Krausz [13]) The non-linear process of High
Harmonic Generation (a) the electron tunnels through the energy barrier in the strong
laser field appearing in the continuum initially at rest. (b) the electron is accelerated
far from the atom (c) the oscillating field causes the electron to return to the nucleus
where it (d) can be reabsorbed generating a high-energy photon. (e) A quantum
mechanical representation of recombination.
with no initial velocity. Next, the electron is carried far from the atom absorbing
many photons (Fig. 1.5b). As the oscillating field changes direction (Fig. 1.5c),
the electron is accelerated towards the nucleus where there is a finite probability of
recombination with the parent atom (Fig. 1.5d). Finally, the energy gained from the
field is deposited in a single high energy photon.
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Figure 1.6: (from Agostini and DiMauro [1]) A partial high harmonic spectrum of
neon irradiated by an 800nm, 50 fs pulse. The corresponding energy spectrum has
equidistant peaks separated by 3.1 eV–twice the photon energy of the Ti:Sapphire
laser. Two characteristics of HHG, the plateau and cutoff, are clearly shown.
In 1992, Krause et al.[31] predicted the maximum energy
Emax = Ip + 3.17Up

(1.9)

of the photonionization spectrum (see Fig. 1.6) for an electron bound by an ionization
potential Ip and driven by a field with pondermotive energy Up . While, this analysis
explains the highest harmonic expected for a given laser pulse, it does not explain
the intensities of the harmonic spectrum. These were accounted for in 1994 when
Lewenstein et al. [35] developed a full semi-classical theory explaining HHG in terms
of the path-integral approximation of the TDSE.

1.2

Attosecond physics

In their well-illustrated review, Ferenc Krausz and Misha Ivanov [32] discuss the
historical and technological foundation of the lightwave revolution which has driven
the Atomic Molecular and Optical (AMO) community during the past decade. The
figures and ideas in this sections come from this review.
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1.2.1

History

Before 1900, Toepler used time separated electric sparks to generate and photograph
sound waves. By varying the time interval he captured their motion creating the first
pump-probe experiment. The development of the laser around 1960, marked by a
discontinuity of slope in Fig. 1.7, precipitated a rapid increase in time resolution.
The invention of the transistor in the 1970s allowed high speed electrical switching

Figure 1.7: (from Krause and Ivanov [32]) The frontier of time resolution for
realtime observation of microscopic processes. Discontinuities represent revolutions
in technology.
moving the frontier of time resolution from the nanosecond to the picosecond domain
and enabling the study of lattice vibration in solids and large molecules (see Fig. 1.8).
These lattice vibrations, however, lead to a resolution-limiting dispersion. Optical
materials with a stable refractive index allowed the creation of intense laser pulses in
the 1980s approaching one femtosecond. These pulses allowed realtime measurements
of rotation and vibration of the smallest molecules; however, the advance in resolution
plateaued in the 1990s as the pulse duration reached the oscillation period of light.
The 2000s have witnessed the stabilization and control of the Carrier Envelope
11

Phase (CEP) (see 1.2.2) in these few-cycle pulses allowing the production of isolated,
attosecond pulses. Pulses at this resolution currently probe valence electron dynamics
[18], and recent advances in laser technology [51] will extend the scope of this probe
to core electrons.

Figure 1.8: (from Krause and Ivanov [32]) Characteristic length and time scales in
matter.

1.2.2

Carrier envelope phase

Long electron pulses are completely characterized by the driving frequency, pulse
length, and intensity. Complete description of few-cycle pulses

E(t) = cos(ωt + ϕ)




sin

ωt
2ncy






exp

− 4 ln2

2
ωt
2πncy



(1.10)

usually defined by a sin2 or Gaussian envelope require a phase ϕ to characterize the
maximum of the envelope and driving frequency ω. Fig. 1.9 shows how this Carrier
12

Envelope Phase (CEP) ϕ substantially alters a two-cycle pulse. Its stabilization and
control is responsible for the attosecond laser pulses / lightwave electronics revolution.

Figure 1.9: Pulses E(t) = sin2 (ωt/4) cos(ωt + ϕ) with different carrier envelope
phases ϕ.

1.3

Computational techniques

The photoionization of atomic hydrogen may be the most studied problem in physics.
Bethe and Salpeter [8] published a closed form expression for pre-laser, low-intensity,
one-photon radiation. In the multiphoton regime, high frequencies and low intensities,
multiphoton ionization is well accounted for by Perturbation Theory (PT). According
to PT the photoionization probability
(n)

Pion = σn I n τ

(1.11)

where σ(n) is the n photon cross section, I is the laser intensity (assumed constant),
and τ the exposure time. Perturbation theory assumes a gentle pulse envelope and
a weak intensity laser. The focused laser intensity increased in the late 1980s with
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the advent of chirped pulse amplification and again in the 1990s with broadband
titanium sapphire crystals These technologies led to peak intensities on the order
of 1020 W/cm2 [43] –well above the failure point of PT which has been witnessed at
intensities above I ' 5 × 1012 W/cm2 [15] (see Fig. 1.3). While PT has adequately
described some non-linear processes like ATI [48] and even attosecond pulse dynamics
[52], it is generally distrusted without comparison to more fundamental methods.
A variety of ab initio solutions to the TDSE fill the void of PT presenting an array
of strengths and deficiencies. This survey of computational techniques will provide
perspective as we introduce another solution to the TDSE.

1.3.1

Non-interacting particles

A general ab initio simulation for an Ne electron system requires 3Ne dimensional
spatial grid which is numerically impractical for more than two electrons. The Single
Active Electron (SAE) approximation has been a valuable tool in describing the
classical behavior of strongly driven electrons in the tunneling regime. Its simplicity
and speed make it a first choice even for multielectron systems as Scrinzi et al.
[55] demonstrated by successfully comparing static ionization rates from the SAE
approximation to those from integration of the full two electron TDSE. It breaks
down in polyatomic molecules having excited bound states within a few eV of the
initial state [38].
S-Matrix
In their comprehensive review of the intense many-body S-matrix theory [6] Becker
and Faisal refer to an article on ATI [7] for a direct introduction to this multifaceted
method. The application of S-matrix theory to intense atomic processes in the
tunneling regime may be thought of as advanced perturbation theory.
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The large excursion amplitude of an electron driven by a field in the tunneling
regime is the basis of the primary simplification of the Hamiltonian,
H(t) = −

~2 2
∇ + HI (t)
2m

(1.12)

that is, the selective choice of the interaction Hamiltonian HI . This simplification
allows the use of a compact, analytic basis throughout the problem. When the field
is off, the electron feels that atomic potential HI =

− Z/r of nuclear charge Z,

and the Coulomb functions are used. When the field is on, HI = r · E(t), and the
Volkov functions
ψpV =| p − eA(t)ie−iSp (t)

(1.13)

are used. | p − eA(t)i is a plane-wave state hr | p − eA(t)i = (2π)−3/2 ei[p−eA(t)]

2 ·r

and
Z
Sp (t) =

t


2
dt0 p − eA(t) .

(1.14)

The description of the electron is obtained by the correlation amplitude.
Z

∞

Mp = −i

dt0 hψpV (t0 ) | HI (t0 ) | ψ0 (t0 )i

(1.15)

−∞

The saddle-point approximation is often used in the multiphoton regime (γ < 1) where
a weakly bound electron is driven by an intense, low-energy field. This approximation
involves expanding the phase of the integrand about its stationary points. For an
initial state | ψ0 (t)i = exp(iEIP t) | ψ0 i this involves determining the solution of
2

d
1
EIP + Sp = EIP + 2 p − eA(t) = 0
dt
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(1.16)

For a periodic (but not monochromatic) vector potential with period T = 2π/ω, the
solutions ts to 1.16 are used to determine Mp [23, 46].
 X
1/2
X  p2
2πi
Mp ∝
δ
+E IP +Up −nω ×
ei[EIP ts +Sp (ts )] hp−eA(ts ) | HI | ψ0 i,
00
2m
Sp (ts )
n
s
(1.17)
where Sp00 is the second time derivative of the action. The sum over s includes all
solutions of Eq. 1.16 within one period of the field.
Success in describing the highly non-linear processes of ATI and HHG lies in being
able to redefine the H 0 (t) for different regimes: first by the Coulomb-free electron
then by the parent atom.

1.3.2

Few-body ab initio methods

Floquet
The Floquet method [33] is a partial wave expansion that makes use of the periodicity
of the laser field to simplify the wave function
Ψ(r, t) =

1 X (i)
F (r)Y`m (Ω) exp−iEt+in(ωt+δ)
r n`m n`m

(1.18)

where E is called the quasi-energy of the system. By applying this expansion, the
solution of the time-dependent problem has been converted into a time independent
system of coupled algebraic equations. The Floquet approach is most efficient for
long pulses which need relatively few partial wave terms.
R-Matrix
The R-Matrix method [10, 37] partitions configuration space into two or more regions
based on different physical processes. The basis is chosen to fit the physical behavior
e.g. a linear combination of atomic orbitals to describe the interior electrons and
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plane waves to account for ionization. The representations of the wave function in
each region are connected by the R-matrix which is defined on the common boundary.
Close-coupling method
Close-coupling [50, 17] is the most popular ab initio method for solving the full
two-electron TDSE. Its success lies in its ability to include the cylindrical symmetry
imposed by a linearly polarized laser reducing the 6D electron system to 5D one
through the use of coupled spherical harmonics
X

Y`LM
(Ω1 , Ω2 ) =
1 `2

h`1 m1 `2 m2 | `1 `2 LM iYm`11 (Ω1 )Ym`22 (Ω2 ).

(1.19)

m1 m2

where h`1 m1 `2 m2 | `1 `2 LM i is the Clebsch-Gordon coefficient, L is the total angular
momentum, M is its z-axis projection, and `1 & `2 and m1 & m2 are the single-electron
total angular momentum and z-axis projection respectively. The wave function is
represented as
Ψ(t) =

XX

LM
χLM
`1 `2 (r1 , r2 )Y`1 `2 (Ω1 , Ω2 )

(1.20)

LM `1 `2

where χLM
`1 `2 (r) are the numerical, radial wave functions which use finite elements, a
discrete variable representation, or radial B-splines.
S-Matrix
An alternate formulation of S-matrix theory [6] accommodates multiple particles. The
S-matrix expansion is based on a partition of the total Hamiltonian into a reference
Hamiltonian H 0 and the interaction potential V .
H(t) = H 0 (t) + V (t)
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(1.21)

The TDSE is then rewritten as an integral equation
tf

Z
| Ψ(t)i = |φ(t)i +

dt0 G(t, t0 )V (t0 )|φ(t)i

(1.22)

ti

where (tf > ti ) G(t, t0 ) is the total Green’s function satisfying



∂
i − H(t) G(t, t0 ) = δ(t − t0 ),
∂t

(1.23)

and φ(t) is a solution of the Schrödinger equation of the unperturbed Hamiltonian
H0 (t).


∂
0
i − H (t) |φ(t)i = 0
∂t

(1.24)

The free particle Green’s function
0

0

Z

G0 (t, t ) = −iθ(t − t )



i
dp | φp (r)i exp −
2

Z t
t0

A(t00 ) 00
p−
dt
c

2 
hφp (r) | (1.25)

is written as linear combination of H0 ’s eigenstates indexed by p. The “total” Green’s
function is constructed from the interaction potential.
0

0

Z

tf

G(t, t ) = G0 (t, t ) +

dt0 G0 (t, t0 )V (t0 )G(t, t0 )

(1.26)

ti

Since G appears on both sides of the above equation, some clarification is in order.
Consider the wave function,
Z

tf

|Ψ(t)i = |φ(t)i +
t
Z itf

+
ti

dt1 G0 (t, t1 )V (t0 )|φ(t)i
Z tf
dt2 dt1 G0 (t, t2 )V (t2 )G(t2 , t1 )V (t1 )|φ(t)i

(1.27)

ti

in addition to the initial state |φ(t)i, a first-order scattering term is present. One can
imagine the far right wave function φ scattering off of V at t1 and then propagating
for the remainder of the simulation. Similarly, when Eq. 1.25 is substituted into Eq.
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1.27, second-order scattering events can be imagined as φ scattering at t1 , propagating
until a second (nucleus/electron) scattering at t2 , and continuing until the end
of the simulation. Thus, increasingly complex events can be modeled with better
approximations of G: e.g. Eq. 1.25 being substituted into Eq. 1.27 and accounting
for third-order scattering events.
In few-electron calculations a variety of ionization mechanisms are present. The
series nature of the S-matrix wave function lends itself to Feynman-like diagrams.
Thus, one can taylor a simulation to compare different ionization mechanisms.

1.3.3

Many-body methods

Hartree-Fock
This section is adapted from Schneider [54]. Hartree-Fock (HF) is capable of handling
hundreds of electrons. Each interacts with the average field of the remaining electrons.
In this mean field, individual electron-electron interactions are lost. The difference
between HF and reality is called electron correlation.
First, a basis set is chosen. Then each electron is adjusted in the average field of the
remaining electrons until an equilibrium or Self Consistent Field (SCF) is established.
The resulting wave function is an antisymmetric product of single particle orbitals
and can be described by a single Slater determinant of the original basis.
ΨHF = |φ1 φ2 · · · φN |

(1.28)

The computational cost of a system described by N basis functions scales as O(N 4 ).
Consider an H2 molecule represented by two orbitals
ΨHF (1, 2) = |1sA (1)1sB (2)|
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(1.29)

where the nuclei are labeled A and B. This antisymmetric product
ΨHF (1, 2) = − 1sA (1)1sB (2) − 1sB (1)1sA (2)

(1.30)

+ 1sA (1)1sA (2) + 1sB (1)1sB (2)
is a combination of covalent (top line) and ionic (bottom line) terms. By construction,
the Slater determinant contains an equal mixture of covalent and ionic terms. At
equilibrium, this might be a reasonable description of the H2 molecule; however, if one
is interested in molecular disassociation, this becomes an unreasonable approximation
as the internuclear separation approaches infinity. With increasing separation, the HF
energy becomes higher than the true bond energy. This breakdown of HF is due to
the limitation of a single determinant and serves as an example of a static correlation
problem.
MCSCF
The failure of HF in describing the bond-breaking situations of H2 can be remedied
by the inclusion of another determinant.
ΨM CSCF (1, 2) = tΨHF (1, 2) + t0 Ψ0HF (1, 2)

(1.31)

When the variational parameters (t and t0 ) are included with the orbital coefficients
in the energy minimization, the Multi-Configuration Self-Consistent Field (MCSCF)
calculation includes electron correlation. The strength of MCSCF lies in using a
minimal basis to account for correlation energy in a ground state configuration.
Dynamic correlation occurs between electrons away from their equilibrium
position: excited state interactions, transition energies, and ionization. Unlike static
correlation dynamic correlation is not localized in a few intuitive Slater determinants;
thus, MCSCF fails at these tasks. A systematic combination of many different Slater
determinants is the standard way to account for dynamic correlation.
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CI
Configuration Interaction (CI) is a systematic variational combination of excited
Slater determinants in the wave function
ΨCI = tΨHF +

X

tai Ψai +

ia

X

ab
tab
ij Ψij + · · ·

(1.32)

ijab

where ij represent the occupied orbitals, ab represent virtual orbitals, and the t
coefficients are the variational parameters. The systematic inclusion of every Slater
determinant captures the dynamic correlation available in the chosen basis. This is
less than the full dynamic correlation energy. When using CI, one must play the
educated guessing game of matching a sufficiently large basis with the appropriate
number of excitations, to achieve convergence at minimal computational expense.
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Chapter 2
Fundamentals of laser-atom
interactions
2.1

The semi-classical approximation

Mittleman’s Introduction to the Theory of Laser-Atom Interactions [41] and Bransden
and Joachain’s Physics of Atoms and Molecules [9] served as sources for this chapter.
Lasers distinguish themselves from other forms of radiation by their high intensity,
monochromaticity, and coherence. An infrared laser with λ = 800nm corresponds
to a frequency of ω = 1.5eV ; even at a weak intensity of 10−3 W/cm2 in a modest
volume of 1cm3 has about 106 photons.
N=

energy flux V
10−3 W/cm2
1eV
1cm3
=
= 1.4 × 106
~ω
c
1.5eV
1.6 × 10−19 W s 3 × 1010 cm/s

(2.1)

This large number means that the laser field will be unaffected by the absorption
of a few photons and can be described by the classical electric field E or the vector
potential A which are related as follows
E=−
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∂A
∂t

(2.2)

Lagrangian mechanics are employed in construction the Hamiltonian H .

The

canonical momentum p is not proportional to the time derivative of the canonical
coordinate i.e. q̇ = v 6= p/m.
L =T −V =


mv 2
−q ϕ−v·A
2

∂L
= mv + qA
∂ q̇
2
mv 2
1
H = q̇ · p − L =
+ qϕ =
p − qA + qϕ
2
2m
p=

(2.3)
(2.4)
(2.5)

This is the origin of the Hamiltonian for a charged particle in an electric field.

2.2

The dipole approximation

For a given frequency ω and electric field E0 a laser can be described by the vector
potential


E i(k·r−ωt)
E −iωt
1
2
A=
e
=
e
1 + ik · r − (k · r) + ...
iω
iω
2
E −iωt
=
e
+ O(k · r)
iω

(2.6)
(2.7)

When the spatial extent of the system is much less than the wavelength of the laser
r  k, the first term in the parenthesis of Eq. 2.6 dominates the series. Dropping
the spatially dependent powers of (k · r) simplifies A and is the essence of the dipole
approximation.

23

2.3
2.3.1

Gauge
Electromagnetic gauge

The representation of the Lorentz force by the electromagnetic potentials ϕ and A
(rather than the E and B fields) is subject to a choice of gauge ΛEM .
A0 → A + ∇ΛEM
ϕ 0 →ϕ−

(2.8)

∂ΛEM
∂t

ΛEM = 0 is an obvious first choice for the field gauge; this yields the Hamiltonian
H =

p2
q
q2 2
− p·A+
A + qϕ
2m m
2m

(2.9)

where ϕ represents the electrostatic potential of the atom and A describes the laser
field. It is convenient to define H0 as the stationary Hamiltonian and HI as the
interaction Hamiltonian.
p2
+qϕ
2m
q
q2 2
HI = − p · A +
A
m
2m
H0 =

2.3.2

(2.10)
(2.11)

Atomic units

It is advantageous to adopt atomic units for two reasons. First, they set many of the
above constants to unity which simplifies the equation. Second, their units make it
easy to recognize possible approximations. me the electron charge |e|, and the Plank
constant ~ are equal to unity. The atomic unit of energy (Hartree) is exactly twice
the ground state of hydrogen (1 Hartree = 27.2 eV). The unit of time, 24.2 as (as =
10−18 sec), is defined as the time it takes an electron in the ground state of hydrogen
to orbit one atomic unit of distance. The unit of electric field E0 = 5.14 × 1011 V /m is
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defined as that experienced by an electron in the ground state of the hydrogen atom,
and the atomic unit of intensity is 3.5 × 1016 W/cm2 = c E02 /8π. Atomic units will be
used unless labeled otherwise.

2.3.3

Quantum gauge

The observable behavior of an electrostatic system is not affected by the choice of
the electromagnetic gauge ΛEM in Eq. 2.8. Similarly, the observables of quantum
mechanical system are independent of an alteration of the quantum mechanical gauge
ΛQM .

 0
Ψ → exp − iΛQM t Ψ

(2.12)

This unitary transformation is an opportunity to simplify the Hamiltonian.
∂Ψ0
i
=
∂t



exp iΛQM H exp − iΛQM









− Λ̇QM Ψ0

(2.13)

through the time derivative of Λ̇QM .

2.3.4

Velocity gauge

When the E  E0 the A2 term in the Hamiltonian (Eq. 2.9) becomes negligible. A
suitable choice of gauge,
ΛEM = 0

ΛQM

1
=
2

Z

t

dt0 A2 (t0 )

(2.14)

known as the velocity gauge, removes it from the Hamiltonian.
H =

p2
− p · A(t) + ϕ.
2

HV = −p · A(t)

25

(2.15)
(2.16)

2.3.5

Length gauge

Our scheme uses the length gauge, another Hamiltonian used to describe a laser field.
When
ΛEM = −

r · E −iωt
e
iω

ΛQM = 0,

(2.17)

the vector field transformation
A0 → A + ∇ΛEM =

E −iωt
E −iωt
e
−
e
=0
iω
iω

(2.18)

removes the p · A(t) term from the Hamiltonian (Eq. 2.9) while the electric potential
transformation
ϕ0 → ϕ −

∂ΛEM
= ϕ + r · E e−i ωt
∂t

(2.19)

adds the electric field which allows us to specify the exact form of the electric field
E(t) = E sin2 (ωt/2ncy ) cos(ωt + ϕCE ) ẑ

0≤t<

2π ncy
=T
ω

(2.20)

in the length gauge Hamiltonian
H =

p2
+ ϕ(r) + r · E(t)
2m

(2.21)

HL = r · E(t).

2.4

(2.22)

Explicit time evolution

The general, time-evolution operator

U(t + ∆t, t) = T exp

Z
−i
t

26

t+∆t

H (t )dt
0

0


(2.23)

gives a formal solution of the TDSE
Ψ(t) =

Y

U (ti + ∆t, ti )Ψ(t0 )

i

=T

Y


exp

Z

ti +∆t

−i


H (t)dt Ψ(t0 ).

(2.24)

ti

i

Above, T represents the time-ordering operator for the exponentials with non

commuting arguments, e.g. H (t1 ), H (t1 ) 6= 0. Generally the Dyson series is used
for a solution; however, we assume the laser field is constant over a small interval of
time ∆t giving

U (t + ∆t, t) = exp − iH (t)∆t

(2.25)

in this approximation
Ψ(t) =

Y

U (ti + ∆t, ti )Ψ(t0 ) =

i

Y


exp − iH (t)∆t Ψ(t0 ).

(2.26)

i

Eq. (2.25) is transitive
U (t + 2∆t, t) = U (t + 2∆t, t + ∆t)U (t + ∆t, t)

(2.27)

U (t + ∆t, t)† = U (t + ∆t, t)−1 →

(2.28)

and unitary

hΨ(t) | Ψ(t)i = hΨ(t + ∆t) | Ψ(t + ∆t)i ∀t, ∆t.
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(2.29)

Chapter 3
Methods
MADNESS: a Multiresolution ADaptive Numerical Environment for Scientific Simulation is the framework with which our time evolution scheme is developed. At the
highest level MADNESS represents functions and their operations in a multiresolution
basis. Consider the approximation of the black function in Fig. 3.1a. Dividing the
domain and giving each half a set of basis functions, as shown in Fig. 3.1b yields
a better approximation. This is repeated recursively until the desired accuracy is
achieved across the domain.

Figure 3.1: The bold curve is a function f (x) to be approximated by the gray curve.
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In 2002, Alpert et. al. [3] outlined the application of the Multiwavelet formalism
to an adaptive solution of a partial differential equations. In 2004, Harrison et.
al.

[60, 25] published the results of the initial application to Hartree-Fock and

density functional theory. Other developers have since joined the project extending
application domain and enhancing the efficiency.
Section 3.1 explains the algorithm from a computational chemistry perspective.
This is followed by a detailed explanation spatial representation in Section 3.2 and
band-limited time evolution in Section 3.3. The implications band-limited propagator
is discussed in Section 3.4. Finally, future work is outlined in Section 3.5.

3.1

MADNESS: computational introduction

In sharp contrast to most other computational tools in chemistry and physics,
our computational framework MADNESS (Multiresolution ADaptive NumErical
Scientific Simulation) [60, 25, 16, 26] does not have a fixed basis. The adaptive
refinement automatically and dynamically changes to deliver the requested precision
; this provides many advantages. The bound and free states are treated on an
equal footing, the basis functions are only placed where needed, and it is not
necessary to choose a basis in anticipation of the simulation results.

Efficient

computation, however, demands the use of finite precision (to terminate the adaptive
refinement); understanding and controlling the effects of this finite precision is central
to effective computation within MADNESS. Multiresolution analysis [3] provides
efficient representations of many integral operators and algorithms that satisfy the
requested precision by adaptive refinement (or truncation of fine-scale detail).
At the level of most scientific applications, MADNESS [25] provides a “basis-free”
model of computation for which the only control parameter is, in principle, the desired
precision of computation or truncation threshold . In practice, efficient computation
demands that the order of the basis k be increased as the precision is increased (lower
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) in order to decrease the effective bandwidth of integral operators (see section ??
for discussion on time evolution).
Computation is expressed in terms of operators acting on functions and is usually
very close to the equations that express the physics. For instance, given a sixdimensional wave function ψ(r1 , r2 ), the calculation two-electron energy
1
1
E = − hψ|∇2 + V (r)|ψi + hψ |
| ψi
2
|r1 − r2 |

(3.1)

becomes the following C++ code.
double ke = 0.0;
for (int axis=0; axis<NDIM;axis++) {
functionT dpsi = diff(psi,axis);
ke += inner(dpsi,dpsi);
}
operatorT G = CoulombOperator(k, rlo, thresh);
functionT rho = psi*psi;
double pe = inner(V,psi);
double twoe = inner(G(rho),rho);
double energy = -0.5*(ke + pe) + twoe;
MADNESS is built upon Message Passing Interface (MPI) that allows it to take
advantage of multi-core architecture. The compact support of the wavelet formalism
works well with parallel computer architecture that distributes a function’s coefficients
across multiple processors. This scaling allows larger functions (translating into higher
accuracy) to benefit from the memory of tens of thousands of processors. Some
operations, such as multiplication by a constant, benefit from linear scaling; nonlocal operations that require lots of interprocessor communication, such as Green’s
function convolution, do not scale as aggressively.

In anticipation of scaling to

tens of thousands of processors, MADNESS developers have used linearly scaling
algorithms whenever possible. Extending an out-of-the-box, parallel interface coupled
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with optimized algorithms to scientific programmers. A brief introduction to the key
concepts in our adaptive numerical refinement follows directly.
In summary, most numerical schemes compute exactly (or to machine precision)
within an approximate finite basis, whereas MADNESS computes to a finite precision
within an effectively exact, infinite basis. The computational implementation in C++
is close to the problem domain.

3.2

Spatial representation

The multiresolution formalism is naturally suited for adaptive refinement.

A

mathematical explanation of the relationship between vector spaces and behavior
of the wavelets allows an appreciation of the nature of MADNESS’s efficiency.

3.2.1

The multiresolution formalism

Let Vnk be the space of piecewise polynomial functions,
Vnk = {f : the restriction of f to the interval (2−n `, 2−n (` + 1)), is
a polynomial of degree less than k, for ` = 0, ..., 2n − 1 and f vanishes
elsewhere }
Members of Vnk are of the form
n

f (x) =

n −1 k−1
2X
X

i

sn`i

φn`i (x)

sn`i

Z
=

f (x) ψ`in

(3.2)

`

k
Note that each function in Vnk can be represented in Vn+1
, or stated another way

V0 ⊂ V1 ⊂ ... ⊂ Vn−1 ⊂ Vn ⊂ ...L2 ([−1, 1]).

(3.3)

where L2 is the set of continuous, square integrable functions with finite norm. It
is useful to define another function space Wn−1 as the difference
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between two

consecutive function spaces Vn .
Wn−1 = Vn

Vn−1

(3.4)

Vn = V0 ⊕ W1 ⊕ ... ⊕ Wn−1

(3.5)

Vn = V0 ⊕ (V1

V0 ) ⊕ (V2

V1 ) ⊕ ... ⊕ (Vn−1

Vn )

(3.6)

where ⊕ represents the union between two sets. The members of Wn−1 are called
wavelets, which like the scaling functions ψ, they have finite support and are
discontinuous (cf. Fig. 3.2). Each scaling function has a corresponding wavelet
function (see panel in Fig. 3.2). Thus, a mathematically equivalent representation of
f with the wavelet functions

n

f (x) =

k−1
X

s0`0

φ0`0 (x)

+

n −1 k−1
2X
X

i

`

dn`i

φn`i (x)dn`i

Z
=

f (x) ψ`in

(3.7)

`

provides a more efficient basis for certain operations (like the inner product) due to
the following orthogonality relations.
Z
Z
Z

3.2.2

0

φn`i (x)φn`0 i0 (x) dx = δnn0 δ``0 δii0
0

ψ`in (x)ψ`n0 i0 (x) dx = δnn0 δ``0 δii0

(3.8)

0

φn`i (x)ψ`n0 i0 (x) dx = 0 if n > n0

Spatial representation in MADNESS

Multiresolution analysis within a multiwavelet basis [3] is best explored with a 1D
function f . At the coarsest level (n=0), f is represented by a linear combination of
scaling functions
φi (x) =


√

 2i + 1 Pi (2x − 1) x ∈ [0, 1]



0
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otherwise

where Pi (x) are the Legendre polynomials. These parent scaling functions (n=0)
are shifted and dilated as f is refined. The first level of refinement (n=1) splits the
domain and represents each side with an independent set of k scaling functions.
φni` (x) = 2n/2 φi (2n x − `)

(3.9)

At level n of refinement there are 2n subdomains that are indexed by `.
In MADNESS, each subdomain of f is adaptively refined until it satisfies the
requested numerical tolerance (). f is represented (see Fig. 3.2) by the subdomains
(boxes) that cover the original domain.

()

f (x) =

k−1
boxes
XX
n`

sni`

φni` (x)

sni`

Z
=

f (x) φni` dx.

(3.10)

i

Figure 3.2: The function f to be approximated is in (a). Panels (b) - (d) show
function refinement at k = 1 with successively smaller numerical thresholds (). In
(e) the first four scaling functions from Eq. 3.10 are shown above their corresponding
wavelet from Eq. 3.11. The absolute value of the refinement error in is shown in (f)
with k = 1 and  = 10−1 , 10−3 , 10−5 and in (g) with  = 10−5 and k = 1, 2, 3, 6.
Each scaling function φni` (x) (see Fig. 3.2(e) upper row) has a corresponding
wavelet function ψi`n (x) (Fig. 3.2(e) lower row). This provides a second mathematically

33

equivalent representation of f

()

f (x) =

k−1
X

s0i`

φ0i` (x)

+

i=0

boxes
k−1
XX
n`

dni`

ψijn (x)

dni`

Z
=

f (x) ψi`n dx.

(3.11)

i=0

The wavelets provide a more efficient basis for certain operations (like the inner
product) due to the following orthogonality relations in Eq. 3.8.
There exists a fast transform between the scaling function representation in
Eq. 3.10 and wavelet representation in Eq. 3.11 much like the fast Fourier transform.
This dual representation is analogous to the real/momentum space representation.
Function refinement, the recursive subdivision of the domain, continues until the
difference coefficients satisfy the refinement criteria.
||dn` ||2

s
=

X

|dni` |2 ≤ 

(3.12)

i

The refinement is deepest in regions where f is not smooth (see Fig. 3.2). The
approximation error for a locally smooth function scales as O(2−nk ) while the error
near a discontinuity as O(2−n ). A typical, low-accuracy run of the TDSE for the
hydrogen atom (k = 12,  = 1 × 10−5 , and ξ = 0.3) (see Section 3.4.1) refines to a
depth of n = 9 while a high-precision run (ξ = 0.05, k = 24 and  = 1 × 10−7 ) refines
to n = 11.
The Cartesian coordinate representation, while not necessary for simulation in
MADNESS, carries many benefits. It is easy to extend a function to an arbitrary
number of spatial dimensions while maintaining a consistent interface with the
operators.

Thus, the implementation of the 3D solution to the TDSE is only

marginally more complicated than that of a 1D solution, and the extension of
3D atomic hydrogen to fixed nuclear H+
2 was only a modification of the input file
parameters. In Chapter 7, we provide preliminary results from a 4D representation
of H+
2 where the internuclear separation is treated on the same footing as the
3D electronic components.

A 6D treatment of two-electron He, while more
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computationally intensive, only requires the addition of an electron-electron repulsion
term to the Hamiltonian.
In summary, the multiresolution formalism provides the illusion of a basis-free
simulation by automating the extension or contraction of the basis through adaptive
refinement. Most ab initio schemes compute matrix elements to machine precision
within a fixed finite basis. MADNESS, however, computes to finite precision in a
dynamically changing basis. Finally, the Cartesian framework of MADNESS is readily
extendable to larger systems.

3.3

Time evolution

Time evolution in MADNESS is inseparable from a band limited momentum
spectrum, for finite resources can not propagation dynamics of an unbounded
function. After a general description of operator application, we will examine the
time evolution operator and its implications.

3.3.1

The multiresolution formalsim

This section is adapted from [25]. Consider Tn = Pn T Pn , the projection of an operator
T to be applied to f n where Pn maps f : L2 ([0, 1]) → Vn . In one spatial dimension,
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n
the elements of T are denoted by the transition matrix rlm



Pn f (x) =

n −1 k−1
2X
X

snjm φnjm (x)

(3.13)

s̃njm φnjm (x)

(3.14)

 n  n
rlm ij sjm

(3.15)

n
dy K(x − y) φN
il (x) φjm (y)

(3.16)

m=0 j=0


Pn T Pn f (x) =

n −1 k−1
2X
X

m=0 j=0

s̃njm

=

n −1 k−1
2X
X

m=0 j=0

 n 
rlm ij =

Z
dx
Z

=

Z


dx φnil (x) T φnjm (x)

(3.17)

MADNESS’s efficiency relies in a sparse representation of certain classes of operators.
Problem domains with details on different length scales stand to benefit from
MADNESS which offers an adaptive sparse representation, eliminates basis set error,
and scales aggressively on multiple processors. Most ab initio schemes compute
matrix elements to machine precision within a fixed finite basis.

The adaptive

refinement of the multiresolution formalism in MADNESS computes to finite precision
without basis error. More generally, MADNESS is designed as a computational
framework to bridge the gap between the average scientist and the rapidly advancing
computational frontier.

3.3.2

The propagator

For the temporal propagation of the TDSE (Eq. 2.21), we employ the fourth-order,
gradient-corrected, symplectic propagator developed by Chin and Chen [11]. This
time evolution operator
1

1

2

1

1

1

U(dt, t) = e−i 6 V (t+dt)dt e−i 2 T̂ dt e−i 3 V (t+ 2 dt)dt e−i 2 T̂ dt e−i 6 V (t)dt + O(dt5 )
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(3.18)

reduces the error and total computational expense by allowing longer time steps than
the second-order accurate, Trotter splitting [57]. The application of the exponentiated
potential, in MADNESS, is simply function multiplication while the application of
the exponentiated kinetic energy operator
1

U0 (t) = e−i 2 T̂ dt = ei∇

2 dt/2

(3.19)

is an integral convolution. The potential-free Green’s function of the TDSE (freeparticle propagator) in D spatial dimensions
x2

G0 (x, t) = (2π i dt)−D/2 e− 2idt

(3.20)

is applied to the wave function
Z
ψ(x, dt) = U0 (dt) ψ(x, 0) =

dx0 G0 (x − x0 , dt)ψ(x0 , 0).

(3.21)

advancing it forward in time.

Figure 3.3: (color online) (a) The real component of the 1D free particle propagator
and (b) its band limited counterpart. The band limit (inset) in momentum space
is the black line and the excluded Fourier components of the original function are
dashed.
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The unbounded spectrum of the kinetic energy operator U0 in Fig. 3.3(a) makes its
complete computational representation impossible. However, we are not interested in
representing the full operator, only the components necessary for the propagation of
a band limited wave function. This is directly analogous to the upper energy limit on
a uniform grid. The band limit is applied by transforming the full G0 to momentum
space (see inset in Fig. 3.3(b)), multiplying by a band limiting filter, and transforming
back to real space (Fig. 3.3(b)). The band limited G0 is bounded in real space and
momentum space.
The discontinuous, spectral element basis is a computationally convenient alternative to the finite element or finite difference methods. Continuity emerges (within
finite precision) with the application of an appropriately constructed integral or
differential operator [3] as is the case with the stencils used in finite difference methods.
Nevertheless, the adaptive, discontinuous, polynomial basis unavoidably includes
numerical, high frequency components even when representing smooth functions. The
insensitivity of the band limited G0 to this numerical noise preserves the integrity of
the wave function.
Scattering off the Coulomb singularity also allows arbitrarily high frequencies
into the wave function.

These legitimate, physical frequencies would introduce

propagation error upon application of the band limited G0 . We prevent this error
by band limiting the nuclear potential (see Sec. 3.4.1) to allow exact propagation.
This is accomplished by smoothing the singularity at a closest scattering distance,
which prevents high frequencies from entering the system. The cutoff parameter
(ξ) controls the depth of the potential, the band limit, and the complexity of the
simulation (see Sec. 4.1).
In addition to increasing the size of the wave function, the fine spatial variations
associated with high frequencies require an impractically small time step. The TDSE
is limited by a Courant-Friedrichs-Lewy-like [42] condition (dt ∝ ∆x2 ) where the
critical time step
dtcrit ' 2π/c2 ∝ (∆x)2 ∝ ξ 2
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(3.22)

where c is an empirically estimated band limit and ∆x is the smallest mesh spacing
controlled by ξ the potential smoothing parameter.
The application of the G0 (see Fig. 3.3) is the most computationally intensive step
of time evolution and efficiency hinges on its separability. While computer memory
limits the size of the solution domain in fixed grid schemes, in MADNESS, memory
limits the total complexity of the wave function. Massively-parallel, distributedmemory computers replace the memory constraint by a communication bandwidth
limit. For a sufficiently large number of computational nodes, the convolution of G0
is bottlenecked by interprocessor communication. The application cost of a general D
dimensional convolution of a wave function with N coefficients scales as O(N 2D ). A
3D convolution G0 (x, y, z, x0 , y 0 , z 0 ) ∗ ψ(x, y, z) requires six spatial indices. MADNESS
takes advantage of the separable nature of the Gaussian form of G0 (see Eq. 3.20) to
accomplish the time evolution of a higher dimension system by repeated application
of the 1D propagator
Y

G0 (xi , x0i ) ∗ ψ(x, y, z)

xi ∈ (x, y, z)

(3.23)

i

which scales as O(N D+1 ). The reduced data transfer enables the time evolution of
higher dimension systems. Details concerning the choice of the frequency windowing
function, parametrization of the effective band limit, and accurate application of this
oscillatory operator are found in the MADNESS implementation notes [26].
In summary, successful time evolution of a multiresolution wave function hinges on
the band limit. First, it allows a multiresolution representation of G0 by bounding its
size. It allows a reasonable time step by quenching the high frequency noise endemic
in the multiresolution wavelet representation. The band limit is controlled by the
cut parameter ξ which confines the Coulomb singularity removing high momentum
components and their associated propagation error. Finally, the separated nature of
G0 allows robust scaling on distributed memory computers.
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3.4
3.4.1

Implications of the band-limit
Model potential

Since our eventual objective is the treatment of a general polyatomic systems
without symmetry, we cannot rely on the Jacobian of special coordinates to
exactly represent the Coulomb singularity in an integrable fashion.

Thus, we

use a smoothed approximation successfully employed in Hartree-Fock and density
functional computations [25] to model a nuclear potential of charge Z (see Fig. 3.2(a)).
2

Vmodel (r) =

erf(r) e−r
+ √
r
π

(3.24)

The coefficient of the Gaussian term is chosen so that the mean error is zero.
Z

∞

0



1
r Vmodel (r) −
dr = 0
r
2

(3.25)

The depth of the model potential
Vξ (r) =

Z
r
Vmodel ( )
ξ
ξ

(3.26)

controls the maximum momentum component allowed in the wave function and is
controlled by the cut parameter ξ. The band limit c = 5/ξ (shown in the inset of
Fig. 3.2(b)) has been empirically determined. The coarsest potential (ξ = 0.3) agrees
with the Coulomb function to machine precision when r > 2. Smaller ξ produce an
arbitrarily accurate agreement.
lim Vξ (r) = −

ξ→0

Z
r

(3.27)

Since rescattering is understood to be sensitive to the finest length scales [21], we
emphasize the importance of the ξ convergence study in Section 4.1.
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3.4.2

The initial eigenstate

It is desirable to begin the simulation with a stationary state of Vξ . The initial
Coulomb eigenstate is relaxed into an eigenstate of the model potential through the
following self-consistent solution.
1

ψ(r) = − 2 ∇2 − E

3.4.3

−1

Vξ (r) ψ(r)

(3.28)

Eigenfunctions of the model potential

While the spatial resolution and time propagation are directly generalized to 3D,
projection onto the bound and scattering states is unique to the geometry of each
system. Analytic eigenfunctions make the hydrogenic systems a natural test case.
The ionization spectrum was calculated by projecting the wave function onto the
incoming spherical wave eigenstates [34] of the field-free Coulomb potential
−3/2 πη/2
φ(−)
e
q (r) = (2π)

×Γ 1 + iη eiq·r

(3.29)


×1 F1 − iη, 1, −iqr − iq · r
for nuclear charge Z and momentum of magnitude q, η = Z/q. These Coulomb
(−)

scattering states are momentum normalized h φq0

(−)

| φq

i = δ 3 (q0 − q).

The softening of the Coulomb potential’s singularity in Eq. 3.28 implies the
Coulomb eigenstates are not eigenfunctions of the new model potential and have a
non-zero overlap with initial state. Since the eigenstates of Vξ are too expensive to
compute, we remove the non-physical overlap between the Coulomb eigenstates and
the initial state of the model potential.
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Pn` = |hφn | ψ(T )i − hφn | ψ(0)ihψ(0) | ψ(T )i|2

(3.30)

Υq = |hφq | ψ(T )i − hφq | ψ(0)ihψ(0) | ψ(T )i|2

(3.31)

Eq. 3.30 describes this first order Gramm-Schmidt correction to the transition
amplitudes as a change of basis. By removing the non-physical overlap between the
analytic Coulomb eigenstates and the relaxed initial state of the model potential, we
account for most of the discrepancy.
A partial integration of Eq.

3.31 provides the single differential probability

distributions.
dP
=
dEf

Z

2

|Υq | q dΩq

dP
=
dΩ

Z

2 2

|Υq | q dq

dP
=
dq

Z

|Υq |2 q 2 dΩq .

(3.32)

where Ef is the kinetic energy of the photoelectron.

3.5

MADNESS: the future

MADNESS is a general numerical framework with a diverse and expanding portfolio of
applications. Extension of time evolution has two possible routes. A large dimension
wave function can capture electron correlation in few body systems. Another avenue
is the development of an MCSCF (see Section 1.3.3) code to explore many-body
dynamics.

3.5.1

High-dimensional wave functions

The AMO community is actively researching two-electron phenomena. The standard
partial wave expansion for the wave function becomes inadequate to describe
dynamics induced by circularly polarized laser pulses. A high dimension wave function
in MADNESS would allow an easier representation of electron dynamics in these
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pulse. A 7D wave function which including the internuclear separation in the two
electron wave function is also a posibility.

3.5.2

MCSCF

A MCSCF implementation in MADNESS offers some unique benefits which would
provide a more sustained impact due to the larger number of available systems e.g.
the original problem of energetic carbon clusters. Consider a state in which two
electrons occupy the same orbital i.e. a closed shell. This is often approximated by
a single determinant since there is only one way two electrons can occupy a single
orbital (with opposite spins). Upon excitation, one can see two ways of assigning
electrons: α(1)β(2) or β(1)α(2). Thus, the simplest excited state is inherently multideterminental.
A well designed MCSCF wave function can describe not just single but double and
perhaps higher excitations. MADNESS’s ability to treat both bound and free particle
states equally makes it more straight forward than conventional MCSCF codes that
need a different basis for bound and free particles: e.g. atom-centered Gaussians and
plane waves.
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Chapter 4
Convergence Study
In this section we study the effects of the sources of error in our numerical scheme: the
numerical truncation threshold , the size of the time step dt, and the model potential
cutoff parameter ξ.  sets an upper bound on local error, and the time propagation
error is proportional to the size and number of time steps. The cutoff parameter
ξ determines the highest frequency allowed in the wave function by controlling the
depth of the model potential and the band limit of the free-particle propagator.

4.1

Truncation Error

MADNESS’s adaptive refinement allows arbitrary accuracy. However, finite resources
impose a limit on the spacial refinement. This is realized by the truncation threshold 
which controls the local error. While the error in the wave function accumulates over
multiple time steps potentially becoming greater than , some transition amplitudes
achieve convergence below .
To determine the effect of  on the system, we present the dynamics of the
transition probabilities in Fig. 4.1 computed at three different truncation thresholds
 = 10−3 , 10−5 , and 10−7 . Visually, the dynamics of the p-states and the 2s state
are converged with  = 10−3 , whereas the 3s and 4s states require  = 10−5 for
convergence. Numerical error is also readily apparent for states with populations
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Figure 4.1: (Color online) The bound state probabilities of He+ as calculated in
Eq. 3.30 for different values of the numerical truncation threshold  (a) 10−3 (b) 10−5
(c) 10−7 .  is represented by the horizontal dashed line. See labels in (a) for legend.
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that continue to evolve after the end of the pulse, such as the f-states for  = 10−3
and the g-states. Contrast the parallel curves within a converged angular momentum
population with the behavior of an insufficiently converged group e.g. the f-states
(Fig. 4.1(a) and (b)). Nevertheless, these states are within an order of magnitude
of their final value at in Fig. 4.1(c). Thus, it is reasonable to conclude that the
g-states in Fig. 4.1(c), while not converged, are within an order of magnitude of their
converged value.

Figure 4.2: (Color online) The photoelectron ionization spectra for different values
of thresh  for (a) H (ξ = 0.1) and (b) He+ (ξ = 0.06).
Fig. 4.2 shows the response of the photoionization momentum spectrum to .
While the ionization of hydrogen is unaffected by , the weak ionization processes in
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He+ (Fig. 4.2(b)) are more sensitive and are misrepresented by the calculations when
 > 10−6 .
Table 4.1 shows convergence trends in the transition probabilities of He+ . The onephoton transition probabilities to the 2p state is correct to three digits for  = 10−3 ,
and the two-photon transitions to the s and d states have errors on the order of 10%.
An unconverged changes with successively smaller  (see 5g) while a converged state
oscillates about the correct value (see 2p and 2s). The 4f population is converged
to 2 digits (2.0 × 10−8 ). The 5g state, while not converged, is likely to be follow
the pattern exhibited by the f-states: converging within an order of magnitude below
where crossing is first exhibited 10−12 .

10−3
10−4
10−5
10−6
10−7
ξ
0.2
0.12
0.08
0.06
0.05

1s
0.974448
0.974507
0.974513
0.974512
0.974516

2s
0.851× 10−4
1.059× 10−4
0.998× 10−4
0.999× 10−4
0.996× 10−4

2p
0.021424
0.021432
0.021415
0.021422
0.021409

3d
6.03× 10−5
6.52× 10−5
6.67× 10−5
6.72× 10−5
6.70× 10−5

0.97678
0.97319
0.97421
0.97452
0.97460

1.158×
1.017×
1.004×
0.996×
0.997×

10−4
10−4
10−4
10−4
10−4

0.02520
0.02244
0.02166
0.02141
0.02135

6.96×
6.80×
6.74×
6.70×
6.71×

10−5
10−5
10−5
10−5
10−5

4f
5.6× 10−7
2.7× 10−6
4.2× 10−8
2.1× 10−8
2.0× 10−8

5g
7× 10−7
2× 10−7
1× 10−9
2× 10−10
1× 10−11

Σ Pbound
0.999016
0.999108
0.999081
0.999060
0.999057

Pion
8.58× 10−4
8.01× 10−4
8.28× 10−4
8.43× 10−4
8.49× 10−4

10−7
10−8
10−8
10−8
10−8

7× 10−8
6× 10−12
3× 10−11
1× 10−11
6× 10−12

0.99890
0.99898
0.99905
0.99906
0.99909

8.97×
9.21×
8.59×
8.49×
8.38×

1.4×
2.2×
2.6×
2.0×
2.2×

Table 4.1: Convergence of the transition probabilities of He+ with L ∈ [−1000, 1000].
ξ = 0.059 for the threshold convergence  study (top), and  = 10−7 during
convergence of ξ. The bound states were summed up to n = 9.

Time Step Error
At each time step (dt), error is accumulated from the size of the time step (εdt ) and
the truncation (εtrunc ) of the adaptive basis.
εtotal = O(

T εtrunc
T εdt
) + O(
)
dt
dt

47

(4.1)

10−4
10−4
10−4
10−4
10−4

Figure 4.3: (Color online) The dynamic convergence of atomic hydrogen (ξ = 0.2,
 = 1 × 10−5 , and dtcrit = 3.4 × 10−3 ) with respect to the time step dt. The energy
hĤi from Eq. 2.21 is shown in (a) along with its error at the end of the pulse in (b) is
shown for different time steps. (c) shows the photoionization spectrum (see Eq. 3.32).
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For large time steps εdt dominates, whereas, small dt implies many time steps and
hence greater overall truncation error. Fig. 4.3(a) shows how different time steps affect
the energy (expectation of the Hamiltonian) of hydrogen. At the end of the pulse, the
relative error in Fig. 4.3(a) is shown in Fig. 4.3(b). For dt/tcrit = 10 we see a slight
deviation in the energy which quickly diverges for larger values as εdt dominates. The
photoionization peak in Fig. 4.3(c) is largely insensitive to dt. However, the peak of
the smallest time step is slightly shifted to the right as εtrunc accumulates after many
time steps. Thus, the high-order symplectic integrator [11] is beneficial in enabling
large time steps. The illustrations presented in this dissertation use dt = 5tcrit .

The Cutoff Parameter
The length scale on which the model potential is smoothed can be thought of as
the closest scattering distance or cutoff parameter (ξ). In this section we probe the
aberrations caused by its modification.
Fig. 4.4(a) shows the dynamic energy hĤi (where Ĥ is the Hamiltonian from
Eq. 2.21) of hydrogen for different ξ. Smaller ξ lead to a lower, more accurate ground
state energy E0 which converges towards the analytic value of -0.5 in Fig. 4.4(d).
The relative position of the transition energies in atomic hydrogen and the power
spectrum of the laser (see the inset in Fig. 4.5(a)) predict single-photon ionization as
the dominant process. As ξ → 0, higher energy events are included, and the change
in energy of the system
∆E = E(T ) − E0

(4.2)

increases as ξ → 0 (see Fig. 4.4(e)). This can also be seen for the total inelastic
excitation
P (t) = 1 − |hψ(0) | ψ(t)i|2
(Fig. 4.4(h)) and total ionization (Fig. 4.5(a)).
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(4.3)

Figure 4.4: (Color online) The dynamic convergence of H and He+ with respect
to the cut parameter ξ is shown for: the energy hĤi from Eq. 2.21 in (a) & (b)
and the total inelastic excitation vs time from Eq. 4.3 in (c). Convergence of the
ground state energy (d) & (f), the energy difference Eq. 4.2 in (e) & (g), and total
inelastic excitation in (h) & (i) is shown as a function of ξ. The dotted line represents
convergence within 1% of the extrapolated value.
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While the convergence of hydrogen depends on high energy events, the convergence
of He+ is related to the stability of the ground state. In He+ the ∆E (Fig. 4.4(g)),
the total inelastic state excitation (Fig. 4.4(i)), and the photoionization (Fig. 4.5b)
decrease as the transition energies shift towards a less intense region of the power
spectrum as ξ → 0. See Table 4.1 for a quantitative comparison.
We are interested in gauging the accuracy of our calculations. We generate a series
of values with successively smaller ξ, interpolate between the lines, and mark the spot
where the given quantity is within 1% of the final value (see the vertical dotted lines
in Figs. 4.4(d)-(i)). The analytic value of the ground state energy offers unambiguous
convergence, for hydrogen ξ1% ≈ 0.24 (Fig. 4.4(d)) and for He+ ξ1% ≈ 0.08. Systems
with a larger nuclear charge (Z) require a smaller ξ for the same accuracy. In previous
work [25] the value of ξ required to obtain a fixed accuracy for the total energy was
found to depend upon the atomic number Z according to ξ ∝ Z −5/3 . The least
converged value, ∆E in He+ (Fig. 4.4(g), has ξ1% = 0.07 which is above the smallest
value ξ = 0.05.
The effects of the smoothing can be seen in the oscillation of the z-dipole (Fig. 4.6).
As ξ decreases from 0.2 → 0.059, larger transition energies have two effects. First,
(0.059) 2

the dipole amplitude is damped: |c2p

(0.2)

| < |c2p |2 (see Table 4.1). Second, the

period of oscillation increases. While t ∈ (10, 50), the dipole moment of ξ = 0.2
oscillates 9 times, while ξ = 0.059 oscillates 9.5 times. The 1s → 2p transition
energy ω12 = 2π/T = 1.496, which deviates 0.2% from the analytic value of 1.5. The
broadband laser pulse also excites the 3p state whose presence can be seen by the
beats of the modulating envelope with a period only 13% away from the predicted
value of 5/36: ω23 = 2π/T = 2π/(38 − 12) = 0.242.
Box Size, Norm, and Timing Issues
The simulation box is a cube [−L, L]3 deliberately chosen to be much larger than the
final wave packet to avoid reflection or the need for absorbing boundary conditions.

In MADNESS, the size of the sparse wave function ψ scales as O log(L) . The
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Figure 4.5: (Color online) Convergence of the momentum distribution with respect
to ξ for (a) H and (b) He+ . The relationship between the system’s energy levels and
the laser power spectrum is shown in the inset.
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Figure 4.6: (Color online) The dipole moment hzi for He+ as a function of time for
ξ=0.2 and 0.059. The period changes with ξ, illustrating the shift in the bound state
energies.
(−)

dense momentum eigenfunctions φq (r), however, fill the entire simulation box
(−)

scaling as O(L3 ). For efficiency we compute φq (r) in a reduced rectangular volume
corresponding to the furthest extent
Lsmall = T

q

2(nω − Ip )

(4.4)

of an n-photon ionization for the duration of the pulse to escape from an ionization
potential Ip . A 2 and 5 photon ionization of hydrogen corresponds to Lsmall = 19
and 35 in the current pulse. The largest reported relative error in the ionization
probability q 2 Υq is on the order of 10−5 . Lsmall will be a more important issue with
infrared pulses in the tunneling regime where the electron is carried much further
from the atom.
The loss of norm
εnorm (t) = |1 − hψ(t) | ψ(t)i|
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(4.5)

is due to several factors. First, the finite precision of the spatial representation of
the wave function. Second, the repeated application of the band limited propagator.
Split-operator methods of the TDSE are unitary and preserve norm. Nevertheless,
norm is lost in by the truncation of the high-frequency coefficients. Typically this
loss accumulates uniformly throughout the pulse ending with εnorm approximately
10. Occasionally εnorm (T ) < , while the worst deviation (atomic hydrogen with
 = 10−7 , ξ = 0.1) had εnorm (T ) ≈ 100.
The application cost of G0 , which is related to its spatial extent and the size of
the wave function, is affected by several interrelated parameters. Smaller  directly
increases the size of both G0 and the wave function. Second, the cost is directly
proportional to the number of time steps.
Nt = T /dt ∝ T /ξ 2

(4.6)

While dt and ξ directly affect Nt , they also add to the complexity of G0 . The
electron propagates further during longer time steps; this increases the spatial extent
of G0 (Lprop ). Smaller ξ increases the band limit c and includes faster momentum
components enlarging Lprop .
Lprop ∝ ξ

−1

∝c∝q

(4.7)

On an 8 core Intel Xeon 2.9 GHz computer with 24 GB of shared memory, the
time evolution of H in 3D (L = 300, k = 12,  = 10−5 , dt = 5dtcrit , ξ = 0.2) was
accomplished in about an hour.

Higher accuracy requires more memory, which

becomes the limiting factor on larger calculations. He+ (L = 300, k = 24,  =
10−7 , dt = 4dtcrit , ξ = 0.059) a typical high fidelity time evolution, took 46 hours
running on a Cray XT5 running with 2,000 - 5,000 cores. Both time evolution and
projection code realize performance increase (for sufficiently complex wave functions)
through 12,000 cores.
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4.1.1

Comparison to Prior Work

Pronin et al. [52] used perturbation theory to find the ionization of atomic hydrogen
in a two-cycle pulse of the same frequency and intensity. However, their velocity
gauge scheme applied the sin2 pulse envelope to the vector potential rather than the
electric field which gave a very different photoionization spectrum. Grum-Grzhimailo
et al. [24] noted this and ran a series of computations using a four-cycle laser pulse
with peak intensity 1 × 1015 W/cm2 and central frequency ω = 0.3 (152 nm) to
test the effect of the pulse envelope on the vector potential and electric field on the
photoionization spectrum of atomic hydrogen. We reproduced this experiment for
comparison purposes. We find only a minor aberation in the magnitude of the first
peak and the energy of the third.

Figure 4.7: (Color online) The photoionization spectrum of the present work is
compared with that of Grum-Grzhimailo et al. [24] for atomic hydrogen in a fourcycle laser pulse with a sin2 envelope applied to the electric field, having a peak
intensity of 1 × 1015 W/cm2 and a central frequency of ω = 0.3 (152 nm).
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Chapter 5
Results: the multiphoton regime
The past decade has witnessed the growth in the intensity, control, and characterization of few-cycle laser pulses. Control of the carrier envelope phase of infrared laser
pulses, enables the engineering of the isolated attosecond pulse through the highly
non-linear process of high harmonic generation. The pulse used in this paper is a
mathematical idealization of the one crafted by Sansone et al. [53] and is shown inset
in Fig. 5.1. This linearly-polarized, two-cycle, ultraviolet laser pulse has a central

Figure 5.1: (Color online) The linearly-polarized, two-cycle laser pulse [53] with a
driving frequency of 36 eV and a peak field of 9.0 × 109 V /cm, which corresponds to
an intensity of 1 × 1015 W/cm2 , and a carrier envelope phase of π/2.
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photon energy of ω = 1.32 (36 eV), peak intensity I = 1015 W/cm2 i.e. E0 = 0.176,
and duration 9.62 (230.27 as). The power spectrum of the two cycle pulse (see Fig.
5.1) spans many bound and continuum states and can be thought of as a multimode
laser with a continuum of frequencies.
In this section we present our best converged ionization and excitation results of
the first three isoelectronic series subject to the attosecond laser pulse described in
Fig. 5.1. Atomic hydrogen, He+ , Li2+ have a truncation thresholds of  = 10−7 , 10−7 ,
and 10−6 respectively; similarly, the cut parameters are ξ = 0.05, 0.059, and 0.03;
and a simulation box L = 3000, 1000, and 1000, respectively. Access to the complete
wave function allows us to calculate the energy, momentum, and angular spectra of
the photoelectrons; along with the state resolved excitation probabilities and time
evolution of dynamic variables: energy, dipole moment, and the inelastic transition
probability.

5.1

Atomic hydrogen

The driving frequency of the laser pulse (ω = 1.32) is much greater than the ionization
potential of hydrogen. Thus single-photon ionization is expected to be the dominant.
The ground state transition energies in atomic hydrogen are far below the peak of
the laser’s power spectrum confirm this (see Fig. 5.2c).
The typical dipole electron distribution is shown in both the double differential
momentum in Fig. 5.2a and in the integrated angular cross section in Fig. 5.2b. A
second peak near k = 2 corresponds to a two photon ionization. The arrow indicates
the direction of the laser polarization. The relative strength of the ionization processes
can be determined from the angular resolved ionization coefficients in Tab. 5.1 (see
Section 5.2.1). The dipole transition to ` = 1 is the leading term. The two and three
photon processes diminish with a ratio consistent with perturbation theory.
Fig. 5.3 presents the evolution of various probabilities up to the end of the laser
pulse. Ionization is the leading process (see Fig. 5.2c, Tab. 5.4). Single-photon
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Figure 5.2: (Color online) (a) The full differential photoionization momentum
distribution of atomic hydrogen and (b) angular distribution dP/dΩ from Eq. 3.32
are shown against the laser polarization access (the arrow). (c) Hydrogen’s energy
levels are superimposed on the laser’s power spectrum.

`
0
1
2
3

2
|cion
` |
3.22× 10−4
1.57× 10−2
1.75× 10−4
1.1× 10−6

Table 5.1: The angular resolved ionization coefficients of H, see Eq. (5.4).
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Figure 5.3: (Color online) The total ionization probability, total inelastic excitation
probability Eq. (4.3), and selected bound state probabilities |hψn`0 | ψ(t)i|2 of H are
plotted versus time. Due to azimuthal symmetry, m=0.
transitions to the bound p states are the next most probable event. The s state
probabilities are more than 2 orders of magnitude smaller than those of the 2p states,
and the d state transition probabilities are an order of magnitude smaller than those
of the s state.
Fig. 5.4a shows the energy of hydrogen hH i, where H is the Hamiltonian from
Eq. (2.21), oscillating with time as the loosely bound electron is driven across the
atom by the laser field. The total inelastic excitation of hydrogen in Fig. 5.4c also
oscillates with time. By contrast, He+ (Fig. 5.4bc) shows no oscillatory behavior but
periodically increases as the tightly bound electron is resonantly pumped into the 2p
state.
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Figure 5.4: (Color online) The energy hH i from Eq. (2.21) and total inelastic
excitation from Eq. (4.3) for He+ and H are shown as a function of time.
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5.2

He+

Fig. 5.5 presents the evolution of the ionization and excitation probabilities for He+
during the laser pulse. The 2p excitation is the leading process followed by transition
to the continuum, to 3p, 4p, and to other bound states. The two-photon transition
probabilities to the s and d states are of mutually similar magnitude and are an order
of magnitude smaller than ionization. The three-photon transitions to the f states
are about three orders of magnitude below the transition to the s and d states.

Figure 5.5: (Color online) The total ionization probability, total inelastic excitation
probability Eq. (4.3), and selected bound state probabilities |hψn`0 | ψ(t)i|2 of He+
are plotted versus time. Due to azimuthal symmetry, m=0.
The horizontal arrows in Fig. 5.6c represent the competing ionization processes in
He+ from the bottom up: single-photon ionization, non-sequential 1s - q ionization,
and sequential ionization 1s - 2p - q. The leading single photon ionization channel is
no longer dominant as it is with hydrogen. Table 5.2 shows the competition between
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the p and d channels, as does the cancellation of their coherent superposition in Fig.
5.6a.

Figure 5.6: (Color online) (a) The fully differential photoionization momentum
distribution of Li2+ and (b) angular distribution dP/dΩ from Eq. 3.32 are shown
against the laser polarization access (the arrow). (c) The transition energies from the
2p (grayed) and the ground state are superimposed on the laser’s power spectrum.
The distinctive ` = 2 lobes projecting at right angles to the laser’s polarization
axis in the angular probability spectrum dP/dΩ (Fig. 5.6b) are the signature of twophoton ionization. The forward-backward ionization asymmetry of He+ is not caused
by an asymmetry in the laser pulse, as is the case when adjusting the carrier envelope
phase but rather an interference between in the coherent sum in the multi-photon
ionization channels. The weaker peak near k = 2 corresponds to a three photon
ionization.
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2
|cion
` |
1.39× 10−5
5.20× 10−4
3.56× 10−4
3.88× 10−6

`
0
1
2
3

Table 5.2: The angular resolved ionization coefficients for He+ .

5.2.1

Angular ionization coefficents

To determine the relative strength of each ionization process (see Table 5.2) we
computed the difference between the total angular momentum resolved probability
coefficients |c` |2 and those of the individual bound states. With the wave function ψ
in the partial wave expansion
ψ(r, θ) =

X

C` (r) Y`0 (θ),

(5.1)

`

we obtain the `’th radial distribution by projecting the wave function onto the `’th
spherical harmonic integrating over concentric spherical shells
C` (r) = hY`0 | ψiΩ .

(5.2)

Since ψ is normalized, the total angular probability can be found by integrating C` (r).
2

Z

|c` | =

|C` (r)|2 r2 dr

(5.3)

The angular component of ionization is simply the difference between the total and
bound probability of the `’th component
2
2
|cion
` | = |c` | −

X
n
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|hφn` | ψi|2 .

(5.4)

5.3

Li2+

The ground 1s state of Li2+ lies 3.375 units of energy below the excitation to the
2p state and 4.5 units below the continuum edge which requires multiple photons
from our laser pulse. The resulting transition probabilities are almost all below the
numerical threshold ; the metastable 2s state of Li2+ yields more interesting results.
Fig. 5.7 shows the dynamics of Li2+ initially in the 2s state where the ionization
and dipole excitation to 3p are the leading events and nearly equal in probability.
The 2s → 1s channel has no allowed single-photon transitions, and the 1s probability
does not follow the field as do the other states, but increases to a saturation point
in the middle of the pulse. The 2s → 2p transition is significantly smaller than
the other p transitions since the power spectrum of the laser pulse is nearly 0 at
the transition energy between the degenerate states (see inset). Its most probable
3 photon pathway is through the 4p followed by a transition to either the 3d or 3s
before the final de-excitation.

Figure 5.7: (Color online) The total ionization probability, total inelastic excitation
of Li2+ (ξ = 0.1) probability Eq. (4.3), and selected bound state probabilities |hψn`0 |
ψ(t)i|2 of H are plotted versus time. Due to azimuthal symmetry, m=0.
64

The three forward peaks in the photoionization spectrum of Li2+ in Fig. 5.8(a)
at q = 0.6, 1.7, and 2.4 correspond to the single, double, and triple-photon ionization
p
k = 2(n ω − E2s ) at the driving frequency of ω = 1.32. The weakest ionization
potential in hydrogen had the least asymmetry while the largest ionization potential
in He+ corresponded to the greatest ionization asymmetry. Li2+ from the 2s state
lies between these extremes both in the ionization potential and in the ionization
asymmetry. This correlation may not be a coincidence.

Figure 5.8: (Color online) (a) The fully differential photoionization momentum
distribution of Li2+ and (b) angular distribution dP/dΩ from Eq. 3.32 are shown
against the laser polarization access (the arrow). (c) The transition energies from the
initial 2s state are superimposed on the laser’s power spectrum.
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2
|cion
` |
6.14× 10−5
8.91× 10−3
4.19× 10−4
2.20× 10−6
5.25× 10−8

`
0
1
2
3
4

Table 5.3: The angular resolved ionization coefficients for Li2+ .
n
`=0
1
0.97605
2
2.09 × 10−5
3
5.79 × 10−6
4
2.36 × 10−6
total
0.97609

1
5.03 ×
1.27 ×
5.08 ×
7.56 ×

10−3
10−3
10−4
10−3

2

3

1.17 × 10−6
6.3 × 10−7
2.91 × 10−6

2.6 × 10−11
2 × 10−10

Table 5.4: The total bound and ionization probability of H are Pbound = 0.984 and
Pion = 0.016. εnorm = 5.6 × 10−5 .

n
`=0
1
0.9745138
2
9.96 × 10−5
3
1.73 × 10−5
4
5.97 × 10−6
total
0.9746446

1
2.14 ×
1.96 ×
4.92 ×
2.44 ×

10−2
10−3
10−4
10−2

2

3

6.70 × 10−5
3.35 × 10−5
1.55 × 10−4

2 × 10−8
8.1 × 10−8

Table 5.5: The total bound and ionization probability of He+ are Pbound = 0.999152
and Pion = 8.49 × 10−4 . εnorm = 3.5 × 10−6 .

n
`=0
1
2.81 × 10−6
2
0.965066
3
1.16 × 10−4
4
3.60 × 10−5
total
0.9652549

1
1.09 ×
1.27 ×
5.02 ×
2.31 ×

10−6
10−2
10−3
10−2

2

3

2.55 × 10−6
5.70 × 10−6
3.10 × 10−5

1.2 × 10−8
3.9 × 10−8

Table 5.6: The total bound and ionization probability of Li2+ are Pbound = 0.9884
and Pion = 0.01035. εnorm = 2.3 × 10−3 .
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5.4

Conclusion

In the multiphoton regime the single and double photoionization of atomic hydrogen
was presented. The energy and excitation dynamics of hydrogen and He+ show the
difference between resonant and non-resonant excitation. The competing sequential
and non-sequential two-photon ionization in He+ lead to a complex photoionization
spectrum. The dynamics of the two-photon 2s → 1s transition in Li2+ (2s) was
relatively independent of the field. The three-photon 2s → 2p transition also showed
peculiar behavior.
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Chapter 6
Results: the tunneling regime
We turn to the computationally demanding tunneling regime where longer pulses
have more time steps, the wave function fills a larger volume of space; and projection
occurs on larger, finer continuum domains. We chose two-cycle, 800nm laser pulse
with an intensity I = 1 × 1015 W/cm2 to allow comparison with the popular the
titanium-sapphire experiments.

Figure 6.1: (Color online) A linearly-polarized, two-cycle laser pulse with a driving
frequency of 1.5 eV and a carrier envelope phase of −π/2.
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6.1

He+

The laser pulse in Fig. 6.1 acting on He+ yields a Keldysh parameter γ = 0.68 which
is just inside the tunneling regime (γ < 1). The inelastic excitation probability in
Fig. 6.2a ends at 2 × 10−5 which is just above the numerical threshold  = 1 × 10−5 .
The inelastic excitation is synchronized with the field, but the acceleration in Fig. 6.2b

Figure 6.2: The dynamic variables of atomic hydrogen in a two-cycle 800nm laser
pulse (a) energy (b) total inelastic excitation (c) the dipole hzi (d) the acceleration
hdV /dzi more resolved levels.

is out phase. The rapid oscillations in Fig. 6.2b have a period which is just over 4
units of atomic time corresponding to the 1s - 2p transition energy of 1.5. The deeply
bound electron must absorb 27 photons to make this transition and 36 photons for
ionization. The ionization of He+ in Fig. 6.3a is far below the numerical threshold,
69

and the peaks are not regularly spaced which is probably an artifact of the multimode
laser pulse or the lack of numerical precision. The primary components of the angular
distribution in Fig. 6.3b are aligned with the field. A surprisingly large secondary
peak, is seen ejected azimuthally and smaller peaks seen between the two.

Figure 6.3: The photoionization spectrum of He+ in a 800nm, two-cycle pulse with
an intensity of I = 1 × 1015 W/cm2 . The energy distribution (a) shows a series of
peaks whose spacing is increasing with energy. The angular distribution in (b) shows
two-fold symmetry axis.

6.2

Hydrogen

The laser pulse in Fig. 6.1 acting on atomic hydrogen yields a Keldysh parameter
γ = 0.34 which is further into the tunneling regime than He6+. The electron gains
huge quantities of energy as shown by the expectation value of the Hamiltonian in
Fig. 6.4a. Fig. 6.4b shows less than 10% left in the ground state at the end of the
pulse. This is the result of Over The Barrier Ionization (OTBI), which is described
in Section 1.1.4.
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Figure 6.4: The dynamic variables of atomic hydrogen in a two cycle 800nm laser
pulse (a) energy (b) total inelastic excitation.

6.2.1

Above threshold ionization

The large number of photons needed for ionization give rise to non-linear phenomena
in the ionization spectrum of hydrogen in Fig.

6.5.

First, we notice a nearly

unidirectional ionization in Fig. 6.5b which is due to OTBI. The photoionization
energy spectrum in Fig.

6.5a has a rapidly decaying low-energy region that is

reminiscent of perturbation regime (Eq. 1.11), and it forms a quasi-plateau around
E = 2.

ATI is characterized by peaks separated by integral multiples of the

photon energy. Like He+ , the photoionization spectrum of hydrogen also exhibits
uncharacteristic variable peak spacing that probably due to the broadband nature of
the laser pulse.
The photoelectron spectrum computed by Grum-Grzhimailo et. al. [24] is used
for comparison (see the lower panel in Fig. 6.5). We have the same intensity and
wave length but they used a 10-cycle pulse. The magnitudes of both spectra are very
close at the beginning and end of the pulse. They both have an envelope structure
bounding the photoionization peaks. However, his pulse has a nearly constant decay
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Figure 6.5: The photoionization spectrum of atomic hydrogen in a two-cycle pulse
with intensity I = 1 × 1015 W/cm2 . The energy distribution (a) shows a series of
peaks whose spacing is increasing with energy. The angular distribution (b) shows the
electron to be ionized in the negative direction. The lower panel is the photoionization
spectrum of a 10-cycle pulse generated by Grum-Grzhimailo et. al. [24] shown for
comparison. Note the different domains on the horizontal axis.
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rate as E increases while ours varies. Over the reduced domain, Grum-Grzhimailo et
al. has equally spaced energy peaks while our peak spacing is continually increasing.
Convergence studies have not yet been performed in the tunneling domain, but I
suspect that our variable peaks are an artifact of the broad-band laser pulse or the
windowing effects of an insufficient Lsmall .
The classically allowed energies of an electron leaving a laser pulse have a
maximum at 2.5Up = 5.4 = 150eV (see Section 1.1.1). The rescattering mechanism
has a cutoff at 10Up = 21.4 = 584eV . Our intensity (I = 1 × 1015 W/cm2 ) was well
above the threshold for OTBI (1.4 × 1014 W/cm2 ), which has made it difficult to
observe the rescattering cutoff at 10Up .
The structure of ATI can be seen without the obfuscating effects of OTBI. Even
the inexpensive, low-accuraccy calculation (L = 3000, ξ = 0.1,  = 10−3 ) reveals the
characteristic peaks (Fig. 6.6) with a lower intensity (I = 3 × 1013 W/cm2 ). The
predicted division between the direct ionization and rescattering regimes. The rapid

Figure 6.6:
The (a) energy spectrum and (b) angular distribution of
the photoionization of atomic hydrogen in a two-cycle pulse with intensity
I = 8 × 1013 W/cm2 .

decay in the direct ionization regime ends near E = 0.8, which is close to the predicted
value at 2.5Up = 0.88. The plateau extends up E = 2.4 and the rescattering cutoff
at E = 3.3 is near the predicted value at 10Up = 3.5.
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6.2.2

Rescattering

Fig. 6.7 examines the angular distribution (AD) at select energies (from Fig. 6.6)
in the low-intensity calculation. Panel (a) and (b) show the AD of two low energy
peaks, and the complex AD in panel (c) comes from an energy between peaks. The
finite resolution in the energy spectrum lead to some near-peak energies that include
an extra lobe in the AD; panel (d) is one such value. The electron is ionized in the
negative direction at energies below the 2.5Up cutoff. The electron in panels (f)-(j) is
ionization in the positive direction due to rescattering. The electron in panel (k) is
primarily scattered down. A systematic study may reveal structure in the direction
of the rescattered electron.

Figure 6.7: The angular distribution photoionization spectrum of atomic hydrogen
in a two-cycle pulse with intensity I = 8 × 1013 W/cm2 at select energies.
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6.2.3

High harmonic generation

We return to the intense (I = 1 × 1015 W cm2 ), two-cycle laser pulse. The dipole
moment in Fig. 6.8a shows the electron traveling far from the atom. If the time
evolution were continued the dipole would grow in the negative direction since OTBI
has induced nearly complete ionization. This is confirmed by the acceleration (Fig
6.8b) at the end of the pulse which has returned to zero.

Figure 6.8: The dynamic variables of atomic hydrogen in a two cycle 800nm laser
pulse (a) the dipole hzi (b) the acceleration hdV /dzi

It is well known that accelerating charges produce radiation. The fine structure
in Fig. 6.8b is evidence of radiative recombination as the high-energy electron wave
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packet ck (t) recombines with the ground state.
Pk (t) = |h1s | ck (t) eik·r i|2

(6.1)

The HHG spectrum is generated by the square of the Fourier transform of the dipole
acceleration;
P (ω) = |F[hz̈i]|2

(6.2)

however, the numerical time derivative of the dipole moment introduces needless noise
into the HHG spectrum. The interaction picture provides a more stable form with
which to calculate the HHG spectrum.
P (ω) = |F[h

dV 2
i]| .
dz

(6.3)

Eq. 6.3 gives a harmonic spectrum which includes the laser pulse. Since it is desirable
to see which radiation components are generated from the atom, the electric field E(t)
is removed from the acceleration before taking the Fourier transform.
P (ω) = |F[E(t) − h

dV 2
i]| .
dz

(6.4)

The HHG spectrum in Fig. 6.9 has an exponentially decaying region below ω = 0.3.
The plateau region extends to the edge of the graph. There are 18 peaks in Fig. 6.9
over the interval ω ∈ (1.0, 3.0) which correspond to an energy spacing of 0.056 which
is within 2% off the photon energy.

6.3

Conclusion

A wide range of phenomena was shown in the tunneling regime. The field intensity,
which ionized He+ in the multiphoton regime (Ch. 5), left all but 0.002% in the
ground state. The same pulse left hydrogen nearly completely ionized due to OTBI.
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Figure 6.9: The HHG spectrum (Eq. 6.4) of atomic hydrogen under a two-cycle,
800nm laser pulse with an intensity of I = 1 × 1015 W/cm2 . The laser corrected
acceleration in the time domain is shown in the inset.

Reducing the intensity revealed above threshold ionization in hydrogen exposing the
direct ionization and rescattering regimes in the angular and energy distributions.
Finally, the OTBI of the intense pulse produced HHG in hydrogen.
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Chapter 7
Results: molecular hydrogen
The computational flexibility of MADNESS’s Cartesian coordinates is best exemplified in H+
2 . The mass of the internuclear coordinate (R) was scaled to accommodate
a uniform application of the free particle propagator. The reduced mass of the two
protons (µ) was used to scale the internuclear coordinate
s=

√

s ∈ [0,

µR

√

µRmax ]

r = (x, y, z, s)

(7.1)

Smoothing the nuclear potential (Section 3.4.1) and including the nuclear-nuclear
potential VN N was straightforward.
1
Ĥ = − ∇2 + VeN (r) + VN N (s) + E(t) · r
(7.2)
2r

r

s
s
VeN (r) = Vξ
(x − √ )2 + y 2 + z 2 + Vξ
(x + √ )2 + y 2 + z 2
2 µ
2 µ
√
µ
VN N (s) =
s
The initial internuclear wave function was approximated by the ground state harmonic
oscillator

ψ(R) =

µω
π

 14
e

  14
√
ω
2
ψ(s) =
eω(s− µR0 ) /2
π

µ ω(R−R0 )2 /2
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(7.3)

centered at R0 = 2.0 a.u.. The fully coupled 4D wave function was relaxed as
described in Section 3.4.1.
It took just under an hour to run the 3D simulation of H+
2 on the same computer
and with the same parameters (L = 300, k = 12, and  = 10−5 ) as atomic hydrogen
−4
mentioned in Section 4.1. The 4D H+
2 (L = 100, k = 8, and  = 10 ) took just

under 5 hours running on a few thousand cores on the XT5 Cray at Oak Ridge
National Laboratory. The time evolution of the 4D wave function was performed
with the second order accurate Trotter propagator using the same separable, freeparticle propagator G0 .

7.1

3D vs 4D

The electronic energy (expectation value of the Hamiltonian) is shown Fig. 7.1 as a
function of time. At end of the pulse the energy of the 4D system increases slightly;

Figure 7.1: A comparison of the energy of the 3D and 4D simulations of H+
2 oriented
perpendicular to the laser field polarization axis, as shown by the inset.
this is probably time step error from the less-accurate Trotter propagation scheme.
The agreement between the two simulations is expected, for on the attosecond time
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scale, the nuclear motion is negligible. The application of an infrared pulse will trigger
nuclear motion will highlight the breakdown of the fixed nuclear approximation.

7.2

Orientation

We next compare the behavior of the two orientations of the molecule. The energy
dynamics have a striking difference originating from the different spatial ionization
pathways. At a given distance from the center of a molecule, the potential energy
along the molecule axis is the greatest making ionization less likely. Thus, the energy
difference in the perpendicular orientation (Fig. 7.2) is less than that of the parallel
orientation (Fig. 7.1).

Figure 7.2: The energy H+
2 whose internuclear axis is aligned parallel to the laser
field polarization as shown by the inset.
The density of the electronic wave functions at the end of the pulse in Fig. 7.3
provides insight into ionization mechanisms.

The perpendicular orientation in

Fig. 7.3a shows the electron ionizing unobstructed. The ionization pathway of the
electron in the aligned molecule (Fig. 7.3b) is blocked by the nuclei creating an
interesting structure. A wave front extends in the forward direction and there are two
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interesting lobes about 120 deg from the polarization axis. The holes in the electron

Figure 7.3: Isosurfaces of the probability density are shown at the end of the
attosecond laser pulse for H+
2 oriented (a) parallel and (b) perpendicular to the field
polarization.
wave function look strangely similar to the vortices presented by Ovchinnikov et al.
[44]. Since they are not present in the perpendicular orientation of the molecule,
they may be destructive interference pockets from multiple scattering in the centers
in parallel aligned molecule.
Continued time evolution of the wave function reveals strikingly different behavior
in the dynamic acceleration of the electron (see Fig. 7.4). The oscillating acceleration
of the parallel oriented molecule has an expanding envelope that signifies two excited
states are present in the wave function. The constant amplitude oscillation of the
acceleration of the perpendicular orientation signifies a single excited state. Ironically,
there are no bound excited states in H+
2 when the internuclear distance is allowed to
vary. The 3D simulation with a fixed internuclear distance does have excited states,
but shares the Rydberg spectrum of He+ .
When comparing the acceleration during the field, the perpendicular orientation
oscillates faster and with larger amplitude due to the ease of oscillation during the
pulse. Conversely, the parallel orientation doesn’t accelerate as vigorously and there
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is a “drag” slightly slowing the period of oscillation, which can be seen at the end of
the pulse.

Figure 7.4: The acceleration in the z direction vs time. The purple curve is the
perpendicular orientation and the red curve is the parallel orientation

7.3

Conclusion

The extension of our scheme to higher dimensions was demonstrated by including
the internuclear separation of molecular hydrogen as a dynamic variable on equal
footing with the electron. Agreement between the 3D and 4D simulation in the high
frequency domain was encouraging, but not spectacular. Different dynamic behavior
was observed for the parallel and perpendicular orientations of the intermolecular
axis to the laser polarization axis. Future calculations with lower frequency light are
expected to show the breakdown of the fixed nuclear approximation.
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Chapter 8
Conclusions
Atomic, molecular, and optical physics has been driven by advances in laser
technology over the last few decades. Shorter pulses, more intense fields, and better
control of the sub-cycle dynamics have expanded the horizons of both experiment and
theory. Our scheme for solving the time dependent Schrödinger equation (TDSE)
adds to the growing body of computational methods which seek to explain these new
domains.
A convergence study was presented in the multiphoton regime for hydrogenic
systems subject to an attosecond laser pulse for the following numerical parameters:
box size, numerical threshold, time step, and cut.
The attosecond laser pulse lead to the following observations: a comparison of
the energy and excitation dynamics of hydrogen and He+ contrasted resonant and
non-resonant excitation, the competing sequential and non-sequential two-photon
ionization in He+ led to a complex photoionization spectrum, the dynamics of the
two-photon 2s → 1s transition in Li2+ (2s) and the three-photon 2s → 2p were
qualitatively different to the rest of the transitions.
The 800nm pulse uncovered a wide range of phenomena. The field intensity, which
ionized He+ in the multiphoton regime, left all but 0.002% in the ground state. This
same pulse induced over the barrier ionization in hydrogen leaving only few percent
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bound. Reducing the intensity in hydrogen revealed above threshold ionization by
exposing direct ionization and rescattering in the angular and energy distributions.
Finally, the intense pulse produced an oscillating acceleration which is characteristic
of high harmonic generation.
The extension of our scheme to higher dimensions was demonstrated in molecular
hydrogen by the inclusion of an internuclear separation in the wave function on equal
footing with the 3D electron coordinates. The energies of simulations with fixed and
variable internuclear separation agreed in the attosecond regime. A general purpose
MCSCF scheme in MADNESS will offer unique benefits in facilitating the choice of
single particle reference states.
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2011 Advisors: Robert Harrison & Predrag Krstić Thesis title: Laser-atom interactions: a multiresolution
approach
• 1998 - 2004

Southern Adventist University, BS Physics, BA Math Senior Project: 2D space-time diagrams

Math Club: VP & President

Skills & Tools
• C++: STL, templates, external libraries, autotools
• Bash & Python scripting
• Mathematica programming & visualization
• Publishing tools: LaTeX, html[1], Wikipedia[2], stackoverflow[3]
• Part of the MADNESS [4] development team
• UNIX tools: vim/emacs, regex, subversion ...
• Parallel programming
• Familiarity with: Boost, OpenMP, MPI, Fortran

93

Work Experience
• 2004 - 2011

Teaching & Graduate Assistant

University of Tennessee

• 1999 - 2004

Physics Tutor & Lab Assistant

Southern Adventist University

• 2000 - 2001

High school math and physics teacher

Yap, Micronesia

• 1997 - 2005

Counselor, Rock Climbing & Assistant Director

Camp Alamisco

Presentations & Publications
• Southeast Theoretical Chemistry Association 2008, Laser-atom interactions (poster), Tuscaloosa AL
• March American Physical Society Meeting 2009, Single electron systems in a short strong laser pulse
(contributed talk), Pittsburgh PA
• International Conference in Photonic Electronic and Atomic Collisions 2009, Hydrogenic ions in an attosecond
laser pulse (poster), Kalamazoo MI
• March American Physical Society Meeting 2010, Multiresolution treatment of hydrogenic ions in a strong
laser (poster), Portland OR
• Division of Atomic Molecular and Optical Physics 2010, Hydrogenic systems in a strong laser (poster), Houston
TX
• Conference of Computational Physics 2011, Hydrogenic atoms in a strong few-cycle laser pulse (contributed
talk), Gatlinburg TN
• Physical Review A 2011, Attosecond electron dynamics: a multiresolution approach (submitted paper)

Links
[1] http://web.utk.edu/~nevence/index.html
[2] http://en.wikipedia.org/wiki/Configure_script
[3] http://stackoverflow.com/questions/7039189/which-openmp-pragma-do-i-use-for-a-blocking-for-loop
[4] http://code.google.com/p/m-a-d-n-e-s-s/

94

