This paper propose an original approach of achieving a Cymatics based visual perception of image-extracted text. In this context, an effective approach for automated text detection and recognition for the natural scene images is proposed. The incoming image is firstly enhanced by employing CLAHE and DWT. Afterwards, the text regions of the enhanced image are detected by employing the MSER feature detector. The non-text MSERs are removed by employing the geometrical and contour based filters. The remaining MSERs are grouped into words or phrases by finding out similarities between them. The text recognition is performed by employing an OCR function. The extracted text is sequentially analysed on character by character basis. Each character is converted into a methodical acoustic excitation. Finally, these excitations are converted into the systematic visual perceptions by using the phenomenon of Cymatics. The system functionality is tested with an experimental setup. For the case of studied natural scenes, the suggested approach achieves 80% precision in text localization and 53% precision in end-to-end text recognition. The devised system principle is novel and can be employed in various applications like visual art, encryption, education, integration of impaired people, etc.
INTRODUCTION
This work focus on realizing a systematic visual perception of the image-extracted texts. Text is the most common way of communication. It is frequently embedded into documents and can be often found into scenes as a means of illustration and explanation. The recent evolution in the performance of mobile devices, in terms of the computational capability and the imaging resolution, and in the robustness of computer vision and pattern recognition techniques makes it viable to effectively address the mystifying problem of text identification in images and videos [17] [18] [19] [20] [21] . In this context, the text detection and recognition problems have received an increased attention [22] [23] [24] [25] .
These automatic image-based text extraction systems are founded on the processes of machine based image enhancement, text detection and recognition. The principle is to firstly enhance the incoming image. It improves the text candidates detection process accuracy. The next step is to verify the text candidates and filter out the non-text ones. The qualified text candidates are segmented. Afterwards, the extracted features of these segments are matched with reference templates. It is done in order to recognize and classify the text candidates. It allows realizing an effective, robust and automated image-based text extraction system [21, [37] [38] [39] [40] .
The text detection and recognition from images possess many hurdles like the lower quality, degraded data, variations of text layout and fonts, existence of uneven illumination, low resolution, multilingual content, etc. These hurdles result into the low detection rates mostly less than 80 percent [26] . Therefore, the end-toend text recognition rates of the state of the art methods is mostly less than 60 percent [19] [20] [21] . However, the image enhancement techniques, MSER features extraction and OCR algorithm has solved these shortcomings up to a certain extent in the case of machine printed document images [27 The process of text recognition from images and videos has diverse applications [22] [23] [24] [25] [28] [29] [30] [31] [32] [33] [34] [35] [36] .
Cymatics is the study of visualizing the effect of acoustic waves [1] . The objective of Cymatics is to make the sound waves and vibrations observable in order to take advantage of the human sense of sight, as it is the most discriminating human sense [1] [2] [3] [4] [5] [6] [7] .
This work aims to achieve a Cymatics based systematic visual perception of the image-extracted text characters. It can be realized by smartly combining the automatic image-based text detection and recognition modules with the phenomena of Cymatics.
The proposed system tactfully employs the phenomena of Cymatics in order to achieve a systematic visualization of imageextracted texts. The Section 2, describes the devised system principle. Details of different system modules are also discussed in this Section. The system implementation and experimentation results are described in Section 3. Certain aspects and prospects of this work are discussed in Section 4. Section 5, finally concludes the article.
MATERIALS AND METHODS
The principle of suggested system is depicted with the block diagram, shown on Figure 1 . It shows that the system captures an image via a camera or a scanner. It could be a natural scene image or image of a book page. The captured image is processed and the text, available on this image, is extracted. Later on, the extracted text characters are sequentially converted into systematic excitations via the front-end interface. Furthermore, each excitation is converted into sound and passed to the amplification stage. The amplified sound is transferred to the Cymatics module for a systematic visual perception of the recognized text character. The different system blocks are described in the following sub sections. 
The Image Processing, Text Detection and Recognition Tools
The Text based images can be categorized into two main types: The structured and the unstructured. The structured images contain the graphic text. It is the machine printed text where the position and font of the text is already known. The graphic text is found in captions, subtitles and annotations in video and born-digital images on the web and in Emails [42] . The unstructured images contain text from scenes. This type of text appears in natural scenes and can also be a hand written script. In this case, the position and font of the text are undetermined and random [40] . Scene text is found in road signs, packages, clothing, touristic notices, etc. [41] . The text detection and extraction from an image or video is a challenging task. Its accuracy depends on the precession of image acquisition and processing chain, employed text enhancement and classification approaches and on the condition of system environment. The system has to encounter various issues like the uneven luminosity, blurring, complexity of scene, distortion, various fonts, multilingual text, etc. [40, 43, 44] .
Methods of text detection and recognition can be categorized into two main types, the integrated and the stepwise methods [40] . The text detection and recognition processes are treated separately in stepwise techniques. On other hand, the integrated techniques, deal the text detection and recognition processes together. Both approaches possess advantages and disadvantages. An appropriate choice should be made as a function of the intended application [40] .
The employed text detection and recognition chain belongs to the category of stepwise text detection and recognition [40] . The input image is firstly enhanced by converting it into a grayscale image. Later on, an appropriate combination of Contrast-Limited Adaptive Histogram Equalization (CLAHE) with discrete wavelet transform (DWT) is employed to enhance the grayscale image. Firstly, the denoised grayscale image is decomposed into low and high frequency components by using the DWT. Then, the low-frequency components are enhanced by using CLAHE. However, the high-frequency components are kept as it is. It is because of the fact that the highfrequency components correspond to the detail information. They contain most of the original image noises. Therefore, the application of CLAHE can result into the loss of information that is contained by the high-frequency components [51] . Finally, the image is reconstructed by taking inverse DWT of the new components. The overenhancement is avoided by weighted average of the reconstructed and the original images. This method performs well in preserving the image details while suppressing the noise [51] .
The enhanced image is passed through the module of text candidates regions detection. In literature, various approaches have been employed for identifying the text candidates regions like Stroke Width Transform (SWT), Stroke Feature Transform (SFT), External Regions (ERs), Maximally Stable External Regions (MSERs) [40, 49] , etc. The MSER features detector is well known for its text detection robustness [44] . In this context, it is employed for detecting the text candidates from the incoming image. The MSER detector is based on the idea of detecting regions with same characteristics within a wide range of thresholds. The intended objects regions that are extracted by the MSER detector, in an incoming image, are called MSERs. All pixels within MSERs have either higher or lower intensity than pixels on their outer boundaries. This property of MSERs explains the term External Regions. It works fine for text because of the consistent colour and high contrast of text with respect to background. It results in a stable intensity profile which allows the MSER detector to easily achieve the Stable External Regions [44] .
In natural scenes, certain objects like buildings, paintings and symbols appear like text characters. In this case, some non-text regions can also be detected as text candidates by the MSER detector. In this context the detected text candidates are verified by employing the basic geometric properties and the stoke width variations [45, 46] . The geometric properties of text regions are different from the non-text regions. Therefore, the non-text regions can be filtered out by employing some geometry based rules. Following the work of Neumann and Gonzalez [45, 47] , the geometric properties of aspect ratio, eccentricity, Euler number, solidity and extent are employed to filter out the non-text regions [45, 47] . Further non-text regions removal is achieved by employing the measure of stroke width variations. It is a measure of the width of curves and lines that make up a character. In fact, the text regions tend to have a little stroke width variations as compared the non-text regions [46] . In order to employ the stroke width variations metric a suitable stroke width threshold should be employed as a function of the intended font style. Later on, this threshold is applied on all detected text candidates in order to classify them as text or non-text [46] .
The segmentation is a next step after non-text regions filtering. It is assumed that all the detection results, at this stage, are composed of individual text characters. The individual text characters are grouped into words or phrases before proceeding to the recognition stage. It improves the performance of recognition stage and enables to identify the whole words or phrases and to transform the incoming image in meaningful text [49] . The connected component (CC)-based approach is employed in order to properly group the individual text characters into words and sentences. This approach exploits the fact that characters in the same word exhibit similar properties, like nearly constant pixel value, stroke width, mutual distance, etc. These properties are employed for merging individual text regions into words and phrases. In this way, the neighboring text characters are identified and are then placed within the same bounding box [40, 49] .
After segmentation the text recognition process is performed. The Optical Character Recognition (OCR) is well known for a robust text recognition [40, 48] . Therefore, it is employed in the devised system. The OCR module, trained on the synthetic data, treats each segmented bounding box separately [50] . It assigns a Unicode label to each bounding box. These labelled elements represent different nodes in a direct acyclic graph. The final and sorted sequence of labels is determined as an optimal path [50] . The OCR employs sets of parameters to classify each text character in the segment. It compares the text candidates parameters with templates. Afterwards, the classification decisions are made on the basis of best match findings [40, 48, 50] .
The Front-End Interface and Calibration Generator
The suggested system functions in two different modes. These are the operation mode and the calibration mode. The choice of mode is made by the user and it is achieved via a software-based switch. During operation mode, the front-end interface provides a liaison between the Image processing, text detection and recognition unit and the system front-end module. It converts the image-extracted text into a sequence of characters. Afterwards, each character is treated separately in a sequential fashion. Recognition of the incoming text character is made. Then the identified character is converted into a methodical sound via a predefined lookup table. For each identified text character a specific sound is generated. This lookup table is designed, during the calibration process, as a function of the employed display medium and actuator.
In calibration mode, the calibration excitation generator is used to generate a sequence of monotone excitations. Amplitudes and frequencies of these excitations are systematically varied within a predefined range. The choice of this range is a function of targeted application and employed system front-end module characteristics. These excitations are converted into sounds and are applied to the front-end module. In this way excitations which result in distinguishable and repeatable Chladni patterns are registered in an excitation lookup table.
The amplifier adapts the excitation sound magnitude, generated by the front-end interface. It is done in order to adapt it to the employed actuator acceptable level.
The actuator transforms the augmented excitation acoustic waves into vibrations. These vibrations are employed to excite the display media. It transforms the excitation, generated by actuators, in a visual perception. A unique and repeatable visual pattern is generated corresponding to each specific excitation. In the studied case, the metallic Chladni plates are sand particles are employed as the display media.
According to Chladni's law, for fixed centre flat surfaces, a relationship between the frequency of mode of vibration and complexity of the resulted pattern can be formally expressed by Equation 1 [6] . Where, fb is the frequency of mode of vibration. C and b are coefficients which depend on the type of surface material. m and n are respectively representing the number of linear and radial nodes. Equation 1, shows that there is a proportional relationship between the frequency and number of both radial and linear nodes. Therefore, when the frequency is increased the number of both nodes increase which results in more complex generated patterns.
It concludes that for a systematic excitation the generated Cymatics pattern is a function of the employed medium shape, its properties and the excitation characteristics.
RESULTS AND DISCUSSION

Results
The A system prototype is realized in order to demonstrate the proposed system functionality. The commercially available appropriate components are employed to achieve an expeditious prototype development. The system experimentation setup is shown on Figure 2 . A personal computer (PC) is employed as a base of the digital processing module (cf. Figure 4) . The text detection and recognition chain, the front-end interface and the calibration excitation generator are realized with the MATLAB based specifically developed applications [53] . The excitation, generated by the front-end interface is converted into sound by using the PC built in speaker. This sound signal is further augmented with the amplifier module. It is done in order to make the excitation compatible with the actuator module. A 100-watt audio amplifier is employed in this context. It possess a Signal to Noise Ratio (SNR) of 103dB and frequency range between 20Hz to 20kHz. The interface between PC and amplifier is realized with an audio cable.
The actuator is realized with a SF-9324 wave driver [54] . The amplified excitation is applied to SF-9324. The interface between amplifier and wave driver is realized with an audio cable with the audio jack on one end and the crocodile connectors on the other end. The SF-9324 frequency range is between 0.1Hz to 5kHz. It can accept a maximum input of 6V. The maximum input current is limited to 1 ampere. The wave driver transforms the input sound waves into vibrations. Amplitudes and frequencies of these vibrations are directly proportional to the amplitude and frequency of input acoustic waves. The wave driver actuates the Chladni Plate that is employed with sand particles as a display medium [55] . A 24x24cm square metallic Chladni plate is employed in the studied case.
The system prototype functionality is tested with experimentation. A systematic visualization of image-extracted English alphabets is realized. The system functionality is described with the help of its Algorithmic State Machine (ASM) chart, shown on Figure 6 . The next step is to create a sequence of extracted text characters so that they can be processed in a sequential fashion. The total number of extracted text characters, M from the incoming image, is calculated. The following operations are executed, in an iterative fashion, for each extracted character. Each character is classified as an English or a Non-English alphabet. In the case, if an English alphabet is identified then a methodical excitation is generated by employing the pre-designed lookup table. The employed excitation table, designed during the calibration process, is summarized in Table 1 . Later on, this excitation is converted into sound. This sound signal is augmented with the audio amplifier. The augmented excitation is applied to the wave driver. The wave driver actuates the employed square Chladni plate via vibrations. The plate vibrates and in this way a repeatable and specific pattern is created on its surface by using the sand particles. Afterwards, the iteration counter, k, is incremented and the next character is brought to the classification stage. On other hand, if the current character is classified as a Non-English alphabet, then k is incremented and the next character is brought to the classification stage. The process continues in an iterative fashion, unless k be- 
Discussion
The proposed image enhancement, text detection and recognition chain performance is evaluated by employing the ICDAR 2013 competition data set [52] . The considered data set images count is increased up to 300 by adding further natural scenes. Each image is processed by employing the method depicted by Figure 3 . The suggested approach achieves 80% precision in text localization. Certain sample outputs are shown on Figures 4 and 5. The method achieves 53% precision in text recognition. In this case, a word is considered correctly recognized if all its characters match the ground truth [52] . It confirms that the devised method achieves a better performance in terms of text regions identification as compared to the counter stateof-the-art solutions [40, 50] . In terms of end-to-end text recognition its performance is comparable with the counter state-of-the-art solutions [40, 50, 52] . The main limitations in the performance of suggested method are the scenes with very low resolution and highly noised text characters. Moreover, it also extracts wrong characters in the case of scenes with text like characteristics objects. Table 1 , shows that the devised system achieves a systematic visual perception of each English alphabet. The system is configurable as it generates a specific pattern for each alphabet on the same display medium. It is realized by smartly combining an effective image-extracted text to methodical sound conversion process along with the physical phenomenon of Cymatics. The obtained results have demonstrated the Chladni's law [6] . They present a directly proportional relationship between the excitation frequency and the number of both radial and linear nodes, generated on the square metallic Chladni plate. From Table 1 , it is clear that the complexity of generated patterns is increased with the increase in acoustic excitation frequency and vice versa.
A certain number of excitation generators, actuators and display mediums can be employed in parallel and in a variety of topologies as a function of the intended application. Moreover, sound and tangibility can also be embedded in these mediums. In addition, the embedded implementation and miniaturisation of these systems can also be realized by employing the microcontrollers, Field Programmable Gate Arrays (FPGAs), low power wireless interfaces and Microelectromechanical systems (MEMS). This approach possesses a strong potential of opening new prospects in the development of smart fixed, portables and wearables that can be employed in various applications like visual arts, encryption, education, integration of impaired people, architecture, archaeology, etc. The embedded implementation, miniaturisation and investigation of proposed system principle usage for potential applications are rich axis to explore.
CONCLUSIONS
An inventive approach of achieving a Cymatics based visual perception of image-extracted text has been proposed. In this context, the image processing, text detection and recognition processes are smartly combined with a methodical acoustic excitation generation. A sequencing of the extracted text characters, from the incoming image, is made. A system prototype is successfully realised and tested. The proposed text detection and recognition chain has achieved 80% precision in text regions identification. It confirms that the devised method attains a better performance in terms of text regions identification, from natural scenes, as compared to the counter state-of-the-art solutions [40, 50] . The method achieves 53% precision in end-toend text recognition from the studied natural scenes. In terms of end-to-end text recognition the suggested system performance is comparable with the counter state-of-the-art solutions [40, 50, 52] . The main limitations in the suggested method performance are the scenes of very low resolutions and high noise. Moreover, it also extracts wrong characters in the case of scenes with text like characteristics objects. The proposed system performance can be improved by employing the computationally complex iterative image denoising and resolution enhancement algorithms [56] . It offers a trade-off between the system computational delay, power consumption and precision. An intelligent choice should be made as a function of the intended application.
The employment of signal driven Image digitization, enhancement, text detection and recognition will improve the system efficiency in terms of resources utilization and power consumption [14] [15] [16] . The study and integration of these features in the system is another axis to explore.
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