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Abstract
We prove that if Uh¯(g) is a quasitriangular QUE algebra with universal R-matrix R, and Oh¯(G∗)
is the quantized function algebra sitting inside Uh¯(g), then h¯ log(R) belongs to the tensor square
Oh¯(G∗) ⊗¯Oh¯(G∗). This gives another proof of the results of Gavarini and Halbout, saying that
R normalizes Oh¯(G∗) ⊗¯Oh¯(G∗) and therefore induces a braiding of the formal group G∗ (in the
sense of Weinstein and Xu, or Reshetikhin).
 2003 Elsevier Science (USA). All rights reserved.
0. Introduction
Let (g, r) be a finite-dimensional quasitriangular Lie bialgebra over a field k of
characteristic 0, and let (Uh¯(g),R) be a quasitriangular quantization of (g, r). Recall that
this means that (see [2]):
(1) (g, [−,−], δ) is a Lie bialgebra, r ∈ g⊗ g is a solution of the classical Yang–Baxter
equation, and the cobracket δ :g→∧2(g) of g is given by δ(x)= [x ⊗ 1 + 1 ⊗ x, r]
for x ∈ g;
(2) (Uh¯(g),m,) is a quantized universal enveloping (QUE) algebra (m is the product of
Uh¯(g),  is its coproduct), R ∈Uh¯(g)⊗̂2 satisfies the quasitriangular identities:
(⊗ id)(R)=R1,3R2,3, (id⊗)(R)=R1,3R1,2,
(id⊗ ε)(R)= (ε⊗ id)(R)= 1, op = Ad(R) ◦,
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where Ad(R)(x)=RxR−1 for x ∈ Uh¯(g)⊗̂2, R1,2 =R⊗ 1 ∈ Uh¯(g)⊗̂3, etc., and
1
h¯
(R − 1) mod h¯= r, (0.1)
where ⊗̂ denotes the h¯-adically completed tensor product, the map x → (x mod h¯) is
the canonical projection Uh¯(g)⊗̂2 → Uh¯(g)⊗̂2 ⊗k[[h¯]] k =U(g)⊗2, and r is viewed as
an element of U(g)⊗2.
For n 0, let us denote by δn :Uh¯(g)→Uh¯(g)⊗̂n the map
δn = (id−η ◦ ε)⊗n ◦(n),
where (n) :Uh¯(g)→ Uh¯(g)⊗̂n is the n-fold coproduct and η, ε are the unit and counit
maps of Uh¯(g). Set
Oh¯
(
G∗
)= {x ∈Uh¯(g) | ∀n 0, δn(x) ∈ h¯n Uh¯(g)⊗̂n}.
Then a classical result (see [2,3]) says that Oh¯(G∗) is a quantization of the Hopf–Poisson
algebra O(G∗) of functions on the formal group corresponding to g∗ (so O(G∗) =
U(g∗)∗).
According to (0.1), we haveR ∈ 1+ h¯Uh¯(g)⊗̂2. So log(R)=∑n1(−1)n+1(R−1)n/n
is a well-defined element of h¯Uh¯(g)⊗̂2.
Theorem 0.1. Set ρ = h¯ log(R). Then ρ belongs to Oh¯(G∗)⊗¯2 (this is a subalgebra of
Uh¯(g)
⊗̂2). If mh¯ is the augmentation ideal of Oh¯(G∗), we even have ρ ∈ (mh¯)⊗¯2.
Here ⊗¯ denotes the completed tensor product of formal series algebras. As a corollary,
we obtain a result of [4].
Corollary 0.2 [4]. The R-matrix R normalizes Oh¯(G∗)⊗¯2, in other words, Ad(R) :
Uh¯(g)
⊗̂2 → Uh¯(g)⊗̂2 restricts to an automorphism of Oh¯(G∗)⊗¯2.
Gavarini and the second-named author (see [4]) derive from this result that Ad(R)|h¯=0,
the reduction mod h¯ of Ad(R) is an automorphism of Oh¯(G∗) ⊗¯Oh¯(G∗) satisfying the
braiding identities of [7] or [6]. In a forthcoming paper, we plan to prove that this braiding
coincides with the braiding defined by Weinstein and Xu in [7] (this was proved when
g= sl2, see [5]).
This paper is organized as follows: we prove Theorem 0.1 in Section 2.2. This proof
uses a combinatorial result on universal Lie algebras F(n,p), which is stated and proved in
Section 1. In Section 3, we prove Corollary 0.2 using Theorem 0.1.
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1. A theorem on the universal Lie algebra F(n,p)
In this section, we introduce a Lie algebra F(n,p) (Section 1.1). This Lie algebra is
universal for the following situation: A is an algebra, ρ ∈ A⊗2, and we consider elements
ρi,j ∈ A⊗(n+p), i ∈ {1, . . . , n}, j ∈ {n+ 1, . . . , n+ p}. We construct elements δ(n,p) in a
completion of F(n,p), using the Campbell–Baker–Hausdorff series (Section 1.2). The main
result is Theorem 1.2 on the valuation (for the total degree) of δ(n,p). It will be used in
Section 2 to prove Theorem 0.1 on the h¯-adic valuation of universal R-matrices.
Let n,p be integers  1.
1.1. The Lie algebra F(n,p)
Let us denote by Free(n,p) the free Lie algebra with generators x˜i,j , where (i, j) ∈
{1, . . . , n} × {1, . . . , p}. Let us denote by F(n,p) the quotient of Free(n,p) by the relations
[x˜i,j , x˜i′,j ′ ] = 0 when i = i ′ and j = j ′.
We denote by xi,j the image of x˜i,j in Free(n,p). The Lie algebra Free(n,p) is graded by⊕
(i,j)∈{1,...,n}×{1,...,p}N(i,j) where deg(x˜i,j )= (i,j). We call this grading the fine degree.
Free(n,p) has also a N-grading which we call the total degree; the total degree of x˜i,j is 1.
These gradings induce gradings on F(n,p).
ForA= Free(n,p) or F(n,p) and k ∈⊕(i,j)N(i,j) (respectively k ∈N), we denote byAk
(respectively Ak) the fine degree k part (respectively total degree k part) of A. We denote
by Â the completion of A with respect to the total degree. So
Â=
∏
k0
Ak.
1.2. The Campbell–Baker–Hausdorff series
If N is an integer, let us denote by FreeN the free Lie algebra with generators x˜1, . . . , x˜N
and by F̂reeN its completion with respect to the total degree. There exists a series
x˜1  · · ·  x˜N ∈ F̂reeN,
such that the identity
exp(x˜1  · · ·  x˜N)= exp(x˜1) · · ·exp(x˜N )
holds in the completion F̂reealgN of the free associative algebra FreealgN with generators
x˜1, . . . , x˜N , with respect to the total degree (see [1]).
Let g be a N-graded Lie algebra, so g =⊕n0 gn and let ĝ be its completion; so
ĝ =∏n0 gn. If x1, . . . , xn are elements of g, with valuation > 0, then there is a unique
continuous Lie algebra morphism π : F̂reeN → ĝ, taking each x˜i to xi . We then define
x1  · · ·  xN := π(x˜1  · · ·  x˜N ).
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1.3. The elements δ(n,p) of F̂(n,p)
Definition 1.1. We set
δ(n,p) =
n∑
k=1
p∑
l=1
∑
1i1<···<ikn,
1j1<···<jlp
(−1)n+p−k−l (xi1,jl  xi1,jl−1  · · ·xi1,j1)
(xi2,jl  · · ·xi2,j1)  · · ·(xik,jl  · · ·xik,j1).
According to Section 1.2, the element δ(n,p) belongs to F̂(n,p).
Theorem 1.2. The valuation of δ(n,p) for the total degree of F̂(n,p) is  n+ p− 1.
Proof. For k ∈ ⊕(i,j)∈{1,...,n}×{1,...,p}N(i,j), we denote by δ(n,p),k the fine degree k
component of δ(n,p). Define the support of k, supp(k) as the set of all pairs (i, j) such
that k(i,j) = 0. If S is a subset of {1, . . . , n} × {1, . . . , p}, we call the ith column of S the
intersection of S with the ith column {i}× {1, . . . , p}, and the j th line of S its intersection
with the j th line {1, . . . , n} × {j }. If S1 is a subset of {1, . . . , n}, we denote by S¯1 its
complement {1, . . . , n} \S1; if S2 is a subset of {1, . . . , p}, we denote by S¯2 its complement
{1, . . . , p} \ S2. We will show:
Proposition 1.3. For each k ∈⊕(i,j)N(i,j), we have δ(n,p),k = 0 unless S = supp(k)
satisfies the following conditions:
(1) each column of S is nonempty;
(2) each line of S is nonempty;
(3) if S1 ⊂ {1, . . . , n} and S2 ⊂ {1, . . . , p} are proper subsets (i.e., they are non-empty as
well as their complements) then S ⊂ (S1 × S2)∪ (S¯1 × S¯2).
Proposition 1.4. If S is a subset of {1, . . . , n} × {1, . . . , p} satisfying conditions (1)–(3) of
Proposition 1.3, then card(S) n+ p− 1.
Theorem 1.2 now follows from these propositions and the fact that the total degree of
an element of Free(n,p) of degree k is  card(supp(k)). ✷
1.4. Proof of Proposition 1.3
For i ∈ {1, . . . , n}, there is a unique continuous Lie algebra morphism
λi : F̂n,p → F̂n−1,p
xi′,j ′ →


xi′,j ′ if i ′ < i,
0 if i ′ = i,
xi′−1,j ′ if i ′ > i.
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Similarly, for j ∈ {1, . . . , p}, there is a unique continuous Lie algebra morphism
ρj : F̂n,p → F̂n,p−1
xi′,j ′ →


xi′,j ′ if j ′ < j ,
0 if j ′ = j ,
xi′,j ′−1 if j ′ > j .
The proof will essentially consist in the following Lemmas 1.5–1.7.
Lemma 1.5. For each i ∈ {1, . . . , n}, we have λi(δ(n,p))= 0. For each j ∈ {1, . . . , p}, we
have ρj (δ(n,p))= 0.
Lemma 1.6. If α ∈ F̂(n,p) is such that λi(α) = 0, then the homogeneous component αk of
α satisfies αk = 0, unless the ith line of supp(k) is nonempty.
In the same way, if ρj (α)= 0, then αk = 0 unless the j th line of supp(k) is nonempty.
After Lemmas 1.5 and 1.6 are proved, we know that δ(n,p),k = 0 unless each line and
each column of S = supp(k) is nonempty. This proves that S should satisfy conditions (1)
and (2). The fact that S satisfies condition (3) will follow from:
Lemma 1.7. Let α ∈ F̂(n,p) be homogeneous of degree k. Assume that each line and
each column of supp(k) is nonempty. Then α = 0 unless k satisfies conditions (3) of
Proposition 1.3.
So Lemmas 1.5–1.7 imply Proposition 1.3. ✷
We now prove Lemmas 1.5–1.7:
Proof of Lemma 1.5. If I ⊂ {1, . . . , n} and J ⊂ {1, . . . , p}, let us set k = card(I),
l = card(J ), and I = {i1, . . . , ik}, J = {j1, . . . , jl} where 1  i1 < · · · < ik  n and
1 j1 < · · ·< jl  p. Let us then set
δ
I,J
(n,p)
= (−1)n+p−k−lxi1,jl  xi1,jl−1  · · ·xik,j1 .
Then we have:
δ(n,p) =
∑
I⊂{1,...,n},
J⊂{1,...,p}
δ
I,J
(n,p).
Let i ∈ {1, . . . , n} and let us prove that λi(δ(n,p))= 0: we write
δ(n,p) =
∑
I ′⊂{1,...,n}\{i},
J⊂{1,...,p}
δ
I ′,J
(n,p) + δI
′∪{i},J
(n,p) ,
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and we now show that for any (I ′, J ),
λi
(
δ
I ′,J
(n,p) + δI
′∪{i},J
(n,p)
)= 0.
This follows from the following facts:
• if ϕ : ĝ → ĝ ′ is a morphism of complete graded Lie algebras, and x1, . . . , xN are
elements of ĝ ′ of positive valuation, then
ϕ(x1  · · ·xN)= ϕ(x1)  · · ·ϕ(xN);
• we have the identity x1  · · ·xk 0 xk+1  · · ·xN = x1  · · ·xN .
The proof of ρj (δ(n,p))= 0 is similar: we write
δ(n,p) =
∑
I⊂{1,...,n},
J ′⊂{1,...,p}\{j}
δ
I,J ′∪{j}
(n,p) + δI,J
′
(n,p),
and then show that
ρj
(
δ
I,J ′∪{j}
(n,p) + δI,J
′
(n,p)
)= 0
for any pair (I, J ′) using the same arguments. ✷
Proof of Lemma 1.6. It will be enough to prove Lemma 1.6 when i = n. Let α be an
element of F(n,p). Set
α =
∑
k∈⊕(i,j) N(i,j)
αk,
where αk has degree k. Assume that λn(α) = 0, we want to show that αk = 0 unless the
nth column of supp( k ) is nonempty. We will now write:
α =
∑
k: nth column(supp( k )) =∅
αk +
∑
k: nth column(supp( k ))=∅
αk.
Now λn(αk )= 0 as soon as the nth column of supp( k ) is nonempty, so we get
∑
k: nth column(supp( k ))=∅
λn(αk )= 0 (identity in F(n−1,p)). (1.2)
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There is a unique Lie algebra morphism ι :F(n−1,p) → F(n,p), taking each xi,j to xi,j . We
have
λn ◦ ι= idF(n−1,p) ,
therefore ι is injective. Moreover, let F be the Lie subalgebra of F(n,p) generated by the
xi,j , i ∈ {1, . . . , n− 1}, j ∈ {1, . . . , p}. F is the image of the Lie subalgebra F˜ ⊂ Free(n,p)
generated by the x˜i,j , i ∈ {1, . . . , n − 1}, j ∈ {1, . . . , p}, under the canonical projection
Free(n,p) → F(n,p). Denote by ι˜ : Free(n−1,p) → Free(n,p) the morphism taking each x˜i,j to
x˜i,j , then the diagram
Free(n−1,p)
ι˜ F˜ Free(n,p)
F(n−1,p)
ι F F(n,p)
commutes. Since the vertical arrows are onto and ι˜ : Free(n−1,p) → F˜ is onto, ι :F(n−1,p)→
F is onto. So ι :F(n−1,p) → F is an isomorphism. Now if the nth column of supp( k ) is
empty, we have αk ∈F . Apply ι to identity (1.2), we get
∑
k: nth column(supp( k ))=∅
αk = 0 (identity in F(n,p)).
Separating homogeneous components, we get αk = 0 for each k, such that nth column
(supp( k ))= ∅. ✷
Proof of Lemma 1.7. Let α ∈ F(n,p) be of fine degree k, and assume that k satisfies (1),
(2) but not (3). So we have proper subsets S1 ⊂ {1, . . . , n} and S2 ⊂ {1, . . . , p} such that
supp(k)⊂ (S1 × S2)∪
(
S¯1 × S¯2
)
.
The rectangles R = S1 × S2 and R′ = S¯1 × S¯2 are disjoint. Moreover, condition (1)
(or condition (2)) implies that supp( k ) ∩ R and supp( k ) ∩ R′ are both nonempty. Let
(k(i,j))(i,j) be the component of k in the basis ((i,j))(i,j)∈{1,...,n}×{1,...,p}. Then k(i,j) = 0 if
and only if (i, j) ∈ supp( k ), so
k =
∑
(i,j)∈supp( k )
k(i,j)(i,j).
Now there exists β ∈ Free(n,p) of fine degree k, whose image under Free(n,p) →
F(n,p) is α. Moreover, standard results on free Lie algebra (see [1]) imply that β
has the following form: set |k| = ∑(i,j)∈{1,...,n}×{1,...,p} k(i,j), and say that a map
µ : {1, . . . , | k |} → {1, . . . , n} × {1, . . . , p} is a k-map if for any (i, j) ∈ {1, . . . , n} ×
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{1, . . . , p}, card(µ−1(i, j)) = k(i,j). If µ is a k-map, let us define x˜µ as the iterated Lie
bracket
x˜µ = [. . . [[x˜µ(1), x˜µ(2)], x˜µ(3)], . . . , x˜µ(| k |)].
Then β is a linear combination
β =
∑
µ∈{k-maps}
βµx˜µ,
where the βµ are scalars. Define xµ as the image of x˜µ under the map Free(n,p) → F(n,p).
Then α =∑µ∈{k-maps} βµxµ. On the other hand, xµ = 0 if µ is any k-map. Indeed
xµ = [. . . [[xµ(1), xµ(2)], xµ(3)], . . . , xµ(| k |)].
Then, since R ∩ R′ = ∅, supp( k ) ∩ R = ∅ and supp( k ) ∩ R′ = ∅, there exists an integer
ν ∈ {1, . . . , | k | − 1}, such that one of the following possibilities occurs:
• either µ(1), . . . ,µ(ν) ∈R and µ(ν + 1) ∈ R′,
• or µ(1), . . . ,µ(ν) ∈R′ and µ(ν + 1) ∈R.
Now the bracket [xα, xβ ] vanishes when α ∈ R and β ∈ R′. It follows that in both cases,
the bracket
[. . . [[xµ(1), xµ(2)], xµ(3)], . . . , xµ(ν+1)]
vanishes. Therefore xµ = 0, which implies α = 0. ✷
1.5. Proof of Proposition 1.4
The argument will be an induction over n+ p. Assume that the proposition is proved
when n + p  N and let us prove it when n + p = N + 1. Let (n,p) be such that
n+ p =N + 1 and let S be as in the proposition. We may assume n p. If each column
of S has  2 elements, then
card(S) 2n n+ p− 1.
Each column of S has  1 element by assumption (1), so we can assume that S has a
column with exactly 1 element. We may assume that this element is (n,p). Let us now set
S′ = S ∩ ({1, . . . , n− 1}× {1, . . . , p}) and prove that S′ satisfies the analogues (1′)–(3′) of
the assumptions of the proposition, where (n,p) is replaced by (n− 1,p):
(1′) For i = 1, . . . , n− 1, the ith columns of S and of S′ coincide, so the ith column of S′
is nonempty.
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(2′) For j = 1, . . . , p − 1, the j th lines of S and of S′ coincide, so the j th line of S′ is
nonempty. Let us prove that the pth line of S′ is also nonempty. If not, we would
have (nth column of S) ∪ (pth line of S)= {(n,p)}, contradicting assumption (3) on
S with S1 = {1, . . . , n− 1} and S2 = {1, . . . , p − 1}. Therefore all the lines of S′ are
nonempty.
(3′) Assume that there exist proper subsets S′1 ⊂ {1, . . . , n − 1}, S2 ⊂ {1, . . . , p}, (i.e.,
nonempty and with nonempty complement), such that
S′ ⊂ (S′1 × S2)∪ (({1, . . . , n− 1} \ S′1)× ({1, . . . , p} \ S2)).
Then if p ∈ S2, let us set S1 = S′1 ∪ {n}, and if p ∈ {1, . . . , p} \ S2, let us set S1 = S′1.
Then in each case, since S = S′ ∪ {(n,p)}, we get
S ⊂ (S1 × S2)∪
(({1, . . . , n} \ S1)× ({1, . . . , p} \ S2)),
thus contradicting the fact that S satisfies assumption (3). Therefore S′ satisfies
assumption (3′).
Now S′ satisfies the assumptions of the proposition, with (n,p) replaced with (n−1,p).
Since (n− 1)+ p =N , we may apply the induction hypothesis. So card(S′) (n− 1)+
p − 1. Now card(S) = card(S′)+ 1, so card(S)  n + p − 1. This proves the induction
step. ✷
2. h¯-adic valuation properties of universal R-matrices
In this section, we first identify a tensor product of QFSH (quantized formal series
Hopf) algebras as a subspace of the tensor product of the corresponding QUE algebras
(Proposition 2.1).
2.1. Tensor product of QFSH algebras
Let H be a QUE algebra. The corresponding QFSH algebra is:
H ′ = {x ∈H | ∀n ∈N, δ(n)H (x) ∈ h¯nH ⊗̂n}
(where δ(n)H = (id−η ◦ ε)⊗n ◦(n)H ). We express this condition as follows: set
δ
(tot)
H =
∏
n0
δ
(n)
H :H →
∏
n0
H ⊗̂n.
Then
H ′ = (δ(tot)H )−1
(∏
n0
h¯nH ⊗̂n
)
.
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In the same way, if K is another QUE algebra, we define
K ′ = (δ(tot)K )−1
(∏
n0
h¯nK⊗̂n
)
.
Then δ(tot)H ⊗ δ(tot)K is a linear map H ⊗̂K →
∏
n,p0 H
⊗̂n ⊗̂K⊗̂p.
Proposition 2.1. The tensor product of QFSH algebras H ′ and K ′ is
H ′⊗¯K ′ = (δ(tot)H ⊗ δ(tot)K )−1
( ∏
n,p0
h¯n+pH ⊗̂n ⊗̂K⊗̂p
)
(it also coincides with (H ⊗̂K)′).
Proof. We will need the following lemma:
Lemma 2.2. Let V1, V2, T1, T2 be vector spaces and let δ1 :V1 ↪→ T1, δ2 :V2 ↪→ T2 be
injections. Let S1, S2 be vector subspaces of T1, T2, and set Ui = δ−1i (Si). Then
U1 ⊗U2 = (δ1 ⊗ δ2)−1(S1 ⊗ S2).
The proposition then follows because the maps δ(tot)K and δ
(tot)
H are injective. Indeed, x
can be obtained from δ(tot)H (x) by the formula:
x = (δ(tot)H (x))1 + η((δ(tot)H (x))0). ✷
Proof of Lemma 2.2. Let W1 = Im(δ1), W2 = Im(δ2). Then W1 ⊗W2 = Im(δ1 ⊗ δ2). So
W1 ⊂ T1, W2 ⊂ T2, W1 ⊗W2 ⊂ T1 ⊗ T2.
We should prove that if W1 ⊂ T1, W2 ⊂ T2, then the subspace (W1 ∩ S1) ⊗ (W2 ∩ S2)
⊂W1 ⊗W2 is equal to (W1 ⊗W2)∩ (S1 ⊗S2). Identifying the spaces Vi with their images
Wi = Im(δi) through the maps δi , we should prove the following statement:
Lemma 2.3. Let T1, T2 be vector spaces, and let for each i = 1,2, Wi and Si be vector
subspaces of Ti . Then
(W1 ∩ S1)⊗ (W2 ∩ S2)= (W1 ⊗W2)∩ (S1 ⊗ S2).
Indeed, U1 ⊗U2 can be identified with (W1 ∩S1)⊗ (W2 ∩S2) through δ1⊗ δ2, whereas
(δ1 ⊗ δ2)−1(S1 ⊗ S2) can be identified with (W1 ⊗ W2) ∩ (S1 ⊗ S2) through the same
map. ✷
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Proof of Lemma 2.3. Introducing supplementary vector spaces W˜i of Wi ∩ Si in Wi and
S˜i of Wi ∩ Si in Si , we get {
Wi = (Wi ∩ Si)⊕ W˜i ,
Si = (W1 ∩ Si)⊕ S˜i .
Wi + Si = (Wi ∩ Si) ⊕ W˜i ⊕ S˜1 so (W1 + S1) ⊗ (W2 + S2) is the direct sum of nine
summands. The subspaces W1 ⊗W2 and S1 ⊗ S2 are the sums

W1 ⊗W2 =
(
(W1 ∩ S1)⊗ (W2 ∩ S2)
)⊕ ((W1 ∩ S1)⊗ W˜2)
⊕(W˜1 ⊗ (W2 ∩ S2))⊕ (W˜1 ⊗ W˜2),
S1 ⊗ S2 =
(
(W1 ∩ S1)⊗ (W2 ∩ S2)
)⊕ ((W1 ∩ S1)⊗ S˜2)
⊕(S˜1 ⊗ (W2 ∩ S2))⊕ (S˜1 ⊗ S˜2),
whose intersection is (W1 ∩ S1)⊗ (W2 ∩ S2). ✷
2.2. Proof of Theorem 0.1
Let (Uh¯(g),R) be a quasitriangular QUE algebra. Set ρ = h¯ log(R). Then ρ ∈
h¯2Uh¯(g)⊗̂2. For x, y ∈ Uh¯(g)⊗̂n[h¯−1], let us set
{x, y}h¯ = 1
h¯
[x, y].
Then {−,−} restricts to a Lie bracket
{−,−} :∧2(h¯2Uh¯(g)⊗̂k)→ h¯2Uh¯(g)⊗̂k.
Its image is actually contained in h¯3Uh¯(g)⊗̂k . According to Proposition 2.1, the statement
ρ ∈Oh¯(G∗)⊗¯2 is equivalent to(
δ
(n)
Uh¯(g)
⊗ δ(p)Uh¯(g)
)
(ρ) ∈ h¯n+pUh¯(g)⊗̂(n+p) (2.3)
for any n,p  0. Let us prove this statement: for a, b ∈ h¯2Uh¯(g)⊗̂k , let us set
a k b = a + b+ 12 {a, b}h¯+ · · · (2.4)
(this is the CBH series corresponding to the Lie bracket {−,−}h¯); the series (2.4) makes
sense, i.e., is convergent in the h¯-adic topology of h¯2Uh¯(g)⊗̂k , because of the following
fact: if m ∈ Free2 is a Lie monomial of degree p in two free variables A, B , and
m({−,−}h¯, a, b) is the image of m by the Lie algebra morphism Free2 → h¯2Uh¯(g)⊗̂k
defined by A → a, B → b, then
m
({−,−}h¯, a, b)∈ h¯p+1Uh¯(g)⊗̂k.
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Recall that ρ ∈ h¯2Uh¯(g)⊗̂3. The quasitriangular identities imply that ρ satisfies
(Uh¯(g) ⊗ id)(ρ)= ρ1,3 3 ρ2,3, (id⊗Uh¯(g))(ρ)= ρ1,3 3 ρ1,2, (2.5)
where ρ1,2 = ρ ⊗ 1 ∈Uh¯(g)⊗̂3, etc. There is a unique Lie algebra morphism
φ(n,p) : F̂(n,p) →
(
h¯2Uh¯(g)
⊗̂(n+p), {−,−}h¯
)
,
xi,j → ρi,n+j
for each (i, j) ∈ {1, . . . , n} × {1, . . . , p} (here ρi,n+j is the image of ρ by the map
Uh¯(g)
⊗̂2 → Uh¯(g)⊗̂(n+p),
taking the first component of Uh¯(g)⊗̂2 to the ith component, and the second component to
the (n+ j)th component). Then the identities (2.5) imply
(
δ
(n)
Uh¯(g)
⊗ δ(p)Uh¯(g)
)
(ρ)= φ(n,p)(δ(n,p)). (2.6)
Let us prove this when n= p = 2. we have
(⊗)(ρ)= ρ1,4 ρ1,3 ρ2,4 ρ2,3,
so
(
δ
(2)
Uh¯(g)
⊗ δ(2)Uh¯(g)
)
(ρ) = ρ1,4 ρ1,3 ρ2,4 ρ2,3 − ρ1,4 ρ1,3 − ρ2,4 ρ2,3
− ρ1,4 ρ2,4 − ρ1,3 ρ2,3 + ρ1,4 + ρ1,3 + ρ2,4 + ρ2,3
= φ(2,2)(δ(2,2)).
Let α ∈ Free(n,p) be an element of total degree d . Then we have (like for Free2
before) that φ(n,p)(α) ∈ h¯d+1Uh¯(g)⊗̂(n+p). Since δ(n,p) has valuation  n + p − 1, we
get φ(n,p)(δ(n,p)) ∈ h¯n+pUh¯(g)⊗̂(n+p). According to (2.6), this implies identity (2.3). So
we get ρ ∈Oh¯(G∗)⊗¯2. Since we have (ε⊗ id)(R)= (id⊗ε)(R)= 1, we get (ε⊗ id)(ρ)=
(id⊗ε)(ρ)= 0, therefore ρ ∈ (mh¯)⊗¯2. ✷
3. Proof of Corollary 0.2
The QUE algebraUh¯(g)⊗̂2 is a quantization of g×g andOh¯(G∗)⊗¯2 is the corresponding
QFSH algebra. Set d= g× g, let D∗ be the corresponding formal group, and set Uh¯(d)=
Uh¯(g)
⊗̂2
, Oh¯(D∗) = Oh¯(G∗)⊗¯2. Denote by mh¯(D∗) the augmentation ideal of Oh¯(D∗).
Then mh¯⊗¯1 and 1⊗¯mh¯ are subspaces of mh¯(D∗), so ρ ∈ mh¯(D∗)2. Corollary 0.2 will
follow from the following proposition:
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Proposition 3.1. Let d be an arbitrary finite-dimensional Lie bialgebra, let Uh¯(d) be a
quantization of d, let Oh¯(D∗) be the QFSH subalgebra of Uh¯(d), and let mh¯(D∗) be the
augmentation ideal of Oh¯(D∗). Let ρ be an arbitrary element of mh¯(D∗)2.
(1) the operation {−,−}h¯ :∧2(Uh¯(d)[h¯−1])→Uh¯(d)[h¯−1] restricts to
{−,−}h¯ :∧2
(Oh¯(D∗))→Oh¯(D∗);
(2) for any k, l  0, we have
{
mh¯
(
D∗
)k
,mh¯
(
D∗
)l}
h¯
⊂mh¯
(
D∗
)k+l−1;
(3) Oh¯(D∗)= lim←
k
(Oh¯(D∗)/(mh¯(D∗)+ h¯Oh¯(D∗))k); let us set
adh¯(ρ)(x) := {ρ,x}h¯,
then the exponential exp(adh¯(ρ)) is a well-defined continuous algebra automorphism
of Oh¯(D∗);
(4) We have ρ ∈ h¯2Uh¯(d), so exp(ρ/h¯) is a well-defined element of 1 + h¯Uh¯(d). Let
Ad(exp(ρ/h¯)) be the inner automorphism x → exp(ρ/h¯) · x · exp(ρ/h¯)−1 of Uh¯(d).
Then Ad(exp(ρ/h¯)) restricts to an automorphism of Oh¯(D∗), which coincides with
exp(adh¯(ρ)).
Proof. (1) Oh¯(D∗) is a subalgebra of Uh¯(d), and its reduction modulo h¯ is commutative,
so for x, y ∈Oh¯(D∗), [x, y] ∈ h¯Oh¯(D∗), i.e., {x, y}h¯ ∈Oh¯(D∗).
(2) Let ε :Oh¯(D∗) → k[[h¯]] be the augmentation map. If x, y ∈ Oh¯(D∗), then
ε([x, y]) = 0. So h¯ε({x, y}h¯) = 0, i.e., ε({x, y}h¯) = 0, so {x, y}h¯ ∈ mh¯(D∗). Therefore
{mh¯(D∗),mh¯(D∗)} ⊂mh¯(D∗). Applying the Leibnitz rule, we get (2).
(3) The first part is contained in [3]. The second part follows from (2): ρ ∈ mh¯(D∗)2,
therefore adh¯(ρ)(mh¯(D∗)k)⊂mh¯(D∗)k+1 for any k.
(4) If x ∈Oh¯(D∗), then x − ε(x)= δ1(x) ∈ h¯Uh¯(d). If, in addition, x ∈ mh¯(D∗), then
ε(x)= 0 so x ∈ h¯Uh¯(d). So mh¯(D∗)⊂ h¯Uh¯(d) and mh¯(D∗)2 ⊂ h¯2Uh¯(d). Let us now show
that the diagram
Uh¯(d)
Ad(exp(ρ/h¯))
Uh¯(d)
Oh¯(D∗)
exp(adh¯(ρ)) Oh¯(D∗)
(3.7)
commutes. This means that we have the identity (in Uh¯(d)):
exp
(
adh¯(ρ)
)
(x)= exp(ρ/h¯) · x · exp(ρ/h¯)−1,
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for any x ∈ Oh¯(D∗). To show this identity, let us introduce a parameter t and show the
same identity, where ρ is replaced by tρ. This means that we have the identity
exp
(
adh¯(tρ)
)
(x)= exp(tρ/h¯) · x · exp(tρ/h¯)−1.
This last identity follows from the fact that its two sides coincide when t = 0, and that they
both satisfy the differential equation
dx(t)/dt = adh¯(ρ)
(
x(t)
)
.
It follows that the diagram (3.7) commutes. Therefore Ad(exp(ρ/h¯)) restricts to an
automorphism of Oh¯(D∗), which coincides with exp(adh¯(ρ)). ✷
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