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0引言
现在的电子产品通常包含大量的电子线路，对电路缺陷的
识别是保证产品质量合格的一项重要步骤，也是工业检测研究
的热点和难点。 在复杂的电路分布图中，电路缺陷通常以无规
则的形状出现，并且具有很低的对比度和模糊的边缘。 对电子
线路缺陷的检测有人工检测和视觉系统检测两种。 人工检测通
过肉眼来判断，因而受个人因素和时间精力的影响具有一定的
局限性。 视觉系统检测主要由工业摄像机获取图像后，通过图
像处理算法检测电路缺陷。 视觉系统检测因稳定性好，速度快
而成为很多工业生产厂家和研究人员的首选。
传统的图像检测算法通常基于图形像素、背景纹理等低层
次特征来获取缺陷区域。 二值化分割、图像形态学处理、图像配
准和差影检测处理等是电路精密检测的常用算法 [1]；台湾元智
大学的吕奇杰、蔡笃铭等使用奇异值分解的图像重构技术 [2]来
分析表面缺陷；朱光等利用一维傅里叶变换和全尺寸小波变换
提取缺陷特征信息，可以在不同光照条件下准确检测目标缺陷
[3]；在对印刷电路板（PCB）中芯片元件的配准检测中，侯北平等 [4]
提出基于 SURF 特征与颜色信息融合的方法，寻找元件之间的
匹配点对，得到匹配结果。 由于本文实验中的电子线路缺陷大
小不一、颜色形状等与背景纹理相似，传统的图像处理容易出
现误判的现象，已经不能满足高精度的检测要求。
近年来随着人工智能的发展，深度学习已经在语音识别 [5]、
机器视觉[6]、无人驾驶[7]等领域取得巨大成功。 为此，我们将深度
学习的方法应用到具体的电路缺陷检测中。 本文基于直方图均
衡化和深层的卷积神经网络对电子线路缺陷进行识别，同时通
过准确率、召回率等评价指标将本文的算法与传统算法进行比
较分析。
1算法简介
1.1 直方图均衡化
原始图像的灰度直方图如果比较集中在某个灰度区间，则
图像将过于暗淡或高亮。 直方图均衡化对图像进行非线性拉
伸，重新分配图像像素值，使得一定灰度范围内的像素数量大
致相同，整体图像会具有高对比度的外观，灰度细节丰富且动
态范围较大。
一幅图像的灰度级可以看成是区间 ［0，L-1］ 内的随机变
量。 随机变量的表征是离散的概率密度函数：
(1)
n 是图像的像素总数，nk是图像中第 k 个灰度级的像素总
数，rk是第 k 个灰度级，k=0，1，2，3，…，L-1。
令 Pr（r）、Ps（s）分别表示随机变量 r 和 s 的概率密度函数，
若 Pr（r）和变换函数 T（r）已知，且在灰度范围内 T（r）可微，则变
换后 s 的概率密度函数 Ps（s）可以表示为：
(2)
对于T（r），因为概率密度函数总为正，函数下的面积不随 r
的增大而减小，当灰度值的范围在［0，L-1］内时，T（r）满足：
(3)
在（2）中，根据莱布尼茨准则，有
(4)
把 dr/ds 的结果代入（2），得到
(5)
由（5）中可知，Ps（s）是一个均匀的概率密度函数，（2）中的
灰度变换将一个具有随机像素分布的图像 s 变为一个均匀概
率密度的图像 r，且 Ps（s）始终是均匀的，与 Pr（r）的形式无关。
1.2 卷积神经网络
卷积神经网络(Convolutional Neural Network)是人工神经网
络的一种，其卷积结构具有权值共享、局部感受野的特性，不仅
优化了深层网络的参数结构， 而且有效地缓解了过拟合现象。
从 LeCun 等 [8] 在 1998 年提出用于手写数字体识别的 LeNet-5
到 2012 年 Alexnet[9]在 ImageNet[10]大规模图像分类竞赛中的巨
大成功，卷积神经网络已经成为图像理解领域最具吸引力的算
法之一。
CNN 直接以图像作为网络的输入，输入的图像与卷积核进
行卷积，然后通过激活函数(Activation Function)得到特征图：
(6)
其中，klij是第 l 层的卷积核矩阵，blj 是卷积核的特征偏置；
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f(·)为激活函数，采用的是具有单侧抑制特性以及类似生物神经
元稀疏激活性的 Relu 函数：f（x）=max（0，x）。 将上一层的输入
xil-1进行卷积求和并通过激活函数后，就得到相应的特征图 xjl。
下采样层对图像特征进行子抽样，在减少数据处理量的同
时保留有用的信息。 对每个输入的特征图，通过下面的公式得
到新的输出特征图：
(7)
down(·)为下采样函数，对输入特征图不同的 nxn 块的所有
像素进行求和， 这样输出特征在两个维度上都缩小了 n 倍；βjl、
bjl分别为乘性偏置和加性偏置。
在经过多层的卷积层和下采样层之后，全连接层把最后输
出的二维特征图转化成固定维度的特征向量，该向量是原始图
像的抽象化表示，包含了整张图像的深层次特征。 在 softmax 分
类器下，通过优化损失函数来降低与样本标签的误差，其公式
如下：
(8)
其中， tkn表示第 n 个样本对应的标签的第 k 维，ykn表示第
n 个样本对应的网络输出的第 k 个输出，共 c 类，N 个样本。
2 实验结果与分析
2.1 数据集构建
本文的实验平台为 Mxnet 深度学习框架，硬件配置为 Intel
i5-7500 四核 CPU、NVIDIA GTX 980Ti 独立显卡（6G 显存）、8G
内存和 500G 固态硬盘，Ubuntu16.04.3 操作系统。 数据集使用
的是工业生产线上由工业摄像机拍摄的电路图像。 原始图像为
1024x1024 像素， 从中截取含目标缺陷的大小为 224x224 的正
方形图像作为数据集。 该数据集包含断点、破损、异物、划伤四
类缺陷，每类含有 1200 张训练样本，共 4800 张图片。 图 1 展示
该数据集中的部分图片。 选取数据集中的每类缺陷的一部分，
共 4200 张作为训练集，剩余的 600 张作为测试集。
2.2 实验设置及结果分析
电子线路图像具有光照不均，纹理特征单一等特点，本文
算法先利用直方图均衡化对原始图像进行预处理，增强图像灰
度细节，然后构建 8 层的卷积神经网络，其中前 5 层为卷积层，
后 3 层为全连接层。 同时在全连接层中加入 dropout[11]方法，让
神经网络在训练时以一定的概率将隐含层节点从网络中丢弃，
被丢弃的节点不参与此次权值的更新，而在下一次样本输入时
又重新工作。 Dropout 可以使网络模型参数不会在多次迭代训
练后变得过大，有效减少过拟合现象，增强泛化能力。 在训练过
程中，将 dropout 的概率值设置为 0.5，学习率设为 10-3。对本文
神经网络算法进行监督式训练的优化曲线如图 2 所示。 损失函
数的 loss 值越小，就越能使网络模型达到最佳水平。
为了更清晰地观察和分析网络模型的性能，在算法的评估
阶段，利用损失函数、准确率与召回率对本文的训练模型进行
分析与评估。损失函数的 Loss 值代表了训练模型的输出与真实
样本标签之间的误差，Loss 值越小， 就越能表明神经网络通过
学习训练能够提取图像的有效特征，整个网络模型的参数能够
优化到理想状态。 准确率表示模型中被正确识别的样本占所有
被识别的样本的比例，公式为：
召回率则表示被正确识别的样本占实际上所有的正确样
本的比例，公式为：
其中，TP 表示把正样本判定为正样本的数量，FP 表示把负
样本判定为正样本的数量，FN 表示把正样本判定为负样本的
数量。 二者都是算法对于评价识别和分类性能的重要指标。
实验根据本文的算法模型在构建的测试集上进行测试，得
到的损失函数 loss 值变化曲线如图 2 所示。 可以看出，在经过
近 800 次迭代训练后，loss 值逐步下降到最低， 并且趋于平稳，
说明此时网络模型已达到最佳水平， 并且具有一定的稳定性。
同时，在相同条件下，本文的模型与 CNN 和传统的基于 SURF
的特征匹配在上述测试集上进行了比较，结果如表 1 所示。
表 1 相同条件下不同方法的识别结果比较
由表 1 可以看出， 本文的算法模型具有较高的精确度，适
用于复杂背景下的无规则目标缺陷识别，具有较好的鲁棒性和
泛化能力，满足工业检测中高精度目标识别的要求。
3 结语
针对传统图像处理算法在电路缺陷识别上容易出现漏检、
误判的问题，本文将深度学习的算法运用于工业检测上的电子
线路缺陷识别。 利用实际采集的电路图像构建数据集后，对图
图 1 数据集中部分示例图片
图 2 损失函数 loss值变化曲线
方法 准确率/% 召回率/%
本文算法 96.72 92.43
CNN 89.87 84.28
基于 SURF 的特征匹配 78.64 71.65
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像进行直方图均衡化预处理增强灰度细节，然后用卷积神经网
络实现高精度的目标识别， 并通过实验证明算法模型的可行
性。 由于人工智能在工业生产领域刚刚展开，接下来要收集更
多的电路图像以扩充数据集， 同时不断改进神经网络结构，以
此继续提高目标识别的性能。
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