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ON THE NUMBER OF EQUILIBRIA WITH A GIVEN NUMBER OF UNSTABLE DIRECTIONS
XAVIER GARCIA
ABSTRACT. We compute the large-dimensional asymptotics for the average number of equilibria with a fixed
number of unstable directions for randomGaussian ODEs on a sphere. We also discuss the effects that the value
of the Lagrange multiplier of the vector field has on the number of such equilibria. This was a problem posed
by Fyodorov [8].
1. INTRODUCTION AND MAIN RESULTS
Over the years, there has been an interest in understanding the dynamics of randomGaussian ordinary
differential equations (ODEs) on high dimensional spheres, starting with the work of Cugliando et al. [5]
and most recently in the work of Fyodorov [7], [8]. The standard setup is to consider a first order ODE
dx
dt
= F(x)
where F is a random vector field on SN−1(
√
N) and attempt to describe the behavior of the possible
solutions as N → ∞. One natural starting point is to count the number Ntot of equilibrium points and to
study the large-dimensional asymptotics of this quantity. This is the content of Fyodorov’s work in [8]. In
this paper, we classify the equilibrium points by stability. For an equilibrium point σ and a neighborhood
U around σ, we choose coordinates on U and the tangent space TU such that σ = 0 ∈ RN−1 and write F
locally as a function F : RN−1 → RN−1 denoted by
F(x) = (c1(x), ... , cN−1(x)).
We say σ is an equilibrium point with m unstable directions if the Jacobian matrix JF(σ) := (∂icj(0))
has exactly m eigenvalues with non-negative real part. While the explicit formula for JF(σ) depends
on the coordinates chosen, its eigenvalues do not. Our focus on this paper will be on the number Nm
of equilibria with m unstable directions and its related large-dimensional asymptotics. In the case of a
gradient flow (known in the literature as relaxational dynamics), this problem has been studied in great
detail, as can be found in Auffinger, Ben Arous and Cˇerny´ [1] and Fyodorov [7]. It is the purpose of this
paper to obtain the asymptotics in the non-relaxational case. We compute the exponential rate of ENm
under very general conditions as the dimension goes to infinity. The methods in this paper will follow the
tried-and-true approach of relating the problem to a matrix integral through the Kac-Rice formula, then
invoking a large deviation principle (LDP) to obtain the asymptotics. To be more precise, let us make our
assumptions on F explicit.
Classically, F is viewed as a map F : SN−1(
√
N) ⊂ RN → RN by identifying SN−1(√N)with the usual
(N − 1) dimensional sphere in RN centered at 0 with radius√N and for x ∈ SN−1(√N) ⊂ RN ,
TxS
N−1(
√
N) = {v ∈ RN : 〈v, x〉 = 0}
where 〈·, ·〉 denotes the usual inner product in RN . With this framework, the vector fields considered in
Fyodorov [8] take the form:
F(x) = −λ(x)x+ f (x) + h
where h = (h1, ..., hN) is an N-dimensional Gaussian vector with covariance structure
E[hihj] = σ
2δij
1
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for some σ > 0, δij the usual Kronecker delta and f is an N-dimensional smooth Gaussian field with
covariance kernel
E[ fi(x) f j(y)] = δijΦ1
( 〈x, y〉
N
)
+
xjyi
N
Φ2
( 〈x, y〉
N
)
where Φ1 and Φ2 are smooth functions satisfying
(1.1) 0 < Φ1(1) < Φ
′
1(1),−Φ1(1) ≤ Φ2(1) ≤ Φ1(1).
The Lagrange multiplier λ is chosen so that the vector belongs to TxS
N−1(
√
N). Explicitly,
λ(x) =
1
N
〈x, f (x) + h〉.
We also make the added assumption that h is independent of f . Before stating our results, we define two
quantities which will play an important role in our analysis:
τ =
Φ2(1)
Φ′1(1)
, b2 =
σ2 + Φ1(1)
Φ′(1) .
The restrictions given by (1.1) imply so −1 < τ ≤ 1 and b2 + τ ≥ 0. We additionally require that
b2 + τ > 0 and restrict ourselves to the non-gradient case τ 6= 1.
In our first main result, we compute the exponential rate of the expected number ENm of critical points
with m unstable directions:
Theorem 1.1. For b < 1 and −1 < τ < 1, we have:
lim
N→∞
1
N
logENm = log 1
b
− (1− b
2)(1+ τ)
2(b2 + τ)
.
This result says that there exists a curve τ(b) given explicitly by
τ(b) = −2b
2 log b+ 1− b2
2 log b+ 1− b2
such that if τ > τ(b), we have exponentially abundant equilibria with m unstable directions and if τ <
τ(b) the probability of finding such equilibria is exponentially small. We remark that the case b > 1 is the
“topologically trivial” case with only two equilibrium points in the limit (see Fyodorov [8]), so we will
omit the analysis of this case.
We are also interested in the case when we have a diverging number of unstable directions. Let Uτ
denote the uniform distribution on the ellipse
Eτ =
{
(x, y) :
x2
(1+ τ)2
+
y2
(1− τ)2 ≤ 1
}
,
γ ∈ (0, 1), and define sγ ∈ (−1− τ, 1+ τ) to be the unique number such that
Uτ(Re z ≥ sγ) = γ.
Theorem 1.2. Let m(N) be a sequence of integers which satisfy m(N)N → γ ∈ (0, 1). Then,
lim
N→∞
1
N
logENm(N) = log
1
b
− 1− b
2
2(b2 + τ)(1+ τ)
s2γ.
Note that this quantity is maximized at sγ = 0 which occurs at γ = 1/2. This allows us to recover
estimates on the average total number of equilibria, since THEOREM 1.2 implies
E[Nm(N)] ≤ E[Ntot] ≤ (N + 1)E[Nm(N)]
for N large and m(N)/N → 1/2. Thus, both E[Ntot] and E[Nm(N)] have the exponential rate given by
log 1b agreeing with PROPOSITION 2.5 of Fyodorov [7].
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Our next result details the relationship between the value of the Lagrangemultiplier and critical points.
For a Borel set B ⊂ R, define Nm(B) to be the number of equilibria with m unstable directions whose
Lagrange multiplier has values in B.
Theorem 1.3. For −∞ ≤ c < d ≤ ∞ we have
lim
N→∞
1
N
logENm(c, d) =


log 1b − (1−b
2)(1+τ)
2(b2+τ)
if c < (1+ τ)
√
Φ′1(1) < d
log 1b − (1−b
2)c2
2Φ′1(1)(b2+τ)(1+τ)
− (m+ 1)Iτ
(
1√
Φ′1(1)
c
)
if c > (1+ τ)
√
Φ′1(1)
−∞ if d < (1+ τ)
√
Φ′1(1)
where Iτ is defined in LEMMA 2.1 below. Hence, the probability of finding equilibria with m unstable
directions and a Lagrange multiplier less than (1+ τ)
√
Φ′1(1) becomes exponentially small. Since the
function
c 7→ (1− b
2)c2
2Φ′1(1)(b2 + τ)(1+ τ)
+mIτ

 1√
Φ′1(1)
c


is increasing, unbounded and attains zero at (1+ τ)
√
Φ′1(1), there is a unique point z0 > (1+ τ)
√
Φ′1(1)
for which it is equal to log
(
1
b
)
. The probability of finding equilibria with m unstable directions and a
Lagrange multiplier larger than z0 also becomes exponentially small. By the symmetry of the problem
(and more explicitly by THEOREM 5.1), we have that Nm(B) = NN−m(−B) so we can make analogous
statements about equilibria with m stable directions.
This paper is organized as follows. SECTION 2 contains some preliminary results on the logarithm
potential of the uniform distributionUτ on the ellipse Eτ that will be used in the next section. In SECTION
3, we introduce the Gaussian Elliptic Ensemble and discuss some of its properties. In SECTION 4 we prove
a large deviation result for the eigenvalue of the Gaussian Elliptic Ensemble with mth largest real part.
The goal of SECTION 5 is to relate ENm(B) to a matrix integral involving the Gaussian Elliptic Ensemble.
The proof of the main assertion in SECTION 5 is postponed to SECTION 6. Finally, in SECTION 7we provide
the proofs for the main results stated in this section.
Acknowledgement I would like to thank Antonio Auffinger for introducing me to the problems solved
in this paper.
2. THE LOGARITHMIC POTENTIAL ON AN ELLIPSE
In this section, we recall some properties of the logarithmic potential for the uniform distribution Uτ
on the ellipse Eτ
Eτ =
{
(x, y) :
x2
(1+ τ)2
+
y2
(1− τ)2 ≤ 1
}
,−1 < τ ≤ 1
The logarithmic potential of Uτ is defined as a function φτ : R
2 → R explicitly given by
φτ(x, y) =
∫
Eτ
log |x+ iy− w| Uτ(dw).
We summarize the properties of φτ we will need in the lemma below.
Lemma 2.1. On the set {x ≥ 1+ τ, y ≥ 0}:
(1) φτ(x, 0) +
1
2 − x
2
2(1+τ)
= −Iτ(x) where
Iτ(x) :=
{
1
2(1+τ)
x2 − x(x−
√
x2−4τ)
4τ − log( x+
√
x2−4τ
2 ) if τ 6= 0
− log x+ 12x2 − 12 if τ = 0
(2) ∂xφτ(x, y) ≤ x1+τ
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(3) ∂yφτ(x, y) ≤ y1−τ
Proof. In the case τ = 0, we can compute φ0(x, y) =
1
2 log(x
2+ y2) fromwhich we can verify all the results
instantly. Henceforth, we shall assume τ 6= 0.
From page 9 of Bell et. al [3], we have for z = x+ iy:
∂xφτ(x, y)− i∂yφτ(x, y) =
∫
Eτ
1
z− wUτ(dw) =
1
2τ
(
z−
√
z2 − 4τ
)
.
In particular, this implies
∂xφτ(x, 0) =
1
2τ
(
x−
√
x2 − 4τ
)
.
By integration, we obtain
φτ(x, 0)− φτ(1+ τ, 0) = 1
2(1+ τ)
x2 − 1+ τ
2
− Iτ(x).
By LEMMA 5.3.12 of Hiai and Petz [9], we know that φτ(1+ τ, 0) =
τ
2 thus yielding the first statement.
Statements (2) and (3) follow from the proof of LEMMA 5.3.12 of Hiai and Petz [9]. 
Since y 7→ φτ(x, y) is an even function of y for all x, we have the following corollary to LEMMA 2.1:
Corollary 2.2. Define Ψτ(x, y) = φτ(x, y)− x22(1+τ) −
y2
2(1−τ) . For x ≥ 1+ τ, y ∈ R and t ∈ (−1, 1),
sup
u≥x,v≥y
Ψτ(u, v) = Ψτ(x, y) ≤ Ψτ(x, 0).
3. ON THE GAUSSIAN ELLIPTIC ENSEMBLE
We define the Gaussian Elliptic Ensemble(GEE) as an N× N randommatrix X whose entries are mean
zero Gaussian random variables with covariance structure
E[XijXlk] := E[XijXlk] =
1
N
(δilδjk + τδikδjl),−1 < τ ≤ 1
We can write the density of this measure against the Lebesgue measure dX on the space of real N × N
matrices:
PN(dX) =
1
ZN(τ)
exp
(
− N
2(1− τ2)Tr(XX
T − τX2)
)
dX
where
ZN(τ) = 2
N/2πN(N+1)/2(1+ τ)N(N+1)/4(1− τ)N(N−1)/4N N
2
2 .
We shall also think of the eigenvalues of X as ordered by decreasing real parts i.e., we will denote them by
λ1(X), ... , λN(X)with λ1(X) having the largest real part, with the understanding that if we have complex
eigenvalues, we list the ones with positive imaginary part first. Almost surely, this is a well-defined
ordering. When there is no room for confusion, we will usually drop the X from the λ(X) to ease the
notation.
The purpose of this section is to state some properties of the GEE as well as to prove a large deviation
principle for the eigenvalue with the mth largest real part. We first require a formula for the joint distribu-
tion of the eigenvalues. Since a matrix distributed like the GEE will have real eigenvalues with positive
probability, the joint distribution of the eigenvalues will not be absolutely continuous with respect to the
Lebesgue measure on CN . Nevertheless, we can write out formulas if we restrict ourselves to the sets
Sk = {X has exactly k real eigenvalues}.
If A ∈ Sk, then we can write the eigenvalues of A as σ1, ..., σk, x1 ± iy1, ..., x N−k
2
± iy N−k
2
. This suggests
defining the measure
µ(N,k)(dσ, dx, dy) = 2(N−k)/2
k
∏
i=1
dσi
N−k
2
∏
j=1
dxjdyj
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on the set
{(σ, x, y) ∈ Rk ×RN−k : σ1 > ... > σk, x1 > ... > x N−k
2
, yi ≥ 0 ∀i}.
If we define the measure PN,k by PN,k(V) = PN(λ(X) ∈ V,X ∈ Sk) for any Borel set V ⊂ CN , then PN,k
is absolutely continuous with respect to µ(N,k) and the density is given by
PN,k(dσ, dx, dy) =
1
KN(τ)
|∆(σ, x± iy)|
k
∏
i=1
e
− N
2(1+τ)
λ2i
N−k
2
∏
j=1
e
− N1+τ (x2j−y2j )erfc
(√
2N
1− τ2 yj
)
µ(N,k)(dσ, dx, dy)
where
(3.1) KN(τ) = 2
N(N+1)/4(1+ τ)N/2N(
N+1
2 )/2
N
∏
j=1
Γ(j/2),
∆(σ, x± iy) is the Vandermonde polynomial
|∆(σ, x± iy)|2 = ∏
u,v∈S,u 6=v
|u− v|, S = {σ1, ..., σk, x1 ± iy1, ..., x N−k
2
± iy N−k
2
}
and erfc is the complementary error function
erfc(x) =
2√
π
∫ ∞
x
e−t2dt.
See Lehmann and Sommers [10].
We will find it convenient to rewrite the integrand in a more compact way, namely as
1
KN(τ)
|∆(λ)| exp
(
− N
2(1+ τ)
N
∑
j=1
λ2j
)
N
∏
j=1
√√√√erfc
(√
2N
1− τ2 |Im λj|
)
with the understanding that λj = xj + iyj if λ is complex, and λj = σj if it’s real. The disadvantage of this
form is that it obscures the dependence of k and the symmetry obtained from the fact that the complex
eigenvalues come in pairs.
We find it useful to get rid of the ordering of the eigenvalues by their real parts. We can do this by
simply replacing our region of integration by {(σ, x, y) : yi ≥ 0 ∀i} and dividing by the factor of k!
(
N−k
2
)
!
4. LARGE DEVIATION PRINCIPLE FOR λm(X)
In this section, we establish a large deviation type of result for λm(X).
Theorem 4.1. Under PN , the quantity λm · 1R(λm) satisfies a large deviation principle with speed N and good
rate function mIτ where
Iτ(x) =


∞ if x < 1+ τ
1
2(1+τ)
x2 − x(x−
√
x2−4τ)
4τ − log( x+
√
x2−4τ
2 ) if x ≥ 1+ τ, τ 6= 0
− log x+ 12x2 − 12 if x ≥ 1+ τ, τ = 0.
In order to prove Theorem 4.1, we will first need an exponential tightness result:
Lemma 4.2 (Exponential tightness from the right). The following limit holds:
lim
M→∞
lim
N→∞
1
N
logPN
(
|Re λ1(X)| ≥ M or max
j
Im λj(X) > M
)
= −∞.
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Proof. We shall only prove
lim
M→∞
lim
N→∞
1
N
logPN
(
max
i
Im λi > M
)
= −∞
since an analogous argument will provide a proof for the statement involving |Re λ1|. We shall make use
of the following four inequalities:
(1) There exists α > 0 such that for |z| for sufficient large and w ∈ C,
|z− w||z¯−w| exp
[
− |w|
2
1+ |τ|
]
≤ (|z|+ |w|)2 exp
[
− |w|
2
1+ |τ|
]
≤ α2 exp
[ |z|2
2(1+ |τ|)
]
.
(2) For any z = x+ iy ∈ C,
(4.1) exp
[
− N
2(1+ τ)
(z2 + z¯2)
]
erfc
[√
2N
1− τ2 |y|
]
≤
exp
[−N|z|2
1−τ
]
√
2N
1−τ2 y
2 +
√
2N
1−τ2 y
2 + 4π
≤ exp
[−N|z|2
1+ |τ|
]
.
(3) For any y ∈ R,
erfc
[√
2N
1− τ2 |y|
]
≤ √πerfc


√
2(N− 2)
1− τ2 |y|

 erfc
[√
4
1− τ2 |y|
]
√
4y2
1− τ2 +
√
4y2
1− τ2 + 2


(4) There exists a C such that for all y ∈ R,
√
π
√
4y2
1−τ2 +
√
4y2
1−τ2 + 2√
4
1−τ2 y
2 +
√
4
1−τ2 y
2 + 4π
≤ C−2
We shall establish an inequality for PN,k(|Im λl | > M) for an arbitrary l since
PN
(
max
j
Im λj > M
)
≤ ∑
k
∑
l
PN,k(|Im λl | > M).
We proceed as follows:
PN,k(|Im λl | > M) = 1KN(τ)
∫
exp
(
− N
2(1+ τ)
m
∑
j=1
λ2j
)
N
∏
j=1
√√√√erfc
(√
2N
1+ τ
|Im λj|
)
|∆(λ)| dµ(N,k)
≤ α
N+k−2
CN−k−2
KN−2(τ)
KN(τ)
∫ ∞
−∞
∫ ∞
M
2yl exp
(
− (N − k+ 2)(x
2
l + y
2
l )
2(1+ |τ|)
)
PN−2,k(Sk) dxldyl
where the first integral is over {Im λl > M} and the quantities Sk, PN,k and µ(N,k) are as in LEMMA 3. The
inequality follows from the fact that we can split the exponential by
exp
(
− N
2(1+ τ)
λ2j
)
= exp
(
− N − 2
2(1+ τ)
λ2j
)
exp
(
− 2
2(1+ τ)
λ2j
)
and use inequality (3) to split the erfc term into three parts, whose first factor coupled with the first factor
of the exponential and the appropiate factors from the Vandermonde polynomial yields the density for
PN−2,k. We then use inequality (2) with z =
√
2
Nλj for j = 1, ...,N to get rid of our remaining erfc factors.
This also allows us to bound the term coming from the last factor on the right hand side of inequality
(3) by C2. We then use inequality (1) to bound the remaining terms from the Vandermonde polynomial
with the exception of |λl − λ¯l |, which is equal to 2yl. Finally, we invoke inequality (2) again to deal with
the remaining erfc factors involving λl . After some simplification, the inequality follows. Without loss of
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generality, we can assume C ≤ 1 and hence CN−k−2 ≥ CN−2 and αN+k−2 ≥ α2N−2. We can sum over l
then over k to obtain:
PN
(
max
j
Im λj(X) > M
)
≤ C2−Nα2N−2KN−2(τ)
KN(τ)
N2
∫ ∞
−∞
∫ ∞
M
2ye
− (N+2)
2(1+|τ|) (x
2+y2)
dydx
≤ 2(1+ |τ|)
N − k+ 2C
2−Nα2N−2KN−2(τ)
KN(τ)
N2e
− N−k+2
2(1+|τ|)M
2
∫ ∞
−∞
e
− (N−k+2)
2(1+|τ|) x
2
dx
=
√
2π(1+ |τ|)
N − k+ 2 C
2−Nα2N−2KN−2(τ)
KN(τ)
N2e
− N−k+2
2(1+|τ|)M
2
.
where N2 factors comes from the fact that the number of terms is bounded by N2. The final exponential
term will yield the desired asymptotics. 
Finally, we’ll need the two more preliminary results.
(a) Define P(C) to be the space of probability measures on C which are invariant under complex con-
jugation endowed with a metric compatible with the usual weak convergence of measures. The empirical
measure of the eigenvalues LN =
1
N ∑
N
j=1 δλj(X) with respect to PN satisfies an LDP of speed N
2 on P(C)
whose rate function is minimized at the uniform distribution Uτ on the ellipse Eτ . The proof of this
LDP for the case τ = 0 can be found in Ben Arous and Zeitouni [4] but the same argument extends to
τ ∈ (−1, 1).
(b) The functional
Ψ(µ, x+ iy) =
∫
C
log |x+ iy− z|dµ(z)− x
2
2(1+ τ)
− y
2
2(1− τ)
defined on P(C)×C is upper-semicontinuous when restricted to P(BM)× BM for any M > 0, and in fact
is continuous when restricted to P(BM)× (BM ∩ {z : Re z > x}) for any x > 1+ τ. The distribution Uτ
is related to the rate function Iτ by
(4.2) Iτ(x) = −Ψ(Uτ, x)− 1
2
as per (1) of LEMMA 2.1 since Ψ(Uτ, x) = Ψτ(x, 0).
With these preparations in order, we can begin the proof of THEOREM 4.1.
Proof of Theorem 4.1. It is obvious that Iτ is a good rate function. Our theorem will follow if we can prove
the following equalities:
(1) limN→∞ 1N logPN(λm ∈ [0, x)) = −∞ for 0 < x < 1+ τ.
(2) limN→∞ 1N logPN(λm ∈ [x,∞)) = −mIτ(x) for x > 1+ τ.
To prove the first equality, we note that by definition, Re λm(X) < x for some x < 1+ τ is equivalent
to LN(z : x ≤ Re z < 1+ τ) ≤ m−1N . Since µτ [x, 1+ τ) > 0, there exist constants K, κ > 0 such that if
x < 1+ τ then
PN(Re λm(X) < x) ≤ PN
(
LN(z : x ≤ Re z < 1+ τ) ≤ m− 1
N
)
≤ Ke−κN2 .
This inequality implies the result.
We now turn to the proof of the second equality. In view of LEMMA 4.2, the second equality is equiva-
lent to the following equality for sufficiently large M satisfying 1+ τ < x < M:
lim
N→∞
1
N
logPN
(
λm(X) ∈ [x,M], |Re λ1(X)| ≤ M, max
j
Im λj(X) ≤ M
)
= −mIτ(x).
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We will estimate this by decomposing PN into a sum of the PN,k for admissible k. To that end, fix k for
the time being, introduce new variables λ˜j =
√
N
N−mλj for 1 ≤ j ≤ N. On the larger set of{
λ˜m ∈ [x, 2M], max
j
(
Im λ˜j(X), |Re λ˜1|
) ≤ 2M} ⊃ {λm(X) ∈ [x,M], max
j
(
Im λj(X), |Re λ1(X)|
) ≤ M} ,
we have the |λ˜j − λ˜i| ≤ 4
√
2M and hence
PN,k(dλ) =
1
KN(τ)
|∆(λ)| exp
(
− N
2(1+ τ)
N
∑
j=1
λ2j
)
m
∏
j=1
√√√√erfc
(√
2N
1− τ2 |Im λj|
)
dµ(N,k)
=
KN−m(τ)
KN(τ)
∑
l
∏
1≤i<j≤m
|λ˜j − λ˜i|
m
∏
j=1
e
− N−m
2(1+τ)
λ˜2j
√√√√√erfc


√
2(N −m)
1− τ2 |Im λ˜j|

 µ(m,l)(dλ˜1, ..., dλ˜m)×
(k− l)!
(
N−m+l−k
2
)
!
k!
(
N−k
2
)
!
(
N −m
N
) N(N+1)
4 m
∏
i=1
N
∏
j=m+1
|λ˜i − λ˜j|PN−m,k−l(dλ˜m+1, ..., dλ˜N)
≤ (4
√
2M)
m(m−1)
2
KN−m(τ)
KN(τ)
(
N −m
N
) N(N+1)
4
∑
l
(k− l)!
(
N−m+l−k
2
)
!
k!
(
N−k
2
)
!
µ(m,l)(dλ˜1, ..., dλ˜m)×
exp
[
(N −m)
m
∑
i=1
Ψ(L˜N−m, λ˜i)
]
PN−m,k−l(dλ˜m+1, ..., dλ˜N)
where
L˜N−m =
1
N −m
N
∑
j=m+1
δλ˜j(X).
The 1/(k!(N−k2 )!) factor arises from removing the ordering on the eigenvalues by real parts and the (k−
l)!(N−m+l−k2 )! factor comes from ordering the last N −m eigenvalues by real parts with the assumption
that k − l of them are real. For ǫ > 0, let Bǫ ⊂ P(BM) be the ball of radius ǫ around Uτ and Bcǫ its
complement. Since on the set {λ˜m ∈ [x, 2M], maxj Im λ˜j(X) ≤ 2M}, we have
exp
[
(N −m)
m
∑
i=1
Ψ(L˜N−m, λ˜i)
]
≤ (4
√
2M)m(N−m),
we can further bound the exponential factor according by whether L˜N−m is in Bǫ or not, i.e,
exp
[
(N −m)
m
∑
i=1
Ψ(L˜N−m, λi)
]
≤ exp
[
m(N −m) sup
µ∈Bǫ,x≤Re z≤M
Ψ(µ, z)
]
+ (4
√
2M)m(N−m)1Bcǫ(L˜N−m).
We can now perform the integral with respect to λ˜1, ... , λ˜m. Since we have removed all appearances of the
variables of integration from the integrand and we are integrating over a compact region, the integral is
finite for any l, and since l belongs to a finite set, we can bound it by a constant γ independent of N, l, and
k. Since PN−m,k−l(A) ≤ PN−m(A) for any set A, we can also replace PN−m,k−l by PN−m.
We continue by summing over admissible l. Since we’ve eliminated any dependencies on l, we can
replace the sum over l by a factor of k. By integrating over the remaining portion of our domain of
integration and using the fact that
(k− l)!
(
N−m+l−k
2
)
!
k!
(
N−k
2
)
!
≤ 1,
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we obtain the following upper bound:
PN,k
(
λm ∈ [x,M], |Re λ1| ≤ M, max
j
Im λj ≤ M
)
≤ kγKN−m(τ)
KN(τ)
(
N −m
N
) N(N+1)
4 ×
(4
√
2M)m(m−1)/2
(
exp
[
m(N −m) sup
µ∈Bǫ,x≤Re z≤M
Ψ(µ, z)
]
+ (4
√
2M)m(N−m)PN−m(L˜N−m ∈ Bcǫ)
)
.
The only dependence on k on the right hand side comes from the factor k, so when we sum over k we can
just replace it with N(N − 1)/2. At this we point, we make the following two observations: the first is
that L˜N−m satisfies the same LDP as LN . This implies that there exists c > 0 such that
PN−m(L˜N−m /∈ Bǫ) ≤ e−cN2
hence the second term on the right hand side of our upper bound is negligible in the limit. The second
observation is that from (3.1) we have
(4.3) lim
N→∞
1
N
log

KN−m(τ)
KN(τ)
(
N −m
N
) N(N+1)
4

 = m
2
.
We use these two observations to establish the following inequality:
lim sup
N→∞
1
N
logPN
(
λm ∈ [x,M], |Re λ1| ≤ M, max
j
Im λj ≤ M
)
≤ m
2
+m lim
ǫ↓0
sup
µ∈Bǫ,x≤Re z<M
Ψ(µ, z).
The second term on the right hand side can by computed explicitly,
lim
ǫ↓0
sup
µ∈Bǫ,x≤Re z≤M
Ψ(µ, z) = Ψ(Uτ, x) = −Iτ(x)− 1
2
where the first equality follows from upper semi-continuity of Ψ and COROLLARY 2.2 and the second
equality follows from (4.2). This proves the upper bound for the equality (2) stated at the beginning of the
proof.
To obtain the lower bound, we fix y > x > r > 1 + τ and ǫ, δ > 0. We first need a lower bound
analogous to (4.1). We can obtain one if we restrict ourselves to |Im z| ≤ δ and N large enough:
exp
[
− N −m
2(1+ τ)
(z2 + z¯2)
]
erfc


√
2(N−m)
1− τ2 |Im z|

 ≥ β(δ)√
N
exp
[−(N −m)|z|2
1− τ
]
for some positive constant β(δ) < 1. Retaining the previous notation from the upper bound, we further
define Bǫ ∩P(Br) to mean the set of measures in Bǫ whose support is contained in the ball Br ⊂ C of
radius r. On the set
{
λ˜m(X) ∈
[√
N
N −mx, y
]
, Im λ˜j(X) ≤ δ , |Re λ1(X)| ≤ y, |λj(X)| ≤ r ∀j
}
which is a subset of
{
λm(X) ∈ [x,M], maxj Im λj(X), |Re λ1(X)| ≤ M
}
, we can bound the density as fol-
lows:
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PN,k(dλ) =
KN−m(τ)
KN(τ)
∑
l
∏
1≤i<j≤m
|λ˜j − λ˜i|
m
∏
j=1
e
− N−m
2(1+τ)
λ˜2j
√√√√√erfc


√
2(N −m)
1− τ2 |Im λ˜j|

 µ(m,l)(dλ˜1, ..., dλ˜m)×
(k− l)!
(
N−m+l−k
2
)
!
k!
(
N−k
2
)
!
(
N −m
N
) N(N+1)
4 m
∏
i=1
N
∏
j=m+1
|λ˜i − λ˜j|PN−m,k−l(dλ˜m+1, ..., dλ˜N)
≥ ∑
l
(
β(δ)√
N
) m−l
2
(
N −m
N
) N(N+1)
4 (k− l)!
(
N−m+l−k
2
)
!
k!
(
N−k
2
)
!
∏
1≤i<j≤m
|λ˜j − λ˜i| µ(m,l)(dλ˜1, ..., dλ˜m)×
KN−m(τ)
KN(τ)
1Bǫ∩P(Br)(L˜N−m) exp

m(N−m) inf
µ∈Bǫ∩P(Br)
x≤Re z≤y,|Im z|<δ
Ψ(µ, z)

PN−m,k−l(dλ˜m+1, ..., dλ˜N)
We now point out two quantities which will end up becoming negligible in the limit. We first proceed
by integrating out the λ˜1, ... , λ˜m variables which yields a finite quantity since we are integrating over a
bounded region and the integrand is bounded. Moreover, this quantity is bounded both from above and
from below by constants independent of N so this term will be neglible in the limit. The second quantity
which is also negligible in the limit is the one appearing in the following limit which holds for l ≤ m and
all k:
(4.4) lim
N→∞
1
N
log

 (k− l)!
(
N−m+l−k
2
)
!
k!
(
N−k
2
)
!

 = 0.
Since the inequality
∑
k
∑
l
PN−m,k−l(A) ≥ PN−m(A)
is true for any Borel set A, we can use (4.3) and (4.4) to obtain the following lower bound:
lim inf
N→∞
1
N
logPN (λm ∈ [x,M]) ≥ m
2
+m lim
ǫ↓0
inf
µ∈Bǫ∩P(Br)
x≤Re z≤y,|Im z|<δ
Ψ(µ, z)
By continuity of Ψ and COROLLARY 2.2, we obtain:
lim
ǫ↓0
inf
µ∈Bǫ∩P(Br)
x≤Re z≤y,|Im z|<δ
Ψ(µ, z) = Ψ(Uτ, y+ δi).
Finally, we take δ → 0 then y → x and use the continuity of Ψ coupled with (4.2) to obtain the desired
lower bound for equality (2) stated at the beginning of the proof.

5. EXPECTED NUMBER OF CRITICAL POINTS AND THE GAUSSIAN ELLIPTIC ENSEMBLE
We now relateNm to the eigenvalue with mth largest real part of an N × N GEE matrix.
Theorem 5.1. For a Borel set B ⊂ R, we have:
ENm(B) = 2
√
1+ τ
b2 + τ
b1−NEN
[
exp
(
− N(1− b
2)
2(b2 + τ)(1+ τ)
λ2m(X)
)
1B
(√
Φ′1(1)λm(X)
)]
.
The proof of THEOREM 5.1 will follow from two results. The first relates ENm(B) to a matrix integral
through the Kac-Rice formula adapted to our setting.
ON THE NUMBER OF EQUILIBRIA WITH A GIVEN NUMBER OF UNSTABLE DIRECTIONS 11
Theorem 5.2. For a matrix A and nonnegative integer m, set
im(A) =
{
1 if A has exactly m eigenvalues with nonnegative real part
0 if else
then
ENm(B) = 2
√
N − 1N
2N/2Γ(N/2)
b1−N√
b2 + τ
∫ ∞
−∞
1
√
N
N−1 B
(√
Φ′1(1)λ
)
e
− (N−1)λ2
2(b2+τ) EN−1 [|det (X− λI)| im(X− λI)] dλ.
The second result relates the complicated integral againstPN−1 appearing in THEOREM 5.2 to a simpler
one against PN .
Lemma 5.3. For any bounded Borel measurable function f on R, we have∫ ∞
−∞
f (t
√
N − 1) exp
(
− N − 1
2(1+ τ)
t2
)
EN−1 [|det (X− tI)| im(X− tI)] dt
=
Γ(N/2)
√
2
N√
1+ τ√
N − 1N
EN[1R(λm+1(X)) f (
√
N · λm+1(X))].
Given these two results, the proof of THEOREM 5.1 goes as follows.
Proof of Theorem 5.1. If we apply LEMMA 5.3 to the function
f (x) = 1√NB
(√
Φ′1(1)x
)
exp
(
− 1− b
2
2(1+ τ)(b2 + τ)
x2
)
then we can use the resulting equality to simplify the formula in THEOREM 5.2 to recover the expression
on the right of THEOREM 5.1 and hence conclude the result.

We relegate the proof THEOREM 5.2 to the next section and finish the current subsection with a proof
of LEMMA 5.3.
Proof of Lemma 5.3. We first remark that ∆(λ(X), t) = |det(X − tI)|∆(λ(X)). Next, note that the factor
im(X− tI) = 1 if and only if we have the following inequality:
Re λ1 > ... > Re λm > t > ... > Re λN−1;
otherwise it is 0. These two remarks suggest that t can fit in nicely as a (real) eigenvalue of a larger GEE
matrix. If we restrict to the case of only k real eigenvalues and if we relabel t as λm and λj := λj+1 for
j ≥ m then we can rewrite dµ(N−1,k)dt = dµ(N,k+1) and expand the left hand side of LEMMA 5.3 as
KN(τ)
KN−1(τ) ∑k
∫
f (λm
√
N − 1) |∆(λ)|
KN(τ)
exp
(
−N − 1
1+ τ
N
∑
j=1
λ2j
2
)
N
∏
j=1
√√√√√erfc


√
2(N− 1)
1− τ2 |Im λj|

µ(N,k+1)(dλ)
where the integral is over the appropiate domain. The factor to the right of f looks exactly like the density
for PN,k+1 except with an implicit factor of 1R(λm) since we are mandating that λm be real and the fact
that we have N − 1 instead of N scattered in the density. We can remedy the latter issue by performing
a substitution λ :=
√
N
N−1λ. Following the substitution, we obtain the left hand side of LEMMA 5.3 is
equivalent to the following expression:
KN(τ)
KN−1(τ)
√
N
N − 1
N+(N2 )
EN[1R(λm+1(X)) f (
√
N · λm+1(X))].
A simple algebra computation using (3.1) reveals the leading constant is exactly as stated in the lemma.

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6. PROOF OF THEOREM 5.2
The proof of this theorem will be broken up into a series of steps.
Our first step is to invoke the traditional Kac-Rice formula. In order to do so, we will establish some
notation. Given an equilibrium point, we choose coordinates in a neighborhood around σ so that we can
write σ = 0 and F(0) as a random vector in RN−1. We define ρF(σ) to be the density function for the
random vector F(0). This depends on the choice of coordinates, but its value at 0 does not. Through the
use of local coordinates, the classical Kac-Rice formula (see e.g. THEOREM 6.2 in Azaı¨s andWschebor [2])
yields the following formula for ENm(B):
(6.1) ENm(B) =
∫
SN−1(
√
N)
E[|det JF(σ)|im(JF(σ))1B(λ(σ))|F(σ) = 0]ρF(σ)(0)dσ.
The second step is to exploit the large symmetry group of the sphere, the orthonormal group O(N),
and its relationship with the integrand. It will allow us to reduce the integral in (6.1) to the integrand
evaluated at the point
n = (0, ..., 0,
√
N) ∈ SN−1(
√
N) ⊂ RN
times a factor of vol(SN−1(
√
N)).
Lemma 6.1. The function
σ 7→ E [|det JF(σ)|1B(λ(σ))im(JF(σ))|F(σ) = 0] ρF(σ)(0)
is invariant under the standard O(N) action on SN−1(
√
N) and hence is constant.
Proof. The key point is that the only probabilistic portion of JF comes from f , h, and the partial derivatives
of f with respect to the ambient RN variables. To see this, we define j : SN−1(
√
N) → RN to be the usual
embedding and for x ∈ SN−1(√N) ⊂ RN . Define projx : RN → TxSN−1(
√
N) to be the standard
projection. Then
JF(x) = projx ◦ JeucFx ◦ djx
where JeucF|x := JeucF(x) :=
(
∂Fj
dxi
(x)
)
is the Jacobian of F (viewed as a function from RN to RN) at x and
djx is the differential of j at x. There is a simple relationship between the O(N) action and the functions
projx and djx. For any g ∈ O(N), gprojx g−1 = projgx and djgx = g djx g−1. We can use this to write
JF(gx) as follows:
JF(gx) = projgx · JeucF|gx · djgx
= gprojx
(
g−1 · JeucF|gx · g
)
djx g
−1.
We aim to prove that (F(x), JeucF|x) = (gTF(gx), g−1 · JeucF|gx · g) in distribution. The lemma will follow
from this claim since conditioning on F(gx) = 0 is equivalent to gTF(gx) = 0 and by orthogonality of g,
gT = g−1. To obtain the required equality, we first write out JeucF|x and g−1 · JeucF|gx · g in terms of the
ambient RN coordinates:
(JeucF|x)ij = −
∂λ
∂xj
(x)xi − λ(x)δij + ∂ fi∂xj (x)(
g−1 · JeucF|gx · g
)
ij
= −(gT∇λ(gx))jxi − λ(gx)δij−
(
gT · Jeuc f |gx · g
)
ij
,
where∇λ is the gradient of λ. We can rewrite the expressions involving λ in terms of h, f and its deriva-
tives as follows:
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λ(gx) =
1
N
〈gx, f (gx) + h〉 = 1
N
〈x, gT f (gx) + gTh〉
∂λ
∂xj
(x) =
1
N
(
f j(x) + hj
)
+ 〈x, jth column of Jeuc f |x〉
gTF(gx) = λ(gx)x+
1
N
(
gT f (gx) + gTh
)
(
gT∇λ(gx)
)
j
=
1
N
(
gT f j(gx) + g
Thj
)
+ 〈x, jth column of gT · Jeuc f |gx · g〉
From Equation (3.17) in Fyodorov [8], we know that ( f (x), Jeuc f |x) =
(
gT f (gx), gT · Jeuc f |gx · g
)
in distri-
bution. Since h is Gaussian, then h = gTh in distribution and thus by independence, we have
( f (x), Jeuc f |x, h) =
(
gT f (gx), gT · Jeuc f |gx · g, gTh
)
in distribution which implies what was desired. 
The third step is to employ explicit coordinates around n to write down a formula for JF and F. Let
B√N denote the ball centered around 0 ∈ RN−1 of radius
√
N and define the map PN : B√N → SN−1(
√
N)
by
PN(x1, ..., xN−1) =
(
x1, ..., xN−1,
√
N − |x|2
)
where |x|2 := ∑N−1i=1 x2i . With these coordinates, it is easy to compute formulas for djn and projn, yielding:
JF(n) =
(
JeucFij
)N−1,N−1
i=1,j=1
=
(
∂ f j
∂xi
(n)− λ(n)δij
)N−1,N−1
i=1,j=1
Note that the indices go up to N − 1 and not up to N. Next, we compute F(0) in coordinates as a vector
in RN−1. We will compute it by establishing a choice of basis vectors for TnSN−1(
√
N). Our basis vectors
{vi}will be the pushforward of the basis in RN−1 through our map PN i.e., vi = dPN(ei)where {ei} is the
standard basis vectors for RN−1. In this basis, we can write F(0) as
F(0) = ( fi(n) + hi)
N−1
i=1
and λ(n) as
λ(n) =
fN(n) + hN
N
We also remark that conditioning on F(n) = 0 ∈ RN is the same as conditioning on F(0) = 0 ∈ RN−1.
Our fourth step is to relate our random matrix integral to the Gaussian Elliptic Ensemble. To that end,
we now make four assertions which we leave to the reader to verify:
(1)
∂ f i
∂x j
(n) is independent of fN(n) for i, j ≤ N − 1.
(2) F(0) is independent of JF(n).
(3) fN(n) + hN is a mean zero Gaussian with variance Φ1(1) + Φ2(1) + σ
2.
(4) For 1 ≤ i, j, n,m ≤ N − 1, we have:
N
(N − 1)Φ′1(1)
E[∂j fi(n)∂n fm(n)] =
1
N − 1
(
δinδjm +
Φ2(1)
Φ′1(1)
δimδjn
)
.
Through the use of assertion (4) and the formula for JF(n), we can write JF(n) in terms of the Gaussian
Elliptic Ensemble: √
N
(N− 1)Φ′1(1)
JF(n) = X− ZI
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in distribution, where X has the law PN−1 and Z is a Gaussian random variable independent of X with
mean 0 and variance given by
σ2 + Φ1(1) + Φ2(1)
(N − 1)Φ′1(1)
=
b2 + τ
N − 1 .
By the independence of h from f , we know that F(0) consists of N − 1 independent mean zero Gaussian
random variables with variance Φ1(1) + σ
2 and hence
ρF(n)(0) = (2π(Φ1(1) + σ
2))−(N−1)/2.
Summarizing all the steps we have taken, we can conclude the following expression for ENm(B):
ENm(B) = E
[
|det(X− ZI)|1√ N
N−1 B
(√
Φ′1(1)Z
)] vol(SN−1(√N))√
2πb2
N−1
(
N − 1
N
) N−1
2
.
Finally, using the formula for the volume of a sphere,
vol
(
SN−1(
√
N)
)
=
2πN/2
Γ(N/2)
√
N
N−1
and the explicit density function of Z, we obtain the expression on the right hand side of THEOREM 5.2.
This completes the proof.
7. PROOF OF THE MAIN RESULTS
In this section, we prove themain results stated in SECTION 1. THEOREM 4.1 and THEOREM 5.1, coupled
with Varadhan’s lemma (see THEOREM 4.3.1 of Dembo and Zeitouni [6]) yields THEOREM 1.3. Setting
c = −∞ and d = ∞ in THEOREM 1.3 results in THEOREM 1.1. Finally, THEOREM 1.2 is a trivial corollary of
the following lemma:
Lemma 7.1. Define m(N) to be a sequence integers such that m(N)N → γ ∈ (0, 1) and let ǫ > 0. Then, there exists
a constant c := c(ǫ) > 0 such that
PN
(
Re λm(N) /∈ (sγ − ǫ, sγ + ǫ)
)
≤ exp(−cN2).
Proof. This is an immediate consequence of the fact that LN satisfies a large deviation principle with speed
N2 whose rate function is minimized at Uτ. The proof of this LDP for the case τ = 0 can be found in Ben
Arous and Zeitouni [4] but the same argument extends to τ ∈ (−1, 1).
We first break up the left hand side of the equality as follows:
PN
(
Re λm(N)(X) /∈ (sγ − ǫ, sγ + ǫ)
)
= PN
(
Re λm(N) < sγ − ǫ
)
+ PN
(
Re λm(N) > sγ + ǫ
)
.
To estimate the first term, we let LN := LN(XN) :=
1
N ∑
N
i=1 δλi(XN) be the empirical distribution of the
eigenvalues of a matrix XN with law PN . Given the aforementioned LDP, we have:
PN(Re λm(N) > sγ + ǫ) = PN
(
LN(z : Re z > sγ + ǫ) ≥ m(N)
N
)
≤ 1
2
exp(−cN2)
for some c > 0 since Uτ(z : Re z > sγ + ǫ) < γ. Similarly,
PN(Re λm(N) < sγ − ǫ) = PN
(
LN(z : Re z > sγ − ǫ) ≤ m(N)− 1
N
)
≤ 1
2
exp(−cN2).

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