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LETTER
Objective Estimation of Word Intelligibility for Noise-Reduced
Speech
Takeshi YAMADA†a), Member, Masakazu KUMAKURA††, Nonmember, and Nobuhiko KITAWAKI†, Fellow
SUMMARY It is essential to ensure a satisfactory QoS (Quality of Ser-
vice) when oﬀering a speech communication system with a noise reduction
algorithm. In this paper, we propose a new obejective test methodology for
noise-reduced speech that estimates word intelligibility by using a distor-
tion measure. Experimental results confirmed that the proposed methodol-
ogy gives an accurate estimate with independence of noise reduction algo-
rithms and noise types.
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1. Introduction
Hands-free speech communication is becoming increasingly
necessary for teleconferencing, in-car phones, and PC-based
IP telephony. In these communication systems, most users
prefer not to use a close (headset) microphone but a more
distant microphone. However, this results in a problem, be-
cause speech acquired by a distant microphone is generally
corrupted by ambient noise. To solve this problem, many
systems adopt a noise reduction algorithm as a front-end
processing stage.
The aim of the noise reduction algorithm is to remove
the noise component from noisy input speech without af-
fecting the speech component. However, there is a trade-oﬀ
between the speech distortion which results from this pro-
cessing and the residual noise. It is therefore essential to
establish an objective test methodology for noise-reduced
speech.
In general, noise-reduced speech is evaluated from the
viewpoints of subjective quality and intelligibility. Steady
progress has been made toward the objective estimation of
subjective quality in recent years [1], [2]. However, re-
searches for intelligibility have not yet been conducted. In
this paper, we propose a new objective test methodology that
estimates word intelligibility by using a distortion measure,
and evaluate its eﬀectiveness [3].
2. Word Intelligibility Test
Word intelligibility depends strongly on word diﬃculty. We
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Table 1 Speech samples used for the word intelligibility test.
Speaker 1 male
Speech sample 500 samples for each word familiarity rank
Utterance Japanese words of four mora
Noise Subway, Car
SNR Clean, 20 dB, 15 dB, 10 dB, 5 dB, 0 dB
Channel G.712
therefore adopted word lists developed by Sakamoto et al.
[4]. In each individual word list, the word diﬃculty is con-
trolled appropriately by word familiarity, which is an index
of how subjectively familiar the word is. All the words used
are classified into the following four word familiarity ranks:
(F4) 7.0 to 5.5 (high word familiarity),
(F3) 5.5 to 4.0 (medium-high word familiarity),
(F2) 4.0 to 2.5 (medium-low word familiarity), and
(F1) 2.5 to 1.0 (low word familiarity).
There are 20 word lists for each word familiarity rank, and
each list contains 50 words.
Table 1 describes the speech samples used for the word
intelligibility test. We used the speech database assembled
in accordance with the word lists mentioned above, which
has been released by NTT Advanced Technology Corpo-
ration. The speech samples of 1 male were selected from
this database, and 10 word lists for each word familiarity
rank were selected randomly. The utterances were Japanese
words of four mora. The speech samples were mixed with
the noise samples included in the AURORA-2J database [5].
In this test, the noise-reduced speech samples were prepared
using the following noise reduction algorithms: (B) Base-
line (No noise reduction was implemented for this case.),
(G) GMM-based speech estimation [7], (S) Spectral sub-
traction with smoothing in the time domain [8], and (T)
Temporal domain SVD-based speech enhancement [7]. The
characteristics of the noise-reduced speech samples diﬀer
according to the noise reduction algorithm used. The total
number of the speech samples was 96,000, that is, 4 (famil-
iarity ranks) × 500 (utterances) × 2 (noise types) × 6 (SNR
values) × 4 (algorithms).
The word intelligibility test was performed in a sound-
proof room. Subjects listened to the noisy speech samples
and the noise-reduced speech samples through headphones,
and then wrote down the words they heard. The number
of the subjects was twenty (10 male and 10 female). The
subjects were divided into two groups: one for the Subway
noise and the other for the Car noise. The number of speech
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Fig. 1 Word intelligibility for each word familiarity rank in the case of the Car noise.
samples for each subject was 4,800 (96 word lists), that is,
4 (familiarity ranks) × 50 (utterances) × 1 (noise type) × 6
(SNR values) × 4 (algorithms). In this test, each individual
word list was used only once.
Figure 1 shows the word intelligibility for each word
familiarity rank in the case of the Car noise, where the x-
axis is the SNR of the noisy input speech samples. The word
intelligibility, which is defined as the ratio of the number of
words recognized correctly to the total number of words,
was calculated for each word list. It can be seen that the
word familiarity strongly aﬀects the word intelligibility. In
particular, the degradation of word intelligibility due to the
noise increases as the word familiarity rank becomes low.
We can also see that the word intelligibility for (T) is gener-
ally higher than that for (B), except for the low word famil-
iarity. The reason is that (T) causes little degradation of the
speech component, although the residual noise is relatively
loud. On the other hand, (G) seriously degrades the word in-
telligibility in most cases. The reason is that, while reducing
the noise component eﬀectively, (G) increases the speech
distortion, especially under low SNR conditions. Similar
results were obtained for the case of the Subway noise.
3. Estimation of Word Intelligibility
The proposed methodology estimates the word intelligibility
by using a distortion measure. In this paper, we adopt PESQ
(Perceptual Evaluation of Speech Quality), standardized by
the ITU-T as Rec. P.862 [6], as a distortion measure. PESQ
measures a speech distortion and outputs its value as a PESQ
MOS (Mean Opinion Score) ranging from −0.5 to 4.5.
The word intelligibility is estimated by using the esti-
mator expressed in the following form.
y =
a
1 + e−b(x−c)
, (1)
where y and x represent the estimated word intelligibility
and the PESQ MOS, respectively, and a, b, and c are con-
stants which are determined according to the relationship
between the word intelligibility and the PESQ MOS. The
estimators used were optimized for each individual word fa-
miliarity rank with independence of noise reduction algo-
rithms and noise types.
Figure 2 shows the relationship between the word intel-
ligibility and the PESQ MOS for each word familiarity rank.
In this figure, each point represents the result for one of the
noise reduction algorithms, with one of the noise types, and
one of the SNR values. The solid lines are the estimators
mentioned above. The constants used in the estimators for
each word familiarity rank are summarized in Table 2. Fig-
ure 3 shows the relationship between the true word intelligi-
bility and the estimated word intelligibility for each word fa-
miliarity rank. The coeﬃcient of determination, R2, and the
RMSE (Root Mean Square Error) for each word familiarity
rank are summarized in Table 3. From Fig. 3 and Table 3, it
can be seen that the estimated word intelligibility correlates
well with the true word intelligibility, while the word famil-
iarity rank slightly aﬀects the estimation accuracy. These re-
sults confirmed that the word intelligibility can be estimated
well from the PESQ MOS with independence of noise re-
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Fig. 2 Relationship between the word intelligibility and the PESQ MOS
for each word familiarity rank.
Fig. 3 Relationship between the true word intelligibility and the
estimated word intelligibility for each word familiarity rank.
Table 2 Values of constants used in the estimators for each word
familiarity rank.
a b c
(F1) 79.6095 2.4113 2.0783
(F2) 86.6129 2.1388 1.9107
(F3) 93.5692 1.8478 1.4058
(F4) 96.3088 1.7859 1.0848
duction algorithms and noise types. As future work, it is
necessary to evaluate the applicability of our methodology
to unknown noise reduction algorithms and noise types.
4. Conclusion
We have proposed the obejective test methodology for
Table 3 Coeﬃcient of determination and RMSE for each familiarity
rank.
R2 RMSE
(F1) 0.90 7.0
(F2) 0.91 6.6
(F3) 0.89 5.3
(F4) 0.88 4.2
noise-reduced speech that estimates the word intelligibility
by using the distortion measure, PESQ. The experimental
results confirmed that the proposed methodology gives an
accurate estimate with independence of noise reduction al-
gorithms and noise types.
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