The distribution function of the free energy fluctuations in one-dimensional directed polymers with δ-correlated random potential is studied by mapping the replicated problem to the N -particle quantum boson system with attractive interactions. We find the full set of eigenfunctions and eigenvalues of this many-body system and perform the summation over the entire spectrum of excited states. It is shown that in the thermodynamic limit the problem is reduced to the Fredholm determinant with the Airy kernel yielding the universal Tracy-Widom distribution, which is known to describe the statistical properties of the Gaussian unitary ensemble as well as many other statistical systems.
Directed polymers in a quenched random potential have been the subject of intense investigations during the past two decades (see e.g. [1] ). Diverse physical systems such as domain walls in magnetic films [2] , vortices in superconductors [3] , wetting fronts on planar systems [4] , or Burgers turbulence [5] can be mapped to this model, which exhibits numerous non-trivial features deriving from the interplay between elasticity and disorder. In the most simple one-dimensional case we deal with an elastic string directed along the τ -axis within an interval [0, L]. Randomness enters the problem through a disorder potential V [φ(τ ), τ ], which competes against the elastic energy. The problem is defined by the Hamiltonian
where in the simplest case the disorder potential V [φ, τ ] is Gaussian distributed with a zero mean V (φ, τ ) = 0 and the δ-correlations:
Here the parameter u describes the strength of the disorder. Historically, the problem of central interest was the scaling behavior of the polymer mean squared displacement which in the thermodynamic limit (L → ∞) is believed to have a universal scaling form φ 2 (L) ∝ L 2ζ (where . . . and (. . . ) denote the thermal and the disorder averages), with ζ = 2/3, the so-called wandering exponent. More general problem for all directed polymer systems of the type, Eq. (1) , is the statistical properties of their free energy fluctuations. Besides the usual extensive (linear in L) self-averaging part f 0 L (where f 0 is the linear free energy density), the total free energy F of such systems contains disorder dependent fluctuating contributionF , which is characterized by non-trivial scaling in L. It is generally believed that in the limit of large L the typical value of the free energy fluctuations scales with L asF ∝ L 1/3 (see e.g. [6] [7] [8] [9] ). In other words, in the limit of large L the total (random) free energy of the system can be represented as
where c is the parameter, which depends on the temperature and the strength of disorder, and f is the random quantity which in the thermodynamic limit L → ∞ is described by a non-trivial universal distribution function P * (f ).
The derivation of this function for the system with δ-correlated random potential, Eqs. (1)- (2) is the central issue of the present work. For the string with the zero boundary conditions at τ = 0 and at τ = L the partition function of a given sample is
where β denotes the inverse temperature. On the other hand, the partition function is related to the total free energy
The free energy F [V ] is defined for a specific realization of the random potential V and thus represent a random variable. Taking the N -th power of both sides of this relation and performing the averaging over the random potential V we obtain
where the quantity in the lhs of the above equation is called the replica partition function. Substituting here F = f 0 L + c L 1/3 f , and redefining
we getZ
where λ = βcL 1/3 . The averaging in the rhs of the above equation can be represented in terms of the distribution function P L (f ) (which depends on the system size L). In this way we arrive to the following general relation between the replica partition functionZ[N, L] and the distribution function of the free energy fluctuations P L (f ):
Of course, the most interesting object is the thermodynamic limit distribution function P * (f ) = lim L→∞ P L (f ) which is expected to be the universal quantity. The above equation is the bilateral Laplace transform of the function P L (f ), and at least formally it allows to restore this function via inverse Laplace transform of the replica partition functioñ Z[N, L]. In order to do so one has to computeZ[N, L] for an arbitrary integer N and then perform analytical continuation of this function from integer to arbitrary complex values of N . In Kardar's original solution [9] , after mapping the replicated problem to interacting quantum bosons, one arrives at the replica partition function for positive integer parameters N > 1. Assuming a large L → ∞ limit, one is tempted to approximate the result by the ground state contribution only, as for any N > 1 the contributions of excited states are exponentially small for L → ∞. However, in the analytic continuation for arbitrary complex N the contributions which are exponentially small at positive integer N > 1 can become essential in the region N → 0, which defines the function P (f ) (in other word, the problem is that the two limits L → ∞ and N → 0 do not commute [10, 11] ). As a consequence, the resulting distribution function P * (f ) exhibits severe pathologies such as the vanishing of its second moment, which assumes that the distribution function is not positively defined. Nevertheless, in terms of this approximation (assuming he universal scaling L 1/3 of the free energy fluctuations) one can derive the left tail of the distribution function P * (f ) which is given by the asymptotics of the Airy function, [12] . For the first time the form of the right tail of this distribution function, P * (f → +∞) ∼ exp −(const)f 3 , has been derived in terms of the optimal fluctuation approach [13] , where it has been demonstrated that both asymptotics (left and right) of the function P * (f ) are consistent with the Tracy-Widom (TW) distribution [14] . Originally the TW distribution has been derived in the context of the statistical properties of the Gaussian Unitary Ensemble while at present it is well established to describe the statistics of fluctuations in various random systems [15] [16] [17] [18] [19] [20] , which were widely believed to belong to the same universality class as the present model [13, 21, 22] . Finally, quite recently, the one-point distribution of the solutions of the KPZ-equation (which is equivalent to the present model) has been derived for an arbitrary value of L, and it has been shown that in the limit L → ∞ this distribution turns into the Tracy-Widom distribution [23, 24] .
In the recent paper [25] an attempt has been made to derive the free energy distribution function P * (f ) via the calculation of the replica partition function Z[N, L] in terms of the Bethe-Ansatz solution for quantum bosons with attractive δ-interactions which involved the summation over the entire spectrum of exited states. Unfortunately, the attempt has failed because on one hand, the calculations contained a kind of a hidden "uncontrolled approximation", and on the other hand, the analytic continuation of obtained Z(N, L) was found to be ambiguous. Later on it turned out that it is possible to bypass the problem of the analytic continuation if instead of the distribution function itself one would study its integral representation
which gives the probability to find the fluctuation f bigger that a given value x. Formally the function W (x) can be defined as follows:
On the other hand, the probability function W (x) can be computed in terms of the replica partition functionZ[N, L] by summing over all replica integers
In terms of this approach, quite recently it has been reported that performing the summation over the entire spectrum of excited states of N -particle quantum boson system the above series, eq.(12), can reduced to the Fredholm determinant with the Airy kernel which is known to yield the Tracy-Widom distribution [26, 27] . Present paper provides the detailed derivation of this result. In particular, Appendices A and B contain detailed analysis of the properties of N -particle wave functions of quantum bosons with both repulsive and attractive δ-interactions. Besides, basing on the definition of the Fredholm determinant with the Airy kernel, in Appendix C it is demonstrated how the explicit form of the Tracy-Widom distribution can be derived in terms of the solution of the Panlevé II differential equation.
II. MAPPING TO QUANTUM BOSONS
Explicitly, the replica partition function, Eq.(6), of the system described by the Hamiltonian, Eq.(1), is
Since the random potential V [φ, τ ] has the Gaussian distribution the disorder averaging (...) in the above equation is very simple:
Using Eq.(2) we find:
It should be noted that the second term in the exponential of the above equation contain formally divergent contributions proportional to δ(0) (due to the terms with a = b). In fact, this is just an indication that the continuous model, Eqs. (1)- (2) is ill defined as short distances and requires proper lattice regularization. Of course, the corresponding lattice model would contain no divergences, and the terms with a = b in the exponential of the corresponding replica partition function would produce irrelevant constant 1 2 Lβ 2 uN δ(0) (where the lattice version of δ(0) has a finite value). Since the lattice regularization has no impact on the continuous long distance properties of the considered system this term will be just omitted in our further study.
Introducing the N -component scalar field replica Hamiltonian
for the replica partition function, Eq. (15), we obtain the standard expression
where φ ≡ {φ 1 , . . . , φ N }. According to the above definition this partition function describe the statistics of N δ-interacting (attracting) trajectories φ a (τ ) all starting (at τ = 0) and ending (at τ = L) at zero:
In order to map the problem to one-dimensional quantum bosons, let us introduce more general object
which describes N trajectories φ a (τ ) all starting at zero (φ a (0) = 0), but ending at τ = t in arbitrary given points {x 1 , ..., x N }. One can easily show that instead of using the path integral, Ψ(x; t) may be obtained as the solution of the linear differential equation
with the initial condition
One can easily see that Eq. (19) is the imaginary-time Schrödinger equation
with the HamiltonianĤ
which describes N bose-particles of mass β interacting via the attractive two-body potential −β 2 uδ(x). The original replica partition function, Eq.(17), then is obtained via a particular choice of the final-point coordinates,
The eigenfunction of N -particle system of repulsive bosons (u < 0), Eq. (22), have been derived by Lieb and Liniger in 1963 [28] (for details see Appendix A, as well as Refs. [29, 30] ). The spectrum and some properties of the eigenfunctions for attractive (u > 0) one-dimensional quantum boson system have been derived by McGuire [31] and by Yang [32] (see also Ref. [33, 34] ). Detailed structure and the properties of these wave functions are described in Appendix B. A generic eigenstate of such system consists of M (1 ≤ M ≤ N ) "clusters" {Ω α } (α = 1, ..., M ) of bound particles. Each cluster is characterized by the momentum q α of its center of mass motion, and by the number n α of particles contained in it (such that M α=1 n α = N ). Correspondingly, the eigenfunction Ψ (M) q,n (x 1 , ..., x N ) of such state is characterized by M continuous parameters q = (q 1 , ..., q M ) and M integer parameters n = (n 1 , ..., n M ) (see Appendix B2, Eq.(B.28)). The energy spectrum of this state is
where
A general time dependent solution Ψ(x, t) of the Schrödinger equation (19) 
where the summations over the integer parameters n α and the integrations over the momenta q α are performed in a restricted subspace, Eqs. (27) where due to the symmetry of the function f q, n = Ψ
L with respect to permutations of all its M pairs of arguments (q α , n α ) the integrations over M momenta q α can be extended to the whole space R M while the summations over n α 's are bounded by the only constrain M α=1 n α = N (for simplicity, due to the presence of the Kronecker symbol δ α n α , N , the summations over n α 's are extended to infinity).
III. REPLICAS PARTITION FUNCTION AND THE FREE ENERGY DISTRIBUTION FUNCTION
Using the explicit form of the wave functions Ψ 
is the linear (selfaveraging) free energy density (cf. Eq. (7), and
The first term in the above expression is the contribution of the ground state (M = 1), while the next terms (M ≥ 2) are the contributions of the rest of the energy spectrum.
The terms cubic in n α in the exponential of Eq. (29) can be linearised with the help of Airy function, using the standard relation
Redefining the momenta, q α = βκ/L 1/3 p α and introducing a new parameter
after shifting the Airy function parameters of integration y α → y α + p 2 α the expression forZ(N, λ) becomes sufficiently compact:
Now, using the Cauchy double alternant identity
the product term in eq. (32) can be represented in the determinant form:
Substituting now the expression for the replica partition functionZ(N, λ) into the definition of the probability function, eq.(12), we can perform summation over N (which would lift the constraint M α=1 n α = N ) and obtain:
The above expression in nothing else but the expansion of the Fredholm determinant det(1 −K) (see e.g. [35] ) with the kernelK
Using the exponential representation of this determinant we get
Substituting here
one can easily perform the summation over n α 's. Taking into account that
and shifting the integration parameters, y α → y α − x+ ω α + ω α−1 and ω α → ω α + x/2, after taking the thermodynamic limit, L → ∞ (which according to Eq.(31) is equivalent to λ → ∞) we obtain
where by definition it is assumed that ω 0 ≡ ω M . Using the Airy function integral representation, and taking into account that it satisfies the differential equation, Ai ′′ (t) = t Ai(t), one can easily perform the following integrations:
is the so called Airy kernel. This proves that in the thermodynamic limit, L → ∞, the probability function W (x), eq. (10), is defined by the Fredholm determinant,
whereK A is the integral operator on [−x/2 2/3 , ∞) with the Airy kernel, eq.(44). The function F 2 (s) is the TracyWidom distribution [14] 
where the function q(t) is the solution of the Panlevé II equation, q ′′ = tq + 2q 3 with the boundary condition, q(t → +∞) ∼ Ai(t) (see Appendix C).
IV. CONCLUSIONS
The Tracy-Widom distribution, Eq.(46), was originally derived as the probability distribution of the largest eigenvalue of a n × n random hermitian matrix in the limit n → ∞. At present there are exists an appreciable list of statistical systems (which are not always look similar) in which the fluctuations of the quantities which play the role of "energy" are described by the same distribution function F 2 (s). These systems are: the polynuclear growth (PNG) model [15] , the longest increasing subsequences (LIS) model [16] , the longest common subsequences (LCS) [17] , the oriented digital boiling model [18] , the ballistic decomposition model [19] , the zero-temperature lattice version of the directed polymers with an exponential and geometric site-disorder distribution [20] . Now we can add to this list the continuous one-dimensional directed polymers with Gaussian δ-correlated random potential.
Appendix A
Quantum bosons with repulsive interactions
Eigenfunctions
The eigenstates equation for N -particle system of one-dimensional quantum bosons with δ-interactions is
(where κ = β 3 u). Due to the symmetry of the wave function with respect to permutations of its arguments it is sufficient to consider it in the sector
as well as at its boundary. Inside this sector the wave function Ψ(x) satisfy the equation
which describes N free particles, and its generic solution is the linear combination of N plane waves characterized by N momenta {q 1 , q 2 , ..., q N } ≡ q. Integrating Eq.(A.1) over the variable (x i+1 − x i ) in a small interval around zero, |x i+1 − x i | < ǫ → 0, and assuming that the other variables {x j } (with j = i, i + 1) belong to the sector, Eq.(A.2), one easily finds that the wave function Ψ(x) must satisfy the following boundary conditions:
Functions satisfying both Eq. (A.3) and the boundary conditions Eq. (A.4) can be written in the form
where C is the normalization constant to be defined later. First of all, it is evident that being the linear combination of the plane waves, the above wave function satisfy Eq.(A.3). To demonstrate which way this function satisfy the boundary conditions, Eq.(A.4), let us check it, as an example, for the case i = 1. According to Eq.(A.5), the wave function Ψ (N )
q (x) can be represented in the form
One can easily see that this function is antisymmetric with respect to the permutation of x 1 and x 2 . Substituting Eq.(A.6) into Eq.(A.4) (with i = 1) we get
Given the antisymmetry of the l.h.s expression with respect to the permutation of x 1 and x 2 the above condition is indeed satisfied at boundary
Since the eigenfunction Ψ (N )
q (x) satisfying Eq.(A.1) must be symmetric with respect to permutations of its arguments, the function, Eq.(A.5), can be easily continued beyond the sector, Eq.(A.2), to the entire space of variables
where, by definition, the differential operators ∂ xa act only on the exponential terms and not on the sgn(x) functions, and for further convenience we have redefined i
where the summation goes over the permutations P of N momenta {q 1 , q 2 , ..., q N } over N particles {x 1 , x 2 , ..., x N }, and [P ] denotes the parity of the permutation. In this way the eigenfunction, Eq.(A.9), can be represented as follows
Taking the derivatives, we obtain
It is evident from these representations that the eigenfunctions Ψ q ′ (x) where it is assumed that
Using the representation, Eq.(A.11), for the overlap of these two function we get
Integrating by parts we obtain
q pa x a (A.17) Taking the derivatives and performing the integrations we find
Taking into account the constraint, Eq.(A.14), one can easily note that the only the terms which survive in the above summation over the permutations are P = P ′ , all contributing equal value. Thus, we finally get
With the normalization constant
we conclude that the set of the eigenfunctions, Eq.(A.11) or (A.12), are orthonormal. The proof of completeness of this set is given in Ref. [30] . It should be noted that the above wave functions present the orthonormal set of eigenfunctions of the problem, Eq.(A.1), for any sign of the interactions κ, e.i. both for the repulsive, κ < 0, and for the attractive, κ > 0, cases. However, only in the case of repulsion this set is complete, while in the case of attractive interactions, κ > 0, in addition to the solutions, Eq.(A.11), which describe the continuous free particles spectrum, one finds the whole family of discrete bound eigenstates (which do not exist in the case of repulsion).
Appendix B
Quantum bosons with attractive interactions
Ground state
The simplest example of the bound eigenstate defined by eq.(A.1) (with κ > 0) is the one in which all N particles are bound into a single "cluster":
where C is the normalization constant (to be defined below) and q is the continuous momentum of free center of mass motion. Substituting this function in Eq.(A.1), one can easily check that this is indeed the eigenfunction with the energy spectrum given by the relation
where it is assumed (by definition) that sgn(0) = 0. Since the result of the above summations does not depend on the mutual particles positions, for simplicity we can order them according to Eq.(A.2). Then, using well known relations
for the energy spectrum, Eq.(B.2), we get
The normalization constant C is defined by the orthonormality condition
Substituting here Eq.(B.1) we get
where for the ordering, Eq.(A.2), we have used the relation
Integrating first over x N , then over x N −1 , and proceeding until x 1 , we find
According to Eq.(B.7) this defines the normalization constant
Note
It should be noted that the wave function, Eq.(B.1), can also be derived from the general eigenfunctions structure, Eq.(A.12), by introducing (discrete) imaginary parts for the momenta q a . We assume again that the position of particles are ordered according to Eq.(A.2), and define the particles' momenta according to the rule
Substituting this into Eq.(A.12) we get
Here one can easily note that due to the presence of the product N a<b [P b −P a +1] in the summation over permutations only the trivial one, P a = a, gives non-zero contribution (if we permute any two numbers in the sequence 1, 2, ..., N then we can always find two numbers a < b, such that P b = P a − 1). Thus
Taking into account the relation, Eq.(B.9), we recover the function, Eq.(B.1), which is symmetric with respect to its N arguments and therefore can be extended beyond the sector, Eq.(A.2), for arbitrary particles positions. Finally, substituting the momenta, Eq.(B.12), into the general expression for the energy spectrum, Eq.(A.13), we get
Performing here simple summations (using Eqs.(B.4), (B.5)) one recovers Eq.(B.6).
Eigenfunctions
A generic eigenfunction of attractive bosons is characterized by N momenta parameters {q a } (a = 1, 2, ...N ) which may have imaginary parts. It is convenient to group these parameters into M (1 ≤ M ≤ N ) "vector" momenta,
where q α (α = 1, 2, ..., M ) are the continuous (real) parameters, and the discrete imaginary components of each "vector" are labeled by an index r = 1, 2, ..., n α . With the given total number of particles equal to N , the integers n α have to satisfy the constraint
In other words, a generic eigenstate is characterized by the discrete number M of complex "vector" momenta, by the set of M integer parameters {n 1 , n 2 , ..., n M } ≡ n (which are the numbers of imaginary components of each "vector") and by the set of M real continuous momenta {q 1 , q 2 , ..., q M } ≡ q.
The general expression for the eigenfunctions is given in Eqs.(A.9)-(A.12). To understand the structure of the determinant of the N × N matrix exp(iq a x b ), which defines these wave functions, the N momenta q a , eq.(B.17) where the summation goes over the permutations of N momenta {q a }, Eq.(B.19), over N particles {x 1 , x 2 , ..., x N }, and [P ] denotes the parity of the permutation. For a given permutation P a particle number a is attributed a momentum component q α(a) r(a) . The particles getting the momenta with the same α (having the same real part q α ) will be called belonging to a cluster Ω α . For a given permutation P the particles belonging to the same cluster are numbered by the "internal" index r = 1, ..., n α . Thus, according to Eq.(A.11),
q,n is the normalization constant to be defined later. Substituting here Eq.(B.17) and taking derivatives we get
The pre-exponential product in the above equation contains two types of term: the pairs of points (a, b) which belong to different clusters (α(a) = α(b)), and pairs of points which belong to the same cluster (α(a) = α(b)). In the last case, the product Π α over the pairs of points which belong to a cluster Ω α reduces to
As for the ground state wave function Eq. (B.14)-(B.15), one can easily note that due to the presence of this product in the summations over n α ! "internal" (inside the cluster Ω α ) permutations r(a) only one permutation gives nonzero contribution. To prove this statement, we note that the wave function Ψ (M) q,n (x) is symmetric with respect to permutations of its N arguments {x a }; it is then sufficient to consider the case where the positions of the particles are ordered, x 1 < x 2 < · · · < x N . In particular, the particles {x a k } (k = 1, 2, . . . , n α ) belonging to the same cluster Ω α are also ordered x a1 < x a2 < · · · < x an α . In this case
Now it is evident that the above product is non-zero only for the trivial permutation, r(k) = k (since if we permute any two numbers in the sequence 1, 2, ..., n α , we can always find two numbers k < l, such that r(l) = r(k) − 1). In this case
Including the values of all these "internal" products, Eq.(B.25), into the redefined normalization constant C (M) q,n , for the wave function, Eq.(B.22) (with x 1 < x 2 < · · · < x N ), we obtain
where the product goes now only over the pairs of particles belonging to different clusters, and the symbol P ′ means that the summation goes only over the permutations P in which the "internal" indices r(a) are ordered inside each cluster. Note that although the positions of particles belonging to the same cluster are ordered, the mutual positions of particles belonging to different clusters could be arbitrary, so that geometrically the clusters are free to "penetrate" each other. In other words, the name "cluster" does to assume geometrically compact particles positions. Now taking into account the symmetry of the wave function Ψ (M) q,n (x) with respect to the permutations of its arguments the expression in Eq.(B.26) can be easily continued beyond the the sector x 1 < x 2 < ... < x N for the entire coordinate space R N . Using the relations
(where x a1 < x a2 < ... < x an α ), for the wave function Ψ
q,n (x) with arbitrary particles positions we get the following sufficiently compact representation (cf. Eq.(B.21)): 
Orthonormality
We define the overlap of two wave functions characterized by two sets of parameters, (M, n, q) and (M ′ , n ′ , q ′ ) as
Substituting here Eq.(B.28) we get
where {Ω α } and {Ω ′ α } denote the clusters of the permutations P and P ′ correspondingly. Integrating by parts we obtain
First, let us consider the case when the integer parameters of the two functions coincide, M = M ′ , n = n ′ , and for the moment let us suppose that all these integer parameters {n α } are different, 1 ≤ n 1 < n 2 < ... < n M . Then, in the summations over the permutations in Eq.(B.32), we find two types of terms:
(A) the "diagonal" ones in which the two permutations coincide, P = P ′ ; (B) the "off-diagonal" ones in which the two permutations are different, P = P ′ . The contribution of the "diagonal" ones reeds
It is evident that all permutations α(a) in the above equation give the same contribution and therefore it is sufficient to consider only the contribution of the "trivial" permutation which is represented by line in Eq.(B.19). The cluster ordering given by this permutation we denote by α 0 (a). For this particular configuration of clusters we can redefine the particles numbering, so that instead of a "plane" index a = 1, 2, ..., N the particles would be counted by two indices (α, r): {x a } → {x α r } (α = 1, ..., M ) (r = 1, ..., n α ) indicating to which cluster α a given particle belongs and what is its "internal" cluster number r. Due to the symmetry of the integrated expression in Eq.(B.33) with respect to the permutations of the particles inside the clusters, we can introduce the "internal" particles ordering for every cluster: x α 1 < x α 2 < ... < x α nα . In this way, using the relation, Eq.(B.27), we get
where the factor N !/n 1 !...n M ! is the total number of permutations of M clusters over N particles. Taking the derivatives and reorganizing the terms we obtain 
Now let us prove that the "off-diagonal" terms of Eq.(B.32), in which the permutations P and P ′ are different, give no contribution. Here we can also chose one of the permutations, say the permutation P , to be the "trivial" one represented by line in Eq.(B.19) with the cluster ordering denoted by α 0 (a). Given the symmetry of the wave functions it will be sufficient to consider the contribution of the sector x 1 < x 2 < ... < x N . According to Eq.(B.32), we get
Here the symbols {Ω o α } denote the clusters of the trivial permutation α 0 (a). Since P ′ = P , some of the clusters Ω ′ α must be different from Ω o α . As an illustration, let us consider a particular case of N = 10, with three clusters n 1 = 5 (denoted by the symbol " ") , n 2 = 2 (denoted by the symbol "×") and n 3 = 3 (denoted by the symbol "△"):
particle number a 1 2 3 4 5 6 7 8 9 10
Here in the permutation α ′ (a) the particle a = 4 belong to the cluster α = 3 (and not to the cluster α = 1 as in the permutation α 0 (a)), and the particle a = 8 belong to the cluster α = 1 (and not to the cluster α = 3 as in the permutation α 0 (a)). Now let us look carefully at the structure of the products in Eq.(B.37). Unlike the first product, which contains no "internal" products among particles belonging to the cluster Ω o 1 , the second product does. Besides, the signs of the differential operators ∂ xa − ∂ x b in the second product is opposite to the "normal" ones in the first product (cf. Eqs.(B.23)-(B.25) ). It is these two factors (the presence of the "internal" products and the "wrong" signs of the differential operators) which makes the "off-diagonal" contributions, Eq.(B.37), to be zero. Indeed, in the above example, the second product contains the term
(we remind that the particles in the clusters Ω o α are ordered, and in particular x 4 < x 5 ). Taking the derivatives, we get
since in the first cluster r(a) = a.
One can easily understand that the above example reflect the general situation. Since all the cluster sizes n α are supposed to be different, whatever the permutation α ′ (a) is, we can always find a cluster Ω o α such that some of its particles belong to the same cluster number α in the permutation α ′ (a) while the others do not. Then one has to consider the contribution of the product of two neighboring number points
where in the permutation α ′ (a) the particle k belong to the cluster number α and the particle (k + 1) belong to some other cluster. Taking the derivatives one gets
as r(a) is the "internal" particle number in the cluster Ω q,n (x) (having the same number of clusters M and characterized by the same set of the integer parameters 1 ≤ n 1 < n 2 < ... < n M ) comes from the "diagonal" terms, Eq.(B.36):
The situation when there are clusters which have the same numbers of particles n α is somewhat more complicated. Let us consider the overlap between two wave function Ψ
q,n (x) (which, as before have the same M and n) such that in the set of M integers n 1 , n 2 , ..., n M there are two n α 's which are equal, say n α1 = n α2 (where α 1 = α 2 ). In the eigenstate (q ′ , n) these two clusters have the center of mass momenta q ′ α1 and q ′ α2 , and in the the eigenstate (q, n) they have the momenta q α1 and q α2 correspondingly. According to the above discussion, the non-zero contributions in the summation over the cluster permutations α(a) and α ′ (a) in Eq.(B.32) appears only if the clusters {Ω α } of the permutation α(a) totally coincide with the clusters {Ω ′ α } of the permutation α ′ (a). In the case when all n α are different this is possible only if the permutation α(a) coincides with the permutation α ′ (a). In contrast to that, in the case when we have n α1 = n α2 , there are two non-zero options. The first one, as before, is given by the "diagonal" terms with α(a) = α ′ (a) (so that the clusters {Ω α } and {Ω ′ α } are just the same), and this contribution is proportional to δ(q α1 −′ ,n (x): the permutation of two momenta q α1 and q α2 belonging to the clusters which have the same numbers of particles, n α1 = n α2 produces the factor (−1) nα 1 . This is evident from the general expression for the wave function, eq.(A.9), where the permutation of any two momenta q α1 and q α2 belonging to the clusters which have the same numbers of particles corresponds to the permutation of n columns of the matrix exp(iq a x b ). Therefore considering the clusters with equal numbers of particles as equivalent and restricting analysis to the sectors q α1 < q α2 ; q ′ α1 < q ′ α2 we find that the second contribution, δ(q α1 −q A generic eigenstate (q, n) with M clusters could be specified in terms of the following set of parameters:
where s 1 + s 2 + ... + s k = M and k integers {m i } (1 ≤ k ≤ M ) are all supposed to be different:
Here the integer parameter k denotes the number of different cluster types. For a given k
Due to the symmetry with respect to the momenta permutations inside the subsets of equal n's it is sufficient to consider the wave functions in the sectors Finally, let us consider the overlap of two eigenstates described by two different sets of integer parameters, n ′ = n. In fact this situation is quite simple because if the clusters of the two states are different from each other, it means that in the summation over the pairs of permutations P and P ′ in Eq.(B.32) there exist no two permutations for which these two sets of clusters {Ω α } and {Ω ′ α } would coincide. Which, according to the above analysis, means that this expression is equal to zero. Note that the condition M ′ = M automatically implies that n ′ = n. Thus we have proved that
where the integer parameters {n α } and {n 
In other words, the wave functions, Eq.(B.28), form the orthonormal set. Although, at present we are not able to prove that this set is complete, the suggestion of the completeness (which assumes that there are exist no other eigenstates besides those described above) looks quite natural.
Propagator
The time dependent solution Ψ(x, t) of the imaginary-time Schrödinger equation 
where δ(n, l) is the Kronecker symbol, and for simplicity (due to the presence of these Kronecker symbols) the summations over m i and s i are extended to infinity. The symbol ′ Dq in Eq.(B.51) denotes the integration over M momenta q α in the sectors, Eq.(B.46).
The replica partition function Z(N, L) of the original directed polymer problem is obtained via a particular choice of the final-point coordinates,
According to Eq.(B.28), for M ≥ 2,
Substituting here the value of the normalization constant, Eq.(B.48), we get
This expression can be essentially simplified. Shifting the product over r ′ in the denominator by 1 we obtain
Redefining the product parameter r in the denominator, r → n α + 1 − r, and changing the obtained expression (under the modulus square) by its complex conjugate we get
Shifting now the product over r in the numerator by 1 we finally obtain 
Since the function f q, n = Ψ
53) is symmetric with respect to permutations of all its M pairs of arguments (q α , n α ) the integrations over M momenta q α can be extended beyond the sector defined in Eq.(B.46) for the whole space R M . As a consequence, there is no need to distinguish equal and different n α 's any more, and instead of Eq.(B.52), we can sum over M integer parameters n α with the only constrain, Eq.(B.18) (note that this kind of simplifications holds only for the specific "zero final-point" object Ψ(0; t), Eq.(B.53), and not for the general propagator Ψ(x; t), Eq.(B.51) containing N arbitrary coordinates x 1 , ..., x N ). Thus, instead of Eq.(B.53) we get
Substituting here Eqs.(B.29), (B.58) and (B.59) we get the following sufficiently compact representation for the replica partition function:
(n 
Appendix C
Fredholm determinant with the Airy kernel and the Tracy-Widom distribution
In this Appendix the original derivation of Tracy and Widom [14] will be repeated in simple terms to demonstarate that the function F 2 (s) defined as the Fredholm determinant with the Airy kernel can be expressed in terms of the solution of the Panlevé II differential equation, namely
whereK A is the integral operator defined on semi-infinite interval [s, ∞) with the Airy kernel,
and the function q(t) is the solution of the Panlevé II equation,
with the boundary condition, q(t → +∞) ∼ Ai(t).
Let us introduce a new function R(t) such that Taking derivatives of the above three functions q(s), v(s) and p(s), Eqs.(C.11), (C.13) and (C.14), after somewhat painfull algebra one finds the following three relations:
Taking derivative of the combination R 2 − 2v and using Eqs.(C.10) and (C.17), we get which is the special case of the Panlevé II differential equation [36, 37] . Thus, substituting Eq.(C.12) into Eq.(C.4) we obtain Eq.(C.1).
The function F 2 (s) gives the probability that a random quantity t described by a probability distribution functions P T W (t) has the value bigger than a given parameter s: 
