We propose a novel vector field based guidance scheme for tracking and surveillance of a convoy, moving along a possibly nonlinear trajectory on the ground, by an aerial agent. The scheme first computes a time varying ellipse that encompasses all the targets in the convoy using a simple regression based algorithm. It then ensures convergence of the agent to a trajectory that repeatedly traverses this moving ellipse. The scheme is analyzed using perturbation theory of nonlinear differential equations and supporting simulations are provided. Some related implementation issues are discussed and advantages of the scheme are highlighted.
I. INTRODUCTION
We consider the problem of effectively protecting/surveillance of a slowly moving convoy of targets with aerial agents such as UAVs or quadrotors. For the purposes of this work, we consider a single monitoring agent modelled by unicycle kinematics, and develop a guidance law whereby it latches on to a slowly moving ellipse that encircles the convoy moving along a possibly nonlinear trajectory and moves with it. A convoy is a group of targets trailing one after the other while moving on the same path on the ground. Elliptical orbits are more economical in terms of distance travelled for monitoring such targets, as compared to circular orbits which have been more common in earlier works. Thus the problem is twofold: to compute the moving ellipse around the convoy and to follow a trajectory that remains faithful to traversal of this elliptical orbit as the convoy moves along a possibly nonlinear but smooth trajectory. We assume that the aerial agent moves much faster than the convoy targets. We then leverage the assumed time scale separation between the motions of the target(s) and the aerial agent to exploit some facts from the perturbation theory of differential equations.
We briefly recall here some related works, the reader is referred to [1] for an extended survey. There is a lot of literature on guidance strategies to follow circular orbits around stationary and moving targets. The closest in spirit to our work are the guidance laws based on appropriately designing the relevant vector fields for target tracking applications. For example, vector field based guidance laws have been used for tracking of a single target [2] or close groups of targets [3] with multiple UAVs while maintaining a minimum standoff distance from the targets. In both cases the tracking UAVs achieve a phase separation on the circular orbit by controling the linear velocity with a phase error term. [4] extends the work in [2] to a race-track like path for tracking a convoy moving on a straight line. [5] transforms the guidance vector field developed in [2] to track fixed elliptical orbits whose parameters depend on estimation uncertainties of the target states for a target moving in a straight line. Vector field based guidance laws for tracking circular orbits have various applications other than target tracking, e.g., atmospheric sensing [6] , path following [7] . Cyclic pursuit is also a popular approach where multiple agents cooperatively converge to a circular orbit with an equi-spaced formation, for both stationary [8] and moving [9] targets. [10] extends the latter for circular orbits of varying radius around the target.
Another aspect of using circular orbits for target monitoring is formation control. [11] proposes agent formation strategies where the agents follow circular orbits centered at target to loiter around slow moving targets and move with a fixed equi-spaced formation on the orbit when the target moves faster. [12] proposes steering control laws for cooperating agents to perform and transition between two stably controlled group motions: parallel motion and circular motion. It is also shown that this method can be used to track a point moving on a piecewise linear path.
For the problem of convoy protection one approach is to track lemniscate like orbits. [13] propose a strategy where a single UAV tracks lemniscate like orbits centered at the convoy centroid. [14] uses a combination of lemniscate like lateral orbits and parameterised asymmetric longitudinal orbits to follow a convoy moving on a straight line. [15] treats the UAVs as Dubins vehicles and designs time-optimal paths for convoy protection of stationary ground vehicles. They propose control strategy to use these paths to monitor a convoy moving in a straight line. Unlike these strategies, our proposed strategy can easily be adapted for tracking of a convoy while maintaining a minimum stand-off distance as discussed in later sections.
The paper is organized as follows: Section II describes our choice of the elliptical orbit for convoy encirclement. Section III describes the vector field guidance strategy to guide the agent to this orbit. Section IV validates the guidance law and the convoy encirclement strategy through MATLAB simulations.
II. CONVOY ENCIRCLEMENT USING ELLIPTICAL ORBITS
The proposed encirclement strategy discussed in this section aims to continuously encircle all the targets in the convoy as they move along some path. For this work we assume that the positions of the targets constituting the convoy are always known to the monitoring agent either through sensing or through cooperation. The encirclement strategy is implemented by an algorithm that runs in each iteration of the guidance loop, and defines an ellipse around the positions of the targets at each instant of time. It is assumed that the speed of the tracking agent is V A ∈ [V Amin , V Amax ] and the speed V i of the target i is bounded above by V Tmax where V Tmax << V Amin . We follow the convention that the targets are numbered 1, ..., N along the direction of travel for the convoy, i.e. the leading agent in the convoy is agent N . We denote the set of real numbers as R and the rotation matrix from the right handed global reference frame to a tilted frame with tilt angle θ(t) as
The algorithm fits a linear regression line to the target positions to define a bounding rectangle l 1 (t) × l 2 (t) that contains all target points either inside or on it as illustrated in Fig 1 . To encompass all the targets we consider ellipses that either contain or circumscribe this rectangle as potential paths for the monitoring agents to follow.
The equations for computing slope m and intercept c of a regression line y = mx + c fit to data points (x i , y i ) are:
yi N , where (x i , y i ) represent the positions of convoy target i in the global reference frame.
Remark 1: An issue with linear regression is that when fitting line y = mx + c to the data points stacked close to the y axis, linear regression yields a nearly horizontal line with large projection errors. Thus if the regression line is fit relative to a fixed inertial frame, as when the convoy moves The red points shown are the targets moving on the black path at three instants of time t1 < t2 < t3. The green line segment is the regression line relative to global frame. The blue line segment is the result of Algorithm 1 on a path in the vicinity of the inertial y axis, a sudden change in inclination angle θ E of the the regression line occurs as shown in Fig. 2 , which is not desirable because a segment of this line is used later to define the major axis of the encircling ellipse. We describe below a way around.
Algorithm 1 initialises the θ E (k) as follows: If the agents lie on a vertical line in the global reference frame, then the numerator and denominator for regression line slope m are both zero and the algorithm sets θ E (0) = π 2 . Algorithm 2 computes l 1 (0) as length of the line segment joining the first and last projections of the targets on the regression line, and l 2 (0) as twice the maximum normal projection error d max from the target positions to the regression line (see Fig. 1 ). l 2 (0) > l 1 (0) implies large projection error and regression angle is set to θ E (0) = π 2 − θ E (k). To avoid the problem discussed in Remark 1 in the subsequent iterations of the guidance loop (indexed by iteration count k), Algorithm 1 selects a convoy-centric coordinate frame B(k) centered at the average target position (x,ȳ) with the x axis aligned along θ E (k − 1), and a regression line y = m x (solid blue line segment in Fig. 1 ) is fit to the agent positions at the instant k relative to the frame B(k). This regression line always passes through the origin of the coordinate frame B(k), as the average value (x,ȳ) of the data points always lies on the regression line by virtue of (2). The change in tilt angle δ θ (k) ∈ −π 2 , π 2 for each iteration is computed as
Algorithm 2 recomputes θ E (k) as the inclination angle of the ray joining (x,ȳ) to the projected position (x p N , y p N ) of the target N on this regression line. As a result, θ E (k) ∈ (−π, π].
Since the motion of the agents is continuous, slope m of the regression line in the frame B(k) also varies continuously with time k. As a result, δ θ (k) in the local reference frame B(k) is a small angle with respect to the local x axis and the issue discussed in Remark 1 is avoided. l 1 (k), l 2 (k) are computed in the same manner as in the initialisation step using Algorithm 2.
if mn = 0 and m d = 0 then 7: 9: θE(k) = arctan(m) 10:
From Algorithm 1 we have the tilt angle θ E (k) of the major axis relative to the global reference frame. The lengths of the semi-major and minor axes can be selected according to the objective of the monitoring mission. Henceforth we consider the minimum area ellipse circumscribing the bounding rectangle around the convoy. By Lemma 1 in the full version of this paper [16] , the minimum area ellipse E : x 2 a 2 + y 2 b 2 = 1 with a > b > 0 that circumscribes the bounding rectangle around the convoy has semi-major axes a = l1 √ 2 and semi-minor axes b = l2 √ 2 (shown as the blue ellipse in Fig. 3 ). Some monitoring applications such as [2] may require that the monitoring agent must maintain a minimum stand-off distance d s from the targets. To ensure this, instead of the l 1 × l 2 rectangle, the l 1s × l 2s rectangle centered at (x o , y o ) is considered with l 1s = l 1 + 2d s and l 2s = l 2 + 2d s , whereby the same algorithm guarantees a minimum stand off distance of the elliptical path from the convoy agents (shown as the black ellipse in Fig. 3 ).
Most agents in practice have an upper bound ω max on their angular speed. Assume that they are described by the unicycle model with state space representatioṅ
where (x A (t), y A (t)) are the agent position coordiantes,
is the commanded constant linear speed, and ω A (t) the commanded angular velocity of the monitoring agent satisfying |ω A (t)| ≤ ω max . By Lemma 2 in the full version of this paper [16] ,
if dmax ≤ |yr| then 5: dmax = |yr| 6: if xmin ≥ xr then 7:
xmin = xr 8: if xmax ≤ xr then 9: xmax = xr 10: if i = N then 11: x B N = xr 12 : minimum radius of curvature of the ellipse E is R min = b 2 a . To ensure that ω A < ω max while following the elliptical path, R min and the minimum turn radius of the agent
Assuming that δ θ E is small, the maximum relative velocity between the target and the agent is
which ensures that the circumscribing elliptical orbit of minimum area is selected as long as it doesn't violate the minimum turn radius or minimum speed of the monitoring agent on the ellipse.
III. GUIDANCE STRATEGY
Since the proposed algorithm assigns an ellipse around the convoy of interest, a guidance strategy is essential for tracking this elliptical path around the convoy. This strategy must be able to guide the monitoring agent from any initial pose to any ellipse of interest defined in 2D space. To simplify analysis it is assumed that the speed of the monitoring tracking agent is greater than the convoy's maximum speed. Also, the monitoring agent is characterized by a unicycle kinematic model described in (3) . For the case of an ellipse having its axes aligned along the 2D reference frame and centered at the origin, the equation of the ellipse is given by
Differentiating this equation with respect to the x coordinate, the tangential direction at a point (x, y) on the ellipse in the counter-clockwise direction is given by
where the term arctan 2 yields ψ T ∈ (−π, π]. This function is undefined at (0, 0) where we set it equal to zero.
Consider the family of concentric ellipses
gives the tangential heading angle along this ellipse as shown in Fig. 4 . All points in R 2 lying on the a line y = mx for any slope m result in the same value of ψ T .
Suppose the desired ellipse to be followed is x 2 a 2 + y 2 b 2 = 1 with a > b and the agent position coordinates are (x A (t), y A (t)). Define γ(t) =
The desired heading ψ D (t) for the monitoring agent is, for k γ > 0, Fig. 4 : The chosen agent heading ψ d shown inside, outside, and on the desired ellipse E : (3), then starting at any initial position (x A (0), y A (0)), the agent asymptotically converges to the desired ellipse E : x 2 a 2 + y 2 b 2 = 1.
Proof: For ψ A (t) = ψ D (t) the idealized unicycle agent has the following state equations:
Define the Lyapunov candidate function
By differentiating with respect to time we get
where ∇E A is the gradient of the ellipse of the family
, y A (t)) in the outward normal direction. Case 1: If the agent position (x A (t), y A (t)) is inside the desired ellipse,
For (x A (t), y A (t)) = (0, 0), dV dt = 0, but (0, 0) is not an equilibrium point of (7) by design (note that the vector field is discontinuous at (0, 0)) and the state trajectory moves out of (0, 0). For (x A (t), y A (t)) = (0, 0) inside E, ψ T (t) is the counter-clockwise tangential direction along the ellipse perpendicular to ∇E A and ψ O (t) ∈ −π 2 , 0 , the agent velocity vector with ψ A (t) = ψ D (t) = ψ T (t) + ψ O (t) makes an acute angle with ∇E as shown in the Fig. 4 . Thus the inner product term in (9) is positive. Therefore, as
Thus the agent velocity vector with heading direction ψ A (t) = ψ D (t) = ψ T (t) + ψ O (t) makes an obtuse angle with ∇E A as shown in the Fig. 4 and the inner product term in (9) is negative. Therefore as
, which is the tangential direction along the ellipse. Thus the state trajectory always remains on E, implying that it is a positively invatiant set.
Thus
Since E is the largest invariant subset in E, from any initial (x A (0), y A (0)), (x A (t), y A (t)) approaches E asymptotically by LaSalle's invariance principle [17] .
For a moving ellipse we now analyse the idealized coupled agent-ellipse dynamics using perturbation theory for differential equations. (Note that the actual algorithms use discretized versions of these.) Let z
, θ E (t)] T denote respectively the position of the agent, and the vector of the ellipse parameters (center position, axis lengths and tilt) at time t given by Algorithm 1 and (4). Let their respective dynamic laws be given byż
Here > 0 is small, so the target moves on a slower time scale than the agent. Let D := R 4 × (−π, π]. We assume h : R 2 × D → R 2 and g : D → R 2 are Lipschitz, so (10), (11) are well posed. Also consideṙ
i.e., dynamics for the agent when target is stationary at point z * T . From Proposition 1, we know that this has a limit cycle (i.e., a periodic solution) χ(t, z * T ), t ≥ 0, parametrized by z * T . In fact, it traces an ellipse with center and orientation given by z * T . Thenχ
Let w(t) := χ(t, z T (t)). This is the equation for the agent trajectory where we have made the parameter z * T of the above periodic solution time-varying, albeit on a slower time scale as per (11) . Letting ∇ z := the gradient w.r.t. z,
where
. This can be viewed as a perturbation of (10). Next we use the Alekseev formula [18] to give an explicit expression for the error between the two. Let
Then the combined dynamics (10)-(11) isŻ(t) = F (Z(t)). Let Z(t, τ ;ẑ), t ≥ τ, denote its solution for Z(τ ) =ẑ. Consider the linearization of (10)-(11) given by
where DF (·) is the Jacobian matrix of F . This is a timevarying linear system. Let Φ (t, τ ;ẑ), t ≥ τ, denote its fundamental matrix satisfyinġ
with Φ (τ, τ ;ẑ) = I := the identity matrix, and δZ(t) = Φ (t, τ ;ẑ)δZ(τ ). Then by Alekseev's formula ( [18] , see also Lemma 3 of [19]), we have
whereΦ (·) is the submatrix of Φ (·) formed by its top half rows. This gives an explicit expression for the error between the actual agent dynamics z A (·) and its ideal dynamics w(·). That this error remains small for all time can be proved by a variant of Theorem 1, p. 339, [20] . In [20] , this result is stated for stable equilibria, but the same proof works here in view of the explicit Lyapunov function for (12) exhibited earlier, as we argue below.
For an arbitrary ellipse in R 2 , if F is the ellipse centric frame with origin at ellipse center (x o (t), y o (t)) and tilt angle θ E (t) ∈ (−π, π] relative to the global reference frame, then in the frame F the agent position and heading are given by ⎡
Consider the dynamics in the reference frame F centered at (x o , y o ) for the moving ellipse (shown in Fig. 3 ). We assume thatẋ o (t),ẏ o (t),θ E (t),ȧ(t),ḃ(t) = O( ) uniformly in t. Consider the time-dependent Lyapunov functioñ
Let
Then by arguments similar to those of Proposition 1, we have
where δ i (t) = O( ), i = 1, 2. Label the two summands on the right as ξ 1 (t), ξ 2 (t) resp. Then ξ 2 (t) ≤ K for a constant K that can be estimated in terms of the problem parameters. Consider a point outside the current ellipse. Then as in Proposition 1, ζ(t) > 0 and ξ 1 (t) < 0. Then as long as ξ 1 (t) > K , we have d dtṼ (z A (t), t) < 0, implying not only stability (i.e., the trajectory of the agent remains bounded as long as that of the target does), but by the LaSalle invariance principle, that the trajectory converges to the set
A similar conclusion holds if the initial condition is inside the moving ellipse. Since Γ(t) vanishes only when the agent is exactly on the desired moving ellipse, it follows that the agent converges to an O( ) neighborhood thereof. A similar analysis can be used to establish robustness to small errors, e.g., in numerical computation or due to noise.
Remark 2:
The above suggests the use of η(·) as explicit additive control for the agent's dynamics (10) as in (14) , in order to achieve exactly the desired trajectory w(·). This, however, would require advance knowledge of target motion.
Remark 3:
For related results on stability of slowly varying linear systems that give a handle on Φ (t, τ ;ẑ) above, see [21] and [22] .
The proposed guidance law can handle both counterclockwise and clockwise path following along the ellipse using the heading commands ψ dccw (t) and ψ dcw (t) given by
and ψ O (t) = arctan (k γ (γ(t) − 1)) , for γ(t) =
b 2 (t) and controller gain k γ . In order to ensure that the agent heading ψ A follows the desired heading ψ D , we use a proportional feedback control to command the agent's angular velocity ω A (t) defined in (3):
This is the classical proportional control that acts to push ψ E(t) towards ψ D(t) .
IV. SIMULATION RESULTS
To simulate Algorithm 1 and the guidance strategy for a moving convoy, the convoy is assumed to move along a Lissajous curve having a parametric equation
with A = 1500 meters, B = 1000 meters and φ ∈ [0, 2π). The convoy comprises of five target points starting from different parameter values φ i (0) moving at a constant parametric speed ofφ = 0.0012. Thus speed of the target i is
Since the target speeds are not constant, the curve length separating the target points varies with time as seen in Fig. 5 at different instances of time. The unicycle agent's linear velocity is V A = 15 m/sec, the permissible range of velocities is assumed to be V Amax = 20 meters/sec and V Amin = 10 m/sec and the maximum permissible angular velocity is |ω max | = 0.3 rad/sec. The intial position and orientation of the unicycle agent is assumed to be (x A (0), y A (0)) = (400, 400) (in meters) and ψ A (0) = −π 2 radians. The parameters a, b of the ellipse's axes are selected according to (4) . The controller gain values are k ψ = 1 and k γ = 5.
For the above agent target setting, we consider the following two simulations. For simulation 1, the targets are spaced close to each other with φ i (0) = (i−1)π 20 , and the agent follows the elliptical orbit counter-clockwise. For simulation 2, the targets are spaced farther apart with φ i (0) = (i−1)π 12 , and the agent follows the elliptical orbit clockwise. Also in simulation 2, a small constant velocity disturbance of V w = 3 m/sec at a heading of ψ w = π 4 radians relative to the global reference frame is added component-wise to theẋ A (t) anḋ y A (t) of the unicycle agent. For a UAV this is like a velocity disturbance due to wind.
The snapshots in time of the convoy target positions and the encircling elliptical orbits for simulation 2 are shown in Fig. 5 . We observe that at t = 2200 seconds, the targets are at positions roughly along the inertial y axis direction seconds 0 1 γT1 for simulation 1 γT2 for simulation 1 γT3 for simulation 1 γT4 for simulation 1 γT5 for simulation 1 γT1 for simulation 2 γT2 for simulation 2 γT3 for simulation 2 γT4 for simulation 2 γT5 for simulation 2 Fig. 7 : γTi plots for one traversal of the Lissajous curve for both simulations. and the Algorithm 1 fits the correct regression line for these target positions avoiding the regression issue discussed in Remark 1. We see that γ T i (t) =
for all targets at position (x Ei (t), y Ei (t)) in the ellipse centric frame at time t for both simulations, as shown in Fig. 7 . This validates the claim that the ellipse computed based on the outputs of Algorithm 1 (as discussed in Section II) always circumscribes the targets. From Fig. 7 , for the first and fifth agents in simulation 2, γ T i = 1 for certain time durations. For example, γ T 5 (t) = 1 for t ∈ [0, 145] seconds. This implies that target 5 lies on the ellipse during this duration. This happens when an agent is on one of the corners of the l 1 (t) × l 2 (t) rectangle and the ellipse parameters a, b selected according to (4) yield the minimum area ellipse circumscribing this rectangle, as shown in Fig. 5 at t = 100 seconds. For both simulations, |ω(t)| < ω max and γ(t) ≈ 1 as shown Fig. 6 . This implies that the agent follows the moving ellipse with a small error as discussed in Section III without violating angular velocity constraints. The peaks in the ω A (t) occur near the ends of the major axis where the ellipse curvature is the highest. Since the agent travels in counter-clockwise orbits in simulation 1 and clockwise orbits in simulation 2, the peaks in ω A (t) plots for simulation 1 and simulation 2 are positive and negative respectively. As the parametric spacing between targets is less in simulation 1 than in simulation 2, the elliptical orbits in simulation 1 are smaller and the convoy is circumnavigated more often in simulation 1. Thus the number of the peaks in ω A (t) plots is greater in simulation 1 than in simulation 2.
Remark 4:
A video of the simulations 1 and 2 for one complete traversal of the Lissajous curve by the convoy can be found at the web-link: https://www.youtube. com/watch?v=57R6Tf71r5c
V. CONCLUSIONS
We have proposed a novel scheme for protection and surveillance of a convoy moving on an arbitrary trajectory with minimal regularity assumptions. The scheme is based on computing a moving ellipse that circumscribes a bounding rectangle encompassing the convoy. This rectangle is computed using a simple regression scheme. Then by modulating the driving vector field of the agent appropriately, it converges to a trajectory that traverses the moving elliptical orbit repeatedly. The elliptical orbits prove to be more economical than circular ones in terms of coverage. The scheme is very simple to implement and has been given a rigorous justification inclusive of error analysis using Alekseev's nonlinear variation of constants formula. The supporting simulations also show performance that matches the theoretical predictions.
The present analysis is restricted to a single agent. We are in the process of implementing a multi-agent version which will be reported in a sequel. Another future direction is to incorporate realistic noise models and ensure robustness visa-vis the same.
