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Editorial Note
This issue of the International Journal of Approximate Reasoning contains extended versions of selected
papers from the Third European Workshop on Probabilistic Graphical Models (PGM’06) held in Prague, from
12th to 15th September 2006. The aim of this biennial workshop is to provide a discussion forum for research-
ers interested in probabilistic graphical models.
The paperDecision-Theoretic Speciﬁcation of Credal Networks: AUniﬁedLanguage for UncertainModeling with
Sets of Bayesian Networks by Alessandro Antonucci andMarco Zaﬀalon brings a new, unifying view on both sepa-
rately and non-separately speciﬁed credal networks. Credal networks are extensions of Bayesian networks that can
handle imprecision in theprobability speciﬁcation.Theauthorspresent aprocedure for the transformationof anon-
separately speciﬁed credal network to its separately speciﬁed form.This transformation enables computational pro-
cedures designed for separately speciﬁed credal networks to be applied to a more general class of credal networks.
In the paper Estimation of Causal Eﬀects Using Linear Non-Gaussian Causal Models with Hidden Variables
by Patrik O. Hoyer, Shohei Shimizu, Antti J. Kerminen and Markus Palviainen the authors study the problem
of discovering causal relations in linear causal models from data. They allow presence of hidden variables in
the model and show that, under the assumption of non-Gaussianity of both disturbances and hidden vari-
ables, estimation of causal eﬀects from data is possible. To tackle the problem, the authors use a method based
on statistical Independent Component Analysis.
The paper Adapting Bayes Network Structures to Non-Stationary Domains by Søren H. Nielsen and Thomas
D. Nielsen addresses the problem of learning Bayesian networks when the structure of the network generating
data suddenly changes at certain time points. The authors propose a learning algorithm that modiﬁes the cur-
rent Bayesian network structure after a structural change is detected. They claim that, under certain assump-
tions, the algorithm always discovers the correct generating Bayesian network structure and they illustrate
their method by computational experiments.
In the paper Evidence and Scenario Sensitivities in Naive Bayesian Classiﬁers by Silja Renooij and Linda
C. van der Gaag the authors investigate sensitivity of a naive Bayes classiﬁer to changes in its parameters. They
derive a sensitivity function for the posterior probability of the classiﬁed variable given the evidence. It follows
from the network structure that these sensitivity functions have a speciﬁc form. Their results support empir-
ically observed robustness of naive Bayesian classiﬁers.
These four papers are good examples of the wide range of research topics discussed at the PGM’06 work-
shop. Last but not least, we would like to express our gratitude both to the authors and to the reviewers for
their competent work. This special issue would not be possible without them.
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