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functions	 and	 n	 the	 population	 size	 ([1]).	 The	 basic	 idea	 encouraging	 this	 work	 is	 that	 of	
reduce	the	computational	cost	of	the	NSGA‐II	algorithm	by	making	it	work	on	a	population	of	
variable	size,	 in	order	to	obtain	better	convergence	towards	the	Pareto‐front	in	less	time.	In	




The	rest	of	 this	 report	 is	organized	as	 follows:	 in	Section	2	 the	original	NSGA‐II	 software	 is	
briefly	described;	in	Section	3	the	software	used	in	this	work	is	presented,	pointing	out	how	









a) the	 main	 evolutionary	 parameters	 (i.e.	 population	 size	 and	 maximum	 number	 of	
generations)	 are	 given	 and	 the	 objective	 functions	 are	 defined	 in	 terms	 of	 number	 of	
fitness	functions,	number	of	decision	variables	and	bounds	of	decision	variables;	
b) the	 population	 is	 randomly	 initialized;	 all	 objective	 functions	 are	 evaluated	 for	 each	
individual	and	data	are	stored	in	the	chromosome	variable;	
c) the	population	is	sorted	into	fronts	based	on	non‐domination:	a	rank	is	assigned	to	each	
individual	 so	 that	 individuals	 having	 rank	݆	dominate	 all	 individuals	 having	 rank	݇ ൐ ݆	




close	 an	 individual	 is	 to	 its	 neighbours;	 in	 order	 to	 better	 preserve	 diversity	 in	 the	




the	 individual	 having	 smallest	 rank	 (or	 greatest	 crowding	 distance,	 if	 the	 rank	 is	 the	
same)	is	selected;	




of	 cases)	 produces	 one	 child	 from	 a	 single	 parent.	 How	 well	 spread	 the	 children	 the	
children	will	 be	 from	 their	 parents	 is	 determined	 by	 the	 distribution	 indices	ߤ	and	ߤ௠	
([3]);	
f) the	 intermediate	 population	 resulting	 from	 the	 previous	 step,	 which	 includes	 both	
parents	and	offspring,	is	in	turn	sorted	based	on	the	same	criteria	of	nondomination	and	
crowding	distance;	
g) finally,	 a	 natural	 selection	 of	 the	 population	 is	 performed,	 i.e.	 only	 the	 individuals	
belonging	to	the	first	fronts	survive	while	the	others	are	discarded:	this	is	accomplished	
by	filling	a	new	population	starting	from	the	individuals	having	rank	1,	then	rank	2	and	
so	 on;	 if	 including	 a	 full	 front	 would	 make	 the	 new	 population	 exceed	 the	 initial	
population	 size,	 only	 the	 individuals	 of	 that	 front	 with	 greater	 crowding	 distance	 are	
included	in	the	new	population.	
	










A	 launcher	 M‐file	 was	 created;	 this	 file	 calls	 the	 VPnsgaII.m	 function	 with	 different	











the	population	may	be	 increased	 from	the	 initial_pop	value	 to	 the	 final_pop	value	either	
linearly	 (if	 exponent	 is	 1)	 or	 exponentially	 while	 generations	 succeed.	 In	 the	 tests	
conducted,	when	a	variable	population	size	was	used,	the	exponent	was	set	to	70,	so	that	
the	majority	of	the	evolution	occurs	with	a	low	population	size	(thus	providing	a	very	fast	
evolution),	 and	 only	 in	 the	 last	 part	 of	 the	 evolutionary	process	 the	 population	 rapidly	
arises	 to	 the	 final	 value	 (so	 that	 a	 well‐spread	 representation	 of	 the	 Pareto‐front	 is	





functions	 were	 used	 at	 lines	 38	 and	 65	 to	 estimate	 the	 computational	 cost	 of	 the	
algorithm,	the	name	of	the	text	file	where	chromosome	is	saved	was	changed	(in	order	to	
rapidly	 recognise	 which	 simulation	 each	 text	 file	 refers	 to)	 and	 some	 final	 lines	 were	
added	to	tune	the	resulting	plots.	
	





In	 the	 software	 used	 in	 this	 work	 the	 user	 is	 not	 asked	 to	 specify	 the	 number	 and	 the	
characteristics	 of	 the	 objective	 functions	 from	 the	 Matlab	 workspace,	 but	 he/she	 has	 to	
choose	which	one	of	the	predefined	functions	he/she	wants	to	test;	the	main	characteristics	of	
the	 chosen	 problem	 (number	 of	 objectives,	 number	 of	 decision	 variables,	 minimum	 and	
maximum	values	for	each	decision	variable)	are	stored	in	the	variable	 fun_param.	 In	the	file	
listed	 in	Appendix	A	 the	 lines	necessary	 to	ask	 the	user	 to	make	his	choice	are	commented,	
since	the	problems	to	test	are	already	chosen	in	launcher.m.	
	
All	 the	 available	 functions	 tested	here	 are	 the	 same	proposed	by	Deb,	 Pratap,	Agarwal	 and	
Meyarivan	 in	 [1],	 so	 in	 this	 work	 the	 same	 abbreviations	 are	 used	 to	 name	 them.	 The	
functions	 to	minimize	 are	 always	 two	 and	 they	 are	 named	 ଵ݂	and	 ଶ݂;	 in	 addition,	 the	 ZDTs	





It	was	 noticed	 that	 ZDT6	 function	 is	 proposed	differently	 by	different	 authors	 ([1],	 [2]	 and	










PROBLEM	 OBJECTIVE	FUNCTIONS n VARIABLE	BOUNDS
SCH	 ଵ݂ ൌ ݔ
ଶ	
ଶ݂ ൌ ሺݔ െ 2ሻଶ	
1	 ݔ ∈ ሾെ10ଷ, 10ଷሿ	
FON	








3	 ݔ௜ ∈ ሾെ4,4ሿ	
POL	
ଵ݂ ൌ 1 ൅ ሺܣଵ െ ܤଵሻଶ ൅ ሺܣଶ െ ܤଶሻଶ	
ଶ݂ ൌ ሺݔଵ ൅ 3ሻଶ ൅ ሺݔଶ ൅ 1ሻଶ	
ܣଵ ൌ 0.5 ൉ sinሺ1ሻ െ 2 ൉ cosሺ1ሻ ൅ sin 2 െ 1.5 ൉ cosሺ2ሻ	
ܣଶ ൌ 1.5 ൉ sinሺ1ሻ െ cosሺ1ሻ ൅ 2 ൉ sin 2 െ 0.5 ൉ cosሺ2ሻ	
ܤଵ ൌ 0.5 ൉ sinሺݔଵሻ െ 2 ൉ cosሺݔଵሻ ൅ sinሺݔଶሻ െ 1.5
൉ cosሺݔଶሻ	
ܤଶ ൌ 1.5 ൉ sinሺݔଵሻ െ cosሺݔଵሻ ൅ 2 ൉ sinሺݔଶሻ െ 0.5
൉ cosሺݔଶሻ	
2	 ݔ௜ ∈ ሾെߨ, ߨሿ	
KUR	








3	 ݔ௜ ∈ ሾെ5,5ሿ	
ZDT1	
݃ ൌ 1 ൅ 9 ൉ ቈ∑ ݔ௜
௡௜ୀଶ




ଶ݂ ൌ ݃ ൉ ቎1 െ ඨݔଵ݃ ቏	
30	 ݔ௜ ∈ ሾ0,1ሿ	
Table	1.	Objective	functions	tested		
PROBLEM	 OBJECTIVE	FUNCTIONS n VARIABLE	BOUNDS
ZDT2	
݃ ൌ 1 ൅ 9 ൉ ቈ∑ ݔ௜
௡௜ୀଶ




ଶ݂ ൌ ݃ ൉ ቈ1 െ ൬ݔଵ݃ ൰
ଶ
቉	




݃ ൌ 1 ൅ 9 ൉ ቈ∑ ݔ௜
௡௜ୀଶ




ଶ݂ ൌ ݃ ൉ ቎1 െ ඨݔଵ݃ െ
ݔଵ
݃ ൉ sinሺ10ߨݔଵሻ቏	
30	 ݔ௜ ∈ ሾ0,1ሿ	
ZDT4	





ଶ݂ ൌ ݃ ൉ ቎1 െ ඨݔଵ݃ ቏	
10	















ଵ݂ ൌ 1 െ ሾexpሺെ4ݔଵሻሿ ൉ ሾsinሺ6ߨݔଵሻሿ଺	
ଶ݂ ൌ ݃ ൉ ቈ1 െ ൬ ଵ݂݃൰
ଶ
቉	






݃ ൌ 1 ൅ 9 ൉ ቈ∑ ݔ௜
௡௜ୀଶ
݊ െ 1 ቉
଴.ଶହ
	
ଵ݂ ൌ 1 െ ሾexpሺെ4ݔଵሻሿ ൉ ሾsinሺ4ߨݔଵሻሿ଺	
ଶ݂ ൌ ݃ ൉ ቈ1 െ ൬ ଵ݂݃൰
ଶ
቉	












ଵ݂ ൌ 1 െ ሾexpሺെ4ݔଵሻሿ ൉ ሾsinሺ6ߨݔଵሻሿ଺	
ଶ݂ ൌ ݃ ൉ ቈ1 െ ൬ ଵ݂݃൰
ଶ
቉	













Evaluations	 of	 the	 first	 four	 functions	 (SCH,	 FON,	 POL	 and	 KUR)	 were	 carried	 on	 with	 a	










The	 following	 plots	 are	 related	 to	 the	 ZDTs	 functions.	 Finding	 the	 Pareto‐front	 for	 these	
functions	 was	 significantly	 more	 difficult	 than	 for	 the	 previous	 functions,	 but	 it	 is	 not	












Each	 function	 was	 analysed	 performing	 evolutions	 of	 populations	 of	 different	 size	 and	 for	
different	number	of	generations.	Each	plot	shows	a	comparison	between	two	pairs	of	results:	
the	first	pair	(blue	circles	and	red	crosses)	 is	related	to	constant‐size	populations,	while	the	
second	pair	 (green	stars	and	magenta	diamonds)	 is	obtained	with	growing	populations;	 the	













4. magenta	 lines,	 finally,	 are	 the	 results	 obtained	 performing	 a	 tuning	 of	 values	 used	 for	
population	 size	 and	 generations	 run,	 in	 order	 to	 obtain	 in	most	 cases	better	 results	 in	
less	time.	
	
The	most	remarkable	exceptions	 is	 the	plot	of	 the	results	 for	ZDT4	(Figure	8),	 in	which	 the	
magenta	line	is	the	highest	one.	Maybe	this	unusual	behaviour	is	due	to	the	fact	that	NSGA‐II	
algorithm	could	not	be	suitable	 to	 find	 the	Pareto‐front	 for	 such	a	 function.	Since	 the	ZDT4	
















be	 necessarily	 held	 constant,	 but	 a	 law	 of	 variation	 of	 the	 population	 size	 may	 be	






population,	 while	 only	 a	 marginal	 number	 of	 evolutions	 is	 performed	 on	 an	 increased	
population.	
	











to	 the	 original	NSGA‐II	 algorithm:	 future	works	 could	 be	 targeted	 to	 try	 different	 variation	
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