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RESUMEN
En este documento se propone una técnica para la extracción de 22 puntos 
característicos del rostro, orientada a aplicaciones de antropometría. La técnica 
se fundamenta en la transformada wavelets-Gabor y el uso del algoritmo EBGM 
(del término en inglés: Elastic Bunch Graph Matching). Este último algoritmo fue 
modificado para que los puntos extraídos correspondan a puntos característicos del 
rostro, los cuales se utilizan comúnmente en medidas antropométricas faciales. Las 
modificaciones consisten en un conjunto de restricciones geométricas para ajustar 
inicialmente la ubicación de los centros de búsqueda, y posteriormente para la 
definición de la región de esta búsqueda. Los resultados mostraron que los puntos 
centrales del rostro presentan errores de ubicación inferiores al milímetro, lo cual 
es consistente con las medidas en antropometría facial directa.
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FACE LANDMARKS EXTRACTION  
FOR ANTHROPOMETRIC MEASURES
ABSTRACT
In this research, a technique for the extraction of a 22 face landmarks set orien-
ted to anthropometry applications has been proposed. The technique is based on 
wavelets Gabor transformation and the Elastic Bunch Graph Matching (EBGM) 
algorithm. The EBGM algorithm was modified so that the extracted points corres-
pond to face landmarks which are commonly used in face anthropometric measures. 
Modifications were: some geometric restrictions to initially fit the centers location 
of the region search, and later for the definition of the region. Results show that 
the face central points present location errors smaller than a millimeter, which is 
consistent with the measures in direct face anthropometry.
Key words: facial anthropometry, wavelets transformation, EBGM algorithm.
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INTRODUCCIÓN
El procesamiento de imágenes faciales es una 
de las áreas de mayor desarrollo dentro de los sis-
temas de visión artificial [1-3]. Las medidas faciales 
han sido variables fundamentales en aplicaciones 
de reconocimiento facial [4, 5], antropometría [6], 
seguimiento [7], animaciones [8], etc. La antropo-
metría hace referencia al estudio de las dimensiones 
y proporciones de las partes del cuerpo humano; 
esto se hace con el propósito de comprender los 
cambios físicos del hombre y obtener una medida 
de las diferencias entre las razas. La evaluación an-
tropométrica facial está basada en la determinación 
de puntos característicos del rostro, definidos en 
términos de las características visibles o palpables 
del complejo facial. Los estudios han determinado 
que los ojos, la boca y la nariz se encuentran entre 
las partes más importantes para recordar rostros. 
Esto quiere decir que presentan características 
distinguibles que no se pueden encontrar en otras 
partes como la frente o las mejillas.
Dentro de los diversos tipos de métodos para 
extracción de características faciales se destacan 
los basados en geometría [9, 10], los basados en 
plantillas [11-13] y los basados en la apariencia [14, 
15]. En los primeros las características son extraídas 
basándose en información geométrica tal como la 
posición y tamaño de los componentes de la cara; 
generalmente estos métodos requieren la selección 
cuidadosa de umbrales. En los segundos, se realiza 
una correspondencia con alguna plantilla previa-
mente diseñada, la mejor correspondencia debe 
producir la energía mínima; además de los altos 
costos computacionales estos métodos presentan 
dificultades cuando las características cambian 
significativamente, por ejemplo en el caso de los 
ojos cerrados, los ojos con gafas y la boca abierta. 
Finalmente, la técnica de segmentación por color 
hace uso del color de la piel para aislar la región 
facial; dentro de la región facial cualquier región 
que no tenga el color de la piel es aceptada como 
una posible zona para la ubicación de los ojos o 
la boca. El rendimiento de esta técnica se limita a 
causa de la diversidad étnica.
La orientación de los trabajos en extracción 
de características faciales ha sido tradicionalmente 
hacia el reconocimiento de rostros, esto debido 
posiblemente al importante número de aplicaciones 
comerciales y de seguridad, dejando un vacío en 
aplicaciones de antropometría para cirugía recons-
tructiva facial [16, 17]. En este trabajo se propone 
una técnica de para la localización de caracterís-
ticas del rostro, por lo que se enmarca dentro 
de la antropometría facial. La técnica emplea el 
algoritmo Elastic Bunch Graph Matching (EBGM), 
desarrollado en la Universidad Estatal de Colorado 
y publicado para libre uso en investigación [18]. La 
finalidad de EBGM es el reconocimiento facial y 
para esto, en una etapa inicial, este realiza la ex-
tracción de características faciales locales. Debido 
a que EBGM no fue diseñado para aplicaciones en 
antropometría, su exactitud no es la deseada y es 
por esto que se han examinado los parámetros que 
influencian la ubicación de las características y se 
han realizado modificaciones de interés buscando 
mejorar el desempeño.
El resto del documento está estructurado de 
la siguiente manera: en la sección 2 se presentan 
algunos breves fundamentos en wavelets Gabor 
y el algoritmo EBGM. La sección 3 describe la 
técnica propuesta para la extracción de puntos 
característicos del rostro. Los resultados obtenidos 
son presentados en la sección 4. Finalmente se 
presentan las conclusiones.
1.		FUNDAMENTOS TEÓRICOS
1.1		Wavelets Gabor
Desde el descubrimiento de la organización 
cristalina de la corteza visual en el cerebro de ma-
míferos hace aproximadamente treinta años, una 
enorme cantidad de investigaciones experimentales 
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y teóricas han permitido un mejor entendimiento 
del cerebro y de las propiedades de respuesta de sus 
células. En particular, en los trabajos teóricos de 
Marcelja [19], se han desarrollado avances bajo la 
premisa que las células simples en la corteza visual 
pueden ser modeladas por funciones de Gabor.
Las funciones bidimensionales de Gabor son 
filtros espaciales pasa-banda, que permiten alcanzar 
la resolución conjunta de información máxima en 
los espacios bidimensionales espacial y frecuencial. 
Gabor mostró que existe un fenómeno análogo al 
principio de incertidumbre de Heisenberg de la 
física, que se aplica al dominio espacio-frecuencia. 
Este fenómeno indica que existe una relación entre 
la resolución en el dominio temporal y frecuencial, 
ya que existe un límite inferior para el producto de 
estas dos cantidades [20]. Gabor descubrió que las 
funciones gaussianas moduladas por exponenciales 
complejas resultan tener la mejor relación entre la 
resolución en los dominios temporal y frecuencial. 
Daugman generalizó la función de Gabor como se 
presenta en la ecuación 1, para modelar el campo 
receptivo de células simples sensitivas a la orien-
tación [21].
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La ecuación 1 se puede reescribir como una 
función compuesta por una sinusoidal compleja 
( s x y( , ) ), conocida como la portadora y una fun-
ción gaussiana ( w x y( , ) ), conocida como la envol-
vente, como se puede ver en la ecuación 2.
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,  donde  e l  su -
fijo  r  representa la operación de rotación si-
guiente: x x x x y yr−( ) = −( ) + −( )0 0 0cos sinθ θ  y 
y y x x y y
r
−( ) =− −( ) + −( )0 0 0sin cosθ θ ; u v0 0,  defi-
nen la frecuencia espacial de la portadora; K escala 
la magnitud de la envolvente gaussiana; a b,  escala 
los dos ejes de la envolvente; x y0 0,  determinan la 
ubicación del valor pico de la función gaussiana; y 
θ  representa la orientación de la portadora.
1.2	EBGM: Elastic Bunch Graph Matching
El algoritmo Elastic Bunch Graph Matching 
(EBGM) [22] fue diseñado para realizar tareas de 
reconocimiento facial, utilizando solamente algu-
nos puntos de interés y no la cara en su totalidad. 
La primera parte del algoritmo trata la extracción 
de características locales, razón por la cual se utiliza 
en este trabajo como herramienta en la detección 
de puntos de interés en antropometría. 
La implementación del algoritmo EBGM 
requiere el uso de las wavelets mencionadas en la 
subsección precedente, ya que estas brindan una 
descripción de la información en frecuencia, en 
una región específica de la imagen. Para esto es 
necesario realizar la operación de convolución de 
la región con una variedad de wavelets; estas wave-
letsson almacenadas como máscaras en arreglos 
bidimensionales. Las máscaras se pueden definir 
mediante la ecuación 3, donde las wavelets se se-
paran en parte par y parte impar.
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con: x x x y yr = −( ) + −( )0 0cos sinθ θ; donde λ  defi-
ne la longitud de onda, σ  define el radio de la gau-
siana, γ  define la relación de aspecto de la gaussia-
na. θ  y x y0 0,  fueron definidos precedentemente.
A continuación se describe la sección del al-
goritmo EBGM que se refiere a la localización de 
características, por ser la parte de interés en este 
trabajo.
1. Se define una estructura de grafo sobre la 
cara, cuyos nodos son puntos de interés, que se 
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puedan localizar fácilmente y que posean la misma 
estructura en todos los rostros. 
2. Cada nodo del grafo es caracterizado utili-
zando un banco de filtros de Gabor de diferentes 
frecuencias y orientaciones. En cada nodo, se calcu-
la la respuesta de todos los filtros, a lo que se da el 
nombre de Jet. Por consiguiente, cada nodo queda 
etiquetado con sus coordenadas y su Jet asociado.
3. Para una imagen nueva se busca en la base 
de datos el conjunto de Jets que sean más similares. 
Para esto se centra el grafo en los ojos de la nueva 
imagen, se calculan los jets de estos puntos y se 
comparan contra los jets de los ojos en la base de 
datos. Para la comparación de los jets se utiliza una 
función de similitud por fase, ésta es similar a una 
correlación, y está definida como se describe en la 
ecuación 4.
 
(4)
donde: a '  es la magnitud del Jet de la base de 
datos, a  la magnitud del Jet de la imagen nueva, θ '  
la fase del Jet de la base de datos, θ  la fase del Jet 
de la imagen nueva y n  el número de coeficientes 
del Jet.
2.	 EXTRACCIÓN DE PUNTOS 
CARACTERÍSTICOS DEL ROSTRO
La fotogrametría, a diferencia de la antropo-
metría directa, se basa en la realización de medidas 
a partir de las imágenes o fotografías 2D de los 
sujetos; con esta técnica se busca evitar las marcas 
a priori en el rostro. En esta sección se expone la 
técnica propuesta para la extracción de los puntos 
característicos para antropometría facial. 
2.1	Base de características
Se tomaron 50 imágenes de niños en posición 
frontal, extraídas de una base de datos de población 
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infantil en Manizales, Colombia [23]. Para estas 
imágenes se conoce la equivalencia de un píxel en 
milímetros; además, ellas fueron adquiridas a una 
distancia fija de la cámara y bajo condiciones de 
iluminación controladas. Las imágenes, original-
mente en color y con una resolución de aproximada 
de 1200 por 2500 píxeles, fueron llevadas a niveles 
de gris con una resolución de 512 por 512 píxeles. 
Con estas imágenes se generaron los grafos 
del rostro en posición frontal (paso 1 descrito en 
la sección 1.2), mediante la marcación manual 
de los puntos del grafo en todas las imágenes, y 
hallando los valores promedio. Los puntos que se 
utilizan para la identificación son preferentemente 
aquellos que están localizados en zonas en las que 
el grosor de los tejidos blandos es menor, ya que 
tienen menos variación como consecuencia de 
cambios debidos a la edad, peso o expresiones fa-
ciales. Adicionalmente, los puntos deben mantener 
la simetría del rostro, esto se logra con 22 puntos 
[24]. Los 22 puntos de interés son: iris izquierdo, 
iris derecho, punta de la nariz, fosa izquierda, fosa 
derecha, puente nasal, comisura izquierda del labio, 
comisura derecha del labio, labio superior, labio 
inferior, entrecejo, ceja izquierda-lado derecho, ceja 
izquierda-centro, ceja izquierda-lado izquierdo, ceja 
derecha-lado izquierdo, ceja derecha-centro, ceja 
derecha-lado derecho, oreja izquierda, oreja dere-
cha, mandíbula lado izquierdo, mandíbula lado 
derecho y mentón. El grafo se ilustra en la figura 1.
Figura 1. Grafo frontal del rostro.
Fuente: elaboración propia.
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Con las imágenes y los puntos del grafo se 
calculan los Jets en cada punto (paso 2 descrito 
en la sección 1.2). Los Jets utilizados son un banco 
de máscaras de Gabor de diferentes frecuencias 
y orientaciones (5 frecuencias y 8 orientaciones). 
Teniendo en cuenta que se trabaja con máscaras 
de wavelets par e impar, se tienen 80 máscaras. El 
tamaño de la máscara está relacionado con la fre-
cuencia de tal manera que λ  es igual a un cuarto 
del tamaño; los tamaños son 50, 38, 25, 19 y 13 
píxeles. Se utilizan 8 orientaciones que varían de 
0 a pi  cada pi / 8 , además se hace σ λ= 3 . En cada 
nodo del grafo se calcula la respuesta de los 80 
filtros mediante la convolución de las máscaras de 
las 80 wavelets. Se toma la respuesta de los filtros 
par (wavelets par) como parte real y la respuesta 
de los filtros impar como parte imaginaria; con 
estos valores se calcula la magnitud y la fase; esto 
constituye el Jet. En consecuencia, cada nodo 
queda etiquetado con las coordenadas del punto 
característico y los 80 Jets asociados al mismo (40 
magnitudes y 40 fases); estos forman la base de 
características.
Para tener invariancia a la rotación las más-
caras se generaron con una rotación equivalente 
al ángulo de inclinación de los ojos (debido a que 
es en estos donde se centra el grafo). Esto se logra 
incrementando θ  en la ecuación 3, en el ángulo 
de los ojos. 
2.2	Estimación inicial del grafo
El algoritmo EBGM requiere que los puntos 
del grafo, correspondientes al centro de las pupilas 
de los ojos, sean suministrados inicialmente. Como 
se busca encontrar características del rostro de 
manera automática, se implementó un algoritmo 
que detecta la ubicación del centro de las pupilas 
de manera automática, mediante el uso de un filtro 
de Gabor elíptico [25].Una vez identificados los 
nodos correspondientes al centro de las pupilas de 
los ojos, se asigna el grafo estándar a cada imagen 
de rostro. En esta superposición, el grafo no está 
en la posición adecuada (ver la figura 2),  debido a 
que las imágenes no están normalizadas. 
Figura 2. Error al estimar grafo.
Fuente: elaboración propia.
Este problema se soluciona aplicando al grafo 
una transformación espacial compuesta de una 
matriz de rotación R, una constante de escalado K 
y un vector de traslación T, para ajustar los nodos 
correspondientes al centro de las pupilas. Para la 
matriz de rotación se determina el ángulo θ  entre 
la línea que une el centro de las pupilas de los 
ojos en la imagen y la línea que une los nodos que 
representan estos centros de pupila en el grafo. 
Con este ángulo, la transformada de rotación está 
definida como: R =
cos sin
sin cos
γ γ
γ γ−






. Para el escalado 
se encuentra la relación entre la distancia de los 
centros de pupila en la imagen (di) y la distancia 
de los nodos que representan los centros de pu-
pila en el grafo (dg). Así, la constante de escalado 
es: K = d di g . Finalmente, el vector de traslación 
T permite superponer el nodo que representa el 
centro de pupila del ojo izquierdo en el grafo y su 
equivalente en la imagen, y se determina hallando 
la distancia x y y entre ellos. Teniendo R, K y T, cada 
nodo del grafo (Pg) es llevado a las coordenadas 
del píxel asociado en la imagen (Pi), aplicando la 
siguiente transformación descrita en la ecuación 5.
P KRP Ti f= +  (5)
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2.3	Refinamiento del punto
El algoritmo original solo extrae los Jets a par-
tir de los puntos de la estimación inicial, mediante 
la maximización de la función de similitud de la 
ecuación 4. Sin embargo, como en aplicaciones de 
antropometría es importante encontrar los mejores 
puntos característicos, se propone la extracción de 
Jets a un vecindario a b× , sobre el cual se realiza 
una búsqueda exhaustiva. Se selecciona el punto 
del vecindario que presente mayor similitud, y es 
ahí donde se ubica el nodo del grafo, obteniendo 
así el punto refinado. Esta forma de búsqueda se 
implementó de manera general con entradas a  y b, 
con el fin de definir zonas de búsqueda de diversos 
tamaños, de acuerdo con el punto a refinar. 
Como el proceso de búsqueda en estos vecin-
darios es exhaustivo, tratando de disminuir los 
tamaños de las zonas de búsqueda, se propuso un 
algoritmo para el refinamiento de los puntos, el 
cual considera los puntos que ya han sido refinados. 
Es decir, que el desplazamiento requerido en el 
proceso de refinamiento de un punto afecta los si-
guientes puntos con el mismo desplazamiento, con 
el fin de lograr un acercamiento de la estimación 
al siguiente punto y así disminuir el tamaño de la 
zona de búsqueda. Este algoritmo de refinamiento 
sistemático se presenta es la siguiente subsección.
2.4	Búsqueda sistemática de los puntos 
característicos
El Algoritmo 1 ilustra es proceso propuesto 
para la búsqueda sistemática de los puntos carac-
terísticos en el rostro.
En el paso inicial se centra el grafo, apli-
cando una transformación espacial compuesta 
de una rotación, una traslación y un escalado. 
Posteriormente (paso 2), se ajusta la nariz, boca 
y mandíbula; para ello se traza una línea llamada 
Em, perpendicular a la recta que une los puntos 
del grafo correspondientes a los ojos, y que cruza 
por el punto medio entre ellos. Como el eje medio 
del rostro contiene algunos puntos del grafo, se 
selecciona el punto del grafo correspondiente al 
puente nasal PGpn  y se proyecta a la recta Em. La 
transformación requerida para llevar el punto PGpn
al eje medio es aplicada también a los puntos del 
grafo relacionados con la nariz, el labio superior y 
el mentón. La figura 3 ilustra el proceso de ajuste 
de nariz, boca y mandíbula.
Figura 3. Ajuste de nariz, boca y mandíbula.
Fuente: elaboración propia.
Posteriormente, en el paso 3, se refina el pun-
to del grafo correspondiente al puente inferior 
de la nariz. Este refinamiento se realiza como se 
explicó en la subsección 3.3. Como el punto debe 
Algoritmo 1:  Búsqueda de los puntos característicos.
	 Entradas:  Grafo estándar, imagen frontal del rostro
	 Salida:  Puntos característicos para medidas antropométricas (grafo refinado).
 Los siguientes pasos se realizan.
 [Paso 1:]  Centrado de grafo.
 [Paso 2:]  Ajuste de nariz, boca y mandíbula.
 [Paso 3:]  Refinamiento del punto del grafo correspondiente al puente inferior de la nariz.
 [Paso 4:]  Reajuste de la nariz.
 [Paso 5:]  Refinamiento y reajuste de todos los puntos del grafo, correspondientes al labio superior, 
boca, cejas, orejas, mentón y mandíbula.
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estar sobre el eje medio del rostro, el vecindario de 
búsqueda es alargado en esta dirección. Una vez 
identificado el punto más similar de la imagen, al 
nodo del grafo correspondiente al puente inferior 
de la nariz, se determina la transformación que 
permite llevar este punto del grafo a su similar en 
la imagen. Esta última transformación se aplica 
en el paso 4, al reajuste de los puntos del grafo de 
la nariz.
Seguidamente, en el paso 5, se realiza el mis-
mo procedimiento de ajuste y refinamiento de los 
puntos del grafo correspondientes al labio superior, 
boca, cejas, orejas, mentón y mandíbula. Después 
del refinamiento final se llega a los puntos caracte-
rísticos del grafo, los cuales pueden ser utilizados 
para las medidas antropométricas.
3.	 RESULTADOS
En esta sección se presentan los resultados 
obtenidos por el algoritmo de búsqueda sistemáti-
ca de los puntos característicos (nodos del grafo), 
orientados a medidas antropométricas. Como ya 
se mencionó, se trabajó con una base de datos de 
población infantil en Manizales, Colombia [23]. 
En el proceso de adquisición de estas imágenes se 
utilizó un patrón de calibración; éste permitió de-
terminar que, en las imágenes, 1 píxel corresponde 
a 0.128 mm.
3.1	Búsqueda de los puntos del grafo en la 
imagen facial
Como se explicó en la sección anterior se inicia 
con la estimación del grafo estándar (ver figura 
4(a)), este grafo se aproxima a la línea perpendicu-
lar a los ojos que pasa por el punto medio de estos 
como se muestra en la figura 4(b).
Seguidamente se realiza el refinamiento del 
punto del puente inferior de la nariz para, poste-
riormente, ajustar los puntos de la nariz según el 
desplazamiento que este haya tenido (ver figura 
5(a)).
Luego se realiza el mismo procedimiento 
aplicado sobre la región de la nariz, pero ahora a 
la región de la boca (ver figura 5 (b)) y a la región 
de la mandíbula (ver figura 5(c)). Finalmente se 
refinan todos los puntos del rostro, y se obtiene el 
resultado final (ver figura 5(d)).
a) Estimación del grafo b) Reubicación del grafo
Figura 4. Ajuste inicial del grafo en un rostro frontal
Fuente: elaboración propia.
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3.2	Análisis
Se realizó un estudio estadístico sobre 124 
imágenes faciales de la base de datos. Los puntos 
característicos obtenidos con el algoritmo imple-
mentado fueron comparados contra los puntos 
marcados por un especialista. En la tabla 1 se 
presentan los resultados; en ella se incluye el error 
medio en milímetros en las coordenadas x  y y  de 
la posición de cada nodo del grafo o punto carac-
terístico. También se incluye la dispersión obtenida 
sobre el conjunto de las 124 imágenes. Como se 
puede observar en la tabla 1, en general el error 
es menor a 1 milímetro. Este error es aceptable en 
aplicaciones de antropometría y está muy cercano 
al obtenido en la antropometría directa. Los erro-
res superiores al milímetro se presentaron en los 
nodos correspondientes a partes externas del rostro 
como son la oreja o la mandíbula. En general estos 
puntos no son utilizados en aplicaciones de antro -
pometría.
En [23] se desarrolló un trabajo similar pero 
empleando técnicas de segmentación y proyección 
de imágenes. Los puntos característicos que se 
extrajeron allí estaban relacionados con los ojos y 
los labios. En la tabla 2 se presenta la comparación 
de los únicos puntos equivalentes en los dos tra-
bajos, estos son las comisuras de los labios. Como 
se observa, los resultados obtenidos por la técnica 
propuesta son inferiores en un orden de magnitud, 
a los resultados reportados en [23].
Figura 5. Ajuste y refinamiento del grafo del rostro
Fuente: elaboración propia.
a) Ajuste región de la nariz b) Ajuste región de la boca
a) Ajuste región de la mandíbula b) Resultado final
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Tabla 1. Error medio y desviación de los puntos característicos obtenidos
Punto
Error de la posición (mm) Desviación estándar (mm)
x y x y
Punta de la nariz –0.77 0.0 1.15 0.51
Fosa Izquierda –0.77 0.0 1.15 0.51
Fosa derecha –0.9 0.13 1.28 0.38
Puente nasal –0.77 0.13 1.15 0.51
Comisura izquierda del labio –0.51 0.38 1.28 1.02
Comisura derecha del labio –0.51 –0.51 1.41 0.9
Labio superior –0.9 –0.13 1.54 0.64
Labio inferior –0.51 0 1.54 0.64
Entrecejo –0.64 0.13 1.15 0.51
Ceja izquierda-lado derecho 0.0 1.02 1.02 0.77
Ceja izquierda-centro –0.26 –1.28 1.15 0.77
Ceja izquierda-lado izquierdo –0.51 –0.26 1.02 0.77
Ceja derecha-lado izquierdo –0.38 –0.13 1.28 0.64
Ceja derecha-centro –0.26 0.38 1.15 0.77
Ceja derecha-lado derecho 0.13 –0.38 1.54 0.64
Oreja izquierda 2.56 1.54 1.66 1.02
Oreja derecha 2.56 –0.38 2.18 1.15
Mandíbula lado izquierdo 1.79 1.28 1.28 1.41
Mandíbula lado derecho 1.66 –2.69 1.92 1.41
Mentón –0.51 –0.77 1.54 0.9
Fuente: elaboración propia.
Tabla 2. Comparación del error obtenido para 
dos medidas de los labios
Punto
Error de la posición (mm) 
empleando la técnica 
de [23]
Error de la posición (mm) 
empleando la técnica 
propuesta
x y x y
Comisura 
izquierda 
del labio
7.28 2.51 -0.51 0.38
Comisura 
derecha 
del labio
9.15 2.33 -0.51 -0.51
Fuente: elaboración propia.
4.	 CONCLUSIONES
Se propuso una técnica para la extracción de 
características faciales orientadas a aplicaciones 
antropométricas. Esta técnica emplea el algoritmo 
EBGM, basado en transformada wavelets, técnica 
que se emplea en aplicaciones de reconocimientos 
de rostros. Siendo el propósito final las aplicaciones 
antropométricas, el algoritmo EBGM fue modifica-
do introduciendo etapas de ajuste finos, las cuales 
se basan en propiedades morfológicas del rostro.
Los resultados mostraron, en general, extrac-
ción de puntos con errores menores al milímetro, lo 
cual se corresponde con la magnitud de los errores 
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que se obtienen en las medidas manuales. Los pun-
tos que presentaron un mayor error corresponden 
a puntos externos del rostro. El mejor ajuste en los 
puntos internos, que en general son los puntos más 
representativos en medidas antropométricas, fue 
resultado del proceso de ajuste fino que se aplicó 
a estos.
Como trabajo futuro se plantea definir una 
mejor estrategia de ajuste fino a los puntos exter-
nos del rostro, buscando disminuir el error en los 
puntos extraídos. Igualmente se propone extender 
el método a imágenes de rostros de perfil y, en ese 
mismo sentido, hacer una extensión a medidas 
antropométricas en imágenes tridimensionales 
obtenidas a partir de estereovisión.
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