In the present paper, we consider the variable selection problem in Poisson regression models. Akaike's information criterion (AIC) is the most commonly applied criterion for selecting variables. However, the bias of the AIC cannot be ignored, especially in small samples. We herein propose a new bias-corrected version of the AIC that is constructed by stochastic expansion of the maximum likelihood estimator. The proposed information criterion can reduce the bias of the AIC from O(n −1 ) to O(n −2 ). The results of numerical 1 investigations indicate that the proposed criterion is better than the AIC.
INTRODUCTION
A Poisson distribution describes the total number of events when it is possible for an event to occur during any of a large number of trials, but the probability of occurrence in any given trial is small. This distribution is regarded as a row of rare events of the binomial distribution. The probability density function of the Poisson distribution is given as
where λ is the intensity parameter. The intensity parameter expresses the mean and variance of the random variable y. Larger values of the intensity parameter will produce a larger number of observations with larger dispersion.
The intensity parameter plays a key role in the Poisson distribution. Then, the Poisson regression model is constructed by allowing the intensity parameter to depend on explanatory variables (Cameron and Trivedi, 1998) . Here, the intensity parameter should be restricted to be positive. Therefore, the situation in which the response variables are restricted must be considered. The generalized linear model (GLM) (McCullagh and Nelder, 1989 ) is widely used in such situations. The GLM is expressed through the link function, which is constructed by a known monotonic function that transforms the expectation of the responses to a scale on which they are unconstrained. The Poisson regression model corresponds to the GLM with log link.
In the present paper, we consider the problem of selecting the optimal subset of variables in Poisson regression models. Generally, in regression analysis, the expectation of the response variable should be expressed by an essential minimum number of variables (principle of parsimony). These optimal variables are determined by minimizing the risk function based on the predicted Kullback-Leibler information (Kullback and Leibler, 1951) . Since the Kullback-Leibler information cannot be calculated exactly, Akaike (1973) proposed an information criterion, which has come to be known as Akaike's information criterion, or AIC.
Although the AIC is an effective estimator of Kullback-Leibler information, the AIC has a bias that cannot be ignored, especially in small samples, because the AIC is derived using the asymptotic properties. A number of studies have investigated the development of an information criterion that corrects for such bias (e.g., Bedrick and Tsai (1994) , , Hurvich and Tsai (1989) , Satoh et al. (1997) , Sugiura (1978) , , and Yanagihara (2006)). In the present paper, we propose a new information criterion that is obtained by correcting the bias of the AIC in Poisson regression models.
Another popular regression model with count observation is the logistic regression model, which assumes a binomial distribution. This model is also a GLM having a link function that is given by the logit function. For the logistic regression model, Yanagihara et al. (2003) proposed a bias-corrected AIC derived by stochastic expansion of the maximum likelihood estimator (MLE) of an unknown parameter. In the present study, we apply this procedure to the Poisson regression model.
The remainder of the present paper is organized as follows. In Section 2, we propose a new information criterion by reducing the bias of the AIC in Poisson regression models. In Section 3, we investigate the performance of the proposed information criterion through numerical simulations. The Appendixes present a detailed derivation of the proposed information criterion.
BIAS-CORRECTED AIC

STOCHASTIC EXPANSION OF THE MLE IN THE POISSON REGRESSION MODEL
Let the counted observation y ij be independently distributed according to a Poisson distribution with intensity parameter λ i (i = 1, 2, . . . , m) , that is,
In the present paper, we consider the case in which there are n i repeated observations under the same parameter λ i . Therefore, the sub-index j in y ij expresses the number of observations for n i repeated in each i (j = 1, . . . n i ). From the reproducing property of the
j=1 y ij is also independently distributed according to a Poisson distribution, that is,
In what follows, we set y i to be the response variable. The probability density function for response y i is then obtained as
In a Poisson regression model, log λ i is expressed as a linear combination of explanatory
where r is the number of explanatory variables and β = (β 1 , . . . , β r ) is an unknown parameter vector.
Letβ denote the MLE of β. This is expressed by maximizing the log-likelihood function excluding the constant term as follows:
where y = (y 1 , . . . , y m ) . In other words,β satisfies the following equation
Equation (2) is a likelihood equation and is derived by differentiating (1) with respect to β.
Usingβ, the estimator of the i-th intensity parameter and the fitted value of y i are obtained
Under the assumption in Appendix 1,β can be formally expressed aŝ
where n = m i=1 n i is the total number of trials. Let a = (a 1 , . . . , a p ) , and let b be pdimensional vectors. Then, we define the notations
2 . By using this matrix, we define Ξ such that Ξ = (X D X) −1 , where
substituting (3) into (2) and comparing terms of the same order, we obtain the explicit forms ofβ 1 ,β 2 , andβ 3 aŝ
where (4) is presented in Appendix 2.
BIAS-CORRECTED AKAIKE INFORMATION CRITERION
In a regression analysis, the optimal subset of variables can be determined by minimizing the risk function based on the predicted Kullback-Leibler information (Kullback and Leibler, 1951) , which is defined as follows:
where u is a future observation that is independent of y and is distributed according to the same distribution as y. This provides a measure of the discrepancy between the true model and candidate models.
Generally, (5) cannot be calculated exactly, because it includes unknown parameters.
Although the rough estimator of R is easily obtained as −2L(β; y), this has a constant bias. Akaike (1973) evaluated such a constant bias as "2×(the number of parameters)" and proposed the AIC by adding this bias to the rough estimator. In the case of a Poisson regression, the AIC is defined as follows:
In this case, the AIC is interpreted as the sum of the "goodness of fit to the model" and the "model complexity penalty". The former corresponds to −2L(β; y) and the latter corresponds to 2r.
The AIC has a non-negligible bias, especially in small samples. Therefore, in the present paper, we propose a new information criterion, called the CAIC (Bias-corrected AIC), which is defined as follows:
ij ], and 1 m is a m × 1 vector in which all elements are 1. This criterion is constructed by adding the bias correcting term of O(n −1 ) to the AIC. Although the bias correcting term of the (6) is complicated, the order of the bias is improved to O(n −2 ).
The bias correcting term in the (6) is derived as follows. By using the stochastic expansion (3), the bias of −2L(β; y) to R is expanded as
Note that the first term becomes 0, because E Ý [z i ] = 0. From Appendix 3, we see that
ij ]. Therefore, we obtain an expansion of B as
By substitutingβ into β in (8) and omitting the O(n −2 ) term, the bias correcting term in the (6) is obtained.
III. NUMERICAL STUDIES
In this section, we verify the performance of the CAIC through numerical simulations. We simulate 10,000 realizations of y. Throughout the examination, we also consider Takeuchi's information criterion (TIC), which was proposed by Takeuchi (1976) 
These matrixes are obtained by recalculating the bias correcting term of the AIC when the true model is not always included among the candidate models.
We prepare two situations with n = 10 (examinations 1 and 2 are set as (n i , m) = (1, 10) and (n i , m) = (2, 5), respectively) as the candidate models. The m × 4 explanatory variable matrix X F is constructed such that the first column is 1 m and the remainder elements are generated by the uniform distribution U(−1, 1). The relationship between the true intensity parameter and the true regressor variables is set by (log λ 1 , . . . , log λ m ) = X F β 0 , where In order to clearly illustrate the results, we index the models as shown in Table I . The total number of candidates is 2 3 = 8 in both examinations. Indexes 1 through 4 are assigned to the under-specified models in order of higher risk, and indexes 5 through 8 are assigned to the over-specified models in order of lower risk. In both examinations, the model with the lowest risk corresponds to the true model, which is assigned index 5. The horizontal axes in
Figures I and II denote the index. The number in {} means one of column in the explanatory variable matrix X F . For example, {1, 2} denotes the model with first and second columns of X F , which is the true model. Figure I shows the target risk and the average values of the three criteria, i.e., AIC, TIC, and CAIC, in each examination. In both examinations, the curves of risk, the AIC, and the CAIC have minima at index 5, which agrees with the true model. All of the curves are nearly flat in the intervals between indexes 1 through 4 and indexes 5 through 8, which correspond to under-specified and over-specified models, respectively. There is a gap between the underspecified and over-specified models. In the over-specified models, the average of the CAIC is in approximate agreement with the risk. This means that the CAIC has the smallest bias, which is the primary objective of the present study. All criteria tend to underestimate the risk in the over-specified models, and the TIC has an especially large bias. Figure II shows the frequencies of the models selected by the three criteria (AIC, TIC, and CAIC). The probability that the model with the smallest risk will be selected as the best model is the highest for the CAIC (70.86% and 73.35% in examinations 1 and 2, respectively) in both examinations (see Table II) . If the true model is not selected, all of the criteria tend to select the model with larger number of variables. The under-specified models are rarely selected, especially by the TIC (1.89% and 0.18% in examinations 1 and 2, respectively). This may be due to the fact that the criteria tend to underestimate the risk in the over-specified models. In examination 2, the TIC most often selects the model with index 8 (58.73%), which is the most complicated model. This may be due to the fact that the average value of the TIC attains minimum at this index and the TIC tends to selects this model. In both examinations, the improvement for CAIC in the selection probability of the model with the smallest risk as compared with the AIC is slight (2% in both examinations) . Table II also shows the estimated risk, which is obtained by substituting the MLE of the estimated best model for the risk (5). It is preferable when this value is small, because the model with the smallest risk is selected. The smallest estimated risk is obtained by the CAIC in both examinations.
In conclusion, the bias of the AIC is reduced by the proposed CAIC. As a result, the CAIC has several advantageous properties, which include a high probability of selecting the model with the smallest risk and minimum risk estimation.
APPENDIXES
Appendix 1 (Assumptions).
In order to guarantee the validity of stochastic expansion in (3), we have the following assumption, as introduced in Nordberg (1980) :
is uniformly positive definite,
, then this assumption is satisfied when rank(X) = r.
Appendix 2 (Derivation of equation (4)).
Using z i , we rewrite the likelihood equation of (2) as follows:
which is equivalent to
The stochastic expansion (3) yields the following expression ofλ i − λ i :
Substituting this into the left-hand side of (9) and comparing terms of the same order to n, we obtain the following three relations:
Using the relation
, we simplify the above equation and then obtain the explicit forms ofβ 1 ,β 2 andβ 3 in (4).
Appendix 3 (Derivation of equation (7)).
We first consider the first through fourth moments of z i . Since y i is distributed according to the Poisson distribution with intensity parameter n i λ i , these moments are calculated as
Let us now consider the first equation in (7). Substituting the explicit form ofβ 1 obtained by (4) into the first equation of (7), we have
Next, we consider the second equation in (7). Substituting the explicit form ofβ 2 obtained by (4) into the second equation of (7) yields
where the notation
Finally, we consider the last equation in (7). Substituting the explicit form ofβ 3 obtained by (4) into the last equation of (7), we have
Let the first term of the right-hand side be η 1 , and let the last term of the right-hand side be η 2 . These terms can then be rewritten as 
