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Abstract. In this article, some properties of complex Wiener-Itô multiple integrals and com-
plex Ornstein-Uhlenbeck operators and semigroups are obtained. Those include Stroock’s
formula, Hu-Meyer formula, Clark-Ocone formula and the hypercontractivity of complex
Ornstein-Uhlenbeck semigroups. As an application, several expansions of the fourth moments
of complex Wiener-Itô multiple integrals are given.
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1. Introduction
The chaos decomposition is an elegant and profound theory in stochastic analysis. As a pow-
erful analytic approach, it has been applied to many fields, for example, mathematical physics,
statistics and mathematical finance (see [14][19][21][22][23][34][35][36] and references therein).
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Wiener published the seminal article of this theory The Homogenous Chaos [42] in 1938.
His original idea is that a singular or noisy single process can be decomposed into a series
of the usual monomials of some simply random variables called polynomial chaos. Moreover,
these polynomial chaos is represented by multiple Wiener integral named by Itô [29]. The main
methods are the theory of generalized harmonic analysis developed by himself and a generalized
space-time Birkhoff’s individual ergodic theorem. Actually, chaos, in Wiener’s mind, implies
more meanings including randomness, singularity even disorder.
Cameron and Martin, in 1947 [4], constructed a complete orthogonal basis on L2(C0[0, 1], PB),
Φm,p = Hm
( ∫ 1
0
αp(s)dB(s)
)
, (1.1)
where, (C0[0, 1], PB) is the classic Wiener space on [0, 1], Hm is the Hermite polynomial of m
degree which is defined as Hm(x) = (−1)mex2/2 dmdxm e−x
2/2, m = 0, 1, . . . , αp is an orthogonal
basis on L2(0, 1) and
∫ 1
0
αp(s)dB(s) is the Itô stochastic integral with respect to Wiener process
on [0, 1].
In 1951 [29], Itô introduced a stochastic multiple integral and modified Wiener’s one [42]. Itô
showed the orthogonality of his multiple integrals of different degrees, especially the Hermite
polynomial in Eq. (1.1) can be expressed by this multiple integral as follows [29] [36]:
Hm
( ∫ 1
0
αp(s)dB(s)
)
=
∫
[0,1]m
αp(t1) · · ·αp(tm)dB(t1) · · ·dB(tm).
Moreover, Itô showed a relation of the above multiple integrals and the iterated Itô integrals.
Therefore, he gave a decomposition of orthogonal direct sum of L2 functionals of Gaussian system,
which is the standard form in the present textbooks and literature.
Being motivated in part by constructive quantum field theory, in 1956 [40], Segal tried to
develop a theory of integrations and harmonic analysis on Hilbert spaces. Although Segel’s theory
is only based on finite additive (cylindrical) measure, he indicated the construction equivalence
between the square integrable functions on a real Hilbert space HR and the algebra of symmetric
tensors over H, the complexification of HR. This idea is a key point of the definition of multiple
stochastic integrals on abstract spaces. In 1965 [17], Gross established the abstract Wiener space,
which provides a proper measure theory and effective analytic framework on infinite dimensional
Gaussian spaces.
In 1987, in a short note [41], Stroock gave a useful approach to compute the Wiener-Itô chaos
decomposition by Malliavin’ s derivative (or Gross-Sobolev derivative) and divergence operator,
which is named as Stroock’s formula [36] [35]. This formula sets up a deep link between chaos
decomposition and Malliavin calculus.
One can summarize all of the above theories in the following theorem ([29][36][41][35][21]).
Theorem 1.1. Let X = {X(h), h ∈ HR} be an isonormal Gaussian process over HR.
(i) The linear space generated by the class {Hn(X(h)) : n ≥ 0, h ∈ HR, ‖h‖HR = 1} is dense
in Lq(Ω, σ(X), P ), q ∈ [1,∞).
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(ii) (Wiener-Itô chaos decomposition) DenoteHn by the closed linear subspace of L2(Ω, σ(X), P )
generated by {Hn(X(h)) : h ∈ HR, ‖h‖HR = 1}. One has that
L2(Ω, σ(X), P ) =
∞⊕
n=0
Hn.
This means that every F ∈ L2(Ω, σ(X), P ) admits a unique expansion of the type F =
E(F ) +
∑∞
n=1 Fn, where Fn ∈ Hn and the series converges in L2(Ω, σ(X), P ).
(iii) (Stroock’s formula) Denote H⊙n
R
by the n times symmetric tensor space of HR equipped
with modified norm
√
n!‖ · ‖
H
⊗n
R
. The n-th multiple integral of f ∈ H⊙n
R
with respect to
X defined by In(f) = δp(f), where δn is the divergence operator of order n. Then, every
F ∈ L2(Ω, σ(X), P ) can be expanded as
F = E(F ) +
∞∑
n=1
In(fn),
for some unique collection of kernels fn ∈ H⊙nR , n ≥ 1. Moreover, if F ∈ Dn,2 for some
n ≥ 1, then fp = 1p!E(DpF ) for all p ≤ n, where Dn is the n-th Malliavin derivative
operator and Dn,2 is its domain in L2(Ω).
This theorem not only clearly characterizes the square integrable functional on Wiener space
through Hermite polynomials, Wiener-Itô multiple integrals and Malliavin’s derivative (or Gross-
Sobolev derivative), but also reveals their intrinsic connection. Moreover, these terms relate
the exponential martingale, linear stochastic differential equation, Ornstein-Uhlenbeck operator,
Ornstein-Uhlenbeck semigroup and the Wick product interestingly.
On the one hand, it is well known that the solution of the following linear stochastic differential
equation is an exponential martingale, which can be expanded by a serial of Hermite polynomials,
dx(t) = φ(t)x(t)dB(t), x(0) = 1.
On the other hand, solving this equation by Picard’s iteration, the n-fold iterated Wiener-
Itô’s integrals is represented naturally by n-degree Hermite polynomial in the expansion of the
exponential martingales [16][32][38]. Moreover, this relation is also interpreted by Wick exponent
and Wick product [34].
One defines the gradient operator D on L2(Rd, dν), where dν is the standard Gaussian mea-
sure on Rd. The divergence operator δ is the adjoint operator with respect to the inner product∫
Rd
〈·, ·〉dν by using integration by parts. OU operator ∆OU def= −δD, is the infinitesimal gen-
erator of OU process (or OU semigroup) possessing the invariable distribution dν. Moreover,
the Hermite polynomials of several variables are the eigenfunctions of ∆OU and a complete
orthonormal basis on L2(Rd, dν).
One can lift this picture to infinite dimensional Wiener spaces, and define an infinite dimen-
sional OU operator and OU semigroup, which play the same role as the Laplacian operator ∆
and the heat semigroup in Fourier analysis on Rd. Using the spectral property of OU semigroup
essentially associated with chaos decomposition, one obtains the multiplier theorem and then es-
tablishes the theory of Sobolev spaces on Wiener spaces. Here, the hypercontractivity property
of OU semigroup and Meyer’s inequality are two key tools [36][35][21].
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These real analytic theories on Wiener spaces have a wide range of important application in
the fields of probability theory, stochastic (partial) differential equation, mathematical finance
and mathematical physics etc.
In fact, in 1953 [30], Itô gave the theory of complex multiple integrals. His main idea was
using complex Hermite polynomials to define multiple integrals and then obtaining the chaos
decomposition of square integrable functions on complex Gaussian system. In recent years,
there are more and more interesting applications of complex chaos decomposition and its related
topics (see [1][7][8][11][12][13][18][28][31]). However, comparing with the theory of real chaos
decomposition, the corresponding complex theory is far away to be completed.
This paper is arranged as follows. In section 2, after some preliminaries on complex multiple
Wiener-Itô integrals in subsection 2.1, one obtains complex Stroock’s formula in subsection 2.2.
The product formula of complex Weiner-Itô integrals is introduce in subsection 2.3. Based on this
formula, Wick product, Hu-Meyer formula and the relation between real and complex Weiner-
Itô integrals are given in subsection 2.3, 2.4 and 2.5 respectively. In section 3, by means of
complex Malliavin divergence operator and Ornstein-Uhlenbeck operator, Clark-Ocone formula,
the hypercontracivity of complex Ornstein-Uhlenbeck semigroups and the expansion of the fourth
moment of complex Weiner-Itô integrals in terms of Malliavin derivatives and contraction of
their kernel are obtained in subsection 3.1, 3.2 and 3.3 respectively. Finally, section 4 is an
appendix, some formulae and facts of complex Hermite polynomials are collected for the reader’s
convenience.
In the rest of this note, all functions and random variables are complex valued and Hilbert
spaces are complex inner product spaces in general unless stated precisely.
2. Complex Wiener-Itô multiple integrals and chaos decomposition
In this section, the theory of complex Wiener-Itô chaos decomposition is rewriten in term of
Gaussian isonormal processes and a version of Stroock’s formula is shown.
2.1. Complex Wiener-Itô multiple integrals. The starting point is complex Hermite poly-
nomials. A simple method to define complex Hermite polynomials is by means of the generating
function.
Definition 2.1. Let z = x+iy with x, y ∈ R. Complex Hermite polynomials Jm,n(z, ρ) are given
by
exp
{
λz¯ + λ¯z − ρ|λ|2} = ∞∑
m=0
∞∑
n=0
λ¯mλn
m!n!
Jm,n(z, ρ), λ ∈ C. (2.1)
When ρ = 2, one will often write Jm,n(z) rather than Jm,n(z, ρ).
Remark 2.2. As far as the authors known, both the formula (2.1) and the name of complex
Hermite polynomials were introduced by Itô firstly in 1953 [30].
It is well known that one can express Jm,n(z, ρ) as follows:
Jm,n(z, ρ) =
m∧n∑
r=0
(−1)rr!
(
m
r
)(
n
r
)
zm−rz¯n−rρr. (2.2)
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Some well known properties of these polynomials are listed in Appendix.
Next, one need the definition of complex Gaussian isonormal processes. Suppose that H is a
complex separable Hilbert space. According to [10, 34], a complex Gaussian isonormal process
{Z(h) : h ∈ H} is a centered symmetric complex Gaussian family in L2(Ω) such that
E[Z(h)2] = 0, E[Z(g)Z(h)] = 〈g, h〉H, ∀g, h ∈ H.
Especially, when H = L2(T,B, ν) with ν non-atomic, one says {Z(A) : A ∈ B, |ν(A)| <∞} a
white noise with intensity ν, where Z(A) is understood as Z(1A).
Third, one need the definition of Wiener-Itô chaos. For each m,n ≥ 0, one writes Hm,n(Z)
to indicate the closed linear subspace of L2(Ω) generated by the random variables of the type{
Jm,n(Z(h)) : h ∈ H, ‖h‖H =
√
2
}
where Jm,n(z) is the complex Hermite polynomial. The space Hm,n(Z) is called the Wiener-Itô
chaos of degree of (m,n) of Z (or say: (m,n)-th Wiener-Itô chaos of Z).
Take a complete orthonormal system {ek} in H. For two sequences m = {mk}∞k=1 , n =
{nk}∞k=1 of nonnegative integrals with finite sum, define a Fourier-Hermite polynomial
Jm,n :=
∏
k
1√
2mk+nkmk!nk!
Jmk,nk(
√
2Z(ek)). (2.3)
The following proposition presents the basis of (m,n)-th Wiener-Itô chaos Hm,n(Z) . For its
proof, please refer to Theorem 13.1 and Theorem 13.2 in [30].
Proposition 2.3. Define m, n and {ek} be as above. For any m,n ≥ 0 the random variables
{Jm,n : |m| = m, |n| = n} (2.4)
form a complete orthonormal system in Hm,n(Z).
Fourth, one has that the linear mapping
Im,n
(
(⊗ˆ∞k=1e⊗mkk )⊗ (⊗ˆ
∞
k=1e¯
⊗nk
k )
)
=
√
m!n!Jm,n (2.5)
provides an isometry from the tensor productH⊙m⊗H⊙n, equipped with the norm
√
m!n! ‖·‖
H⊗(m+n)
,
onto the (m,n)-th Wiener-Itô chaos Hm,n(Z). Here, ei⊗ˆej means that the symmetrizing tensor
product of ei and ej and H⊙n is the n times symmetric tensor product of H. Then one can define
complex multiple Wiener-Itô integrals as follows.
Definition 2.4. For any f ∈ H⊙m ⊗ H⊙n, one call Im,n(f) the complex multiple Wiener-Itô
integral of f with respect to Z, since when H = L2(T,B, ν) with ν non-atomic, this linear mapping
Im,n : H
⊙m ⊗ H⊙n → L2(Ω) coincides with the classical complex multiple Wiener-Itô integral
[10, 30].
For any f ∈ H⊗(m+n) given by
f =
∑
j1,...,jm+n
aj1,...,jm+nej1 ⊗ . . . ejm ⊗ e¯jm+1 ⊗ · · · ⊗ e¯jm+n ,
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define Im,n(f) = Im,n(f˜) where f˜ is the symmetrization of f in the sense of Itô [30]:
f˜ =
1
m!n!
∑
pi
∑
σ
∑
j1,...,jm+n
aj1,...,jm+nejpi(1) ⊗ · · · ⊗ ejpi(m) ⊗ e¯jσ(1) ⊗ · · · ⊗ e¯jσ(n) , (2.6)
where π and σ run over all permutations of (1, . . . ,m) and (m + 1, . . . ,m + n) respectively.
Especially, when H = L2(T,B, ν) with ν non-atomic, one has that
f˜(t1, . . . , tm+n) =
1
m!n!
∑
pi
∑
σ
f(tpi(1), . . . , tpi(m), tσ(1), . . . , tσ(n)).
Example 2.5. Similar to the real case, the complex multiple integral connects naturally with
an exponential martingale and a linear stochastic differential equation. Using the complex Her-
mite polynomials, one can express the exponential martingale of a conformal continuous local
martingale as series. Suppose x is a conformal local martingale and x0 = 0 and λ ∈ C. Let y(λ)
be its exponential martingale:
y(λ) = exp
{
λ¯x+ λx¯− |λ|2 〈x, x¯〉
}
.
Hence, one can express it as follows,
y(λ) =
∞∑
m=0
∞∑
n=0
λ¯mλn
m!n!
Jm,n(x, 〈x, x¯〉).
On the other hand, y(λ) is the unique solution to the linear stochastic differential equation
dy = y(λ¯dx+ λdx¯), y0 = 1.
By Picard’s iteration, one has that
yt(λ) =
∞∑
m=0
∞∑
n=0
λ¯mλn
∑∫ t
0
∫ tm+n
0
· · ·
∫ t2
0
dCt1dCt2 · · · dCtm+n ,
where 0 < t1 < t2 < · · · < tm+n < t, Ct = xt or Ct = x¯t, and the sum is over all n-combinations
of {1, 2, . . . ,m+ n} such that Ct = x¯t . Comparing coefficients yields that
Jm,n(xt, 〈x, x¯〉t) = m!n!
∑∫ t
0
∫ tm+n
0
· · ·
∫ t2
0
dCt1dCt2 · · · dCtm+n .
Especially, when x is a complex Brownian motion, the right hand side of the above equality is
equal to the complex multiple Wiener-Itô integral: [9]∫ t
0
∫ t
0
· · ·
∫ t
0
dxt1 · · · dxtmdx¯tm+1 · · ·dx¯tm+n .
2.2. Complex Wiener-Itô chaos decomposition and Stroock’s formula. Now one can
give the theory of complex Wiener-Itô chaos decomposition [10, 30].
Theorem 2.6. (i) The linear space generated by the class{
Jm,n(Z(h)) : m,n ≥ 0, h ∈ H, ‖h‖H =
√
2
}
(2.7)
is dense in Lq(Ω, σ(Z), P ) for every q ∈ [1,∞).
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(ii) One has that L2(Ω, σ(Z), P ) =
⊕∞
m=0
⊕∞
n=0 Hm,n. This means that every random vari-
able F ∈ L2(Ω, σ(Z), P ) admits a unique expansion of the type F = ∑∞m=0∑∞n=0 Fm,n,
where Fm,n ∈ Hm,n, F0,0 = E[F ] and the series converges in L2(Ω).
There are two essentially different approaches to show this theorem. The analysis approach
makes use of Hahn-Banach theory and the Fourier transform or Laplace transform along the
same line of the proof of the real Wiener-Itô chaos decomposition, please refer to [30, 34, 35, 36]
for details. The other approach makes use of the known real Wiener-Itô chaos decomposition
and the connection between real Wiener-Itô chaos and complex Wiener-Itô chaos, which is an
indirect proof but can be seen as an algebraic proof, please refer to [10] or Remark (2.21).
The next goal of this section is Stroock’s formula for the complex Wiener-Itô chaos expansion.
The starting point is to define complex Malliavin derivatives.
Definition 2.7. Let S denote the set of all random variables of the form
f
(
Z(ϕ1), · · · , Z(ϕm)
)
, (2.8)
where f ∈ C∞↑ (Cm) (C∞ function such that fand all its partial derivatives have polynomial
growth order), ϕi ∈ H, i = 1, 2, · · · ,m and m ≥ 1. A random variable belonging to S is said to
be smooth. If F ∈ S, then the complex Malliavin derivatives of F are the elements of L2(Ω,H)
defined by [8, 10]:
DF =
m∑
i=1
∂if(Z(ϕ1), . . . , Z(ϕm))ϕi, (2.9)
D¯F =
m∑
i=1
∂¯if(Z(ϕ1), . . . , Z(ϕm))ϕ¯i, (2.10)
where
∂jf =
∂
∂zj
f(z1, . . . , zm), ∂¯jf =
∂
∂z¯j
f(z1, . . . , zm), j = 1, . . . ,m
are the Wirtinger derivatives.
One can define the iteration of the operator D and D¯ in such a way that DpD¯qF is a random
variable with values in H⊙p ⊗ H⊙q for any F ∈ S. It is routine to show that DpD¯q are closable
from Lr(Ω) to Lr(Ω,H⊙p ⊗ H⊙q) for every r ≥ 1. Denote by Dp,r⋂ D¯q,r the closure of S with
respect to the Sobolev seminorm ‖·‖p,q,r.
Theorem 2.8 (Stroock’s formula). Every random variable F ∈ L2(Ω, σ(Z), P ) can be expressed
by
F =
∞∑
p=0
∞∑
q=0
Ip,q(fp,q),
where fp,q ∈ H⊙p ⊗ H⊙q . If F ∈ Dm,2
⋂
D¯n,2 then
fp,q =
1
p!q!
E[DpD¯qF ], ∀p ≤ m, q ≤ n.
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Proof. The first part of the statement is a direct combination of Theorem 2.6 and the definition
of multiple Wiener-Itô integrals. For the second part, one implies from Proposition 2.9 below
that
DpD¯qF =
∞∑
i=p
∞∑
j=q
i!j!
(i− p)!(j − q)!Ii−p,j−q(fp,q).
Taking expectation on both sides of the equality, one has that fp,q = 1p!q!E[D
pD¯qF ], ∀p ≤ m, q ≤
n. 
Proposition 2.9. Suppose f ∈ H⊙m ⊗ H⊙n. Then one has that
Dt(Im,n(f)) = mIm−1,n(f(t, ·, ·)), D¯s(Im,n(f)) = nIm,n−1(f(·, s, ·)). (2.11)
Proof. By the polarization technique, one can assume that f = h⊗m ⊗ h¯⊗n with h ∈ H. Denote
ρ = ‖h‖2 and ~t k = (t1, . . . , tk), ~s k = (s1, . . . , sk). Then one obtains that
Dt(Im,n(f)) = Dt(Jm,n(Z(h), ρ))
= mJm−1,n(Z(h), ρ)h(t)
= mIm−1,n(h⊗m−1 ⊗ h¯⊗n)h(t)
= mIm−1,n
(
f(t, ~tm−1, ~sn)
)
.
Similarly, one has that D¯s(Im,n(f)) = nIm,n−1
(
f(~tm, s, ~sn−1)
)
. 
Moreover, three well known propositions concerning Malliavin derivatives are listed without
proof to use later.
Proposition 2.10 (integration by parts formula). Suppose that F ∈ S and h ∈ H, then one has
the following integration by parts formula
E[Z(h)× F¯ ] = E[〈h, DF 〉], E[Z¯(h)× F¯ ] = E[〈h, D¯F 〉]).
Proposition 2.11. Let {Fn, n ≥ 1} be a sequence of random variable in D1,2 (resp. D¯1,2) that
converges to F in L2(Ω) and that
sup
n
E[‖DFn‖2H] <∞, (resp. sup
n
E[
∥∥D¯Fn∥∥2H] <∞),
then F belongs to D1,2 (resp. D¯1,2) and the sequence of derivatives DFn (resp. D¯Fn) converges
weakly to DF (resp. D¯F ) in L2(Ω,H).
Proposition 2.12. (Chain rule) If ϕ : Cm → C is a continuously differentiable function with
bounded partial derivatives and if F = (F 1, . . . , Fm) is a random vector whose components are
elements of D1,2
⋂
D¯1,2, then ϕ(F ) ∈ D1,2⋂ D¯1,2 and
Dϕ(F ) =
m∑
j=1
∂jϕ(F )DF
j + ∂¯jϕ(F )DF j , (2.12)
D¯ϕ(F ) =
m∑
j=1
∂jϕ(F )D¯F
j + ∂¯jϕ(F )D¯F j . (2.13)
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2.3. Product formula and Wick product. In the spirit of Segal [40], since the Wiener-Itô
multiple integrals are isometric to the algebra of symmetric tensor, the product formula is crucial
to the theory of complex multiple Wiener-Itô integrals and implies some important properties.
Theorem 2.13. (Product formula) For two symmetric functions f ∈ H⊙a ⊗H⊙b, g ∈ H⊙c ⊗
H⊙d, the product formula for complex multiple Wiener-Itô integrals is given by [6]
Ia,b(f)Ic,d(g) =
a∧d∑
i=0
b∧c∑
j=0
(
a
i
)(
d
i
)(
b
j
)(
c
j
)
i!j! Ia+c−i−j,b+d−i−j(f ⊗i,j g). (2.14)
where a, b, c, d ∈ N, and the contraction of (i, j) indices of the two functions is given by
f ⊗i,j g
=
∞∑
l1,...,li+j=1
〈f, el1 ⊗ · · · ⊗ eli ⊗ e¯li+1 ⊗ · · · ⊗ e¯li+j 〉 ⊗ 〈g, eli+1 ⊗ · · · ⊗ eli+j ⊗ e¯l1 ⊗ · · · ⊗ e¯li〉,
by convention, f ⊗0,0 g = f ⊗ g denotes the tensor product of f and g. Especially, when H =
L2(T,B, ν) with ν non-atomic, one has that
f ⊗i,j g(t1, . . . , tp1+p2−i−j ; s1, . . . , sq1+q2−i−j)
=
∫
Ai+j
νi+j(du1 · · ·duidv1 · · · dvj) f(t1, . . . , tp1−i, u1, . . . , ui; s1 . . . , sq1−j , v1 . . . , vj)
× g(tp1−i+1, . . . , tp1−i+p2−j , v1 . . . , vj ; sq1−j+1 . . . , sq1−j+q2−i, u1 . . . , ui).
Hoshino et al. obtained a version of product formula for complex Wiener-Itô integrals where
f, g can be non-symmetrized functions (see [18, Theorem A.1]).
The product formula can be used to imply a Üstünel-Zakai independence criterion for complex
Wiener-Itô integrals whose proof can be found in [6]. Suppose f(t1, . . . , tp, s1, . . . , sq) ∈ H⊙p ⊗
H⊙q. We call
H
⊙q ⊗ H⊙p ∋ h(t1, . . . , tq, s1, . . . , sp) := f¯(s1, . . . , sp, t1, . . . , tq)
the reversed complex conjugate of function f(t1, . . . , tp, s1, . . . , sq). Clearly, one has that
Ip,q(f) = Iq,p(h). (2.15)
Theorem 2.14. For two symmetric functions f ∈ H⊙a ⊗ H⊙b, g ∈ H⊙c ⊗ H⊙d with a + b ≥
1, c+ d ≥ 1, the following conditions are equivalent:
(i) Ia,b(f) and Ic,d(g) are independent random variables;
(ii) f ⊗1,0 g = 0, f ⊗0,1 g = 0, f ⊗1,0 h = 0 and f ⊗0,1 h = 0 in H⊗(a+b+c+d−2), where h is
the reversed complex conjugate of g.
The product formula implies that a product of two complex multiple integrals is a finite sum
of multiple integrals. This is close related to the Wick product which can be used to define the
renormalization of the stochastic complex Ginzburg-Landau equation [18]. The Wick product is
the last topic of this section.
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Definition 2.15. For (m,n) ≥ 0, πm,n denotes the orthogonal projection of L2(Ω) onto Hm,n,
and π≤(m,n) the orthogonal projection of L2(Ω) onto
⊕m
i=0
⊕n
j=0 Hi,j . For any h1, . . . , hm+n ∈
H, the Wick product : Z(h1) . . . Z(hm)Z(hm+1) . . . Z(hm+n) : is given by
: Z(h1) . . . Z(hm)Z(hm+1) . . . Z(hm+n) : = πm,n
(
Z(h1) . . . Z(hm)Z(hm+1) . . . Z(hm+n)
)
.
Define the general Wick product by
ξ ⋄ η = πm+p,n+q(ξη),
if ξ ∈ Hm,n and η ∈ Hp,q, and extend ⋄ by bilinearity to a binary operator on the finite order
chaos space P∗(H) =
∑∞
m,n=0 Hm,n.
The product formula and the hypercontractivity inequality (see below subsection 3.2) imply
that the general Wick product is a continuous bilinear operator Hm,n × Hp,q → Hm+p,n+q.
Thus there exists a constant c(m,n, p, q) such that for any ξ ∈ ⊕mi=0⊕nj=0 Hi,j and η ∈⊕p
i=0
⊕q
j=0 Hi,j ,
‖ξ ⋄ η‖2 ≤ c(m,n, p, q) ‖ξ‖2 ‖η‖2 .
The constant c(m,n, p, q) can not be replaced by a constant independent of m, n, p and q.
Example 2.16. By (2.14)(2.15) and induction, for f ∈ H, (I1,0(f))n = In,0(f⊙n). Therefore,
: Z(f)n : = In,0(f
⊙n) =
(
Z(f)
)n
. (2.16)
: Z(f)pZ(f)
q
: =
p∧q∑
k=0
(−1)kk!
(
p
k
)(
q
k
)
Z(f)p−kZ(f)
q−k
(E|Z(f)|2)k. (2.17)
Especially, let ζ be a symmetric complex gaussian variable, i.e. ζ = ξ + iη where ξ and η
are independent centered Gaussian variable with the same variance, and take H = C, then for
f = f1+if2 ∈ C, Z(f) = (f1ξ−f2η)+i(f1η+f2ξ) is also a symmetric complex Gaussian variable
and (2.16) (2.17) coincides with the wick powers of a symmetric complex Gaussian variable in
Example 3.30 and Example 3.31 respectively in [34] which are induced by Feynman diagram.
In fact, along the same ways in section III.2 in [34], one can define the wick exponential
: eZ(f) : by eZ(f).
2.4. The Hu-Meyer formula. The Hu-Meyer formula relates the multiple Stratonovich inte-
gral to the multiple Wiener-Itô integral and vice versa (see [24][25][21]).
The product formula (2.14) can also be used to imply the complex version of Hu-Meyer
formula. Take a complete orthonormal system {ek} in H. Let f ∈ H⊙p ⊗ H⊙q and consider the
following random variable:
Snp,q(f) =
n∑
i1,...,ip=1
n∑
l1,...,lq=1
〈f, (ei1⊗ˆ . . . ⊗ˆeip)⊗ (e¯l1⊗ˆ . . . ⊗ˆe¯lq )〉Z(ei1) . . . Z(eip)Z(el1) . . . Z(elq ).
(2.18)
If the limit in probability of Snp,q(f) exists as n→∞, one calls f is Stratonovich integrable. The
limit is called the multiple Stratonovich integral of f and is denoted by Sp,q(f).
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Definition 2.17. Suppose that 0 ≤ k ≤ p ∧ q. Denote that
Trk,nf =
n∑
i1,...,ip+q−k=1
〈f, (ei1⊗ˆ . . . ⊗ˆeik⊗ˆ . . . ⊗ˆeip)⊗ (e¯i1⊗ˆ . . . ⊗ˆe¯ik⊗ˆe¯ip+1⊗ˆ . . . ⊗ˆe¯ip+q−k)〉
× (eik+1⊗ˆ . . . ⊗ˆeip)⊗ (e¯ip+1⊗ˆ . . . ⊗ˆe¯ip+q−k).
If Trk,nf converges in H⊙(p−k) ⊗ H⊙(q−k) as n → ∞, then one says that f has a trace of order
k and the limit is denoted by Trkf .
Theorem 2.18 (The Hu-Meyer formula). Suppose f ∈ H⊙p⊗H⊙q. If the traces of order k of f
exist for all k ≤ (p ∧ q), then f is Stratonovich integrable and
Sp,q(f) =
p∧q∑
k=0
k!
(
p
k
)(
q
k
)
Ip−k, q−k(Trkf); (2.19)
Ip,q(f) =
p∧q∑
k=0
(−1)kk!
(
p
k
)(
q
k
)
Sp−k, q−k(Trkf). (2.20)
Proof. The product formula implies that
Z(ei1) . . . Z(eip)Z(el1) . . . Z(elq )
= Ip,0(ei1⊗ˆ . . . ⊗ˆeip)I0,q(e¯l1⊗ˆ . . . ⊗ˆe¯lq )
=
p∧q∑
k=0
(
p
k
)(
q
k
)
k!Ip−k,q−k
(
(ei1⊗ˆ . . . ⊗ˆeip)⊗k,k (e¯l1⊗ˆ . . . ⊗ˆe¯lq )
)
=
p∧q∑
k=0
(
p
k
)(
q
k
)
k!Ip−k,q−k
(
(eik+1⊗ˆ . . . ⊗ˆeip)⊗ (e¯lk+1⊗ˆ . . . ⊗ˆe¯lq )
)
δi1,l1 · · · δik,lk ,
where δi,j is the Kronecker delta. By substituting the above equation displayed into Eq. (2.18),
we obtain that
Snp,q(f) =
p∧q∑
k=0
k!
(
p
k
)(
q
k
)
Ip−k, q−k(Trk,nf).
Taking the limit, one implies that the formula (2.19) holds.
By the linear property and the polarization technique, to show (2.20), it suffices to show it
for the case of f = h⊗p ⊗ h¯⊗q with ‖h‖ = √2. In this case, (2.20) is degenerated to the identity
(2.2). 
2.5. The relation between the real and complex Wiener-Itô integrals. The real and
imaginary parts of a complex multiple Wiener-Itô integral of (m, n)-order can be expressed as
real integrals of order m + n [10]. In details, denote by HR the real Hilbert space such that
H = HR + iHR and suppose that X = {X(h) : h ∈ HR} is an isonormal Gaussian process over
HR and that Y is an independent copy of X . Clearly, a realization of the isonormal Gaussian
process W over the Hilbert space direct sum space HR ⊕ HR is
W (h, f) = X(h) + Y (f), ∀h, f ∈ HR.
Then one obtains that [10]
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Theorem 2.19. Suppose ϕ ∈ H⊙m ⊗ H⊙n and F = Im,n(ϕ) = F1 + iF2. Then there exist real
u, v ∈ (HR ⊕ HR)⊙(m+n) such that
F1 = Im+n(u), F2 = Im+n(v), (2.21)
where Ip(g) is the p-th real Wiener-Itô multiple integral of g with respect to W .
Beside being used to show Theorem 2.6, the above theorem has other applications such as to
show complex fourth moment theorems. It is implied from the following proposition [10].
Proposition 2.20. Suppose that ‖f‖2
HR
+ ‖g‖2
HR
= 1, then for any fixed θ ∈ R,
Hn
(
X(f) + Y (g)
)
=
n∑
k=0
dkJk,n−k(Z(h)),
where h =
√
2eiθ(f − ig), and
dk =
1
2n
∑
r+s=k
(−1)s
n∑
l=0
(
n
l
)(
l
r
)(
n− l
s
)
(cos θ)l(i · sin θ)n−l.
Suppose that H ∋ h with ‖h‖
H
=
√
2, then
Jk,n−k(Z(h)) =
n∑
i=0
c˜iHn(X(fi) + Y (gi)),
where fi + igi =
1√
2
eiθi h¯, and
c˜i =
n∑
j=0
M
−1
j,i i
n−j ∑
r+s=j
(
k
r
)(
n− k
s
)
(−1)n−k−s,
where the matrix M is given as in (4.10). That is to say
Hn(W ) =
⊕
k+l=n
Hk(X)Hl(Y ),
Hn(W ) + iHn(W ) =
⊕
k+l=n
Hk,l,
L2(Ω, σ(Z), P ) =
∞⊕
n=0
(Hn(W ) + iHn(W )) = ∞⊕
n=0
⊕
k+l=n
Hk,l =
∞⊕
m=0
∞⊕
n=0
Hm,n. (2.22)
Where Hn(W ),Hn(X) and Hn(Y ) are the n-th Wiener-Itô Chaos with respect to W,X and Y
respectively.
Remark 2.21. On the one hand, the first equality in (2.22) may be regarded as a new chaos
decomposition of complex Gaussian systems in spirit of Wiener, since L2 function is expanded
by a series of polynomials of Gaussian random vector W = (X,Y ). On the other hand, along
the equality from the left side to the right side in (2.22), this equality provides a way to prove the
chaos decomposition in sense of Itô (see section 4 in [10] for the details of this proof).
This decomposition can be applied to show the Gaussian and the non-Gaussian center limit
theorem of complex Wiener-Itô multiple integrals (see [10]).
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3. Complex Ornstein-Uhlenbeck operators and semigroups
In this section, one obtains several analytical properties of multiple Wiener-Itô integrals such
as their norm equivalence and exponential integrability, and one expands the fourth moment
of multiple Wiener-Itô integrals in terms of their Malliavin derivatives and the contractions
of kernels of multiple Wiener-Itô integrals. The method is by means of Malliavin divergence
operators and Ornstein-Uhlenbeck operators.
3.1. Malliavin divergence operators and Clark-Ocone formula. The divergence operators
δ and δ¯ are defined as the adjoint of D and D¯ respectively, with the domains Dom(δ) and Dom(δ¯)
the subsets of L2(Ω,H) composed of those elements u such that there exists a constant c > 0
verifying for all F ∈ S,∣∣E[〈DF, u〉]∣∣ ≤ c ‖F‖ , (resp. ∣∣E[〈D¯F, u〉]∣∣ ≤ c ‖F‖).
If u ∈ Dom(δ) or u ∈ Dom(δ¯), then δu and δ¯u are the unique element of L2(Ω) given respectively
by the following duality formula: for all F ∈ S,
E[(δu)× F¯ ] = E[〈u, DF 〉], (resp. E[(δ¯u)× F¯ ] = E[〈u, D¯F 〉]). (3.1)
Consider a special case that {Zt, t ≥ 0} is a complex one-dimensional fractional Brownian
motion with a fixed Hurst index H ∈ (0, 1). Let L2a be the set of square integrable random
variables adapted to the completed sigma-field filter Ft = σ(Zs, s ≤ t). By the chaos expansion,
one has a Clark type representation of a functional of fractional Brownian motion. The proof is
the same as the real case, please refer to [20] for details.
Proposition 3.1 (Clark type representation). Let random variable F ∈ L2(Ω, σ(Z), P ). Then
there exist two stochastic processes ϕ(t, ω) ∈ L2a and ψ(t, ω) ∈ L2a almost everywhere uniquely
such that
F = E[F ] +
∫ ∞
0
ϕ(t, ω)dZt +
∫ ∞
0
ψ(t, ω)dZ¯t, (3.2)
where the integral is a divergence integral.
It is routine to extend {Zt, t ≥ 0} to a complex Gaussian isonormal process Z = {Z(h) : h ∈ H}
for a suitable Hilbert space H.
Theorem 3.2 (Clark-Ocone formula). Suppose that {Zt, t ≥ 0} is a complex one-dimensional
fractional Brownian motion with a fixed Hurst index H ∈ (0, 1). If F ∈ D1,2⋂ D¯1,2, then
F = E[F ] +
∫ ∞
0
E(DtF |Ft)dZt +
∫ ∞
0
E(D¯tF |Ft)dZ¯t, (3.3)
where the integral is a divergence integral.
Proof. For simplicity, one suppose that H ∈ (12 , 1). The other case is similar. Denote αH =
H(2H − 1) and φ(s, t) = αH |s− t|2H−2 and define the Hilbert space
H := L2φ = {f | f : R+ → C, |f |2φ :=
∫ ∞
0
∫ ∞
0
f(s)f¯(t)φ(s, t)dsdt <∞}.
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For any element u ∈ L2a, by Itô’s isometry and Proposition 3.1, one has that
E[(δu)× F¯ ] =
∫ ∞
0
∫ ∞
0
E[utϕ¯s]φ(s, t)dtds,
By the duality formula, one has that
E[(δu)× F¯ ] =
∫ ∞
0
∫ ∞
0
E[utDsF ]φ(s, t)dtds
=
∫ ∞
0
∫ ∞
0
E[utE[DsF |Fs]]φ(s, t)dtds.
The above two equations imply that ϕs = E[DsF |Fs]. In the same way, one can show that
ψs = E[D¯sF |Fs]. 
3.2. Complex Ornstein-Uhlenbeck operators and the hypercontractivity of complex
Ornstein-Uhlenbeck semigroup.
Definition 3.3. Complex Ornstein-Uhlenbeck operators are defined as
L = δD, L¯ = δ¯D¯. (3.4)
Proposition 3.4. Suppose that Im,n(f) is the complex Wiener-Itô integral of f with respect to
Z for f ∈ H⊙m ⊗ H⊙n. Then one has that
L(Im,n(f)) = mIm,n(f), L¯(Im,n(f)) = nIm,n(f). (3.5)
Proof. By the polarization technique, one need only to show that (3.5) holds in case of f =
h⊗m ⊗ h¯⊗n. Let G = Im−1,n(h⊗m−1 ⊗ h¯⊗n) and ρ = ‖h‖2. One has that
L(Im,n(f)) = mδ(Gh)
= m[GZ(h)− 〈h, DG¯〉H]
= m[Z(h)Jm−1,n(Z(h), ρ)− nρJm−1,n−1(Z(h), ρ)]
= mJm,n(Z(h), ρ)
= mIm,n(f).
Similarly, one has that L¯(Im,n(f)) = nIm,n(f). 
Definition 3.5. Fix a θ ∈ (−pi2 , pi2 ). The OU semigroup is the one-parameter semigroup
{Tt : t ≥ 0} of contraction operators on L2(Ω, σ(Z), P ) defined by
Tt(F ) =
∞∑
m,n=0
e−[(m+n) cos θ+i(m−n) sin θ]tIm,n(fm,n),
where F is given by F =
∑∞
m=0
∑∞
n=0 Im,n(fm,n) with fm,n ∈ H⊙m ⊗ H⊙n.
It is clear that the infinitesimal generator of the semigroup {Tt} is given by
Lθ = −(eiθL+ e−iθL¯).
The Mehler’s formula is as follows [5].
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Proposition 3.6. Let r = eiθ and Z ′ = {Z ′(h) : h ∈ H} be an independent copy of Z. Then,
for any F ∈ L2(Ω),
Tt(F )(Z) = EZ′ [F (e
−rtZ +
√
1− e−2t cos θZ ′)], t ≥ 0.
Question 3.7. Since the operator L is not the generator of the semigroup {Tt}, one does not
have a version of Mehler’s formula for L. Thus, one can not copy Pisier’s proof to obtain the
following Meyer’s inequalities:
cp ‖DF‖p ≤
∥∥∥(−L)1/2F∥∥∥
p
≤ Cp ‖DF‖p , ∀F ∈ D1,p,
where p > 1 and cp, Cp are two positive constants. In fact, it is not known whether the Meyer’s
inequalities hold or not.
The OU semigroup {Tt} verifies a property called Hypercontractivity [5].
Proposition 3.8. For the fixed t ≥ 0 and p > 1, set q(t) = e2t cos θ(p− 1) + 1. Then
‖TtF‖q(t) ≤ ‖F‖ , ∀F ∈ Lp(Ω).
A direct consequence of the hypercontractivity property is the norm equivalence of the Wiener-
Itô chaos [6].
Proposition 3.9. (1) Complex multiple Wiener-Itô integrals have all moments satisfying
the following hypercontractivity inequality
[E |Ip,q(f)|r] 1r ≤ (r − 1)
p+q
2 [E |Ip,q(f)|2] 12 , r ≥ 2, (3.6)
where |·| is the absolute value (or modulus) of a complex number.
(2) If a sequence of distributions of {Ip,q(fn)}n≥1 is tight, then
sup
n
E |Ip,q(fn)|r <∞ for every r > 0. (3.7)
The inequality (3.6) implies that the exponential integrability of Ip,q(f). For the real case,
please refer to [21].
Corollary 3.10. For the multiple Wiener-Itô integral Ip,q(f), there exist a constant c0 > 0 such
that for all c < c0,
E exp
{
c0 |Ip,q(f)|
2
p+q
}
<∞.
3.3. Several expansions of the fourth moment of a multiple Wiener-Itô integral.
The moment method is a crucial tool of probability. The formulae of the moments of real
multiple Wiener-Itô integrals show some interesting combinatorial structures (see [39]). However,
it seems that the formulae of the moment of complex multiple Wiener-Itô integrals is much more
complicated than the real one.
The first expansion of the fourth moment of a complex multiple Wiener-Itô integral is in terms
of Malliavin derivatives. It offers a starting point for this topic.
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Proposition 3.11. Suppose that F = Im,n(f) with f ∈ H⊙m ⊗ H⊙n, then one has that
E[|F |4] = 1
m
[
2 ‖DF‖2
H
× |F |2 + 〈DF, DF¯ 〉H × F¯ 2
]
. (3.8)
Proof. Step 1: By approximation, one claims that for any Wiener-Ito integral F = Im,n(f),
D(F¯F 2) = 2 |F |2DF + F 2DF¯ . (3.9)
In fact, for the function g(z) = z¯z2 and n ∈ N, we take
gn = g ·
[
χ[−n,n] + k(−n− x) + k(n+ x)
]
where χA(·) the index function of a set A and k(x) = e−
1
x(1−x)χ(0,1)(x) a cut-off function. For
any p ≥ 1, gn ∈ C∞c (R2) and gn, ∂gn, ∂g¯n converge to g, ∂g, ∂g¯ respectively in the sense of Lp(µ)
with F ∼ µ. The chain rule, i.e, Proposition 2.12, implies that
D(gn(F )) = ∂gn(F )DF + ∂¯gn(F )DF¯ .
The hypercontrativity inequality of Wiener-Ito integrals (see Proposition 2.4 of [6]) and the
Cauchy-Schwarz inequality imply that as n→∞, in the sense of L2(Ω, H),
∂gn(F )DF + ∂¯gn(F )DF¯ → 2 |F |2DF + F 2DF¯ .
Then we obtain (3.9) by Proposition 2.11.
Step 2: It follows from Proposition 3.4, the dual relation and the chain rule that
E[|F |4] = E[FF¯F 2]
=
1
m
E[δDF × F¯F 2]
=
1
m
E[〈DF, D(F¯F 2)〉H]
=
1
m
[
2 ‖DF‖2
H
× |F |2 + 〈DF, DF¯ 〉H × F¯ 2
]
.

The other three expansions of the fourth moment of a multiple Wiener-Itô integral are in
terms of the contraction of kernels of multiple Wiener-Itô integrals.
Proposition 3.12. Suppose that F = Im,n(f) with f ∈ H⊙m⊗H⊙n and that F¯ = In,m(h) where
h is the reversed complex conjugate of f . Denote l = m+ n, l′ = 2(m ∧ n). Then
E[|F |4]− 2(E[|F |2])2 − ∣∣E[F 2]∣∣2
=
∑
0<i+j<l′
(
m
i
)(
n
i
)(
n
j
)(
m
j
)
(m!n!)2 ‖f ⊗i,j f‖2H⊗(2(l′−i−j)) +
l−1∑
r=1
((l − r)!)2 ‖ψr‖2H⊗(2(l−r))
(3.10)
=
∑
0<i+j<l
(
m
i
)2(
n
j
)2
(m!n!)2 ‖f ⊗i,j h‖2H⊗(2(l−r)) +
l′−1∑
r=1
(2m− r)!(2n− r)! ‖ϕr‖2H⊗2(l′−r) ,
(3.11)
COMPLEX MULTIPLE WIENER-ITÔ CHAOS 17
= 2
l−1∑
r=1
[
(l − r)!]2〈ϑr , ψr〉H⊗2(l−r) + l
′−1∑
r=1
(2m− r)!(2n − r)!〈ςr , ϕr〉H⊗2(l′−r) , (3.12)
where
ϑr =
∑
i+j=r
i
m
(
m
i
)2(
n
j
)2
i!j! f⊗˜i,jh,
ψr =
∑
i+j=r
(
m
i
)2(
n
j
)2
i!j! f⊗˜i,jh,
ςr =
∑
i+j=r
i
m
(
m
i
)(
n
i
)(
m
j
)(
n
j
)
i!j! f⊗˜i,jf,
ϕr =
∑
i+j=r
(
m
i
)(
n
i
)(
n
j
)(
m
j
)
i!j! f⊗˜i,jf.
Proof. One need only to show the third identity since the first and the second are shown in [8].
Its proof is divided into two steps.
Step 1: One claims that
1
m
E
[ |F |2 ‖DF‖2
H
]
=
(
E[|F |2])2 + m+n−1∑
r=1
[
(m+ n− r)!]2〈ϑr, ψr〉H⊗2(m+n−r) . (3.13)
In fact, it follows from the product formula and the Fubini theorem that
1
m
‖DF‖2
H
= m ‖Im−1,n(f)‖2H
= m
m−1∑
i=0
n∑
j=0
(
m− 1
i
)2(
n
j
)2
i!j! Im+n−1−i−j,m+n−1−i−j(f ⊗i+1,j h)
= m
m∑
i=1
n∑
j=0
(
m− 1
i− 1
)2(
n
j
)2
(i − 1)!j! Im+n−i−j,m+n−i−j(f ⊗i,j h)
= E[|F |2] +
m+n−1∑
r=1
Im+n−r,m+n−r(ϑr). (3.14)
On the other hand, one can obtain that
|F |2 =
m∑
i=0
n∑
j=0
(
m
i
)2(
n
j
)2
i!j! Im+n−i−j,m+n−i−j(f ⊗i,j h)
= E[|F |2] +
m+n−1∑
r=0
Im+n−r,m+n−r(ψr). (3.15)
Substituting (3.14) and (3.15) into the left side of (3.13) and using the orthogonality properties
of multiple integrals, one has that (3.13) holds.
Step 2: One claims that
1
m
E
[〈DF, DF¯ 〉HF¯ 2] = ∣∣E[F 2]∣∣2 + 2(m∧n)−1∑
r=1
(2m− r)!(2n− r)!〈ςr , ϕr〉H⊗2(m+n−r) . (3.16)
18 Y. CHEN AND Y. LIU
In fact, the product formula and the Fubini theorem implies that
1
m
E
[〈DF, DF¯ 〉H = n〈Im−1,n(f), In−1,m(h)〉H
= n
m∧n−1∑
i=0
m∧n∑
j=0
(
m− 1
i
)(
n− 1
i
)(
m
j
)(
n
j
)
i!j! I2m−1−i−j,2n−1−i−j(f ⊗i+1,j f)
= n
m∧n∑
i=1
m∧n∑
j=0
(
m− 1
i− 1
)(
n− 1
i− 1
)(
m
j
)(
n
j
)
(i − 1)!j! I2m−i−j,2n−i−j(f ⊗i,j f)
= E[F 2] +
2(m∧n)−1∑
r=1
I2m−r,2n−r(ςr). (3.17)
On the other hand, one can obtain that
F 2 =
m∧n∑
i,j=0
(
m
i
)(
n
i
)(
m
j
)(
n
j
)
i!j! I2m−i−j,2n−i−j(f ⊗i,j f)
= E[F 2] +
2(m∧n)−1∑
r=1
I2m−r,2n−r(ϕr). (3.18)
Substituting (3.17) and (3.18) into the left side of (3.16) and using the orthogonality properties
of multiple integrals, one has that (3.16) holds.
Finally, by substituting (3.13) and (3.16) into the equality (3.8), one obtains the identity
(3.12). 
Corollary 3.13. Under the assumption of Proposition 3.12, there exist two positive constants
c1(m,n) and c2(m,n) such that the following inequalities hold:
c1(m,n)
( ∑
0<i+j<l
‖f ⊗i,j h‖2H⊗(2(l−r)) +
∑
0<i+j<l′
‖f ⊗i,j f‖2H⊗(2(l′−r))
)
≤ E[|F |4]− 2(E[|F |2])2 − ∣∣E[F 2]∣∣2 (3.19)
≤ c2(m,n)
( ∑
0<i+j<l
∥∥f⊗˜i,jh∥∥2H⊗(2(l−r)) + ∑
0<i+j<l′
∥∥f⊗˜i,jf∥∥2H⊗(2(l′−r))
)
(3.20)
Proof. The inequality (3.19) is implied from the identities (3.10) and (3.11). The inequality (3.20)
is implied from the identity (3.12), the Cauchy-Schwarz inequality and Minkowski’s inequality.

As an application of Corollary 3.13, one can give a direct and short proof for the equiva-
lence between the following conditions (iii) and (iv), i.e., the convergence of the symmetrized
contraction norms and that of the non-symmetrized contraction norms are equivalent.
Theorem 3.14 (Fourth Moment Theorems). Let {Fk = Im,n(fk)} with fk ∈ H⊙m ⊗ H⊙n be a
sequence of (m,n)-th complex Wiener-Itô multiple integrals, with m and n fixed and m+ n ≥ 2.
Suppose that as k → ∞, E[|Fk|2] → σ2 and E[F 2k ] → c + ib, where |·| is the absolute value (or
modulus) of a complex number and c, b ∈ R. Then the following statements are equivalent:
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(i) The sequence (ReFk, ImFk) converges in law to a bivariate normal distribution with
covariance matrix C = 12
[
σ2 + c b
b σ2 − c
]
,
(ii) E[|Fk|4]→ c2 + b2 + 2σ4.
(iii) ‖fk ⊗i,j fk‖H⊗(2(l−i−j)) → 0 and ‖fk⊗i,jhk‖H⊗(2(l−i−j)) → 0 for any 0 < i + j ≤ l − 1
where l = m+ n and hk is the kernel of F¯k, i.e., F¯k = In,m(hk).
(iv)
∥∥fk⊗˜i,jfk∥∥H⊗(2(l−i−j)) → 0 and ∥∥fk⊗˜i,jhk∥∥H⊗(2(l−i−j)) → 0 for any 0 < i+ j ≤ l − 1,
(v) ‖DFk‖2H,
∥∥DF¯k∥∥2H and 〈DFk, DF¯k〉H converge to a constant in L2(Ω) as k tends to
infinity, where D is the complex Malliavin derivatives. That is to say, Var(‖DFk‖2H)→ 0,
Var(
∥∥DF¯k∥∥2H)→ 0 and Var(〈DFk, DF¯k〉H)→ 0 as k tends to infinity.
The above fourth moment theorems are shown by different authors with different methods
[3, 8, 10]. S.Campese [3] uses stein’s method for a general context of Markov diffusion generators.
[10] is an indirect proof using Theorem 2.19 and the known fourth moment theorem for real
multiple Wiener-Itô integrals. [8] is an adaption of the classical arguments by D. Nualart,
G.Peccati and S. Ortiz-Latorre for the one-dimensional real-valued case in [35, 37]. That is
to say, Chen et al[8] show the five equivalent conditions by means of (i)⇒ (ii)⇒ (iii)⇒ (iv)⇒
(v)⇒ (i).
Question 3.15. A typical application of Theorem 3.14 is to estimate the parameter of complex
OU processes. In detials, to model the Chandler wobble, or variation of latitude concerning with
the rotation of the earth, M. Arató, A.N. Kolmogorov and Ya.G. Sinai [2] proposed the following
stochastic linear equation
dZt = −γZtdt+
√
adζt , t ≥ 0 , (3.21)
where Zt = X1(t)+iX2(t) is a complex-valued process, γ = λ− iω, λ > 0, a > 0 and ζt = B
1
t+iB
2
t√
2
is a complex fractional Brownian motion with (B1t , B
2
t ) a two dimensional fractional Brownian
motion with a fixed Hurst index H ∈ [ 12 , 34 ). The least squares estimate of the drift coefficient is
given by a ratio of two Gaussian functionals:
γˆT = −
∫ T
0
Z¯tdZt∫ T
0
|Zt|2 dt
= γ −√a
∫ T
0
Z¯tdζt∫ T
0
|Zt|2 dt
, (3.22)
where the integral is a divergence integral. When Z0 = 0, one can rewrite the above identity as
√
T (γˆT − γ) =
√
a
I1,1
(
1√
T
e−γ(s−r)1{0≤r≤s≤T}
)
1
T
∫ T
0
|Zt|2 dt
The strong consistency and asymptotic normality of the estimator γˆT are shown for H ∈ [ 12 , 34 )
in [8] by means of Theorem 3.14.
For the 1-dimensional real OU process, the asymptotic normality of the least squares estimator
holds for H ∈ (0, 34 ] and a noncentral limit theorem holds for H ∈ (34 , 1) (see [26, 27]). The
question is whether the asymptotic normality of the estimator γˆT in (3.22) holds for H ∈ (0, 12 )
or not?
The following proposition is cited from [8].
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Proposition 3.16. Suppose that l = m+ n and
ηr =
∑
i+j=r
i
(
m
i
)2(
n
j
)2
i!j!f⊗˜i,jh, (3.23)
ξr =
∑
i+j=r
j
(
m
i
)2(
n
j
)2
i!j!h⊗˜j,if, (3.24)
νr =
∑
i+j=r
i
(
m
i
)(
n
i
)(
n
j
)(
m
j
)
i!j!f⊗˜i,jf, (3.25)
then one has that
Var(‖DIm,n(f)‖2H) =
l−1∑
r=1
[(l − r)!]2 ‖ηr‖2H⊗(2(l−r)) , (3.26)
Var(
∥∥D¯Im,n(f)∥∥2H) =
l−1∑
r=1
[(l − r)!]2 ‖ξr‖2H⊗(2(l−r)) , (3.27)
Var(〈DIm,n(f), DIm,n(f)〉H) =
l−1∑
r=1
(2m− r)!(2n− r)! ‖νr‖2H⊗(2(l−r)) . (3.28)
Question 3.17. For real multiple Wiener-Itô integrals, there is a useful inequality in p96 of [35]
which plays a key role in an elegant proof of the fourth moment theorem, i.e., for G = Iq(g), q ≥ 2,
Var
(1
q
‖DG‖2HR
) ≤ q − 1
3q
(
E[G4]− 3E[G2]2) ≤ (q − 1)Var(1
q
‖DG‖2HR
)
.
From Corollary 3.13 and Proposition 3.16, one can easily obtain that there exists a positive
constant c(m,n) such that the following inequality holds.
Var(‖DIm,n(f)‖2H) + Var(
∥∥D¯Im,n(f)∥∥2H) + Var(〈DIm,n(f), DIm,n(f)〉H)
≤ c(m,n)
(
E[|F |4]− 2(E[|F |2])2 − ∣∣E[F 2]∣∣2 ).
Although the reversed inequality is implied by Theorem 3.14, the question is whether one can find
a direct proof of the reversed inequality.
Developing a systematic approach to compute the moments of complex multiple Wiener-Itô
integrals is helpful to explore the non-Gaussian center limit theorem.
4. Appedix
An alternative definition of complex Hermite polynomials is as follows.
Definition 4.1. Complex Hermite polynomials are the sequence on C for m,n ∈ N,
Jm,n(z, ρ) = ρ
m+n(∂∗)m(∂¯∗)n1. (4.1)
where z = x+ iy and
(∂∗φ)(z) = − ∂
∂z¯
φ(z) +
z
ρ
φ(z), (∂¯∗φ)(z) = − ∂
∂z
φ(z) +
z¯
ρ
φ(z).
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are the adjoint of the Wirtinger derivative ∂∂z ,
∂
∂z¯ (or say: the complex creation operator) in the
Hilbert space L2(µ) with dµ = 1piρ exp
{
−x2+y2ρ
}
dxdy.
Complex Hermite polynomials Jm,n(z, ρ) satisfy that [9, 15, 28, 30] :
1) partial derivatives:
∂
∂z
Jm,n(z, ρ) = mJm−1,n(z, ρ),
∂
∂z¯
Jm,n(z, ρ) = nJm,n−1(z, ρ), (4.2)
∂
∂ρ
Jm,n(z, ρ) = −mnJm−1,n−1(z, ρ). (4.3)
2) recursion formula:
Jm+1,n(z, ρ) = zJm,n(z, ρ)− nρJm,n−1(z, ρ), (4.4)
Jm,n+1(z, ρ) = z¯Jm,n(z, ρ)−mρJm−1,n(z, ρ). (4.5)
3) Rodrigues’s formula:
Jm,n(z, ρ) = (−ρ)m+ne|z|
2/ρ∂¯m∂n(e−|z|
2/ρ). (4.6)
4) Orthonormal basis:
{
(m!n!ρm+n)−
1
2 Jm,n(z, ρ)
}
is an orthonormal basis of L2
C
(µ).
5) Eigenfunctions: Let c ∈ R,
[(1 + ic)z
∂
∂z
+ (1− ic)z¯ ∂
∂z¯
− 2ρ ∂
2
∂z∂z¯
]Jm,n(z, ρ) = [m+ n+ i(m− n)c]Jm,n(z, ρ). (4.7)
6) Monomials:
zmz¯n =
m∧n∑
r=0
(
m
r
)(
n
r
)
r!ρrJm−r,n−r(z, ρ). (4.8)
7) Product:
Jm,n(z, ρ)Jp,q(z, ρ) =
m∧q∑
i=0
n∧p∑
j=0
(
m
i
)(
n
j
)(
p
j
)(
q
i
)
i!j!ρi+jJm+p−i−j,n+q−i−j(z, ρ). (4.9)
Moreover, the following property is used to show Proposition 2.20.
Proposition 4.2. Let z = x + iy with x, y ∈ R. Then real and complex Hermite polynomials
satisfy that
Jm,l−m(z) =
∑l
k=0 i
l−k∑
r+s=k
(
m
r
)(
l−m
s
)
(−1)l−m−sHk(x)Hl−k(y),
Hk(x)Hl−k(y) = i
l−k
2l
∑l
m=0
∑
r+s=m
(
k
r
)(
l−k
s
)
(−1)sJm,l−m(z).
Thus, both of the class {Jk,l(z) : k + l = n} and the class {Hk(x)Hl(y) : k + l = n} can generate
the same linear subspace of L2(C, ν) with dν = 12pi e
−x2+y22 dxdy. In addition, one has that
Hl(x)Hn−l(y) =
n∑
k=0
M
−1
l,kHn(x cos θk + y sin θk), l = 0, . . . , n,
where for any 0 < θn < · · · < θ0 < π, the (n+ 1)× (n+ 1) matrix (Mi,j) is given by
M = M(θ0, . . . , θn)
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=


(sin θ0)
n
(
n
1
)
(sin θ0)
n−1 cos θ0 . . .
(
n
n−1
)
sin θ0(cos θ0)
n−1 (cos θ0)n
(sin θ1)
n
(
n
1
)
(sin θ1)
n−1 cos θ1 . . .
(
n
n−1
)
sin θ1(cos θ1)
n−1 (cos θ1)n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(sin θn)
n
(
n
1
)
(sin θn)
n−1 cos θn . . .
(
n
n−1
)
sin θn(cos θn)
n−1 (cos θn)n

 . (4.10)
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