Abstract. A method of a posteriori improvements of interpolating periodic splines of order 2 r and their derivatives over a uniform mesh is developed using polynomial-type correction terms. These improvements enhance the order of convergence by several powers of the step size h and are convenient and inexpensive to implement. The polynomials are specified in closed form using the Bernoulli numbers. That the first of these is related to the Bernoulli polynomial of degree 2r is due to Swartz [10], but no general development beyond the first has previously been made. These polynomials are multiplied by high order derivatives of the function evaluated at the mesh points. Some recent results by Lucas [8] are used to accurately estimate these values. Some numerical results are given which correspond closely with the predictions of the theory.
Introduction. For notation let C^\a, b] denote the class of all functions
/ E C(-oo, oo) such that / is periodic of period b -a. S is said to be a periodic spline of order 2r over a partition of [a, b] , irn: a = x0< xx < ■ ■ ■ < xn = b, if S restricted to (*,_,, x,) is a polynomial of degree 2r -1 (1 < / < n), 5(a) = Sib) and S G C2r~2 [a, b] where S is the periodic extension of S. If also Six,) = fix¡), 1 < I < n for / E Cp[a, b], we say that S is the (smooth) periodic interpolating spline to /of order 2r over the mesh trn. Throughout this paper the mesh w" will be uniform, hence x¡ = a + lh,0<Kn
where h = ib -a)/n. The function / will be in various spaces C™[a, b\. S('\x,) andf (s\x,) will be denoted by S¡s) and//f). It has been known (Ahlberg, Nilson and Walsh [2] ) for many years that if S is the periodic interpolating spline of order 2r to/ G C2r [a, b] , then (1.1) yj\x)-S(J\x) = Oih2r-J), 0</<2r-l.
In Section 2 a method is developed for increasing the global accuracy of such periodic spline approximations by several powers of h by adding to S certain polynomial correction terms. It is shown that iff G C2r+4[a, b], then
where P, is a polynomial of degree 2r + i depending only on r. Here,
where the B¡ are Bernoulli numbers (see [1] , where for reference B0= 1, Bx = -1/2, B2 = 1/6, B4 = -1/30, B6 = 1/42, Bs = -1/30, etc. with Bi = 0 for /' > 1 and odd), and B2riX) is the 2rth Bernoulli polynomial [1] . The polynomials Px, P2 and P3
are also given in closed form in terms of Bernoulli numbers. Next, a recent result of Lucas [8] , that for/ G C*'\a, b],
will be used to develop practical estimates of//2r),//2''+1) and//2r+2). Together these results lead to a powerful but computationally simple method of a posteriori corrections to (1.1) which improve the order of convergence by three powers of h. These methods could be extended to give even higher orders of improvement.
The polynomials P¡ will be derived in general closed form using some results previously developed by the author [8] concerning asymptotic expansions of periodic interpolating splines. The main results will be given in Section 2 where (1.2) will be developed using (1.4). Some numerical results will be given in Section 3 which conform very closely with the predictions of the theory.
The first term of the expansion (1. [4] , considering quintic splines only (r = 3), found both P0 and Px in numerical form using the heuristic methods of Curtis and Powell [3] . He did not develop or apply (1.4) as specialized to quintics. Rosenblatt [9] has recently rediscovered a form of (1.3) as 2?4(X) -B4 for the special case of cubic splines. Innes [6] , in working with quintic splines, rediscovered Fyfe's P0 and Px and developed for the first time P2 and P3 in numerical form. Using heuristic methods, he developed ( 1.4) as specialized to quintics and applied it to estimate the derivatives in (1.2).
While these results have been developed for periodic interpolating splines, it is to be expected that for end conditions of sufficiently high order (for some good choices for cubics, see Lucas [7] ; for quintics, see Innes [6] ) similar results will hold for (smooth) interpolating splines over a finite interval, and this will lead to some interesting applications of these results. By Theorem 1 and Remark 1 of Lucas [8] (2.7)
and/ equals/ for/ even and/ -1 for/ odd. By convention the term This can be rewritten considering the cases k = 0 or 1;/ even or odd as: The last term in P3 is zero for all r. Proof. We will first consider the case/ = 2r. By Taylor's Theorem Proof. P0(s)(.5) = Bg>i-5) = 0, for odd s, 1 < s < 2r -1.
JVote. This result was first proven by Swartz [10]. Theorem 2 is an extremely practical result as /(2r)(x/) can be very accurately estimated by use of (1.4), and/(2r+')(x/) can be estimated from these results for low values of /': , c(2i-2) Proof. This is a direct consequence of Theorems 2 and 3. Remark 3. If only the first (first two) of the above three correction terms is used the error will be Oih2r+x~J) (6>(A2r+2"Ô). In this case/need only be in C2r+X [a, b] as 5<2)(-1) = S(2)(l) = 1 and S(2)(0) = -2. An alternate method of computing S is given in Golomb [5] . Thus the expressions 82S¡2), 82Sfr\ -82S£\ and 54S/2) required for the application of Theorem 4 may be easily evaluated and stored in arrays. If the polynomials Pf-i) are only to be evaluated for a small set of X's, this could also be done before use of a general evaluative routine. Alternatively the piecewise cubic polynomial used to approximate / may be replaced with a piecewise polynomial of degree 4, 5 or 6 according as to how many levels of correction are desired, with a similar procedure for estimating derivatives off. Table 1 below illustrates the quality of these results by considering the function fix) = sin x over the interval [0,277] using respectively 0, 1, 2 and 3 levels of correction and n = 20. The observed error rates for /, /' and /" were experimentally computed, sampling the error at intervals of ft/12 and comparing with the observed errors for n = 10. These observed rates are given in parentheses after the observed errors with n = 20 for /, /' and /". A comparison with Theorem 4 and the remark following it shows excellent agreement with the asymptotic rates. 
