In this paper we classify all simple weight modules for a quantum group Uq at a complex root of unity q when the Lie algebra is not of type G2. By a weight module we mean a finitely generated Uq-module which has finite dimensional weight spaces and is a sum of those. Our approach follows the procedures used by S. Fernando [Fer90] and O. Mathieu [Mat00] to solve the corresponding problem for semisimple complex Lie algebras.
Introduction and notation
Let g be a simple complex Lie algebra not of type G 2 . Let q ∈ C be a nonzero element and let U q be the quantum group over C with q as the quantum parameter (defined below). Suppose we want to classify all simple weight modules for U q . In the papers [Fer90] and [Mat00] this is done for g-modules. Fernando proves in the paper [Fer90] that the classification of simple g weight modules essentially boils down to classifying two classes of simple modules: The finite dimensional simple modules and the so called 'torsion free' simple modules. The classification of finite dimensional modules is well known in the classic case (as well as in the quantum group case) so the remaining problem is to classify the torsion free simple modules. Olivier Mathieu classifies these in the classic case in [Mat00] . The classification uses the concept of a g coherent family which are huge g modules with weight vectors for every possible weight λ. Mathieu shows that every torsion free simple module is a submodule of a unique irreducible semisimple coherent family and each of these irreducible semisimple coherent families contains a so-called admissible simple highest weight module as well. This reduces the classification to the classification of admissible simple highest weight modules.
Main results
In this paper we will first carry out the reduction done by Fernando to the quantum group case for all parameters q ∈ C\{0} and consider the classification of torsion free simple module in the root of unity case. The corresponding classification of torsion free simple modules for generic q turns out to be much harder. We leave this to a subsequent paper [Ped15a] .
We will follow closely the methods described in the two above mentioned papers. Many of the results can be directly translated from the classic case but in several cases we have to approach the problem a little differently. One of the first differences we encounter is the fact that in [Fer90] concepts are defined by using the root system without first choosing a base. Then later a base is chosen in an appropiate way. In the quantum group case we define the quantized enveloping algebra by first choosing a base of the root system and then defining the simple root vectors E α , F α , etc. This means that we can't later change the basis like in [Fer90] . The solution is to consider 'twists' of modules by Weyl group elements cf. definition 2.1. Another difference is the fact that we do not a priori have root vectors E β for any positive root β unless β is simple. Root vectors can be constructed but the construction involves a choice of a reduced expression for the longest element of the Weyl group w 0 . The root vectors constructed depend on this choice. So if we want to use root vectors to define our terms we should prove that our definitions are independent of the choice of the root vectors. Once the root vectors are defined we continue more or less like in the classic case with minor differences. Notably the proof of Proposition 2.11 is different. Here we reduce the problem to rank 2 calculations in the quantized enveloping algebra. This is also the main reason we exclude g of type G 2 in this paper.
In the root of unity case the classification of simple weight modules reduces completely to the classic case as seen in Section 5. We use the same procedure as in [Mat00] to reduce the problem to classifying coherent families and then we show that all irreducible coherent families in the root of unity case can be constructed via classic g coherent families.
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Notation
We will fix some notation: We denote by g a fixed simple Lie algebra over the complex numbers C. We assume g is not of type G 2 to avoid unpleasant computations.
Fix a triangular decomposition of g: Let h be a maximal toral subalgebra and let Φ ⊂ h * be the roots of g relative to h. Choose a simple system of roots Π = {α 1 , . . . , α n } ⊂ Φ. Let Φ + (resp. Φ − ) be the positive (resp. negative) roots. Let g ± be the positive and negative part of g corresponding to the simple system Π. So g = g − ⊕ h ⊕ g + . Let W be the Weyl group generated by the simple reflections s i := s αi . Let (·|·) be a standard W -invariant bilinear form on h * and α, β ∨ = 2(α|β) (β|β) . Since (·|·) is standard we have (α|α) = 2 for any short root α ∈ Φ. Let Q = span Z {α 1 , . . . , α n } denote the root lattice and Λ = span Z {ω 1 , . . . , ω n } ⊂ h * the integral lattice where ω i ∈ h * are the fundamental weights defined by (ω i |α j ) = δ ij .
Let U v = U v (g) be the corresponding quantized enveloping algebra defined over Q(v) as defined in [Jan96] with generators E α , F α , K ±1 α , α ∈ Π and certain relations which can be found in Chapter 4 of [Jan96] . We define v α = v Let q ∈ C be a nonzero complex number and set U q = U A ⊗ A C q where C q is the A-module equal to C as a vector space where v is sent to q. In the following sections we will distinguish between whether q is a root of unity or not.
We have a triangular decomposition of Lusztigs A-form
Kα;c r |α ∈ Π, c ∈ Z, r ∈ N} in U A where
). We have the corresponding triangular decomposition of U q :
as the image of a r v in C. We will omit the subscript from the notation when it is clear from the context. We define q β ∈ C and [n] β ∈ C as the image of v β ∈ A and [n] β ∈ A, respectively abusing notation. Similarly, we will abuse notation and write Kα;c r also for the image of
There is a braid group action on U v which we will describe now. We use the definition from [Jan96, Chapter 8]. The definition is slightly different from the original in [Lus90, Theorem 3.1] (see [Jan96, Warning 8 .14]). For each simple reflection s i there is a braid operator that we will denote by T si satisfying the following:
si is given by conjugating with the Q-algebra anti-automorphism Ψ from [Lus90, section 1.1] defined as follows:
The braid operators T si satisfy braid relations so we can define T w for any w ∈ W : Choose a reduced expression of w: w = s i1 · · · s in . Then T w = T si 1 · · · T si n and T w is independent of the chosen reduced expression [Lus90, Theorem 3.2]. We have T w (K µ ) = K w(µ) . Furthermore T w restricts to an automorphism T w :
Let w 0 be the longest element in W and let s i1 · · · s iN be a reduced expression of w 0 . We define root vectors E β and F β for any β ∈ Φ + by the following: First of all set
and
In this way we have defined root vectors for each β ∈ Φ + . These root vectors depend on the reduced expression chosen for w 0 above. For a different reduced expression we might get different root vectors. It is a fact that if β ∈ Π then the root vectors E β and F β defined above are the same as the generators with the same notation (cf. e.g. [Jan96, Proposition 8.20]) so the notation is not ambigious in this case. By "Let E β be a root vector" we just mean a root vector constructed as above for some reduced expression of w 0 .
Basic definitions
Definition 1.1 Let M be a U q -module and λ : U 0 q → C a character (i.e. an algebra homomorphism into C). Then the weight space M λ is defined as
Let X denote the set of characters of U 0 q . Let wt M denote all the weights of M , i.e. wt M = {λ ∈ X|M λ = 0}. If q is not a root of unity we define for µ ∈ Λ the character q µ by q µ (K α ) = q (µ|α) for any α ∈ Π. We also define
µ . We say that M only has integral weights if µ(K α ) ∈ ±q Z for any α ∈ Π, µ ∈ wt M .
If q is not a root of unity then
n ] and X can be identified with (C * ) n by sending µ ∈ X to (µ(K α1 ), . . . , µ(K αn )). When q is a root of unity the situation is a bit more complex. We will show later that when q is a root of unity X can be identified with S × Λ l × h * where S is the set of homomorphisms Q → {±1} and Λ l is a finite set depending on the order l of the root of unity. There is an action of W on X. For λ ∈ X define wλ by
Note that wq µ = q w(µ) .
Definition 1.2 Let M be a U q -module and w ∈ W . Define the twisted module w M by the following:
As a vector space w M = M but the action is given by twisting with w −1 : For m ∈ w M and u ∈ U q :
We also define w M to be the inverse twist, i.e. for m ∈ w M , u ∈ U q :
Hence for any module
Note that wt w M = w(wt M ) and that w (
Definition 1.3
We define the category F = F (g) as the full subcategory of U q − Mod such that for every M ∈ F we have 1. M is finitely generated as a U q -module.
Note that the assignment M → w M is an endofunctor on F (in fact an autoequivalence).
The goal of this paper is to classify all the simple modules in F in the case where q ∈ C is a root of unity. Our first step is a reduction to so called torsion free simple modules, see Definition 2.8. This reduction actually works for generic q as well and we treat that case first, see Section 2. Then in Section 3 we prove the corresponding reduction when q is a root of 1. To handle the torsion free simple modules we need some detailed calculations -found in [Ped15b] and recalled in Section 4 -on the commutation relations among quantum root vectors. Then we prove the classification of torsion free simple modules in Section 5. The classification for generic q turns out to be somewhat harder and will be the subject of a subsequent paper [Ped15a] .
Nonroot of unity case: Reduction
In this section we fix a non-root-of-unity q ∈ C * .
Definition 2.1 Let M ∈ F and let β be a root. M is called β-finite if for all λ ∈ wt M :
is a finite set. Here q Nβ is the set {q iβ |i ∈ N} and q iβ λ just means pointwise multiplication of characters.
As an example consider a highest weight module M . For any positive root β ∈ Φ + , M is β-finite. If M is a Verma module then M is not β-finite for any negative root β ∈ Φ − .
Proposition 2.2 Let M ∈ F and β a positive root. Let E β be any choice of a root vector corresponding to β. Then the following are equivalent
Proof. Note that E β M λ ⊂ M q β λ . This shows that 1. implies 2.. Now assume 2. and assume M is not β-finite. Then we must have a λ ∈ wt M , an increasing sequence {j i } i∈N ⊆ N, weights µ i = q jiβ λ ∈ wt M and weight vectors 0 = m i ∈ M µi such that E β m i = 0. If λ(K β ) = ±q j β for some j ∈ Z then we can asssume without loss of generality that j ∈ N since otherwise we can replace λ by q jiβ λ for some sufficiently large j i . Now consider the subalgebra D of U q generated by E β , K ±1 β and F β where F β is the corresponding root vector to
This is a subalgebra isomorphic to U q β (sl 2 ). For each i we get a simple U q β (sl 2 )-module Dm i with highest weight µ i . We claim that in each of those modules we have a weight vector v i ∈ Dm i of weight λ:
To prove the claim it is enough to show that F (ji)
In the following we will use Kac's formula:
this is a well known formula that can be found in f.x. [Jan96, Lemma 1.7] (although in this reference it is written in a slightly different form).
This is zero if and only if λ(K β ) = ±q −2ji−1+t β for some t = 1, . . . , j i . Note that the power of q is negative in all cases here so this is not the case by the assumption above. So F (ji) β m i = 0 and we are done proving the claim. So we have 0 = v i ∈ Dm i of weight λ for i ∈ N.
.
If C β acts in the same way on Dm i and Dm k then we must have either
for some a ∈ N which we have ruled out above. So the vectors v i are linearly independent. Hence M contains an infinite set of linearly independent vectors of weight λ. This contradicts the fact that M ∈ F . Proposition 2.3 Let β be a positive root and E β a root vector corresponding to
Proof. Assume first that β is a simple root. We want to show that for v ∈ M
It is enough to show this for u = F α , u = K α and u = E α for all simple roots α. If u = K α there is nothing to show since K α acts diagonally on M . If u = F α for α = β there is nothing to show since E β and F α commute. If α = β then we get the result from the identity
Proof. Suppose we have two root vectors E β and E ′ β . By proposition 2.3 and proposition 2.2 we have dim
Symmetrically we have also M
Definition 2.5 Let β be a positive root and E β a root vector corresponding to
By lemma 2.4 this definition is independent of the chosen root vector. Everything here that is done for a positive root β can be done for a negative root just by replacing the E's with F 's, i.e. for a negative root
= M so β-free is kind of the opposite of being β-finite. Suppose L ∈ F is a simple module and β a root. Then by proposition 2.3 L is either β-finite or β-free. Proof. Assume L is β-free and β > 0. The proof is similar for β < 0 but with
Proposition 2.10 Let L ∈ F be a simple module. T L is a closed subset of the roots Φ:
Proof. Let α, β ∈ F M with α + β ∈ Φ. We have to show that α + β ∈ F M . First let us show the claim if the root system Φ is a rank 2 root system. In this case the claim will follow from the rank 2 calculations in [Lus90] . Assume Π = {α 1 , α 2 }. Assume first that we have α ∈ Π and β ∈ Φ + . We show below that we can always reduce to this situation. We can assume α = α 1 by renumbering if neccesary. We now have 5 possibilites: Case 0) (α 1 , α 2 ) = 0 is clear. Case 1): (α 1 |α 2 ) = −1. The only possibility for
(The difference in the definition of the braid operators between [Jan96] and [Lus90] means that we have to multiply the formula in [Lus90] by (−1) k since (using the notation of [Lus90] )
In this case β = α 2 is the only possibility to choose
and the same argument as above works. Case 3): α 2 , α
and the argument follows like in case 1) and 2). Case 4): α 2 , α ∨ 1 = −2 and β = α 1 + α 2 . In this case set E β = E α1+α2 = T α2 (E α1 ) and E α+β = E 2α1+α2 = T α2 T α1 (E α2 ). We want a property similar to the one in the other cases. We want to show that there exists c t ∈ Q(q) such that
We will use notation like in [Lus90] so set E 1 = E α1 , E 12 = E α1+α2 and
We will show by induction over s < k that there exists a i ∈ Q(q) such that
The induction start s = 0 is obvious. Now observe that again from 5.3 (h) in [Lus90] we have for s < k:
where b n ∈ Q(q) are the coefficients above. Hence
for some coefficients b and b ′ n ∈ Q(q). This identity completes the induction over s.
So to sum up we have proven that there exists c t ∈ Q(q) such that
(Note for later use in the root of unity case that the c t are in the localization of Z[q, q −1 ] in the elements (q 2i + 1) for i ∈ N which are nonzero unless q is an lth root of unity with l even). Now the proof goes as above.
The above 5 cases are the only possible cases with the above assumptions since we have excluded G 2 .
We will now show how to reduce the problem to rank 2. Assume β, γ ∈ F M and β + γ ∈ Φ. We will first show:
• There exists a w ∈ W such that w(β) ∈ Π and w(γ) ∈ Φ + .
Let w 0 = s i1 · · · s iN be a reduced expression and let
Assume first that both β and γ are positive. Then β = β j and γ = β r for some j and r. Without loss of generality we can assume j < r. Then we can set w = s ij−1 · · · s i1 in this case. If β and γ are both negative then w 0 (β) and w 0 (γ) are both positive and we can do as before. Assume β < 0 and γ > 0. Assume β = −β j and γ = β r for some j and r. Without loss of generality we can assume j < r. Then set w = s ij · · · s i1 . The claim has been shown.
Next we will show:
• There exists a w ∈ W such that w(β) and w(γ) is contained in a rank 2 subsystem of the roots.
If (β|γ) < 0 then there exists a simple system Π ′ of Φ such that β and γ are in Π ′ . But since all simple system of a root system are W conjugate the claim follows. Assume (β|γ) ≥ 0.
So β − γ is a root in this case. Since we have excluded G 2 this means that the γ string through β is β−γ, β, β+γ and therefore
Hence there is a simple system of roots Π ′ such that γ, β − γ ∈ Π ′ . So there exists w such that w(γ) and w(β − γ) are simple roots. Since w(β) = w(γ) + w(β − γ) we see that w(β) and w(γ) are contained in a rank 2 subsystem of Φ. So the second claim is proven.
Note that w M is w(β) and w(γ) finite: Since wt w M = w(wt M ) we have that a µ ∈ wt w M is of the form µ = w(λ) for some λ ∈ wt M . Now q Nw(β) µ ∩ wt w M = w(q Nβ λ ∩ wt M ) is finite because M was β-finite. All in all we get that for some w we have
Let L be a simple module. Since F L and T L are both closed subsets of Φ we get from [Fer90, Lemma 4 
. From now on we will assume Φ + ⊂ P L since otherwise we can just describe the module w L and then untwist once we have described this module. So we assume
Let p be the parabolic Lie algebra corresponding to P L i.e. p = h⊕ β∈PL g β and let l and u be the Levi part and the nilpotent part of p respectively i.e.
Here is how we define the above subalgebras: (Defined like in [Pul06] 
+ } be the root vectors defined by this reduced expression. Set
This means that
and similarly for the E's.
We define
. All of these are subalgebras of U q (g) are independent of the chosen reduced expression of w 0 and w l 0 . Furthermore U q (p) and U q (l) are Hopf subalgebras of U q (g) as stated in [Pul06, Proposition 5 and Lemma 2].
There is a Q grading on U q with deg E α = α, deg F α = −α and deg K ±1 β = 0 as described in e.g. [Jan96, section 4.7] . This induces a grading on U ± q and on U q (u) and U q (u − ). We will define U q (u) >0 and U q (u − ) <0 to be the subalgebras consisting of elements with nonzero degree (i.e. the augmentation ideals).
Definition 2.12 Let p be a standard parabolic sub Lie algebra of g and let l, u and u − be defined as above. Let N be a U q (l)-module. We define
where N is considered as a U q (p)-module with U q (u) acting trivially, i.e. through the coidentity ε : U q (u) → C sending everything of nonzero degree to zero.
Proof. We want to show that for
This is true by simple grading considerations. We know that
Proposition 2.15 Let N be a U q (l)-module and let M be a U q (g)-module. There are natural vector space isomporphisms
It is easy to check that Φ and Ψ are inverse to each other.
Proof. The proof is exactly the same as the proof of proposition 3.3 in [Fer90] :
Let N be the sum of all proper submodules. N is proper since N ∩(1⊗X) = 0 and maximal since it is the sum of all proper submodules.
Proposition 2.17 The maps L : X → L(X) and F : V → V u determine a bijective correspondence between the set of simple modules in F (l) and the simple modules M in F (g) that have M u = 0. L and F are inverse to each other.
The second part of the proof is just a quantum version of the proof of proposition 3.8 in [Fer90] . The first part is shown a little differently here.
Proof. First we want to show that if V is a simple U q (g) module with
. Now as a vector space we have
We are done if we show
u is simple by the above. Let Φ be the isomorphism from proposition 2.15 and consider
Since Φ is an isomorphism the map Φ(p) is nonzero. Since X is simple by assumption and L(X) u is simple by the above we get that
Let p be a standard parabolic subalgebra of g and define U q (p), l, U q (l) etc. as above. Let Φ l be the roots corresponding to l i.e. such that l = h ⊕ β∈Φ l g β .
Then for β ∈ Φ l and a U q (l)-module M we define β-finite, β-free, M
[β] etc. as above. The definitions, lemmas and propositions above still hold in this case as long as we require β ∈ Φ l so that we actually have root vectors
e. as before but only for roots in Φ l . By now we have reduced the problem of classifying simple modules in F (g) somewhat. If L ∈ F is a simple module we know that there exists some w such that
where Π ′ is the subset of simple roots such that P L = Φ + ∪ Π ′ . From the above we get then that w L is completely determined by the simple U q (l)-module ( w L) u . So we have reduced the problem to looking at simple U q (l)-modules N satisfying
and such that none of the simple roots in Π
′ ∈ T N and α ′ ∈ T N then we get similarly α ∈ T N which is a contradiction. So α ′ ∈ F N . We have shown that if α ∈ F N then any simple root connected to α is in F N also. So F N and T N contains different connected components of the
To continue we want to use a result similar to [Lem69] Theorem 1 which says that there is a 1-1 correspondence between simple U q (l)-modules and simple (U q (l)) 0 modules. Since Lemire's result is for Lie algebras we will prove the same for quantum group modules but the proofs are essentially the same. In the following l is the Levi part of some standard parabolic subalgebra p and U q (l) is defined as above. Note in particular that the Theorem works for l = g by choosing p = g. For easier notation we will set C q := (U q (l)) 0 .
Lemma 2.18 Let V be a simple U q (l)-module and λ a weight of V . Then V λ is a simple C q -module.
Proof. It is enough to show that for v ∈ V λ nonzero we have V λ = C q v but this follows since
To show uniqueness we will show that U q (l)/M ′′ has a unique maximal submodule (and therefore a unique simple quotient). Clearly 
Proof. Let 0 = n ∈ N and set M = Ann Cq (n). Then there exists a maximal left ideal M ′ of U q (l) like in the proof of lemma 2.19. Set V = U q (l)/M ′ . This is a simple module since M ′ is maximal. We claim that V λ ∼ = N as C q -modules. This follows from the fact that
′ by definition. Take any x ∈ C q ∩ M ′ and assume x ∈ M . Since M is maximal in C q we must have y ∈ C q such that yx − 1 ∈ M and hence 1 ∈ M ′ . This is a contradiction.
It now follows that we have just like Theorem 1 in [Lem69] the theorem:
There is a 1 − 1 correspondence between simple U q (l)-modules with weight λ and simple C q modules with weight λ given by: For V a U q (l)-module, V λ is the corresponding simple C q -module.
The next lemma we will prove is the equivalent of lemma 4.5 in [Fer90] . The proof goes in almost exactly the same way.
Lemma 2.22 Let L be a simple U q (l)-module. Let U q (t) and U q (τ ) be defined as above. There exists a simple U q (τ )-module L 1 and a simple
Proof. Let λ be one of the weights of L. Then we know that E := L λ is a simple finite dimensional C q -module. Let R (respectively R 1 and R 2 ) denote the image of C q (respectively U q (τ ) 0 and U q (t) 0 ) in End k (E). Since E is simple we have R = End k (E). Since R 1 E = 0 there exists a nontrivial R 1 submodule of res R R1 E and since E is finite dimensional there exists a simple R 1 submodule E 1 of res R R1 E. The simplicity of E 1 implies that the representation R 1 → End k (E 1 ) is surjective. The kernel of R 1 → End k (E 1 ) must be Ann R1 (E 1 ). But if this is nonzero then since E = RE 1 = R 2 E 1 and since R 1 and R 2 commutes we see that Ann R (E) will be nonzero which is a contradiction since R = End k (E). So R 1 ∼ = End k (E 1 ) is simple. Similarly there exists a simple R 2 -module E 2 and R 2 ∼ = End k (E 2 ) is simple. Now as in the proof of lemma 4.5 in [Fer90] we get R ∼ = R 1 ⊗ R 2 (using [ANT44] ). Since R = End k (E) it has exactly one simple module up to isomorphism. This implies that E ∼ = E 1 ⊗ C E 2 as R-modules.
The second part of the lemma is proved in the same way. The only thing we used about U q (τ ) and U q (t) was that U q (l) = U q (τ )U q (t) and that U q (τ ) 0 and U q (t) 0 commutes. The same is true for the U q (t i )'s.
To summarize we have the following equivalent of theorem 4.18 in [Fer90] :
Theorem 2.23 Suppose L ∈ F is a simple U q (g) module. Let w ∈ W be such that Pw L is standard parabolic. With notation as above: ( w L) u is a simple U q (l)-module and this module decomposes into a tensor product X fin ⊗ C X fr where X fin is a finite dimensional simple U q (τ )-module and X fr is a torsion free U q (t)-module. Furthermore if t = t 1 ⊕ · · · ⊕ t s as a sum of ideals then
Given the pair (X fin , X fr ) and the w ∈ W defined above then L can be recovered as w L(X fin ⊗ C X fr )).
So the problem of classifying simple modules in F is reduced to the problem of classifying finite dimensional simple modules of U q (τ ) and classifying 'torsion free' modules of U q (t) where t is a simple Lie algebra. In the next section we will show that we can make the same reduction if q is an odd root of unity. The procedure is similar but there are some differences, e.g. because the sl 2 theory is a little different.
Root of unity case: Reduction
We will now consider the root of unity case. In this section q ∈ C will be assumed to be a primitive l'th root of unity where l is odd.
Lemma 3.1 Let λ ∈ X and α ∈ Π. Then λ(K α ) = ±q k α for some k ∈ {0, . . . , l − 1}.
Proof. By section 6.4 in [Lus90] we have the following relation in U A :
Since l l−1 qα = 0 when q is an l'th root of unity we must have that either
Writing out what these equations imply we get that λ(K α ) = ±q k α for some k ∈ {0, . . . , l − 1}. with α ∈ Π. Choosing a homomorphism σ : Q → {±1}, an element λ 0 ∈ Λ l and an element λ 1 ∈ h * determines a homomorphism λ σ as follows:
Definition 3.2
q → C * are of this form, i.e. X = S × Λ l × h * in this case, where S is the set of homomorphisms σ : Q → {±1}.
Proof. We will use the relations for U A from section 6.4 of [Lus90] . Let β ∈ Π.
−1 and the value on
for 0 ≤ t < l is also determined. The relations
determine the values on
for all c ∈ Z if the value on K β ;0 t and the value on K β is known. Finally if c = rl + t with 0 ≤ t < l we have
So determining the value on K β and
determines the value on all of U 0 q . If σ, λ 0 , λ 1 is chosen as above it is easy to check that the relations from section 6.4 in [Lus90] are satisfied. That all characters are of this form follows from lemma 3.1.
Note in the above that λ
∈ Π is the Frobenius map from [KL02] . We will restrict to modules of type 1. So σ = 1. It is standard how to get from modules of type 1 to modules of any other type σ (cf. e.g. [Jan96, Section 5.1-5.4]).
Since we restrict to modules of type 1 we will assume from now on that X = Λ l × h * . A weight λ ∈ X will also be written as
Lemma 3.4 Let λ ∈ X with λ 0 and λ 1 defined as in lemma 3.3. Let For a character λ ∈ X and a µ ∈ Λ we will define q µ λ as follows:
With this notation we get for a module M that E (r)
We use the same definitions as before:
Definition 3.5 Let M ∈ F and let β ∈ Φ. We call M β-finite if q Nβ λ ∩ wt M is a finite set for all λ ∈ wt M The weight vectors E β and F β for positive β that are not simple are defined just as before by choosing a reduced expression of w 0 . By [Lus90, Section 5.6] the divided powers E (r)
, r ∈ N are all contained in U A and by abuse of notation we use the same symbol for the corresponding elements in U q .
Proposition 3.6 Let M ∈ F and let β be a positive root. Let E β be any choice of root vector corresponding to β. Then the following are equivalent:
Proof. Clearly 1. implies 2. since E (r) β M λ ⊂ M q rβ λ . Assume 2. and suppose M is not β finite.
We must have a λ ∈ wt M , an increasing sequence {j i } i∈N , weights µ i = q jiβ λ ∈ wt M and weight vectors m i ∈ M µi such that E (r) β m i = 0 for all r ∈ N\{0}. We can assume without loss of generality that if λ
Now consider the subalgebra D β of U q generated by E (r)
for r ∈ N where F β is the root vector corresponding to E β (i.e. if E β = T w (E αi ) then F β = T w (F αi )). For each i we get a D β -module D β m i with highest weight µ i . We claim that in each of these modules we have at least one weight vector with one of the weights λ, q −β λ, . . . , q −(l−1)β λ. So we want to show for each m i that at least one of the vectors F (ji)
We must have that one of the numbers j i , . . . , j i + l − 1 is congruent to 0 modulo l. Lets call this number k. Say k = rl Now we have
To show that this is nonzero we must show that c i ∈ {0, . . . , r − 1}. If λ
is not an integer then this is automatically fullfilled.
Otherwise we know j i = rl − t for some t = 0, . . . , l − 1. So µ i = q (rl−t)β λ and by Lemma 3.4
Since there are infinitely many m i 's we must have infinitely many weight vectors {v j } of weight one of the weights λ, λ − β, . . . , λ − (l − 1)β.
To show that they are linearly independent let v 1 , . . . , v n be a finite set of the above weight vectors. They are all of the form F We define
β |r ∈ N m < ∞}. Proposition 2.3 and lemma 2.4 carry over with the same proof. In particular M
[β] is independent of the choice of root vector E β . Again we call M β-free if M
[β] = 0. Propositions 2.9 and 2.10 carry over with almost identical proofs. Setting l = 1 in the propositions and their proofs below would make the proofs identical.
Proposition 3.7 Let M ∈ F be a simple module and β a root. Then M is β-free if and only if q Nlβ wt M ⊂ wt M .
Proof. Assume β is positive. If q Nlβ wt M ⊂ wt M then M is clearly not β-finite and since M is simple we have by proposition 2.3 that M is β-free in this case. For the other way assume M is β-free and assume we have a weight vector 0 = m ∈ M λ such that E (rl) β m = 0 for some r ∈ N. For any i ∈ N,
But this implies that m ∈ M [β] which contradicts the assumption that M is β-free. If β is negative we do the same with F 's instead of E's.
Proposition 3.8 Let L ∈ F be a simple module. T L is a closed subset of Φ.
Proposition 3.9 Let L ∈ F be a simple module. F L and T L are closed subsets
Proof. T L is closed by proposition 3.8. F L is closed by the same proof as the proof of proposition 2.11. Note that the constants in the proof of proposition 2.11 that are inverted are all nonzero even when q is a l'th root of unity as long as l is odd.
We define P L like in Section 2 and we assume like above that P L is standard parabolic by considering w L for an appropiate w ∈ W . The subalgebras U q (p),
etc. are defined as above but this time with divided powers. For example we have
and so on. Now the rest of the lemmas and proposition carry over with the same proofs as before and we have the following theorem:
Theorem 3.10 Suppose L ∈ F is a simple U q (g) module. Let w ∈ W be such that Pw L is standard parabolic. With notation as above: ( w L) u is a simple U q (l)-module and this module decomposes into a tensor product X fin ⊗ C X fr where X fin is a finite dimensional simple U q (τ )-module and X fr is a torsion free simple U q (t)-module. Furthermore if t = t 1 ⊕ · · · ⊕ t s as a sum of ideals then
Given the pair (X fin , X fr ) and the w ∈ W defined above then L can be recovered as w (L(X fin ⊗ C X fr )).
So in the root of unity case we have also that to classify simple modules in F we just have to classify finite dimensional modules of U q (τ ) and 'torsion free' modules over U q (t), where t can be assumed to be a simple Lie algebra.
U A formulas
In this section we recall from [Ped15b] some formulas for commuting root vectors with each other that will be used later. Note that in [Ped15b] the braid operators that we here call T w are denoted by R w . In [Ped15b] T w denotes twisting functors.
Recall that
where v is an indeterminate and U A is the Asubspace of U v generated by the divided powers E
Definition 4.1 Let x ∈ (U q ) µ and y ∈ (U q ) γ then we define 
Proof. [LS91, Proposition 5.5.2]. Detailed proof also in [Ped15b, Theorem 2.9].
Proposition 4.4 Let u ∈ (U A ) µ , β ∈ Φ + and F β a corresponding root vector. Set r = µ, β ∨ . Then in U A we have the identity
So we can define ad(F
Proof. Proposition 1.9 in [Ped15b] .
Proof. Direct calculation.
Let s i1 . . . s iN be a reduced expression of w 0 and construct root vectors F βi , i = 1, . . . , N . In the rest of the section F βi refers to the root vectors constructed as such. In particular we have an ordering of the root vectors.
Proof. Lemma 1.11 in [Ped15b] .
5 Torsion free modules when q is a root of unity
In this section q will be a complex primitive l'th root of unity with l odd.
Recall that we will assume X = Λ l × h * in this case restricting to modules of type 1. For an element λ ∈ X we define λ 0 ∈ Λ l and λ 1 ∈ h * as in Lemma 3.3 such that λ(K α ) = q (λ 0 |α) and λ( Kα;0 l ) = λ 1 , α ∨ and we will also write λ = (λ 0 , λ 1 ) ∈ X.
Lemma 5.1 Let L ∈ F be a simple U q (sl 2 ) module. Then the weight spaces of L are all 1-dimensional.
Proof. Consider the Casimir element
acts on this space since C commutes with all elements from U q . Choose an eigenvector v 0 ∈ L(c) for F (l) E (l) . We will show by induction that E (n) F (n) v 0 ∈ Cv 0 for all n ∈ N. The induction start n = 0 is obivous. Let n ∈ N and assume n = i + rl with 0 ≤ i < l. If i = 0 then [n] = 0 and we have:
where α is the simple root. So the claim follows by induction. In the case that i = 0 we have
Since v 0 is an eigenvector for F (l) E (l) we have only left to consider the action of
But we can show like above that
Lemma 5.2 Let β be a positive root and F β a corresponding root vector. The set {r!F (rl)
is an Ore subset of U q .
Proof. We can assume β simple. Since r!F (rl)
the set is multiplicative and does not contain 0. We will show the Ore property for each generator of U q . First consider α ∈ Π a simple root not equal to β. Let n ∈ N. We have the following identities for r ≥ 1 (cf. Proposition 4.5)
Finally we have the sl 2 identities for 0 ≤ i ≤ l:
So we have shown that it is an Ore set.
We will denote the Ore localization of U q in the above set by U q(F β ) . For a module M we will define M (F β ) := U q(F β ) ⊗ Uq M . We will write the inverse of
′ ∈ C and ψ λ F β ,0 is the identity.
Proof. If β is not simple then F β = T w (F α ) for some simple root α ∈ Π. Then we define ψ
. So we assume from now on that β ∈ Π. We define ψ λ F β ,b on generators: For α ∈ Π\{β}
The sum given in the formula for F 
Proof. The isomorphism in both cases is given by ψ F β ,r .m → F We have the following equivalent of lemma 4.1 in [Mat00]:
Lemma 5.7 1. Let I ⊂ Π and let α ∈ I. There exists a set of commuting roots
J∩F be a set of commuting roots which is a basis of Q J . There exists a set of commuting roots Σ which is a basis of Q such that
Proof. The first part of the proof is just combinatorics of the root system so it is identical to the first part of the proof of lemma 4.1 in [Mat00] : Let us first prove assertion 2.: If J is empty we can choose α ∈ Π\F and replace J and Σ ′ by {α}. So assume from now on that
. . , J k be the connected components of J and set
is not empty. Hence J ′ meets every connected component of J. Therefore we can write J = {α 1 , . . . , α q } in such a way that J ′ = {α 1 , . . . , α p } and, for any s with p + 1 ≤ s ≤ q, α s is connected to α i for some i < s. Since Π is connected we can write Π\J = {α q+1 , . . . , α n } in such a way that, for any s ≥ q + 1, α s is connected to α i for some i with 1 ≤ i < s. So Π = {α 1 , . . . , α n } such that for s > p we have that α s is connected to some α i with 1 ≤ i < s.
Let Σ ′ = {β 1 , . . . , β q }. We will define β q+1 , . . . , β l inductively such that for each s ≥ q, {β 1 , . . . , β s } is a commuting set of roots which is a basis of Φ {α1,...,αs} . So assume we have defined β 1 , . . . , β s . Let w s be the longest word in s α1 , . . . , s αs and let w s+1 be the longest word in s α1 , . . . , s αs+1 . Choose a reduced expression of w s such that the corresponding root vectors {F β } satisfies [F βj , F βi ] q = 0 for i < j. Choose a reduced expression of w s+1 = w s w ′ starting with the above reduced expression of w s . Let N s be the length of w s and N s+1 be the length of w s+1 . So we get an ordering of the roots generated by {α 1 , . . . , α s+1 }: Φ + {α1,...,αs+1} = {γ 1 , . . . , γ Ns , γ Ns+1 , . . . , γ Ns+1 } with Φ + {α1,...,αs} = {γ 1 , . . . , γ Ns }. Consider γ Ns+1 = w s (α s+1 ). Since w s only consists of the simple reflections corresponding to α 1 , . . . , α s we must have that γ Ns+1 = α s+1 + s i=1 m i α i for some coefficients m i ∈ N. So {β 1 , . . . , β s , γ Ns+1 } is a basis of Φ {α1,...,αs+1} . From theorem 4.2 we get for
But since {γ 1 , . . . , γ Ns } = Φ + {α1,...,αs} and since
All that is left is to show that γ Ns+1 ∈ Φ F . By the above we must have that α s+1 is connected to some α i ∈ J ′ . We will show that the coefficient of α i in γ Ns+1 is nonzero. Otherwise (γ Ns+1 |α i ) < 0 and so γ Ns+1 + α i ∈ Φ {α1,...,αs+1} and by theorem 1 in [Pap94] , γ Ns+1 + α i = γ j for some 1 < j ≤ s. This is impossible since γ Ns+1 + α i ∈ Φ {α1,...,αs} . So we can set β s+1 = γ Ns+1 and the induction step is finished.
To prove assertion 1. it can be assumed that I = Π. Thus assertion 1. follows from assertion 2. with J = {α} and F = ∅.
Lemma 5.8 Let Σ = {β 1 , . . . , β n } be a set of commuting roots with corresponding root vectors F β1 , . . . , F βn , then the F (l) β commute.
Proof. Calculating in U v for i < j we get using Proposition 4.6
βi we have proved the lemma.
Corollary 5.9 Let Σ = {β 1 , . . . , β n } be a set of commuting roots with corresponding root vectors F β1 , . . . , F βn . The set
Proof. This follows from Lemma 5.8 and Lemma 5.2.
We let U q(FΣ) denote the Ore localization of U q in the Ore subset
Definition 5.10 Let Σ = {β 1 , . . . , β n } be a set of commuting roots that is a basis of Q (Lemma 5.7) with a corresponding Ore subset
Corollary 5.11 Let Σ be a set of commuting roots that is a basis of Q. Let µ ∈ Q and let M be a U q(FΣ) -module.
Proof. Since Σ is a basis of Q we can write µ = β∈Σ a β β for some a β ∈ Z. So the corollary follows from lemma 5.5.
Definition 5.12 A module M ∈ F is called admissible if its weights are contained in a single coset of (Λ l × h * )/(1 × Q) and if the dimensions of the weight spaces are uniformly bounded. M is called admissible of degree d if d is the maximal dimension of the weight spaces in M .
Of course all finite dimensional modules are admissible but the interesting admissible modules are the infinite dimensional simple ones. In particular torsion free modules in F are admissible. We show later that each infinite dimensional simple module L gives rise to a 'coherent family' EX T (L) containing at least one torsion free module and at least one simple highest weight module that is admissible of the same degree.
Lemma 5.13 Let L ∈ F be a simple module. Then there exists a
Proof. Lemma 4.16 in [Fer90] tells us that there exists a basis B of the root system Φ such that the antisymmetrical part of F L is contained in the positive roots Φ + B corresponding to the basis B and the antisymmetrical part of T L is contained in the negative roots Φ − B corresponding to the basis. Since all bases of a root system are W -conjugate the claim follows.
Lemma 5.14 Let L be an infinite dimensional admissible simple module. Let
Then there exists a commuting set of roots Σ which is a basis of
By Lemma 5.7 2. applied with J = ∅ there exists a commuting set of roots Σ that is a basis of Q such that
The height of β is the sum α∈Π a α . We will show by induction on the height of β that −β ∈ Φ − F . If the height of β is 1 then β is a simple root and so β ∈ F . Clearly −β ∈ Φ − F in this case. Assume the height of β is greater than 1. Let α ′ ∈ Π be a simple root such that β − α ′ is a root. There are two possibilities:
Lemma 5.15 Let M, N ∈ F be semisimple modules. If
Proof. Theorem 7.19 in [Lam01] states that this is true for modules over a finite dimensional algebra. So we will reduce to the case of modules over a finite dimensional algebra. Let L be a composition factor of M and λ a weight of L. Then the multiplicity of the U q -composition factor L in M is the multiplicity of the (U q ) 0 -composition factor L λ in M λ by Theorem 2.21. Now M λ is a finite dimensional (U q ) 0 -module. Let I be the kernel of the homomorphism (U q ) 0 → End C (M λ ) given by the action of (U q ) 0 . Then (U q ) 0 /I is a finite dimensional C algebra and M λ is a module over (U q ) 0 /I. Furthermore since Tr M (λ, u) = 0 for all u ∈ I the trace of an element u ∈ (U q ) 0 is the same as the trace of u + I ∈ (U q ) 0 /I on M λ as a (U q ) 0 /I-module. So if Tr M = Tr N the multiplicity of L λ in M λ and N λ are the same and hence the multiplicity of L in M is the same as in N .
We define Definition 5.16 T * = h * /Q.
By corollary 5.11 it makes sense to write ψ F β ,t .M for t ∈ T * up to isomorphism for a U q(FΣ) -module M .
Definition 5.17 A coherent U q family is a module M such that for all µ ∈ Λ l :
• dim M (µ,ν) = dim M (µ,ν ′ ) for all ν, ν ′ ∈ h * .
• For all µ ∈ Λ l and all u ∈ (U q ) 0 , the map h * ∋ ν → Tr u| M (µ,ν) is polynomial.
Definition 5.18 Let L be an admissible module and let µ ∈ Λ l .
Definition 5.19 Let M be an admissible module. Define M ss to be the unique (up to isomorphism) semisimple module with the same composition factors as M . By Lemma 5.3 this is polynomial in ν − λ µ hence also polynomial in ν. We know that this polynomial is determined in all ν such that ν − λ µ ∈ Supp ess (L, µ). Supp ess (L, µ) is Zariski dense in h * because λ µ − NΣ ⊂ Supp ess (L, µ) and Σ is a basis of Q. So Tr is determined on all of EX T (L). Lemma 5.15 gives the uniqueness.
Definition 5.21 Let M be a g-module. We can make M into a U q module by the Frobenius homomorphism: We define M
[l] to be the U q -module equal to M as a vector space and with the action defined as follows: For m ∈ M , α ∈ Π, 
where L C (λ 1 ) denotes the unique simple g-module of highest weight λ 1 .
Proof. The proof of theorem 3.1 in [AM11] works here in exactly the same way.
The twists we have defined for quantum group modules are analogues of the twists that can be made of normal Lie algebra modules as described in [Mat00] . In the next proposition we will use these Lie algebra module twists. For λ 1 ∈ h * let L C (λ 1 ) denote the simple highest weight Lie algebra g-module with highest weight λ 1 . Let e β , f β denote root vectors in g such that [e β , f β ] = h β .
Proposition 5.23 Let λ 1 ∈ h * be such that L C (λ 1 ) is admissible. Let Σ be a set of commuting roots with f β acting injectively on L C (λ 1 ) for each β ∈ Σ that is a basis of Q.
. Then M ′ is a coherent family containing the simple highest weight module L((λ 0 , λ 1 )).
Proof. M ′ contains L((λ 0 , λ 1 )) by proposition 5.22.
. Let µ ∈ Λ l and let α ∈ Π. Let u ∈ (U q ) 0 . We need to show that the map ν → Tr u| M ′ is of the form i p i (ν)u i for some polynomials p i and some u i ∈ (U q ) 0 . Composing a polynomial map with the map λ → λ + η l is still polynomial. So the trace is a finite sum of polynomials in λ which is still polynomial.
Proof. This follows by the uniqueness of EX T (L(λ)).
Corollary 5.25 All U q irreducible semisimple coherent families M are of the form L(λ 0 ) ⊗ (M ′ )
[l] ss for some g coherent family M ′ (in the sense of [Mat00] ).
So in the root of unity case the classification of torsion free modules reduces to the classification of classic torsion free modules. By Proposition 5.20 a torsion free module is a submodule of an irreducible coherent family so the problem reduces to classifying coherent families. By Corollary 5.25 the classification of coherent families reduces to the classification in the classic case.
