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Abstract
Wind is a fluctuating source of energy and, therefore, it can cause several technical impacts.
These can be tackled by forecasting wind speed and thus wind power. The introduction of several
statistical models in this field of research has brought to light promising results for improving
wind speed predictions. However, there is not converging evidence on which is the optimal
method. Over the last three decades, significant research has been carried out in the field of
short-term forecasting using statistical models though less work focuses on longer timescales.
The first part of this work concentrated on long-term wind speed variability over the UK. Two
subsets have been used for assessing the variability of wind speed in the UK on both temporal
and spatial coverage over a period representative of the expected lifespan of a wind farm. Two
wind indices are presented with a calculated standard deviation of 4% . This value reveals that
such changes in the average UK wind power capacity factor is equal to 7%.
A parallel line of the research reported herein aimed to develop a novel statistical forecasting
model for generating monthly mean wind speed predictions. It utilised long-term historic
wind speed records from surface stations as well as reanalysis data. The methodology employed
a SARIMAX model that incorporated monthly autocorrelation of wind speed and seasonality,
and also included exogenous inputs. Four different cases were examined, each of which
incorporated different independent variables. The results disclosed a strong association between
the independent variables and wind speed showing correlations up to 0:72. Depending on
each case, this relationship occurred from 4  up to 12 month lags. The inter comparison
revealed an improvement in the forecasting accuracy of the proposed model compared to a
similar model that did not take into account exogenous variables. This finding demonstrates
the indisputable potential of using a SARIMAX for long-term wind speed forecasting.
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Chapter 1
Introduction
The following sections act as an introduction to the research topic of this study. By the endof this chapter several answers will have been given so that the readers will be able to
appreciate the importance of this particular research. Among others, an example of the answers
aimed to be provided is as follows:
• Is the use of renewable energy the answer to the damaging effects of global warming?
• What is the contribution of wind energy in the overall energy mix and in the economy?
• What are the characteristics and constraints of the British Electricity Market that
increasingly necessitate our focus on wind power forecasting?
• What is the importance of wind power forecasting and current research trends?
• Why long-term wind speed/power forecasting?
Global Warming 
Renewables 
Wind Energy 
Wind Forecasting 
Long-term 
Methods/Models 
Proposed Model 
Figure 1.1: The concept of the concentric circle approach
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This endeavour was aided by forming an approach based on identifying the fundamental research
boundaries. In a deeper level, the perspective of this study is best described by descending the
subject matter. To illustrate this, the concentric circles in Figure (1.1) serve this purpose. The
circles represent the different layers each of which deepens in and sets the limits of the different
steps taken towards the conduct of this work. The peripheral circle represents the generic
research framework where the initial context of global warming is explained. As the circles
get closer to the nucleus, a microscopic approach clearly formulates the stages of this work.
Firstly, the research context includes the issues that the study is concerned with, the reasons
of being important and original, and, how it builds on previous academic work. The problem
statement and the research questions then follow progressing to the stage of the methods and
approaches considered to be the optimum for addressing the research questions.
1.1 GlobalWarming: Facts, Effects, and Remedy
The electricity supply risk due to scarcity of conventional energy supplies [1] along with the
fear that global warming will preserve its incremental trend [2] are major issues ecumenically
recognised. In particular, the uprising trend in global temperature has been addressed long
before terms such as global warming and climate change were yet an issue. Hansen et al.
[3] concluded that a rise of about 0.2 C in global temperature between 1960s and 1980s is
associated with anthropogenic carbon dioxide (CO2) emissions. They also predicted that under
the worst case scenario, where no action was taken to cut down the CO2 emissions, temperature
would continue to rise. It is of paramount importance to note that at the time that the study was
published, the cooling ofNorthernHemisphere had led scientists to the commonmisconception
that global temperature declined.
Global warming affects not only ocean rising or polar icemelting but also wind speed. According
to a research published, there is an inverse correlation between temperature and wind speed [4].
In the same study, Ren states that an increase of the magnitude of 2 to 4 C would result in a
weaker atmospheric circulation over the majority of higher latitude regions, which in turn could
result in a 4 to 12% decrease in wind speed. There is a need for the public and governments
to realise even further this dynamic relationship and the consequences that such an increase
in temperature could trigger. Evidence has recently been brought to light that there is a 90%
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probability that temperatures will have been risen 3.5 to 7.4 C by the end of this century [5,6]
due to global warming’s effects. Following the conclusions drawn from the aforementioned
studies, one of the co-authors, Prinn made the following statement: ”there is significantly more
risk than we previously estimated. This increases the urgency for significant policy action.” [7].
The awareness of these issues and their consequences have been evolved into a pragmatic and
rational series of actions that need to be taken. Thus, various directives and legislations have been
published [8–10]. These policies aim to tackle emissions, reduce the use of fossil fuels, introduce
renewables and hence mitigate climate change. The efficacy of these policies is supported by a
recent report which manifests that the countries that ratified the 1997 Kyoto Protocol managed
to cut down their emissions to about 8% as compared to the levels measured in 1990 [11].
1.2 Wind Energy Statistics at a Glance
Comparing all forms of renewable energy in terms of generation capacity, wind is the one that
has been growing at the fastest pace in recent years. Therefore, it has become the flagship of
the aforementioned policies. To put some numbers to those facts, Europe by the end of 2012
counted 11.4% of the total energy capacity coming from wind as compared to 2.2% which was
recorded in 2000 [12]. This is translated to a five-fold increase of wind power’s share since
2000. Moreover, based on a report published by the Global Wind Energy Council (GWEC),
China in 2010, by having installed over 44 GW of wind power capacity, surpassed the 40 GW
installed in the US and became the world leader in wind generation [13]. At present, figures
are staggering with China counting over 75 GW of installed wind power capacity while the
US remain the runner-up with just over 60 GW installed [14]. In the same report, the figures
related to future wind generation bring hope and optimism. The projections point out that in
the next few years, and in particular by the end of 2017, global wind capacity will stand at about
536 GW as compared to the 197 GW installed at the end of 2010. To mention a few domestic
numbers (since the present research is based in the UK), up to December, 2012, 10% of the
electricity in Britain was generated from renewables with almost half of it being generated from
wind [15].
To connect this to the projections of the future installed capacity from wind, a recent report
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published by the European Wind Energy Association (EWEA) is worth to be mentioned.
According to this study, EWEA has developed an electricity calculator which shows that by
2020 the cost in e per MWh will have been 67, 80, 100, 57 and 74, for gas, coal, nuclear,
onshore wind energy, and offshore wind energy respectively [16]. On top of that, generating
electricity from wind is considerably cheaper than photovoltaics by being a more mature
technology [17].
It is also very important to mention another report by EWEA where it was found that the
contribution to the EU’s Gross Domestic Product (GDP) of wind energy’s industry increased by
33% between 2007 and 2010 [18]. This had an immediate increase in employment by 30% with
more than 240,000 jobs being created in times where EU was facing a rate in unemployment of
9.6%. In the very same report, the forecasts about the economic growth that EU will be facing
are even more promising. Wind industry will have generated 0.59% by 2020 and almost 1% by
2030 of the EU’s GDP.These figures are translated to an increase of 520,000 and 794,079 in jobs
by 2020 and 2030 respectively. On the other side of theAtlanticOcean, a report published by the
US Department of Energy claims that by investing in offshore wind energy only, 200,000 jobs
will be supported in the USwhich in turn can be translated to a $70 billion in annual investments
by 2030 [19]. Similarly, the UK’s GDP will be £20 billion higher in 2030 if investment is
focussed on offshore wind rather than on gas [20]. In summary, this evidence critically suggests
that wind energy not only helps the environment by tackling global warming but also contributes
to the economy by creating more jobs.
However, although wind energy is available almost everywhere in the planet, it relies on climatic
conditions and also depends on the distinct topography of each place. Therefore, it is considered
to be a fluctuating source of energy. For that reason, there are sceptics who believe that wind
energy by being intermittent¹ cannot be reliable. In the next sections, the focus will be on the
feasibility to predict the output generated from wind and on the various methods/models used
to perform this in different time scales. Prior to this, an explanation of the British electricity
market will be given in order for the readers to gain a clear understanding of how electricity
(including that generated from renewables) is traded.
¹Intermittent and Non-intermittent Generation is defined in Engineering Recommendation P2/6 as follows:
Intermittent Generation: Generation plant where the energy source for the prime mover can not be made available
on demand. Non-intermittent Generation: Generation plant where the energy source for the prime mover can be
made available on demand. [21]
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1.3 The British Electricity Market
The wholesale electricity market created for trading electricity within Great Britain,
known as the British Transmission and Trading Arrangements (BETTA) [22], obliges
generators/suppliers to submit the volume (in half-hourly blocks) of their expected
generation/demand to the System Operator (SO) at least an hour ahead of delivery (known as
the gate closure time). Therefore, in order for the SO to ensure the delivery of an economic and
safe system operation, generators are forced to adhere to their contracts. Wind power has to be
traded in the same way as any other form of energy under the BETTA mechanism. However,
the variable nature of wind makes the participation to an electricity market such as BETTA
more complex. Thus, wind generators have been using several forecasting techniques in order
to avoid being penalised for any mismatch between the power contracted to be delivered and
that one actually delivered. Figure (1.2) [22] shows on a logarithmic timescale the different
processes in BETTA and the actions made by its participants during each stage.
Figure 1.2: Overview of the processes in BETTA
In Great Britain a single trading market consists of the following components [23]:
1. The trade date, which is the date the trade is carried out;
2. The delivery date, which is the first date that the power is delivered from;
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3. The delivery period, which is the length of time that the power is delivered for, which
could be between 1 half-hour and an infinite time, for instance an annual contract;
4. The volume, which is the volume chosen to be sold/bought during the delivery period in
MWh. At this point, it is crucial to point out that this volume is fixed and cannot be
altered over the course of this specific trade, and finally;
5. The price, which is the cost of the power in £/MWh.
Obviously, generators/suppliers can carry out more than one trade to build up a profiled
purchase/sale of power but each trade is constrained as mentioned above.
1.4 Wind Power Forecasting
The value of wind power forecasting has a two-fold importance. Firstly, knowledge of the
expected generation output from wind power plants brings confidence to the SOs when trying
to achieve reliable and secure operation of the network. Secondly, it enhances the value of wind
generated electricity by providing the SOs with vital information when generators/suppliers
participate in an energy market such as the market in Great Britain.
This can be achieved both by providing higher value contracts due to better bidding strategies and
by minimising imbalance costs. Specifically, in a deregulated market, generators and suppliers
(to whom the imbalance risk is often transferred) can avoid being penalised by choosing an
optimum bidding strategy. However, this also depends on the market in question. As stated by
Bathurst et al. [24], the rules can influence the selection of an appropriate bidding strategy.
So far, most of the research has focused on short-term forecasting of wind conditions. This is
mainly due to the operational need for trading electricity a few days or a few hours ahead of
gate closure because of the daily fluctuating nature of the demand and the finite response time
of generation plants.
Findings vary depending on the selected approach (statistical or physical), the time horizon of
the predictions or the area covered (single wind turbine/farm, sub-region, region or country). An
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up-to-date comparison and evaluation of the state-of-the-art forecasting systems can be found
in a study by Martí et al. [25]. In addition, a series of studies [26–28] provide a comprehensive
overview of the prediction models. However, as it will be demonstrated in the next section,
SOs, generators, and suppliers have a need of longer term predictions of the power traded so
that they can maximise their financial profits and schedule the maintenance of generators and
power lines.
1.5 Long-TermWind Speed/Power Forecasting
A set of motives are germane to long-term wind speed/power forecasting. Initially, long-term
predictions of wind energy potential will contribute to the evaluation of the technical feasibility
as well as the financial viability of wind projects for their expected operational life span. Such
information can be obtained by producing annual wind speed and hence wind power estimates.
A recent study reported a 5 to 15% decline of the annual wind speeds measured at 10 m above
ground level (agl) across the Northern Hemisphere [29]. However, this work is regarded
as being tentative since it takes into account only land surface data for a relatively small
period. Nevertheless, the results showed that further work must be carried out looking at the
longer timescales. In practice, annual mean wind speeds may vary at a significant rate. As
a consequence, long-term variability in wind speeds can lead to misleading assessment of the
wind energy yield for both operational and candidate sites. This in turn may result, depending
on the specification of the turbines used, in deceptive projections of the payback period of the
investment. The latter can prove to be catastrophic for the investors since large fluctuations
in the annual mean wind speed may evince that such an investment is uneconomic; hence the
project may be classified as non-bankable. This is because setting the terms of concessions and
repayment of any loan before granting it is a common practice for bankers and external investors.
In the case of wind power projects, they are interested in monthly power predictions in order to
evaluate the associated risk and to determine the revenue of the project.
Another motive connected to long-term estimates is that half hourly trading, as it happens in
the majority of the liberalised electricity markets (including that of Great Britain), may not
be an option for small generators and suppliers due to the overhead of operating a 24-hour
trading desk. Some small suppliers of green electricity, including that from wind farms, trade a
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month ahead and thus require an indication of the expected windiness of the following month.
Therefore, any reference for the future state of wind conditions is critical since it would provide
suppliers with vital information with regard to the optimum purchasing of base load [30].
Long-term estimates of wind speed/power would contribute to the maintenance schedule for
wind farms, the whole operation of which can typically be time-consuming and expensive.
Moreover, long-term wind power forecasting would allow SOs to evaluate the potential wind
energy production and schedule power systems in a more effective way [31, 32]. Such a
perspective would also include the potentiality for SOs to plan and manage the transmission
lines.
1.6 Initial Constraints and Hypotheses
Monthly wind speed forecasts were suggested by Good Energy (who supported this research)
as such information will integrate into an in-house trading system for purchasing base load
months in advance. The purchase of base load has a two-fold importance. Firstly, it reassures
SOs that the network will maintain its full capacity. Secondly, it prevents suppliers that generate
electricity by renewable sources, such as Good Energy, from being exposed to higher risk during
the imbalance settlement process. In case customers have consumed more energy than Good
Energy has purchased/generated on their behalf, the company has to buy base load in order
to meet the demand. However, this approach may be deemed, under special circumstances,
inefficient and expensive. Thus, monthly predictions have been selected to meet the needs of
the company.
Moreover, Good Energy has suggested that it may be prudent to use models based on statistical
techniques. The reason for their suggestion is based on the fact that running global climate
models (GCMs) or regional climate models (RCMs) is not a realistic option for the company’s
daily needs. All thesemodels require high specification hardware and are time consuming. Thus,
this research considered only models based on statistical techniques.
Two of the major groups of statistical models have been favoured so far in the limited literature
of long-term wind speed/power forecasting. The first is the so called autoregressive models and
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the second group is inspired by artificial intelligence (AI). Several reasons played a catalytic role
in choosing to test the autoregressive models as shown below:
• considerably less need in computational power;
• less complexity for the common user;
• access to a vast amount of data that makes it more sensible to use autoregressive models
as opposed to AI models that are not dependent on large datasets.
However, as it will be shown in more detail in section 2.2, autoregressive models have not
employed so far explanatory variables other than wind speed for generating long-term forecasts.
This study aims to test the hypothesis that,
independent meteorological variables are highly correlated with wind speed for different time lags and
when they are utilised under a single model that treats wind speed as a dependent variable then the
model shows higher accuracy and performance compared to a model which does not.
Prior to presenting a model which, depending on the results, would add value to the daily
operations of Good Energy, assessing the variability of wind speed from historic measurements
was also deemed prudent. This target was driven solely because wind speed variations can affect
the energy yield from wind farms and thus can have an impact on the risk weighed in the return
of the investment. Another factor that underpins the assessment of the variability of wind speed
derives from a recent survey by DNV KEMA [33] that brought to light evidence that historic
wind resource contributes 18% to the total energy production uncertainty. At this point, it
should be noted that in 2010 the UK experienced an unprecedented period of particularly low
wind speeds which had in turn a huge impact on wind industry [34]. On the contrary, in early
1990s the UK experienced a period of high wind speeds above the usual variation in long-term
mean wind speeds [35]. The aim of this line of research is to,
• generate a reliable and cost effectivewind index that accounts a considerable long period of historic
onshore wind speed data, and
• translate the variability on wind speeds to a variation in typical wind turbine capacity factor.
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1.7 Research Objectives and Project Milestones
This project has several distinct objectives:
1. to assess the wind speed variability over the UK.
2. to compare the trends with ones from other sources.
3. to convert the changes in wind speed to changes in terms of capacity factor for a typical
wind turbine.
4. to investigate the correlation between wind speed and other meteorological variables.
5. to identify a spatial association between the two variables of interest.
6. to take into account different lags in the association between the variables for the
development of the model.
7. to compare the proposed model with ones that do not take into account exogenous
variables.
8. to introduce an initial framework of model comparison that will contribute to the overall
research of long-term wind speed forecasting in the UK.
To accomplish the above objectives the following phases were employed:
• Phase 1: A literature review on the background theory of long-term wind speed
forecasting was conducted. This phase included thoroughly any relevant information
about past research on the subject. This step also involved the presentation of any relevant
theoretical framework. Most importantly, identifying the limitations of the current
literature led to conclusions and determined the boundaries of this research. This, as a
consequence, shaped the rationale of the research presented herein by highlighting its
contribution to the existing body of knowledge.
• Phase 2: Data were collected from onshore historic measurements as well as from
other sources such as reanalysis data. During this phase, the raw wind speed records
were quality-assessed by identifying and analysing several factors that might affect the
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measurements. Several criteria and flagging rules were set to deal with stations that had
erroneous, missing or duplicate values. Preventing data contamination due to data entry
errors as well as outlier detection were achieved by visually inspecting the time series.
Afterwards, the data were stored and maintained thenceforth in a database within the
premises of the Centre for Renewable Energy Systems Technology (CREST) for future
continuity and other research purposes. This phase resulted in drawing remarks about
the limitations, the validity, and the criteria that someone should take into account when
dealing with long-term historic onshore measurements.
• Phase 3: Two representative wind indices were created for the UK in terms of both
temporal and geographical coverage. This phase employed two groups of data; one
consisted of 57 stations covering 29 years of measurements and another one consisted of
7 stations covering 55 years. The calculated standard deviations of these indices were used
to estimate the equivalent change in the average UK wind power factor. This phase begot
the estimation of the variability of wind speed in the UK and the assessment of how these
changes in wind speed translate into changes in wind power. This phase also provided
useful insights related to the variability of the wind climate over a period representative
of the standard operational life span of a wind project.
• Phase 4: Monthly mean wind speed values were generated. This phase comprised the
use of advanced statistical models that consider wind speed as an endogenous input while
other variables were used as exogenous inputs. This step resulted in a proposed model
that takes into account wind speed over the UK as well as meteorological variables over
the Atlantic for different time lags. The high correlation coefficients between wind speed
over the UK and the exogenous variables reveal the presence of a strong relationship that,
when taken into account, increase the accuracy of monthly mean wind speed forecasts.
1.8 Contribution to Knowledge
The research reported herein is the first known analysis of a UK wind index using surface station
observations for a period of greater than 50 years and with an analysis of regional variation. It
also presents a contrast between wind indices derived from spatially smoothed datasets, e.g.
reanalysis data, and point values from meteorological stations. Moreover, the model proposed
for predicting monthly mean wind speeds is the first known autoregressive model that takes
11
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into account exogenous meteorological variables and autocorrelation to generate monthly mean
wind speed forecasts.
1.9 Thesis Outline
Chapter 2 defines the research context by discussing the main statistical methods used in time
series forecasting and further specifies the direction of this work by presenting a literature review
related to the use of these models in long-term wind speed/power forecasting.
Chapter 3 provides information about the source of the data used in this study as well as the
necessary actions for eliminating discrepancies and missing or duplicate values.
Chapter 4 presents two long-term wind indices for the UK based on surface stations as well as
a UK annual regional wind index.
Chapter 5 presents the proposed statistical model for generating monthly mean wind speed
predictions.
The main conclusions are discussed in Chapter 6. The thesis concludes with a series of
suggestions for further investigation.
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Research Context and Literature Review
Most of the work on wind speed/power forecasting has focused on the short-term horizon,thus the majority of the literature published also centres on the short-term predictions.
However, there is a justifiable interest in predicting wind speed, and thus wind power, on a
monthly, seasonal or even annual basis. This chapter is organised as follows. The first section
aims to define the context of this work by presenting the prevalent statistical models used
strictly in the field of wind forecasting. The second section contains a comprehensive literature
review and discussion narrowing down to the statistical methods/models used in long-termwind
speed/power forecasting.
2.1 Methods andModels
2.1.1 Probability Distributions
Several studies have dealt with the aspects of wind speed and power statistics. The scope of
these studies was to develop appropriate techniques for evaluating the available wind resources.
Estimating the availability of wind resources can lead to the evaluation of the performance of
current or candidate sites. A way is to determine the probability distribution of wind speed and
hence mathematically describe wind’s frequency distribution. So far, different methods have
been employed to fit a variety of distributions to wind speed data [36–38] with the Weibull
distribution being the most dominant.
The Weibull distribution for wind speed u is expressed by a probability density function.
According to Justus et al. [39], the probability density function is:
P(u)du = (k/c)(u/c)k 1exp[ (u/c)k]du (2.1)
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where c is the scale factor expressed in wind speed units and k is a dimensionless parameter
called the shape factor. Integrating equation (2.1) between zero and a specific value of wind
speed, ux gives its cumulative probability distribution:
P(u  ux)du =
Z ux
0
P(u)du = 1   exp[ (ux/c)k] (2.2)
The cumulative probability distribution is used to calculate the probability P(u  ux) where u is
less than ux. If the shape factor k is equal to 2 then Weibull becomes the Rayleigh distribution
and c is defined as:
c =
2up

(2.3)
Therefore the Rayleigh distribution is also known as a special case of the Weibull distribution.
To summarise, the Weibull is a generalised distribution in which by knowing the scale and
the shape factors for a given height it is feasible to adjust these parameters to another desired
height [39].
A comprehensive review of the different probability distributions used in wind energy
applications along with their mathematical expressions is provided by Carta et al. [40].
2.1.2 Time Series ForecastingModels
A time series is an indexed sample y1; y2; : : : ; yt where the indices 1; 2; : : : ; t represent time
spaced at invariant and consecutive intervals. If the data points y1; y2; : : : ; yt are assigned to a
random variable Y as a finite sequence of values then Y is a discrete variable. If the data points are
assigned as an infinite sequence of values then Y is a continuous variable which has an associated
probability distribution and a probability density function. A sequence of random variables is
called stochastic or random process. A deterministic process, as opposed to stochastic, is a
process whose future states over time do not involve random phenomena.
Forecasting is the prediction of an actual value at time t for a lead time t+ l and its error, thus its
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accuracy is determined by the difference between the actual value and the forecasted one. This
research focuses only on statistical techniques and does not take into account methods based on
models of atmospheric physics.
2.1.2.1 Regression Analysis
Regression analysis is a statistical forecasting model which determines the relationship between
a dependent variable and one or more independent variables [41]. Suppose that Y is a dependent
(or endogenous) variable and X is a independent (or exogenous) variable. A regression model
then can be expressed as follows:
Y = + X +  (2.4)
where ;  are the coefficients of the dependent variable and  stands for the residuals or else
the so called white noise.
The model expressed in equation (2.4) aims to minimise the sum of the squared errors by fitting
different values of the variables to the set of observations. The sum of the squared errors (often
expressed in the language of statistics as SSE) is expressed as follows:
SSE =
nX
t=1
(t)
2 (2.4)=
nX
t=1
(yt   (+ xt))2 (2.5)
The units of the SSE are expressed in ms 1 when looking at forecasting errors in wind speed and
in kWwhen looking at the prediction errors in wind power. Henceforth, this applies accordingly
throughout this thesis unless what the SSE is measuring is not explicitly stated.
However, the technique expressed in equation (2.4), also known as regression analysis fit, has a
major flaw since the choice of the fitting values is not for the original function. Instead, prior
to the selection of the optimum values, the original function is linearised. This justifies the
assumption that the variables are not random.
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To provide an example, Connor [42] predicted wind speed and direction from equations that
individually minimise the least squared errors in wind components. It was then found that the
independent variables were highly correlated (intercorrelation) and therefore a forward stepwise
regression method was employed. Afterwards, the model was tested against persistence² and
climatological models. The analysis showed that the proposed model surpassed both persistence
and climatological models in predicting wind speed and direction.
2.1.2.2 Box-JenkinsMethodology
This methodology, firstly presented by Box and Jenkins [43], uses an autoregressive moving
average model (ARMA) for forecasting time series by fitting past data of the same series to
the model. It is expedient, prior to an explanation of ARMA models, to lay out the rationale
underlying the formulation of these models.
A type of a stochastic model which depends on its time-lagged forecasts of the series is named
autoregressive (AR) [44]. Essentially, AR is a regressive model. The generalised form of an AR
model of order p is given by Box and Jenkins [43]:
yt = c+ '1yt 1 + '2yt 2 +   + 'pyt p + t (2.6)
where c is a constant, '1; : : : ; 'p are the parameters (AR coefficients) of the model, yt 1; : : : ; yt p
are the time-lagged values of the series yt, and t is the error term at time t with mean zero and
constant variance 2 . The notation p in ARp indicates the order of the autoregressive process
which is expressed as a polynomial that takes into account only the previous terms of the process
and the error term. Hence, the term order is the polynomial’s degree or else the highest order
power in the polynomial.
Miranda and Dunn in [45] used a probabilistic approach to develop a model which would treat
wind speed time series as an autoregressive process. The proposed model was an AR of 6th
²A persistence model assumes that the value of a variable for time t will be the same to the predicted value for
time t + l made at the time origin t, where l represents the forward time steps. It is the benchmark model which
every other model must compete with in order for the forecasters to assess its performance.
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order and when it was compared to the persistence model it showed marginal improvement
in its predicting accuracy. When lower order AR models were also tested they proved to be
inaccurate. However, the proposed model, despite its simplicity, served as a precursor for other
more complex statistical models to follow.
Another type of time series model which regresses against the past errors of the series is also
available. This model is called Moving Average (MA) and, similarly to AR, it is a type of
stochastic process. Its generalised form of order q is given by:
yt = c+ t + 1t 1 + 2t 2 + : : :+ qt q (2.7)
where 1; : : : ; q are the parameters (MA coefficients) of the model, and t 1; : : : ; t q are the
time-lagged values of the error. Similar to the AR model, the term order q refers to the highest
order power in the polynomial.
Let L operate on yt, and t as the lag operator.
Lkyt = yt k; 8k 2  (2.8)
The lag operator shifts the data and the errors either forward (when k < 0) or backward lags
(when k > 0), and is defined as:
Lyt = yt 1 Lt = t 1
L(Lyt) = L2yt = yt 2 L(Lt) = L2t = t 2
:::
:::
Lpyt = yt p Lqt = t q
(2.9)
Also, let the differencing operator r be defined as:
ryt = yt   yt 1 (2.10)
= (1   L)yt (2.11)
With the lagging notation, expressions (2.6) and (2.7) become:
yt = c+ ('1L+ '2L2 + : : :+ 'pLp)yt + t (2.12)
yt = c+ (1 + 1L+ 2L
2 + : : :+ qL
q)t (2.13)
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Setting the AR polynomial of L of order p as:
p(L) = 1   '1L   '2L2   : : :   'pLp (2.14)
and the MA polynomial of L of order q as:
q(L) = 1 + 1L+ 2L
2 + : : :+ qL
q (2.15)
then, from expressions (2.14) and (2.15), expressions (2.12) and (2.13) become:
p(L)yt = c+ t (2.16)
and
yt = c+ q(L)t (2.17)
When these two models are coupled together they produce an ARMA model. This particular
combination has been used for forecasting wind speed for short-term horizons [46–48]. In these
initial studies, ARMA models were compared against persistence confirming the superiority of
the latter only for periods larger than 1 h.
An ARMA model can be employed by simulating hourly averages of wind speeds for different
sites, as Balouksis showed [49]. In this particular work, it became apparent that the ARMA
model gives good agreement between the simulated and the measured data.
The accuracy of ARMAmodels for different time periods and different orders (p; q)was assessed
byMilligan et al. in [50]. It was concluded that the best model was of the order of (1, 24). When
this model was compared to persistence it showed a 7% and 18% improvement in the first and
sixth hour respectively.
An ARMA model with an order (p; q) is written:
yt = c+ '1yt 1 + '2yt 2 + : : :+ 'pyt p + 1t 1 + 2t 2 + : : :+ qt q + t (2.18)
With the lagging and polynomial notations, expression (2.18) becomes:
p(L)yt = q(L)t (2.19)
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A limitation in all the time series models, mentioned so far, is that they require the time series to
be stationary³. However, wind speed is not a stationary process and, therefore, another model
has been proposed [43]. This is called autoregressive integrated moving average (ARIMA)
model. ARIMA outperforms the aforementioned models since it can use non stationary time
series by differencing them until stationarity is achieved [43].
Equations (2.6), (2.7) and (2.11) can be combined to give an ARIMA (p; d; q)model :
(1   '1L   '2L2        'pLp)|                                   {z                                   }
AR(p)
(1   Ld)|   {z   }
I(d)
yt =
= c+ (1 + 1L + 2L
2 +   + qLq)|                                   {z                                   }
MA(q)
t (2.20)
The notation d refers to the order of the differencing operator r which is expressed in (2.8). The
order of the differencing operator d refers to the number of times that the process is transformed.
Each time the differencing operator is applied the transformed series contain one point less data
than the original series.
A seasonal autoregressive integrated moving average model (SARIMA), with degree p; q; P;Q,
is an extension of an ARIMA model, which also takes into account seasonality s, and can be
written as a SARIMA (p; d; q)  (P;D;Q)s. These models are ideal when a seasonal behaviour
features the series. Hence the seasonal part may be identical with the non-seasonal one and
may well include a seasonal autoregressive term, a seasonal moving average term and a seasonal
differencing operator. To distinguish them, the seasonal parts are denoted with capital letters
where P, D, Q are the seasonal AR, the seasonal differencing operator and the seasonal MA
term respectively.
By combining equations (2.6), (2.7), (2.9), and by substituting both AR and MA polynomials
of L of order p; q; P;Q we get:
³A stochastic process, whose attributes do not alter over time, is called a strictly stationary process. This means
that the variance and the mean of the data do not alter as the process evolves over time.
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'p(L)P(L
s)rdrDs yt = q(L)Q(Ls)t (2.21)
where rDs is the seasonal differencing operator.
SARIMAX are SARIMA models with exogenous input. The exogenous input X, integrates an
ordinary regression model that uses external variables into the SARIMA model. Thus, from
equation (2.17) we get the generic form of a SARIMAX (p; d; q; b)  (P;D;Q)s model:
'p(L)P(L
s)|          {z          }
AR(p, P)
I(d, D)z}|{
rdrDs yt =
exogenous input (b)z  }|  {
b(L)t + q(L)Q(L
s)t|             {z             }
MA(q,Q)
(2.22)
A SARIMAXmodel discloses a specific weakness which limits its use. This model assumes that
the effect the independent variables have on the dependent one occurs at the current time. Thus,
it fails to consider effects that take place at different time lags. However, as it will be shown
later on in Chapter 5, there are cases that the dependent variable responds to the changes of
the exogenous inputs several lags ahead from the time step that the independent variables were
changed.
Autoregressive with exogenous variable models have been employed in the past for predicting
wind power on the short-term horizon. Such examples include studies like the one published
by Durán et al. [51]. In that study the authors developed an autoregressive with exogenous
inputs (ARX) model which predicts wind power while it uses information about wind speed
as an exogenous input. Wind speed information was retrieved from the European Centre for
Medium-range Weather Forecasts (ECMWF). When the proposed model was tested against
an AR and a persistence model, it was found that the ARX model outperforms the rest of the
models. For a time horizon up to 24 h the exogenous input improves the forecasts on the wind
speed up to 14.1% and 26.3% respectively.
Jensen et al. [52] presented the Wind Power Prediction Tool (WPPT). WPPT is also an
ARX model which uses the input of Numerical Weather Prediction (NWP) models and wind
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speed measurements as exogenous variables. Like most statistical models, WPPT tries to
determine the relationship between historical records of predicted wind speed and on-line power
measurements. In order to do so, it is based on a self-calibration technique which allows the
model to adapt to any changes with respect to time. Forecasts of wind speed and wind direction
are produced for wind farms and sub-regions for a time horizon from 0 - 48 h up to 120 h and
they are updated 2-4 times per day [53, 54]. WPPT has been operational since 1998 from the
Danish transmission system operator (TSO) for predicting the power output from wind farms.
The results published by Nielsen and Madsen [55] suggest that WPPT, although it cannot
evaluate directly the economical value of the predictions, produces reliable forecasts that, in
turn, can be used for load dispatch and day-to-day electricity trade.
2.1.2.3 Artificial Neural Networks
The architecture of artificial neural networks (ANNs) morphologically resembles the human
nervous system. Processing is propagated across many units, similar to the way biological neural
structures depend on the activity of many neurons.
Input
Input
layer
Hidden
layers
Output
layer
Input
Input
Output
Figure 2.1: Illustration of an artificial neural network
Figure (2.1) illustrates an artificial neural network of multiple inputs, multiple hidden layers
and one single output. The inputs of a neuron, often known as source nodes, are responsible for
receiving the signals from either environmental stimulus or output signals from other neurons.
Consequently, the inputs of a neuron are not responsible of any calculation process other than
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interceding the signal to the neurons in the hidden layers. The inputs x of an ANN can be
expressed as a vector x 2 . Each neuron has a set of parameters that are being adjusted during
the learning procedure. These parameters are the so called weights and they are associated to
each input of the neuron. Similar to the inputs, the weights w that are associated to each neuron
can be expressed as a vector w 2. The neurons in the hidden layer(s) weigh up and adjust each
input by multiplying the received signals with appropriate weights. The associated weighted
signals are summed and the cumulative signal is being passed as an argument to an activation
function. The result of the function for this argument is the output neuron for the current inputs
and for the specified weights, and ends up at other neurons through the output synapses [56].
The output of each neuron can also be expressed as a vector o 2 , and it is defined as:
o = f (w  x) (2.23)
There is a variety of functions used in the activation procedure. Among the most frequent
functions used are the linear, the threshold, and the sigmoid functions. Below, the expression
for each activation function is given [57]:
• f (x) = x, when the linear function is used,
• f (x) =
8>>>><>>>>:
1; if x  0;
0; if x < 0:
, when the threshold function is used, and
• f (x) = 11+e ax , when the sigmoid function is used.
There are two distinct characteristics that classify ANNs: their topology and their learning
algorithm.
The topology of a network is the layout by which each neuron is connected to other neurons.
Different architectures have been proposed with the major groups being the feedforward and
recurrent ANNs.
• Feedforward ANNs:
The most popular feedforward ANN is as the one illustrated in Figure (2.1) and consists
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of multiple inputs, hidden layers and outputs. These networks are known as Multilayer
Perceptrons (MLPs) whose transmitted signals are passed from the input(s), through the
hidden layers, ending up at the output(s). As opposed to the recurrent ANNs that are
described below, the reverse flow of the signal is not permitted in feedforward MLPs.
The distinct difference between MLPs and single layer Perceptrons is that the neurons in
MLPs can use activation functions that single layer Perceptrons cannot. This is due to
the inability of Perceptrons to implement differential equations during their optimisation
process [58].
• Recurrent ANNs:
To understand the concept of recurrent networks, one would just need to visualise the
connections of neurons, shown in Figure (2.1) as arrows forming loops backwards so
that they become inputs to either the same neuron or to other neurons. This feed-back
connectivity allows recurrent neurons to transmit their signals back and forth until a
minimum error is achieved during the learning process. This feature makes recurrent
ANNs ideal for use in optimisation, pattern recognition and forecasting problems [58].
Over the evolution of ANNs, several other models have been proposed such as the Hopfield
and the Kohonen ones [57]. However, the scope of this section is to embody the essential
characteristics and features of models that are described later on in section 2.2 and not to serve
as an in-depth literature review of ANNs. Thus, detailed information about these models has
been omitted.
The topological structure of ANNs as well as their training algorithm can vary depending on
the application that the ANNs will be employed in. The fundamental feature of ANNs is
their inherent learning ability through training. During the training of an ANN a learning
algorithm is employed so that the ANN could provide users with a solution. The most popular
topology used in wind forecasting is the feedforward MLPs based on back propagation (BP)
training. In particular, this algorithm falls into the supervised training classification. The
neuron during its training minimises the error by employing the method of steepest descent
[59]. Initially, the ANN is introduced with an example that describes the problem. Then
the network propagates the signal forward (forward pass) and calculates a potential output
which essentially is a probability based on the values of the given example. The error is
afterwards calculated by differencing the output of the ANN and the desired one for the
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given example. As a consequence, during the backward pass of the error, the weights of the
neurons are adjusted in order to minimise the difference between the output of the ANN and
the desired one. This iteration is performed for a cycle of operations until the output of the
neuron converges. A comprehensive overview of neural networks, their different architectures
and learning algorithms can be found in a study by Haykin [60].
Numerous studies for wind speed and power forecasting have used these models varying the
architecture. Beyer et al. [61] presented feed forward ANNs based on BP and radial basis
(RBF) to predict 1- and 10-minute means of wind speed. The proposed models added a
10% improvement in accuracy comparing to the Persistence model. However, when the tested
networks were trained on a set of low mean wind speeds but tested on a set of high wind speeds
they proved to be inferior to Persistence.
Recurrent networks have also been favoured and suggested in several studies that have
investigated short-term wind speed/power forecasting, such as the one published by
Kariniotakis et al. [62]. In that study advanced ANNs were utilised for predicting the power
output of a wind farm for a horizon of 2 hours with a time step of 10 minutes. Two different
models were presented where the first one employs wind speed and wind direction while the
second model uses information only about wind speed. In the first model the inputs are treated
as independent variables in order to generate wind power output forecasts. The second model
generates wind speed predictions solely from wind speed measurements on site. Afterwards,
these predictions are fed in another model that transforms wind speed into power by using
different manufacturers’ wind turbine power curves. When these two models were introduced
to a real case it was found that the first model outperforms the second one and the Persistence
model.
Both references constitute the first published studies in the field of short-term wind power
forecasting. However, over almost 20 years of research, different architectures as well as training
algorithms have also been presented. An up-to-date review on the ANNs used in wind speed
prediction is available by Sheela and Deepa [63].
To summarise, in contrast to traditional statistical techniques, ANNs adapt changes as the series
evolves over time. Adaptation and learning are major characteristics both attained through the
training process. Therefore, ANNs have an advantage of being more robust over traditional
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statistical techniques especially when distributions are generated by non linear processes and are
strongly non Gaussian [64].
2.1.3 OtherModels Based on AI
Other models also based on machine learning have been used for time series forecasting namely
support vector machines (SVMs) and Kalman Filters (KFs).
2.1.3.1 Support VectorMachines
SVMs were firstly introduced by Boser et al. [65] and since then they have been engaged in
different tasks such as classification (e.g. Blanz et al. [66]) and regression problems (e.g. Drucker
et al. [67]).
The goal of SVMs is to determine the optimum classifier that separates the data into different
classes. The most frequent criterion for finding the optimum classifier is to determine the
so-calledmargin, namely the distance between a n-dimensional hyperplane (i.e. red line) and the
closest data point to each class (i.e. red and blue dots), must be the maximum from all the other
margins that are created between possible hyperplanes (i.e. green lines) and the data points of
each class. This is due to the inverse proportionality between the margin and the generalisation
error of the classifier. Figure (2.2) illustrates the procedure in identifying the closest point of
each class based on the margin criterion.
The example shown in Figure (2.2) falls into the binary classification (i.e. the blue and red dots
are linearly separable). Let a training sample be of the form f(x1; o1); : : : ; (xi; oi)g, where xi is
the input pattern and oi is the target output.
The hyperplane that separates the data into the two classes is expressed as by Haykin [68]:
w|xi + b  0; for oi = +1 (2.24)
w|xi + b < 0; for oi =  1 (2.25)
where w|xi is the inner product of these two n-dimensional vectors on , equal to
nP
i=1
wixi =
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Figure 2.2: Illustration of an SVM classifier based on the margin criterion
w1x1 + w2x2 : : :wnxn and wi and xi are the ith coordinates of w and x respectively.
Similar to ANNs, the inputs x, and weights w, are expressed as vectors while notation b, is used
to represent bias. Haykin [68] by knowing a priori the classes of the data defined the optimal
hyperplane as:
w|o x+ b = 0 (2.26)
He also concluded that the optimum weight wo provides the maximum distance between the
classes [68].
However, different problemsmay yield different training algorithms. For example, there are also
algorithms that aim to optimise either the margin distribution or the number of support vectors
[69]. Moreover, if it is found that a training set under linear separation falls into errors, then
other techniques should be employed to separate the data. This can be achieved by constructing
a hyperplane in a higher dimensional feature space where the separation will be easier. For this
task a non linear classifier should be used by applying a kernel function. Such an example is
shown in Figure (2.3).
Different types of kernel functions have been used so far such as linear, polynomial, radial basis
functions, etc. One can review the different types of kernel functions as well as their pros and
cons in a study presented by Gunn [70]. In the same report it is highlighted that SVMs show
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Figure 2.3: Illustration of a higher dimensional feature space for classifying two different sets of data
high generalisation ability over other statistical models such as ANNs. The author points out
that unlike ANNs, which face massive problems with generalisation, and, in turn, can cause
models to overfit the data, SVMs show resilience to overfitting. This is due to the learning
algorithm chosen to optimise the parameters and statistical metrics so that the best model is
selected. ANNs determine the associated risk from the error rate on the training set, also known
as Empirical Risk Minimisation (ERM). On the other hand SVMs utilise another criterion
function known as Structural Risk Minimisation (SRM) [71]. The latter aims to minimise an
upper bound on the expected risk and, as it is shown in Ref. [72], outperforms ERM.
SVMs were introduced for the prediction of the daily mean values of wind speed and tested
against an MLP neural network [73]. The results showed that SVMs outperformed MLP
achieving the smallest mean square error (MSE) in wind speed predictions. The units of the
MSE, in a similar way to the SSE, are expressed in ms 1 when looking at forecasting errors in
wind speed and in kW when looking at the prediction errors in wind power. Henceforth, this
applies accordingly throughout this thesis unless what the MSE is measuring is not explicitly
stated. The mathematical expression of MSE is given as:
MSE =
nP
t=1
(y^t   yt)2
n
(2.27)
Following the aforementioned study, an SVM regressor was applied on mean hourly wind
speed data and an SVM classifier was trained to estimate the forecasting error [74]. When this
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approach was evaluated compared to traditional SVM regression algorithms it was highlighted
that it produces the lowest MSE and mean absolute percentage error (MAPE) scores. MAPE,
as its name indicates, is expressed as a percentage and is defined as:
MAPE = 1
n
nX
t=1
yt   y^tyt
 = 1n
nX
t=1
 tyt
 (2.28)
Another study compared an SVM to a BP neural network for predicting wind speed [75]. From
the results it became apparent that the correlation coefficients values were very close and that
both models predicted wind speed similarly. However, when these models were tested using the
MSE and mean absolute error (MAE) metrics it was found that SVM surpassed the BP model.
MAEmeasures how close the forecasts are to the real values and as such is expressed in ms 1 or
in kW when looking at the prediction errors in wind speed or wind power respectively. MAE
is mathematically expressed as:
MAE = 1
n
nX
t=1
jy^t   ytj = 1n
nX
t=1
jtj (2.29)
2.1.3.2 Kalman Filters
The Kalman Filter (KF), firstly introduced by Kalman [76], is an algorithm which has the
ability to estimate past, present and future values of measurements. To do so, KF depends on
several assumptions similar to the ones taken into account in Gauss’ least-squares problems [77].
For example, the residuals are considered to be independent as time series evolves over time.
However, the distinct difference between these two methods is that KF demonstrates flexibility
in dealing with time series whose state changes between sequent time intervals.
More formally, KF is a linear recursive algorithm which aims to estimate the state of a process
without requiring explicit information about the process itself. Moreover, KFs are featured as
powerful and robust since storage and reprocessing of past values are not required each time a
new measurement is taken [78]. However, time series may disclose linear and (or) non linear
patterns. Therefore, in that case, the non linearities of the process are evaluated by a linearised
variant of the KF model named extended KF (EKF). Several studies offer a comprehensive
overview of Kalman Filters [79, 80].
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KFs have been employed several times since the flourishing stages of wind speed/power
forecasting. Geerts [46] (although this study is mentioned previously in section 2.1.2.2), apart
from an ARMA model, proposed also the use of a KF for predicting wind speeds on an hourly
basis. The proposed models were then tested against persistence where the results manifested
the superiority of the ARMA and KF models. This specific study also conducted a comparison
between the ARMA and KF models which elected the former as the optimal model.
Another early work used KF for very short wind speed forecasting from three different sites [81].
The main finding was that KF performed better than persistence on a minute-by-minute basis
in terms of root mean square error (RMSE⁴). On the other hand, persistence gave better results
for hourly wind speed forecasts. It was also stressed that evaluating the optimal technique is
site-dependent. This is of great importance since choosing a forecasting model does not depend
on the prediction timescales solely but it is also confined to the geographical location and datasets
used.
2.1.3.3 Hybrid Approach
Time series are neither pure linear nor pure non-linear. Therefore, a hybrid model which
combines the strengths of the linear and non-linear methods may be the optimum technique
for capturing both patterns. Hybrid models have been under scrutiny in several studies for time
series forecasting with themost commonly usedmodel being a combination of anAutoregressive
Integrated Moving Average - Artificial Neural Network model (ARIMA-ANN) [82, 83].
Firstly, the ARIMA part models the linear component of the series in order to generate the
forecasts. Afterwards, the ANN part is appointed to determine the non-linear relationship of
the residuals and hence to improve the predictions. A similar approach has been proposed by
He et al. [84] with the non-linear component consisting of an SVM. Approaches have also
been considered as hybrids when they incorporate algorithms such as KFs for training or tuning
other models. Examples of this particular approach can be found in the literature where, for
instance, KFs are combined with ANNs [85] or SVM models [86]. Other studies have also
been published in which the proposed hybrid architecture is based on coupling ANNs with
SVMs [87,88].
⁴RMSE is another statistical metric that derives by calculating the square root of MSE which is expressed in
equation (2.29).
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A study for predicting hourly mean wind speed is presented by Cadenas and Rivera [89]. The
model used is composed of an ARIMA and an ANN model and thus falls into the class of
the hybrid approach. The authors tested the proposed model for different areas and compared
to pure ARIMA and ANN models. It was then shown that the model achieved lower scores
in statistical measures than the rest of the models. This suggests that the hybrid methodology
captures better the predictor’s behaviour hence it highlights its superiority over conventional
techniques.
In another study two different techniques were combined in order to forecast wind power 3
h ahead [90]. The proposed model employed a multilayer feed forward ANN to generate the
forecasts. Prior to this, wind time series were reconstructed through a wavelet transformation;
hence wind’s signal was decomposed into different frequency components. As a result, the
proposed model dominated when tested against pure ARIMA, ANN, and persistence models.
KFs have also been used in short-term wind speed forecasting as a post processor in NWP
models [91]. The data produced from the NWPs were filtered from a KF algorithm in order to
correct any systematic errors. From the results, the theoretical as well as computational benefits
were highlighted since both the systematic errors and the time needed for the computations
were reduced.
Similarly, the output of a mesoscale forecasting system was processed both in MLP and SVM
algorithms in order to produce mean hourly wind speed forecasts [92]. Salcedo-Sanz et al. [92]
followed the metric of MAE to evaluate the performance of the models and showed that the
MLP algorithm performs slightly better than the SVM.
2.2 Statistical Models in Long-Term Wind Speed/Power
Forecasting: A Literature Review
Over the last two decades, a small body of research has been carried out in the field of long-term
wind speed/power forecasting. The term long-term refers to monthly means and even longer
predictions rather than to forecasts for a time horizon, for example, up to 72 h ahead, as is
described in other studies such as the one by Barbounis et al. [93].
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The existing body of research centres on generating monthly wind speed forecasts being
conducive to the evaluation of technical feasibility of current or future wind projects. Looking
closely at the similarities between the studies, evidently the majority of them have used onshore
data while, due to lack of data, they have drawn on short datasets. In parallel, there is a
prominent lack in evaluating the uncertainty - apart from some exceptions - while most of the
studies presented below have avoided examining whether the forecasts are biased.
On the other hand, there is a degree of diversity across the literature in many respects. This
manifests in the use of different statistical metrics (MSE, MAPE, and RMSE). While these
metrics are primarily used to measure/assess the error, still there is not a converging evidence
base to aid the decision making on which statistical metric is best to use. Using MAE for
instance, is the best choice for assessing the average performance of the model of interest. Yet
the metrics’ role rests on both the researchers’ approach and their work objectives, namely what
they want to test. In other words, in reality, these measures are adjusted to serve the research
objectives rather than constitute a constant and solid base for explaining the models’ properties
and gaining more answers about them. At this point, it is worth noting that this diversity seems
to be opposed to the short-term wind speed forecasting work. For example, throughout the
ANEMOS project [94] (a project that looked at short-term wind speed/power forecasting),
there had been an ”unsaid” tendency, derived actually from a status quo, to utilise RMSE and
the coefficient of determination, R2, which measures how well the regression line fits the data.
What is also prominent in the literature is the source of data differing in terms of location,
topography, and local microclimate. This, in combination with the different methodologies
employed in the studies, contributed in making it infeasible to decide, by comparison of the
different studies, which is the optimum model. This diversity in methods does not facilitate the
statistical homogeneity and the interpretation of the results as an integral part of the picture. In
terms of the character and the role of the data used overall in these studies, the current research’s
perspective dictates to ascertain, and highlight as problematic, that different data would have
yielded different results, further affecting both the interpretation and the conclusions with regard
to the models.
A tentative study, and similar in a way to the present research regarding its scope, has been
recently presented by Lynch et al. [95]. The authors have been planning to employ reanalysis
data for use as a climatology and verification dataset for monthly/seasonal forecasts. It is obvious
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that if the skill of the predictions was found to be high then it would add economic value in the
monthly/seasonal forecasts. According to the initial results, both temporal and spatial variations
(at scales from 300/400 km) at longer timescales were well represented. In addition, when
data were extrapolated to the standard hub height of turbines (100m), minimum bias and
low RMSE was found. The aforementioned research is a follow up to the study presented by
Brayshaw et al. [32]. In that work the authors investigated the existence of a possible link
between wind speeds and large-scale climate patterns such as the North Atlantic Oscillation
(NAO). Time series of wind speed were associated with different classes of NAO. Afterwards,
hourly wind speeds were synthesised for each class by using aMarkov Chain model. It was then
noticed that the model tends to underestimate wind speed beyond the 24-hour threshold. The
resulted synthesised wind speed series were then converted to hourly power outputs and finally
to monthly power outputs. A comparison between the models that take into account NAOwith
the ones that do not, shows that the first model is the best by achieving the lowest scores in the
statistic metrics.
García-Bustamante et al. [96] compared three different methods in generating monthly wind
power production estimates. Four years of hourly data of wind speed, direction as well as wind
power were employed for five different sites in Spain. The first method employed hourly records
of wind speed and fit them to a Weibull distribution. Then a transfer function determined the
relationship betweenwind speed andwind power. The secondmethod assumed that a theoretical
power curve is valid at monthly timescales and used monthly wind speed data to estimate the
power on a monthly timescale. For doing so, the authors interpolated wind speed information
to a theoretical power curve. However, it is noteworthy that using the theoretical power curve
leads to underestimation of the generated power at lower wind speeds and to overestimation at
higher wind speeds. Finally, the third method that the authors compared in their study used
an average power curve which was calculated by averaging all the effective power curves over
the period of the 4 years of the measurements. Then, by employing a simple linear regression
method, which used monthly wind speeds, they generated wind power on a monthly basis.
The comparison between the aforementioned methods established the linear regression model,
despite its simplicity, for use in estimating wind energy at monthly timescales since its relative
error is smaller by 15%, as opposed to the other approaches.
SARIMA models have been employed for monthly electricity production from wind farms, as
it is shown by Cadenas and Rivera [97]. The authors used six years of wind speed measurements
32
Research Context and Literature Review
for training the model and one year of data for validation purposes. The information was
retrieved from SCADA systems and it was generated by accumulating the data from the sensors.
The proposed model was of the order of (0; 1; 1)(0; 1; 1)12 to obtain both the seasonal and
non-seasonal features of the time series. As it was mentioned in section 2.1.2.2, a SARIMA
model can be written as (p; d; q)  (P;D;Q)s where p; P are the non-seasonal and seasonal
autoregressive terms, q;Q are the non-seasonal and seasonal moving average terms, d;D are the
non-seasonal and seasonal differencing, and the notation s represents the number of periods
within a season (e.g. s = 12 periods, 4 periods, and 1 period for monthly, quarterly, and annually
data within a year respectively). The term order refers to the polynomials’ degree or else the
highest order power in the polynomials as it is explained in section 2.1.2.2. To determine the
accuracy of the proposed model the authors compared it with an ANN similar to a simple
Perceptron. The difference of the tested ANN in this study is that the activation function is
linear and hence the values of its output can be any value as compared to the Perceptron which
can have a binary number as output. From the comparison it was shown that the lowest statistical
errors were achieved in the case where the SARIMA model was used. For brevity reasons, we
refer only to the values of MSE which were 2:70 and 5:10 in ms 1 for the SARIMA and ANN
models respectively.
AR as well as ARMAmodels were tested by Kennedy and Rogers [98] for monthly predictions
of wind speed. The authors used two time series of monthly wind speeds from a buoy station
in the US for a 16- and 5.5-year period. The authors concluded in their study that although
wind speed may be a stochastic process, it is not purely random with time series exhibiting
seasonal components. After removing the seasonal component from the series, they normalised
the variance of the residuals and they used a first order AR to synthesise wind speed time series.
Testing different orders of ARMA model did not produce better results, therefore the authors
concluded that an AR(1) is sufficient for generating the new series. The synthesised series were
then transformed to power by applying a wind turbine’s power curve. The authors applied a
spatial smoothing procedure to extrapolate wind power over a wide geographical area. Finally,
the proposed model was used to generate a distribution function for the output of a hypothetical
offshore wind farm. However, it is noteworthy that the smoothing procedure prevents the
combined power output from being either zero or reaching the full power nominal output of
the hypothetical site. In reality, this is not correct since there are cases where the wind across
an entire region is either below the cut-in wind speed and above the cut-out wind speed.
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Kritharas and Watson [99] used 52 years of wind speed records for seven different geographical
locations in the UK. A statistical analysis of the data resulted in subdividing the sites into
different classes based on the seasonal component. The classes created were sites where
seasonality was weak, average and very strong. Afterwards, four parsimonious models were
employed for predicting wind speed on a monthly basis. The results indicated that the model
which takes into account monthly seasonality and autocorrelation of lag one, gives the best
performance in terms of MSE. The same authors continued their work and proposed an
autoregressive moving average with exogenous inputs (ARMAX) model [100] for predicting
wind speeds for a time horizon up to one month ahead. After the data analysis, the order of
the ARIMA model was determined and the forecasting model was tested against persistence
and the conventional Holt-Winters’ method. Further, they compared the forecasts of wind
speed with observed weather data and statistically analysed the errors using analysis of variance
(ANOVA). Following the ANOVA, it was showed that the meteorological parameters which
affect wind speed the most is atmospheric pressure and air temperature. Thus, both parameters
were used as exogenous parameters to the proposed model. The results testified that the
proposed model which uses air temperature as an exogenous input gives better results, in terms
of MSE, than the one which uses atmospheric pressure. Comparing the accuracy of the best
models of each study between each other, it is shown that the ARMAX model proposed by
Kritharas et al. [100] achieves a reduction in terms of MSE equal to 11.5% when compared to
the simple seasonal model presented by Kritharas and Watson [99].
The two aforementioned studies do not undermine the purpose of the research presented herein
as Kritharas et al. [100] used meteorological variables that were retrieved from data at the
location of the sites under investigation. These independent variables were then fed to the model
for the same time index as the dependent variable. Nonetheless, the hypothesis tested in the
present study is that there is a high correlation between the independent variables and wind
speed at different time lags. Moreover, the hypothesis aims to test that both the dependent and
independent variables are geographically dispersed.
The majority of the studies mentioned so far compared their models against ANNs. These
comparisons show that the proposed method (linear models) surpasses the competitive one
(non-linear models) by achieving the lowest scores in the statistic metrics. However, a body
of literature doubts the efficacy of linear models when compared to non-linear ones such as
ANNs.
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Different architectures of ANNs have been used for monthly wind forecasting. Examples of
such architectures include feed forward as well as recurrent networks based on BP and cascade
correlation algorithms [101]. The authors used daily averaged wind speed records for 12 years.
The first 10 years were used as a training set whereas the last 2 years have been used to validate
the accuracy of the models. Any gaps in the time series were filled by interpolating between
neighbouring values. Afterwards, the time series were averaged to obtain the monthly mean
values. The authors developed several topologies of ANNs for predicting wind speed on a
monthly basis. However, the optimum model is a recurrent one based on Jordan’s training
algorithm which achieved a marginal accuracy in monthly wind speed predictions of 0.2% and
0.4% when compared to other topologies. It is also noteworthy that when the proposed model
was tested against an ARIMA one, the ANN showed a decrease of 1.6% in the mean percentage
error.
Gao et al. [102] proposed an MLP feedforward BP ANN for forecasting wind speed on a
monthly basis. Data of monthly wind speed for 7 years has been used to train the ANN while
2 years have been used to test the accuracy of the model. The proposed model used information
related to mean air pressure and mean relative humidity. The model was then tested against
Persistence. The comparison showed that the proposed method outperforms the naive predictor
by achieving the lowest statistic metrics.
From the overall work on feedforward ANNs one could distinguish two major research groups:
one that used feedforward ANNs based on BP learning algorithms [103–106] and another one
that proposed feedforward ANNs based on resilient propagation algorithm [107].
Fadare [103] usedmonthlymean wind speed data from 28meteorological stations for a period of
20 years. In that study, data from 18 stations were used for training the model and 10 stations
for testing it. The proposed ANN consists of 4 inputs, 2 hidden layers and one output. The
author used information about latitude, longitude, altitude and month of the year as inputs of
the proposed model while wind speed was the output of the ANN. The results indicate that
the proposed topology shows high accuracy in forecasting the monthly mean wind speed by
achieving a score in terms of MAPE of 8.9%. Most importantly, the correlation coefficient
between the predictand and the measured wind speed is 0.983 which testifies how well this
model performs.
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Kalogirou et al. [104] presented two network architectures of MLP ANN for predicting the
monthly mean wind speed in Cyprus. Wind speed data were recorded at 2 m and 7 m agl from
three meteorological stations over an 11-year period. The data used as the input of the network
were the month of the year and the mean monthly values of wind speed at the two different
heights. The output of the network was the mean monthly values of wind speed of the third
station. The authors also tested another architecture which employs the easting and northing
coordinates of each station. However, the best results were generated when the 5-input ANN
was used.
Campbell and Adamson [105] used data from a wind farm in Ireland over a period of 5 years.
For predicting themonthlymeanwind speed, a 4-layerMLPwas developed. Hourly wind speed
data along with the time/day of the records was averaged to obtain the monthly values. Since the
wind farm consisted of 25 turbines the proposed network used as the input data the monthly
mean wind speed values for two turbines along with the timestamp of the measurements to
predict the monthly wind speed at another turbine. Similarly to the previous studies, the
proposed model used 4- year data for training and one year for testing it. The results in the
statistic metric indicate that this model performs extremely well having an RMSE of 0.11078
in ms 1.
A feedforward MLP network based on the resilient propagation algorithm was proposed by
Bilgili et al. [107] for generating monthly mean wind speed at a target station using the monthly
meanwind speeds fromneighbouring stations similarly to the previouslymentioned studies. The
distinct difference between BP and the resilient one is in the way the weights are adjusted. As it
is shown in section 2.1.2.3, every time an input value is introduced to the ANN the weights are
adjusted to minimise the error. On the other hand, in resilient BP prior to the adjustment of the
weights the complete training set must be introduced to the network. Hourly wind speed data,
recorded at 8 meteorological stations were used in this study. Similarly to previous work, the
monthly mean wind speed data was calculated from the hourly records. The proposed network
consisted of an input layer which used as source nodes the monthly mean wind speeds of the
reference stations and the timestamp of each measurement. However, the architecture of the
model (i.e. the number of neurons in hidden layers) was not the same for all the stations assessed
in this study. The performance of the model for all stations varied with MAPE values spanning
from 4.49% to 14.13%. The reason for this diversity in the results was due to the fact that,
overall, the correlation coefficients between the measuring stations was significantly low. From
36
Research Context and Literature Review
the 56 pairs of correlation coefficients between the stations, only 11 pairs recorded correlation
coefficients larger than 0:5. However, this study concluded that it may be prudent to employ
ANNs for forecasting monthly mean wind speed as this method is robust and pretty much
straightforward.
Similarly, an MLP ANN based on a Bayesian regularisation training algorithm was employed
for generating annual wind speed predictions as presented by López et al. [108]. The main
difference compared with the above studies was the learning procedure of the network. The
training algorithm chosen to train the proposedmodel falls into the Bayesian regularisation class.
The advantage of this specific algorithm over the ones mentioned previously is its resilience in
over fitting the model and thus, while it produces small errors during the training phase, it also
attains good agreement when new data are fed to the inputs of the network. As a consequence,
employing the aforementioned training algorithm delivers a network that is relatively small and
hence has fewer patterns to be required for the model to be trained. The authors tested several
architectures that affected the number of the inputs for the network in order to determine which
one performs the best. They also experimented around the type of information that would have
been the input of the model. After several trials, they concluded that the optimum approach
was to use wind speed data for five days of each month at the target station for a period of one
year and wind direction at nearby locations. They then identified that the best neighbouring
stations were those who showed high correlation with the target station. For that reason, they
trained the ANN with inputs having been the data from the nearby stations while the data
from the target station served as output to the model. The results of this research highlight the
importance of using the direction as, in that case, the network revealed a decrease in terms of
RMSE of up to 23%.
Bilgili and Sahin [109] developed different topologies of ANNs and used different training
algorithms to predict the monthly wind speed at four different sites. For doing so, the authors
used as inputs of the proposed model the information regarding the wind speed at any three
reference stations and as an output of the network the wind speed at any target station. The
period of the measured data covered a period of five years, though the authors highlighted
that there were several gaps in the time series due to missing data. In a similar approach to
other studies mentioned above, in this study the authors averaged the raw hourly data to obtain
monthly mean values. After averaging the hourly values, the available data covered a period
of 47 months. Therefore, the authors used 35 months for training the model and 12 months
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for testing it. Findings indicate a good agreement between predicted and measured data with
their correlation coefficients varying between 0.89 to 0.98 depending on the training algorithm.
Most importantly, all models developed in that paper did not use any other topographical detail
or additional meteorological parameters except the wind speed series for the tested sites. Finally,
the score in terms of MAPE undulated between 3.22% and 7.57%. Furthermore, in the same
study the authors also generated daily and weekly wind speed predictions with the results for
the proposed model/architecture favouring the monthly timescale.
Mohandes et al. [110], developed an ANN model and compared it with an AR model. The
network used in this study is anMLP BP with 6 hidden units. The observed data were retrieved
from one location in Saudi Arabia and covered a period of 12 years. From the total 144 months
of monthly data, 120 months were used for training the ANN, while the last 12 months were
used for evaluating its performance. Surprisingly, the authors used a single input and single
output for the network. This could be down to the fact that the aforementioned study is one
of the earliest ones that employed ANNs for long-term wind speed forecasting. Nonetheless,
the results indicate the superiority of the ANN model compared with an AR(1) for predicting
wind speed on a monthly basis. The statistical metrics testified the previous statement since the
RMSE was found to be 1:87 and 2:88 in ms 1 for the ANN and AR model, respectively.
Similar conclusions derived from another study where linear regression, non-linear regression,
and ANN models were used for predicting monthly wind speed at three different sites [111].
The authors used several monthly meteorological data such as wind speed, atmospheric pressure,
atmospheric temperature, relative humidity and rainfall. The unique difference between this
study and the others mentioned previously is that, in this case, the authors employed AI to
predict wind speed by using the independent variables just mentioned. The proposed model
consisted of a three layer feedforward network based on a BP algorithm. Examining the
correlation coefficient between the independent variables and the dependent one, the authors
have drawn similar conclusions with Kritharas et al. [100]. From the 5 years of data, 4 years have
been used to train the model. When the remaining year was used for evaluating the model’s
performance it was found that MAPE values ranged from 7:92% to 10:48% in the case of
the ANN model. When the other models were also tested against the proposed one it was
found that MAPE values were higher ranging between 9:07% and 16:62%. From the direct
comparison of the errors each model produced, it was concluded that ANNs outperformed
linear and non-linear regression methods.
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Guo et al. [112] decomposed time series from three years of wind speed records using an
empirical mode decomposition (EMD) method, and then integrated the series to ANNs for
generating monthly predictions of wind speed. The basic idea in EMD is to transform series
to be stationary by shifting the non-linear and non stationary parts of the series. Monthly
mean wind speed data were retrieved for 3 years in China. Afterwards, the time series were
decomposed using the EMD technique producing a finite number of distinct sub-series. Using
the EMDmethod the authors managed to convert these signals into stationary and to feed them
as input nodes to the proposed ANN. The architecture of the ANNs presented in that study
included feedforward and EMD-feedforward networks. The results from the statistical errors
showed that, depending on the horizon of the predictions, each method surpasses the other.
For instance, when a multi step forecasting was set up, the EMD-feedforward ANN performs
better than the single model. However, when one step was employed the results pointed that the
EMD-feedforward model performed poorer than the simple model. In addition, the authors
tweaked slightly the EMD-feedforward model by calculating the partial autocorrelation of each
decomposed signal before feeding it to the ANN. With this method, they allowed the previous
value for lag = 1 to be used as input for the network. Finally, it was shown that the modified
model was better compared to others. MSE, MAE and MAPE were reduced by 0.0173 in
ms 1, 0.1497 in ms 1 and 12.55% respectively compared to the feedforward ANN.
Various studies have also employed artificial intelligence other than ANNs, such as the one
presented by Chengwei et al. [113], where grey theory and, in particular, the Grey Model First
OrderOne Variablemodel, GM(1,1), were used in order to generate annual wind power forecasts.
The fundamental feature of Grey models is their inherent ability to rely on less historical data
than other statistical models do. However, the authors highlighted that Grey models are more
appropriate for dealing with problems where the time series are growing exponentially. To
achieve this, they multiplied the original wind power generation data with geometric series.
Initially, daily averages of wind speed over a period of 56 years were collected for a whole region
in China. Afterwards, the authors by using the power curve from a commercial wind turbine
they converted wind speed to wind power. Multiplying the resulted annual power data with
a series with a constant ratio between successive and consecutive intervals they managed the
series to increase monotonously. The proposed model used 6 years of annual wind power data
to forecast the next year’s value. Then, it adopted the new calculated value and, by forgetting
the first one, just so in every step using 6 years of data, it predicted the next year’s annual wind
power. The normalised MAE, which was the result of MAE over the total installed capacity of
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a farm for example, was found to be improved by 0.7679% than the case where the time series
were non monotonous. However, as the authors implied, selecting the appropriate ratio needs
further investigation in order to obtain higher accuracy in the forecasts.
Similarly, Gao et al. [114], developed a metabolic GM(1,1) model capable of predicting the
annual wind generation in a wind farm for a period of 56 years. The proposed model took into
account 8 years of data to forecast the next year’s value. As the model moved through time,
the oldest year from the series became less important and hence it was omitted. Therefore, the
model adopted a new year so that the training period remained constant in order to forecast
what would happen the year after. The authors used the same data as in the work presented by
Chengwei et al. [113], with the studies being slightly different. For instance, the dataset used
to set up the model covered a period of 7 years than 6 years that were used previously. The other
difference is that, instead of multiplying the series with a constant ratio, the authors applied a
differential model in order to get the regular historical data series with an exponential growth.
When the normalised MAPE was calculated it was found to be equal to 7:8806% which shows
that the model performs very well. However, when the generated energy for the year 2009
was calculated, then the relative error between the predicted and the calculated value was found
to be quite high equal to 6:833%. The final result does not provide confidence in using this
method until further and in-depth investigation is taken forward. The last statement leads to
the conclusion that grey theory, although it is based on model’s uncertainty and relies less on
sufficient and complete information, cannot produce accurate results for long-term forecasting.
In time grey theory would play a key role to wind speed/power forecasting but, for the time
being, this approach is considered to be tentative.
To conclude, it seems that each study has made a standalone contribution to our understanding
of long-term wind speed forecasting. However, chiefly due to data and methodology diversity,
the picture is far from complete. This conclusion is further underpinned by the extracting remark
grounded in the available research that no model appears to dominate. Therefore, it is not
deemed wise to draw any conclusions about the dominance of a specific model as time series
vary depending indissolubly on each location. Moreover, the conflicting findings supporting
the linear versus the non-linear models add more to this judgment.
This controversy has recently driven researchers towards the use of hybrid models. Shi et al.
[115] and Zhang et al. [116] provide a comprehensive overview of hybrid models for short-term
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wind speed/power forecasting.
Nevertheless, only a handful of studies has been published so far employing such models for
long-term wind speed/power forecasting and, as a result, no robust conclusions can be drawn.
Specifically, to the best of our knowledge⁵, only one study has used hybrid models in long-term
wind speed forecasting [117]. In this study, Guo et al. developed a hybrid model which
consisted of a SARIMA part and a least square SVMpart (LSSVM) in order to predict monthly
mean wind speeds. Monthly wind speed data were retrieved from two locations in China over
a period of 6 years 5 of which were used for training the model and the last year was used
for evaluating its performance. Initially, the SARIMA model transformed the data, as it is
described in section 2.1.2.2, in order for the series to become stationary. Then, by using the
Autocorrelation Function (ACF) and the Partial Autocorrelation Function (PACF), the authors
identified the model’s parameters and generated monthly predictions. In a similar way, as the
one described in section 2.1.3.3, the next step was to correct the residual of the forecasts by using
an LSSVM model. The results showed that the proposed model managed to produce reliable
forecasts. SARIMA-LSSVM model proved to be superior than the conventional forecasting
models tested in the same paper by obtaining the lowest statistical errors. The most striking
conclusion was that the MSE for the LSSVM was found to be equal to 0:12 in ms 1 and 0:11
in ms 1 for the two sites tested in the study. Equally, the SARIMA model resulted in an error
of 0:36 and 0:21 in ms 1 correspondingly. The latter equated to a decrease in terms of MSE of
200% and 90:91% respectively. Another advantage of this method was that it did not require a
large dataset to correct the residuals, and hence to improve the predictions.
2.3 Chapter Summary
The research context thoroughly discussed in the first section of this chapter was the inspiration
which defined this work. The statistical models employed in the research of wind forecasting
have proved to be advantageous for capturing the characteristics of wind speed. The major
drawback though is that there is not converging evidence on which is the optimal method.
This is due to the fact that these models depend on the time series and on the timescale of the
⁵This is valid up to the time this study is submitted and the statement refers to papers that have been published
only in English.
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forecasts. Consequently, although they perform satisfactorily in each individual study, providing
better understanding of wind time series forecasting, the picture is yet far from complete. Similar
conclusions are drawn from the use of the same models specifically in the long-term topic.
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Chapter 3
Data Collection and Analysis
This chapter contains identical parts
from three papers [99] (published
journal) [118] (published
conference) [119] (published journal)
The main thrust of this chapter is to provide information about the data used in this study.The needs of the research called for drawing on data from various sources. Such sources
consisted of historic long-term onshore measurements from several Met stations of the UK
Met Office across the country as well as reanalysis data. The succeeding procedure of setting
criteria for including/excluding particular stations is amply discussed, while details about factors
that possibly affect wind speed measurements are provided. Information then is presented on
designing the structure of a database which was a critical step for the conduct of the research.
Overall, this chapter is organised in sections based on the chronological phases carried through
for the purposes of collection, filtering, analysis, and organisation of data.
3.1 Sources of Data
3.1.1 Surface Observations from the UKMIDAS via the BADC
TheUKMetOffice produces a data set of land surface observations from 1853 to the present date
which is freely available for research purposes. This argument as it stands alone was sufficient
for engaging with the Met Office in order to get hold of the data. The vast amount of historic
onshore records in combination with the well spread coverage over the UK constituted the drive
for using primarily that source. Another reason that limited the present research to the use of
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data provided by theMet Office was a combination of the hypothesis aimed to be tested with the
particular family of statistical models which was chosen. As mentioned in the literature review,
the autoregressive models require more data in order to capture the characteristics of time series.
At the same time getting hold of data for a concurrent period that derive from tall masts (e.g.
above 60 m agl) was not feasible as there are a few meteorological masts in the UK that combine
the desired height (i.e. hub height) and the long period of measurements that was necessary in
the study. An alternative solution would be to engage developers that have a large fleet of 10 m
masts across the country but the drawback under this scenario would be that these masts would
not record data for the same period. Also, by engaging developers or owners of wind farms,
delays would be added in the progress of the research. This would be inevitable as non disclosure
agreements would need to be signed off before any data were sent for analysis. For these reasons
it was decided that a flexible, fast and reliable solution that was not compromised in terms of
both spatial and temporal coverage would be the data produced by the UK Met Office. This
data set is held on the Met Office Integrated Data Archive System (MIDAS) and is available
via the British Atmospheric Data Centre (BADC) [120]. TheMIDAS data set contains a large
number of observations covering a variety of meteorological parameters including mean wind
speed [121]. Wind observations are typically 10-minute means in knots (kt) and are typically
made at a height of 10 m above the land surface. However, this has not necessarily been the
case historically as will be discussed later in this chapter. Since this research has two different
objectives the data used for each case differs slightly.
• The part that deals with the variability of wind speed and will be presented in Chapter
4 uses two different groups of data. Although both are retrieved from MIDAS, their
distinct difference lies in the number of the stations contributing and the period of the
series. One group used records for the period 1983 - 2011 and the second for the period
1957 - 2011 (see Chapter 4 for details). In order for the readers to be able to identify
which dataset or which stations each time this study is referring to, these will be known
henceforth as BADC-57 and BADC-7 respectively.
• Similarly to above, the part that deals with the long-term forecasting, and will be
presented in Chapter 5, uses data from surface stations. In order to accomplish
homogeneity between the different stations in terms of time, the year 1957 was set as the
starting year for all stations used to generate the long-term forecasts. The specific year
was set because, after applying several criteria for the stations that would be included in
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the analysis (see section 3.2 below), the earliest common year for all the stations was
found to be 1957. Hence, this part uses also the BADC-7 dataset.
3.1.2 ERA-40 Reanalysis Dataset
The hypothesis set to be tested in this study aimed to investigate whether other atmospheric
variables except wind, can increase the efficacy in the long-term forecasts. Reanalysis data
comprise a useful source that is rich in both spatial and temporal coverage. Most importantly,
reanalysis datasets incorporate a vast amount of observations that, through an assimilation
system, offer useful insights related to climate. Similarly to the onshore stations, the present
study required data that were dated back to the starting date of the onshore measurements.
One of the reanalysis data that covered a period longer than 40 years is the ERA-40 which
is also freely available for someone to download. Thus, it was decided for the purpose of the
study to use the ERA-40 dataset. The ERA-40 reanalysis was produced by assimilating a large
number of different meteorological datasets, including satellite measurements, ship-borne and
buoy observations, land-based surface observations, upper air measurements and remote sensing
observations [122]. The assimilated data have been output onto both a 2:5  2:5 grid and a
1  1 grid at six hourly intervals covering the period 1957-2002. It should be noted that
land-based surface wind speed observations were not used as input to the assimilation, though
the assimilating model produces output surface wind speeds on the regular array of grid points,
including those over land. In this work, 10 m values of the u0 and v0 wind components from the
11 grid were extracted. u0 and v0 are the zonal and meridional wind components. For vector
fields, such as wind velocity, the zonal component refers to eastwards wind while the meridional
component refers to northwards wind. Then, the magnitude of wind speed, u, was calculated
using Pythagoras theorem:
u =
q
(u0)2 + (v0)2 (3.1)
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3.2 Criteria for Station Selection
There are circa 50,000 UK sites which report data to the Met Office; these are organised into
a number of categories according to the type of data message produced. The most appropriate
stations to meet the research objective are in the synoptic network. These stations have an
average spacing of less than 50 km. Some of these stations are part of the global synoptic
network and data are exchanged internationally in near real-time. It is thus expected that the
synoptic network will have themost complete observational record and that themajority of these
stations will continue to provide observations in the future [123]. This is because the availability
of a complete record of observations is crucial for observing and determining the variability in
wind. Future continuity is important as any information related to the wind climate should be
continually updated with new data. However, the observations from the synoptic stations within
theMIDAS database did not alone meet these criteria and so the synoptic data were augmented
with observations from selected stations within the Met Office climatological station network.
Prior to the selection of the stations, a quality assessment procedure was applied to the data to
avoid discrepancies and erroneous, missing or duplicated values. The MIDAS data contain a
number of quality flags relating to the recorded values. For the mean wind speed, a value of
zero in the associated quality flag indicates an unreliable observation. In order to exclude any
unreliable records, a condition was set that observations would be included only if they met the
non-zero quality flag criterion. However, it was then observed that there are several occasions
where unique timestamps have double rows of data. Frequent communication with theMIDAS
team lead to the conclusion that the correct rows are those with a value of ”6” in the associated
quality flag [124]. Nonetheless, BADC archives ended up (and still remain) with duplicate
values as those who maintain the database tend not to overwrite existing entries (as the Met
Office does). As a consequence, this resulted in the BADC database suffering from double
records each time the database was being updated in the Met Office. The problem was tackled
by storing the data on a database as it is discussed in section 3.4. To do so, proper queries were
performed that excluded records with different values of quality flags.
As a consequence of this criterion, there were significant gaps in the data for some stations. One
option was to fill in the gaps using several statistical techniques. An example of such techniques
is to replace any missing records with the median or the average value of their previous and
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next values. However, one of the goals of this study was to use as much raw information as
possible without any intervention and without having to artificially synthesise the time series.
Therefore, a supplementary criterion for selecting the stations was the completeness of the data
recorded and stored. The requirement set was for the total available recorded hours to be 75%
of the total theoretical hours (i.e. 481,500 hours for the 55 years). The availability figure of
75% was chosen so that there were enough data to accurately represent the wind climate at each
individual station but not to exclude too many stations from the study. Similarly, the available
recorded hours per annum had to be 75% of total number of hours in the year.
A further criterion was that any station that met the previous requirements had to have no
more than 15 days per month (i.e. half of each month) of missing consecutive records. If so,
the station was excluded. This was necessary as long periods of missing data would skew the
results by missing some of the seasonal variation. In fact, once this initial criterion had been set,
the actual average availability of data for the stations filtered varied between 96.2% and 98.3%.
When all the criteria were applied, from over 50,000 stations, varying in type and location,
BADC-57 and BADC-7 stations remained to be included in the analyses. The reason for the
much lower number of stations was simply that fewer stations met the required criteria over
these much longer periods. Each station was assigned to one of six UK regions, as Figure (3.1)
illustrates. The negatives signs in longitude  indicate that the domain is located in the western
hemisphere. Table (3.1) shows only the names of the BADC-7 stations used in the study along
with their total number of records (in hours) and their data availability expressed in %.
Stations Total hours Availability%
Lerwick 473,169 98.1
Stornoway Airport 465,761 96.6
Valley 469,321 97.3
Aldergrove 473,956 98.3
Boscombe Down 463,732 96.2
Aberporth 473,761 98.3
Tiree 469,380 97.4
Table 3.1: Data Quality Assessment of the BADC-7
The BADC-57 stations selected are as shown in Table (3.2) along with their UK Met. Office
station identifier and their region number to which they have been allocated. The UK region
numbers are explained in Table (3.3). Figure (3.2) shows the geographical location of all the
stations.
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Figure 3.1: Regional distribution of stations used in the study
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Figure 3.2: Geographical location of stations used in the study
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Identifier Name Region
9 LERWICK 5
10 SELLA NESS 5
32 WICK AIRPORT 5
54 STORNOWAY AIRPORT 6
113 AVIEMORE 5
132 KINLOSS 5
137 LOSSIEMOUTH 5
161 DYCE 5
170 PETERHEAD HARBOUR 5
235 LEUCHARS 5
315 BOULMER 3
326 DURHAM 3
346 LINTON ON OUSE 3
384 WADDINGTON 3
386 CRANWELL 3
393 CONINGSBY 3
409 MARHAM 1
432 GORLESTON 1
440 WATTISHAM 1
461 BEDFORD 1
513 BINGLEY, NO 2 3
527 HIGH BRADFIELD 3
533 CHURCH FENTON 3
556 NOTTINGHAM, WATNALL 3
583 WITTERING 1
605 BRIZE NORTON 2
613 BENSON 1
643 SHAWBURY 4
674 AVONMOUTH 2
708 HEATHROW 1
744 EAST MALLING 1
775 MANSTON 1
842 HURN 2
847 MIDDLEWALLOP 2
886 LYNEHAM 2
continued on next page
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continued from previous page
Identifier Name Region
888 LARKHILL 2
889 BOSCOMBE DOWN 2
908 MACHRIHANISH 6
918 DUNSTAFFNAGE 6
982 SALSBURGH 6
1023 ESKDALEMUIR 4
1039 WEST FREUGH 4
1046 RONALDSWAY 4
1090 BLACKPOOL, SQUIRES GATE 4
1145 VALLEY 4
1180 BALA 4
1198 ABERPORTH 2
1215 MILFORD HAVEN CONSERVANCY BOARD 2
1302 YEOVILTON 2
1336 PLYMOUTH, MOUNTBATTEN 2
1346 CHIVENOR 2
1395 CAMBORNE 2
1450 ALDERGROVE 4
1467 BALLYPATRICK FOREST 6
1529 ORLOCK HEAD 4
17314 LEEMING 3
18974 TIREE 6
Table 3.2: List of of BADC-57 stations
No Region
1 South Eastern UK
2 South Western UK
3 Centre Eastern UK
4 Centre Western UK
5 North Eastern UK
6 North Western UK
Table 3.3: Key to Regions
50
Data Collection and Analysis
3.3 Factors that may AffectWind SpeedMeasurements
The principal difficulty in producing a reliable wind analysis based on observed surface wind
speed measurements is ensuring consistency and homogeneity of the data. Over time, site
exposure can change, instruments can be replaced or re-calibrated and measurement heights
or locations can be altered.
3.3.1 Site Exposure
In producing the 55 year and the 29 year analyses, the BADC-57 and BADC-7 stations were
partly chosen to ensure that they were isolated rural sites to avoid changes associated with
urbanisation. For brevity reasons, Figure (3.3) shows the wind roses for BADC-7 stations
only. In each case, the wind is shown to come predominantly from between the South and
the West which is common for UK sites, though Valley, on the West coast of Anglesey,
North Wales, shows a relatively large proportion of winds from the East. This is due to the
different topographical features of the sites. According to Lapworth and McGregor [125],
the high ground over Wales, Northern England and Scotland has a significant effect on the
pressure gradient, as the isobars back (turn anti-clockwise) over the western coasts and veer
(turn clockwise) over the eastern half of the country. There is also no evidence for significant
sheltering at any of the sites.
In addition, the mean wind speed by direction was examined over time to see whether there
was any evidence of changes in site exposure. Figure (3.4) to Figure (3.6) show the annual
mean wind speed by 30 direction sector for Stornoway Airport, Aldergrove and Tiree stations
respectively. The grey shading on the plots represents one standard deviation of uncertainty (also
known as error bars) calculated from the hourly values in each year. In each case a standard least
squares linear fit is made to the data over the period 1957 to 2011, and 95% confidence limits
are shown. Stornoway Airport (Figure 3.4) shows an overall decline but in all direction sectors.
The wind speed declines from 1957 to the early 1990s and then shows an increase. An analysis
of gale days for Stornoway Airport over the period 1884-1996 [126] shows a steady decline
from around 1940 to the early 1980s and then provides evidence of an increase thereafter which
is broadly consistent with the present analysis. However, Dawson et al. in [126] mentioned,
the upturn seems to start around a decade earlier. This in turn implies that any trend is synoptic
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Figure 3.3: Wind roses for the BADC-7 sites
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rather than exposure related. Aldergrove (Figure 3.5) shows some decline in wind speed in all
directions. There is evidence of some urbanisation to the South-East of the site but for directions
between the South-West and the North the site is open with Lough Neagh 3 km to the West.
Therefore, changes in wind speed at this site are unlikely to be due to changes in exposure. Tiree
(Figure 3.6) showcases evidence of some decline in wind speed from the East to the South-East.
However, this site is extremely exposed, so it is unlikely that such a change is due to increased
shelter. The remaining sites are presented in Appendix A and do not show any significant trends
by direction sector when considering the level of inter-annual variation.
3.3.2 Instrument and HeightMeasurement Changes
Using information from the UK Meteorological Office Archive, instrument changes were
deduced for the BADC-7 and BADC-57 stations. Table (3.4) summarises the changes for
BADC-7 stations while information about the BADC-57 stations can be found in Appendix B.
Over the 55-year period of measurements four different types of anemometers were successively
used. It is also worth noting that the effective height of measurement has generally decreased
over times, though there are some exceptions, e.g. Lerwick.
3.3.2.1 Vertical Extrapolation and Roughness Length
In order to ensure a consistent height for all wind speed values, wind speed data at all sites were
corrected to an effective height of 10 m using the adiabatic logarithmic profile:
u =
u

ln z
zo
(3.2)
where u is wind speed at the height of interest z, u is the friction velocity in the surface layer
(assumed constant),  is von Kármán’s constant (=0.4) and zo is the surface roughness length
assumed to be 0.03 m for all sites. This value is appropriate for short grass which is typical of
rural meteorological stations. Figure (3.7) shows an example of the annual mean wind speed
values for Boscombe Down with and without correction to an effective height of 10 m. It can
be seen in this case that the correction makes a significant difference to wind speed values in the
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Figure 3.4: Mean annual wind speed by 30 direction for Stornoway Airport
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Figure 3.5: Mean annual wind speed by 30 direction for Aldergrove
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Figure 3.6: Mean annual wind speed by 30 direction for Tiree
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Sites Dates Instrument Type Effective Height (m)
Lerwick Jan 1957 - Oct 1960 Assman Mk2 anemometer 6
Oct 1960 - Jun 1984 Munro Mk4 anemometer 10
Jun 1984 - Oct 1999 Munro Mk4 anemometer 10
Oct 1999 - Dec 2009 Munro Mk6 anemometer 10
Stornoway Airport Jan 1957 - Oct 1967 Anemograph y 14
Oct 1967 - Oct 1971 Munro Mk4 anemometer 14
Oct 1971 - Dec 1974 Munro Mk4 anemometer 10
Dec 1974 - Aug 2002 Munro Mk5 anemometer 10
Aug 2002 - Dec 2009 Munro Mk6 anemometer 10
Valley Jan 1957 - Mar 1988 Munro Mk4 anemometer 12
Apr 1988 - Mar 1995 Munro Mk4 anemometer 10
Apr 1995 - Jul 2007 Munro Mk5 anemometer 10
Jul 2007 - Dec 2009 Munro Mk6 anemometer 10
Aldergrove Jan 1957 - Aug 1963 Pressure tube 17
Sep 1963 - Jan 2003 Munro Mk4 anemometer 10
Jan 2003 - Dec 2009 Munro Mk6 anemometer 10
Boscombe Down Jan 1957 - Jun 1964 Anemograph y 16
Jun 1964 - Dec 1972 Assman Mk2 anemometer 16
Jan 1972 - Nov 2009 Munro Mk4 anemometer 10
Nov 2009 - Dec 2009 Vector Mk6 anemometer 10
Aberporth Jan 1957 - Jun 1966 Anemograph y 11
Jun 1966 - Dec 1969 Anemograph y 11
Feb 1970 - Apr 2000 Munro Mk4 anemometer 10
Apr 2000 - Dec 2009 Vector Mk6 anemometer 10
Tiree Jan 1957 - Sep 1970 Pressure tube 16
Sep 1970 - Sep 1980 Munro Mk4 anemometer 12
Oct 1980 - Jul 2001 Munro Mk4 anemometer 10
Jul 2001 - Dec 2009 Vector Mk6 anemometer 10
 December 31st, 2009, is the last record used in this study.
y Particular anemometer type not specified.
Table 3.4: Instrument changes since 1957 for the seven stations (BADC-7) used in the study:
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earlier years of the time series. It is also worth noting that if the effective height of measurement
had not been applied, then wind speeds would have been overestimated, leading to misleading
results/conclusions.
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Figure 3.7: Correction in instrumentation’s effective height
The value of roughness length (0.03) was chosen as being fairly representative of a rural site.
It is possible that this might vary anywhere in the range of 0.01 m to 0.08 m for the sites
studied. Therefore, a sensitivity analysis of the change in wind speed as a function of roughness
length between 0.01 m and 0.08 m was performed. However, it was found that there was
negligible difference to the wind speed when corrected to 10 m using this range of roughness
values. Although the topic of wind indices⁶ will be discussed in full details in Chapter 4 it is
very important at this stage to illustrate that the differences between the tested roughness values
are minor. Figure (3.8) shows the box plot of the the annual wind speeds for Lerwick station.
Changing the roughness values affects slightly the percentiles and the mean value of each index.
It is clearly shown that such a change does not affect massively the measurements, and no major
differences are observed. However, the next section will further question the choice of setting a
value of roughness length equal to 0.03 and it will be debated against other proposals.
⁶A wind index provides an indication of the mean wind speed, usually annually and/or monthly, relative to the
calculated long-term mean wind speed [127].
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Figure 3.8: Box plot of 55-year index for Lerwick stations
3.3.2.2 CORINEDataset
In 1985 the European Environment Agency (EEA) of the European Commission launched the
COordinate INformation for the Environment (CORINE) programmewhich aimed to provide
information on several issues related to the state of the environment and natural sources within
the European Union. From this European framework a database of the CORINE land cover
(CLC) was created. CLC covers geographically 12 countries within Europe with a mapping
scale at 1:100,000 and minimum mapping unit (MMU) fixed at 25 hectares (ha). The aim of
this project is to provide cartographic information about land coverage and land occupation.
One can found more details published by Bossard et al. [128] and by the EEA [129].
Silva et al. [130] used a roughness length classification based on CLC data and concluded that
their classification shows good agreement with the results from site inspections. Table 3.5 shows
the 44 classes of CLC with their corresponding roughness length values. However, when
satellite images were used to inspect the sites used in the present study, several discrepancies
were found that discouraged the use of this dataset. For example, Aberporth’s CLC code is
121 which means that the roughness value is 0.5 m. However, it is very clear from the satellite
image that the land covering that meteorological station is short grass (0.03m). The Figure (3.9)
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was retrieved from the free web service Google Earth [131]. Given the inconsistency observed
between theCLC classification and the satellite image, the option of using theCORINEdataset
was dismissed, and instead values for roughness length were used, as it was described in the
previous section.
CLC codes Type of Land Roughness length (z)
111 Continuous Urban Fabric 1.2
112 Discontinuous Urban Fabric 0.5
121 Industrial or commercial units 0.5
122 Road and rail networks and associated land 0.075
123 Port areas 0.5
124 Airports 0.005
131 Dump sites 0.005
132 Mineral extraction sites 0.005
133 Construction sites 0.5
141 Green urban areas 0.6
142 Sport and leisure facilities 0.5
211 Non-Irrigated Arable Land 0.05
212 Permanently irrigated land 0.05
213 Rice fields 0.05
221 Fruit trees and berry plantations 0.1
222 Vineyards 0.1
223 Olive groves 0.1
231 Pastures 0.03
241 Annual crops associated with permanent crops 0.1
242 Agro-forestry areas 0.3
243 Complex cultivation patterns 0
244 Land principally occupied by agriculture 0.3
311 Broad-leaved forest 0.75
312 Coniferous forests 0.75
313 Mixed forests 0.75
321 Sclerophyllous vegetation 0.03
322 Moors and heathland 0.03
323 Natural grasslands 0.03
324 Transitional woodland-shrub 0.6
continued on next page
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continued from previous page
CLC codes Type of Land Roughness length (m)
331 Beaches, dunes, and sand plains 0
332 Bare rocks 0.005
333 Sparsely vegetated areas 0.005
334 Burnt areas 0.6
335 Glaciers and perpetual snow 0.001
411 Inland marshes 0.05
412 Peat bogs 0.0005
421 Salt marshes 0.05
422 Salines 0.0005
423 Intertidal flats 0.0005
511 Water courses 0
512 Water bodies 0
521 Sea and Ocean 0
522 Estuaries 0
523 Coastal lagoons 0
Table 3.5: Value of roughness length based on CORINE land cover classes
3.3.3 Data Contamination due to Human Errors
The operational period of the stations used in this study goes back to the end of 1940’s. The
actual measurements in those days, instruments logs as well as inspectors’ reports were kept
in hard copies. As technology improved, the files in the Met Office were also updated into a
digital format to help scientists and the public utilise this information in a more efficient way.
However, the original information is still maintained at the Met Office Archives in Exeter, UK.
An inspection and comparison between the hard copies and the digital ones was decided in this
study to gain information related to the collection and storage of data. This action revealed any
incompatibilities between the hard copies and the digital ones. This visual inspection served
as a quality control technique to prevent data contamination due to data entry errors. From
this comparison only a few cases were found to be in a need for special action. Figure (3.10)
illustrates a photo taken from the Archives for Lerwick station. The numbers shown in the
snapshot refer to monthly values in kt. Similarly, Table (3.6) shows the same information from
MIDAS database. However, it is noteworthy that the monthly values in the year 1978 for the
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Figure 3.9: Satellite image for Aberporth station
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Mean wind speed (kt) Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Year
1957 22.5 15.0 16.0 15.0 11.3 12.6 12.2 12.8 14.8 16.8 14.2 17.3 15.1
1958 18.0 16.5 14.2 11.0 12.3 9.6 11.7 10.9 11.4 16.2 15.2 18.2 13.8
1959 17.2 20.7 16.5 14.1 11.4 17.2 12.7 12.8 12.2 16.6 16.2 20.2 15.7
1960 14.4 17.2 19.4 17.6 11.9 13.7 11.0 11.1 12.4 13.5 17.6 16.5 14.7
1961 18.5 18.1 21.5 14.1 14.1 16.5 13.7 12.8 13.0 19.2 13.7 16.6 16.0
1962 18.2 17.4 12.4 10.8 11.6 11.7 11.0 11.8 12.0 13.7 13.3 13.3 13.1
1963 11.8 12.0 16.3 13.6 11.8 10.6 12.3 9.3 16.1 17.8 16.3 14.9 13.6
1964 16.2 16.5 17.6 13.4 13.1 13.2 14.2 12.1 11.8 12.0 14.5 15.4 14.2
1965 14.7 14.0 12.8 12.9 13.2 12.1 11.0 11.9 13.5 14.5 12.8 16.4 13.3
1966 15.0 11.7 18.0 12.8 14.0 10.9 12.2 11.0 15.1 13.1 16.1 18.9 14.1
1967 16.8 19.1 21.9 17.2 13.3 12.8 12.3 9.4 10.1 16.1 16.4 18.0 15.3
1968 17.7 13.6 15.9 12.4 13.6 11.1 10.0 8.9 11.4 13.0 15.3 16.1 13.3
1969 16.0 12.7 16.4 14.6 9.9 10.5 12.7 10.2 15.0 16.2 14.0 17.0 13.8
1970 17.4 13.3 15.1 13.2 12.0 8.8 11.8 10.0 11.2 14.2 14.4 15.9 13.1
1971 14.8 15.8 14.5 12.7 11.4 10.9 11.8 10.5 11.4 14.6 17.3 18.0 13.6
1972 17.1 13.4 13.8 12.2 10.8 10.3 7.9 11.2 10.0 12.9 17.3 16.8 12.8
1973 15.3 13.9 15.2 13.9 10.4 10.0 8.6 9.1 11.7 10.6 16.5 16.7 12.7
1974 20.2 13.6 11.2 8.2 12.5 10.6 10.3 10.6 12.5 12.1 12.4 19.3 12.8
1975 17.5 12.6 12.0 13.2 12.5 11.1 9.9 10.6 14.7 12.6 15.4 20.8 13.6
1976 18.9 18.5 20.1 15.5 13.8 12.2 12.4 9.9 15.3 15.5 15.5 11.6 14.9
1977 14.5 13.4 15.3 14.9 10.2 11.3 9.6 10.9 15.1 14.3 15.0 18.5 13.6
1978 19.2 15.0 15.2 11.1 10.2 12.8 12.4 10.3 15.2 0 blank blank 13.5
1979 15.1 16.5 19.0 13.0 14.1 12.3 11.5 10.8 16.3 17.8 15.3 19.5 15.1
1980 16.9 15.1 15.6 15.8 11.9 10.9 11.6 11.3 13.0 17.1 15.9 20.7 14.6
Table 3.6: Monthly and yearly wind speed records at Lerwick station (digital copy)
months October, November, and December are 0, blank and blank respectively. In that special
case, instead of using statistical techniques to fill in the gaps information from the genuine
historical logs was used. Overall, the handwritten records matched the digitised values with
differences between the two formats being negligible.
3.4 Database
After the data had been retrieved from MIDAS, they were stored in a MySQL® database on
a dedicated server which is consisted of two quad-core INTEL XEON X5355 processors 2.66
GHz with a total RAM of 32 GB, 667 MHz Fully Buffered DIMM (FBD).
Figure (3.11) shows an example of raw data from the ERA-40 dataset. It is clear that the data
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Figure 3.10: Monthly and yearly wind speed records at Lerwick station (hard copy)
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lacked in structure and organisation. Integers in the first column on the left (0, 6, 12, etc.)
are timestamps while all decimal values below correspond to the u0 wind component with each
cell having a unique latitude/longitude. Therefore, it was necessary for all data to be grouped
in such a way that records or relations between them were presented in a logical tabular form
(i.e. columns structured as: timestamp, latitude, longitude, u0, etc.). As it is mentioned by
Teorey et al. [132], MySQL® has these attributes and by running as a server provides access to
multiple users in a central database or other distributed databases. Further, duplicated values
were detected that were tackled using MySQL commands.
Figure 3.11: u0 component raw data from ERA-40
MySQL® was chosen as the favoured RDBS since it is an open source, cross-platform software
[133]. Another feature equally important for choosing MySQL® as the selected RDBS is the
fact that it is easy to be maintained. Also, its portable implementation and operation in different
systems such as Unix, Linux, Windows, Solaris, MacOS X etc. gives flexibility to users without
compromising or jeopardising the smoothness of any process. Another key element in choosing
this specific RDBS is its speed in storing, updating, querying and retrieving data. The ability
of MySQL® to communicate with other languages/softwares creates the ideal conditions for
utilising in full extend the strengths of the aforementioned RDBS. Several tools are available
for connecting toMySQL® from Java, C/C++, Perl, etc. In this studyMatLab® has been used as
the main software for all the numerical calculations. This required the use of the open database
connectivity (ODBC) driver provided and documented in full details by ORACLE [134]. In
addition, security is very important when dealing with sensitive data. Any breach in security
may result to unauthorised modification which in turn can cause loss of data or malfunction
of the database(s). However, permissions, privileges and/or restrictions to a database/table can
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be set for all users via MySQL® Administrator. Last, MySQL® offers easy management even
to novice users. Various tools for doing so are offered such as the MySQL® command line
client tool [135] and graphical user interfaces (GUI) like the MySQL® Administrator [136]
and MySQL® Query Browser [137]. There are also other tools available similar to MySQL®
Query Browser such as the HeidiSQL software [138]. The preference in using HeidiSQL, in
contrast to other alternatives, lies in the fact that the specific software is capable of exporting
results in tabular form straightforward to LATEX which is the selected document preparation
system in the present thesis. Figures (3.12) and (3.13) show the working environment for the
MySQL® command line client tool and HeidiSQL respectively.
Figure 3.12: Using MySQL® databases via the command line client tool
3.5 Data Treatment
One crucial step towards the conduction and completion of the research presented herein
involved handling big data. This necessitated the efficient design of a system which while
it would be simple for the average user it would also provide accuracy and flexibility. Thus,
as presented previously, the MySQL® database system was selected. This section provides
information regarding the selected engine type, the structure of the database and the necessary
actions for ensuring that the quality of data has not been compromised.
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Figure 3.13: Using HeidiSQL in order to provide an overview of the databases running within the
developed RDBS.
3.5.1 Database Structure
InnoDB was selected as the most appropriate storage engine as it offers referential integrity.
This is achieved by assigning a foreign key as a reference to a primary key for the same table or
other tables within the same database. Among others, InnoDB type offers to users flexibility
without complicating procedures such as recovering tables on the crash and grouping multiple
concurrent inserts. Most importantly, whilst InnoDB is not famous for its speed, it is ideal
when one would process high volume of data [139]. The table below illustrates a comparison
between different engine types. At this point, it is noteworthy to mention that only engine types
under the General Public License (GPL) were taken into account. Moreover, engines such as
the Berkeley DB were not included as they are not classified as RDBS.
Name Vendor License Transactional Current Development
MyISAM ORACLE GPL NO NO
InnoDB ORACLE GPL YES YES
Archive ORACLE GPL NO YES
CSV ORACLE GPL NO YES
Table 3.7: Comparison of storage engines for the MySQL® RDBS
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3.5.2 Importing the Data
The data held at the BADC are stored in ASCII format and therefore prior to any analysis the
data had to be downloaded and stored on the database. The code below serves as an example
on how the raw data were imported to the table ”BADC” which hosts the raw hourly data from
the BADC.
1 LOAD DATA LOCAL INFILE
2 ’ /Users/ elpk/BADC/midas_wxhrly_195701 -195712 . txt ’
3 INTO TABLE BADC
4 FIELDS TERMINATED BY ’ , ’
5 LINES TERMINATED BY ’\n ’
6 ( ob_time , id , i d_ t ype , met_domain_name , version_num , s r c _ i d , r e c _ s t _ i nd ,
7 wind_speed_un i t_ id , s r c _op r_ t yp e , wind_d i r e c t i on , wind_speed , pr s t_wx_ id ,
8 pas t_wx_ id_1 , pas t_wx_id_2 , c l d _ t t l _ am t _ i d , l ow_c l d_ t yp e_ i d ,
9 med_c ld_type_ id , h i _ c l d _ t y p e _ i d , c ld_ba se_amt_ id , c l d_ba s e_h t , v i s i b i l i t y ,
10 ms l_p r e s su r e , c ld_amt_ id_1 , c l oud_ t ype_ id_1 , c l d_ba s e_h t_ i d_1 ,
11 c ld_amt_ id_2 , c l oud_ t ype_ id_2 , c l d_ba s e_h t_ i d_2 , c ld_amt_id_3 ,
12 c l oud_ t ype_ id_3 , c l d_ba s e_h t_ i d_3 , c ld_amt_id_4 , c l oud_ t ype_ id_4 ,
13 c l d_ba s e_h t_ i d_4 , v e r t _ v s b y , a i r _ t empe r a t u r e , dewpoint , wetb_temp , s t n_p r e s ,
14 g round_ s t a t e _ i d , q10mnt_mxgst_spd , c a vok_ f l a g , cs_hr_sun_dur ,
15 wmo_hr_sun_dur , wind_d i r e c t i on_q , wind_speed_q , pr s t_wx_ id_q ,
16 c l d _ t t l _ am t_ i d_q , l ow_c ld_ t ype_ id_q , med_c ld_type_ id_q , h i _ c l d _ t y p e_ i d_q ,
17 c ld_base_amt_ id_q , c ld_ba s e_h t_q , v i s i b i l i t y _ q , ms l_p r e s su r e_q ,
18 a i r _ t empe r a t u r e _q , dewpoint_q , wetb_temp_q , g round_ s t a t e_ id_q ,
19 c ld_amt_id_1_q , c l oud_ type_ id_1_q , c l d_ba s e_h t_ id_1_q , c ld_amt_id_2_q ,
20 c l oud_ type_ id_2_q , c l d_ba s e_h t_ id_2_q , c ld_amt_id_3_q , c l d_ba s e_h t_ id_3_q ,
21 c ld_amt_id_4_q , c l oud_ type_ id_4_q , c l d_ba s e_h t_ id_4_q , ve r t _ v sby_q ,
22 s tn_p r e s_q , a l t _ p r e s _ q , q10mnt_mxgst_spd_q , ccs_hr_sun_dur_q ,
23 wmo_hr_sun_dur_q , meto_stmp_time , midas_stmp_et ime , w ind_d i r e c t i o n_ j ,
24 wind_speed_ j , p r s t _wx_ i d_ j , pa s t_wx_ id_1_ j , pa s t_wx_ id_2_ j , c l d_amt_ id_ j ,
25 c l d _h t _ j , v i s i b i l i t y _ j , ms l _p r e s s u r e _ j , a i r _ t emp e r a t u r e _ j , dewpoint_ j ,
26 wetb_temp_j , v e r t _ v s b y _ j , s t n _ p r e s _ j , a l t _ p r e s _ j , q10mnt_mxgst_spd_j ,
27 r l tv_hum , r l t v_hum_j , snow_depth , snow_depth_ j ) ;
Listing 3.1: Example of importing data on MySQL
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As previously mentioned, in this study MatLab® has been used as the main software for all
the numerical calculations. Therefore, a script was written to allow communication between
the dedicated server which runs on Unix and desktop users. The example below illustrates the
necessary actions for a user to run a query which fetches the hourly records from the raw data
for a given station.
1 funct ion r e s u l t s=db conn e c t i on_ s e r v e r ( )
2
3 dbUsername = ’ ***** ’ ; %superuser f o r the db
4 dbPassword = ’ ***** ’ ; %pwd as soc i a t ed with the above su
5
6 SQLquery = ’SELECT YEAR( dated ) AS YearAverage ,
7 MONTH( dated ) AS MonthAverage ,
8 DAY( dated ) AS DayAverage ,
9 HOUR( dated ) AS HourAverage ,
10 mwd,
11 (mws) * 0.515 AS mwsIn_ms
12 FROMWM
13 WHERE src_id=9 and MINUTE( dated )=00
14 GROUP BY YearAverage , MonthAverage , DayAverage , HourAverage ’ ;
15
16 conn = da t a b a s e ( ’myodbc ’ , dbUsername , dbPassword ) ; %connects to the database
17
18 r e s u l t s = f e t c h ( conn , SQLquery ) ;
19
20 i f ( isempty ( r e s u l t s ) )
21 e r r o r d l g ( ’The tab le i s empty ’ )
22
23 end
24
25 c l o s e ( conn ) ;
Listing 3.2: Hourly query to MySQL
If, however, the monthly records are required from a specific station for a specific period then
one should run the following script that includes the right MySQL query. This was very crucial
in the present study as different parts of the research necessitated different periods from the
records. For example, the part of the wind indices required both monthly and yearly data as
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well as seasonal. On the other hand, the forecasting part of the research required monthly data
for generating the predictions.
1 funct ion r e s u l t s=db conn e c t i on_ s e r v e r ( )
2
3 dbUsername = ’ ***** ’ ; %superuser f o r the db
4 dbPassword = ’ ***** ’ ; %pwd as soc i a t ed with the above su
5
6 SQLquery = ’SELECT YEAR( dated ) AS YearAverage ,
7 MONTH( dated ) AS MonthAverage ,
8 AVG(mwd) ,
9 AVG(mws*0.515) AS mws
10 FROMWM
11 WHERE src_id = 1006 AND MINUTE( dated )=00
12 AND YEAR( dated )  1983 AND YEAR( dated )  2007
13 GROUP BY YEAR( dated ) , MONTH( dated ) ’ ;
14
15 conn = da t a b a s e ( ’myodbc ’ , dbUsername , dbPassword ) ; %connects to the database
16
17 r e s u l t s = f e t c h ( conn , SQLquery ) ;
18
19 i f ( isempty ( r e s u l t s ) )
20 e r r o r d l g ( ’The tab le i s empty ’ )
21
22 end
23
24 c l o s e ( conn ) ;
Listing 3.3: Monthly query to MySQL
3.5.2.1 Ante-process Analysis
3.5.2.2 Data Transformation
A critical step towards the creation of the database included restructuring the data in such a
format which would be appropriate for the purpose of this study. As mentioned at the beginning
of section 3.4 the raw data had to be transformed and in a way to be reshaped in order to match
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the basic principles of an RDBS. The following code illustrates how the ERA-40 dataset was
converted so that all data were grouped in a format that would allow relations between them to
be presented in a logical tabular form. As the data were initially downloaded in a txt format,
the VBA language which is available in Microsoft Excel was chosen to reshape them.
1 Sub conv e r t ( )
2 ’
3 Dim da t e f i e l d As Str ing
4 Dim daterow , i , j , act iverow As Long
5 activerow = 1
6
7 Worksheets.Add a f t e r :=ActiveSheet
8
9 For daterow = 1 To Worksheets (1) .C e l l s (1 , 1) .End (xlDown) .Row - 10 Step 11
10
11 da t e f i e l d = Worksheets (1) .C e l l s ( daterow , 1)
12 For j = 1 To 17
13 For i = 1 To 10
14 Worksheets (2) .C e l l s ( activerow , 1) = da t e f i e l d
15 Worksheets (2) .C e l l s ( activerow , 2) = 9 + i
16 Worksheets (2) .C e l l s ( activerow , 3) = -26 + j
17 Worksheets (2) .C e l l s ( activerow , 4) = Worksheets (1) .C e l l s ( daterow + i , j )
18 activerow = activerow + 1
19 Next
20 Next
21 Next
22
23 End Sub
Listing 3.4: Restructure of raw data
3.5.2.3 Directional Sectors
In BADC, information is also recorded and kept regarding the direction of wind speed. Values
of ”0” indicate periods that wind speed is assumed to be calm and thus no direction or wind
speed is recorded. As it is shown in Figure (3.3), 12 directional sectors have been used in order
to present information related to wind speed direction. The table below shows the classification
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and hence the relationship between azimuth degrees and cardinal directions.
Azimuth Degrees Cardinal Directions
345 to 15 N
15 to 45 NNE
45 to 75 ENE
75 to 105 E
105 to 135 ESE
135 to 165 SSE
165 to 195 S
195 to 225 SSW
225 to 255 WSW
255 to 285 W
285 to 315 WNW
315 to 345 NWN
Table 3.8: Classification of wind speed direction
This classification caused two problems which had to be tackled. Firstly, one should be able
to distinguish the difference between ”North” and ”calm”. This was achieved by running the
following query.
1 CREATE TABLE DirWind ADD g en e r i c _w i nd_d i r VARCHAR(3) ,
2 ADD INDEX ( g en e r i c _w i nd_d i r ) ;
3
4 UPDATE DirWind
5 SET g en e r i c _w ind_d i r=’N’
6 WHERE wind_d i r
7 BETWEEN 345.001 AND 360
8 OR wind_d i r BETWEEN 0.001 AND 15;
9 UPDATE DirWind
10 SET g en e r i c _w ind_d i r=’NNE’
11 WHERE wind_d i r
12 BETWEEN 15.001 AND 45;
13 UPDATE DirWind
14 SET g en e r i c _w ind_d i r=’ENE’
15 WHERE wind_d i r
16 BETWEEN 45.001 AND 75;
17 UPDATE DirWind
18 SET g en e r i c _w ind_d i r=’E ’
19 WHERE wind_d i r
20 BETWEEN 75.001 AND 105;
21 UPDATE DirWind
22 SET g en e r i c _w ind_d i r=’ESE ’
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23 WHERE wind_d i r
24 BETWEEN 105.001 AND 135;
25 UPDATE DirWind
26 SET g en e r i c _w ind_d i r=’SSE ’
27 WHERE wind_d i r
28 BETWEEN 135.001 AND 165;
29 UPDATE DirWind
30 SET g en e r i c _w ind_d i r=’S ’
31 WHERE wind_d i r
32 BETWEEN 165.001 AND 195;
33 UPDATE DirWind
34 SET g en e r i c _w ind_d i r=’SSW’
35 WHERE wind_d i r
36 BETWEEN 195.001 AND 225;
37 UPDATE DirWind
38 SET g en e r i c _w ind_d i r=’WSW’
39 WHERE wind_d i r
40 BETWEEN 225.001 AND 255;
41 UPDATE DirWind
42 SET g en e r i c _w ind_d i r=’W’
43 WHERE wind_d i r
44 BETWEEN 255.001 AND 285;
45 UPDATE DirWind
46 SET g en e r i c _w ind_d i r=’WNW’
47 WHERE wind_d i r
48 BETWEEN 285.001 AND 315;
49 UPDATE DirWind
50 SET g en e r i c _w ind_d i r=’NWN’
51 WHERE wind_d i r
52 BETWEEN 315.001 AND 345;
Listing 3.5: Creating Table for Directions
The aforementioned query allowed to create a new table which would contain the cardinal
directions by excluding the value ”0”. The name of the table ”DirWind” and the field
”generic_wind_dir” serve as an example and they do not, by any means, reflect the names
for the tables/fields used in the present study. The new table that included the cardinal
directions could also be a new column within an existing table and not a separated one. The
second challenge with the cardinal directions was to perform aggregate functions either these
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were to call upon the raw data (hourly) or weekly, monthly and yearly data. It was noted
that the azimuth degrees linked to the North would return false results when one would
try to use aggregate functions. For example, if there were 2 records, one with a recorded
direction of 350 and the other with azimuth degree equal to 13 it would have been difficult
to get the average direction between those values. The average function would perform
(350+13)
2 =
363
2 = 181:5
 which clearly is wrong. The average of these two values, while
mathematically correct, is not what happens in reality. A value of 181:5 indicates a direction
pointing to the South and not to the North. This problem was overpassed by using the
following query.
1 SELECT YEAR( dated ) AS YrAvg , MONTH( dated ) AS MthAvg , DAY( da ted ) AS DAvg ,
2 AVG( wind_d i r ) as TempAvgWind ,
3 i f (TempAvgWind 360 , TempAvgWind+360, TempAvgWind) as AvgWind
4 FROM WIND
5 WHERE s r c _ i d = . . . . . AND YEAR( dated ) . . . . .
6 GROUP BY YEAR( dated ) , MONTH( dated ) , DAY( dated ) ;
Listing 3.6: Retrieving the correct averages for azimuth degrees between 345 and 15
The above code corrected the problem. Assume there are two azimuth degrees. One is equal to
345 and the other equal to 15. The query would run (345
+15+360)
2 =
720
2 = 360
 which is
North. Similarly, if the azimuth degrees are 350 and 11 then the query would fetch as a result
(350+11+360)
2 =
721
2 = 360:5
 which again is correct since the arc between 350 and 360 is
equal to 10 while the arc between 0 and 11 is 11. The average between 10 and 11 is 10:5
which is equivalent to 360:5.
3.5.2.4 Bi-linear Interpolation
Bi-linear interpolation is a statistical method for determining the value of a point when its
corresponding values on the x- and y-axis are unknown. To perform a bi-linear interpolation
someone needs the values of four neighbouring points, as Figure (3.14) illustrates.
These four points (blue) are then averaged on a distance-weighted method in order to estimate
the value of the unknown point (red). Bi-linear interpolation is the result of performing linear
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Figure 3.14: Illustration of a bi-linear interpolation
interpolations for the x- or y-axis separately and then perform a final linear interpolation between
the values of the two previous interpolations (if previously the interpolations took place on the
x-axis the final interpolation will be on the y-axis and vice versa). The mathematical expression
of a bi-linear interpolation is given as follows:
P1;4 =
x2 x
x2 x1P1 +
x x1
x2 x1P4
P2;3 =
x2 x
x2 x1P2 +
x x1
x2 x1P3
P = y2 yy2 y1P1;4 +
y y1
y2 y1P2;3
(3.3)
Where, x1; x2; x are the values on the x-axis, y1; y2; y the values on the y-axis and P(x; y) are the
points in a Cartesian coordinate system.
In this research, as mentioned in section 3.1.2, 10 m values of the zonal and meridional wind
components from the 1  1 grid have been used. To translate these components to wind
speed values firstly the wind speed was calculated by using the equation (3.1) and, afterwards,
by performing a bi-linear interpolation. Each cell in the ERA-40 dataset is a square of 1  1
grid. The coordinates (x; y) of each station mentioned in Chapter 3 and used in this work are
also known. Consequently, by employing the equation (3.3) the corresponding wind speed value
for each station from the ERA-40 dataset was calculated.
75
Data Collection and Analysis
3.5.3 Data Cleaning Guide
This section acts more as a general guide for handling wind data rather than as a description of
a procedure that took place during the present study. The reason why this part is missing from
this thesis is the inconsistencies and lack of information about loggers and programs historically
used by the Met Office as well as information about the hardware that the Met Office used for
storing the records from the stations. Hence it was not feasible to acquire necessary information
in order to apply several cleaning rules. Moreover, admittedly it is assumed that the Met Office
provide data of high quality. However, this a priori argument could add uncertainties on the
research itself or, even worse, bias the person who would handle the data. Therefore, this section
deals with the extra level of certainty that the cleaning of the data would offer from a theoretical
perspective.
3.5.3.1 Icing Events
Icing events could easily knock off instruments especially those that operate with low inertia such
as wind vanes. In present this can be avoided by using heated anemometers and wind vanes that
prevent the disruption of normal operation. In order for an analyst to capture possible icing
event several rules could be set up to flag the data as potential icing events. Nonetheless, it
would be prudent the analyst to visually check the data and not to accept the results from the
queries/flagging rules. One rule to capture possible icing incidents is as the one shown below.
1 SELECT YEAR( dated ) AS YrAvg , MONTH( dated ) AS MthAvg , DAY( da ted ) AS DAvg ,
2 AVG( wind_d i r ) as TempAvgWind ,
3 FROM WIND
4 WHERE s r c _ i d = . . . . . AND RH BETWEEN 90 AND 95 AND Temp  3 AND s td_ws = 0
5 GROUP BY YEAR( dated ) , MONTH( dated ) , DAY( dated ) ;
Listing 3.7: Detecting Icing Events
That rule searches the table for a specified station and finds periods where the standard deviation
of wind speed is zero, the air temperature is equal or less than 3 C and the relative humidity is
between 90% and 95%. Another useful rule is to check the table for events where for periods
greater than 2 hours the wind speed changes less than 0.25 ms 1 while the temperature is equal
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or less than 3 C. The use of value ”3” for the air temperature is supported by a study published
by the International Energy Agency (IEA) where the authors identified two different types
of atmospheric icing [140]. One is the in-cloud icing and the other is the precipitation icing.
One form of precipitation icing is the so-called wet snow. Wet snow ultimately is partially
melted snow crystals that contain high water level which can become sticky and slow down the
instruments. Wet snow events may occur when the air temperature is between 0 C and +3 C.
Therefore, the value of ”3” can be used for running the query. Most importantly, a good practice
in flagging icing events is to also include periods up to 5 hours before and after any suspect
incident.
3.5.3.2 Instrument Degradation
Another crucial factor to be taken into consideration when relying on records is instrument
degradation. Historically and throughout the present days, the instruments have been
undergone replacements at frequent intervals by the Met Office. These replacements were
accompanied by the appropriate documentation with regards to the installation date, make,
serial and height of the new instruments. The stations used in the present study did not include
double boom instruments hence it is assumed that no instrument degradation is apparent.
However, in case the meteorological masts included double boom instruments then this could
be checked by using the ratio of the anemometers for the same height.
3.5.3.3 Battery Voltage
A quick way to identify problems on the data is by checking the battery voltage of the logger.
When the voltage battery is less than 12V then it is very likely the data to be classified as
erroneous. This is especially for cases that use powered anemometers like the Vector RK. A
query for the voltage could flag potential problems and could guide the analyst to be extra careful
when checking those periods.
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1 SELECT YEAR( dated ) AS YearAverage ,
2 MONTH( da ted ) AS MonthAverage ,
3 AVG(mwd) ,
4 AVG(mws*0.515) AS mws
5 FROMWM
6 WHERE s r c _ i d = 54 AND MINUTE( dated )=00
7 AND b a t _ v o l t 12
8 AND YEAR( dated )  1983 AND YEAR( dated )  2007
9 GROUP BY YEAR( dated ) , MONTH( dated )
Listing 3.8: Detecting Low Battery Voltage
3.6 Chapter Summary
A detailed description of the data management was presented. Data from various sources
were collected including surface measurements as well as reanalysis data. The vast amount of
measurements necessitated the use of several filters in order to exclude any erroneous records and
increase the reliability of the data. As a follow up step, the remaining stations were examined in
order to reveal any factors that might affect the measurements over the long period of records.
This, also included sensitivity analyses with regard to data contamination due to subjective errors,
site exposure, and changes in both instrument’s type and height. The resultant outcome was the
organisation of the data using a relational database management system that achieved maximum
efficiency and contributed to the completion of this research.
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Chapter 4
Wind Speed Variability Across the UK
This chapter contains identical parts from
a published paper (conference) [118] and
a published paper (journal) [119]
This chapter describes the methodology of calculating a national and regional wind indexfor the UK for two different periods and two different groups of data. The calculations
have used surface data of BADC-7 and BADC-57 meteorological stations as it was explained in
full details in the previous Chapter. When both indices are calculated the standard deviation is
found to be equal to 4% for both the 29-year period and the 55-year period respectively. These
values in turn can be translated to a change in average UK wind power capacity factor equal
to 7% for each case. As mentioned in Chapter 3, several factors have been taken into account
during the analysis such as site exposure, instrument bias and change in the effective height in
instruments. When the generated indices are compared to ones from other sources it is found
that the inter-annual variability is similar to high observed correlation coefficients. The indices
presented in this chapter have also taken into account the CLC codes for the CORINE dataset
that was explained in section 3.3.2.2. The results show slightly steeper decline in wind speeds
comparing to the indices that used a roughness length of 0.03 m but overall the same trends
are observed. Last, when regional differences in the index are investigated, it is seen that wind
speeds show a very slight decline across the UK in all regions except the South-East, which
shows a slight increase. It is noteworthy that the greatest decrease is seen in the North-West.
This is consistent with the tentative predictions given by climate models for future changes in
wind speed across the UK, though the uncertainty is high given the large degree of inter-annual
variation.
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4.1 Introduction
An understanding of variation in long-term wind speed is important in several sectors such as
those where wind loading on structures needs to be assessed or those where long-term energy
yields for wind farms needs to be evaluated. Knowledge of wind variability is particularly
important for wind farm developers and operators tominimise long-term risk due to fluctuations
in annual revenue.
A wind index provides an indication of the mean wind speed, usually annually and/or monthly,
relative to the calculated long-term mean wind speed [127]. An alternative method is the
concept of a wind index based on significant wind events, e.g. Mason et al. presented the
concept of the wind indices for the purpose of predicting certain oceanic events relevant to
fish reproduction [141]. However, an index based on anomalous events is not useful for the
prediction of long-term energy yields from wind farms. What is required is a time history of
mean wind speed values at regular (say annual) intervals.
By using a wind index, it is possible to estimate the energy production of a wind farm on the
basis of a historical record of mean wind speed. The wind index can also provide an indication
of long-term trends in mean wind speed and can be used to provide a financial estimate of the
impact of any periods of unavailability [142]. Trend information is particularly useful given that
a wind farmmight have a 20-30 year production lifetime, and therefore, the wind climate might
change significantly from that assumed at the planning stage.
The aim of this work was to reconstruct, from surface observations of wind speed, a wind index
which would indicate the variability of the wind climate on a timescale at least as long as
the expected lifetime of a wind farm site ( 25 years) and would allow a regional analysis of
wind speed variability across the UK. This was extended (> 50 years) using as long a period as
possible from the observations available, whilst still giving a representative UK average. The
index was analysed both nationally and regionally and compared with wind indices calculated
from other sources including reanalysis data and surface observations interpolated onto a regular
grid. A comparison was then made with other studies in this field. Some conclusions are
drawn including how well the recent studies in the wind index align with present climate change
predictions.
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The research reported here is the first known published analysis of a UKwind index using surface
station observations for a period greater than 50 years and with an analysis of regional variation.
It also provides a contrast between wind indices derived from spatially smoothed datasets, e.g.
analysis data, and point values from meteorological stations.
4.2 Background
This section aims to provide the necessary background information for the concept of the wind
indices. It was decided this literature review to be separated from the main literature review
presented in Chapter 2 as it would make easier to readers to distinguish the two different topics
and hence goals set in this research.
4.2.1 Historic Long-TermWind Speed Trends
There has been a volume of work investigating historic wind speed trends using indirect
indications of wind speed, including reanalysis datasets and historic pressure fields. McCabe et
al. [143] presented an analysis of six-hourly cyclone activity between 1959 and 1997 from the
National Centers for Environmental Prediction (NCEP)-National Center for Atmospheric
Research (NCAR) reanalysis. Their analysis suggested a decrease in cyclone frequency but
a slight increase in intensity for mid-latitudes (30N-60N) and an increase in cyclone
frequency and intensity for high latitudes (60N-90N). Another study published by Paciorek
et al. [144] and looked at the six-hourly NCEP-NCAR reanalysis dataset between 1949 and
1999 produced six winter indices including extreme wind speed. This work suggested an
increasing wind speed trend of between 1.5 and 2.5 ms 1 per 50 years for the UK over the
period. Wang et al. [145] in a previous work, they studied a number of pressure triangles over
the North-Eastern Atlantic to infer the geostrophic wind over the period 1874-2007. The
results of this study indicated maximum storminess in the North Sea around 1990. A steadily
increasing trend in the geostrophic wind was determined in the North-Eastern extent of the
region studied, whereas a decline was observed in the Western extent. Over Great Britain, the
geostrophic wind was found to be reasonably steady, except during the summer where a slight
decline was observed. For the North-Eastern Atlantic region as a whole, it was found that
during the summer, storminess appeared to have declined, except that the South-Western areas
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(including North-West Scotland) showed no noticeable trends. Bärring and Fortuniak [146]
undertook a similar analysis of pressure data from Sweden for the period 1780-2005 using a
Eulerian framework. The authors concluded that no overall change in storminess was observed,
although significant decadal swings were observed. This work highlighted the importance of
studying a long enough period when trying to determine climate changes. Atkinson et al. [35]
presented a study of wind speed trends in North-Western Europe and concluded that there
was a reasonable degree of correlation between indices in the UK, Germany, Denmark and
the Netherlands with a similar declining trend over the 15 year period of 1990-2005. Pryor
and Barthelmie [147] published a study of 850 hPa winds from the NCEP-NCAR reanalysis
dataset, focussing primarily on the Baltic. Their research showed for the grid cell at 55N, 5E,
that the time series displayed a number of features, namely a peak in 1967, an increase during
1970s and 1980s, a low around 1987 and a declining trend during the 1990s.
4.2.2 Future Projected Trends
There is an increasing interest in projected changes to the wind climate over the next century,
and a number of authors have studied the output from several GCMs and RCMs under
different CO2 forcing scenarios. The output of the ECHAM5GCM for several climate change
scenarios was studied by Pinto et al. [148], indicating an increase in extreme winds with higher
wind speeds over Britain, the North Sea, the Baltic Sea and nearby coastal regions during
the 21st century. In a previous study presented by Pryor et al. [149], when Hadley Centre
Coupled Model version 3 (HadCM3) output data were examined under the Special Report on
Emissions Scenarios (SRES) A2 high-emissions scenario, it was found that there was a high
degree of correlation of latitudinally integrated wind indices in Europe, balanced around 45N.
This research also found that there was evidence for a slightly reduced annual cycle amplitude
European wide, comparing 1990-2001 with 2088-2099. It was concluded by Pryor et al. [149]
that although there is generally little evidence for future changes in spatial or temporal variability
of wind indices, this is uncertain because of model biases. In the work of Cradden et al. [150]
future projections for wind speed are shown comparing HadCM3 and ECHAM5 for several
climate change scenarios. Both models indicated decreasing wind speeds during the summer
and increasing during the winter by the end of the 21st century. However, this work also
highlighted significant uncertainties and discrepancies between the models.
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Leckenbusch andUlbrich [151] analysed theHadCM3output data, considering the SRESA2A
and B2A scenarios over the period 1990-2099. This study showed projected increasing winter
(Oct-Mar) 10 m wind speeds over South-Eastern England and slightly decreasing wind speeds
over the North-West. However, in the same research, it was found that the regional HadRM3H
model output gave a slightly different pattern with an increase to the North-East and a slight
decrease in the central and southern UK. Although differences are seen for the different climate
change scenarios, research conducted by Nolan et al. [152] which looked at the Rossby Centre’s
RCA3 RCM suggests projected future change in 60 m wind speeds across the British Isles for
the period 2021-2060 with wind speeds increasing in the South-East and decreasing in the
North of Scotland under the A2 scenario, albeit with some localised inhomogeneities across
this South-North gradient.
Donat et al. [153] presented an analysis of nine simulations from six GCMs under the SRES
A1B scenario which showed a projected future increase in storms in the Eastern Atlantic, near
the British Isles and in the North Sea. The research also suggested an associated increase in
storm intensity over large parts of central Europe towards the end of the 21st century.
Beniston et al. [154] simulated the percentage change in the 90th percentile of winter (Dec-Feb)
daily maximum wind speed in Europe, between the 1961-1990 and 2071-2100 periods by using
the Rossby Centre’s coupled atmosphere-ocean model RCAO. The results from the simulation
showed a projected gradient of South-East to North-West with an increase in South-East
Europe (5-10%) and a much lower increase in the North-West (0-2.5%). A further RCM
analysis presented by Rockel and Woth [155] showed a projected change in the total number
of storm peaks from 1961-1990 to 2071-2100, as simulated by the ETH Zurich’s Climate
High Resolution Model (CHRM) and the Climate Limited area Modelling Community’s
COSMO-CLMmodel with a decline in the North-West and an increase in the South-Eastern
UK.
Recent UK climate projects have considered a range of meteorological variables, although
projected changes to wind speeds over the UK are particularly uncertain. Nevertheless, the
UK Meteorological (Met.) Office Hadley Centre has produced two reports that are relevant in
this regard. The first published by Brown et al. [156] suggests that there is evidence for an overall
slight reduction in wind speeds over the UK, but largest in the North-West with possibly a slight
increase in the South-East, most pronounced in the summer, by 2070-2099. The report does,
83
Wind Speed Variability Across the UK
however, note an RCM bias to lower than observed wind speeds in Scotland and Wales and
higher in low-lying regions of England. The second report published by Sexton and Murphy
[157] suggests that averaged over the entire UK, there is expected to be a small reduction inmean
wind speeds, although regional differences are not so clear. However, there is some evidence
for a slight reduction in Scotland and a smaller reduction or no change in southern England by
2070-2099. An analysis of the UK Climate Impacts Programme (UKCIP)02 climate change
scenarios conducted by Harrison et al. [158] suggested, by 2080, significant reductions in wind
speeds over Northern Ireland particularly in the summer and smaller increases in Northern
Scotland most notably in late spring/early summer. In England and Wales, wind speeds were
projected to slightly reduce in the autumn and increase in winter.
4.2.3 A Comparison ofWind Indices
With the growth in wind power worldwide, there has been an increased interest in assessing
inter-annual variation in temporalwindiness of a region for the purposes of evaluating variability
in wind energy generation. This is important from an economic viewpoint to know the variation
in likely annual revenue from a wind farm over its lifetime. Wind indices fall into four broad
categories:
• those derived directly from surface wind speed observations (e.g. Watson and Kritharas
[118,119], Früh [159] and Hodgetts [34]);
• those derived from observations of wind energy generation, e.g. the Danish wind energy
index published by Nielsen [160], the German Ingenieurwerkstatt für Energietechnik
(IWET) index and the Statistics Netherlands (CBS) Windex-CBS in the Netherlands;
• those derived from pressure gradients in the form of geostrophic winds triangulated from
site pressure observations (e.g. Wang et al. [145], Bärring and Fortuniak [146] andBakker
and van den Hurk [161]); and
• those derived from NWP models such as reanalysis data, with or without regional
downscaling (e.g. Pryor and Barthelmie [147,149]).
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The first type of index relates directly to observations of surface wind speed and is thus capable
of indicating variations in regional wind climate. The disadvantage of this type of index is
the sensitivity to very localised effects. The second category has similar benefits and also relates
directly to wind energy. However, changes over time of the portfolio of turbines used to generate
such indices and non-availability of machines due to outages can create inhomogeneities [162].
The third and fourth categories have the advantage over the first two of filtering out most
local-scale anomalies due to factors such as local microclimates, local orography, changes in
site exposure, changes in instrumentation and so on. On the other hand, using such spatially
smoothed datasets can also mask local and regional differences in wind variability. RCMs can
be used to try and downscale reanalysis datasets, but it has been found that the datasets so
derived significantly underestimate inter-annual variability [163]. In addition, such models do
not capture the variable spatial characteristics of the wind [164–166].
Differences in surface wind speeds and large-scale circulations have been reported by Vautard et
al. [29] and much of the difference has been attributed to changes in surface roughness. Wever
used site-specific gust factors of meteorological stations in the Netherlands to assess the impact
of surface roughness on long-termwind speed trends [167]. In this study an approximately equal
influence of climate, large-scale (mesoscale) surface roughness changes and local roughness
changes was suggested. It is possible to distinguish to some extent the influence of these
factors by comparing trends inferred from different indices such as in the research published
by Bakker et al. [162]. For example, indices inferred from pressure gradients and numerical
weather prediction models are relatively insensitive to changes in surface roughness.
4.3 Data
The construction of the wind indices necessitated the use of both BADC-57 and BADC-7
stations as well as data from the ERA-40 dataset as it is amply described in Chapter 3. However,
for testing the different indices against other studies data from other sources were required. It
was therefore decided to separate the data sources into two categories. One for describing the
data used in this thesis in order to calculate the wind indices and for generating the monthly
predictions and another one for presenting the data used for comparing previous studies with
the one presented herein. Thus the following sections are dedicated to describe the data which
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were used for comparing different studies and hence are missing from Chapter 3.
4.3.1 UKCIPMet. Office Gridded Dataset
Monthly and annual averages of a range of meteorological parameters, initially for the period
1961–2001, were generated by the UKMet Office using data observed from all of the available
surface stations, with gaps in data filled to avoid biasing the results. Gap filling was carried
out by spatially interpolating the missing data at a site from the six closest stations for 13 of the
meteorological parameters, although not wind speed [168]. In the case of wind speed, some data
substitution was carried out, but the details of this are not reported [169]. The resulting dataset
was produced for the UKCIP to provide a consistent time series of climatological variables that
could be used in long-term climate studies. The data have been interpolated onto a 5km x 5km
grid using spatial interpolation and multiple linear regression, taking into account a number of
parameters including easting/northing, altitude, proximity to the coast and local urbanisation.
Errors in interpolating to this grid were assessed, and for monthly mean wind speed, the root
mean squared error was found to be 5.5 kt (2.8ms 1). It should be noted that time-varying urban
effects were not considered. No mention is made in the work of Perry and Hollis [168, 169]
of any correction made for time-varying changes in instrument height. Station openings and
closures over the period used to generate this climatological dataset meant that the number
of stations used to infer the gridded climatological data has changed over the period. This
will have some implications for continuity of the wind speed data. The average number of
stations available for the generation of the wind speed gridded data over the period was 70. The
present study has used the mean monthly wind speed values that were available for the period
1969–2006.
4.3.2 TheGarrad HassanWind Index
The renewable energy engineering consultancy company Garrad Hassan (GH, now known
as DNV GL-Garrad Hassan) formerly published a UK wind index. When compared with
other European indices, this showed a reasonable level of agreement [170]. Although the
methodology behind this index and the exact list of stations used to generate the index were not
publicised, it was stated by GH that this index was calculated using data from 50 meteorological
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stations spread throughout the UK [34]. The index used in this work was a 13 year index
normalised over the period 1995–2007.
4.4 Calculation of the Different Indices
A wind index, I j, is normally defined as the average wind speed over a region for a given
averaging period divided by the overall average wind speed over that region over the
normalisation period of interest, i.e.:
I j =
nP
k=1
m jP
i=1
Ui; j;k
lP
j=1
nP
k=1
m jP
i=1
Ui; j;k
(4.1)
Where Ui; j;s is the wind speed at station (or grid point) k and time i within averaging period
j. The value m j depends on the number of values in the averaging period j and the number of
the sites (or grid points) used to generate the index is n. The normalisation period consists of l
averaging periods. For example, if an annual index is being generated over a period of l years,
then m j would be the number of hours in year j.
Indices were calculated using equation (4.1) from:
1. the hourly wind speed values from the BADC-7 and BADC-57 stations;
2. six-hourly wind speed values blinearly interpolated to the BADC-7 and BADC-57
stations from the 1  1 u0 and v0 10m wind components of the ERA-40 reanalysis
dataset;
3. monthly wind speed values at the 5km x 5km grid points covering the UK from the
UKCIP Met. Office gridded dataset;
4. the hourly wind speed values from the BADC-7 stations for values of roughness length
from CLC known henceforth as CLC-7 and CLC-57 respectively.
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Table (4.1) summarises the parameters used in equation (4.1) for the generation of the different
indices. The BADC indices were calculated over several normalisation periods for comparison
with the indices calculated using the ERA-40 reanalysis data and the UKCIP Met Office
gridded dataset. In the case of the GH index this was pre-calculated. As mentioned previously,
details of how this was done are not published, but given that it is based on observed hourly
values, the calculationwere done using an equation similar to equation (4.1) with a normalisation
period l =13 years.
Index i j k l years m j
BADC-7 Hourly values Year 7 (stations) 38, 44, 55 Hours in year
BADC-57 Hourly values Year 57 (stations) 13, 19, 29 Hours in year
ERA-40 Six-hourly values Year Bi-linear interpolation to either 44 Six-hourly values in year
BADC-7 or BADC-57 stations
UKCIP Monthly values Year All grid points covering UK 38 Months in year
CLC-7 Hourly values Year 7 (stations) 55 Hours in year
CLC-57 Hourly values Year 57 (stations) 29 Hours in year
Table 4.1: Summary of the parameters used in equation (4.1) for calculation of the different indices
4.5 Results
4.5.1 The Annual 29-year and 55-year UKWind Indices
Figure (4.1) shows the 29-year and 55-year wind indices based on the BADC-57 and BADC-7
stations respectively. The grey shading represents one standard deviation of uncertainty (also
known as error bars) calculated from the hourly values and standard least squares linear trend
fits to each series are shown with 95% confidence limits. The values of each index are tabulated
in Appendix (C). In the case of the BADC-7 index, the value is tabulated normalised to the
full 55-year period and the 29-year period concurrent with the 29-year index derived from the
BADC-57 stations.
There is a good degree of agreement between the two indices for the period 1983-2011 with
a Pearson correlation coefficient of 0.89. Averaged over the longer 55-year period, there does
not seem to be any significant change in annual mean wind speeds, though there is a slight
decrease when averaged over the shorter 29-year period. It can be seen that from the late 1950s
until the late 1960s, there was a significant increase in annual mean wind speeds followed by
a rapid decrease and another increase throughout the 1970s into the early 1980s. Between the
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Figure 4.1: The 29-year and 55-year wind indices with linear trend line fits to each series
mid-1980s and 2011, there have been some significant low wind speed years including 1987,
2001 and 2010. Although 2010 was the lowest wind speed year over the 29-year period, it
was not unusual when compared with the 55-year period, an observation consistent with other
references such as the studies published by Fruh [159] and by Ebsworth et al. [171].
Inclusion of data for periods such as the one in 29-year analysis and even shorter may introduce
bias to the long-term estimates. This is likely to happen especially when over the period of the
analysis unprecedented periods exist of high or low wind speeds that consequently are above
or below the usual variation in long-term wind speed. This confirms the necessity to include a
considerable period of data such as the one used in the 55-year analysis. Over both periods, the
standard deviation of the two indices is 0.04.
Figure (4.2) shows a comparison between the BADC-7 station wind index, this time calculated
over the shorter normalisation period 1958-2001 for comparison with the wind index calculated
using the ERA-40 reanalysis data interpolated to the locations of the seven stations over the
period 1957-2001. Once again, a linear trend line is fitted to both indices over the period
1958-2001. The two indices show similar behaviour, though in the latter half of the period,
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there is some difference. The ERA-40 index shows a greater declining trend than the BADC-7
station index.
1960 1970 1980 1990 2000
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
1960 1970 1980 1990 2000
0.80
0.85
0.90
0.95
1.00
1.05
1.10
1.15
1.20
W
in
d 
in
de
x
Time (years)
 BADC-7stations (1958-2001)
 Linear Fit of BADC-7stations
 95% CI
W
in
d 
in
de
x
Time (years)
 ERA-40 7points (1958-2001)
 Linear Fit of ERA-40 7points
 95% CI
Figure 4.2: A comparison between a wind index calculated using the BADC-7 stations and ERA-40
data interpolated to the same sites over the period 1958-2001
Figure (4.3) shows a similar comparison, this time between the index calculated using the
BADC-57 stations and one using the ERA-40 data interpolated to the locations of the 57
stations over the period 1983-2001. In this case, the difference in the trend over the period is
more marked with the ERA-40 data showing a steeper decrease.
Figure (4.4) shows a comparison between the index calculated using the BADC-7 stations and
the one generated using the UKCIPMet Office gridded dataset for the period 1969-2006. The
agreement is relatively good, as would be expected given that the UKCIP dataset was generated
using observed surface station wind speed data, though there is a more steeply declining trend
in the latter index. This also might be expected given that the UKCIP dataset includes data
from a large number of stations including more urbanised stations whose exposure is likely to
have changed over time with increasing shelter more likely.
Figure (4.5) shows a comparison between the index calculated using the BADC-57 stations
and the GH index over the period 1995-2007. Here agreement is good but with a more sharply
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Figure 4.3: A comparison between awind index calculated using the BADC-57 stations andERA-40
data interpolated to the same sites over the period 1958-2001
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Figure 4.4: A comparison between awind index calculated using the BADC-57 stations andERA-40
data interpolated to the same sites over the period 1958-2001
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declining trend for the GH index.
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Figure 4.5: A comparison between a wind index calculated using the BADC-57 stations and the GH
index over the period 1995-2007
Finally, Figures (4.6) and (4.7) depict a comparison between the indices shown in Figure
(3.14) and the indices of the BADC-7 and BADC-57 stations based on the CLC roughness
classification, as mentioned in section 3.3.2.2.
The initials ”W&K” on the above indices in each figure correspond to the authors Watson and
Kritharas [118, 119] and refer to BADC-7 and BADC-57 indices. There is a good degree of
agreement between ”W&K” and ”CLC” indices with a Pearson correlation coefficient of 0.942
and 0.856 for the periods 1957-2011 (Figure 4.5) and 1983-2011 (Figure 4.6) respectively. The
most sharply declining trend is observed for the longer period where most of the sites have
changed the effective height in instruments.
4.5.2 Correlation between DifferentWind Indices
In order to quantify the degree of agreement between the different indices, the Pearson
correlation coefficient was calculated using selected combinations of the concurrent annual
index values. The results of the analysis are shown in Table (4.2) below.
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Figure 4.6: A comparison between a wind index calculated using the BADC-7 stations and the same
index based on CLC classification
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Figure 4.7: A comparison between a wind index calculated using the BADC-57 stations and the same
index based on CLC classification
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Index 1 Index 2 Concurrent years Correlation coefficient
BADC-7 BADC-57 29 0.887
BADC-7 ERA-40 (UK) 44 0.629
BADC-7 UKCIP 38 0.781
BADC-7 (”W&K” in Figure 4.6) CLC 57 0.942
BADC-57 ERA-40 (57) 19 0.755
BADC-57 ERA-40 (UK) 44 0.876
BADC-57 GH 13 0.919
BADC-57 (”W&K” in Figure 4.7) CLC 29 0.856
Table 4.2: Pearson correlation coefficient calculated using concurrent annual values for different indices
There is a high degree of correlation between the indices calculated using the surface data,
i.e. the BADC-7, BADC-57, CLC, and GH indices. The highest correlation coefficients
are found between BADC-7 and CLC. This supports the decision to use a value of roughness
length equal to 0.03 m. Figure (3.8) in section 3.3.2.1 shows that the difference between wind
indices calculated for different values of roughness length is negligible. Though, the range
of the tested roughness lengths varied between 0.01 m and 0.08 m. Here, it is shown that
when the corresponding values are taken into account for roughness length (Table 3.3.2.2) of
the stations used in the study, the difference in the results remains undetectable. The most
striking finding though is the high correlation between BADC-57 and the index provided by
GH. This agreement is of great importance for both industry and academic community. It
provides evidence that it is feasible to calculate a cost effective wind index which would give
an indication about the long-term mean wind speed for the UK from surface stations. The
correlation between the BADC-7 and ERA-40 index is somewhat lower. The BADC-7 index
is calculated using a relatively small number of point observations whereas the ERA-40 index
is more spatially homogeneous. In addition, the ERA-40 index is based on six-hourly rather
than hourly data, though this should still capture the main features of diurnal variation and is
unlikely to introduce bias. This is consistent with the previous observation in that 57 stations will
provide a higher degree of spatial smoothing. The correlation between the BADC-7 stations
and the UK Met Office gridded dataset lies somewhere in between. Both are generated with
surface observations, though the latter would be expected to exhibit a greater degree of spatial
smoothing given the much larger number of stations used to generate the 5km x 5km grid.
In order to analyse the degree of spatial smoothing of the BADC-7 stations, the Pearson
correlation was calculated between each combination of the seven sites using the annual mean
wind speeds at each site. The results of this are shown in Table (4.3).
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Lerwick Stornoway Airport Boscombe Down Valley Aberporth Aldergrove Tiree
Lerwick 1 0.002 -0.277 -0.089 0.186 -0.071 0.168
Stornoway Airport 1 -0.317 0.119 -0.130 0.270 0.241
Boscombe Down 1 0.680 0.409 0.351 0.376
Valley 1 0.441 0.529 0.508
Aberporth 1 0.373 0.547
Aldergrove 1 0.731
Tiree 1
Table 4.3: Pearson correlation coefficient calculated using annual mean wind speed values for
combinations of the BADC-7 stations
In addition, the correlation is plotted as a function of distance in Figure (4.8)
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Figure 4.8: Pearson correlation coefficient calculated using the annual mean wind speeds at the
BADC-7 sites as a function of the distance between the different site combinations
Figure (4.8) confirms an obvious trend with separation distance. What is striking is the high
average correlation between the annual mean wind speeds at sites such as Aldergrove and Tiree
(0.731) which are 208km apart. This would be extremely useful during the so called Phase 1
among wind analysts/developers. During Phase 1, a wind analyst has no information about the
wind regime (i.e. no actual recorded data) at the prospective site. The usual procedure followed
therefore, is to identify similar sites, preferably in the vicinity of the site under investigation, in
order to make the initial estimation. However, this may not be feasible and during this phase
several assumptions have to be taken which obviously may increase the uncertainty in evaluating
a project. The usual reason behind this procedure is that the time required for an application
for a mast to be granted or the time until a landowner consents to a developer to install a mast
can be crucial from a planning perspective for a future project. One condition is the wind speed
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distribution to be very alike between the reference sites and the target one. Indeed, as Figure
(3.3) illustrates, the predominant wind in Aldergrove is at 210 whereas in Tiree, while it is
fairly exposed from all the directional sectors, the predominant direction is 240. Moreover,
the topography between the reference sites and the target station must be the same. This is due
to the fact that different terrain will have different local effects which may affect wind speed.
Again, when checking the satellite images for the aforementioned sites, no major issue related
to the topography of both sites is raised. However, as it is mentioned in Chapter 6, it is highly
recommended a study to take place that will assess the impact of the distinct topography of
several sites on their between correlation in the long-term wind speeds.
4.5.3 UK Annual RegionalWind Indices
By using the BADC-57 stations, a wind index was calculates by region for the period 1983-2011
using equation (4.1) sub-setting the stations by the six-regions, as denoted in Table (3.2) in
section 3.2. Figure (4.9) shows this wind index for the six regions. It can be seen that there
is a general trend to decreasing wind speeds in all regions except the South-East which shows
slightly increasing trend. The largest decreasing trend is in North-West. When these trends
were analysed in more detail, it was found that the greatest declines occurred in the winter
months and the smallest in the summer, with the South-East region showing a significant
increasing trend during the summer months. This is confirmed by figures (D.1)-(D.4) in
Appendix (D). It should be stressed that these trends are tentative given the large degree of
inter-annual variation.
4.6 The Effect ofWind Speed Variability onWind Energy
The theoretical power in the wind varies as the third power of the wind speed, so small changes
in wind speed could be expected to translate to rather larger changes in wind power. In fact, a
modern MW-sized wind turbine will start to regulate above  9ms 1, so the change in annual
energy yield from a turbine will not increase as rapidly as the third power of the wind speed. The
capacity factor (CF) of a wind turbine is defined as the average energy produced by a turbine
over a representative period, e.g. a year, divided by that which would have been produced had
the turbine operated at full output during that entire period. Using a power curve from Vestas
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Figure 4.9: UK wind index by region generated using the BADC-57 stations over the period
1983-2011
V80 2MW wind turbine, it is possible to calculate the expected CF assuming a given average
wind speed at hub height. The CF will also depend on the distribution of wind speeds. As
mentioned in Chapter 2, equation (2.2) is used to describe the distribution of wind speeds at
a site. Using the Rayleigh distribution (equation 2.3), the CF for the given example of Vestas
V80 2MW turbine is calculated and is shown as a function of mean wind speed u in Figure
(4.10). It can be seen that the CF goes up fairly linearly with mean wind speed until 9ms 1 and
then reduces more slowly, flattering of near 14ms 1. This is due to a combination of the turbine
regulating at 9ms 1 reaching rated wind speed at around 14ms 1 and shutting down at 25ms 1.
If a mean wind speed of 7 ms 1 is assumed at 80m hub height, then a 4% variation (one standard
deviation) in wind speed, as seen for the BADC-7 and BADC-57 indices, represents a variation
in CF and associated annual energy yield of 7%.
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Figure 4.10: Capacity factor of a Vestas V80 2MW turbine as a function of mean wind speed
4.7 Chapter Summary
This Chapter has presented two wind indices for the UK based on surface station observations
of wind speed: one based on seven stations (BADC-7) over a 55-year period (1957-2011) and a
second one based on 57 stations (BADC-57) over a 29-year period (1983-2011). These indices
have been compared with indices generated using a gridded dataset of values interpolated from
UK stations, three indices calculated using the ERA-40 re-analysis dataset and another UK
wind index. The directional wind speed at the BADC-7 stations was examined, and there was
found to be no obvious evidence of changes in site exposure or instrument location that could
affect the continuity of wind speeds at these stations. There have, however, been notable changes
in instrument height at many of the stations included in the two indices, as detailed in Chapter
3, and, as a result, wind speed observations at all stations were corrected to 10 m agl.
The principal findings were:
• The BADC-7 and BADC-57 indices agree reasonably well over the common period
1983-2011 with a correlation coefficient of 0.887;
• The inter-annual variation of the BADC-7 and BADC-57 indices was found to be 4%;
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• Given a specific type of wind turbine this variation equates to a standard deviation in wind
farm CF of 7%;
• From the late 1950s until the late 1960s, there was an apparent increase in annual mean
wind speeds followed by a rapid decrease and another increase throughout the 1970s into
the early 1980s. Between the mid-1980s and 2011, there have been some significant low
wind speed years, including 1987, 2001 and 2010;
• For the UK as a whole for the BADC-7 index, there is a slight but not significant decline;
• When compared to indices calculated from other sources of data, namely the ERA-40
dataset, the UKCIP Met Office Gridded Dataset and an index created by the renewable
energy consultancy GH, similar trends in wind variability are seen, though correlations
vary. The most significant correlation is found to be between our index and Garrad
Hassan. The correlation between BADC-7 and ERA-40 index is found to be lowest
reflecting the difference levels of spatial smoothing. The difference in correlation reflect
the different levels of spatial smoothing, different averaging periods and site-specific
effects;
• All of the indices show declining trends (between 0.05% and 0.71% per year) with the
exception of the ERA-40 index calculated over the UK, which shows an increase (+0.1%
per year), although not all of these trends were found to be significant;
• The differences in trends do not suggest that increases in large-area (mesoscale) roughness
are a significant factor but that there may be differences in trends between land and sea.
• When the correlation between annual mean wind speeds at the BADC-7 sites is analysed,
it is found to be a strong trend with distance;
• Local changes in exposure and changes inmeasurement height may have had an influence,
particularly for the UKCIP index;
• When the BADC-57 index is broken down by region, differences in inter-annual
variability are seen across the UK. In addition, there appears to be a general trend to
decreasing wind speeds in all regions except the South-East and the largest decreasing
trend is observed in the North-West. The greatest declines are seen in the winter
months and least in the summer, where the South-East region shows an increasing
99
Wind Speed Variability Across the UK
trend. However, the uncertainty on these trends is large considering the large degree of
inter-annual variation.
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Chapter 5
Model Development
This chapter contains parts of three
published papers (one journal [99] and
two conferences [100,172])
The organisation of this Chapter reflects chronologically the stages of developing a novelmodel for predictingmonthly wind speed time series. This was achieved by setting the first
benchmark on long-term forecastingmodels. In view of this, several models are presented in this
Chapter each of which contributed to the final proposed model. The difference in this research
compared to the existing literature is that the model presented herein took also into account
external variables apart from the dependent one. Assessing the correlation between different
combination of variables indicated that these can be used as additional inputs to the model. As
a result, a relationship between monthly mean wind speed over the UK and the independent
variables was established. This led to identifying the lagged effects of the independent variables
on wind speed. The criteria for fitting the data to the model were critically conducive to
the correct setting of its parameters. This guaranteed the ability of the model to capture the
characteristics of the time series and produce reliable forecasts. The latter finding was further
verified by the low scores in the statistical metrics.
5.1 Data Analysis and Diagnostic Tests
5.1.1 Frequency Spectrum
As discussed inChapter 1, wind fluctuates and thus, according to the definition given inChapter
2 (see section 2.1.2.2), wind is considered to be a non stationary random process. This process
is expressed by the following equation:
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u(t) = um(t) + ut(t) (5.1)
where um(t) describes the long-term variations observed inwind speed and ut(t) is the turbulence
component that corresponds to high frequency changes such as seconds. These components and
hence these variations were first presented by Van der Hoven [173]. The advantage in using this
method is that it can illustrate periodical trends and seasonal characteristics in time series. This
was a vital step in this research as the fundamental principle of time series forecasting depends
on identifying a pattern in the series and then, based on the history of incidents over time, on
forecasting ahead. Generally, a time series pattern discloses sub-patterns such as trends with
cyclic or periodic patterns, random or sporadic variations, seasonal and level shifts or, in some
cases, a combination of the above sub-patterns. Thus, it was deemed useful to identify any
patterns in the wind speed series prior to any analysis.
A Fast Fourier Transform (FFT) was applied to generate a wind speed frequency spectrum.
Figures 5.1(a), 5.1(b) and 5.1(c) clearly show the existence of two strong peaks. The first peak
appears at 24 hours and the second peak at one year due to diurnal and annual variation in wind
speed [173], respectively. In Figures 5.1(a), 5.1(b) and 5.1(c) the stations are split into three
cases:
1. Strong diurnal peak and strong annual peak 5.1(a)
2. Strong diurnal peak and weak annual peak 5.1(b), and
3. Weak diurnal peak and strong annual peak 5.1(c).
The results from the FFT analysis showed that all sites exhibit a seasonal component which
occurs on an annual basis. This finding was of great importance in order to start conceptualise
which model could deliver monthly mean forecasts. From the different classes it was revealed
that a model which would consider seasonality would possibly behave well in the testing datasets
by producing accurate forecasts.
After generating the wind speed spectrum and observing the strong patterns on a daily and yearly
basis, a time series analysis was applied on the wind speed data. As Figure 5.2(a) confirms, the
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Figure 5.1: Wind speed power spectrum, at 10-m height agl for BADC-7
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analysis showed that the time series in Case 1 are non stationary. Analysing the monthly mean
wind speed averaged over all years per station resulted in the observation of a similar seasonal
behaviour for each station (see Figure 5.2(b)). It is clear that during the summer, where the
lowest wind speeds occur, and during the winter, where the highest wind speeds have been
recorded, all the stations showed similar periodic variations. Similar trends were revealed when
the other cases, namely 2 and 3, were examined and thus these figures are omitted.
5.1.2 Checking for Stationarity
An important step in forecasting involves the choice of an appropriate model. Plotting the
time series as well as their correlograms is informative and provides an initial estimation of the
potential model. Nevertheless, prior to the selection of the model, conclusions must be drawn
with regard to the process itself. Time series can be stationary or non stationary, and, thus,
determining the nature of the process can help simplify some assumptions which in the case of
non stationarity cannot be made.
A way to check if time series are stationary is by using the Dickey Fuller (DF) test, as it was
published by Dickey and Fuller [174]. In this study all the series were tested for stationarity
using the Augmented DF (ADF) test which is a slightly different version of the original test
(see [175] for more details). The ADF test is assessed using the ”adftest” function from the
Econometrics Toolbox™ version 2.0.1 of the commercial package MatLab® (R2011b) [175].
As Table (5.4) indicates, the results from the test showed that all the series are non stationary,
since ADF tests the unit root null hypothesis H0 :  ^ = 1 against the stationary alternative
HA :  ^ < 1.
Stations  ^ unit root null hypothesis
Lerwick 1
Stornoway Airport 1
Valley 1
Aldergrove 1
Boscombe Down 1
Aberporth 1
Tiree 1
Table 5.1: ADF test for stationarity
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Figure 5.2: Seasonal patterns in Case 1 of the BADC-7 stations
105
Model Development
5.2 Model Selection and Fitting
This section presents the various models used in this study in a chronological order. The idea
behind this was to use gradually slightly more sophisticatedmodels that while they would reduce
the residuals they would avoid overfitting as well. The first model used was the naive predictor,
or else the Persistence model, which soon was replaced by a Seasonal Persistence. The reason
for replacing the simple Persistence with the seasonal one was based on the findings of the FFT
presented in section 5.1.1. Afterwards, the Holt-Winters model was tested and finally models
from the SARIMAX family were selected as more suitable. The SARIMAX model firstly used
was one that took into account exogenous variables from the same location of the wind data for
each station. This was a necessary step as it was vital for the study to assess whether a model that
takes into account exogenous meteorological variables can perform well when generating mean
monthly wind speed forecasts. However, based on the initial hypothesis it was also required that
the exogenous variables would feature spatial and temporal association with wind speed. This
led to creating another SARIMAX model by using meteorological variables from the ERA-40
dataset.
5.2.1 PersistenceModel
This forecasting model is based on the assumption that the forecasted value at time t+1 will be
the same as the value at the previous time step t:
y^t+1 = yt (5.2)
where y^t+1 is the forecast value at period t + 1, and
yt is the actual value at time t.
As mentioned in Chapter 2, this model is required, as it is the benchmark model which
every other model must compete with, in order for the forecasters to assess its performance.
Figure (5.3) illustrates that the Persistence model fails to capture sudden changes in wind speed
variability. The latter is confirmed by the score in the MSE which is found to be 2.197 ms 1.
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Figure 5.3: Predictions of the 1-month Persistence model at Lerwick
At this point, it is noteworthy to mention that one should not confuse the x-axis of the Figure
(5.3). The actual time is months as each point on both the actual wind speed and the model is
in months. However, since there are 60 points for the actual wind speed and the Persistence it
was deemed useful to present the major labels of the graph in years. This also applies to similar
graphs regardless of whether they illustrate performance in predictions or statistical errors. The
table below contains a summary of the MSE scores for the BADC-7 stations.
Stations MSE (ms 1)
Lerwick 2.197
Stornoway Airport 1.820
Valley 2.260
Aldergrove 0.781
Boscombe Down 0.820
Aberporth 1.844
Tiree 1.930
Table 5.2: 1-month Persistence MSE scores for the BADC-7 stations
107
Model Development
5.2.2 Seasonal PersistenceModel
Following the naive predictor and based on the seasonal patterns observed in Figure (5.1) during
the FFT analysis, the next model tested was a different version of the Persistence model named
Seasonal Persistence. This forecasting model assumes that the forecasted value at time t+h will
be the same as the value at time t, where h represents the periods ahead of the forecast (h = 12
for monthly data):
y^t+h = yt (5.3)
where y^t+h is the forecast value at period t + h, and
yt is the actual value at time t.
The following Table (5.3) provides a direct comparison of the MSE scores presented in Table
(5.2) for the 1-month Persistence and the MSE scores achieved by the Seasonal Persistence.
The results indicate the superiority of the seasonal model. This is due to the model’s ability
to generate predictions for more periods ahead. On the contrary, the 1-month Persistence
resembles a nowcasting model which offers limited predictability. Moreover, in relation to
the FFT analysis, Table (5.3) shows that in all cases where strong seasonality was observed
the Seasonal Persistence performed better than the simple model. Aberporth and Valley are
an exception in that, despite featuring strong seasonal characteristics, they achieved lower
MSE under the 1-month Persistence. This discrepancy is appreciated to be attributed to local
microclimate as both sites are located in Wales and are in close proximity to the sea.
Stations 1-month PersistenceMSE (ms 1) Seasonal PersistenceMSE (ms 1)
Lerwick 2.197 1.377
Stornoway Airport 1.820 1.466
Valley 2.260 2.878
Aldergrove 0.781 0.879
Boscombe Down 0.820 0.897
Aberporth 1.844 2.308
Tiree 1.930 1.626
Table 5.3: 1-month and Seasonal Persistence MSE scores for the BADC-7 stations
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5.2.3 Holt-Winters Model
The third model tested in this research was the so-called Holt-Winters model or Single
Exponential Smoothing. This forecasting model is based on two factors, the forecast from the
previous period and the actual value in the previous period. This model is equivalent to an
ARIMA (0,1,1) and its mathematical expression is as follows:
y^t+1 = yt + (1   )y^t 1 (5.4)
where y^t+1 is the forecast value at period t + 1,
yt is the actual value at time t,
y^t 1 is the previous estimate at period t + 1, and
 is the smoothing factor, 0    1
Ultimately this model is based on the weighted average of the past values of the series and
hence priority and weight is given to the most recent values. The results from this model in
terms of MSE are presented in the Table (5.4) below. In all the cases except Tiree, the ARIMA
model outperforms the previous naive predictors. Interestingly for the Tiree case, the Seasonal
Persistence showed better performance which is very likely to be due to the strong seasonal
component observed in the series.
Stations ARIMA (0,1,1) MSE (ms 1)
Lerwick 1.336
Stornoway Airport 1.335
Valley 1.776
Aldergrove 0.565
Boscombe Down 0.585
Aberporth 1.682
Tiree 1.876
Table 5.4: ARIMA (0,1,1) MSE scores for the BADC-7 stations
5.2.4 ARIMAX/SARIMAXModels with X-input fromMIDASDataset
One of the main goals derived from the initial hypothesis was to construct a model that would
use exogenous inputs along with wind speed. Essentially the exogenous variable would integrate
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an ordinary regression model using external variables into the autoregressive model. To do so
several meteorological variables that were recorded at the same timewith wind speedwere tested.
From those meteorological variables that are stored in the same database within the MIDAS
dataset only two were selected to be used as the exogenous inputs. These two variables were:
• Mean sea level pressure (MSL)
• Air temperature
TheMSL was collected with precision aneroid barometers with a correction for altitude applied
by MIDAS to obtain the pressure at mean sea level measured to the nearest 0.1 hpa. The air
temperature was measured by using thermometers on site and records were stored to the nearest
0.1 C.
These variables were deemed suitable after using an Analysis of Variance (ANOVA) that showed
the significance of each of the meteorological factors in relation to wind speed. ANOVA is a
statistical test that provides information about the effect of each of two or more variables on
another variable. The resulting p values (Probability>F) express the probability of obtaining the
data obtained, given that the null hypothesis is true (i.e. no effect). The null hypotheses for the
ANOVA test is that the mean is the same for all groups. If the p value is near zero then at least
one sample mean is significantly different from the other sample means or that there is a main
effect due to this factor.
Mean  SE DF Sum of squares Mean squares F-statistic p values
Wind 7.290 1.615 0.07 2 3.14E8 1.57E8 8.95E6 0
MSL 1010.293 6.584 0.304 2 3.14E8 1.57E8 8.95E6 0
Air 6.542 2.580 0.119 2 3.14E8 1.57E8 8.95E6 0
Table 5.5: ANOVA for Lerwick station
The results showed that the p values for air temperature is nearly zero while for the MSL was
found to be zero for all the stations. This is also confirmed when two ARIMAX models were
tested each of which used one of the aforementioned variables. When the Tukey test was applied
a sign equal of 1 was found for all three groups. This suggests that the difference between
these groups is significantly different. The Tukey test is similar to the t   test and is expressed
mathematically as:
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qs =
Ya   Yb
S E
(5.5)
where Ya is the larger of the two means compared, Yb is the smallest of the two means compared
and S E is the standard error.
Table (5.6) below shows the MSE scores for all stations.
Stations Air TemperatureMSE (ms 1) Mean Sea Level PressureMSE (ms 1)
Lerwick 1.277 1.310
Stornoway Airport 1.373 1.344
Valley 1.745 1.784
Aldergrove 0.511 0.564
Boscombe Down 0.582 0.575
Aberporth 1.607 1.654
Tiree 1.745 1.873
Table 5.6: ARIMAXMSE scores for the BADC-7 stations
The results for the ARIMAX models corroborate partially the initially hypothesis. It is proven
that a model integrating external meteorological variables can produce better mean monthly
wind speed forecasts than a model which does not. However, the picture is far from complete
as one of the main objectives of this thesis was to test models that, while they use exogenous
inputs, they take into consideration the seasonal component in the series. Therefore, following
the construction of the above models, seasonal models were also developed. The score in the
MSE depicts the superiority of the SARIMAX model against the simple ARIMAX. The table
below shows the MSE achieved for all the BADC-7 stations.
Stations Air TemperatureMSE (ms 1) Mean Sea Level PressureMSE (ms 1)
Lerwick 1.04 1.070
Stornoway Airport 0.747 0.762
Valley 1.005 1.089
Aldergrove 0.458 0.467
Boscombe Down 0.350 0.320
Aberporth 0.807 0.864
Tiree 0.842 0.989
Table 5.7: SARIMAXMSE scores for the BADC-7 stations
It is clear that using a model that treats wind speed as a dependent variable and other
meteorological variables as exogenous inputs shows higher accuracy and performance compared
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to a model which does not. Nevertheless, the models presented so far assume that the effect
the independent variables have on the dependent one occurs at current time. Thus, they fail to
consider effects that take place at different time lags.
5.2.5 SARIMAXModel with X-input from the ERA-40 Dataset
This section presents a model that uses wind speed as a dependent variable while it assumes that
there is an effect of wind and other meteorological variables at different time lags. Checking the
correlation coefficient between two variables helped to identify andmeasure the strength of their
linear relationship (if any existed). Wind speed records covering the size of the geographical
area of the UK were averaged and tested for correlation with other meteorological variables such
as:
• Wind speed,
• Mean sea level pressure, and
• Sea surface temperature
5.2.5.1 Exogenous Variables
• Wind speed:
Wind speed was chosen to be tested for correlation due to the possibility of existence of
a pattern in the circulation of the air masses. Such a pattern was worthy to investigate
since this would mean that measuring wind speed in a location other than the UK, e.g in
an Atlantic Ocean area, could improve the estimation of the wind speed in the UK. This
would be of great importance, especially if it proved that it could occur at different time
lags. The latter was considered useful as it would help estimating wind speed in the UK
by recording in advance wind speed in different geographical areas.
• Mean sea level pressure (MSL):
Cluster analysis has been employed on sea level pressure data in several studies looking
at identifying climatological regimes and weather forecasting [176–178]. Nevertheless,
it has also been used specifically in wind studies, as the one presented by Paluticof et
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al. [179], where the authors used mean sea level pressure data to reconstruct surface wind
speeds. It is also known that air density can contribute to the calculation of wind power
(Pw):
Pw =
1
2
CP  A u3 (W) (5.6)
where  is the density of air (1.225 kg/m3); CP is the power coefficient and A is the
rotor swept area in m2. Air density, however, is derived from barometric pressure and air
temperature.
 =
p
RT
(kg/m3) (5.7)
where p is the air pressure in Pa or N/m2, R is the specific gas constant for air (287 J/kg),
and T is the air temperature in degrees Kelvin.
If, however, the air pressure on the site of interest is not available, equation (5.6) can be
rewritten as follows:
 =
 po
RT

exp
 gz
RT (kg/m3) (5.8)
where po is the sea level pressure, g is the gravitational constant (9.81 m/s2), and z the
elevation height above sea level in m.
It is clear from the above equations that knowing sea level pressure can aid in estimating
wind power. Therefore, in this study, MSL was also employed in an attempt to identify a
strong relationship between wind speed over the UK andMSL over different geographical
domains.
• Sea surface temperature (SST):
One candidate predictor for the European climate is SST anomalies, as documented by
Sutton and Allen [180]. In support of this, further work observed that at a monthly and
seasonal timescale the anomalies in SST are linked to the anomalies of other atmospheric
variables such as precipitation and air temperature [181, 182]. SST anomalies can also
act as useful predictors for monthly rainfall at 1  and 3 month lags, according to
Drosdowsky and Chambers [183]. Similar findings indicate the role of SST in wind.
Specifically, large-scale persistent wind anomalies associated with El Niño have a strong
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relationship with SST anomalies [184], while Chiang et al. [185] demonstrated that
winds are influenced by surface pressure gradients and thereby by SST. At this point
it should be stated that a similar study that would link specifically SST to wind speeds
across the UK is yet to be presented. However, it is clear from this body of work that
SST is associated with several weather anomalies. For that reason, SST was chosen to
test whether it closely correlates with the wind speed over the UK.
The data used for the estimation of the correlation coefficients were retrieved from the ERA-40
reanalysis dataset. For that reason, the dataset was split in different but equivalent grids such
as the one that Figure (5.4) covers. The choice of testing grids of the same size as the UK and
not individual points lies in the fact that, in their raw format, the data are distributed by being
split by one degree in terms of latitude and longitude. The region for the UK (see Figure (3.2)
in Chapter 3), for example, consists of a grid whose latitude  in degrees North, and longitude
 in degrees East are integrals, where:
griduk = [; ] = [50N to 61N; 9W to 2E]
Moreover, the region under investigation in this study consists of a grid whose latitude  and
longitude  are integrals, where:
gridstudy = [; ] = [14N to 73N; 85W to 2E]
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Figure 5.4: Domain under investigation for correlation between the wind speed over the UK’s grid
and several meteorological variables over the remaining grids
It is obvious that the larger grid contained approximately 4,900 individual points each of which
corresponded to a set of records taken at different time intervals. Thus, trying to measure the
correlation coefficients between one single point with the rest of the points, and also with itself,
at varying time lags would be impractical⁷ considering the time limits and the scope of this work.
Figure (5.5) shows scatter plot matrices that provide a visual summary of pair-wise comparisons
between the wind speed over the UK and (a) wind speed (in ms 1), (b) SST (in C), and (c)
MSL (in hPa), over different geographical grids.
The high correlation coefficients observed from the scatter plot matrices do not necessarily
imply that one variable causes the other. However, this information gives an indication of a
⁷Based on combination theory, if k is the number of the time lags and n the total number of records measured at
a given time, then the total number of combinations that need to be checked for correlation is equal to: (n  1)k2 +
k!
(k 2)!2! . Since, k! = k(k   1)(k   2)!, the total number of combinations is equal to k[(n   1)k+ (k 1)2 ]. This means
that, in this study, the total number of combinations for just a single point is 828,009 and over 109,000,000 different
combinations for all the points ( 132) that cover the UK’s area.
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Figure 5.5: Scatter plot matrices betweenwind speed over the UK and different independent variables
for different time lags
strong association between these variables. This encouraged the idea of incorporating these
independent variables into a model for predicting the dependent variable of interest (i.e. wind
speed).
It also exhibits another case (d) which is the SST gradient (in C). SST gradient is the rate
that SST increases or decreases in relation to change in distance. The reason for including
the SST gradients will be discussed further below. As shown in Appendix (F.1), all the tested
independent variables had high correlation coefficients for different time lags. The backwards
lag for each predictor was chosen under the condition that it could improve the forecasts of
wind speed over the UK. To explain in more detail, Table (F.1) in Appendix (F.1) demonstrates
that wind speed from the ERA-40 dataset was highly correlated with wind speed over the UK
during the time of which the observations occurred, as well as for 1 month lag. However,
this can not increase the efficacy in forecasts since the wind speed over the UK needs to be
estimated beforehand. On the other hand, in the same Table, 8  , 11  and 12 month lags
may be deemed useful due to higher correlation coefficients. Figures (5.6) - (5.8) illustrate the
Pearson’s correlation over the domain under investigation. In Figure (5.6) it is demonstrated that
for a 12 month lag wind speeds over the Atlantic Ocean, Iceland, Greenland and the North
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Sea were highly correlated with wind speed over the UK.
-75 -64 -53 -42 -31 -20 -9 2
25
37
49
61
73
L
at
itu
te
 (i
n 
de
gr
ee
s N
or
th
)
Longitude (in degrees East)
-0.33
-0.16
0.00
0.17
0.34
0.50
0.67
0.83
Figure 5.6: Correlation coefficient between wind speed over the UK and wind speed from ERA-40
for a time lag of 12 months
Figure (5.6) confirms the findings presented by Qu et al. [186] that the variation in SST lagged
three months behind that of wind speed.
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Figure 5.7: Correlation coefficient betweenwind speed over the UK and SST formERA-40 for a time
lag of 4 months
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Figure 5.8: Correlation coefficient between wind speed over the UK and MSL form ERA-40 for a
time lag of 12 months
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Figure (5.9) presents the histograms of the residuals from the correlation coefficients after
fitting a linear model to each case. All histograms showed symmetry and they were evenly
distributed around zero. This means that the assumption of normality is likely to be true and
that the observed residuals coincide with the theoretical ones. Thus, the relationship between the
dependent and the independent variable(s) can be modelled by using models from the ARIMA
family.
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Figure 5.9: Histograms of regular residual for all cases
However, seasonality may mask any hidden patterns in the series. For that reason, the seasonal
differences of the series were also taken into account as well as a further difference, in case
remaining non-stationarity was still present (see Makridakis et al. [187] for further details
about differencing time series). The results showed that by removing the seasonal component
in the series the correlation coefficients dropped significantly. From this analysis it was found
that seasonality plays an important role in both exposing patterns in the series and depicting
high correlations between different variables. For brevity reasons, these results are presented in
Appendix (F.2).
Several authors have indicated a strong relationship between surface convergence and deep
convection which, in turn, may affect surface pressure gradients, winds, and climatological
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Figure 5.10: Domains with the highest correlation between the wind speed over the UK’s grid and
the X-inputs
convergence patterns. This relationship has been explained by SST gradients and documented
in many studies [188–191]. Therefore, similarly to the previous approach, the correlation
coefficients between wind speed over the UK and SST gradients (known henceforth as -case-
(d)) were also calculated. Following the aforementioned discussion, the results presented in
Table (F.7) in Appendix (F.3) encouraged the use of the SST gradients since the correlation
coefficients were significantly high. Again, similarly to the cases of wind speed (a), SST
(b), and MSL (c), high correlation coefficients were observed for different time lags. At
this point, it is noteworthy that differencing the SST gradients series resulted in even lower
correlation coefficients. Figure (5.10) shows the geographical location of the cells which are
highly correlated with the wind speed over the UK. The red, magenta, green and purple cells
illustrate the areas where the wind speed, the SST, the MSL and the SST gradient are highly
correlated with the wind speed over the UK.
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5.2.5.2 Model Selection and Fitting
In the previous section it was documented that the variable of interest (i.e. wind speed) has
strong correlation with other variables. However, this association with wind speed occurred at
different time lags depending on the independent variable chosen. For instance, it was found
that the wind speed over the UK has strong correlation with the wind speed over Greenland on
a time lag equal to 12 months. This means that there is a strong association between measuring
wind speed over that region 12 months in advance and wind speed over the UK a year after.
Similarly, SST over a region East than Florida has high correlation with wind speed over the
UK on a time lag equal to 4 months. MSL over Mauritania is associated with wind speed over
the UK on a lagging time of 12 months. Last, in the case of the SST gradient (d) the lag time
was found to be 10 months.
-12 -10
(a), (c)
(d)
(b)
-4 1 step
present
lags
Figure 5.11: Lags of exogenous variables
The difference in the time lags resulted in different training periods for each case. Figure (5.12)
below, shows the training as well as the estimation periods for each case.
The testing period, on the other hand, was selected to be common for all the different cases.
The reason behind this choice was not only to estimate the performance of each model but also
to conduct a comparison between those models under the same conditions.
The fitting of all models was tested based on Akaike’s information criterion (AIC) [192]. AIC is
a metric tool that can identify whether a model fits well to a set of observations, and is expressed
as:
AIC =  2 ln L f + 2p (5.9)
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Figure 5.12: Training and testing period of data
where p is the number of parameters in the model and ln L f is the natural logarithm of the
maximum likelihood (L f ). The least score in AIC resulted in the selection of the best model.
The model presented herein, was first published by Kritharas et al. [100] with the difference
that this study used atmospheric pressure, atmospheric temperature, and relative humidity data
measured at the location of each station as independent variables. The authors proposed a
SARIMAX model, as described in section 2.1.2.2 and expressed by equation (2.22).
In contrast to the present work, Kritharas et al. [100] assumed that the effect of the exogenous
variable(s) on the predictand occurred at concurrent times. The association between the
meteorological variables and wind speed at different time lags that was previously presented
was used to test the hypothesis formulated at the beginning of this study (section 1.6). The
research demonstrated in this Chapter can be, therefore, considered a sequel of the previous
work.
The proposed model was developed using the ”arima” function from the System Indetification
Toolbox™ version 2.3 of MatLab®. Based on AIC, the scope during the development of the
model was to determine the optimum parameters of equation (2.22) that minimised the Final
Prediction Error (FPE). Akaike’s FPE is defined as:
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FPE = V
 
1 + d/N
1   d/N
!
(5.10)
where V is the loss function, d is the number of estimated parameters, and N is the number of
values in the estimation data set [193].
According to the user’s guide, the toolbox assumes that the final prediction error is asymptotic
for d << N and uses the following approximation to compute FPE:
FPE = V (1 + 2d/N) (5.11)
The SARIMAX model was justified from section (5.1.2) when the series were checked
for stationarity. Following this, it was also shown that there is a correlation with other
meteorological variables and wind speed in the UK. This was also documented by presenting
several models that surpassed Persistence. However, as it was amply explained, a model that
could use as exogenous inputs variables that lag from wind speed has never been previously
published. Using the AIC criterion mentioned above for fitting the models led to the
development of several orders of SARIMAX for each case. The best models are presented in
Table (5.8).
Cases Order FPE V
Wind speed (4; 1; 1; 1)(0; 1; 1)12 0:744 0:694
SST (1; 1; 1; 1)(0; 1; 1)12 0:734 0:693
MSL (1; 1; 1; 1)(0; 1; 1)12 0:730 0:69
SST gradient (1; 1; 1; 1)(0; 1; 1)12 0:775 0:73
Table 5.8: Order of the best SARIMAX for each model
The term order, as mentioned in section (2.1.2.2), refers to the order of the autoregressive process
which is expressed as a polynomial that takes into account only the previous terms of the process
and the error term. A SARIMAX is essentially a SARIMA with exogenous input with degree
p; q; P;Q, is an extension of an ARIMAmodel, which also takes into account seasonality s, and
can be written as a SARIMA (p; d; q)  (P;D;Q)s.
In order to evaluate the performance of these models, the data were separated into two subsets;
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a training and a testing one, as Figure (5.12) illustrates. This study was focused on training
the models using a long dataset while at the same time evaluating their performance over a
relatively long time horizon. In contrast to the models that employ AI, such as ANNs and
SVMs (see Chapter 2), the model used in this study required a long dataset in order to capture
the characteristics of the time series. For this reason, 468, 476 and 472 monthly mean values
were used for training the models for the cases (a) and (c), (b), and, (d), respectively. The next
section presents how the models performed as well as their scores in terms of MSE.
5.3 Model Validation and Statistical Errors
Figure (5.13) illustrates the performance of the proposed model when predicting the monthly
mean wind speed over the region of the UK.
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Figure 5.13: Predictions of SARIMAX models over the whole UK
From the visual inspection of the plots it is confirmed that the models do capture the changes
in monthly mean wind speed on a satisfactory level. However, during individual years where
extreme events were observed the model failed to capture instantly the steep changes such as in
Summer 1997 and Autumn 2000. At this point, it is noteworthy that similar to Figure (5.3)
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the actual time is in months as each point on both the actual wind speed and the model is
in months. Interestingly, each model after experiencing a sudden change, it slowly regains its
ability to capture the wind speed variability. This confirms the benefits of autoregressive moving
average models. Nonetheless, which model produced the best result was concluded from a
direct comparison of the errors that each model generated. To accomplish this, the statistical
metric of MSE was used, as previously described in section 2.1.2.2. Table (5.9) below presents
each case and the corresponding value in terms of MSE. From this comparison, it was shown
that the best independent variable for generating monthly mean wind speed forecasts is MSL.
At this point, it was crucial to determine if the data fitted well to the model. The common
diagnostic test for doing so is to plot the ACF and PACF of the residuals. If the plots revealed
any autocorrelation in the data, it would mean that there would be still information undetected
by the models. As Figure (5.14) depicts, the data fitted well to the model since there was no
trace of strong autocorrelation. This is not to be confused with the weak single spike at lag 11.
This is not evidence of a strong remaining autocorrelation which would mean that the model’s
parameters had been specified wrongly. As demonstrated by Makridakis et al. [187], a strong
ACF consists of several positive or negative spikes that tend to reach +1 and  1, respectively.
Indeed, this is not confirmed by the PACF in the same figure which means that there is no
remaining information in the series.
Cases MSE
Wind speed 1:248
SST 1:154
MSL 0:973
SST gradient 0:996
Table 5.9: Error of each SARIMAX model
From this evaluation, as it can be seen in Table (5.9), the proposed model which used the MSL
input, performed better than the ones that used the wind speed (a), SST (b), and SST gradient
(d) by reducing the error of the prediction by 22:1%, 15:68%, and 2:29% respectively.
However, throughout the literature review in Chapter 2 the criticism of the past work lies
in the fact that all of the studies have not used a single dataset to evaluate the performance
of the proposed models. As a consequence, the body of literature is weak in producing a
robust result which would derive from a generic comparison of all the models on the same
dataset. For this reason, the proposed approach was tested for the BADC-7 stations. As it was
mentioned previously, earlier work [100] used different statistical models for the same dataset
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Figure 5.14: ACF and PACF of the residuals for the SARIMAX over the UK
employed in this research. The aim of our study was then directed to determine if the proposed
model surpasses the previous models presented in Kritharas et al. [100]. This is of paramount
importance since the results will serve as a springboard for the continuity of the research in
this field. It will also draw useful conclusions and recommendations regardless of whether the
proposed model performs better than the previous ones.
5.4 Long-TermWind Predictions at BADC-7 Stations
The approach described in the previous section was used to generate monthly mean wind speed
predictions at each station included in the BADC-7 class. In the following pages the results
from Lerwick station are presented though the rest figures and tables can be found in Appendix
(G).
When the data at Lerwick station was fitted to the proposed model it was found that different
order of SARIMAX produced the minimum FPE than the models presented when the wind
speed was averaged over the UK.There were two reasons for this result. Firstly, the targeted time
series were different on each occasion; in the first case, data from ERA-40 were averaged over
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the whole UK whereas in the second case the data was retrieved from a distinct geographical
location within the UK. Secondly, the local anomalies at each site were more easily revealed than
when the wind speed was averaged over a whole region. This averaging procedure suppressed
any effects from local anomalies, and hence it was reasonable to expect differences between the
two models.
Cases Order FPE V
Wind speed (3; 1; 1; 1)(0; 1; 1)12 1:207 1:13
SST (4; 1; 1; 1)(0; 1; 1)12 1:195 1:114
MSL (0; 1; 1; 1)(0; 1; 1)12 1:23 1:168
SST gradient (8; 1; 1; 1)(0; 1; 1)12 1:171 1:074
Table 5.10: Identifying the order of the best SARIMAX on the training dataset for each model at
Lerwick
Similarly to before, the orders of themodels were determined by assessing theMSE in each case.
The most promising remarks were drawn when the model developed was compared with the
models presented by Kritharas et al. [100]. As Table (5.11) demonstrates the proposed model
increased the efficacy in the predictions by 10:04%, 12:8% and 14:6%. In the case of the whole
UK (Table 5.9), MSL was the best predictor at all stations. However, in the case of each station
SST gradient exhibited the lowest errors. The exception was Aberporth achieving the lowest
errors when using the SST. That station is located in Wales and therefore it is assumed that
these differences may be attributed to each station’s microclimate and local anomalies, though
this requires further investigation. It is noted that this research is confined to the development
of a statistical model without intending to investigate the underlying processes of atmospheric
physics. Although the two disciplines (i.e. wind energy and meteorology) are often intertwined,
because of the nature of wind and its relationship with atmospheric phenomena, it is beyond
the scope and potential of this work to explore this area. However, it would be prudent for
follow-up research to focus on this direction incorporating both fields.
Table (5.11) shows the statistical errors achieved by themodels when they were introduced in the
testing dataset. The best model was proved to be the one that used wind speed as the exogenous
input.
The results for the rest of the BADC-7 stations are shown in Appendix (G). Figures (5.15)
- (5.16) illustrate the performance of the proposed model. The ACF and PACF plots testify
that the data fitted well to the model and there was no remaining autocorrelation in the data.
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Cases Order MSE ME ms 1
Wind speed (3; 1; 1; 1)(0; 1; 1)12 1:120 0:014
SST (4; 1; 1; 1)(0; 1; 1)12 1:20  0:044
MSL (0; 1; 1; 1)(0; 1; 1)12 1:155 0:005
SST gradient (8; 1; 1; 1)(0; 1; 1)12 1:248 0:056
(atm. pres.) (6; 1; 1; 1)(0; 1; 1)12 1:245  0:003
(rh) (7; 1; 1; 1)(0; 1; 1)12 1:284  0:011
(atm temp.) (7; 1; 1; 1)(0; 1; 1)12 1:311 0:072
Table 5.11: Order of the best SARIMAX at Lerwick and corresponding statistical errors
Assessing theMEwas a way to identify if the forecasts were biased. ME, or else, the forecast bias
is determined by checking if the residuals show a trend which may reveal consistent differences
between actual values and previously generated forecasts. Similar to all the other statistical
errors, ME is expressed in ms 1 when looking at forecasting errors in wind speed and in kW
when looking at the prediction errors in wind power.
As Table (5.11) indicates, theME is very close to zero which means that the forecasts generated
by the models were not biased. In addition to Table (5.11), Figure (5.17) serves as a direct
visual comparison of the models used in this study since it shows the Absolute Error (AE)
for the validation dataset. Figure (5.17) confirms that the minimum errors occurred when the
SARIMAX model used wind speed as an exogenous input.
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Figure 5.15: Predictions of SARIMAX models at Lerwick
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Figure 5.16: Correlograms of residuals at Lerwick
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Figure 5.17: Absolute errors produced by different models at Lerwick
130
Model Development
5.5 Practical Implementation of the SARIMAX
Monthly mean wind speed forecasts can be utilised by different groups from theWind Industry
such as:
• TSOs: Monthly wind speeds could offer insights in monthly power outputs which allows
for calculating monthly capacity factors. This information can be used for planning and
scheduling power systems in a more effective way.
• Consultants: Typically, wind assessments undertaken by wind consultants are based on
monthly mean wind speeds as described by Youm at al. [194]. The majority of the wind
assessments require correlating the mean monthly records of wind speed at a location of
interest with a long-term historic dataset. By this approach the monthly averages can be
used for determining:
1. the inter annual variability of wind speed,
2. the long-term wind speed estimate which derives from the MCP between the
monthly averages and the historic dataset
• Banks: Setting the terms of concessions and repayment of any loan before granting it
is a common practice for bankers and external investors. Wind power projects are not
different from any investment which requires financial support. Therefore, it is crucial for
the bankers to assess the associated risk and the interest rate of return (IRR) that they
will have to apply on the project in order to minimise exposure to overall risk [195,196].
Thus it is a prerequisite for the developers to demonstrate information that proves the
viability of the project. Average monthly wind speed provides details on how wind may
vary on an annual basis andmost importantly how seasonality could affect the project cash
flow. The monthly wind speeds along with the measured shear can lead to monthly power
production estimates which in turn can be translated to monthly energy production. The
latter is important as it is associated with the revenue of the project and essentially will
inform the banks whether the project is likely to cover the debt service.
The usefulness and applicability of the proposed model is underlined as it is able to cover
the above needs by generating mean monthly forecasts of wind speed for a given location.
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As demonstrated throughout this research, this can be achieved by using information related
to wind speed that is recorded on site along with data retrieved from the ERA-40 dataset.
Therefore, it is advocated that Wind Industry would benefit from a coordinated utilisation of
the proposed SARIMAX as it promises to serve several objectives set on different levels required
during the development of a wind project.
5.6 Chapter Summary
This Chapter reflects the actual chronological sequence of testing several statistical models that
resulted in the development of the SARIMAX model. This process of model building along
with the final proposed model constitute a benchmark in long-term wind speed forecasting.
The final model, while incorporating both seasonality and monthly autocorrelation, utilised
exogenous variables for different time lags. The novelty in this approach is that the inherent
limitation of SARIMAX (i.e. to pre-assume that the effect of the exogenous variable(s) on
the predictand occurs at concurrent times) was bypassed. This was achieved by calculating the
correlation between the dependent and the independent variables at different time lags. Once
the best pair (i.e. correlation between wind speed and exogenous variable) for each case was
determined the exogenous time series was ”shifted”. In this way, the models were forced to
consider the effect that the independent variable had on wind speed for different time lags. The
pairs that were created include the correlation between:
• wind speed over the UK and wind speed for a grid of the same size as the UK;
• wind speed over the UK and SST for a grid of the same size as the UK;
• wind speed over the UK and MSL for a grid of the same size as the UK;
• wind speed over the UK and SST gradients for a grid of the same size as the UK.
The results indicated high correlations up to 0.75 between the tested variables and wind speed
which is in line with the body of literature.
The model was trained using monthly wind speed observations for a period of 39 years and was
tested for a period of 5 years. The optimum parameters of the model for each case were selected
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by applying the AIC criterion and using the FPE to minimise the prediction error.
When the four pairs of interest were used to forecast the monthly mean wind speed over the
UK the results showed an improvement in the predictions. Comparing results to a previous
non exogenous approach revealed an increase in the accuracy by maximum 22:03%, in favour
of the lag model. Following this, the proposed model was applied to the BADC-7 stations
and its predictions were subsequently compared to the ones presented by Kritharas et al. [100].
The results elucidated that the SARIMAX outperformed the previous model by achieving a
minimum and a maximum accuracy of 10:04% and 14:6%, respectively.
The ACF and PACF plots of the residuals for each case/station revealed that the data fitted well
to the models and that there was no remaining autocorrelation. The fact that there was not any
hidden information left in the series testified that the parameters of the models were selected
correctly based on AIC criterion. Finally, assessing theME of the generated time series showed
that the forecasts were not biased. These results verified the objective of this research to identify
a model that outperforms in accuracy when incorporating exogenous variables.
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Conclusions and Further Direction of
Research
This research aimed to develop a model for monthly wind speed predictions. The studywas set out to evaluate the accuracy of this model which, by employing different
meteorological variables with wind speed over the UK, shows better performance.
This research sought to answer the following questions;
1. Can we forecast monthly mean wind speed?
2. Is there any explanatory variable that affects wind speed?
3. Is it feasible to develop a model with will take into account both the dependent and
independent variables?
Good Energy, which supported this research, typically purchase base load by checking historical
seasonal trends and hence underestimates the energy generated from their wind farms. This
is not cost effective and thus Good Energy appreciated the need for improving their trading
mechanism. Therefore, it was necessary to answer the aforementioned questions in order to
provide an industrially viable solution. It was deemed of great importance to develop and
evaluate a novel model which while belonging to the family of statistical models would reveal less
limitations concerning the inherent characteristics of wind speed time series (i.e. non linear).
Wind is indigenous and non depletable. There is no doubt that the years to come the electricity
generated from wind will diversify the energy mix and provide security to the energy supply in
the UK as well as globally. However, it is vital to forecast wind speed due to it’s variable nature.
Seemingly absurd, so far the majority of the literature has focused on short-term forecasting of
wind speed/power. Nonetheless, there is a need for forecasting wind speed at longer timescales
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since this would contribute to the evaluation of the technical feasibility as well as the financial
viability of wind projects for their expected operational life span.
From the literature on long-term forecasting, it was concluded that the studies overall have
employed several models with an attempt to validate them taking into account the weaknesses of
each model. Moreover, it is evident that each case study has used different datasets. As a result,
taken together, the findings of these studies do not yield robust and indisputable agreement
as to which approach produces better results. It would be reasonably expected, after 15 years
of research purely on long-term prediction, that there would have been a generic research
framework, within which there would have been a comparison of models as well as of algorithms
over the same testing datasets for the same predicted ones. This would not necessarily mean that
the training dataset must be similar in terms of the timescale; as extracted from the literature,
some models are in need of using a larger amount of data to capture the characteristics of time
series while others do not. The strand of long-termwind speed/power forecasting should engage
in the conduction of research drawing on a large range of work similar to the one presented by
Kariniotakis et al. [197] for ANEMOS project.
In this context, developing a statistical model which would improve the accuracy in monthly
wind speed forecasts was considered to be critical in establishing a viable industrial tool for
planning, operating, and maintenance scheduling tasks.
To accomplish this, the key objectives were set as follows:
1. To investigate the correlation between wind speed and other meteorological variables,
2. To identify a spatial association between the two variables of interest,
3. To take into account different lags in the association between the variables for the
development of the model,
4. To compare the proposed model with one that does not take into account exogenous
variables
This Chapter presents a synthesis of the findings from the study with respect to the research
questions. A discussion follows on the contribution and impact of this work on the existing
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research both at theoretical and policy levels. Finally, the thesis concludes with a series of
recommendations for further direction of research.
6.1 Findings
The main findings which are summarised in the corresponding chapter (see Chapter 5) were:
• Wind speed, MSL and SST reveal a strong correlation with wind speed over the region
of the UK up to 0.72.
• Depending on the exogenous input used, this relationship occurs at different time, varying
from 4  up to 12 month lags.
• There is a maximum improvement of 22.03% in the accuracy of the model when the
exogenous variables are employed into the model as opposed to the lower performance
when this is neglected.
The initial hypothesis that the proposed model would improve the monthly predictions is
attested by decreasing the error of the predictions by maximum 22.03% and by minimum 2.29%
for the whole UK. Equally, when the model was tested for a specific station against another
model which does not incorporate exogenous inputs, it decreased the error by a minimum
10.04% and maximum 14.6%. Determining the correlation coefficients between wind speed
and the independent variables revealed a strong association. Given the high correlation it was
decided to choose the best case to be tested for each variable. It was then found that the wind
speed over the UK has strong correlation with the wind speed over Greenland on a time lag of
12 months. This means that measuring wind speed over that region 12 months in advance has
strong association with wind speed over the UK. Similarly, SST over a region East of Florida
was highly correlated with wind speed over the UK on a time lag equal to 4 months. MSL
over Mauritania is associated with wind speed over the UK on a lagging time of 12 months.
Incorporating the above variables in the proposed model was found to be the key answer in
generating accurate monthly wind speed predictions at the region of the UK.
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The rationale behind these findings is in line with previous work that shows an inter-relationship
between the meteorological variables [176–186,188–191]. The converging evidence from these
studies was that the aforementioned variables are linked to the anomalies of other atmospheric
ones. The expectation that certain meteorological variables would affect wind speed over the
UK led to a close look at the relationship between each of these variables and wind speed.
According to Qu et al. [186] there are trends in the region of 75 N to 80 N between wind
speed and SST. Qu et al. determined the correlation between the variables under investigation
and concluded that there is a 3- month lag between SST and wind speed at the examined area
of that study. Based on this evidence and drawing on the present data the same rationale was
adopted in the procedure of determining the correlation between the different variables until
a high correlation was recorded. Moreover, a correlation was identified between the variables
used in this thesis at different geographical locations as opposed to the results presented byQu el
al. [186] which showed high correlation between variables for the same location. This decision
making was also grounded in the body of work which indicates an inter-relationship between
atmospheric variables from different geographical regions. At the same time, there are limited
studies employing exogenous inputs for long-term forecasting whereas there are strong findings
from relevant work on short-term predictions. In the research reported herein, this played a
fundamental role in drawing on the theoretical framework of autoregressive-moving average
models with exogenous inputs.
The steps for identifying the relationship between variables included a systematic and sequential
testing of different pairs of ”independent-dependent” variables covering different combinations
both on spatial and temporal scale. This revealed different correlations depending on the
combination of the following:
• A region-based pairing between each independent variable over the same region and the
dependent variable over the UK, producing four pairs for each geographical region in the
Atlantic ocean (i.e wind speed over the UK and wind speed (a), wind speed over the UK
and SST (b) , wind speed over the UK and MSL (c), wind speed over the UK and SST
gradient (d);
• The time lagged series of the independent variables (0-lag denotes present time, 1-lag
denotes the value of the independent variable for t   1, etc) and the wind speed over the
UK at time t.
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The results from the correlation coefficients determined which is the optimum combination
on both spatial and temporal scale for each independent variable. To date, this is a novel
approach for assessing the relationship between wind speed over the UK and other variables
at different time lags and different geographical regions. The restriction from Good Energy
to use a statistical model was in line with the histograms of the residuals from the above
correlations dictating that such models can describe the relationship between the dependent and
the independent variables. In parallel, the limitation of SARIMAXmodels in pre-assuming that
the effect of the exogenous variable(s) on the predictand occurs at concurrent times was bypassed
by shifting lags to the exogenous time series, as depicted from the correlation coefficients. These
actions eventually begot the development of four different models each of which employed wind
speed in the UK as endogenous input and correspondingly one of the four exogenous variables,
as described above. The ability of the tested models to employ the effect of the independent
variables on wind speed resulted in capturing better the characteristics of wind speed time series
and hence to produce low statistical errors. During an inter-comparison of the four models it
was revealed that the best predictor is MSL which converges with previous findings concerning
other models [100, 111]. This corroborates the initial hypothesis supporting the feasibility of
incorporating exogenous variables into a case of a SARIMA model to forecast monthly mean
wind speed.
The principal contribution of this particular work lies in the use of exogenous variables into a
specific case of SARIMA models for predicting monthly mean wind speed in the UK. These
models in combination with the sub-objective of this study to create an RDBS with a long-term
historic onshore data can be influential on our understanding and possible research trends.
Specifically:
1. This approach can aid in developing different models and learning algorithms for
generating monthly mean wind speed predictions. As mentioned previously, the drive
for an evaluation of the optimum model would provide useful insights into different
methodologies, their pros and cons, as well as contributing to the better understanding
of how wind speed evolves through time and different locations. The limitation of such
an attempt is clearly the fact that the results would be useful only for the UK.
2. The present findings improve understanding of the nature of this group of models in that
they appear to be versatile since they have a great potential when using additional input
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information.
3. There can be an influence on further understanding and application of this knowledge
by adopting the specified independent variables to a different family of models such as
ANN or SVM.This model can also be used in conjunction with other models in order to
formulate a hybrid approach.
4. The strong association between the tested atmospheric variables and wind speed at
different time lags constitutes a baseline for investigating the potential role of other
variables in long-term wind speed forecasting as well.
Overall, the resultant focus on creating a database of historic wind speed records successfully
served the objectives of this work. This database will lay the foundations for uniformity and
homogeneity to occur in future work, by rendering it accessible to the research community. With
the ability to test the various models using the same data and to develop different topologies and
learning algorithms, concluding remarks will be drawn. Despite the importance of such work
it is characterised by engaging in a complex multiprocess approach of model testing, which
can be time and resource consuming. Moreover, the particular data is specific to the UK’s
climatic conditions and therefore one should interpret the findings with care. However, it is
appreciated that such a future work will establish new routes for a new body of research, which
will bring a considerable development in the general understanding of whichmodels can capture
the characteristics of wind speed time series. The community will then have greater potential to
decide, grounded in a consensus, which model is optimum for long-term wind speed forecasting
in the UK.
6.2 Limitations and Recommendations
Certain limitations are found across the research encountered mainly due to time constraints. A
first limitation is that the size of the areas under investigation is equal to the geographical size
of the UK. However, identifying different points across these areas would produce numerous
pairs of variables and combinations, a procedure which was not attainable given the nature of
the framework of this research.
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One can also observe that this study did not experiment on increasing the number of the
exogenous variables in each model, most importantly due to the initial intention of this work to
provide a baseline for this type of model.
The boundaries of this research did not allow further and in-depth exploration of the
meteorological variables’ role in the correlation. However, the choice for using these variables
was not arbitrary since it was based on existing meteorological research.
At this point, the necessity of exploring the following recommendations for further research is
stressed:
• Convert wind speed prediction into wind power forecasts
Information is available from Good Energy about Delabole wind farm which is located
in the South West of England (50:635975; 4:705904). It consists of 10 Vestas WD34
(400kW) turbines. The scope in this recommendation is to reconstruct the wind speeds
at Delabole wind farm by taking into account the best neighbours from the BADC-7
dataset. Wind speed series should be extrapolated to the hub height which for the case
of Delabole farm is 32 m agl. Having extrapolated the wind speed at hub height the
proposed model will generate the monthly wind speeds. Afterwards, by employing the
power curve for the specific wind turbine the wind speed predictions would be converted
to wind power. Such a study would serve as an evaluation of the model presented in this
thesis and simultaneously would assess whether the proposed model is cost effective for
turning into an operational tool.
• Hybrid model
The proposed model of this thesis can be used in conjunction with an ANN or an SVM
model in order to employ a hybrid approach which will aim to improve the forecasts.
• Identifying the best model
The already built database can be used for testing different statistical models and different
training algorithms. Readers should pay attention to section 2.2 in order to identify which
models/methods have not yet been used on long-term wind speed forecasting.
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6.3 Conclusion
The findings of the present work affirm the two level hypothesis that:
• there is a strong association between independentmeteorological variables andwind speed
for different time lags, and
• when both the dependent and independent variables are fed into a seasonal model it
performs better than a model which does incorporate the same approach.
The present work intends to offer evaluative perspective on using a seasonal autoregressive
moving average model with exogenous inputs for long-term wind speed forecasts. The major
finding, that such a model achieved higher accuracy in the forecasts, allows this research to
provide valid insights into the intriguing topic of long-term wind speed forecasting.
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MeanAnnualWind Speed perDirection
ThisAppendix includes the graphs ofmean annual wind speed by 30 direction for the remaining
BADC-7 stations that was mentioned in Chapter 3.
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Figure A.1: Mean annual wind speed by 30 direction for Lerwick
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Figure A.2: Mean annual wind speed by 30 direction for Boscombe Down
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Figure A.3: Mean annual wind speed by 30 direction for Valley
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Mean Annual Wind Speed per Direction
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Figure A.4: Mean annual wind speed by 30 direction for Aberporth
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Appendix B
Instruments and HeightMeasurement
Changes
This Chapter includes information related to instrument changes for the BADC-57 stations
that was mentioned in Chapter 3 (section 3.3.2).
Sites Dates Instrument Effective height
Lerwick 01/01/1983 - 01/06/1984 Munro Mk4 anemometer 10
01/06/1984 - 01/10/1999 Munro Mk4 anemometer 10
01/10/1999 - 31/12/2009 Munro Mk6 anemometer 10
Sella Ness 01/01/1983 - 21/08/2009 Munro Mk4 anemometer 10
21/08/2009 - 31/12/2009 Vector Mk6 anemometer 10
Wick Airport 01/01/1983 - 21/10/1999 Munro Mk4 anemometer 10
21/10/1999 - 31/12/2009 Vector Mk6 anemometer 10
Stornoway Airport 01/01/1983 - 19/08/2002 Munro Mk5 anemometer 10
19/08/2002 - 31/01/2009 Munro Mk6 anemometer 10
Aviemore 01/01/1983 - 20/09/1999 Munro Mk4 anemometer 10
20/09/1999 - 31/01/2009 Munro Mk6 anemometer 10
Kinloss 01/01/1983 - 31/12/1992 Anemometer 10
31/12/1992 - 24/05/1993 Assman Mk2 anemometer 10
24/05/1993 - 01/12/1996 Munro Mk4 anemometer 10
01/12/1996 - 15/03/2001 Munro Mk5 anemometer 10
15/03/2001 - 31/12/2009 Vector Mk6 anemometer 10
Lossiemouth 01/01/1983 - 01/05/1992 Munro Mk4 anemometer 10
01/05/1992 - 13/10/2006 Munro Mk5 anemometer 10
13/10/2006 - 31/12/2009 Vector Mk6 anemometer 10
Dyce 01/01/1983 - 31/05/2000 Munro Mk4 anemometer 10
31/05/2000 - 31/01/2009 Vector Mk6 anemometer 10
Peterhead Harbour 01/01/1983 - 17/12/1996 Assman Mk2 anemometer 15
continued on next page
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continued from previous page
Sites Dates Instrument Effective height
17/12/1996 - 11/09/2009 Assman Mk2 anemometer 10
11/09/2009 - 31/12/2009 Vector Mk6 anemometer 10
Leuchars 01/01/1983 - 01/10/1990 Munro Mk5 anemometer 10
01/10/1990 - 15/11/1994 Munro Mk5 anemometer 10
15/11/1994 - 16/12/2000 Munro Mk5 anemometer 10
16/12/2000 - 31/12/2009 Vector Mk6 anemometer 10
Boulmer 01/01/1983 - 01/01/1997 Munro Mk4 anemometer 10
01/01/1997 - 03/05/2000 Munro Mk4 anemometer 10
03/05/2000 - 31/12/2009 Vector Mk6 anemometer 10
Linton on Ouse 01/01/1983 - 01/12/1984 Munro Mk4 anemometer 10
01/12/1984 - 31/12/2009 Munro Mk4 anemometer 10
Waddington 01/01/1983 - 27/01/1983 Cup Mk1 anemometer 10
27/01/1983 - 27/03/2009 Munro Mk4 anemometer 10
27/03/2009 - 31/12/2009 Vector Mk6 anemometer 10
Cranwell 01/01/1983 - 27/10/2009 Munro Mk4 anemometer 12
27/10/2009 - 31/12/2009 Vector Mk6 anemometer 12
Coningsby 01/01/1983 - 31/01/2005 Munro Mk4 anemometer 10
31/01/2005 - 31/12/2009 Vector Mk6 anemometer 10
Marham 01/01/1983 - 28/06/2000 Munro Mk4 anemometer 10
28/06/2000 - 31/12/2009 Vector Mk6 anemometer 10
Gorleston 01/01/1983 - 31/12/2009 Munro Mk4 anemometer 10
Wattisham 01/01/1983 - 08/08/2000 Munro Mk4 anemometer 10
08/08/2000 - 31/12/2009 Vector Mk6 anemometer 10
Bedford 01/01/1983 - 30/11/1999 Munro Mk4 anemometer 10
30/11/1999 - 25/11/2008 Munro Mk4 anemometer 10
25/11/2008 - 31/12/2009 Vector Mk6 anemometer 10
Bingley no2 01/01/1983 - 20/04/2000 Munro Mk4 anemometer 10
20/04/2000 - 31/12/2009 Vector Mk6 anemometer 10
High Bradfield 01/01/1983 - 29/05/2009 Assman Mk2 anemometer 10
29/05/2009 - 31/12/2009 Vector Mk6 anemometer 10
Church Fenton 01/01/1983 - 01/10/1983 Munro Mk4 anemometer 10
01/10/1983 - 27/03/2001 Munro Mk4 anemometer 10
27/03/2001 - 31/12/2009 Vector Mk6 anemometer 10
continued on next page
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continued from previous page
Sites Dates Instrument Effective height
Nottingham, Watnall 01/01/1983 - 18/08/1999 Munro Mk4 anemometer 10
18/08/199 - 31/12/2009 Vector Mk6 anemometer 10
Wittering 01/01/1983 - 07/06/2001 Munro Mk4 anemometer 10
07/06/2001 - 31/12/2009 Vector Mk6 anemometer 10
Brize Norton 01/01/1983 - 23/07/1986 Munro Mk4 anemometer 10
23/07/1986 - 11/03/2001 Munro Mk4 anemometer 10
11/03/2001 - 31/12/2009 Vector Mk6 anemometer 10
Benson 01/01/1983 - 01/07/2000 Munro Mk4 anemometer 10
01/07/2000 - 20/03/2007 Vector Mk6 anemometer 10
20/03/2007 - 31/12/2009 Vector Mk6 anemometer 10
Shawbury 01/01/1983 - 01/03/1988 Munro Mk4 anemometer 10
01/03/1988 - 28/11/2001 Munro Mk4 anemometer 10
28/11/2001 - 31/12/2009 Vector Mk6 anemometer 10
Avonmouth 01/01/1983 - 15/04/1989 Munro Mk4 anemometer 10
15/04/1989 - 17/06/2009 Munro Mk4 anemometer 10
17/06/2009 - 31/12/2009 Vector Mk6 anemometer 10
Heathrow 01/01/1983 - 11/09/2002 Munro Mk5 anemometer 10
11/09/2002 - 01/12/2003 Vector Mk6 anemometer 10
01/12/2003 - 31/12/2009 Vector Mk6 anemometer 10
East Malling 01/01/1983 - 01/07/1998 Anemometer 10
01/07/1998 - 31/12/2009 Vector Mk6 anemometer 10
Manston 01/01/1983 - 01/10/1988 Munro Mk4 anemometer 10
01/10/1988 - 01/01/1996 Munro Mk4 anemometer 10
01/01/1996 - 01/05/1999 Munro Mk4 anemometer 10
01/05/1999 - 28/03/2003 Vector Mk6 anemometer 10
28/03/2003 - 31/12/2009 Vector Mk6 anemometer 10
Hurn N/A N/A N/A
Middle Wallop 01/01/1983 - 01/10/1987 Munro Mk4 anemometer 10
01/10/1987 - 04/01/2001 Munro Mk4 anemomete 10
04/01/2001 - 31/12/2009 Vector Mk6 anemometer 10
Lyneham 01/01/1983 - 01/06/1983 Munro Mk4 anemometer 13
01/06/1983 - 22/07/2000 Munro Mk4 anemometer 10
22/07/2000 - 31/12/2009 Vector Mk6 anemometer 10
continued on next page
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Sites Dates Instrument Effective height
Larkhill 01/01/1983 - 26/09/1984 Munro Mk4 anemometer 10
26/09/1984 - 29/02/2000 Munro Mk4 anemometer 10
29/02/2000 - 27/04/2001 Vector Mk6 anemometer 10
22/07/2000 - 31/12/2009 Vector Mk6 anemometer 10
Boscombe Down 01/01/1983 - 19/11/2009 Munro Mk4 anemometer 10
19/11/2009 - 31/12/2009 Vector Mk6 anemometer 10
Machrihanish 01/01/1983 - 30/10/1992 Munro Mk4 anemometer 10
30/10/1992 - 01/01/1996 Munro Mk4 anemometer 10
01/01/1996 - 29/03/2001 Munro Mk4 anemometer 10
29/03/2001 - 31/12/2009 Vector Mk6 anemometer 10
Dunstaffnage 01/01/1983 - 11/05/2000 Munro Mk4 anemometer 10
11/05/2000 - 31/12/2009 Vector Mk6 anemometer 10
Salsburgh 01/01/1983 - 13/01/2000 Munro Mk4 anemometer 11
13/01/2000 - 09/07/2000 Munro Mk4 anemometer 10
09/07/2000 - 31/12/2009 Vector Mk6 anemometer 10
Eskdalemuir 01/01/1983 - 28/10/1999 Munro Mk4 anemometer 10
28/10/1999 - 31/12/2009 Vector Mk6 anemometer 10
West Freugh 01/01/1983 - 01/12/1995 Munro Mk4 anemometer 10
01/12/1995 - 26/02/2009 Munro Mk4 anemometer 10
26/02/2009 - 31/12/2009 Vector Mk6 anemometer 10
Ronaldsway 01/01/1983 - 25/09/1999 Munro Mk4 anemometer 10
25/09/1999 - 31/12/2009 AGI - Mk6 anemometer 10
Blackpool, Squires Gate 01/01/1983 - 15/11/2005 Munro Mk4 anemometer 11
15/11/2005 - 31/12/2009 Munro Mk4 anemometer 11
Valley 01/01/1983 - 01/04/1988 Munro Mk4 anemometer 12
01/04/1988 - 01/04/1995 Munro Mk4 anemometer 10
01/04/1995 - 26/07/2007 Munro Mk5 anemometer 10
26/07/2007 - 31/12/2009 Munro Mk5 anemometer 10
Bala 01/01/1983 - 10/02/2009 Munro Mk4 anemometer 10
10/02/2009 - 31/12/2009 Vector Mk6 anemometer 10
Aberporth 01/01/1983 - 05/04/2000 Munro Mk4 anemometer 10
05/04/2000 - 31/12/2009 Vector Mk6 anemometer 10
Milford Haven 01/01/1983 - 01/01/1985 Munro Mk4 anemometer 10
continued on next page
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Sites Dates Instrument Effective height
01/01/1985 - 01/05/1995 Munro Mk4 anemometer 10
01/05/1995 - 16/12/1999 Munro Mk4 anemometer 12
16/12/1999 - 17/07/2002 Vector Mk6 anemometer 12
17/07/2002 - 31/12/2009 Vector Mk6 anemometer 10
Yeovilton 01/01/1983 - 15/05/1986 Munro Mk4 anemometer 10
15/05/1986 - 21/02/2008 Munro Mk5 anemometer 10
21/02/2008 - 31/12/2009 Vector Mk6 anemometer 10
Plymouth, Mountbatten 01/01/1983 - 13/12/1999 Munro Mk4 anemometer 10
13/12/1999 - 31/12/2009 Vector Mk6 anemometer 10
Chivenor 01/01/1983 - 15/12/1999 Munro Mk4 anemometer 10
15/12/1999 - 31/12/2009 Vector Mk6 anemometer 10
Camborne 01/01/1983 - 01/10/1999 Munro Mk4 anemometer 10
01/10/1999 - 31/12/2009 Vector Mk6 anemometer 10
Aldergrove 01/01/1983 - 24/01/2003 Munro Mk4 anemometer 10
24/01/2003 - 31/12/2009 Vector Mk6 anemometer 10
Ballypatrick Forest 01/01/1983 - 01/04/1984 Munro Mk4 anemometer 10
01/04/1984 - 01/01/1992 Munro Mk4 anemometer 10
01/01/1992 - 10/02/2009 Munro Mk4 anemometer 10
10/02/2009 - 31/12/2009 Vector Mk6 anemometer 10
Orlock Head 01/01/1983 - 01/07/1993 Munro Mk4 anemometer 12
01/07/1993 - 31/12/2009 Vector Mk6 anemometer 12
Leeming 01/01/1983 - 25/04/1991 Munro Mk4 anemometer 10
25/04/1991 - 13/05/2008 Munro Mk5 anemometer 10
13/05/2008 - 31/12/2009 Vector Mk6 anemometer 10
Tiree 01/01/1983 - 11/07/2001 Munro Mk4 anemometer 10
11/07/2001 - 31/12/2009 Vector Mk6 anemometer 10
Table B.1: List of of BADC-57 stations
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Appendix C
TheBADC SurfaceWind Speed Indices
Time (years) BADC-7 index BADC-7 index BADC-57 index
normalised to 55-year period normalised to 29-year period normalised to 29-year period
1957 0.987 0.999 -
1958 0.915 0.927 -
1959 0.987 1.000 -
1960 0.967 0.979 -
1961 1.040 1.054 -
1962 1.017 1.031 -
1963 1.031 1.044 -
1964 1.048 1.061 -
1965 1.017 1.030 -
1966 1.047 1.060 -
1967 1.109 1.124 -
1968 0.958 0.970 -
1969 0.977 0.989 -
1970 1.046 1.060 -
1971 0.981 0.994 -
1972 1.018 1.031 -
1973 0.984 0.997 -
1974 1.059 1.073 -
1975 0.978 0.991 -
1976 0.995 1.008 -
1977 1.065 1.079 -
1978 1.019 1.033 -
1979 1.037 1.051 -
1980 1.025 1.038 -
continued on next page
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The BADC Surface Wind Speed Indices
continued from previous page
Time (years) BADC-7 index BADC-7 index BADC-57 index
normalised to 55-year period normalised to 29-year period normalised to 29-year period
1981 1.041 1.055 -
1982 1.037 1.050 -
1983 1.026 1.039 1.050
1984 0.956 0.969 0.981
1985 0.945 0.958 0.978
1986 1.062 1.076 1.100
1987 0.891 0.903 0.920
1988 0.955 0.968 0.998
1989 0.966 0.979 0.984
1990 1.028 1.042 1.077
1991 0.933 0.945 0.971
1992 0.971 0.984 1.016
1993 0.988 1.000 1.018
1994 1.044 1.058 1.056
1995 0.991 1.004 1.002
1996 0.988 1.001 0.989
1997 0.970 0.983 0.958
1998 1.052 1.066 1.040
1999 1.019 1.032 1.022
2000 1.002 1.015 1.007
2001 0.924 0.936 0.944
2002 1.006 1.019 0.998
2003 0.957 0.969 0.953
2004 0.984 0.997 0.992
2005 1.011 1.024 1.003
2006 0.999 1.012 0.989
2007 0.999 1.012 0.998
2008 1.025 1.038 1.035
2009 0.993 1.006 0.985
2010 0.931 0.944 0.907
2011 1.010 1.023 1.032
Table C.1: The BADC Surface Wind Speed Indices
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Appendix D
Annual RegionalWind Indices by
Season
This Chapter includes information related to annual wind indices using the BADC-57 stations
over the period 1983-2011 that was mentioned in Chapter 4. The wind speed indices are broken
down by season:
• winter: December - January - February
• spring: March - April - May
• summer: June - July - August
• autumn: September - October - November
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Annual Regional Wind Indices by Season
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Figure D.1: Regional winter wind index
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Figure D.2: Regional spring wind index
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Figure D.3: Regional summer wind index
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Annual Regional Wind Indices by Season
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Figure D.4: Regional autumn wind index
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Appendix E
Augmented Dickey Fuller Test
ThisChapter includes information related toAugmentedDickey Fuller Test that wasmentioned
in Chapter 5 (section 5.1.2).
Consider a stochastic process of the form:
yt = yt 1 + t; 8t 2 N (E.1)
Where yt is the endogenous variable of the process, t is the time index,  is a parameter of the
model and t is the irregular component, or else white noise.
Solving for t, equation (E.1) =)
(1   L)yt = t (E.2)
Then the process is stationary if the root of the characteristic equation, (1   L) = 0 > 1.
Solving the characteristic equation for L we get that L = 1/ > 1 for 0 <  < 1.
Testing if the root is greater than 1 is not a straightforward task since prior to the test,  has to
be estimated (^). This can be done by estimating equation (E.1) and by using the hypothesis
test:
H0 : ^ = 1 non-stationary (E.3)
Against the alternative:
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Augmented Dickey Fuller Test
H1 : ^ < 1 stationary (E.4)
Thus, for equation (E.2), ^ is estimated as in Ref. [174]:
^r =
X
ytyt 1
0BBBBB@X yt 121CCCCCA 1 (E.5)
However, the problem in the standard unit root hypothesis testing, lies to the fact that, under the
null hypothesis, the test does not follow the usual t-distribution. Thus, instead of the standard
test, we use the DF test or its augmented version ADF (if more than one lag is included). In
DF test, rather than estimating the stochastic process as in equation E.1, the same regression
model is estimated by incorporating the differenced series yt   yt 1:
yt   yt 1 = yt 1 + t   yt 1
(??)
=) ryt = ^yt 1 + t (E.6)
Where ^ =    1. Then the equation (E.6) is tested for the hypothesis:
H0 : ^ = 0 non-stationary (E.7)
Against the alternative:
H1 : ^ < 0 stationary (E.8)
The DF test is valid only for first order autocorrelation of y due to its principal condition which
needs t to be uncorrelated. For higher orders of y we employ the ADF test. The general form
of an AR(p) model is defined as in equation 2.6.
According to equation (2.6), an AR(2) model is defined as:
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Augmented Dickey Fuller Test
yt = c+ 1yt 1 + 2yt 2 + t
(simultaneously adding and subtracting 2yt 1 in the right side)=)
= c+ (1 + 2)yt 1   2(yt 1   yt 2) + t
(subtracting yt 1 in both sides)=)
yt   yt 1 = c+ (1 + 2)yt 1   2(yt 1   yt 2) + t   yt 1
(??)
=)
ryt = c+ (1 + 2   1)yt 1   2(ryt 1) + t
(substituting 1 + 2   1 =  ^ 2 = 1)=)
ryt = c+  yt 1   1ryt 1 + t (E.9)
Thus, equation (E.9) can be extended to its generic form when a model is of the order of p:
ryt = c+  yt 1  
pX
i=0
iryt i + t (E.10)
Similarly to the DF test, the augmented unit root test is also carried out under the hypothesis:
H0 :  ^ = 0 non-stationary (E.11)
Against the alternative:
H1 :  ^ < 0 stationary (E.12)
The value for the test statistic is computed according to the equation (E.13) and compared
afterwards against the critical values (C.V.) provided in [198]. If the value of the DF < C:V:,
then the null hypothesis H0 of  = 0 is rejected and no unit root is present.
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Augmented Dickey Fuller Test
DF =
 ^
SE( ^)
(E.13)
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Appendix F
Correlation Coefficients
This Chapter includes information related to correlation coefficient between wind speed over
the UK and variables from the ERA-40 dataset that was mentioned in Chapter 5.
F.1 Tables for Correlation Coefficients
cor p Lat Lon
same month 0.893 0 50 to 61  19 to  9
1-month lag 0.605 0 50 to 61  19 to  9
2-month lag 0.323 0 62 to 73  52 to  42
3-month lag        
4-month lag        
5-month lag 0.083 0.054 14 to 25  19 to  9
6-month lag 0.350 0 14 to 25  19 to  9
7-month lag 0.515 0 14 to 25  19 to  9
8-month lag 0.572 0 14 to 25  19 to  9
9-month lag 0.440 0 14 to 25  19 to  9
10-month lag 0.541 0 26 to 37  63 to  53
11-month lag 0.702 0 38 to 49  63 to  53
12-month lag 0.720 0 62 to 73  41 to  31
Table F.1: CorrelationCoefficients for ActualWind Speed at the Reference Grid andWind Speed from
the ERA-40 Dataset
cor p Lat Lon
same month        
1-month lag 0:194 0 14 to 25  41 to 31
2-month lag 0.516 0 14 to 25  41 to  31
3-month lag 0.693 0 14 to 25  41 to  31
4-month lag 0.753 0 26 to 37  63 to  53
5-month lag 0.749 0 26 to 37  85 to  75
6-month lag 0.589 0 26 to 37  85 to  75
7-month lag 0.261 0 26 to 37  85 to  75
8-month lag        
9-month lag        
10-month lag        
11-month lag        
12-month lag        
Table F.2: Correlation Coefficients for Actual Wind Speed at the Reference Grid and SST from the
ERA-40 Dataset
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Correlation Coefficients
cor p Lat Lon
same month 0.701 0 14 to 25  19 to  9
1-month lag 0.575 0 14 to 25  19 to  92
2-month lag 0.318 0 14 to 25  19 to  9
3-month lag 0.204 0 38 to 49  74 to  64
4-month lag 0.385 0 38 to 49  63 to  53
5-month lag 0.445 0 50 to 61  52 to  42
6-month lag 0.49 0 50 to 61  52 to  42
7-month lag 0.44 0 62 to 73  8 to 2
8-month lag 0.511 0 14 to 25  52 to  42
9-month lag 0.48 0 14 to 25  41 to  31
10-month lag 0.432 0 14 to 25  30 to  20
11-month lag 0.549 0 14 to 25  19 to  9
12-month lag 0.672 0 14 to 25  19 to  9
Table F.3: Correlation Coefficients for Actual Wind Speed at the Reference Grid and MSL from the
ERA-40 Dataset
F.2 Tables of Differenced Series for Correlation Coefficients
cor p Lat Lon
same month 0.704 0 50 to 61  19 to  9
1-month lag 0.177 0 50 to 61  19 to  9
2-month lag 0.112 0.009 26 to 37  30 to  20
3-month lag 0.106 0.014 26 to 37  41 to  31
4-month lag 0.156 0 26 to 37  30 to  20
5-month lag 0.086 0.048 26 to 37  19 to  9
6-month lag 0.081 0.065 62 to 73  8 to 2
7-month lag 0.084 0.055 38 to 49  52 to  42
8-month lag 0.041 0.354 26 to 37  63 to  53
9-month lag 0.108 0.014 14 to 25  30 to  20
10-month lag 0.087 0.047 26 to 37  19 to  9
11-month lag 0.136 0.002 38 to 49  52 to  42
12-month lag 0.082 0.064 38 to 49  52 to  42
Table F.4: Seasonal Differences of Table F.1
164
Correlation Coefficients
cor p Lat Lon
same month 0.113 0.009 26 to 37  74 to  64
1-month lag 0.106 0.014 62 to 73  52 to  42
2-month lag 0.143 0.001 62 to 73  52 to  42
3-month lag 0.141 0.001 62 to 73  52 to  42
4-month lag 0.126 0.003 26 to 37  52 to  42
5-month lag 0.133 0.002 26 to 37  52 to  42
6-month lag 0.079 0.069 14 to 25  63 to  53
7-month lag 0.14 0.001 50 to 61  52 to  42
8-month lag 0.132 0.002 62 to 73  52 to  42
9-month lag 0.118 0.007 62 to 73  52 to  42
10-month lag 0.159 0 62 to 73  52 to  42
11-month lag 0.149 0 62 to 73  52 to  42
12-month lag 0.119 0.006 50 to 61  52 to  42
Table F.5: Seasonal Differences of Table F.2
cor p Lat Lon
same month 0.448 0 38 to 49  19 to  9
1-month lag 0.133 0.002 26 to 37  19 to  9
2-month lag 0.077 0.079 26 to 37  74 to  64
3-month lag 0.06 0.172 50 to 61  19 to  9
4-month lag 0.127 0.004 26 to 37  52 to  42
5-month lag 0.083 0.058 38 to 49  30 to  20
6-month lag 0.056 0.201 38 to 49  85 to  75
7-month lag 0.051 0.247 14 to 25  63 to  53
8-month lag 0.054 0.221 14 to 25  63 to  53
9-month lag 0.092 0.036 14 to 25  30 to  20
10-month lag 0.092 0.036 62 to 73  41 to  31
11-month lag 0.132 0.003 14 to 25  63 to  53
12-month lag 0.274 0 62 to 73  8 to 2
Table F.6: Seasonal Differences of Table F.3
F.3 Tables forCorrelationCoefficients betweenWindSpeed andSST
Gradients
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Correlation Coefficients
cor p Lat Lon
same month 0.508 0 38 to 49  85 to  75
1-month lag 0.416 0 26 to 37  85 to  75
2-month lag 0.306 0 50 to 61  19 to  9
3-month lag 0.59 0 50 to 61  19 to  9
4-month lag 0.696 0 50 to 61  19 to  9
5-month lag 0.664 0 14 to 25  52 to  42
6-month lag 0.599 0 14 to 25  30 to  20
7-month lag 0.47 0 14 to 25  19 to  9
8-month lag 0.391 0 26 to 37  52 to  42
9-month lag 0.607 0 38 to 49  63 to  53
10-month lag 0.73 0 38 to 49  63 to  53
11-month lag 0.71 0 38 to 49  85 to  75
12-month lag 0.517 0 38 to 49  74 to  64
Table F.7: Correlation Coefficients between Wind Speed at Reference Grid and SST Gradients from
the ERA-40 Dataset
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Appendix G
SARIMAX Forecasts for the BADC-7
Stations
This Chapter includes the graphs of the monthly mean wind speed predictions for the remaining
BADC-7 stations that were mentioned in Chapter 5.
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Figure G.1: Predictions of SARIMAX models at Stornoway Airport
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SARIMAX Forecasts for the BADC-7 Stations
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Figure G.2: Correlograms of residuals at Stornoway Airport
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Figure G.3: Predictions of SARIMAX models at Valley
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SARIMAX Forecasts for the BADC-7 Stations
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Figure G.4: Correlograms of residuals at Valley
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Figure G.5: Predictions of SARIMAX models at Aldergrove
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SARIMAX Forecasts for the BADC-7 Stations
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Figure G.6: Correlograms of residuals at Aldergrove
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Figure G.7: Predictions of SARIMAX models at Boscombe Down
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SARIMAX Forecasts for the BADC-7 Stations
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Figure G.8: Correlograms of residuals at Boscombe Down
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Figure G.9: Predictions of SARIMAX models at Aberporth
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SARIMAX Forecasts for the BADC-7 Stations
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Figure G.10: Correlograms of residuals at Aberporth
1997 1998 1999 2000 2001 2002
2
3
4
5
6
7
8
9
10
11
12
1997 1998 1999 2000 2001 2002
2
3
4
5
6
7
8
9
10
11
12
1997 1998 1999 2000 2001 2002
2
3
4
5
6
7
8
9
10
11
12
1997 1998 1999 2000 2001 2002
2
3
4
5
6
7
8
9
10
11
12
W
in
d 
sp
ee
d 
(m
s-1
)
Time (months)
 Wind speed
 (a)
W
in
d 
sp
ee
d(
m
s-1
)
Time (months)
 Wind speed
 (b)
W
in
d 
sp
ee
d 
(m
s-1
)
Time (months)
 Wind speed
 (c)
W
in
d 
sp
ee
d(
m
s-1
)
Time (months)
 Wind speed
 (d)
Figure G.11: Predictions of SARIMAX models at Tiree
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SARIMAX Forecasts for the BADC-7 Stations
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Figure G.12: Correlograms of residuals at Tiree
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Appendix H
SARIMAX Forecasts for the BADC-7
Stations
This Chapter includes the statistical measures of the monthly mean wind speed predictions for
the remaining BADC-7 stations that were mentioned in Chapter 5 (section 5.4).
H.1 Stornoway Airport
Cases Order MSE ME
(a) (5; 1; 1; 1)(0; 1; 1)12 1:127 0:272
(b) (9; 1; 1; 1)(0; 1; 1)12 1:113 0:2
(c) (4; 1; 1; 1)(0; 1; 1)12 1:089 0:21
(d) (7; 1; 1; 1)(0; 1; 1)12 1:118 0:206
Table H.1: Order of the best SARIMAX at Stornoway Airport and corresponding MSE
H.2 Valley
Cases Order MSE ME
(a) (10; 1; 1; 1)(0; 1; 1)12 1:336 0:017
(b) (7; 1; 1; 1)(0; 1; 1)12 1:516 0:206
(c) (7; 1; 1; 1)(0; 1; 1)12 1:352 0:206
(d) (3; 1; 1; 1)(0; 1; 1)12 1:244 0:206
Table H.2: Order of the best SARIMAX at Valley and corresponding MSE
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SARIMAX Forecasts for the BADC-7 Stations
H.3 Aldergrove
Cases Order MSE ME
(a) (1; 1; 1; 1)(0; 1; 1)12 0:475 0:206
(b) (4; 1; 1; 1)(0; 1; 1)12 0:515 0:206
(c) (1; 1; 1; 1)(0; 1; 1)12 0:464  0:046
(d) (5; 1; 1; 1)(0; 1; 1)12 1:485  0:046
Table H.3: Order of the best SARIMAX at Aldergrove and corresponding MSE
H.4 Boscombe Down
Cases Order MSE ME
(a) (1; 1; 1; 1)(0; 1; 1)12 0:387  0:007
(b) (9; 1; 1; 1)(0; 1; 1)12 0:4  0:033
(c) (1; 1; 1; 1)(0; 1; 1)12 0:386 0:001
(d) (1; 1; 1; 1)(0; 1; 1)12 0:397  0:002
Table H.4: Order of the best SARIMAX at Boscombe Down and corresponding MSE
H.5 Aberporth
Cases Order MSE ME
(a) (6; 1; 1; 1)(0; 1; 1)12 1:204  0:128
(b) (3; 1; 1; 1)(0; 1; 1)12 1:111  0:133
(c) (8; 1; 1; 1)(0; 1; 1)12 1:221  0:13
(d) (5; 1; 1; 1)(0; 1; 1)12 1:203  0:153
Table H.5: Order of the best SARIMAX at Aberporth and corresponding MSE
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SARIMAX Forecasts for the BADC-7 Stations
H.6 Tiree
Cases Order MSE ME
(a) (3; 1; 1; 1)(0; 1; 1)12 1:096  0:131
(b) (8; 1; 1; 1)(0; 1; 1)12 1:146  0:183
(c) (0; 1; 1; 1)(0; 1; 1)12 0:943  0:182
(d) (7; 1; 1; 1)(0; 1; 1)12 1:076  0:194
Table H.6: Order of the best SARIMAX at Tiree and corresponding MSE
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