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Abstract
We introduce the notion of filtered representations of quivers, which is related to usual quiver representations,
but is a systematic generalization of conjugacy classes of n× n matrices to (block) upper triangular matrices
up to conjugation by invertible (block) upper triangular matrices. With this notion in mind, we describe
the ring of invariant polynomials for interesting families of quivers, namely, finite ADE-Dynkin quivers
and affine type A˜-Dynkin quivers. We then study their relation to an important and fundamental object
in representation theory called the Grothendieck-Springer resolution, and we conclude by stating several
conjectures, suggesting further research.
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Chapter 1
Introduction
This dissertation studies a refinement of the notion of a representation of a quiver by attaching filtrations
of vector spaces to the space of quiver representations and restricting to the subspace of representations
that preserves the filtration. It is related to very interesting developments in algebraic geometry and
representation theory, in particular, to Khovanov-Lauda and Rouquier algebras (KLR-algebras) which are
graded algebras whose representation theory is related to categorification of quantum groups ([KL09], [KL11],
[Rou08], [Bru13]), graded cyclotomic q-Schur algebras as a quotient of a convolution algebra in the study
of quiver varieties via a subset of quiver representations with a notion of a flag ([HM11] and [SW11]),
generalized Grothendieck-Springer resolutions whose fibers are quiver flag varieties ([CG10]), etc. In the case
of KLR-algebras, KLR-algebras of type A are isomorphic to cyclotomic Hecke algebras ([BK09], [Rou08]),
which in turn are isomorphic to cyclotomic quiver Schur algebras ([SW11], Theorem 6.3). However, these
developments will not be treated here. Instead, we focus on the most basic algebraic problem about such
spaces, namely to describe their function theory. This amounts to a generalization of classical problems of
invariant theory to this new context.
We begin with some definitions. Let Q = (Q0, Q1) be a quiver with vertices Q0, arrows Q1, and head
Q1
h→ Q0 and tail Q1 t→ Q0 maps. A dimension vector β for a quiver Q is an element of ZQ0≥0; in other words,
a dimension vector consists of a choice of non-negative integer βi for each i ∈ Q0. Let
Rep(Q, β) :=
⊕
a∈Q1
HomC(Cβt(a) ,Cβh(a)).
An element of Rep(Q, β) is determined by a choice of linear map Cβt(a) Aa−−→ Cβh(a) for each a ∈ Q1. There is
a natural action of the group Gβ :=
∏
i∈Q0
GLβi(C) on Rep(Q, β) where each factor GLβi(C) acts via change
of basis in Cβi .
We say a quiver is an (affine) Dynkin quiver if the underlying graph has the structure of an (affine)
Dynkin graph. We say a quiver is a k-Kronecker quiver if the quiver has two vertices and exactly k arrows
(of any direction) between them, and we say a quiver is an m-Jordan quiver if the quiver has exactly one
1
vertex and m arrows at that vertex such that ta = ha for each arrow a.
Example 1.0.1. The quiver • dd is called a 1-Jordan quiver while • // • is called a 1-Kronecker
quiver or an A2-Dynkin quiver. These are examples of more general classes of quivers described in Sec-
tion 2.1.1.
Let Q denote the 1-Jordan quiver and choose the dimension vector β = n. Then Rep(Q, β) = gln, the
space of n× n matrices, and Gβ = GLn(C) acts by conjugation on gln.
Let Q′ denote the 1-Kronecker quiver and let β′ = (m,n). Then Rep(Q′, β′) = Mn×m is the space of
n×m matrices, and Gβ = GLm(C)×GLn(C) acts on Mn×m via (g, h).A = hAg−1.
The study of the space Rep(Q, β) with its Gβ-action represents a far-reaching generalization of the
classical study of similarity classes of matrices, i.e., the study of linear operators up to change of basis.
Now, we introduce a new, refined analogue of quiver representations. Given a quiver Q and a dimension
vector β = (βi)i∈Q0 , choose a sequence γ
1, γ2, . . . , γN = β of dimension vectors so that for each k and each
vertex i ∈ Q0, γki ≤ γk+1i . For each i ∈ Q0, one gets a filtration of Cβi by taking
Cγ
1
i ⊆ Cγ2i ⊆ · · · ⊆ Cβi
to be the standard sequence in which each Ck is spanned by the first k standard basis vectors. For example,
if βi = n for every i, we could take γ
k
i = k for every i and k: then we are choosing the standard filtration by
coordinate subspaces at each vertex of the quiver Q.
Given a sequence γ1, γ2, . . . , γN = β of dimension vectors as above, let F •Rep(Q, β) denote the subspace
of Rep(Q, β) consisting of those representations (Aa)a∈Q1 whose linear maps Aa preserve a fixed sequence
of vector spaces at every level: that is, Aa(Cγ
k
t(a)) ⊆ Cγkh(a) for every k and a. Let Pi ⊆ GLβi(C) be the
subgroup of linear automorphisms preserving the filtration of vector spaces at vertex i; this is a parabolic
subgroup. Then the product Pβ :=
∏
i∈Q0
Pi of parabolic groups acts on F
•Rep(Q, β) as a change-of-basis.
Example 1.0.2. Consider the 1-Jordan quiver. Equip Cn with the complete standard flag of vector spaces,
{0} ⊂ C1 ⊂ C2 ⊂ · · · ⊂ Cn.
Then F •Rep(Q, β) = b, the vector space of upper triangular matrices, and the group Pβ = B of invertible
upper triangular matrices acts on b via conjugation.
Now consider the 1-Kronecker quiver and let m = n (so β′ = (n, n)). Let F • be the complete standard
filtration of vector spaces at each vertex. Then F •Rep(Q′, β′) = b, and we have Pβ′ = B ×B acting on b via
2
the left-right action: (b, d).A = dAb−1.
The study of the space F •Rep(Q, β) with its Pβ-action thus represents a generalization of the study of
upper triangular linear operators up to upper-triangular change of basis.
Next, we introduce some definitions from invariant theory. Let χ : G → C∗ be an algebraic group
homomorphism from a group G to the multiplicative group C∗ of C; the map χ is called a character of G.
Definition 1.0.3. Let X be a G-space and let f ∈ C[X]. If f(g · x) = f(x) for all g ∈ G and for all x ∈ X,
then f is called an invariant polynomial. If f(g · x) = χ(g)f(x) for all g ∈ G and x ∈ X, where χ is a
character of G, then f is called a χ-semi-invariant polynomial.
Definition 1.0.4. We define
C[X]G := {f ∈ C[X] : f(g · x) = f(x) for all g ∈ G and x ∈ X} and
C[X]G,χ := {f ∈ C[X] : f(g · x) = χ(g)f(x) for all g ∈ G and x ∈ X}.
The problem of characterizing the spaces C[Rep(Q, β)]Gβ ,χ for a quiver Q and all algebraic characters χ
of Gβ is the problem of describing the semi-invariants of quivers.
Let deti be the ith power of the determinant function, as a polynomial function of a matrix.
Example 1.0.5. If Q is the 1-Jordan quiver and β = n, then C[gln]GLn(C) = C[tr(A), . . . ,det(A)], the ring of
symmetric functions in the eigenvalues of an n×n matrix, and
⊕
i∈Z
C[gln]GLn(C),det
i ∼= C[gln]GLn(C) since there
are no deti-semi-invariants (|i| > 0) for the GLn(C)-adjoint action on gln. If Q′ is the 1-Kronecker quiver
and β′ = (n, n), then GLn(C)×GLn(C)-invariants are C[Mn×n]GLn(C)×GLn(C) = C, while semi-invariants
are
⊕
(i,j)∈Z2
C[Mn×n]GLn(C)×GLn(C),det
i detj ∼= C[det(A)].
The semi-invariants of quivers were completely described in work of Derksen-Weyman, Schofield-Van den
Bergh, and Domokos-Zubkov (cf. [DW02], [SvdB01], [DZ01]), following work of many authors over a number
of years.
The principal problem addressed in this dissertation is the characterization of C[F •Rep(Q, β)]Pβ ,χ, i.e.,
of semi-invariants of filtered quivers.1 The techniques of Derksen-Weyman, Schofield-Van den Bergh, and
Domokos-Zubkov are based on classical invariant theory of semisimple or reductive groups and do not apply
in the filtered situation. As a result, the problem seems to be much harder, and we do not achieve a complete
solution here. However, we achieve results in many cases of interest in representation theory and algebraic
geometry.
1Note that this terminology is slightly abusive, since it is the representations, not the quivers themselves, that are filtered.
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As a sample of the results presented here, consider ADE-Dynkin quivers and affine type A˜r-Dynkin
quivers. If Q if an ADE-Dynkin quiver, we will write r to mean Q has r vertices and r − 1 arrows.
Let Pβ =
∏
i∈Q0
Pi be a product of parabolic groups as defined above. We will write the ring of Pβ-
semi-invariant polynomials as
⊕
χ
C[F •Rep(Q, β)]Pβ ,χ. Let tn be the space of complex diagonal matrices in
gln.
Theorem 1.0.6.
1. If Q is an ADE-Dynkin quiver and β = (n, . . . , n) ∈ ZQ0≥0, then
⊕
χ
C[F •Rep(Q, β)]Pβ ,χ ∼= C[t⊕r−1n ].
2. If Q is an affine type A˜r-Dynkin quiver and β = (n, . . . , n) ∈ ZQ0≥0, then
⊕
χ
C[F •Rep(Q, β)]Pβ ,χ ∼= C[t⊕r+1n ].
More general versions of this theorem are given in Section 5.2 (Theorem 5.2.12) and Section 5.3 (Theo-
rem 5.3.1 and Theorem 5.3.2).
In Chapter 2, we review some background essential to the results in this thesis. In Chapter 3, we relate
filtered quiver varieties to quiver Grassmannians and quiver flag varieties through objects called universal
quiver Grassmannian (cf. Section 3.1.1) and universal quiver flag (cf. Section 3.1.2). In Chapter 4, we explain
Wolf’s construction of reflection functors for quiver flag varieties ([Wol09], Theorem 5.16) and in Chapter 5,
we study the ring of semi-invariant polynomials for various families of filtered quiver varieties.
In Chapter 6, we study the Hamiltonian reduction of the cotangent bundle of the enhanced Grothendieck-
Springer resolution restricted to the regular semisimple locus, and in Chapter 7, we conclude this thesis with
a precise description of open problems and statements of conjectures, further motivating and suggesting
research in the direction of filtered quiver varieties.
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Chapter 2
Background
2.1 Representations of quivers
We refer to lecture notes by Michel Brion [Bri08], William Crawley-Boevey [CB92], Victor Ginzburg [Gin09],
and Alastair King [Kin94] for an in-depth discussion of algebraic and geometric aspects of quiver varieties.
Here, we mention some basic properties of quivers.
2.1.1 Introduction to quivers
We begin with a definition of a quiver.
Definition 2.1.1. A quiver Q = (Q0, Q1) is a directed graph: that is, it has a set Q0 = {1, 2, . . . , p} of
vertices and a set Q1 = {a1, a2, . . . , aq} of arrows, which come equipped with two functions: for each arrow
i• a−→j•, t : Q1 → Q0 maps t(a) = ta = i and h : Q1 → Q0 maps h(a) = ha = j. We will call t(a) the tail of
arrow a and h(a) the head of arrow a.
Definition 2.1.2. We say a quiver Q = (Q0, Q1) is nontrivial if |Q0| ≥ 1, finite if |Q0| <∞ and |Q1| <∞,
and connected if the underlying graph is connected.
In this thesis, we will restrict all discussions to nontrivial, finite, and connected quivers.
Definition 2.1.3. We say a vertex i ∈ Q0 is a sink if it is not the head of some arrow of the quiver and the
vertex is a source if it is not the tail of some arrow of the quiver.
Definition 2.1.4. We say a vertex i ∈ Q0 is +-admissible if i is a sink and it is −-admissible if i is a
source, i.e.,
//
+• oo@@
· · ·
^^ ,
−.•oo
   
//
· · ·
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Definition 2.1.5. We say Q is an ADE-Dynkin quiver if the underlying graph of Q is of type Ar, Dr, E6,
E7, or E8:
Type Graph
Ar
1• 2• · · · r−1• r•
Dr
r−1•
1• 2• . . . r−2•
r•
E6
4•
1• 2• 3• 5• 6•
E7
4•
1• 2• 3• 5• 6• 7•
E8
4•
1• 2• 3• 5• 6• 7• 8• .
If Q if an ADE-Dynkin quiver, we will assume Q has r vertices and r − 1 arrows.
Definition 2.1.6. We say Q is of affine (type) A˜r-Dynkin if the underlying graph is the affine A˜r-Dynkin
graph:
r+1• . . . 5•
1• 4• .
2• 3•
Note that A˜0 has one vertex and one arrow whose head equals its tail, and A˜1 has two vertices joined by
two edges. Next, we will give two important classical constructions using quivers.
Definition 2.1.7. Let Q = (Q0, Q1) be a quiver. The quiver Q
† = (Q†0, Q
†
1) is called a framed quiver if
Q†0 = Q0
∐
Q\0 where for each vertex i ∈ Q0, there is a copy i\ of i in Q\0 such that |Q\0| = |Q0|, and
Q†1 = Q1
∐
Q\1, where Q
\
1 contains arrows of the form
i\◦ ιi−→ i• for each pair of vertices i and i\, i ∈ Q0.
Other notions of framings are given in [Nak94], [Nak98] and [CB01]. Nakajima defines his framing as in
Definition 2.1.7, except the arrows in Q\1 are in opposite orientation ([Gin09], Section 3), while Crawley-Boevey
adjoins exactly one framed vertex, calls it ∞, and adds βi additional arrows from vertex i ∈ Q0 to ∞, for
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each vertex i ∈ Q0 ([CB01], page 261).
Definition 2.1.8. Let Q = (Q0, Q1) be a quiver. The quiver Q = (Q0, Q1) is called a double quiver if
Q0 = Q0 and Q1 = Q1
∐
Qop1 , where for each arrow a ∈ Q1, there is an additional arrow aop ∈ Qop1 such
that taop = ha and haop = ta, with |Qop1 | = |Q1|.
2.1.2 Paths of a quiver
Definition 2.1.9. A nontrivial path in Q is a sequence p = ak · · · a2a1 (k ≥ 1) of arrows which satisfies
t(ai+1) = h(ai) for all 1 ≤ i ≤ k − 1.
The path p = ak · · · a2a1 begins at the tail of a1 and ends at the head of ak and we will write h(p) = h(ak)
and t(p) = t(a1).
Definition 2.1.10. The length l(p) of a path p is the number of arrows in the path.
If p = ak · · · a2a1 is a nontrivial path, then l(p) = k.
Definition 2.1.11. To each vertex i ∈ Q0, we associate a path ei called the trivial (empty) path whose head
and tail are at i.
We say the length of an empty path is 0.
Definition 2.1.12. If the tail of a nontrivial path equals the head of the path, then the path is said to be a
cycle, and we say a quiver is acyclic if it has no cycles. If the nontrivial path is actually a single arrow whose
tail equals its head, then the arrow is said to be a loop.
2.1.3 The path algebra of a quiver
Definition 2.1.13. The path algebra CQ of Q is the C-algebra with basis the paths in Q, with the product
of two nontrivial paths p and q given by
p ◦ q =

pq, concatenation of sequences if tp = hq,
0 if tp 6= hq,
and trivial paths having the following properties:
eiej :=

ei if i = j
0 if i 6= j
, pei :=

p if tp = i
0 if tp 6= i
, eip :=

p if hp = i
0 if hp 6= i
, and
∑
i∈Q0
ei = 1.
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The ei’s are called (mutually) orthogonal idempotents and
∑
i∈Q0
ei = 1 is the identity element in CQ.
Since the composition of paths is associative, CQ is an associative algebra. We may identify Q0 with
the trivial paths while we many identify Q1 with the set of all paths of length 1. If we identify Qn with the
set of all paths of length n, then CQn is a subspace of CQ spanned by Qn, i.e., CQ =
⊕
n≥0
CQn, and since
l(pq) = l(p)+ l(q) whenever the composition of p and q is defined, we have the inclusion (CQk)(CQl) ⊆ CQk+l.
Thus, the path algebra is a graded algebra.
Note that CQ is a finite-dimensional vector space if and only if Q contains no cycles.
Example 2.1.14. Let Q be an A3-Dynkin quiver:
1• a1 // 2• a2 // 3• .
The path algebra of Q is CQ = Ce1 ⊕ Ce2 ⊕ Ce3 ⊕ Ca1 ⊕ Ca2 ⊕ Ca2a1, which is 6 dimensional, and CQ is
isomorphic to the space of 3× 3 upper triangular matrices via the following map:
e1 7→

0 0 0
0 0 0
0 0 1
 , e2 7→

0 0 0
0 1 0
0 0 0
 , e3 7→

1 0 0
0 0 0
0 0 0
 ,
a1 7→

0 0 0
0 0 1
0 0 0
 , a2 7→

0 1 0
0 0 0
0 0 0
 , a2a1 7→

0 0 1
0 0 0
0 0 0
 .
One extends the above map by linearity to have
CQ ∼=

C C C
0 C C
0 0 C
 .
Example 2.1.15. Let Q be a 3-Kronecker equioriented (all arrows are pointing in the same direction) quiver:
1•
a1
**a2 //
a3
44
2• . Then the path algebra CQ = Ce1 ⊕ Ce2 ⊕ Ca1 ⊕ Ca2 ⊕ Ca3 is isomorphic to

v1 w
0 v2
 : v1, v2 ∈ C, w ∈ C3

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with product defined as v1 w
0 v2

v′1 w′
0 v′2
 =
v1v′1 v1w′ + v′2w
0 v2v
′
2
 .
The isomorphism is given via the map
e1 7→
0 (0, 0, 0)
0 1
 , e2 7→
1 (0, 0, 0)
0 0
 ,
a1 7→
0 (1, 0, 0)
0 0
 , a2 7→
0 (0, 1, 0)
0 0
 , a3 7→
0 (0, 0, 1)
0 0
 .
Example 2.1.16. Let Q be the 1-Jordan quiver
1• add . Then paths of Q consist of e1, a, a2, . . .. Thus
there exists an isomorphism CQ→ C[x], sending e1 7→ 1 and a 7→ x.
Example 2.1.17. Let Q be the 4-Jordan quiver:
1•
a1

a2dd
a3
DD
a4
$$
.
Then the map CQ
∼=−→ C〈x1, x2, x3, x4〉 given by e1 7→ 1, ai 7→ xi for 1 ≤ i ≤ 4 implies CQ is a free algebra
on 4 noncommuting variables.
Definition 2.1.18 is given by Michel Brion.
Definition 2.1.18. A relation of a quiver Q is a subspace of CQ spanned by linear combinations of paths
having a common source and a common target, and of length at least 2. A quiver with relations is a pair
(Q, I), where Q is a quiver and I is a two-sided ideal of CQ generated by relations. The quotient algebra
CQ/I is the path algebra of (Q, I).
Example 2.1.19. Let Q be an A3-Dynkin quiver given in Example 2.1.14 and let I = 〈a2a1〉, an ideal in
CQ. Then CQ/〈a2a1〉 ∼= b3/u+3 , where b3 is the space of 3× 3 complex upper triangular matrices and
u+3 :=


0 0 u13
0 0 0
0 0 0
 : u13 ∈ C
 .
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Next, we introduce the following concepts since we restrict to quivers with specific properties in Section 5.3.
Definition 2.1.20. Let Q = (Q0, Q1) be a quiver. Let p = ak · · · a2a1 be a path where ai ∈ Q1 are arrows.
If p is a cycle, then we define pm to be the path composed with itself m times, i.e.,
pm := p ◦ p ◦ · · · ◦ p = (ak · · · a2a1) · · · (ak · · · a2a1)︸ ︷︷ ︸
m
= (ak · · · a2a1)m.
A path p is reduced if [p] 6= 0 in CQ/〈q2 : q ∈ CQ, l(q) ≥ 1〉.
Definition 2.1.21. A pathway from vertex i to vertex j is a reduced path from i to j. We define pathways
of a quiver Q to be the set of all pathways from vertex i to vertex j, where i, j ∈ Q0.
Note that pathways (of a quiver Q) include trivial paths and they form a finite set since Q is a finite
quiver. We will now give an example of Definition 2.1.21.
Example 2.1.22. Consider the 2-Jordan quiver:
1.• a1eea2
%%
Then a22a1 is a path but not a pathway since it is not reduced. However, the path a2a1 is a pathway.
2.1.4 Spaces of quiver representations
Definition 2.1.23. A representation W of a quiver Q assigns a vector space W (i) = Wi to each vertex
i ∈ Q0 and a linear map W (a) : W (ta)→W (ha) to each arrow a ∈ Q1.
Definition 2.1.24. A representation W = (W (i)i∈Q0 ,W (a)a∈Q1) of Q is finite dimensional if each vector
space W (i) is finite dimensional over C.
Definition 2.1.25. A subrepresentation of a representation W of Q is a subspace V ⊆W which is invariant
under all operators: W (a)(V (ta)) ⊆ V (ha), where a ∈ Q1.
Definition 2.1.26. A nonzero representation W of Q is irreducible, or simple, if the only subrepresentations
of W are 0 and itself.
Let V,W be representations of Q. Then V ⊕W has the structure of a representation of Q given by
V (a)⊕W (a) : V (ta)⊕W (ta)→ V (ha)⊕W (ha) for all a ∈ Q1.
Definition 2.1.27. A nonzero representation W of Q is indecomposable if it is not isomorphic to a direct
sum of two nonzero representations.
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A map W → V of finite-dimensional representations W and V = (V (i)i∈Q0 , V (a)a∈Q1) is a family of
C-linear maps φi : W (i)→ V (i) for i ∈ Q0 such that the diagram
W (ta)
φta

W (a)
// W (ha)
φha

V (ta)
V (a)
// V (ha)
commutes for all a ∈ Q1. We will write φ = (φi)i∈Q0 to mean the family of linear maps for W → V . The
composition of maps of representations
W
φ−→ V ψ−→ U
is given by (ψ ◦ φ)i∈Q0 := (ψi ◦ φi)i∈Q0 . Thus the composition of maps is associative and we will write
IdW := (IdW (i))i∈Q0 to be the identity map of representations.
The definition of a dimension vector β ∈ ZQ0≥0 is given in Chapter 1.
Definition 2.1.28. We define i ∈ ZQ0≥0 to be the dimension vector with 1 in the coordinate corresponding to
i ∈ Q0 and 0 elsewhere.
Definition 2.1.29 and Definition 2.1.30 are important in Section 2.2.1 and Chapter 4.
Definition 2.1.29. We define 〈α, β〉 :=
∑
i∈Q0
αiβi −
∑
a∈Q1
αtaβha to be the Euler inner product (or Euler
bilinear form or Ringel form) on dimension vectors α and β.
Definition 2.1.30. We define (α, β)Q := 〈α, β〉 + 〈β, α〉 to be the symmetrization of the Ringel form on
dimension vectors α and β.
Definition 2.1.31. We will define Si to be the representation of a quiver Q of dimension vector i ∈ ZQ0≥0.
That is, Si is the representation with a 1-dimensional vector space at vertex i ∈ Q0 and 0 elsewhere.
Now, let W be a representation of Q of dimension vector β ∈ ZQ0≥0. Upon fixing a basis for each finite-
dimensional vector space W (i), each W (i) is identified with Cβi and each linear map
W (ta)• W (a) // W (ha)• may
be identified with a βha × βta matrix. We will thus define
Rep(Q, β) :=
⊕
a∈Q1
HomC(Cβta ,Cβha)
throughout this thesis. Points in Rep(Q, β) parameterize finite-dimensional representations of Q of dimension
vector β, and there is a natural Gβ =
∏
i∈Q0
GLβi(C)-action on Rep(Q, β) as a change-of-basis; that is, given
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(gβi)i∈Q0 ∈ Gβ and W ∈ Rep(Q, β),
(gβi)i∈Q0 .(W (a))a∈Q1 = (gβhaW (a)g
−1
βta
)a∈Q1 .
Whenever the composition pq of paths is defined, we set W (pq) := W (p)W (q), i.e., the representation of a
composition of paths is the product of representations of the paths.
When we write “general matrix” or “general representation” of a quiver, we will mean a matrix or
representation whose entries are indeterminates.
Recall Definition 2.1.7. We will write β† := (β, β\) ∈ (ZQ0≥0)2, where β ∈ ZQ0≥0 is the dimension vector for
the original set of vertices Q0 and β
\ ∈ ZQ0≥0 is the dimension vector for the framed vertices Q\0; we will write
W (ιi) ∈ Hom(Cβ\i ,Cβi).
Definition 2.1.32. We define
Rep(Q†, β†) :=
⊕
a∈Q1
HomC(Cβta ,Cβha)⊕
⊕
i∈Q0
HomC(Cβ
\
i ,Cβi)
as the framed quiver variety of Q† of dimension vector β†.
Classically, a basis for vector spaces at framed vertices is fixed; thus, there is no group action on vector
spaces at framed vertices. Thus, Gβ† := Gβ =
∏
i∈Q0
GLβi(C) acts on Rep(Q†, β†) via the following: for
(gβi)i∈Q0 ∈ Gβ and for (W (a),W (ιi))a∈Q1,i∈Q0 ∈ Rep(Q†, β†),
(gβi)i∈Q0 .(W (a),W (ιi))a∈Q1,i∈Q0 = (gβhaW (a)g
−1
βta
, gβiW (ιi))a∈Q1,i∈Q0 .
Next, recall Definition 2.1.8. Then β = β ∈ ZQ0≥0 since Q0 = Q0.
Definition 2.1.33. We define Rep(Q, β) := Rep(Q, β)×Rep(Qop, β) to be the double quiver variety, where
Qop = (Q0, Q
op
1 ).
The product Gβ := Gβ of general linear matrices acts on Rep(Q, β) as a change-of-basis: given (gβi)i∈Q0 ∈
Gβ and for (W (a),W (aop))a∈Q1 ∈ Rep(Q, β),
(gβi)i∈Q0 .(W (a),W (a
op))a∈Q1 = (gβhaW (a)g
−1
βta
, gβtaW (a
op)g−1βha)a∈Q1 .
Now, given any two finite-dimensional vector spaces V and W , there exists a canonical perfect pairing
Hom(V,W )×Hom(W,V ) −→ C, where (f, g) 7→ tr(f ◦ g) = tr(g ◦f). This means the opposite representation
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space Rep(Qop, β) is isomorphic to the dual Rep(Q, β)∗ of Rep(Q, β). So Rep(Q, β) ∼= Rep(Q, β)×Rep(Q, β)∗
∼= T ∗Rep(Q, β). The group Gβ acts on T ∗Rep(Q, β) by inducing the action of Gβ on Rep(Q, β) to Rep(Q, β).
The variety T ∗Rep(Q, β) is called the cotangent bundle of Rep(Q, β). Associated to the Gβ-action is a
moment map µβ : T
∗Rep(Q, β)→ g∗β
tr∼= gβ , where gβ :=
∏
i∈Q0
glβi . Further discussion is given in Section 6.3.
Example 2.1.34. Let Q be a 2-Dynkin quiver
1• a // 2• and let β = (1, 2). Then Rep(Q, β) ∼= C2. Let
Gβ = GL1(C)×GL2(C) act on Rep(Q, β) via (g, h).W (a) = hW (a)g−1. Then the double quiver Q of Q is
1•
a
(( 2•
aop
hh and T ∗Rep(Q, β) ∼= C2× (C2)∗, where (C2)∗ is the dual vector space to C2. For (g, h) ∈ Gβ and
(W (a),W (aop)) ∈ T ∗Rep(Q, β), we have (g, h).(W (a),W (aop)) = (hW (a)g−1, gW (aop)h−1). Let i = W (a)
and j = W (aop). Then the moment map for the Gβ-action is T ∗Rep(Q, β) = C2× (C2)∗ µβ−→ gl∗1 × gl∗2, where
(i, j) 7→ (ji, ij).
2.1.5 The category of quiver representations
Let Rep(Q) be the category of finite-dimensional representations of Q and let CQ−Mod be the category of
finitely generated left CQ-modules.
Proposition 2.1.35. We have an equivalence of categories: Rep(Q) ' CQ−Mod.
Proof. Let W = (W (i)i∈Q0 ,W (a)a∈Q1) be a finite-dimensional representation of Q, where W (i) are finite-
dimensional vector spaces and W (a) is a linear map from W (ta) to W (ha). Let M :=
⊕
i∈Q0
W (i), a C-vector
space. We define CQ-module structure on M as follows: for each ei, a ∈ Q1 and i ∈ Q0, ei and a act on
m ∈M as follows:
ei.m :=

m = mi if m ∈W (i)
0 if m 6∈W (i)
and a.m :=

W (a)(mta) if m ∈W (ta)
0 if m 6∈W (ta),
and we extend the above actions linearly. This gives us a functor F : Rep(Q) −→ CQ−Mod. Conversely,
let’s construct the functor G : CQ−Mod −→ Rep(Q). So let M be a CQ-module. We set W (i) := Mei for
i ∈ Q0 and for each a ∈ Q1, define the linear maps W (a) : W (ta) −→ W (ha) as m 7→ a.m. We will now
check that the maps of representations of Q are precisely CQ-module homomorphisms.
So suppose {φi : W (i)→ V (i), i ∈ Q0} is a map of representations W and V of Q. Then we construct
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CQ-module homomorphisms by
M :=
⊕
i∈Q0
W (i)
ψ−→ N :=
⊕
i∈Q0
V (i), where
ψ(ei.m) =

φi(m) if m ∈W (i)
0 if m 6∈W (i)
and ψ(a.m) =

φha(W (a)(mta)) if m ∈W (ta)
0 if m 6∈W (ta).
Since {φi : i ∈ Q0} is a collection of linear maps, we have
a.ψ(eta.m) = a.ψ(mta) = V (a)(φta(mta)) and ψ(a.mta) = ψ(W (a)(mta)) = φha(W (a)(mta)), where a ∈ Q1.
So a.ψ(mta) = ψ(a.mta) since {φi} is a map of representations. Thus ψ is a CQ-module homomorphism.
On the other hand, let M
ψ−→ N be a CQ-module homomorphism. Then we define {φi : i ∈ Q0} as
follows:
φi : W (i)→ V (i) where φi(ei.m) := ψ(ei.m) for all i ∈ Q0.
If m ∈ W (i), we will write φi(mi) = ψ(mi). Now, we will show that {φi : i ∈ Q0} is a homomorphism of
representations of Q. Since
φha(W (a)(mta)) = ψ(W (a)(mta)) = ψ(a.mta) and V (a)(φta(mta)) = V (a)(ψ(mta)) = a.ψ(mta),
we have φha(W (a)(mta)) = V (a)(φta(mta)) since ψ is a CQ-module homomorphism.
Now consider the two functors F and G in Rep(Q)
F
--
CQ−Mod
G
mm defined above. Since it is clear
that the two functors are mutually inverses, i.e., F ◦G = Id and G ◦ F = Id, we are done.
2.1.6 Reflection functors
We will now define BGP reflection functors as introduced in [BGP73]. Let σi(Q) denote the quiver obtained
from Q by inverting all arrows whose head or tail is i. For each vertex i ∈ Q0,
σi : ZQ0 −→ ZQ0, β 7→ β − (β, i)Qi,
where i ∈ ZQ0≥0 is given in Definition 2.1.28 and (β, i)Q is the symmetrization of the Ringel form on β and
i (Definition 2.1.30). If Q has no loops at i ∈ Q0, then σ2i β = β.
Let i be a +-admissible vertex and Q′ = σi(Q). Let W ∈ Rep(Q, β) and Wi := W (i) is the vector space at
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vertex i. We define the functor S+i : Rep(Q, β)→ Rep(Q′, β′) as follows: let W ′ = S+i (W ), where W ′j = Wj
if j 6= i and W ′i = kerφWi , where
φWi :=
∑
ν=(j→i)∈Q1
ρν :
⊕
j
Wj →Wi,
and for each inverted arrow ν = (i→ j) ∈ Q′1, we define ρ′ν : W ′i →Wj = W ′j as the natural projection on
the component Wj ∈
⊕
j
Wj .
If i is a −-admissible vertex and Q′ = σi(Q), then we define the functor S−i : Rep(Q, β)→ Rep(Q′, β′) as
follows: let W ′ = S−i (W ), where W
′
j = Wj for i 6= j and W ′i = coker φ˜Wi , where
φ˜Wi :=
∑
ν=(i→j)∈Q1
ρν : Wi →
⊕
j
Wj ,
and for each ν = (j → i) ∈ Q′1, we define ρ′ν : Wj = W ′j → W ′i by restriction of the projection
⊕
j
Wj →
coker φ˜Wi to Wj .
Let Si be the representation defined in Definition 2.1.31. Theorems 2.1.36 and 2.1.37 are classical results
used to relate representations of two quivers.
Theorem 2.1.36. Let W be an indecomposable representation of Q.
1. Let i ∈ Q0 be +-admissible. Then S+i (W ) = 0 if and only if W = Si. If W 6= Si, then S+i (W ) = W ′ is
an indecomposable representation,
dimW ′i =
∑
j→i
dimWj − dimWi, (2.1)
and S−i S
+
i (W )
∼= W .
2. Let i ∈ Q0 be −-admissible. Then S−i (W ) = 0 if and only if W = Si. If W 6= Si, then S−i (W ) = W ′ is
indecomposable, (2.1) holds, and S+i S
−
i (W )
∼= W .
Let Q be a quiver and let Q′ = σi(Q). Let S′i be the representation of Q
′ with one dimensional vector
space at vertex i and zero dimensional vector space elsewhere.
Theorem 2.1.37. Let i ∈ Q0 be +-admissible and let Q′ = σi(Q). Then S+i and S−i establish a bijection
between indecomposable representations of Q (nonisomorphic to Si) and indecomposable representations of Q
′
(nonisomorphic to S′i).
15
2.2 Invariants of quiver varieties
The coordinate ring C[Rep(Q, β)] has two gradings. One way is called Q1-grading, where the ring is graded
by ZQ1 since the quiver variety Rep(Q, β) =
⊕
a∈Q1
Mβ(ha)×β(ta)(C) is a product of matrices. The second way
is called Q0-grading, where the ring is graded by ZQ0 . To explain further, there exists a natural action
of GLβ(C) := Gβ =
∏
i∈Q0
GLβi(C) on Rep(Q, β) which induces an action on the ring C[Rep(Q, β)]. So∏
i∈Q0
C∗ acts on C[Rep(Q, β)] via the characters of the group, where C∗ is the set of all units in C. Thus,
we decompose the ring as a direct sum of weight spaces for the action of
∏
i∈Q0
C∗. Let C[Rep(Q, β)]GLβ(C),•
:=
⊕
χ
C[Rep(Q, β)]GLβ(C),χ, where χ is a character of GLβ(C). Then polynomials f ∈ C[Rep(Q, β)]GLβ(C),•
are homogeneous with respect to Q0-grading.
Recall from Definition 1.0.3 that a polynomial f ∈ C[Rep(Q, β)] is an invariant polynomial if g.f = f
for all g ∈ GLβ(C), and the polynomial f is χ-semi-invariant if g.f = χ(g)f for all g ∈ GLβ(C), where
χ : GLβ(C) −→ C∗ is a group homomorphism. We will refer (semi-)invariant polynomials as (semi-)invariants.
Semi-invariants under the GLβ(C)-action are invariants for SLβ(C) :=
∏
i∈Q0
SLβi(C)-action and SLβ(C)-
invariant polynomials that are homogeneous with respect to the Q0-grading are also semi-invariant (for
some χ) for the GLβ(C)-action. Therefore, C[Rep(Q, β)]GLβ(C),• ∼= C[Rep(Q, β)]SLβ(C). In the literature,
one writes SI(Rep(Q, β)) to mean C[Rep(Q, β)]SLβ(C). Although [Kac80], [Sch91] and [Sch92] are some of
the earlier works in the study of invariants of quiver varieties, we will focus on techniques given in [DW00],
[DZ01], and [SvdB01].
The following techniques were constructed independently by a number of mathematicians. In 1999,
Schofield-van den Bergh wrote down all semi-invariant polynomials for any quiver variety, in 2000, Derksen-
Weyman gave a strategy to produce all semi-invariant polynomials for acyclic quivers by using representation
theory techniques, and in 2001, Domokos-Zubkov gave a strategy on producing all semi-invariant polynomials
for all quiver varieties using combinatorical techniques and a notion of a large matrix. We will summarize
each technique in the following sections.
2.2.1 Derksen-Weyman technique
The following technique is found in [DW00]. For a fixed quiver Q = (Q0, Q1) and a dimension vector β ∈ ZQ0≥0,
consider the vector space Rep(Q, β) under SLβ(C) :=
∏
i∈Q0
SLβi(C)-action as a change-of-basis. Let W be a
general representation of Rep(Q, β).
Let α ∈ ZQ0≥0 be a dimension vector. Recall the Ringel form on α and β from Section 2.1.4. It follows
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from [ABW82] that 〈α, β〉 = dim Hom(V,W ) − dim Ext(V,W ) where V ∈ Rep(Q,α) and W ∈ Rep(Q, β).
We choose α such that the Euler form 〈α, β〉 equals zero and a general representation in Rep(Q,α) is
indecomposable (we will follow Derksen and Weyman’s technique with some examples). Let V be a general
representation of the vector space Rep(Q,α). Consider
⊕
i∈Q0
Hom(V (i),W (i))
dVW−→
⊕
a∈Q1
Hom(V (ta),W (ha)), where (X1, . . . , XQ0) 7→ (W (a)Xta −XhaV (a))a∈Q1 ,
where Xi ∈ Hom(V (i),W (i)) is (not necessarily a square) matrix with variables as coordinates, V (a) is a
general α(ha)× α(ta) matrix, and W (a) is a general β(ha)× β(ta) matrix. Write the map dVW in terms of
the basis {Xi : i ∈ Q0}. Since
∑
i∈Q0
αiβi =
∑
a∈Q1
αtaβha, d
V
W is a square matrix so taking the determinant of
dVW makes sense. Consider c
V
W = det(d
V
W ) ∈ C[Rep(Q,α)×Rep(Q, β)]; collect the polynomial coefficients of
{V (a) : a ∈ Q1}.
Theorem 2.2.1 (Derksen-Weyman). Let Q be an acyclic quiver and let β be a dimension vector. Let SLβ(C)
naturally act on Rep(Q, β) and let α be a dimension vector such that 〈α, β〉 = 0. Let V ∈ Rep(Q,α) be an
indecomposable general representation. Then the polynomial coefficients of {V (a) : a ∈ Q1} obtained from cVW
generate the ring of SLβ(C)-invariant polynomials.
Example 2.2.2. Let Q be the 1-Kronecker quiver
1• a // 2• and let β = (2, 2). We will write down the
map dVW from the diagram
C2=W (1)• W (a) // C
2=W (2)•
V (1)•
X1
OO
V (a)
//
V (2)•
X2.
OO
Since we want 〈α, β〉 = 2α1 + 2α2 − 2α1 to equal zero, this implies α2 = 0. So regardless of the choice of α1,
V (a) is the zero matrix. Let α1 = 1, W (a) = A, and X1 = X (note that we may let X2 = 0). Then
Hom(C1,C2)
dVW // Hom(C1,C2), X 7→ AX,
and the map [dVW ]X in terms of the basis X is A. Therefore, we have C[gl2]SL2×SL2 = C[det(A)].
Example 2.2.3. Let Q be the 2-Kronecker quiver
1•
a
((
b
66
2• and let β = (2, 2). Since 〈α, β〉 = 2α1 +
2α2 − 2α1 − 2α1 = 0, we must have α1 = α2. Let α1 = 1. Since V is an indecomposable representation in
Rep(Q,α), let V (a) = 1 and V (b) = λ. Let W (a) = A,W (b) = B,X1 = X,X2 = Y , where a and b are the
two arrows of Q. Let’s write the coordinates of the matrices as follows: A = (aij), B = (bij), X = (xi), and
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Y = (yj). So we have
C2=W (1)•
W (a)
--
W (b)
11
C2=W (2)•
C1•
X1
OO
1
++
λ
33
C1•
X2,
OO
where Hom(C1,C2)⊕Hom(C1,C2) d
V
W−→ Hom(C1,C2)⊕Hom(C1,C2) is the map
(X,Y ) 7→ (AX − Y,BX − λY )
=

 a11 a12
a21 a22

 x1
x2
−
 y1
y2
 ,
 b11 b12
b21 b22

 x1
x2
−
 λy1
λy2


=

 a11x1 + a12x2 − y1
a21x1 + a22x2 − y2
 ,
 b11x1 + b12x2 − λy1
b21x1 + b22x2 − λy2

 .
So the matrix [dVW ]X,Y in terms of basis X and Y is

x1 x2 y1 y2
a11 a12 −1 0
a21 a22 0 −1
b11 b12 −λ 0
b21 b22 0 −λ

,
and det(dVW ) = (a11a22 − a12a21)λ2 − (a11b22 − a12b21 − a21b12 + a22b11)λ+ (b11b22 − b12b21). We conclude
C[gl⊕22 ]SL2×SL2 = C[det(A), a11b22 − a12b21 − a21b12 + a22b11,det(B)].
2.2.2 Domokos-Zubkov technique
The following strategy is proved in [DZ01]. Let Q = (Q0, Q1) be an arbitary quiver (where cycles are allowed)
and let β be a dimension vector. Choose a set v1, . . . , vn, w1, . . . , wm ∈ Q0 of vertices (possibly repeating)
such that
n∑
i=1
β(vi) =
m∑
j=1
β(wj). (2.2)
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Let W ∈ Rep(Q, β) be a general representation and consider
M :
n⊕
i=1
W (vi) −→
m⊕
j=1
W (wj),
where M = (mij), with each mij being a linear combination of a general representation of paths in Q from
vi to wj , including the zero path which corresponds to the zero matrix and the identity matrix if vi = wj .
Theorem 2.2.4 (Domokos-Zubkov). Polynomial coefficients of the determinant of M are in the algebra
C[Rep(Q, β)]SLβ . Choose all possible combination of vertices satisfying (2.2) and all possible combination of
representations of paths to obtain polynomial generators of C[Rep(Q, β)]SLβ .
Example 2.2.5. Let Q be the 1-Jordan quiver
1• add and let β = 2. Let W (a) = (aij) be a general
representation of Rep(Q, β). Let n = m = 1 with v1 = w1 = 1. Let M : W (1) = C2 −→W (1) = C2, where
M = (tW (a)). Then det(M) = t2 det(W (a)). So det(W (a)) is an invariant polynomial. Now let n = m = 2
with v1 = v2 = w1 = w2 = 1. Then M : C2 ⊕ C2 −→ C2 ⊕ C2, and let
M =
sW (a) t I2
u I2 v I2
 =

sa11 sa12 t 0
sa21 sa22 0 t
u 0 v 0
0 u 0 v

,
where s, t, u, v are formal variables. Then
det(M) = t2u2 − (a11 + a22)stuv + (a11a22 − a12a21)s2v2,
and tr(W (a)) = a11 + a22 is also an invariant polynomial. Thus, C[Rep(Q, β)]SLβ = C[tr(W (a)),det(W (a))],
which coincides with the classical result that generators of the ring of invariant polynomials are precisely the
coefficients of the characteristic polynomial of W (a).
Example 2.2.6. Let Q be the 2-Jordan quiver
1•a $$ bdd and let β = 2. Let n = m = 2 with v1 = v2 =
w1 = w2 = 1. First, let M : C2 ⊕ C2 −→ C2 ⊕ C2, where
M =
sW (a) t I2
u I2 v I2
 =

sa11 sa12 t 0
sa21 sa22 0 t
u 0 v 0
0 u 0 v

.
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Then
det(M) = t2u2 − (a11 + a22)stuv + (a11a22 − a12a21)s2v2.
So tr(W (a)) and det(W (a)) are invariant polynomials. Continuing to let m = n = 2, we replace W (a) with
W (b) to conclude that tr(W (b)) and det(W (b)) are invariant polynomials. Next, consider M : C2 ⊕ C2 −→
C2 ⊕ C2, where
M =
sW (a) tW (b)
u I2 v I2
 =

sa11 sa12 tb11 tb12
sa21 sa22 tb21 tb22
u 0 v 0
0 u 0 v

.
Then det(M) = det(W (b))t2u2− (a11b22−a12b21 +a22b11−a21b12)stuv+ det(W (a))s2v2. We obtain another
polynomial a11b22 − a12b21 + a22b11 − a21b12, which is, in fact, an invariant polynomial. Thus, C[gl⊕22 ]SL2(C)
= C[det(W (a)), tr(W (a)),det(W (b)), tr(W (b)), a11b22 − a12b21 + a22b11 − a21b12].
2.2.3 Schofield-van den Bergh technique
Schofield and van den Bergh’s strategy ([SvdB01], Theorem 2.3) to produce semi-invariants for any quiver
is to prove that (homogeneous multilinear) semi-invariants of Rep(Q, β) are spanned by determinantal
semi-invariants. Since this technique is similar to Domokos and Zubkov’s technique, we will omit the details.
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Chapter 3
Filtered quiver varieties
3.1 Construction of filtered quiver varieties
Parabolic group actions arise naturally in mathematics. For example, let B be the standard Borel in GLn(C)
(the set of complex invertible upper triangular matrices) and let b = Lie(B) be the set of upper triangular
matrices in gln, where gln is the set of all n× n matrices. We are interested in studying the orbit structure
of B acting on b by conjugation or, in another way to put it, we are interested in studying a variety that has
a certain notion of filtrations associated to it. Let g˜ be the Grothendieck-Springer resolution (cf. Section 6.4)
and let G = GLn(C). Lemma 6.4.2 gives the isomorphism b/B ∼= g˜/G so the B-orbits on b are of significant
interest in and of itself.
Let us now discuss the B-adjoint action on b further. Let F • : {0} ⊆ C1 ⊆ C2 ⊆ . . . ⊆ Cn be the
complete standard filtration of vector spaces in Cn. Then b can be identified with the subspace of linear
maps Cn f→ Cn such that f(Ck) ⊆ Ck for all k. Since one must preserve the filtration of vector spaces while
changing the basis, we have the B-action on the domain and the codomain. So points of b/B correspond to
equivalence classes of linear maps preserving the complete standard filtration of vector spaces, where two
maps f and g are equivalent if there exists a change-of-basis that will take f to g.
We now give the construction of filtered quiver varieties in the general setting. Let Q = (Q0, Q1) be
a quiver and let β = (β1, . . . , βQ0) ∈ ZQ0≥0 be a dimension vector. Let F • : 0 ⊆ Cγ
1 ⊆ Cγ2 ⊆ . . . ⊆ Cβ be
a filtration of vector spaces such that we have the filtration F •i : 0 ⊆ Cγ
1
i ⊆ Cγ2i ⊆ . . . ⊆ Cβi of vector
spaces at vertex i. Let Rep(Q, β) be the quiver variety in the classical sense (without the filtration of vector
spaces imposed). Then F •Rep(Q, β) is a subspace of Rep(Q, β) whose linear maps preserve the filtration
of vector spaces at every level. Let Pi ⊆ GLβi(C) be the largest parabolic group preserving the filtration
of vector spaces at vertex i. Then the product Pβ :=
∏
i∈Q0
Pi of parabolic groups acts on F
•Rep(Q, β) as a
change-of-basis.
Now, we will say a parabolic Lie algebra p = Lie(P ) is in standard form if a general parabolic matrix
has indeterminates along its block diagonal and upper triangular portion of the matrix and zero below the
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diagonal blocks. We refer to [Cra11] for a discussion on quiver Grassmannians and quiver flag varieties, which
are related to filtered quiver varieties but they are not the same. In the next three sections, we will discuss
quiver Grassmannians, quiver flag varieties, and filtered quiver varieties.
3.1.1 Quiver Grassmannians
Let γ = (γ1, . . . , γQ0) ∈ ZQ0≥0 be a dimension vector. If each γk ≤ βk for each k ∈ Q0, then we define
Grγ(β) :=
∏
k∈Q0
Grγk(βk) to be the product of Grassmannians, where each Grγk(βk) parameterizes γk-
dimensional subspaces in a βk-dimensional vector space. So Grγ(β) has dimension
∑
k∈Q0
γk(βk − γk), which
is obtained by counting the number of indeterminates after row reducing a certain product of matrices, i.e.,
each matrix corresponding to Grγk(βk) is of size γk×βk with the rows spanning the γk-dimensional subspace.
Writing Gβ :=
∏
k∈Q0
GLβk(C), Grγ(β) can also be thought of as Gβ/Pγ , where Pγ :=
∏
k∈Q0
Pγk ⊆ Gβ is a
product of largest parabolic matrices with each Pγk stabilizing a γk-dimensional subspace in a βk-dimensional
vector space. We now define
GrQγ (β) := {((U(k))k∈Q0 , (W (a))a∈Q1) : U(k) ∼= Cγk is a subspace of W (k) ∼= Cβk and
W (a)U(i) ⊆ U(j), where a : i→ j}
to be the universal quiver Grassmannian of γ-dimensional subrepresentations in β-dimensional representations
of Q. Note that GrQγ (β) is a subvariety of the pair Grγ(β)×Rep(Q, β), with the product Gβ of invertible
matrices acting on GrQγ (β) diagonally on each factor, i.e., for (gβk)k∈Q0 ∈ Gβ and having chosen a basis for a
sequence (W (k))k∈Q0 of vector spaces (and thus for (U(k))k∈Q0 as well), the Gβ-action is given as
(gβk)k∈Q0 .((uk)k∈Q0 , (W (a))a∈Q1) = ((gβkuk)k∈Q0 , (gβhaW (a)g
−1
βta
)a∈Q1),
where uk is a vector in U(k) and W (a) is a matrix in Mβha×βta . For notational simplicity (this will be
apparent in Section 3.1.2 when we discuss quiver flag varieties), we may also write
GrQγ (β) = {(U,W ) ∈ Grγ(β)×Rep(Q, β) : U is a subrepresentation of W}.
Now consider the projections GrQγ (β)
p1−→ Grγ(β) and GrQγ (β) p2−→ Rep(Q, β) onto the two factors, where
p1 and p2 are Gβ-equivariant maps. We will give explicit description of the fibers p−11 (U) and p
−1
2 (W ). For a
fixed sequence (U(k))k∈Q0 of subspaces in the product Grγ(β) of Grassmannians, we can choose a sequence
(U(k)⊥)k∈Q0 of complementary subspaces such that U(k)⊕ U(k)⊥ = W (k) ∼= Cβk for each vertex k ∈ Q0.
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Since the preimage of (U(k))k∈Q0 under the first projection map p1 must satisfy W (a)U(i) ⊆ U(j) for each
arrow a : i→ j, we have
p−11 (U) = U ×

 HomQ(U(i), U(j)) HomQ(U(i)⊥, U(j))
0 HomQ(U(i)
⊥, U(j)⊥)


a:i→j
. (3.1)
Thus the fiber of p1 over U is a vector space of rank
∑
a:i→j,a∈Q1
βiγj + (βi − γi)(βj − γj) =
∑
a:i→j,a∈Q1
βiβj + γiγj − βjγi,
since HomQ(U(i), U(j)) is a vector space of dimension γiγj , HomQ(U(i)
⊥, U(j)) is a vector space of dimension
(βi − γi)γj , and HomQ(U(i)⊥, U(j)⊥) is a vector space of dimension (βi − γi)(βj − γj). So p1 is flat.
For W ∈ Rep(Q, β), the preimage p−12 (W ) parameterizes all sequences (U(k))k∈Q0 of subspaces of
dimension vector γ such that W (a)U(i) ⊆ U(j) for each arrow a : i→ j in Q. Thus, we identify the fiber of
p2 over a fixed representation W as the quiver Grassmannian Grγ(W ) := p
−1
2 (W ) of W of dimension vector
γ; it essentially parameterizes all γ-dimensional subrepresentations of W . Thus, p2 is projective.
Example 3.1.1. Consider the A1-Dynkin quiver, and consider β = n. Then Rep(Q, β) ∼= Cn, an n-
dimensional complex vector space. Now let the dimension vector γ be m ≤ n. Then the universal quiver
Grassmannian is GrQm(n) = Grm(n)×Cn with the quiver Grassmannian Grm(Cn) = Grm(n) coinciding with
the classical notion of a Grassmannian: the space of m-dimensional subspaces in an n-dimensional complex
vector space.
Example 3.1.2. Consider the A2-Dynkin quiver
1• a // 2• and let β = (n1, n2). Consider γ = (m1,m2),
with mk ≤ nk for k = 1, 2. Then for W ∈Mn2×n1 ∼= Rep(Q, β), the quiver Grassmannian Gr(m1,m2)(W ) is
a closed subvariety of Grm1(Cn1)×Grm2(Cn2) which satisfies W (U(1)) ⊆ U(2), where dim(U(i)) = mi for
i = 1, 2.
3.1.2 Quiver flag varieties
In this section, we generalize Section 3.1.1 by discussing the notion of quiver flag varieties. These varieties
also appear in the literature as quiver flag manifolds. Similar as before, let γ1, γ2, . . . , γN = β ∈ ZQ0≥0 be
dimension vectors with coordinates γk = (γk1 , . . . , γ
k
Q0
) satisfying γki ≤ γk+1i for each i ∈ Q0 and for each
1 ≤ k < N . Define Flγ•(β) :=
∏
i∈Q0
Flγ•i (βi) to be the product of flag varieties, where each Flγ•i (βi) is the
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usual flag variety parametrizing flags of subspaces
0 ⊆ U1i ⊆ U2i ⊆ . . . ⊆ UNi = W (i) ∼= Cβi
with dimUki = γ
k
i for all i ∈ Q0 and for all 1 ≤ k < N . We define the universal quiver flag to be
FlQγ•(β) := {(U1, . . . , UN ,W ) ∈ Flγ•(β)×Rep(Q, β) : 0 ⊆ U1 ⊆ U2 ⊆ . . . ⊆ UN = W is
a chain of subrepresentations of W and W (a)Uki ⊆ Ukj ∀ a : i→ j and ∀ 1 ≤ k ≤ N}.
(3.2)
Consider the two Gβ-equivariant projections FlQγ•(β)
p1−→ Flγ•(β) and FlQγ•(β)
p2−→ Rep(Q, β). First, let
us view Uki as subspaces in W (i) for each i ∈ Q0. The fiber of p1 over the tuple (U1, . . . , UN ) is again a
homogeneous vector bundle isomorphic to
⊕
a∈Q1
(
N⊕
k=1
Hom
(
Ukta/U
k−1
ta , U
k
ha
))
(3.3)
where Ukta/U
k−1
ta := {v ∈ Ukta : v ⊥ u ∀u ∈ Uk−1ta } and U0ta := {0}. So p1 is flat. On the other hand, p−12 (W )
parameterizes all flags 0 ⊆ U1 ⊆ U2 ⊆ . . . ⊆ UN = W of subspaces with prescribed dimension vectors γk,
with each Uk being a subrepresentation of Uk+1. So p2 is projective. The fiber p
−1
2 (W )
∼= Flγ•(W ) of p2
over W is called the quiver flag variety.
Example 3.1.3. Consider the A1-Dynkin quiver and consider β = n. Let γ
i = i for 1 ≤ i ≤ n. Then the
quiver flag variety Flγ•(Cn) is isomorphic to the complete flag variety for Cn.
Example 3.1.4. Let Q be any quiver and consider N = 2 to obtain the quiver Grassmannian from
Section 3.1.1.
It is worth mentioning that when rewriting the direct sum of vector bundles in (3.3) as a product of
matrices (one matrix representation for each arrow a ∈ Q1), each matrix has the form of a parabolic matrix
(cf. see (3.1) when N = 2). In the next section, we will further investigate the fibers of p1.
3.1.3 Filtered quiver varieties
Filtered quiver varieties are precisely the fibers of p1 over a fixed sequence of vector spaces in (3.2). A more
direct construction is given as follows: let Q be any quiver. Fix a set of dimension vectors γ1, γ2, . . . , γN = β ∈
ZQ0≥0 such that γki ≤ γk+1i for each i ∈ Q0 and for each 1 ≤ k < N . Let F • : 0 ⊆ U1 ⊆ U2 ⊆ . . . ⊆ UN = W
be a flag of subspaces such that dimUki = γ
k
i for each i ∈ Q0 and for each 1 ≤ k ≤ N .
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Definition 3.1.5. The filtered quiver variety is
F •Rep(Q, β) := {W ∈ Rep(Q, β) : W (Ukta) ⊆ Ukha ∀ 1 ≤ k ≤ N, ∀ a ∈ Q1}.
If Pi ⊆ GLβi(C) is the largest parabolic subgroup acting as a change-of-basis while preserving the filtration
of vector spaces at vertex i ∈ Q0, then Pβ :=
∏
i∈Q0
Pi naturally acts on F
•Rep(Q, β) as a change-of-basis.
Remark 3.1.6. A filtered quiver variety is a representation space where the filtration is a structure on a
representation, not on the quiver itself.
Remark 3.1.7. Recall a framed quiver in Definition 2.1.7. We construct a framed filtered quiver variety,
denoted as F •Rep(Q†, β†), as follows: the filtration F • on the framed variety F •Rep(Q†, β†) modifies vector
spaces assigned to vertices in Q0, but not those vector spaces assigned to framed vertices Q
\
0. Writing the
dimension vector for a framed quiver as β† = (β, β\), Pβ naturally acts on F •Rep(Q†, β†). If the tail of
the underlying arrow of a general representation is not a framed vertex, then a general representation must
preserve the fixed filtration F • of vector spaces at both the head and the tail of the underlying arrow; such
representation is possibly block upper triangular and has indeterminates in those entries that are not zero.
For all other linear maps whose tail is a framed vertex, i.e., these are of the form W (ιi) ∈ Hom(Cβ\i ,Cβi), we
define these general representations to have indeterminates in all coordinate entries since we do not impose a
filtration of vector spaces on framed vertices.
Example 3.1.8. Consider the framed quiver
1\◦ ι1 // 1• add , and consider β = (2, 2). Let F •1 : 0 ⊆ C1 ⊆
C2 be the complete standard filtration of vector spaces at vertex 1. Then F •Rep(Q†, β†) ∼= b2 ⊕Hom(C2,C2);
that is, if W is a general representation in F •Rep(Q†, β†), then
W (ι1) =
x11 x12
x21 x22
 while W (a) =
a11 a12
0 a22
 .
Remark 3.1.9. Using Definition 2.1.8, we define the filtered double quiver variety as F •Rep(Q, β) :=
F •Rep(Q, β)× F •Rep(Qop, β), where Qop = (Q0, Qop1 ). The group Pβ = Pβ acts on F •Rep(Q, β) by acting
on F •Rep(Q, β) and F •Rep(Qop, β) as a change-of-basis.
In the classical setting, a double quiver variety is the same as the cotangent bundle of a quiver variety (cf.
the paragraph following Definition 2.1.33). However, in our setting, filtered double quiver varieties are not the
same as the cotangent bundle of filtered quiver varieties since F •Rep(Qop, β) may consist of representations
that are block upper triangular. We will give a plausible definition of the cotangent bundle of a filtered quiver
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variety which is used throughout this thesis (cf. Definition 3.1.14).
Example 3.1.10. Consider the double 1-Kronecker quiver
1• a ** 2•
aop
jj with the following filtration:
γ1 = (3, 1), γ2 = (4, 3), and γ3 = β = (5, 4), where the vector space representation of γki is the span of the
first γki standard basis vectors. If W is a general representation in F
•Rep(Q, β), then
W (a) =

a11 a12 a13 a14 a15
0 0 0 a24 a25
0 0 0 a34 a35
0 0 0 0 a45

while W (aop) =

c11 c12 c13 c14
c21 c22 c23 c24
c31 c32 c33 c34
0 c42 c43 c44
0 0 0 c54

.
Note that both W (a) and W (aop) are in block upper triangular form.
Next, we want to understand the cotangent bundle of filtered quiver varieties. We first begin with a
definition.
Definition 3.1.11. Let Lie(P ) = p ⊆ gln be the (standard) parabolic Lie algebra. Define np ⊆ p as the Lie
algebra of the intersection of the kernels of all homomorphisms from P to the multiplicative group C∗.
Next, we give a lemma to reinterpret T ∗(b) = b× b∗ as a filtered quiver variety, where b∗ = HomC(b,C).
Lemma 3.1.12. Let b be the standard Borel in gln and let n
+ be the space of strictly upper triangular
matrices in b. Then b∗ ∼= gln/n+. Similarly, let Lie(P ) = p ⊆ gln be the (standard) parabolic Lie algebra and
let np ⊆ p be the Lie algebra given in Definition 3.1.11. Then p∗ ∼= gln/np.
Proof. Without loss of generality, let b be the Borel in standard form (block upper triangular) and let n+ ⊆ b
be the set of strictly upper triangular matrices. Consider
gln
Ψ−→ b∗ = Hom(b,C), where Ψ(s) : b→ C maps Ψ(s)(r) = tr(rs).
For s ∈ n+, tr(rs) = 0. So Ψ factors through gln/n+ and ker Ψ = n+. Next, we claim that Ψ : gln/n+ → b∗
is a bijection and B-equivariant. It is a bijection since if Ψ(s)(r) = tr(sr) = 0 for all r ∈ b, then s ∈ n+ (so
s = 0 + n+); so Ψ is injective. For surjectivity, for tr(r−) = t ∈ b∗, it is clear that there exists s ∈ gln/n+
such that tr(rs) = t. Finally, Ψ is B-equivariant since Ψ(bsb−1)(brb−1) = tr(rs) = Ψ(s)(r). Thus we have
gln/n
+ ∼= b∗.
Since we have a similar argument for p ⊆ gln and np of p, we are done.
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Note if b is the space of upper triangular matrices, then we can essentially think of b∗ as the space of lower
triangular matrices. Similarly, if p is the space of block upper triangular matrices, then we can essentially
think of p∗ as the space of block lower triangular matrices.
Definition 3.1.13. Let Q be a quiver and consider β = (n, . . . , n) ∈ ZQ0≥0, a dimension vector. Let Qop
be the opposite quiver and let F •i be the filtration 0 ⊆ Cγ1 ⊆ Cγ2 ⊆ . . . ⊆ CγN−1 ⊆ Cn of vector spaces at
each vertex i ∈ Qop, where Cγk is the vector space spanned by the first γk standard basis vectors. Since
F •Rep(Qop, β) ∼= pQ1 , we define nil(F •Rep(Qop, β)) := nQ1p , where np is defined in Definition 3.1.11.
Definition 3.1.14. Let F •i : 0 ⊆ Cγ1 ⊆ Cγ2 ⊆ . . . ⊆ CγN−1 ⊆ Cn be a filtration at each i ∈ Q0, where Cγk
is the space spanned by the first γk standard basis vectors. We define T
∗F •Rep(Q, β) := F •Rep(Q, β) ×
F •Rep(Q, β)∗, where
F •Rep(Q, β)∗ := Rep(Qop, β)/nil(F •Rep(Qop, β));
T ∗F •Rep(Q, β) is the cotangent bundle of a filtered quiver variety.
The Pβ-action on F •Rep(Q, β) naturally extends to T ∗F •Rep(Q, β).
Example 3.1.15. Let Q be the 1-Jordan quiver
1• dd and consider β = 2. Impose the complete standard
filtration of vector spaces at vertex 1. Then F •Rep(Q, β) = b2 ∼= F •Rep(Qop, β) and nil(F •Rep(Qop, β)) = n+.
So F •Rep(Q, β)∗ = gl2/n+ ∼= b∗2 and T ∗F •Rep(Q, β) = b2 × b∗2.
Example 3.1.16. In the degenerate case when N = 1, i.e., the case when the filtration consists of 0-
dimensional vector spaces and the entire space Cn, we have F •Rep(Q, β)∗ ∼= Rep(Qop, β). Thus, the
cotangent bundle T ∗F •Rep(Q, β) coincides with the classical setting T ∗Rep(Q, β) ∼= glQ1n × glQ1n .
Next, recall Definition 2.1.7 and Remark 3.1.7.
Definition 3.1.17. Let Q† be a framed quiver, and consider the assumptions in Definition 3.1.14. We define
the cotangent bundle of a framed filtered quiver variety as
T ∗F •Rep(Q†, β†) = F •Rep(Q†, β†)× F •Rep(Q†, β†)∗,
where
F •Rep(Q†, β†)∗ = (Rep(Qop, β)/ nil(F •Rep(Qop, β)))×Hom(Cβ\ ,Cβ)∗
∼= (Rep(Qop, β)/ nil(F •Rep(Qop, β)))×Hom(Cβ ,Cβ\),
with Hom(Cβ\ ,Cβ)∗ ∼= Hom(Cβ ,Cβ\) :=
∏
i∈Q0
Hom(Cβi ,Cβ
\
i ).
Similar as before, Pβ acts on T ∗F •Rep(Q†, β†) in the obvious way.
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Chapter 4
Categories of filtered and graded
quiver varieties
In this chapter, we will discuss categories of associated graded, graded, and filtered quiver varieties. We
begin with some basic facts.
Definition 4.0.18. Let [a, b] be a set of integers between a ∈ Z and b ∈ Z. We define a filtration of a finitely
generated module F to be
Fa ⊆ Fa+1 ⊆ . . . ⊆ Fb
such that Fa = {0} and Fb = F .
Equivalently, a filtration of F is Fk ⊆
⋃
k
Fk such that Fa = 0 for a << 0 and Fb =
⋃
k
Fk for b >> 0.
Throughout this thesis, we assume a filtration (of a module or a vector space or a ring) is separated and
exhaustive.
Definition 4.0.19. Let Xj be a filtered vector space, i.e., {0} = Xj,0 ⊆ Xj,1 ⊆ . . . ⊆ Xj,k = Xj . If Yj ⊆ Xj
is a subspace, then the induced filtration of Yj is Yj,l = Yj ∩Xj,l. If Xj
ϕ
 Yj is a quotient map, then the
induced filtration of Yj is defined as Yj,l = ϕ(Xj,l).
Definition 4.0.20. Let Xj and Yj be filtered vector spaces and let Xj
ϕ−→ Yj be a linear map. We say ϕ is
filtered if ϕ(Xj,l) ⊆ Yj,l for each 1 ≤ l ≤ k.
Definition 4.0.21. For each j ∈ J , let Xj be a filtered vector space. We define the induced filtration
Fl(
⊕
j
Xj) on the direct sum of Xj to be Fl(
⊕
j
Xj) :=
⊕
j
Xj,l, where 1 ≤ l ≤ k.
Definition 4.0.22. Let X and Y be filtered vector spaces. We define F •Hom(X,Y ) ⊆ Hom(X,Y ) to be the
subspace of all linear maps ϕ : X → Y such that ϕ(Xl) ⊆ Yl for each 0 ≤ l ≤ k.
The following are some properties of filtered maps.
Lemma 4.0.23.
1. Each projection
⊕
j
Xj
pij−→ Xj is a filtered map.
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2. Each inclusion Xj ↪→
⊕
j
Xj is a filtered map.
3. If Yj ⊆ Xj is a subspace of a filtered vector space Xj , then giving Yj the induced filtration, the inclusion
Yj ↪→ Xj is a filtered map.
4. If Xj  Yj is a quotient map where Xj is a filtered vector space, then giving Yj the induced filtration,
Xj  Yj is a filtered map.
5. If Xa
ϕ−→ Xb and Xb ψ−→ Xc are filtered maps, then so is ψ ◦ ϕ.
Proof. We will begin with (1). Since pij(Fl(
⊕
j
Xj)) = pij(
⊕
j
Xj,l) = Xj,l, we are done. For (2), we
have Xj,l ↪→ Xj,l ⊕ 0 = Fl(Xj ⊕ 0). Let us now prove (3). Let Yj i↪→ Xj be an inclusion. Then since
i(Yj,l) = i(Yj ∩ Xj,l) ∼= Yj ∩ Xj,l ⊆ Xj,l for each 0 ≤ l ≤ k, the inclusion i is a filtered map. For (4), let
Xj
ϕ
 Yj be a quotient map. Then ϕ(Xj,l) = Yj,l since Yj has the induced filtration. Thus ϕ is a filtered
map. Finally for (5), since ψ ◦ ϕ(Xa,l) = ψ(ϕ(Xa,l)) ⊆ ψ(Xb,l) ⊆ Xc,l, ψ ◦ ϕ is a filtered map.
Definition 4.0.24. Let F •Rep(Q, β)
forget−→ Rep(Q, β) be the forgetful functor which sends a filtered repre-
sentation to the representation in Rep(Q, β), where the data consisting of the fixed filtration of vector spaces
at each vertex is ignored.
We refer the reader to Section 2.1.6 for definitions of reflection functors in the classical setting.
Proposition 4.0.25. If X is a filtered representation of Q, then S+i X and S
−
i X with induced filtrations are
filtered representations of F •Rep(Q′, β′), where i ∈ Q0 is a sink or a source, respectively. Furthermore, let
F •Rep(Q, β) −→ Rep(Q, β) be the forgetful functor. Then the maps in the diagrams
F •Rep(Q, β)
S+i //
forget

F •Rep(σi(Q), σi(β))
forget

F •Rep(Q, β)
S−i //
forget

F •Rep(σi(Q), σi(β))
forget

	 	
Rep(Q, β)
S+i // Rep(σi(Q), σi(β)) Rep(Q, β)
S−i // Rep(σi(Q), σi(β))
commute, where i ∈ Q0 is a sink or a source, respectively.
Proof. Let Q be a quiver and let i ∈ Q0 be a sink of Q. By the definition of a reflection functor, X ′i = kerφXi ,
where φXi =
∑
(j
ν→i)∈Q1
ρν :
⊕
j
Xj → Xi and for each arrow i ν→ j ∈ Q′1, the linear map ρ′ν : X ′i → Xj = X ′j
is the natural projection on the component Xj ∈
⊕
j
Xj . Thus X
′
i ↪→
⊕
j
Xj is the inclusion followed by
a projection onto the component Xj . Since each Xj is a filtered vector space: {0} = Xj,0 ⊆ Xj,1 ⊆ . . . ⊆
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Xj,k = Xj , we have (X
′
i)l := X
′
i ∩ (
⊕
j
Xj,l) ↪→
⊕
j
Xj,l  Xj,l for each 0 ≤ l ≤ k. Since (X ′i)l−1 ⊆ (X ′i)l for
each 1 ≤ l ≤ k, the representation X ′ with the induced filtration is a filtered representation of F •Rep(Q′, β′).
Now for a sink i ∈ Q0, consider a filtered representation X of Q with dimension vector β. Then S+i X is a
filtered representation of σi(Q) with dimension vector σi(β). Applying the forgetful functor, S
+
i X is now a
representation in Rep(σiQ, σiβ), which coincides with applying the forgetful functor to X followed by S
+
i .
Now, suppose i ∈ Q0 is a source of Q. By the definition of a reflection functor, X ′i = coker φ˜Xi with
ρ′ν : Xj → X ′i is given by Xj ∼=
⊕
j
Xj |Xj⊕0 ↪→
⊕
j
Xj 
⊕
j
Xj/ Im φ˜
X
i . Since Xj is a filtered vector
space, the induced filtration on X ′i is ρ
′
ν(Xj,l) = ((
⊕
j
Xj)/ Im φ˜
X
i ) ∩ (
⊕
j
Xj,l) =: (X
′
i)l for 0 ≤ l ≤ k. Since
(X ′i)l−1 ⊆ (X ′i)l for each 1 ≤ l ≤ k, the representation X ′ with the induced filtration is a well-defined filtered
representation of F •Rep(Q′, β′). Now for a source i ∈ Q0, consider a filtered representation X of Q with
dimension vector β. Then S−i X is a filtered representation of σi(Q) with dimension vector σi(β). Applying
the forgetful functor, S−i X is now a representation in Rep(σiQ, σiβ), which coincides with applying the
forgetful functor to X followed by S−i .
We refer the reader to [GTL00] for the construction of multifiltered modules over multifiltered associative
rings. Next, we will discuss the notion of strict filtered maps in the context of filtered representations of a
quiver.
Definition 4.0.26. Let M
ϕ−→ N be a filtered map of left CQ-modules, where {0} = M0 ⊆ M1 ⊆ . . . ⊆
Mk = M and {0} = N0 ⊆ N1 ⊆ . . . ⊆ Nk = N are filtrations of M and N , respectively. If Ml is maximal
with the property that ϕ(Ml) = ϕ(M) ∩Nl for all 1 ≤ l ≤ k, then ϕ is called strict.
Note that ϕ is strict if the filtration on the image is induced by the filtration of the target module, i.e.,
we have Ml = ϕ
−1(Nl) for all 1 ≤ l ≤ k.
Proposition 4.0.27. Let CQ be the path algebra of Q and let
M
ϕM // N
ϕN // S (4.1)
be a sequence of filtered maps exact at N . Then
grM
ϕM // grN
ϕN // grS (4.2)
is exact at grN if and only if ϕM and ϕN are strict.
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We sometimes say the sequence is strict exact if it is exact and both ϕM and ϕN are strict. We will now
prove Proposition 4.0.27.
Proof. Suppose
k⊕
l=1
Ml/Ml−1
ϕM //
k⊕
l=1
Nl/Nl−1
ϕN //
k⊕
l=1
Sl/Sl−1
is exact. We want to show ϕM (Ml) = ϕM (M) ∩Nl and ϕN (Nl) = ϕN (N) ∩ Sl. Since Ml ⊆M , ϕM (Ml) ⊆
ϕM (M). Since ϕ is a filtered map, ϕM (Ml) ⊆ Nl. Thus, ϕM (Ml) ⊆ ϕM (M) ∩Nl. Now, we will show the
other inclusion. Let n ∈ ϕM (M) ∩Nl = ker(N ϕN−→ S) ∩Nl. Let’s write [n]l = nl +Nl−1 ∈ Nl/Nl−1. Since
ϕN (n) = 0, ϕN ([n]l) = [0]l. By (4.2), there exists [m]l = ml +Ml−1 ∈Ml/Ml−1 such that ϕM ([m]l) = [n]l.
Lifting ϕM to ϕM , ϕM (m) = n, where m ∈Ml. Thus, we have n ∈ ϕM (Ml).
Similarly, since Nl ⊆ N , we have ϕN (Nl) ⊆ ϕN (N). Since ϕ is a filtered map, ϕN (Nl) ⊆ Sl. Thus,
ϕN (Nl) ⊆ ϕN (N)∩Sl. On the other hand, suppose s ∈ ϕN (N)∩Sl. This means [s]l = sl+Sl−1 ∈ Sl/Sl−1 and
there exists n ∈ N such that ϕN (n) = s. We want to show that n ∈ Nl. Write [n]j = nj +Nj−1 ∈ Nj/Nj−1.
Suppose j > l. Then ϕN ([n]j) = [0]j = [s]j ∈ Sj/Sj−1. By (4.2), there exists [m]j = mj +Mj−1 such that
ϕM ([m]j) = [n]j . Lifting ϕM and ϕN to ϕM and ϕN , respectively, ϕN ◦ ϕM (m) = ϕN (n) = 0 = s. So s was
zero. If s is not zero, then the same argument implies s must be zero, which is a contradiction. Thus, j ≤ l.
If 0 6= s ∈ Sl such that [s]l = [0]l, then there exists smallest l′ such that [s]l′ 6= [0]l′ . Rewrite the indices such
that [s]l 6= [0]l in Sl/Sl−1. Now if j < l, then [0]l = [n]l = 0 +Nl−1 ∈ Nl/Nl−1 implies ϕN ([0]l) = [s]l 6= [0]l.
This is a contradiction and therefore, we conclude j = l and ϕN is strict.
Now suppose ϕM and ϕN are strict, i.e., ϕM (Ml) = ϕM (M)∩Nl and ϕN (Nl) = ϕN (N)∩Sl. We want to
show the sequence in (4.2) is exact. Since M
ϕM−→ N ϕN−→ S is an exact sequence of filtered maps, by definition
we have ϕM (Ml) = ker(Nl
ϕN−→ Sl) for all 0 ≤ l ≤ k. This means given the complex grM ϕM−→ grN ϕN−→ grS,
ImϕM ⊆ kerϕN . We also have for all 0 ≤ l ≤ k,
ker(Nl
ϕN−→ Sl) = ϕM (M) ∩Nl. (4.3)
Suppose [n]l = nl +Nl−1 ∈ kerϕN . Lifting [n]l in Nl/Nl−1 to n in Nl, ϕN (n) = 0. By the right-hand side of
(4.3), n ∈ ϕM (M). So there exists m ∈M such that ϕM (m) = n. Since ϕM (Ml) = ϕM (M)∩Nl, ϕM (m) = n
implies m is really in Ml. So [m]l = ml +Ml−1 ∈Ml/Ml−1 such that ϕM ([m]l) = [n]l. So [n]l ∈ ImϕM and
thus, we obtain that the associated graded complex is exact.
Corollary 4.0.28. Let M
ϕ−→ N be a filtered map of left CQ-modules. Then
(1) the morphism ϕ is injective and strict if and only if grM
ϕ−→ grN is injective.
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(2) the morphism ϕ is surjective and strict if and only if grM
ϕ−→ grN is surjective.
Corollary 4.0.28 is a special case of Proposition 4.0.27 by taking M = 0 (so that ϕN is injective) or S = 0
(so that ϕM is surjective). It follows from Proposition 4.0.27 and Corollary 4.0.28 that a map of filtered
modules 0→M → N → S → 0 is a strict short exact sequence if and only if 0→ grM → grN → grS → 0
is a short exact sequence.
Remark 4.0.29. Let Xj and Yj be filtered vector spaces. If grXj ↪→ grYj is injective, then Xj ϕ→ Yj is
also injective and the filtration of Xj equals the filtration induced from Yj. And similarly, if grXj  grYj
is surjective, then Xj
ψ
 Yj is also surjective and the filtration of vector spaces at Xj is determined by the
filtration of vector spaces at Yj.
Now let Xj := Xj,• be a filtered vector space. We extend the filtration of vector spaces such that it is
torsion-free, i.e., if Xj,k = Xj is the entire vector space, then let Xj,k+l := Xj,k for all l ≥ 0.
Definition 4.0.30. The Rees vector space of Xj is defined to be
Rees(Xj) :=
⊕
l∈Z
Xj,lt
l.
It is a graded module over the graded algebra C[t] as
∑
l
clt
l ·
∑
k
dkt
k =
∑
m
∑
l+k=m
cldkt
m.
Definition 4.0.31. Let X be a filtered representation of a quiver Q. We define the graded representation
Rees(X) of X to be the representation whose graded vector space at each vertex i ∈ Q0 is Rees(X)i :=
Rees(Xi), and for each arrow i
a→ j, the graded linear maps are Rees(X)i Rees(AX)−→ Rees(X)j, where
Rees(AX) sends vi,lt
l 7→ vj,ltl for every l.
Definition 4.0.32. The Rees representation Rees(X) of X is decomposable if Rees(X) ∼= Rees(Y ) ⊕
Rees(Z), where Rees(Y ) and Rees(Z) are nonzero graded C[t]-representations of Q. If such decomposition
does not exist, then we say Rees(X) is an indecomposable graded representation.
Definition 4.0.33. A graded C[t]-representation of Q is a representation of Q in graded C[t]-modules. Let
GPRep(Q) be the category of graded C[t]-representations.
Lemma 4.0.34. Rees(−) defines a functor from F •Rep(Q) to graded C[t]-representations:
F •Rep(Q) // GPRep(Q)
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by sending X 7→ Rees(X).
Definition 4.0.35. We say a filtered representation X is decomposable if X ∼= Y ⊕ Z, where Y and Z are
nonzero filtered representations. If such decomposition does not exist, we say X is an indecomposable filtered
representation.
Lemma 4.0.36. Let
GPRep(Q) // F •Rep(Q)
be the functor defined as follows: writing Rees(X)i =
⊕
l
Ri,l, if t · − : Ri,l → Ri,l+1 is injective for all l,
then Rees(X)i/Rees(X)i(t− 1) is isomorphic to
⋃
lRi,l via Ri,l
t·−
↪→ Ri,l+1.
That is, the total space at vertex i is Rees(X)i/Rees(X)i(t−1). Moreover, the vector space
⋃
l
Ri,l = Ri
has the induced filtration from Rees(X)/Rees(X)(t− 1).
Proof. Suppose t · − : Ri,l → Ri,l+1 is injective for each l. We will show the existence of an isomorphism
⋃
l
Ri,l // Rees(X)i/Rees(X)i(t− 1).
Consider the composite
Ri,l
pil
((
  incl // Rees(X)i
pri

Rees(X)i/Rees(X)i(t− 1).
Then the kernel of pil is Ri,l ∩Rees(X)i(t− 1). Note that an element of Rees(X)i(t− 1) is of the form
v = (t− 1)
(
l0+k∑
l=l0
vl
)
,
where vl ∈ Ri,l, vl0 6= 0, vl0+k 6= 0. Expanding the product for v, we get
v = −vl0 + tvl0 − vl0+1 + . . .+ tvl0+k,
where −vl0 ∈ Ri,l0 , tvl0 − vl0+1 ∈ Ri,l0+1, . . ., tvl0+k ∈ Ri,l0+k+1. Since vl0 6= 0 by assumption and
tvl0+k 6= 0 since multiplication by t is injective, any such v has nonzero components in at least two graded
module pieces. So Ri,l ∩ Rees(X)i(t − 1) = {0} for every l since Ri,l is just one graded piece. Thus,
Ri,l
pil
↪→ Rees(X)i/Rees(X)i(t− 1) is injective.
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Next, we will prove that the diagram
Ri,l  u
pil
((
t·−
// Ri,l+1 _
pil+1

Rees(X)i/Rees(X)i(t− 1)
commutes, where pil : v 7→ v, t · − : v 7→ tv, and pil+1 : tv 7→ tv. So if v ∈ Ri,l, then tv − v = (t− 1)v = 0 in
Rees(X)i/Rees(X)i(t− 1). So tv = v in Rees(X)i/Rees(X)i(t− 1).
Finally, we need to show ⋃
l
Impil = Rees(X)i/Rees(X)i(t− 1).
Since Rees(X)i/Rees(X)i(t − 1) consists of images of elements of the form
l0+k∑
l=l0
vl, where vl ∈ Ri,l, the
image of such element equals the image of
l0+k∑
l=l0
vlt
l0+k−l = vl0t
k + vl0+1t
k−1 + vl0+2t
k−2 + . . .+ vl0+k ∈ Ri,l0+k.
Now, consider the map from a graded representation to a filtered representation: X•,• 7→ (X/X(t− 1))•,•,
where (X/X(t − 1))i,l = Im(Xi,l → Xi,•/Xi,•(t − 1)). That is, let X be a graded C[t]-representation; so
Xi =
⊕
l
Xi,l is a graded C[t]-module. Define
Filt(X•)i,l = Im(Xi,l // Xi/Xi(t− 1)).
Lemma 4.0.37. The module Filt(X•) defined above is a filtered representation of Q.
Regardless of t having torsion or being torsion-free, defining Filt(X•)i,l as in Lemma 4.0.37 defines a
filtration of Xi/Xi(t− 1) for each i. Note if t has torsion, then multiplication by t sends torsion submodules
to the zeroth graded piece while sending the rest of the module to the next graded module.
Proof. Since Filt(X•)i,l is naturally contained in Filt(X•)i,l+1 for each i and l and for each arrow i → j,
each graded vector space Xi,l at vertex i maps to each graded piece Xj,l at vertex j, Filt(X•) is indeed a
filtered representation of Q.
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Proposition 4.0.38. Consider the Rees and the Filt functors:
F •Rep(Q)
Rees
..
GPRep(Q).
Filt
mm
Then Filt ◦Rees ∼= Id on F •Rep(Q) while Rees ◦Filt ∼= Id on the subcategory of t-torsion-free graded
modules in GPRep(Q).
Proposition 4.0.38 implies Rees ◦Filt(M) = M/ tors(M), where tors(M) is a t-torsion submodule of M .
Proof. Let X be a filtered representation. Then Filt ◦Rees(Xi,l) = Filt(Xi,ltl) = Xi,l for each l, so
Filt(Rees(Xi,l)) is naturally contained inside Filt(Rees(Xi,l+1)). It is then clear that for each l and for each
arrow i→ j, linear maps of the form Filt ◦Rees(Xi,l)→ Filt ◦Rees(Xj,l) are compatible with filtered linear
maps Xi,l → Xj,l. On the other hand, let
⊕
l∈Z
Xi,lt
l be t-torsion-free graded module. Then Rees ◦Filt(Xi,ltl)
= Rees(Xi,l) = Xi,lt
l, so we are done.
Now, we will show that the functors preserve direct sums. Suppose X is an indecomposable filtered
representation in F •Rep(Q). Consider Rees(X). If Rees(X) were decomposable, then Rees(X) = Rees(Y )
⊕ Rees(Z), where Rees(Y ) and Rees(Z) are nonzero graded C[t]-representations. This means for each
arrow i
a→ j, we have
Rees(X)i
Rees(AX)

Rees(Y )i
Rees(AY )

Rees(Z)i
Rees(AZ)

∼= ⊕
Rees(X)j Rees(Y )j Rees(Z)j .
Applying the functor GPRep(Q)→ F •Rep(Q), which maps Rees(X) 7→ Rees(X)/Rees(X)(t− 1), where
Rees(X)i/Rees(X)i(t− 1) ∼=
⋃
l∈Z
Xi,l, we have
⋃
l
Xi,l

⋃
l
Yi,l

⋃
l
Zi,l

∼= ⊕
⋃
l
Xj,l
⋃
l
Yj,l
⋃
l
Zj,l,
where Im(Xi,l) ⊆ Xj,l, Im(Yi,l) ⊆ Yj,l, Im(Zi,l) ⊆ Zj,l for all l since X is a filtered representation. So X is
decomposable, which is a contradiction. Thus Rees(X) is indecomposable.
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Now suppose Rees(X) is indecomposable. For a contradiction, suppose X is a decomposable filtered
representation. This means X is isomorphic to Y ⊕ Z, where Y and Z are nonzero filtered representations.
Applying Rees(−), we have Rees(X) ∼= Rees(Y ⊕ Z), where the graded vector space at vertex i is
Rees(Y ⊕Z)i ∼= Rees(Y )i⊕Rees(Z)i and Rees(Y ⊕Z)i → Rees(Y ⊕Z)j is the map Rees(Y )i⊕Rees(Z)i
→Rees(Y )j⊕Rees(Z)j , which decomposes as Rees(Y )i → Rees(Y )j together with Rees(Z)i → Rees(Z)j .
So since Rees(Y ⊕ Z) ∼= Rees(Y )⊕Rees(Z), Rees(X) must be decomposable, which is a contradiction.
Thus, X is an indecomposable filtered representation.
Since Proposition 4.0.38 preserves direct sums, Corollary 4.0.39 follows.
Corollary 4.0.39. The filtered representation X is indecomposable in F •Rep(Q) if and only if the graded
C[t]-representation Rees(X) is indecomposable in GPRep(Q).
Lemma 4.0.40. Let
GPRep(Q) // GRep(Q)
be the functor defined as follows: writing Rees(X)i =
⊕
l
Ri,l, if t · − : Ri,l → Ri,l+1 is torsion-free for all l,
then Rees(X)i/Rees(X)i · t is isomorphic to gr(X)i.
That is, the associated graded vector space at vertex i is Rees(X)i/Rees(X)i · t. Furthermore, gr(X)i
is a gr(t) C[t]-module.
Proof. Suppose t · − : Ri,l → Ri,l+1 is injective for all l. We will show that
gr(X)i // Rees(X)i/Rees(X)i · t
is an isomorphism. Consider the composite
Ri,l+1
pil+1
((
  incl // Rees(X)i
pri

Rees(X)i/Rees(X)i · t.
Show that the kernel of Ri,l+1 ∩Rees(X)i · t is Ri,l · t. Consider v = tvl ∈ Ri,l · t, where vl ∈ Ri,l = Xi,ltl.
Then tvl ∈ Xi,ltl+1 ⊆ Xi,l+1tl+1 = Ri,l+1. Since v ∈ Rees(X)i · t and since t is injective, the kernel is indeed
Ri,l · t, and thus, Ri,l+1/Ri,l · t ∼= Xi,l+1/Xi,l ↪→ Rees(X)i/Rees(X)i · t is injective. Since
(t)/(t2) ·Xi,l+1/Xi,l = Xi,l+2/Xi,l+1,
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we conclude that Rees(X)i/Rees(X)i · t ∼= gr(X)i.
Definition 4.0.41. Let F •Rep(Q, β)
gr−→ GRep(Q, β) be the associated graded functor which sends a filtered
representation to its associated graded representation.
Recall that Si is the representation of Q with C at vertex i and 0 in all other vertices (Definition 2.1.31),
and also recall that if i is a sink, then S+i (Si) is the the zero representation, and if i is a source, then
S−i (Si) = 0 (Theorem 2.1.36).
Example 4.0.42. Consider the A3-quiver with dimension vector β = (2, 2, 2) and representation
X : C2 C2 C2
C1•
 0 1
0 0

//
C1• C
1
• .
 0 0
0 0

oo
One calculates that S+2 grX 6∼= grS+2 X.
It would be interesting to find appropriate conditions such that S+i grX
∼= grS+i X and S−i grX ∼= grS−i X
for any i ∈ Q0. More interestingly, it remains an open problem to construct a new filtration σiF • such that
D̂ : F •Rep(Q, β) → (σiF •)Rep(Qop, β′) is an isomorphism of varieties, and if i is a sink, construct a map
S+i : F
•Rep(Q, β)→ (σiF •)Rep(σiQ, σiβ) such that D̂ ◦ S+i = S−i ◦ D̂.
Now, we will discuss Stefan Wolf’s construction of reflection functors S+a and S
−
a ([Wol09], Theorem
5.16) for quiver flag varieties Flγ•(W ), i.e., these are precisely the fibers of p2 over W ∈ Rep(Q, β) of the
universal quiver flag given in (3.2). We refer to Section 2.1.6 for reflection functors for quiver varieties in the
classical setting. Let Q be a quiver and let β ∈ ZQ0≥0 be a dimension vector. Let W ∈ Rep(Q, β). This means
dimWi = βi for each i ∈ Q0. Let a be a sink and consider φWa :
⊕
j
α→a
Wj → Wa, where α is an arrow from
vertex j to vertex a. Let σa(Q) be the reflection of the arrows at vertex a ∈ Q0, that is, σa : ZQ0 → ZQ0 is
the map σa(β) = β − (β, a)Qa, where (β, a)Q := 〈β, a〉+ 〈a, β〉 is the symmetrization of the Ringel form
(cf. Definition 2.1.30) and a is the dimension vector with 1 in the component corresponding to vertex a and
zero elsewhere. Let γ1, . . . , γN ∈ ZQ0≥0 such that γki ≤ γk+1i , dimUki = γki , W (α)Uktα ⊆ Ukhα, and UN = W for
each k, i ∈ Q0, and α ∈ Q1. So U• : U0 = {0} ⊆ U1 ⊆ U2 ⊆ . . . ⊆ UN = W is a quiver flag of W . We will
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construct S+a U
• as follows. For each 0 ≤ i ≤ N , we have a short exact sequence of vector spaces:
0 // (S+a U
i−1)a //
f

⊕
j→a U
i−1
j
φU
i−1
a //
 _
g

ImφU
i−1
a
//
 _
h

0
0 // (S+a U
i)a //
⊕
j→a U
i
j
φU
i
a // ImφU
i
a
// 0,
where g and h are injective. This implies that f must also be injective. So S+a U
• defined in the commutative
diagram is the new quiver flag of S+a W . Thus given γ = (γ
0 = {0} ≤ γ1 ≤ γ2 ≤ . . . ≤ γN = β), σaγ is
defined in the following way: for s := βa − rkφWa being the codimension of ImφWa in the vector space Wa,
we have
ea := dim(S
+
a W )a =
∑
α=(i→a)
βi − rkφWa
= βa − (βa − 0)− (βa −
∑
α=(i→a)
βi) + βa − rkφWa
= βa − (〈β, a〉+ 〈a, β〉) + βa − rkφWa
= βa − (β, a)Q + s = βa − s− (β − sa, a)Q.
Therefore,
dim(S+a W ) = σa(β − sa) = β − sa − (β − sa, a)Qa = β − sa − 〈β − sa, a〉a − 〈a, β − sa〉a
= β − sa − (βa − s−
∑
(c→a)∈Q1
βc)a − (βa − s)a = β − (βa −
∑
(c→a)∈Q1
βc)a − βaa + sa
= β − 〈β, a〉a − 〈a, β〉a + sa = β − (β, a)Qa + sa = σa(β) + sa
and eja := dim(S
+
a U
j)a =
∑
α=(i→a)
γji − rkφU
j
a .
Since the dimension of S+a U
i depends on the rank of φU
i
a , Wolf gives the next definition. Recall that
dim Hom(W,Sa) = βa − rkφWa for a representation W ∈ Rep(Q, β), where
Sa is the representation of Q with one dimensional vector space at vertex a and zero dimensional vector
space elsewhere
(cf. Definition 2.1.31). In general, we have dim Hom(U i, Sa) = dimU
i
a − rkφU
i
a for a representation
U i ∈ Rep(Q, γi).
Definition 4.0.43. Let a be a sink and β ∈ ZQ0≥0 be a dimension vector. Let s ∈ Z. Define
Rep(Q, β)〈a〉s := {W ∈ Rep(Q, β) : dim Hom(W,Sa) = s}.
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Let γ = (γ0 = 0 ≤ γ1 ≤ γ2 ≤ . . . ≤ γN = β) be a tuple of dimension vectors, where γi ∈ ZQ0≥0 for all
0 ≤ i ≤ N . Let ~r = (r0, r1, . . . , rN ) be a tuple of integers. Then for each W ∈ Rep(Q, β),
Flγ(W )〈a〉~r := {U• ∈ Flγ•(W ) : dim Hom(U i, Sa) = ri}.
We let Rep(Q, β)〈a〉 := Rep(Q, β)〈a〉0 and Flγ(W )〈a〉 := Flγ(W )〈a〉~0.
Note that Flγ•(W ) =
∐
~r≥0
Flγ(W )〈a〉~r. Now suppose b ∈ Q0 is a source in Q. Since bop ∈ Qop is a sink in
Qop, we will dualize via the functor D := HomC(−,C).
Definition 4.0.44. Let U• ∈ Flγ•(W ) be a quiver flag of W ∈ Rep(Q, β). Let eN−i = γN − γi. Let
e = (e0 ≤ e1 ≤ . . . ≤ eN ). Define
D̂ : Flγ•(W ) −→ Flope (DW ), U• 7→ (D̂(U•))i := ker(DW −→ DU i) = D(W/U i).
Note that D̂2 ∼= 1 and D̂ is an isomorphism of varieties.
Definition 4.0.45. Let b be a source, β ∈ ZQ0≥0, and s ∈ Z. Define
Rep(Q, β)〈b〉s := {W ∈ Rep(Q, β) : dim Hom(Sb,W ) = s}.
Let γ = (γ0 ≤ γ1 ≤ γ2 ≤ . . . ≤ γN = β) be a tuple of dimension vectors, where γi ∈ ZQ0≥0 for all 0 ≤ i ≤ N .
Let ~r = (r0, r1, . . . , rN ) be a tuple of integers. Then for each W ∈ Rep(Q, β),
Flγ(W )〈b〉~r := {U• ∈ Flγ•(W ) : dim Hom(Sb,W/U i) = ri}.
Moreover, we let Rep(Q, β)〈b〉 := Rep(Q, β)〈b〉0 and Flγ(W )〈b〉 := Flγ(W )〈b〉~0.
Remark 4.0.46. We have U• ∈ Flγ(W )〈b〉~r if and only if D̂U• ∈ Flope (DW )〈b〉~r.
Theorem 4.0.47 (Wolf). Let a be a sink of Q, γ be a tuple of dimension vectors, and W ∈ Rep(Q, β)〈a〉.
Then
S+a : Flγ(W )〈a〉 −→ FlσaQσaγ (S+a W )〈a〉, U• 7→ S+a U•
is an isomorphism of varieties with inverse D̂ ◦ S+a ◦ D̂ = S−a .
39
Proof. For each i, we have the commutative diagram
0

0

0

0 // (S+a U
i)a //

⊕
j→a U
i
j
φU
i
a //

U ia //

0
0 // (S+a W )a //

⊕
j→aWj
φWa //

Wa //

0
0 // (S+a W/S
+
a U
i)a //

(
⊕
j→aW/U
i)j
φW/U
i
a //

(W/U i)a //

0
0 0 0
(4.4)
where the columns are exact. The first two rows are exact, which imply the third row is also exact by the
snake lemma. Therefore, we have an inclusion
(S+a W/S
+
a U
i)a
  // (
⊕
j→a
W/U i)j
of modules and S+a W/S
+
a U
i ∈ Rep(σaQ, σa(β − γi))〈a〉. The diagram (4.4) also gives D̂ ◦ S+a ◦ D̂ ◦ S+a = Id.
Since S+a is a functor where all choices were natural, we have S
+
a is a natural transformation between the
functors of points of the two varieties Flγ(W )〈a〉 and FlσaQσaγ (S+a W )〈a〉. Thus, S+a is a morphism of varieties
and dually, S+a ◦ D̂ ◦ S+a ◦ D̂ = Id.
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Chapter 5
Semi-invariants of filtered quiver
varieties
In the following sections, we will give an explicit description of (semi)-invariants that generate the subring of
invariant polynomials.
5.1 Filtered quiver varieties associated to finite type ADE
Dynkin graphs
We introduce multi-index notation.
Notation 5.1.1. Let K = (k1, . . . , kr−1) ∈ Zr−1 be an r − 1-tuple of nonnegative integers and let
aKij :=
r−1∏
α=1
(α)a
kα
ij .
Recall our basic assumption: F • is the complete standard filtration of vector spaces at each nonframed
vertex and F •Rep(Q, β) is a subspace of Rep(Q, β) whose representations preserve F •; the product Uβ of
maximal unipotent subgroups acts on F •Rep(Q, β) as a change-of-basis. Recall that a quiver is a Dynkin
quiver if the underlying graph has the structure of a Dynkin graph (cf. Section 2.1).
Let tn be the set of complex diagonal matrices in the set gln of n× n complex matrices.
Theorem 5.1.2. If Q is an Ar, Dr, or Er-Dynkin quiver and β = (n, . . . , n) ∈ ZQ0≥0, then C[F •Rep(Q, β)]Uβ
= C[t⊕r−1n ].
41
We list the ADE-Dynkin graphs with a preferred orientation.
Type Graph Preferred Orientation
Ar
1• 2• · · · r−1• r• 1• // 2• // · · · // r−1• // r•
Dr
r−1•
1• 2• . . . r−2•
r•
r−1•
1• // 2• // . . . // r−2•
>>
  r•
E6
4•
1• 2• 3• 5• 6•
4•
1• // 2• // 3• //
OO
5• // 6•
E7
4•
1• 2• 3• 5• 6• 7•
4•
1• // 2• // 3• //
OO
5• // 6• // 7•
E8
4•
1• 2• 3• 5• 6• 7• 8•
4•
1• // 2• // 3• //
OO
5• // 6• // 7• // 8•
We will now prove Theorem 5.1.2.
Proof. If Q is a quiver on Ar-Dynkin graph, then writing aα to be the arrow connecting vertices α and α+ 1,
define
(aα) =

1 if aα is in the preferred orientation,
0 otherwise.
If Q is a quiver on Dr-Dynkin graph, then writing aα to be the arrow connecting vertices α and α+ 1 when
α < r − 1 and ar−1 is the arrow connecting vertices r − 2 and r, define
(aα) =

1 if aα is in the preferred orientation and α < r − 1,
0 otherwise and α < r − 1
and define
(ar−1) =

1 if ar−1 is in the preferred orientation,
−1 otherwise.
If Q is a quiver on Er-Dynkin graph, where r = 6, 7, 8, then letting aα to be the arrow connecting vertices α
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and α+ 1 if α 6= 4, or else, a4 is the arrow connecting vertices 3 and 5, we have
(aα) =

1 if aα is in the preferred orientation and α 6= 4,
0 otherwise and α 6= 4
and
(a4) =

1 if a4 is in the preferred orientation,
−1 otherwise.
Let Q be a quiver on a Dynkin graph of finite type. Then the filtered quiver variety F •Rep(Q, β) is b⊕r−1n ,
where the product Uβ := Ur of unipotent groups acts as a change-of-basis. We will prove the theorem by
cases.
Type A. In the Ar type, letting uα be an unipotent matrix at vertex α and writing Aα to be a general
representation of arrow aα,
(u1, . . . , ur).(A1, . . . , Ar−1)
= (u1+(a1)A1u
−1
1−(a1)+1, . . . , uα+(aα)Aαu
−1
α−(aα)+1, . . . , ur−1+(ar−1)Ar−1u
−1
r−1−(ar−1)+1).
On the level of functions,
(u1, . . . , ur).f(A1, . . . , Ar−1)
= f(u−11+(a1)A1u1−(a1)+1, . . . , u
−1
α+(aα)
Aαuα−(aα)+1, . . . , u
−1
r−1+(ar−1)Ar−1ur−1−(ar−1)+1).
Since it is clear that C[t⊕r−1n ] ⊆ C[b⊕r−1n ]Uβ , we will prove the converse containment. Let the coordinate
variables of Aα be (α)ast. Fix a total ordering ≤ on pairs (i, j), where 1 ≤ i ≤ j ≤ n, by defining (i, j) ≤ (i′, j′)
if either
• i < i′ or
• i = i′ and j > j′.
Let f ∈ C[F •Rep(Q, β)]Uβ . Then for each (i, j), we can write
f =
∑
K
aKij fij,K , where fij,K ∈ C[{(α)ast : (s, t) 6= (i, j)}], (5.1)
where aKij is the multi-index notation in Notation 5.1.1. Fix the least pair (under ≤) (i, j) with i < j for
which there exists K 6= (0, . . . , 0) with fij,K 6= 0; we will continue to denote it by (i, j). If no such (i, j) exists,
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then f ∈ C[(α)aii] and we are done.
Let K = (k1, . . . , kr−1). Let m ≥ 1 be the least integer satisfying the following: for all p < m, if some com-
ponent kp in K is strictly greater than 0, then fij,K = 0. Let Uij be the subgroup of matrices of the form uij :=
(In, . . . , In, ûm, In, . . . , In), where In is the n×n identity matrix and ûm is the matrix with 1 along the diagonal,
the variable u in the (i, j)-entry, and 0 elsewhere. Let u−1ij := (In, . . . , In, û
−1
m , In, . . . , In). Then since uij
acts on f via uij .f(A1, . . . , Ar−1) = f(u−1ij .(A1, . . . , Ar−1)) = f(A1, . . . , û
−1
m−1+(am−1)Am−1ûm−1−(am−1)+1,
û−1m+(am)Amûm−(am)+1, . . . , Ar−1), where ûm−1 := In, ûm+1 := In, and ûm is the unipotent matrix defined
as before,
uij .(α)ast =

(m)aij + (m)aiiu if α = m, (s, t) = (i, j), and (am) = 1,
(m)aij − (m)ajju if α = m, (s, t) = (i, j), and (am) = 0,
(α)ast if s > i or s = i and t < j.
(5.2)
Now write
f =
∑
k≥0
(m)a
k
ijFk, where Fk ∈ C[{(α)ast : (s, t) ≥ (i, j) and if (s, t) = (i, j), then α > m}].
Let R0 := C[{(α)ast : (s, t) ≥ (i, j) and if (s, t) = (i, j), then α > m}]. If (am) = 1, then
0 = uij .f − f =
∑
k≥1
∑
1≤l≤k
(m)a
k−l
ij (m)a
l
iiu
l
(
k
l
)
Fk.
Now {(m)ak−lij ul : 1 ≤ l ≤ k, k ≥ 0} is linearly independent over R0. If (am) = 0, then
0 = uij .f − f =
∑
k≥1
∑
1≤l≤k
(−1)l(m)ak−lij (m)aljjul
(
k
l
)
Fk,
and {(m)ak−lij ul : 1 ≤ l ≤ k, k ≥ 0} is linearly independent over R0. Hence each Fk = 0 for k ≥ 1, contradicting
the choices of (i, j) and m. It follows that f ∈ C[(α)aii] as claimed.
Type D. Next, consider the Dr-Dynkin quiver. Let A := (A1, . . . , Ar−2, Ar−1) ∈ b⊕r−1n be a tuple of
matrices, where Aα is a general representation at arrow aα, and let (u1, . . . , ur) ∈ Uβ act on A by
(u1, . . . , ur).(A1, . . . , Ar−1)
= (u1+(a1)A1u
−1
1−(a1)+1, . . . , uα+(aα)Aαu
−1
α−(aα)+1, . . . ,
ur−2+(ar−2)Ar−2u
−1
r−2−(ar−2)+1, ur−1+(ar−1)Ar−1u
−1
r−1−(ar−1)).
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On the level of functions, we have
(u1, . . . , ur).f(A1, . . . , Ar−1)
= f(u−11+(a1)A1u1−(a1)+1, . . . , u
−1
α+(aα)
Aαuα−(aα)+1, . . . ,
u−1r−2+(ar−2)Ar−2ur−2−(ar−2)+1, u
−1
r−1+(ar−1)Ar−1ur−1−(ar−1)).
The argument for this quiver is the same as before if m ≤ r− 3. If m = r− 2, then the variable (r−2)aij is of
interest; this variable corresponds to a general matrix Ar−2 which is associated to the arrow ar−2 pointing
northeast or southwest. So let Uij be the subgroup of matrices of the form (In, . . . , In, ûr−1, In), where the
entries of ûr−1 are the following: u in the (i, j)-entry, 1 along the diagonal, and 0 otherwise. Thus, uij ∈ Uij
acts on (r−2)ast in the following way:
uij .(r−2)ast =

(r−2)aij − (r−2)ajju if (s, t) = (i, j) and (ar−2) = 1,
(r−2)ait − (r−2)ajtu if s = i, t > j and (ar−2) = 1,
(r−2)aij + (r−2)aiiu if (s, t) = (i, j) and (ar−2) = 0,
(r−2)asj + (r−2)asiu if s < i, t = j and (ar−2) = 0,
(r−2)ast otherwise.
If m = r − 1, then the variable (r−1)aij is of interest; this variable corresponds to a general matrix Ar−1
which is associated to the arrow ar−1 pointing southeast or northwest. In this case, let Uij be the subgroup
of matrices of the form (In, . . . , In, ûr), where the entries of the matrix ûr are u in the (i, j)-entry, 1 along
the main diagonal, and 0 otherwise. Thus,
uij .(r−1)ast =

(r−1)aij − (r−1)ajju if (s, t) = (i, j) and (ar−1) = 1,
(r−1)ait − (r−1)ajtu if s = i, t > j, and (ar−1) = 1,
(r−1)aij + (r−1)aiiu if (s, t) = (i, j) and (ar−1) = −1,
(r−1)asj + (r−1)asiu if s < i, t = j, and (ar−1) = −1,
(r−1)ast otherwise.
So if m = r − 2 and (ar−2) = 1 or m = r − 1 and (ar−1) = 1, we have
0 = uij .f − f =
∑
k≥1
∑
1≤l≤k
(−1)l(m)ak−lij (m)aljjul
(
k
l
)
Fk.
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If m = r − 2 and (ar−2) = 0 or m = r − 1 and (ar−1) = −1, we have
0 = uij .f − f =
∑
k≥1
∑
1≤l≤k
(m)a
k−l
ij (m)a
l
iiu
l
(
k
l
)
Fk.
Since {(m)ak−lij ul : 1 ≤ l ≤ k, k ≥ 0} is linearly independent over R0, we conclude that f ∈ C[(α)aii].
Type E. Finally, consider the Er-Dynkin quiver, where r = 6, 7, 8. Since there exists a natural embedding
of E6 ↪→ E7 ↪→ E8, the filtered representation space for Eγ embeds into the filtered representation space for
Eγ+1. So for r = 6, 7, 8, let uα be an unipotent matrix at vertex α and let Aα be a general representation of
arrow aα. Then (u1, . . . , ur) ∈ Uβ acts on (A1, . . . , Ar−1) via
(u1, . . . , ur).(A1, . . . , Ar−1)
= (u1+(a1)A1u
−1
1−(a1)+1, . . . , u4+(a4)A4u
−1
4−(a4), uα+(aα)Aαu
−1
α−(aα)+1, . . . ,
ur−1+(ar−1)Ar−1u
−1
r−1−(ar−1)+1).
We use similar strategy as in the Ar type setting when 1 ≤ m ≤ 8 but not when m = 3 or 4. If m = 3, then
let Uij be the subgroup of matrices of the form (In, In, In, û4, . . . , In), where û4 has u in (i, j)-entry, 1 along
the diagonal, and 0 elsewhere. Under the action by uij ∈ Uij , the coordinates of F •Rep(Q, β) change as
follows:
uij .(α)ast =

(3)aij − (3)ajju if α = 3, (s, t) = (i, j), and (a3) = 1,
(3)ait − (3)ajtu if α = 3, s = i, t > j, and (a3) = 1,
(3)aij + (3)aiiu if α = 3, (s, t) = (i, j), and (a3) = 0,
(3)asj + (3)asiu if α = 3, s < i, t = j, and (a3) = 0,
(α)ast otherwise,
which will give us
0 = uij .f − f = (−1)(a3)−1
∑
k≥1
∑
1≤l≤k
(−1)l(3)ak−lij (3)aljjul
(
k
l
)
Fk if (a3) = 1
or
0 = uij .f − f = (−1)(a3)−1
∑
k≥1
∑
1≤l≤k
(3)a
k−l
ij (3)a
l
iiu
l
(
k
l
)
Fk if (a3) = 0.
Since {(3)ak−lij ul : 1 ≤ l ≤ k, k ≥ 0} is linearly independent over R0, we conclude f ∈ C[(α)aii].
Finally, if m = 4, then we use Uij to be the subgroup of matrices of the form (In, In, û3, In, . . . , In), where
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û3 has u in (i, j)-entry, 1 along the diagonal entries, and 0 elsewhere. This implies
uij .(α)ast =

(4)aij + (4)aiiu if α = 4, (s, t) = (i, j), and (a4) = 1,
(4)asj + (4)asiu if α = 4, s < i, t = j, and (a4) = 1,
(4)aij − (4)ajju if α = 4, (s, t) = (i, j), and (a4) = 0,
(4)ait − (4)ajtu if α = 4, s = i, t > j, and (a4) = 0,
(α)ast otherwise,
which will give us
0 = uij .f − f = (−1)(a4)−1
∑
k≥1
∑
1≤l≤k
(4)a
k−l
ij (4)a
l
iiu
l
(
k
l
)
Fk if (a4) = 1
or
0 = uij .f − f = (−1)(a4)−1
∑
k≥1
∑
1≤l≤k
(−1)l(4)ak−lij (4)aljjul
(
k
l
)
Fk if (a4) = 0.
Since {(4)ak−lij ul : 1 ≤ l ≤ k, k ≥ 0} is linearly independent over R0, f ∈ C[(α)aii].
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Recall the affine Dynkin graphs: D˜r, E˜6, E˜7, and E˜8:
Type Graph
D˜r
r+1• r−1•
2• . . . r−2•
1• r•
E˜6
7•
4•
1• 2• 3• 5• 6•
E˜7
4•
8• 1• 2• 3• 5• 6• 7•
E˜8
4•
1• 2• 3• 5• 6• 7• 8• 9• .
Corollary 5.1.3. For an affine D˜r, E˜6, E˜7, or E˜8-quiver with no framing and β = (n, . . . , n) ∈ ZQ0≥0 with
the complete standard filtration of vector spaces at each vertex of the quiver, we have C[b⊕Q1 ]Uβ ∼= C[t⊕Q1 ].
Since the proof of Corollary 5.1.3 is essentially the same as the proof of Theorem 5.1.2, we omit the
details.
5.2 (Framed) filtered quiver varieties associated to affine Dynkin
type A˜r
Let λ = (λ1 ≥ λ2 ≥ . . . ≥ λl ≥ 0) be a partition of size |λ| =
∑l
i=1 λi. One identifies to λ a left-justified
shape of l rows of boxes of length λ1, λ2, . . ., λl, which is called the Young diagram associated to λ. A
(Young) filling or a Young tableau of λ assigns a positive integer to each box of Young diagram.
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Example 5.2.1. Associated to λ = (5, 3, 3, 1) is the Young diagram
and a Young tableau
4 1 2 3 3
3 4 5
2 5 6
1
.
Definition 5.2.2. A Young tableau is normal if the entries in each row are strictly increasing from left to
right. It is called standard if it is normal and the entries in each column are nondecreasing from top to
bottom. A bitableau J |I is a pair of Young tableaux J and I having the same shape and the bitableau is
called standard if both J and I are standard Young tableaux.
The bideterminant (J |I) of a bitableau is defined in the following way: the positive integer entries in J
in a fixed row correspond to the rows of a matrix while the positive integer entries in I in the same row
correspond to the columns of a matrix. Take the determinant of these minors of a matrix and repeat for each
row in J |I to obtain the bideterminant (J |I).
Note that the bideterminant (J |I) associated to a bitableau J |I is a product of minors of a matrix, where
J are the row indices and I are the column indices. Furthermore, a matrix (or a product of matrices) must
be specified when calculating the bideterminant associated to a bitableau; such specification will be denoted
on the lower-right corner of each row of the bitableau (and the bideterminant), i.e., see (5.4) and (5.5).
Example 5.2.3. Consider the two Young tableaux:
J =
1 2 4
2 4
1 4
and I =
1 2 4
2 4
2 5
.
J is normal but not standard (since the entries in the first column are not nondecreasing when reading from
top to bottom), while I is standard.
From this point forward, we will not draw a box around each entry of a Young (bi)tableau or the
bideterminant of a bitableau.
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Let Q be a quiver with one framed vertex labelled as 1′ and all other (nonframed) vertices labelled as 1, 2,
. . ., |Q0|−1, and the arrows labelled as a0, a1, . . ., a|Q1|−1, where ta0 = 1′ and ha0 = 1. Let Aφu be a general
representation of the arrow aφu . The product AφuAφu−1Aφu−2 · · ·A0 of general matrices is associated to the
quiver path aφuaφu−1aφu−2 · · · a0. Moreover, AφuAφu−1Aφu−2 · · ·A0 is uniquely associated to the sequence
Φu := [φu, φu − 1, φu − 2, . . . , 0] (5.3)
of integers obtained by reading the indices of AφuAφu−1Aφu−2 · · ·A0 from right to left. Consider all Φu
whose quiver paths begin at the framed vertex; we will fix a partial ordering ≤ on these finite sequences of
nonnegative integers. We say
Φu := [φu, φu − 1, φu − 2, . . . , 0] ≤ [φv, φv − 1, φv − 2, . . . , 0] =: Φv
if the number of integers in Φu is less than the number of integers in Φv, or if the number of integers in
Φu equals the number of integers in Φv and the right-most nonzero entry in Φv − Φu is positive when
subtracting component-wise.
Definition 5.2.4. The sth row of the bitableau
j
(1)
1 j
(1)
2 . . . j
(1)
v1 |i(1)1 i(1)2 . . . i(1)v1 Aφ1 ···A0
j
(2)
1 j
(2)
2 . . . j
(2)
v2 |i(2)1 i(2)2 . . . i(2)v2 Aφ2 ···A0
...
...
j
(l)
1 j
(l)
2 . . . j
(l)
vl |i(l)1 i(l)2 . . . i(l)vl Aφl ···A0
(5.4)
is defined to be the bitableau associated to rows j
(s)
1 , j
(s)
2 , . . ., j
(s)
vs and columns i
(s)
1 , i
(s)
2 , . . ., i
(s)
vs in the
product AφsAφs−1 · · ·A0 of general matrices. The bideterminant
(j
(1)
1 j
(1)
2 . . . j
(1)
v1 |i(1)1 i(1)2 . . . i(1)v1 )Aφ1 ···A0
(j
(2)
1 j
(2)
2 . . . j
(2)
v2 |i(2)1 i(2)2 . . . i(2)v2 )Aφ2 ···A0
...
...
(j
(l)
1 j
(l)
2 . . . j
(l)
vl |i(l)1 i(l)2 . . . i(l)vl )Aφl ···A0
(5.5)
is the product of bideterminants
(j
(s)
1 j
(s)
2 . . . j
(s)
vs |i(s)1 i(s)2 . . . i(s)vs )AφsAφs−1···A0
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obtained by taking the determinant of minors of rows j
(s)
1 , j
(s)
2 , . . . , j
(s)
vs and columns i
(s)
1 , i
(s)
2 , . . . , i
(s)
vs in the
product AφsAφs−1 · · ·A0 of general matrices.
Note that the sth row of (5.4) is associated to the sequence Φs of integers (cf. (5.3)). We say the bitableau
(5.4) is in block standard form if the sequence Φs of integers associated to each row of the bitableau is in
nondecreasing order (with respect to the partial ordering ≤ defined earlier in this section) when ascending
down the rows and in the case the sequence Φs of integers for multiple rows are identical, then these rows
are in standard form as defined in Definition 5.2.2. In the case that the bitableau (5.4) is in block standard
form, we will interchangeably say the bideterminant (associated to the bitableau) is in block standard form.
Example 5.2.5. Let
A0 =
x11 x12
x21 x22
 and A1 =
a11 a12
0 a22
 .
Then
(2 | 1 )A0
(2 | 2 )A0
(1 2| 1 2 )A1A0
(2 | 1 )A1A0
is a bideterminant in block standard form.
Example 5.2.6. The polynomial associated to the bideterminant in Example 5.2.5 is
x21x22 det(A1A0) · (A1A0)2,1 = x21x22a11a22(x11x22 − x12x21)a22x21
= x221x22a11a
2
22(x11x22 − x12x21).
The following is Theorem 13.1 in [Gro97].
Theorem 5.2.7. Let R = C[{xij : 1 ≤ i ≤ n, 1 ≤ j ≤ m}]. Then bideterminants of standard bitableaux form
a basis over C of R.
Lemma 5.2.8. Let invertible upper triangular matrices B ⊆ GLn(C) act on Mn×m via left translation.
Consider the character χp(b) =
n∏
i=p
bii of B and let f = (p p + 1 · · ·n|i1 · · · in−p+1) ∈ C[Mn×m] where
1 ≤ i1 < i2 < . . . < in−p+1 ≤ m. Then b.f = χp(b)f .
Proof. Write b = tu, where t = (tii) ∈ T and u ∈ U , T is the maximal torus in B and U is the maximal
unipotent subgroup of B. Then t.f =
n∏
i=p
tiif = χp(t)f and for the subgroup Ui,j which has 1 along the main
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diagonal, the variable u in the (i, j)-entry and 0 elsewhere, we will show that Ui,j fixes f . So let û ∈ Ui,j .
Then since û.f(x) = f(û−1.x) = f(û−1x),
û.xst =

xit − xjtu if s = i,
xst otherwise.
So û.f = f − u(p p + 1 · · · j · · · j · · ·n|i1 · · · in−p+1) = f if p ≤ i and û.f = f if p > i. This concludes the
proof.
We will call the graph
r+1• . . . 5•
1′◦ 1• 4•
2• 3•
the framed affine A˜r-Dynkin diagram.
Set-up 5.2.9. Let Q be a quiver whose underlying graph is the framed affine A˜r-Dynkin diagram, where the
orientation of the arrow between vertices 1′ and 1 starts at 1′ and ends at 1. Let β = (n, . . . , n,m) ∈ Zr+2
be the dimension vector of Q, where m corresponds to the dimension at the framed vertex 1′. We impose
the complete standard filtration of vector spaces only at the nonframed vertices. Let F •Rep(Q, β) be the
representation subspace of Rep(Q, β) whose representations preserve the filtration of vector spaces and suppose
the product Uβ := Ur+1 of maximal unipotent subgroups of Gβ = (GLn(C))r+1 acts on F •Rep(Q, β) as a
change-of-basis. Let Ak be a general representation of the arrow between vertices k and k+ 1 where 1 ≤ k ≤ r,
Ar+1 be a general matrix of the arrow between vertices 1 and r+ 1, and A0 be a general representation of the
arrow a0 from the framed vertex 1
′ to vertex 1 (we note that A0 is a general representation corresponding to
a map from Cm to Cn).
The following lemma generalizes Lemma 5.2.8.
Lemma 5.2.10. Consider the equioriented (all arrows are pointing in the same direction) quiver
1′◦ a0 // 1• a1 // 2• . . . r• ar // r+1• ,
where the dimension of the vector space at the framed vertex is m and the dimension of the vector space at
nonframed vertices is n. Impose the complete standard filtration F • of vector spaces at the nonframed vertices.
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Let Uβ ⊆ Br+1 be the product of maximal unipotent subgroups and let Am be a general matrix associated to
arrow am for each 0 ≤ m ≤ r. Then F •Rep(Q, β) = Mn×m ⊕ b⊕r and standard bideterminants of the form
(p p+ 1 · · · n | i1 i2 · · · in−p+1)Am···A0 , where 1 ≤ p ≤ n and 0 ≤ m ≤ r, (5.6)
are Uβ-invariant polynomials.
Note that the polynomial (5.6) is a row of (5.5).
Proof. For u = (u1, . . . , ur+1) ∈ Uβ and (A0, A1, . . . , Ar) ∈Mn×m ⊕ b⊕r,
u.(A0, A1, . . . , Ar) = (u1A0, u2A1u
−1
1 , . . . , uα+1Aαu
−1
α , . . . , ur+1Aru
−1
r ).
We will write the entries of the product Aα · · ·A0 of matrices as ((α)yst), where ((0)yst) = (xst) ∈ Mn×m.
Then for the subgroup Uij of Uβ which is
Uij = {uij = (In, . . . , ûm, . . . , In) : ûm is the matrix with the variable u in the (i, j)-entry, where i < j,
1 along the diagonal entries, and 0 elsewhere},
uij ∈ Uij acts on ((α)yst) ∈ Aα · · ·A1A0 as follows: Uij changes the coordinate polynomial (α)yst via
uij .(α)yst =

(m−1)yit − (m−1)yjtu if α = m− 1 and s = i,
(α)yst otherwise.
So for f = (p p+ 1 · · · n|i1 i2 · · · in−p+1)Aα···A0 ,
uij .f =

f − u(p p+ 1 · · · j · · · j · · · n|i1 i2 · · · in−p+1)Am−1···A0 = f if α = m− 1 and p ≤ i,
f otherwise.
Thus standard bideterminants of the form (p p+1 · · · n | i1 i2 · · · in−p+1)Am···A0 are Uβ-invariant polynomials,
where 1 ≤ p ≤ n and 0 ≤ m ≤ r.
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Definition 5.2.11. Assume Basic Set-up 5.2.9. Define
(J |I)Φφ1Φφ2 ···Φφl :=
(j1 j1 + 1 . . . n |i(1)1 i(1)2 . . . i(1)n−j1+1)Aφ1 ···A0
(j2 j2 + 1 . . . n |i(2)1 i(2)2 . . . i(2)n−j2+1)Aφ2 ···A0
...
...
(jl jl + 1 . . . n |i(l)1 i(l)2 . . . i(l)n−jl+1)Aφl ···A0
(5.7)
as the bideterminant in block standard form, where Aφk · · ·A0 is a general representation of the quiver path
aφk · · · a0 which begins at the framed vertex.
Note that each sequence Φφs of integers associated to each row of (5.7) corresponds to a general
representation of a quiver path that begins at the framed vertex (this is important as this will imply the
uniqueness of (5.7): if (J |I)Φφ1Φφ2 ···Φφl = (J ′|I ′)Φφ′1Φφ′2 ···Φφ′l where (J |I)Φφ1Φφ2 ···Φφl and (J
′|I ′)Φφ′1Φφ′2 ···Φφ′l
are in block standard form, then J = J ′, I = I ′, and Φφs = Φφ′s for all 1 ≤ s ≤ l).
Theorem 5.2.12. Assume Basic Set-Up 5.2.9. Then F •Rep(Q, β) ∼= b⊕r+1⊕Mn×m and C[F •Rep(Q, β)]Uβ
∼= C[t⊕r+1]⊗C C[{f}], where
f =
∑
ν
gν((α)ast)(Jν |Iν)Φφ1Φφ2 ···Φφl , (5.8)
where gν((α)ast) ∈ C[t⊕r+1] and (Jν |Iν)Φφ1Φφ2 ···Φφl is the block standard bideterminant given in Defini-
tion 5.2.11.
Proof. The identification F •Rep(Q, β) ∼= b⊕r+1 ⊕Mn×m is clear. Let (α)ast be the entries of the general
matrix Aα and let xst be the entries of the general matrix A0.
First, we prove that invariant polynomials independent of xst must be coming from the diagonal entries of
Aα. We then prove that invariants involving xst must be of the form (5.8). So suppose f ∈ C[F •Rep(Q, β)]Uβ
such that f is a polynomial in only (α)ast, i.e., f does not depend on xst. Writing aα to be the arrow
connecting vertices α and α+ 1 for 1 ≤ α ≤ r and ar+1 to be the arrow connecting vertices r+ 1 and 1, define
(aα) =

1 if aα points in the counterclockwise direction,
0 if aα points in the clockwise direction.
Writing Uα to be the maximal unipotent group acting as a change-of-basis of the filtration of vector spaces at
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vertex α, for uα ∈ Uα, we have
(u1, . . . , ur+1).(A1, . . . , Ar+1)
= (u1+(a1)A1u
−1
1−(a1)+1, . . . , uα+(aα)Aαu
−1
α−(aα)+1, . . . , ubr+1+(ar+1)cAr+1u
−1
br+1−(ar+1)+1c),
where
br + 1 + (ar+1)c :=

1 if (ar+1) = 1,
r + 1 if (ar+1) = 0,
and
br + 1− (ar+1) + 1c :=

r + 1 if (ar+1) = 1,
1 if (ar+1) = 0.
On the level of functions, we have
(u1, . . . , ur+1).f(A1, . . . , Ar+1)
= f(u−11+(a1)A1u1−(a1)+1, . . . , u
−1
α+(aα)
Aαuα−(aα)+1, . . . , u
−1
br+1+(ar+1)cAr+1ubr+1−(ar+1)+1c).
If f is a polynomial only in (α)aii, then f ∈ C[t⊕r+1] and we are done. So suppose not. Fix a total
ordering ≤ on pairs (i, j), where 1 ≤ i ≤ j ≤ n, by defining (i, j) ≤ (i′, j′) if either
• i < i′ or
• i = i′ and j > j′.
Let f ∈ C[F •Rep(Q, β)]Uβ . For each (i, j), we can write
f =
∑
K
aKij fij,K , where fij,K ∈ C[{(α)ast : (s, t) 6= (i, j)}] and aKij :=
r+1∏
α=1
(α)a
kα
ij . (5.9)
Fix the least pair (under ≤) (i, j) with i < j for which there exists K 6= (0, . . . , 0) with fij,K 6= 0; we will
continue to denote it by (i, j). If no such (i, j) exists, then f ∈ C[(α)aii] and we are done.
Let K = (k1, . . . , kr+1). Let m ≥ 1 be the least integer satisfying the following: for all p < m,
if some component kp in K is strictly greater than 0, then fij,K = 0. Let Uij be the subgroup of
matrices of the form uij = (In, . . . , In, ûm, In, . . . , In), where In is the n × n identity matrix and ûm is
the matrix with 1 along the diagonal, the variable u in the (i, j)-entry, and 0 elsewhere. Let u−1ij :=
(In, . . . , In, û
−1
m , In, . . . , In). Then since uij acts on f via uij .f(A1, . . . , Ar+1) = f(u
−1
ij .(A1, . . . , Ar+1)) =
f(A1, . . . , û
−1
m−1+(am−1)Am−1ûm−1−(am−1)+1, û
−1
m+(am)
Amûm−(am)+1, . . . , Ar+1), where ûm−1 := In, ûm+1
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:= In, and ûm is the unipotent matrix defined as before, uij changes coordinate variables of b
⊕r+1 as follows:
uij .(α)ast =

(m)aij + (m)aiiu if α = m, (s, t) = (i, j), and (am) = 1,
(m−1)aij − (m−1)ajju if α = m− 1, (s, t) = (i, j), and (am−1) = 1,
(m)aij − (m)ajju if α = m, (s, t) = (i, j), and (am) = 0,
(m−1)aij + (m−1)aiiu if α = m− 1, (s, t) = (i, j), and (am−1) = 0,
(α)ast if s > i or s = i and t < j,
(5.10)
where m− 1 := r + 1 if m = 1.
First, suppose m > 1. Write
f =
∑
k≥0
(m)a
k
ijFk, where Fk ∈ C[{(α)ast : (s, t) ≥ (i, j) and if (s, t) = (i, j), then α > m}].
Let R0 := C[{(α)ast : (s, t) ≥ (i, j) and if (s, t) = (i, j), then α > m}]. If (am) = 1, then uij .(m)aij =
(m)aij + (m)aiiu. So
0 = uij .f − f =
∑
k≥1
∑
1≤l≤k
(m)a
k−l
ij (m)a
l
iiu
l
(
k
l
)
Fk,
and {(m)ak−lij ul : 1 ≤ l ≤ k, k ≥ 1} is linearly independent over R0. If (am) = 0, then uij .(m)aij =
(m)aij − (m)ajju. So
0 = uij .f − f =
∑
k≥1
∑
1≤l≤k
(−1)l(m)ak−lij (m)aljjul
(
k
l
)
Fk,
and {(m)ak−lij ul : 1 ≤ l ≤ k, k ≥ 1} is again linearly independent over R0. Hence each Fk = 0 for k ≥ 1,
contradicting the choices of (i, j) and m.
Now suppose m = 1. If the least pair for Am−1 := Ar+1 is strictly greater than the least pair for Am = A1,
then this case reduces to the previous case by choosing Uij as above. If the least pair for Am−1 = Ar+1
equals the least pair for Am = A1, then writing m− 1 to mean r + 1 (since m = 1), write
f =
∑
k≤d,k′≤d′
(m−1)akij(m)a
k′
ijFk,k′ ,
where Fk,k′ ∈ C[{(α)ast : (s, t) ≥ (i, j) and if (s, t) = (i, j), then α 6= m − 1,m}] and d, d′ ≥ 1. Let
R1 := C[{(α)ast : (s, t) ≥ (i, j) and if (s, t) = (i, j), then α 6= m − 1,m}]. If (am) = 1 and (am−1) = 1,
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then
0 = uij .f − f
=
∑
k≤d,k′≤d′
((m−1)aij − (m−1)ajju)k((m)aij + (m)aiiu)k
′
Fk,k′ −
∑
k≤d,k′≤d′
(m−1)akij(m)a
k′
ijFk,k′
=
∑
k≤d,k′≤d′
∑
1≤l+l′≤k+k′
l≤k,l′≤k′
(
k
l
)(
k′
l′
)
(m−1)a
k−l
ij (m)a
k′−l′
ij u
l+l′(−(m−1)ajj)l(m)al
′
iiFk,k′ .
Since {(m−1)ak−lij (m)ak
′−l′
ij u
l+l′ : 1 ≤ l + l′ ≤ k + k′, l ≤ k, l′ ≤ k′} is linearly independent over R1, we have
Fk,k′ = 0 for all k + k
′ ≥ 1, which contradicts the choices of (i, j) and m = 1. Thus f ∈ C[t⊕r+1] as claimed.
Moreover, we have similar arguments when (am) = 0 or (am−1) = 0.
Finally, suppose f is a Uβ-invariant polynomial in xst (and possibly of (α)ast). Without loss of generality,
if f(xst, (α)ast) = g(xst, (α)ast) + h((α)aii), where all the monomials of g are divisible by some xst for some
s and t and h ∈ C[t⊕r+1], then we only consider g by subtracting off h since we have already proved that
h = h((α)aii) is an invariant polynomial. One may check directly that the polynomial in (5.8) is a Uβ-invariant
polynomial. Now suppose there exists a polynomial not in C[t⊕r+1] or not of the form (5.8) which is in
C[F •Rep(Q, β)]Uβ . That is, suppose there exists f ∈ C[F •Rep(Q, β)] fixed by Uβ , with at least one of its
monomials divisible by xst for some s and t, which cannot be written as (5.8). Let j ≤ n− 1 be the biggest
integer which satisfies the following:
there exists a Uβ-invariant F ∈ C[F •Rep(Q, β)] such that when F is written in terms of the block standard
basis, i.e., F =
∑
ν gν((α)ast)(Jν |Iν)Φφ1Φφ2 ···Φφl with each (Jν |Iν)Φφ1Φφ2 ···Φφl a standard Young
bideterminant in block standard form and each gν 6= 0, then there exists a v and a row in Jv where j is not
followed by j + 1. Let us label this choice of j as (†).
Let aφ be the arrow associated to a general representation Aφ. Writing haφ to be the head of the arrow
aφ, let Uj,j+1 be the subgroup consisting of matrices of the form uj,j+1 = (In, . . . , uhaφ , . . . , In) where haφ
has diagonal entries 1, the variable −u in (j, j + 1)-entry, and 0 elsewhere. Let’s write the entries of the
product Aα · · ·A0 of matrices as yst. Then for uj,j+1 ∈ Uj,j+1,
uj,j+1.yst =

yjt + uyj+1,t if α = φ and s = j,
yst otherwise
since Aα · · ·A0 is a general representation of the quiver path aα · · · a0. To explain further, if the path aα · · · a0
includes aφ somewhere strictly in the middle of the path, i.e., aα · · · a0 = aα · · · aφ · · · a0, then although uhaφ
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acts by left multiplication on Aφ, uhaφ acts by right (inverse) multiplication on the general representation of
the arrow in the path immediately following aφ (this is the arrow which is immediately to the left of aφ in
the concatenation of the arrows aα · · · a0). Thus, the action by uhaφ is canceled. So for any α, u fixes every
minor of the form
(· · · j j + 1 · · · | · · · )Φφ1Φφ2 ···Φφl .
Now let us write
F =
∑
ν
gν((α)ast)(Jν |Iν)Φφ1Φφ2 ···Φφl +
∑
γ
gγ((α)ast)(Jγ |Iγ)Φφ1Φφ2 ···Φφl ,
with the following properties:
• the gν are nonzero,
• there exists at least one row in each Jν which contains j but not j + 1,
• if j appears in any row of Jγ , then so does j + 1,
• the (Jν |Iν)Φφ1Φφ2 ···Φφl and (Jγ |Iγ)Φφ1Φφ2 ···Φφl are unique.
By Lemma 5.2.10, Uβ fixes each row of (Jγ |Iγ)Φφ1Φφ2 ···Φφl . Since (Jγ |Iγ)Φφ1Φφ2 ···Φφl is the product of the
rows in the bideterminant, Uβ fixes (Jγ |Iγ)Φφ1Φφ2 ···Φφl , which in turn fixes
∑
γ
gγ((α)ast)(Jγ |Iγ)Φφ1Φφ2 ···Φφl .
Among those rows with identical sequence Φu in each Jν in block standard form, the only possible occurrences
of j and j + 1 in its rows are as follows:
[[1]] j is followed by j + 1,
[[2]] j is followed by an integer larger than j + 1,
[[3]] j ends in a row,
[[4]] j + 1 is preceded by an integer smaller than j,
[[5]] j + 1 starts a row.
Since Jν is in block standard form, all rows of type [[i]] must occur above all rows of type [[i+ 1]] within each
block.
Since each (Jν |Iν)Φφ1Φφ2 ···Φφl is unique, after re-numbering the indices ν, let J1 have the greatest
number of rows, say M , of types [[2]] and [[3]]. There may be other Young tableaux, say J2, . . . , JW in
58
(Jν |Iν)Φφ1Φφ2 ···Φφl , with M rows of types [[2]] and [[3]], but we ignore them for now. We label the sequence
Φα of integers associated to the rows of (Jν |Iν)Φφ1Φφ2 ···Φφl as Φφ1(ν) ≤ Φφ2(ν) ≤ . . . ≤ Φφl(ν). Let
Uj,j+1 := {uj,j+1 = (In, . . . , uhaφ1(1) , . . . , uhaφl(1) , . . . , In) : uhaφ1(1) = . . . = uhaφl(1) is the matrix with
1 along the diagonal, the same variable u in (j, j + 1)-entry, and 0 elsewhere}.
Applying uj,j+1 ∈ Uj,j+1 to F , we see that g1((α)ast)(J1|I1)Φφ1Φφ2 ···Φφl gives a term
uMg1((α)ast)(J
′
1|I1)Φφ1Φφ2 ···Φφl ,
where J ′1 is obtained from J1 by replacing each j in rows of type [[2]] and [[3]] by j + 1; furthermore,
(J ′1|I1)Φφ1Φφ2 ···Φφl is block standard. Thus, the tableau J ′1 uniquely determines J1 for the following reasons:
first, all rows of type [[3]] have been changed to rows ending with j + 1; such rows must end with j + 1 in
J1 by our choice of j. Otherwise, to obtain J1, we change j + 1 to j in M rows of J
′
1 reading from top to
bottom (while ignoring those rows which contain both j and j + 1).
Now, in uj,j+1.F , any other occurrence of (J
′
1|I1)Φφ1Φφ2 ···Φφl is with a coefficient ukg′((α)ast) where
k < M since j was carefully chosen such that j is the biggest integer satisfying (†). Since F is a polynomial
over a field of characteristic 0, the coefficient of (J ′1|I1)Φφ1Φφ2 ···Φφl depends on u. Thus, F is not fixed by Uβ .
This shows that j cannot appear in a row of Jν without j + 1, which shows that Uβ-invariant polynomials
must be of the form (5.8). Thus, if some of the terms of a Uβ-invariant polynomial f are divisible by xst for
some s and t, then we write f as
f(xst, (α)ast) = g(xst, (α)ast) + h((α)ast),
where all the terms in g are divisible by xst for some s and t and h is a polynomial in (α)ast. By the first part
of this proof, h ∈ C[t⊕r+1] while g must be of the form (5.8). It is immediate by the first part of the proof
that if none of the terms in a Uβ-invariant polynomial are divisible by xst for all 1 ≤ s ≤ n and 1 ≤ t ≤ m,
then the polynomial is in C[t⊕r+1]. This concludes our proof.
Corollary 5.2.13. For an affine A˜r-quiver with no framing and β = (n, . . . , n) with the complete standard
filtration of vector spaces at each vertex of the quiver, we have C[b⊕r+1]Uβ ∼= C[t⊕r+1].
Example 5.2.14. Consider the framed 1-Jordan quiver:
1′◦ a0 // 1• a1dd . Let β = (2, 2) and let F • be
the complete standard filtration of vector spaces. Then F •Rep(Q, β) = b2⊕M2×2. Let (A1, A0) ∈ b2⊕M2×2,
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where
A1 =
 a11 a12
0 a22
, A0 =
x11 x12
x21 x22
,
let u ∈ U ⊆ B act on (A1, A0) via (uA1u−1, uA0). By Theorem 5.2.12,
C[b2 ⊕M2×2]U = C[a11, a22, x21, x22,det(A0), (A1A0)2,1, (A1A0)2,2,det(A1A0)]
= C[a11, a22, x21, x22,det(A0)].
Note that the polynomial f(xst, ast) = a22x22 can be written as f = (2|2)A1A0 or as
f = a22(2|2)A0 = (2|2)A1(2|2)A0 =
(2|2)A0
(2|2)A1
, (5.11)
but (5.11) is not in the form (5.7) since a general representation of the quiver path in the second row does
not begin at the framed vertex.
5.3 Quivers with at most two pathways between any two vertices
We refer to Definition 2.1.21 for the definition of pathways. Recall our basic assumption: given any quiver Q,
let F • be the complete standard filtration of vector spaces at the nonframed vertices of Q and let Uβ be a
product of the maximal unipotent subgroup of the standard Borel acting on F •Rep(Q, β) as a change-of-basis.
Theorem 5.3.1. Let Q be a quiver and let β = (n, . . . , n), a dimension vector. Then Q is a nonframed
quiver with at most two distinct pathways between any two vertices if and only if C[F •Rep(Q, β)]Uβ = C[t⊕Q1 ],
where Q1 is the set of arrows whose tail and head are nonframed vertices.
Theorem 5.3.1 has a number of important consequences, with one being that if Uβ-invariants for filtered
quiver varieties only come from diagonal blocks (i.e., the semisimple part), then Q has at most two pathways
between any two vertices.
Theorem 5.3.2. Let Q = (Q0, Q1) be a framed quiver with at most two distinct pathways between any
two vertices, where Q has one arrow from the framed vertex to any of the nonframed vertices. Let β =
(n, . . . , n,m) ∈ ZQ0 be a dimension vector, where the framed vertex has dimension m. Then C[F •Rep(Q, β)]Uβ
= C[t⊕Q1−1]⊗C C[{f}] where f is of the form (5.8).
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In Section 5.5, we will give a reason for the condition for the quiver to have at most two distinct pathways
between any two vertices. Furthermore, this implies that Domokos-Zubkov’s technique in Section 2.2.2 is
applicable in the (nontrivially) filtered setting only when a quiver has at most two pathways between any
two vertices.
We will first prove Theorem 5.3.1.
Proof. First, we will prove from right to left. Assume C[F •Rep(Q, β)]Uβ = C[t⊕Q1 ], where Q1 is the set of
arrows whose tail and head are nonframed vertices. If Q has a framing at some vertex, say at 1:
1′◦ a0 // 1• ,
then consider a representation of vertices 1′ and 1 and the arrow a0:
Cm◦ A0 // C
n
• where A0 ∈Mn×m is a
general matrix. Consider the maximal unipotent subgroup U ⊆ GLn(C) acting on A0 via left multiplication:
u.A0 = uA0. By direct calculation, it is clear that for each 1 ≤ k ≤ m, (n, k)-entry of A0 is an invariant
polynomial. By assumption, invariant polynomials only come from general representation of arrows whose
tail and head are nonframed vertices. This implies that Q cannot be a framed quiver.
Next, we will prove that Q has at most two distinct pathways at each vertex. For a contradiction, suppose
Q has 3 or more pathways at some vertices. There are two cases to consider:
[1] Q has 3 or more pathways from a vertex to itself, e.g., •:: dd,
[2] Q has 3 or more pathways from vertex i to vertex j, where i 6= j, e.g., i• ((// 66 j• or i• ((66 j• dd
or
i• ((66 • (( 66 j• or i• // •DD ((66
j• .
Consider Case [1]. Label the vertex as 1 and label the pathways from vertex 1 to itself as
a1 = pi1 · · · pia1 , a2 = pj1 · · · pja2 , . . . , am = pk1 · · · pkam ,
where m ≥ 2. Write a general representation of a1, . . . , am as A1, . . . , Am, each of which is in b with
polynomial entries (as long as al is not the trivial path). Without loss of generality, suppose A1 = ((1)aij) and
A2 = ((2)aij) are general representations corresponding to a nontrivial pathway and consider the polynomial
f(A1, . . . , Am) = ((1)a11 − (1)a22)(2)a12 − ((2)a11 − (2)a22)(1)a12.
For u ∈ U ∼= U × InQ0−1 ⊆ Uβ where u.(A1, . . . , Am) = (uA1u−1, . . . , uAmu−1), the coordinate variable
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(l)a12 7→ (l)a12 + u12((l)a22 − (l)a11) under the group action. So
u.f(A1, . . . , Am)
= ((1)a11 − (1)a22)((2)a12 + u12((2)a22 − (2)a11))− ((2)a11 − (2)a22)((1)a12 + u12((1)a22 − (1)a11))
= ((1)a11 − (1)a22)(2)a12 − ((2)a11 − (2)a22)(1)a12
+ u12((1)a11 − (1)a22)((2)a22 − (2)a11)− u12((2)a11 − (2)a22)((1)a22 − (1)a11)
= f(A1, . . . , Am).
This implies C[F •Rep(Q, β)]Uβ 6= C[t⊕Q1 ], which is a contradiction.
Now consider Case [2]. Suppose
a1 = pi1 · · · pia1 , a2 = pj1 · · · pja2 , . . . , ak = pl1 · · · plak
are pathways from vertex i to vertex j, where i 6= j and k ≥ 3. Write a general representation of the pathways
a1, . . . , ak as A1 = ((1)aij), . . . , Ak = ((k)aij) ∈ b. Consider the Uβ-action on F •Rep(Q, β). In particular,
consider In
Q0−2×U2 acting locally on b⊕k via
(In, . . . , In, u, v).(A1, . . . , Ak) = (uA1v
−1, . . . , uAkv−1).
Consider the polynomial
f(A1, . . . , Ak) = ((1)a11(2)a22 − (1)a22(2)a11)(3)a12 + ((3)a11(1)a22 − (3)a22(1)a11)(2)a12
+ ((2)a11(3)a22 − (2)a22(3)a11)(1)a12.
Then
(In, . . . , In, u, v).f(A1, . . . , Ak) = ((1)a11(2)a22 − (1)a22(2)a11)((3)a12 − (3)a22u12 + (3)a11v12)
+ ((3)a11(1)a22 − (3)a22(1)a11)((2)a12 − (2)a22u12 + (2)a11v12)
+ ((2)a11(3)a22 − (2)a22(3)a11)((1)a12 − (1)a22u12 + (1)a11v12)
= f(A1, . . . , Ak) + ((1)a11(2)a22 − (1)a22(2)a11)(−(3)a22u12 + (3)a11v12)
+ ((3)a11(1)a22 − (3)a22(1)a11)(−(2)a22u12 + (2)a11v12)
+ ((2)a11(3)a22 − (2)a22(3)a11)(−(1)a22u12 + (1)a11v12) = f(A1, . . . , Ak).
This also contradicts that C[F •Rep(Q, β)]Uβ = C[t⊕Q1 ]. Thus, Q is a quiver with at most two pathways
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between any two vertices.
Now suppose Q is a nonframed quiver with at most two distinct pathways between any two vertices. The
heart of this proof is analogous to the proof of Theorem 5.1.2: we first define a notion of total ordering on
pairs and then choose the least pair. Since Q is nonframed with at most two pathways between any two
vertices, we list all possible local models of arrows of Q at a vertex. Writing a polynomial similar as in the
proof of Theorem 5.1.2, we carefully choose a subgroup of Uβ and show that the invariant polynomial must
only come from diagonal coordinates of each general matrix in the filtered representation space. We now
prove the statement.
We label the arrows of Q as a1, a2, . . ., aQ1 . It is clear that C[t⊕Q1 ] ⊆ C[F •Rep(Q, β)]Uβ so we will
prove the other inclusion. Consider a general representation of F •Rep(Q, β), which consists of a product of
matrices. We define total ordering ≤ on pairs (i, j), where 1 ≤ i ≤ j ≤ n, by defining (i, j) ≤ (i′, j′) if either
• i < i′ or
• i = i′ and j > j′.
Consider f ∈ C[F •Rep(Q, β)]Uβ . For each (i, j), we can write
f =
∑
|K|≤d
aKij fij,K , where fij,K ∈ C[{(α)ast : (s, t) 6= (i, j)}], aKij :=
∏
α∈Q1
(α)a
kα
ij , and |K| =
Q1∑
α=1
kα. (5.12)
Fix the least pair (under ≤) (i, j) with i < j for which there exists K 6= (0, . . . , 0) with fij,K 6= 0; we
will continue to denote it by (i, j). If no such (i, j) exists, then f ∈ C[(α)aii] and we are done. Let
K = (k1, . . . , kQ1). Let m ≥ 1 be the least integer satisfying the following: for all p < m, if some component
kp in K is strictly greater than 0, then fij,K = 0. Relabel the head of the arrow corresponding to a general
representation Am of arrow am as vertex m.
Let Uij be the subgroup of matrices of the form uij := (In, . . . , In, ûm, In, . . . , In), where In is the n× n
identity matrix and ûm is the matrix with 1 along the diagonal, the variable u in the (i, j)-entry, and 0
elsewhere. Let u−1ij := (In, . . . , In, û
−1
m , In, . . . , In). Then since u
−1
ij acts on f via
u−1ij .f(A1, . . . , AQ1) = f(uij .(A1, . . . , AQ1))
=

f(A1, . . . , ûmAm′ , . . . , AQ1) whenever vertex m is a sink of arrow am′ ,
f(A1, . . . , Am′ û
−1
m , . . . , AQ1) whenever vertex m is a source of arrow am′ ,
f(A1, . . . , ûmAm′ û
−1
m , . . . , AQ1) whenever arrow am′ is a loop at vertex m,
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u−1ij .(α)ast =

(m′)aij + (m′)ajju if α = m
′, (s, t) = (i, j), and m is a sink to am′ ,
(m′)aij − (m′)aiiu if α = m′, (s, t) = (i, j), and m is a source to am′ ,
(m′)aij + ((m′)ajj − (m′)aii)u if α = m′, (s, t) = (i, j), and am′ is a loop at m,
(α)ast if s > i or s = i and t < j.
(5.13)
Now, locally at vertex m, Q looks like one of the following local models:
1.
m• amee
2.
m•
am′
)) v1•
am
ii
3.
v1• am // m• vl•aloo
v2•
a2
FF
· · · vl−1•
al−1
ZZ
4.
v1•
am
))
c1
55
m• vl•
cl
jj
al
tt
v2•
a2
==
c2
LL
· · · vl−1•
SS bb
5.
v1•
am

wl′•
v2•
a2
$$...
m•
c2
$$
c1

cl′
CC
...
w2•
vl•
al
CC
w1•
6.
v1• m•
a2
xx
a1oo
al

c1
)) w•
am
ii
v2• . . .
vl•
7.
v1• a1 // m•
c1
)) w•
am
ii
v2•
a2
88
. . .
vl•
al
OO
8.
v1• a1 // m•
am
		
vl•aloo
v2•
a2
FF
· · · vl−1•
al−1
ZZ
9.
v1• m•a1oo
a2

am
		
al−1

al //
vl•
v2• · · · vl−1•
10.
v1•
a1
$$
wl′•
v2•
a2
//
m•
am
		
c2
##
c1

cl′
::
...
...
w2•
vl•
al
DD
w1•
11.
v1• am // m•
cl

sl

cl
**
s1
44
w1•
... ..
.
vl′•
al′
HH
wl•
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12.
v1• am // m• w1•
s1
jj
c1
tt
... ..
.
vl′•
al′
HH
wl•
sl
QQ
cl
[[
13.
v1• m•a1oo
al′

w1•
s1
jj
am
tt
... ..
.
vl′• wl•
sl
QQ
cl
[[
14.
v1•
am

w1•
...
...
vl′• al′ // m•
r1

rl′′

c1
::
s1
FF
cl
**
sl
44
wl•
x1• · · · xl′′•
15.
v1•
am

w1•
s1
zz
c1

...
...
vl′• al′ // m•
r1

rl′′

wl•
sl
jj
cl
tt
x1• · · · xl′′•
Cases 1 and 2 have been covered by Corollary 5.2.13. So consider when m is a sink, i.e., consider Cases 3,
4, and 12. Relabel the arrows in Cases 3, 4, and 12 as a1, . . . , al with A1, . . . , Al as general representations of
a1, . . . , al, respectively, where Aα = ((α)ast) is a general upper triangular matrix. Write
f =
∑
|K′|≤d
l∏
α=1
(α)a
kα
ij fij,K′ ,
where K ′ = (k1, . . . , kl), |K ′| =
l∑
α=1
kα, and fij,K′ ∈ C[{(α)ast : (s, t) 6= (i, j) and α 6∈ {1, . . . , l}}]. Define
R2 := C[{(α)ast : (s, t) 6= (i, j) and α 6∈ {1, . . . , l}}]. Then
0 = u−1ij .f − f =
∑
|K′|≤d
l∏
α=1
((α)aij + (α)ajju)
kαfij,K′ −
∑
|K′|≤d
l∏
α=1
((α)aij)
kαfij,K′
=
∑
1≤|K′|≤d
∑
rα≤kα
(
k1
r1
)(
k2
r2
)
· · ·
(
kl
rl
) l∏
α=1
(α)a
kα−rα
ij u
|R|
l∏
α=1
((α)ajj)
rαfij,K′ ,
where |R| =
l∑
α=1
rα, and we see that {
l∏
α=1
(α)a
kα−rα
ij u
|R| : rα ≤ kα for all 1 ≤ α ≤ l} is linearly independent
over R2.
Next, consider Cases 5, 6, 7, 11, 13, 14, and 15. Relabel the arrows in the following way: write a1, . . . , al
if tai = m, where 1 ≤ i ≤ l, and write c1, . . . , ck if hcj = m, where 1 ≤ j ≤ k. Write Aα = ((α)ast) as a
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general representation of aα and Cγ = ((γ)cst) as a general representation of cγ . Let us write
f =
∑
|K′|+|Γ|≤d
l∏
α=1
(α)a
kα
ij
k∏
γ=1
(γ)c
µγ
ij fij,K′,Γ,
where K ′ = (k1, . . . , kl), Γ = (µ1, . . . , µk), |K ′| =
l∑
α=1
kα, |Γ| =
k∑
γ=1
µγ , and fij,K′,Γ ∈ C[{(α)ast, (γ)cst :
(s, t) 6= (i, j) and α 6∈ {1, . . . , l} and γ 6∈ {1, . . . , k}}]. Define R3 := C[{(α)ast, (γ)cst : (s, t) 6= (i, j) and
α 6∈ {1, . . . , l} and γ 6∈ {1, . . . , k}}]. Then
0 = u−1ij .f − f =
∑
|K′|+|Γ|≤d
l∏
α=1
((α)aij + (α)ajju)
kα
k∏
γ=1
((γ)cij − (γ)ciiu)µγfij,K′,Γ
−
∑
|K′|+|Γ|≤d
l∏
α=1
(α)a
kα
ij
k∏
γ=1
(γ)c
µγ
ij fij,K′,Γ
=
∑
1≤|K′|+|Γ|≤d
∑
rα≤kα
sγ≤µγ
(
k1
r1
)(
k2
r2
)
· · ·
(
kl
rl
)(
µ1
s1
)(
µ2
s2
)
· · ·
(
µk
sk
) l∏
α=1
(α)a
kα−rα
ij
k∏
γ=1
(γ)c
µγ−sγ
ij ·
· u|R|+|S|
l∏
α=1
((α)ajj)
rα
k∏
γ=1
(−(γ)cii)sγfij,K′,Γ,
where |R| =
l∑
α=1
rα and |S| =
k∑
γ=1
sγ . We see that {
l∏
α=1
(α)a
kα−rα
ij
k∏
γ=1
(γ)c
µγ−sγ
ij u
|R|+|S| : rα ≤ kα, sγ ≤ µγ
for all 1 ≤ α ≤ l and for all 1 ≤ γ ≤ k} is linearly independent over R3.
Finally, consider Cases 8, 9, and 10. Relabel the arrows in the following way: write a1, . . . , al if tai = m,
c1, . . . , ck if hcj = m, and ζ if ζ is the loop at m. Write the general representations of aα as Aα = ((α)ast),
cγ as Cγ = ((γ)cst), and ζ as Ξ = (ζst). Write
f =
∑
ρ+|K′|+|Γ|≤d
ζρij
l∏
α=1
(α)a
kα
ij
k∏
γ=1
(γ)c
µγ
ij fij,ρ,K′,Γ,
where K ′ = (k1, . . . , kl), Γ = (µ1, . . . , µk), |K ′| =
l∑
α=1
kα, |Γ| =
k∑
γ=1
µγ , and fij,K′,Γ ∈ C[{(α)ast, (γ)cst, ζst :
(s, t) 6= (i, j) and α 6∈ {1, . . . , l} and γ 6∈ {1, . . . , k}}]. Define R4 := C[{(α)ast, (γ)cst, ζst: (s, t) 6= (i, j)
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and α 6∈ {1, . . . , l} and γ 6∈ {1, . . . , k}}]. Then
0 = u−1ij .f − f =
∑
ρ+|K′|+|Γ|≤d
(ζij + (ζjj − ζii)u)ρ
l∏
α=1
((α)aij + (α)ajju)
kα
k∏
γ=1
((γ)cij − (γ)ciiu)µγfij,ρ,K′,Γ
−
∑
ρ+|K′|+|Γ|≤d
ζρij
l∏
α=1
(α)a
kα
ij
k∏
γ=1
(γ)c
µγ
ij fij,ρ,K′,Γ
=
∑
1≤ρ+|K′|+|Γ|≤d
∑
τ≤ρ
rα≤kα,sγ≤µγ
(
ρ
τ
)(
k1
r1
)(
k2
r2
)
· · ·
(
kl
rl
)(
µ1
s1
)(
µ2
s2
)
· · ·
(
µk
sk
)
·
· ζρ−τij
l∏
α=1
(α)a
kα−rα
ij
k∏
γ=1
(γ)c
µγ−sγ
ij · uτ+|R|+|S|(ζjj − ζii)τ
l∏
α=1
((α)ajj)
rα
k∏
γ=1
(−(γ)cii)sγfij,ρ,K′,Γ,
where |R| =
l∑
α=1
rα and |S| =
k∑
γ=1
sγ , and we see that {ζρ−τij
l∏
α=1
(α)a
kα−rα
ij
k∏
γ=1
(γ)c
µγ−sγ
ij u
τ+|R|+|S| : τ ≤
ρ, rα ≤ kα, sγ ≤ µγ for all 1 ≤ α ≤ l and for all 1 ≤ γ ≤ k} is linearly independent over R4. In all cases, we
conclude that fij,K′ , fij,K′,Γ, and fij,ρ,K′,Γ = 0 for all |K ′| ≥ 1, |Γ| ≥ 1, and ρ ≥ 1, which contradict our
choices of (i, j) and m. We conclude that f ∈ C[t⊕Q1 ].
Note that one needs to handle with care of the gluing of the arrows and vertices in the itemized list in
the proof of Theorem 5.3.1, or else, Q will have more than two pathways between some of its vertices so
Theorem 5.3.1 will not hold for such quivers.
Now, we will discuss Theorem 5.3.2. By Theorem 5.3.1, it suffices to find all (semi-)invariants for paths
starting at a framed vertex, but since the proof is essentially the same as the proof of Theorem 5.2.12, we
will omit the details.
5.4 Other interesting family of quivers
A comet-shaped quiver (of any orientation) has k legs, each of length sk, with 1 loop on the central vertex,
e.g.,
[1,s1]• // • •oo · · · [1,2]• [1,1]•oo
[2,s2]• // • // • · · · [2,2]• // [2,1]• 1•oo dd

...
...
...
[k,sk]• •oo •oo · · · [k,2]• // [k,1]•
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and a star-shaped quiver is a comet-shaped quiver with k legs, each of length sk, but with no loops:
[1,s1]• // • •oo · · · [1,2]• [1,1]•oo

[2,s2]• // • // • · · · [2,2]• // [2,1]• 1• .oo

...
...
...
[k,sk]• •oo •oo · · · [k,2]• // [k,1]•
Theorem 5.3.1 holds for all families of comet-shaped and star-shaped quivers.
Since Theorem 5.2.12 holds for a quiver whose arrows are of any orientation with the underlying graph
being the affine Dynkin A˜r-graph, consider the quiver with orientation
•
m1︷ ︸︸ ︷· · · · · · · · · •
•
AA

•,
• · · · · · · · · ·︸ ︷︷ ︸
m2
•
AA
(5.14)
where the quiver has at least one source and one sink. Note that Theorem 5.2.12 is being applied for a quiver
without a framing. We will call the quiver (5.14) the generalized 2-Kronecker quiver K2,m1,m2 . Consider
when r = 1, i.e., A˜1-quiver, with the above orientation:
• **44 •.
Suppose the dimension at each vertex is n and suppose we impose the complete standard filtration of vector
spaces at each vertex. By Corollary 5.2.13, Uβ-invariants are coming from the diagonal coordinates of b⊕2,
i.e., C[F •Rep(A˜1, (n, n))]Uβ = C[t⊕2]. Thus, the following corollary follows:
Corollary 5.4.1. Let K2,m1,m2 = (Q0, Q1) be the generalized 2-Kronecker quiver with at least one source
and one sink as in (5.14). Let β = (n, . . . , n) ∈ ZQ0≥0 and let F • be the complete standard filtration of vector
spaces at each vertex. Let Uβ := UQ0 . Then C[F •Rep(K2,m1,m2 , β)]Uβ = C[t⊕Q1 ].
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Since the proof of Corollary 5.4.1 is analogous to the proof of Theorem 5.2.12, we will omit the details.
We will now generalize the generalized 2-Kronecker quiver in (5.14) in the following way. Consider the
graph ΓK(M,N), where M = (m1, . . . ,mk) and N = (n1, . . . , nk):
•
m1︷︸︸︷· · · • • m2︷︸︸︷· · · • • m3︷︸︸︷· · · • • mk︷︸︸︷· · · •
1• 2• 3• 4• · · · k• k+1•
• · · ·︸︷︷︸
n1
• • · · ·︸︷︷︸
n2
• • · · ·︸︷︷︸
n3
• • · · ·︸︷︷︸
nk
•
(5.15)
where mi + 2 and ni + 2 denote the number of edges between vertices i and i+ 1. As long as the vertices
labeled as 2, 3, . . . , k are a source or a sink (in any order), then the quiver associated to ΓK(M,N) has at most
two pathways. This implies Theorem 5.3.1 may also be applied quivers whose underlying graph is ΓK(M,N)
with the above source/sink condition.
Lemma 5.4.2. Let Q be a quiver whose graph is ΓK(M,N) as in (5.15). Assume the vertices labeled by
1, 2, . . . , k + 1 are a source or a sink. Let β = (n, . . . , n) ∈ ZQ0 and let F • be the complete standard filtration
of vector spaces. Then C[F •Rep(Q, β)]Uβ = C[t⊕Q1 ].
Example 5.4.3. For the 1-Jordan quiver with the complete standard filtration of vector spaces imposed
with dimension β = 2, we have C[b2]U = C[b2]B2 = C[a11, a22] = C[t2] ∼= C[C2]. For the 2-Jordan
quiver with the complete standard filtration of vector spaces imposed with β = 2, we have C[b⊕22 ]U ⊇
C[a11, a22, c11, c22, (c11 − c22)a12 − (a11 − a22)c12]. For the 3-Jordan quiver with the complete standard
filtration of vector spaces imposed with β = 2, we have
C[b⊕32 ]
U ⊇ C[a11, a22, c11, c22, s11, s22, (a11 − a22)c12 − (c11 − c22)a12,
(s11 − s22)a12 − (a11 − a22)s12, (s11 − s22)c12 − (c11 − c22)s12]
=
C[f1, f2, g1, g2, h1, h2, k1, k2, k3]
〈(h1 − h2)k1 − (g1 − g2)k2 + (f1 − f2)k3〉 .
Filtered representations of the 2-Jordan and the 3-Jordan quivers have semi-invariants coming from the
nilradical of the Borel since they have more than two pathways at a vertex. Recall that B = TU , where T is
the (reductive) Levi factor while U is the unipotent radical of B, with u = Lie(U) being the nilradical of B.
We believe that the two inclusions above are, in fact, equalities, and we will discuss this further in Section 5.5
and in Section 7.2.1 as open problems.
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Notation 5.4.4. We define an empty sum or a summation whose indices are not defined to be zero, i.e.,
γ∑
α=ι
f(α) := 0 where ι > γ or
∑
k
sk0 := 0 if sk0 is not one of the coordinates of s ∈ b∗.
Furthermore, we will set all variables that are not defined to be zero, i.e., if j ∈ (Cn)∗ is a covector with
entries jα = yα where 1 ≤ α ≤ n, then y0 := 0.
Lemma 5.4.5. For B-adjoint action on b∗, where b∗ = gln/n+, we have C[b∗]B = C[tr(s)].
Proof. Let F be a polynomial in C[tr(s)]. Since F (tr(bsb−1)) = F (tr(sb−1b)) = F (tr(s)) for any b ∈ B, F is
in the B-invariant subring C[b∗]B .
Now suppose F ∈ C[b∗]B and let s ∈ b∗. Then for a 1-parameter subgroup λ1(t) with coordinates
λ1(t)ιγ =

tι−1 if ι = γ
0 if ι 6= γ,
(λ1(t).s)ιγ = (λ1(t)s(λ1(t))
−1)ιγ =

∗ if ι < γ
sιι if ι = γ
tι−γsιγ if ι > γ.
Taking the limit as t→ 0, we have
lim
t→0
(λ1(t).s)ιγ =

∗ if ι < γ
sιι if ι = γ
0 if ι > γ.
Since off-diagonal entries of s are zero, our B-invariant polynomial F is independent of the coordinates
{sιγ}ι>γ . Now consider another 1-parameter subgroup λ2(t), where
λ2(t)ιγ =

tι−1 if ι ≤ γ
0 if ι > γ.
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Then (λ2(t).s)ιγ =
=

∗ if ι < γ
tι−γ
(
n∑
k=ι
skγ −
n∑
k=ι
sk,γ−1
)
if ι ≥ γ
=

∗ if ι < γ
sιι −
n∑
k=ι
sk,ι−1 +
n∑
k=ι+1
skι if ι = γ
tι−γ
(
n∑
k=ι
skγ −
n∑
k=ι
sk,γ−1
)
if ι > γ.
(5.16)
Since F (s) = F (s′) for any s′ ∈ B.s (the polynomial F must take the same value on any orbit closure),
the equality lim
t→0
F (λ1(t).s) = lim
t→0
F (λ2(t).s) must hold for any values of {sαβ}α>β . So for each 1 ≤ ι < n
(starting with ι = 1 in ascending order), choose {skι}k>ι in
∑
ι<k≤n
skι such that
−
n∑
k=ι+1
skι = sιι −
n∑
k=ι
sk,ι−1. (5.17)
Move the sum in (5.17) to the left-hand side so that for each 1 ≤ ι < n,
∑
ι−1<k≤n
sk,ι−1 −
∑
ι<k≤n
sk,ι = sιι,
which implies the sum of all such sum as ι varies over 1 to n− 1 is
n−1∑
ι=1
(
n∑
k=ι
sk,ι−1 −
n∑
k=ι+1
skι
)
=
n∑
k=1
6 sk0 +
(
n−1∑
ι=2
n∑
k=ι
sk,ι−1 −
n−2∑
ι=1
n∑
k=ι+1
skι
)
−
n∑
k=n
sk,n−1
= −
n∑
k=n
sk,n−1 =
n−1∑
ι=1
sιι.
By (5.16) and by choosing appropriate choices for {sαβ}α>β in (5.17), we have (λ2(t).s)ιι = 0 for each
1 ≤ ι < n while (λ2(t).s)nn = snn−
∑
n−1<k≤n
sk,n−1 = tr(s). This means all coordinate entries are zero except
the (n, n)-entry, which is tr(s). Thus for F in C[b∗]B , F (s) must be of the form F (s′), where all coordinates
of s′ are zero except the entry s′nn, which equals tr(s). So F is a polynomial in tr(s).
Lemma 5.4.6. Let B act on b × Cn by b.(r, i) = (brb−1, bi), where b ∈ B and (r, i) ∈ B × Cn. Then
C[b× Cn]B = C[t] ∼= C[Cn] while C[b× Cn]U = C[t]⊗C C[xn] ∼= C[Cn+1], where xn is the last component of
i ∈ Cn.
Proof. The lemma holds by Theorem 5.3.2.
Lemma 5.4.7. Let b∗ = gln/n+ and (Cn)∗ be the dual vector space to Cn. Let B act on b∗ × (Cn)∗
via b.(s, j) = (bsb−1, jb−1), where b ∈ B and (s, j) ∈ b∗ × (Cn)∗. Then C[b∗ × (Cn)∗]B = C[tr(s)] while
C[b∗ × (Cn)∗]U = C[tr(s)]⊗C C[y1] ∼= C[C2], where y1 is the first component of j ∈ (Cn)∗.
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Proof. Let F (s, j) ∈ C[b∗ × (Cn)∗]B. We will show that F (s, j) ∈ C[tr(s)] since the other containment is
clear. Choose a 1-parameter subgroup λ1(t) in the Borel with coordinates
λ1(t)ιγ =

tι−n if ι = γ
0 if ι 6= γ.
Then
(λ1(t).s)ιγ =

∗ if ι < γ
sιι if ι = γ
tι−γsιγ if ι > γ
while (λ1(t).j)α = t
n−αyα. Take the limit as t→ 0 to obtain
lim
t→0
(λ1(t).s)ιγ =

∗ if ι < γ
sιι if ι = γ
0 if ι > γ
and
lim
t→0
(λ1(t).j)α =

0 if α < n
yn if α = n.
So the B-invariant function F (s, j) is independent of the variables {sιγ}ι>γ and {yα}α<n. Now consider
another 1-parameter subgroup
λ2(t)ιγ =

tι−n if ι ≤ γ
0 if ι > γ.
Then (λ2(t).s)ιγ =
=

∗ if ι < γ
tι−γ
(
n∑
k=ι
skγ −
n∑
k=ι
sk,γ−1
)
if ι ≥ γ
=

∗ if ι < γ
sιι −
n∑
k=ι
sk,ι−1 +
n∑
k=ι+1
skι if ι = γ
tι−γ
(
n∑
k=ι
skγ −
n∑
k=ι
sk,γ−1
)
if ι > γ
(5.18)
while (λ2(t).j)α = t
n−α(yα − yα−1). Since F (s, j) = F (s′, j′) for any (s′, j′) ∈ B.(s, j), the equality
lim
t→0
F (λ1(t).(s, j)) = lim
t→0
F (λ2(t).(s, j)) must hold regardless of the values of {sµν}µ>ν and {yα}α<n. So for
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each 1 ≤ ι < n (starting with ι = 1 in ascending order), choose {skι}k>ι in
∑
ι<k≤n
skι so that
−
n∑
k=ι+1
skι = sιι −
n∑
k=ι
sk,ι−1 (5.19)
and choose yn−1 so that yn−1 = yn.
Rewrite (5.19) so that for each 1 ≤ ι < n,
∑
ι−1<k≤n
sk,ι−1 −
∑
ι<k≤n
sk,ι = sιι, which implies the sum of all
such sum as ι varies over 1 to n− 1 is
n−1∑
ι=1
(
n∑
k=ι
sk,ι−1 −
n∑
k=ι+1
skι
)
=
n∑
k=1
6 sk0 +
(
n−1∑
ι=2
n∑
k=ι
sk,ι−1 −
n−2∑
ι=1
n∑
k=ι+1
skι
)
−
n∑
k=n
sk,n−1
= −
n∑
k=n
sk,n−1 =
n−1∑
ι=1
sιι.
By (5.18) and by making appropriate choices for {sµν}µ>ν and yn−1, we have (λ2(t).s)ιι = 0 for each
1 ≤ ι < n while (λ2(t).s)nn = snn −
∑
n−1<k≤n
sk,n−1 = tr(s). Furthermore, all entries of j are zero, so the
entries of the covector j do not contribute as B-invariant polynomials.
Thus for F in C[b∗ × (Cn)∗]B, F (s, j) = F (s′, j′), where all entries of s′ are zero except the entry s′nn
(which equals tr(s)), and all entries of j are zero. Thus in order for F to be a B-invariant polynomial, F
must a polynomial in tr(s).
The second statement of the lemma holds due to this proof and Theorem 5.3.2.
5.5 Comment regarding at most two pathways
Revisiting Theorems 5.3.1 and 5.3.2, we will now discuss the restriction of having at most two pathways at
each vertex of a quiver.
Consider the 2-Jordan quiver:
1•a1 $$ a2dd where β = 2 and F • is the complete standard filtration of
vector spaces. Then this quiver has seven pathways at vertex 1: e1, a1, a2, a1a2, a2a1, a1a2a1, and a2a1a2.
The filtered representation space is F •Rep(Q, 2) = b⊕22 , and let
u =
1 u12
0 1
 ∈ U, A =
a11 a12
0 a22
 ∈ b2, and C =
c11 c12
0 c22
 ∈ b2.
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Then
u.(A,C) = (uAu−1, uCu−1) =

a11 a12 − (a11 − a22)u12
0 a22
 ,
c11 c12 − (c11 − c22)u12
0 c22

 .
We can easily check that
C[b⊕22 ]
U ⊇ C[a11, a22, c11, c22, (a11 − a22)c12 − (c11 − c22)a12]. (5.20)
Thus C[b⊕22 ]U ) C[t
⊕2
2 ]. Furthermore, it remains an open problem that the containment in (5.20) in the
other direction holds. We refer the reader to Section 7.2.1 for statements of open problems related to the
m-Jordan quiver.
Now consider the 3-Jordan quiver:
1•a1 $$
a2

a3dd
with β = 3 and F • the complete standard filtration of vector spaces. Then F •Rep(Q, β) = b⊕33 and under
the maximal unipotent subgroup U ⊆ B action, C[t⊕33 ] ( C[F •Rep(Q, β)]U due to the following reason. Let
(A,C, S) ∈ b⊕33 , where
A =

a11 a12 a13
0 a22 a23
0 0 a33
 , C =

c11 c12 c13
0 c22 c23
0 0 c33
 , S =

s11 s12 s13
0 s22 s23
0 0 s33
 .
Consider the polynomial f(A,C, S) = (a11 − a22)c12 − (c11 − c22)a12. Then for u ∈ U , where
u =

1 u12 u13
0 1 u23
0 0 1
 ,
u.f(A,C, S) = f(uAu−1, uCu−1, uSu−1)
= (a11 − a22)(c12 + (c22 − c11)u12)− (c11 − c22)(a12 + (a22 − a11)u12)
= (a11 − a22)c12 + (a11 − a22)(c22 − c11)u12 − (c11 − c22)a12 − (c11 − c22)(a22 − a11)u12
= f(A,C, S).
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Thus, f is a polynomial in C[F •Rep(Q, β)]U but not in C[t⊕33 ]. Similarly, we obtain the following U -invariant
polynomials:
(c11 − c22)s12−(s11 − s22)c12, (a11 − a22)s12 − (s11 − s22)a12,
(a22 − a33)c23−(c22 − c33)a23, (a22 − a33)s23 − (s22 − s33)a23,
(c22 − c33)s23 − (s22 − s33)c23.
We believe that there are other invariant polynomials, possibly of degree 3 (for this particular example
F •Rep(3-Jordan, 3)), such that at least one of their monomials is divisible by the variable a13, c13, or s13. In
fact, for the m-Jordan quiver, we conjecture that for m ≥ 1,
dimC b
⊕m//U = dimC b⊕m − dimC U.
Note that by setting the coordinates sij = 0, we obtain the 2-Jordan quiver
1• a2dda1 :: , which is still a
quiver with more than 2 distinct pathways, and it is clear that for the 2-Jordan quiver, C[t⊕2] ( C[b⊕2/U ]
as we have seen earlier this section. Returning to the 3-Jordan quiver, there are relations among the degree 1
and the degree 2 polynomials, i.e., let
f1 = a11, f2 = a22, g1 = c11, g2 = c22,
h1 = s11, h2 = s22, k1 = (a11 − a22)c12 − (c11 − c22)a12,
k2 = (c11 − c22)s12 − (s11 − s22)c12, k3 = (a11 − a22)s12 − (s11 − s22)a12.
Then (h1 − h2)k1 − (g1 − g2)k2 + (f1 − f2)k3 = 0. We conjecture that there are relations (of higher degree)
among all the invariant generators. The m-Jordan quiver is revisited in Section 7.2.1.
Now, consider the 3-Kronecker quiver:
1•
a1
**a2 //
a3
44
2•
which has 3 pathways from vertex 1 to 2. Let (A,C, S) ∈ b⊕33 , where
A =

a11 a12 a13
0 a22 a23
0 0 a33
 , C =

c11 c12 c13
0 c22 c23
0 0 c33
 , S =

s11 s12 s13
0 s22 s23
0 0 s33
 .
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Suppose (u, v) ∈ Uβ := U23 acts on (A,C, S) by (uAv−1, uCv−1, uSv−1), where
u =

1 u12 u13
0 1 u23
0 0 1
 , v =

1 v12 v13
0 1 v23
0 0 1
 .
Consider f(A,C, S) = (a11c22 − a22c11)s12 + (s11a22 − s22a11)c12 + (c11s22 − c22s11)a12. Then
(u, v).f(A,C, S) = f(u−1Av, u−1Cv, u−1Sv)
= (a11c22 − a22c11)(s12 − s22u12 + s11v12) + (s11a22 − s22a11)(c12 − c22u12 + c11v12)
+ (c11s22 − c22s11)(a12 − a22u12 + a11v12) = f(A,C, S).
(5.21)
Thus f is an invariant polynomial which is not in C[t⊕33 ]. Analogously, we obtain one other degree 3 polynomial
(a22c33 − a33c22)s23 − c23(a22s33 − a33s22) + a23(c22s33 − c33s22) (5.22)
and we believe that there is at least one polynomial of degree 6 with at least one of its terms divisible
by a13, c13, or s13. Thus, we conjecture that C[b⊕33 ]U3×U3 is generated polynomials of degrees 1, 3 and
6. In general, we conjecture that for the k-Kronecker quiver, C[b⊕k]U×U is generated by polynomials
of degrees
d(d+ 1)
2
for each 1 ≤ d ≤ n, where b ⊆ gln. Furthermore, we conjecture that for k  1,
dimC b⊕k//U × U = dimC b⊕k − dimC U × U .
One final remark is the following observation: note that the polynomial f in (5.21) is the determinant of
the matrix 
a11 c11 s11
a22 c22 s22
a12 c12 s12

and note that the polynomial in (5.22) is the determinant of the matrix

a22 c22 s22
a33 c33 s33
a23 c23 s23
 .
We believe that this observation may help us in finding other invariant polynomials of higher degrees. The
k-Kronecker quiver is revisited in Section 7.2.2.
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Chapter 6
The B-moment map restricted to the
regular semisimple locus
6.1 Introduction
Notation 6.1.1. Let B be the set of all upper triangular matrices in the general linear group GL(n,C). We
will call B the Borel subgroup, or the Borel.
Notation 6.1.2. We will write b to denote the Lie algebra of B. It is the tangent space of B at the identity
element.
Motivation 6.1.3. Let B act on the vector space b×Cn with group action b.(r, i) = (brb−1, bi). This action
is induced onto the cotangent bundle T ∗(b× Cn) = b× b∗ × Cn × (Cn)∗ of b× Cn as:
b.(r, s, i, j) = (Adb(r),Ad
∗
b(s), bi, jb
−1) = (brb−1, bsb−1, bi, jb−1).
The infinitesimal action of G induces the map a : b → V ect(b × Cn) which is given as a(v)(r, i) =
d
dt (gt.(r, i))|t=0 = ([v, r], vi) where gt = exp(tv). Dualizing this map gives the moment map µ : T ∗ (b× Cn)→
b∗ where (r, s, i, j) is mapped to ad∗r(s) + ij, which is [r, s] + ij in our case, with v : g
∗ → b∗ being the
projection map. For each character χ : B → C∗, we are interested in understanding µ−1(0)//χB.
Another main motivation for an interest in understanding the affine and GIT quotients of the above
moment map is because µ−1(0)/B is isomorphic to the cotangent bundle T ∗(G×B b×Cn/G) of a well-known
stack where G = GL(n,C). We refer the reader to [Nev11] for the construction of the cotangent bundle of the
Grothendieck-Springer resolution and to Chapter 3 of [CG10] and Section 6 of [Gin98] for some background
on the Grothendieck-Springer resolution.
We begin by restricting b to its regular semisimple locus.
Notation 6.1.4. Let µ−1(0)rss be the set of quadruples
{(r, s, i, j) ∈ µ−1(0) : r has distinct eigenvalues}.
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Notation 6.1.5. Let r = (rιγ) be an n × n matrix. We write diag(r) to mean the diagonal matrix with
entries (r11, r22, . . . , rnn) along its main diagonal.
Trace 6.1.6. For (r, s, i, j) in µ−1(0)rss, choose b ∈ B as in Proposition 6.6.17 so that
(brb−1, bsb−1, bi, jb−1) = (diag(r), s′, i′, j′).
We prove in Proposition 6.6.19 that each diagonal coordinate function of s′ = (s′ιγ) is
s′ιι = sιι +
n∑
µ=ι+1
 rιµsµι
rιι − rµµ +
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rιk1rkvµsµι
(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1

+
ι−1∑
γ=1
 rγιsιγ
rιι − rγγ +
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιsιγ
(rιι − rlv˜lv˜ )(rιι − rγγ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
+
n∑
µ=ι+1
rγιrιµsµγ
(rιι − rγγ)(rιι − rµµ) +
n∑
µ=ι+1
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιµsµγ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rµµ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
+
n∑
µ=ι+1
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rγιrιk1rkvµsµγ
(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
+
n∑
µ=ι+1
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιk1rkvµsµγ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
·
·
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
]
,
which is compactly written as
s′ιι =
tr
 ∏
1≤k≤n,k 6=ι
lk(r)
−1 tr
 ∏
1≤k≤n,k 6=ι
lk(r) s

where lk(r) = r − rkkI.
Notation 6.1.7. We denote ∆n ⊆ C2n to be the set {(x11, . . . , xnn, 0, . . . , 0) : xιι = xγγ for some ι 6= γ}.
Thus C2n \∆n is the locus
{(x11, . . . , xnn, y11, . . . , ynn) : xιι 6= xγγ whenever ι 6= γ}.
We now state the main Propositions proved in this paper.
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Proposition 6.1.8. The map
P : µ−1(0)rss → C2n \∆n
given by sending
(r, s, i, j) 7→ (r11, . . . , rnn, s′11, . . . , s′nn),
where s′ιι is defined as in Trace 6.1.6, is a regular, well-defined, and B-invariant surjective map separating
orbit closures.
Proposition 6.1.9. The map given in Proposition 6.1.8, which descends to a set-theoretic bijective homeo-
morphism p : µ−1(0)rss//B → C2n \∆n, where
B.(r, s, i, j) 7→ (r11, . . . , rnn, s′11, . . . , s′nn)
with s′ιι given as above, induces an isomorphism of varieties.
6.2 Moduli spaces, geometric invariant theory, and Hilbert
schemes
Applications of quivers are prominent in many areas of mathematics, i.e., Hilbert schemes and almost-
commuting varieties [GG06], symplectic geometry [CG10], representation theory [Nak94], [Nak98], [Gin98],
coding theory [Slo77], [MMS72], [GRB98], etc. We begin by discussing moduli spaces.
6.2.1 Moduli spaces
Important problems in mathematics include not only on understanding the geometry of various spaces, but on
classifying a family of geometric objects. Moduli theory is the study of the geometry of families of algebraic
objects by limiting the objects of study, deciding how two objects are considered equivalent, and how the
objects will be parameterized. Some references include [HM98], [DM69], [Gei06], and [Kin94].
Invariants and semi-invariants are important for the description of the moduli spaces of representations of
a quiver for fixed dimension vector. Thus, the notion of (semi-)stability from geometric invariant theory is
important in moduli problems. Furthermore, constructions from the previous section apply to quiver varieties
([Kin94] and [SvdB01]): a representation W of a quiver variety Rep(Q, β) is thought of as a point in an affine
variety, and a point in the representation space is semistable if some nonconstant semi-invariant polynomial
does not vanish at the point. If the orbit G.W is closed of dimension dimG, then W is called a stable point. It
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is also a classical notion that the character χ is called generic if all χ-semi-stable representations are χ-stable.
6.2.2 Geometric invariant theory
An extensive treatment on geometric invariant theory is given in [MFK94] and [New09]. Another important
reference connecting quiver representations and geometric invariant theory is A. King’s [Kin94]. In this
section, we will give some of the key ideas in this area of mathematics that are used in this thesis. Geometric
invariant theory focuses on studying geometric interpretations of orbit spaces since group actions on a variety
naturally arise in many areas of mathematics.
Let X be an affine variety with an algebraic G-action. Then G acts on C[X] by
(g.f)(x) = f(g−1.x).
Throughout this section, let χ : G→ C∗ be a group homomorphism from G to the units C∗ in C. We refer
to Chapter 1 for the definition of invariant and semi-invariant polynomials, and the definition of invariant
subring.
Using Definition 1.0.4, we have the following constructions:
X//G := Spec(C[X]G), X//χG := Proj(
⊕
i≥0
C[X]G,χ
i
).
Definition 6.2.1. A 1-parameter subgroup λ : C∗ → G is a group homomorphism from C∗ to G.
Since the G-action on X is linear, we have a composition of maps
C∗ λ−→ G σ−→ GLn+1(C)
with the property that there exists a basis e0, . . . , en ∈ Cn+1 such that
σ ◦ λ(t) =

tc0 0
. . .
0 tcn
 .
Next we closely follow A. King in [Kin94] which specializes to the case of a reductive group G acting on
a finite dimensional vector space X. For the rest of this section, we will write χ : G → C∗ as a character
of the group G and λ : C∗ → G as a 1-parameter subgroup. Given a character χ, G acts on the trivial line
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bundle L, i.e., the total space X × C of L−1, via g.(x, z) = (g.x, χ−1(g)z). Then an invariant section of
Ln is f(x)zn ∈ C[X × C], where f(x) ∈ C[X]G,χn . When C[X]G = C, then X//χG is a projective variety.
Furthermore, X//χG has a geometric description as the quotient of the open set X
χ−ss of χ-semistable points
by the equivalence relation that x ∼ y if and only if G.x ∩G.y 6= ∅ in Xχ−ss. Two semistable points (or
orbits) under this identification is called “GIT equivalent.” Each orbit closure contains a unique closed orbit,
so the points of the quotient are in 1-1 correspondence with the closed orbits in Xχ−ss. This implies that
there is an open subset of the quotient corresponding to χ-stable orbits, all of which are closed. A. King
allows a representation to have a kernel ∆.
Lemma 6.2.2. Let (x, z) ∈ X × C be a lift of x ∈ X, with z 6= 0. Then
1. x is χ-semistable if and only if G.(x, z) ⊆ X×C is disjoint from the zero section X×{0}. In particular,
χ(∆) must be {1}.
2. x is χ-stable if and only if G.(x, z) is closed and the stabilizer group G(x,z) of (x, z) contains ∆ with
finite index.
The GIT equivalence relation on Xχ−ss can also be interpreted by x ∼ y if and only if there exist lifts
(x, z) and (y, w) for which G.(x, z) ∩G.(y, w) 6= ∅ in X × C. In particular, the orbits G.x which are closed
in Xχ−ss are precisely those whose lifted orbits G.(x, z) are closed in X × C.
Lemma 6.2.3 (Hilbert’s Lemma). Let (x, z) ∈ X × C be a lift of x ∈ X. Then
1. x is χ-semistable if and only if for all 1-parameter subgroups λ, lim
t→0
λ(t).(x, z) 6∈ X × {0}.
2. x is χ-stable if and only if λ is a 1-parameter subgroup such that lim
t→0
λ(t).(x, z) exists, then λ is in ∆.
King also introduces the integral pairing between λ and χ, defined by 〈χ, λ〉 = m if χ(λ(t)) = tm.
Proposition 6.2.4 (Mumford’s Numerical Criterion). A point x ∈ X is χ-semistable if and only if χ(∆) =
{1} and every λ for which lim
t→0
λ(t).x exists, then 〈χ, λ〉 ≥ 0. Such a point is χ-stable if and only if λ is a
1-parameter subgroup of G for which lim
t→0
λ(t).x exists and 〈χ, λ〉 = 0, then λ is in ∆.
Proposition 6.2.5.
1. An orbit G.x is closed in Xχ−ss if and only if for each λ with 〈χ, λ〉 = 0 and lim
t→0
λ(t).x exists, then
lim
t→0
λ(t).x ∈ G.x.
2. For x, y ∈ Xχ−ss, x ∼ y if and only if there exist λ1, λ2 : C∗ → G such that 〈χ, λ1〉 = 〈χ, λ2〉 = 0 and
lim
t→0
λ1(t).x, lim
t→0
λ2(t).y ∈ G.x.
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Since it is possible to approximate X/G in more than one way, another interesting aspect is to study
polarization and wall-crossing, which are interesting in their own right. Such problems are known as variational
GIT, or VGIT (cf. [DH98] and [Tha96]).
6.2.3 Hilbert schemes
Some references for this section are [Nit05], [HS04], [Hui06], [MS10], and [Har77]. Hilbert scheme is a scheme
which is a parameter (moduli) space for the closed subschemes of some projective scheme. More precisely,
let M be a finitely generated graded module over a polynomial ring R = C[x0, . . . , xn]. Then the Hilbert
function is defined as HM (t) = dimCMt, where dimC means the dimension of Mt as a vector space over C,
and it is a well-known fact that if M is a finitely generated R-module, then a unique polynomial PM exists
such that for all t >> 0, HM (t) = PM (t). PM is called the Hilbert polynomial of M .
Let p(t) ∈ Q[t] be a polynomial such that p(Z) ⊆ Z. Let n > 0 and let X ⊆ Pn be a closed subscheme
with Hilbert polynomial p(t) = PX(t).
Theorem 6.2.6. A projective scheme Hilbp exists which represents flat families of subschemes of Pn with
Hilbert polynomial p.
Specifying a map φ : R −→ Hilbp is equivalent to giving a flat family pi : X → R of closed subschemes in
Pn with Hilbert polynomial p. Thus there exists a universal flat family U −→ Hilbp such that X = U ×Hilbp R.
It may be worth mentioning that the Hilbert scheme of closed schemes in a fixed subscheme of Pn with
Hilbert polynomial p exists, which is the following proposition.
Proposition 6.2.7. For a fixed closed subscheme W ⊆ Pn, there exists a projective scheme Hilbp,W which
represents flat families of subschemes of W with Hilbert polynomial p.
We will now restrict to the Hilbert scheme parametrizing n points in X; the Hilbert polynomial of such
subscheme Z is a constant polynomial since the degree of the Hilbert polynomial of a variety is equal to the
dimension of the variety, i.e., PZ(t) = n. We will write the parameter scheme as X
[n] := HilbnC(X). The points
of X [n] are 0-dimensional subvarieties supported at at most n points in X satisfying dimH0(Z,OZ) = n.
Example 6.2.8. If {p1, . . . , pn} is the set of n distinct closed points of X, then the sheaf OZ is the direct
sum of the skyscraper sheaves over each point pi, where 1 ≤ i ≤ n.
Next, we restrict to an open subset X of a projective space and state a result of the Hilbert scheme of n
points on X.
82
Theorem 6.2.9. Let X be irreducible, quasi-projective and smooth of dimension d = 1, 2. Then X [n] is
smooth and irreducible of dimension dn. If X is connected, then X [n] is connected.
Let Mn := Mn(C) be the space of all n × n complex matrices. The following is a result by Nakajima
([Nak99], Theorem 1.9).
Theorem 6.2.10. Let GLn(C) act on Mn ×Mn × Cn by g.(r, s, i) = (grg−1, gsg−1, gi). Then
(C2)[n] ∼= {(r, s, i) ∈Mn ×Mn × Cn : [r, s] = 0 and ∀S ( Cn s.t. i ∈ S, rS 6⊆ S and sS 6⊆ S}/GLn(C).
Proof. We will first construct a map from right to left. Let Φr,s,i : C[z1, z2] −→ Cn be the map f 7→ f(r, s)i.
Consider S = Im Φr,s,i. Since rS ⊆ S and sS ⊆ S, S = Cn. So ker Φr,s,i is an ideal of codimension n. We
send the triple (r, s, i) to ker Φr,s,i, and we see that ker Φr,s,i is invariant under the GLn(C)-action.
We will now construct a map from left to right. Since points of (C2)[n] are ideals I ⊆ R = C[z1, z2] such
that dimCR/I = n, we choose an isomorphism R/I ∼= Cn. Let r ∈Mn be the action of z1, s ∈Mn be the
action of z2, and i ∈ Cn equal 1 ∈ R/I. Since R/I ∼= Cn, any nonzero vector i ∈ Cn is cyclic and since z1
and z2 commute, [r, s] = 0. Since our choices of r, s, and i are unique up to the GLn(C)-action, this gives us
a map from left to right, which, indeed, induces a bijection.
Next, we will give an explicit correspondence between (r, s, i) and its represented ideal in C[z1, z2].
Suppose the matrices r and s have distinct eigenvalues. Then they are simultaneously diagonalizable by
some g ∈ GLn(C). Let i = (1, . . . , 1) ∈ Cn. Suppose the eigenvalues of r are denoted as λ1, . . . , λn and
the eigenvalues of s are denoted as µ1, . . . , µn. Then the corresponding ideal consists of all polynomials
f ∈ C[z1, z2] such that f(λi, µi) = 0 for all 1 ≤ i ≤ n. Thus this closed subscheme represents n distinct
points on C2. In general, since rs = sr, we can simultaneously put r and s into upper triangular matrices
under the GLn(C)-adjoint action. Let λ1, . . . , λn be the diagonal entries of r and µ1, . . . , µn be the diagonal
entries of s. Let Sn be the symmetric group of n letters.
Theorem 6.2.11 (Hilbert-Chow morphism, [Fog68]). The morphism
(C2)[n] pi−→ SnC2 = C2 × · · · × C2/Sn where (r, s, i) 7→ {(λ1, µ1), . . . , (λn, µn)}
is proper, surjective, and a resolution of singularities of the symmetric product.
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6.3 Hamiltonian reduction construction in symplectic geometry
Let G be a complex Lie group and suppose G acts on a smooth, complex symplectic variety M = (M,ω)
preserving the symplectic form, i.e., ω(gx, gy) = ω(x, y) for all g ∈ G and for all x, y ∈ TmM , m ∈M . Taking
the derivative of the G-action, we get
g = Lie(G) −→ Vect(M).
Definition 6.3.1. A symplectic G-action is Hamiltonian if given a G-action on M and a map ∂
g

C[M ] ∂ // Vect(M),
where ∂ : f 7→ ξf , the vector field at f , there exists a Lie algebra homomorphism H : g → C[M ], i.e.,
H([X,Y ]) = {HX,HY }, where {•, •} is the Poisson bracket on C[M ], such that the above diagram commutes.
In the case that the Hamiltonian G-action exists, we call H the comoment map and H(X) the Hamiltonian
for the vector field X# on M generated by the 1-parameter subgroup {exp(tX) : t ∈ R} ⊆ G.
Definition 6.3.2. The map µ : M → g∗ such that µ(m) : g → C with µ(m)(X) = H(X)(m) is called the
moment map.
We explain another (more explicit) way to construct moment maps for symplectic varieties with a G-action
and we include some details from symplectic geometry in [CdS01] for completeness. Let (M,ω) be a symplectic
variety with a Lie group G-action. Let ψ : G → Sympl(M,ω) be a group homomorphism such that the
evaluation map evψ(g, p) = ψg(p) is smooth. For each X ∈ g, let µ : M → g∗ and let µX : M → R such that
µX(p) := 〈µ(p), X〉, which is the component of µ along X. Let X# be the vector field on M generated by
the 1-parameter subgroup given as above.
Definition 6.3.3. The action ψ is Hamiltonian if there exists a map µ : M → g∗ such that
1. for each X ∈ g, dµX = d〈µ,X〉 = ιX#ω,
2. µ is equivariant with respect to the given action ψ of G on M and the coadjoint action Ad∗ of G on g∗,
i.e., we have µ ◦ ψg = Ad∗g ◦µ for all g ∈ G.
We say µX is the Hamiltonian function for the vector field X#. The function H(X) from earlier this
section is the function µX . The quadruple (M,ω,G, µ) is called a Hamiltonian G-space and µ is called a
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moment map. If G is connected, then µ is G-equivariant. Note that for all g ∈ G, 〈µ(g.p), X〉 = 〈µ(p), g−1.X〉.
More precisely, any X in the Lie algebra g = Lie(G) gives rise to a vector field X# on M by
(X.f)(p) =
d
dt
f(exp(−tX).p)|t=0.
That is, the flow of the vector field X# is the 1-parameter group of global diffeomorphisms p 7→ exp(−tX).p,
where we make the map X 7→ X# a Lie algebra homomorphism from g to the Lie algebra of vector fields on
M : [X,Y ]# = [X#, Y #]. We will give two examples connecting our moment map definition to linear and
angular momentum in classical mechanics.
Example 6.3.4. Let a = (a1, a2, a3), x = (x1, x2, x3) ∈ R3. Let R3 act on R3 via the linear translation:
a.x = x+ a. The R3-action is induced to T ∗(R3) ' R6 by a.(x, y) = (x+ a, y), where y = (y1, y2, y3) ∈ R3.
Let ω =
3∑
i=1
dxi ∧ dyi and for notational purposes, let X = X# = a1 ∂
∂x1
+ a2
∂
∂x2
+ a3
∂
∂x3
. Then
dµX = ιXω = ω(X) =
3∑
i=1
dxi ∧ dyi(
3∑
j=1
aj
∂
∂xj
) = −
3∑
i=1
dyi ∧ dxi(
3∑
j=1
aj
∂
∂xj
) = −
3∑
i=1
aidyi.
So µX : R6 → R1 is µX(x, y) = −
3∑
i=1
aiyi = −a ◦ y, which is the usual dot product between two vectors, and
µX(x, y) = 〈µ(x, y), a〉 imply the moment map µ : T ∗R3 → R3 is µ(x, y) = −y.
Example 6.3.5. Let SO(3) = {A ∈ GL3(R) : det(A) = 1, AAt = I3} act on R3 by rotation. Then
so(3) = {A ∈ gl3(R) : A+At = 0} is isomorphic to R3 via the identification
A =

0 −a3 a2
a3 0 −a1
−a2 a1 0
 7→ a = (a1, a2, a3).
Let x = (x1, x2, x3) ∈ R3. Consider the left multiplication
Ax =

−a3x2 + a2x3
a3x1 − a1x3
−a2x1 + a1x2
 = a× x.
This implies (AB − BA)x = A(Bx) − B(Ax) = A(B × x) − B(A × x) = (A × B)x; thus, [A,B] = A × B.
85
Furthermore, the infinitesimal SO(3)-action on R3 is g.x = g × x. So the Hamiltonian is
µX(x, y) = 〈A× x, y〉 = det(A, x, y) = det(x, y,A) = 〈x× y,A〉 = 〈µ(x, y), A〉,
and µ : T ∗R3 → R3 ' so(3)∗ is precisely µ(x, y) = x× y.
We refer the reader to [Kos66] for more background on symplectic geometry and representation theory.
Proposition 6.3.6. Let G be a Lie group and let X be a G-variety. The G-action on X induces a Hamiltonian
action on T ∗X.
Now, let us discuss the Hamiltonian reduction of a moment map. The Hamiltonian reduction is a procedure
to construct quotient symplectic and Poisson varieties in the Hamiltonian category. It is a systematic method
to get intuition on symmetric systems as well as to reduce the number of coordinates. Let G be a Lie group
and suppose N is a G-variety. Differentiate the group action to get
g = Lie(G)
a−→ Vect(N), a(v)(p) = d
dt
(exp(tv).p)|t=0,
and then dualize a to get the moment map
T ∗N
µ−→ g∗.
The Hamiltonian reduction of N by G is defined to be µ−1(0)/G.
Example 6.3.7. Let G = GLn(C) and let N = g×Cn be a matrix variety, where g = Lie(G). Let G act on
N via g.(r, i) = (grg−1, gi). The infinitesimal action is given by
g
a−→ Vect(g× Cn), a(v)(r, i) = d
dt
(exp(tv).(r, i))|t=0 = ([v, r], vi)
since
d
dt
(exp(tv).r)|t=0 = d
dt
(exp(tv)r exp(−tv))|t=0 = d
dt
((In +tv +O(t2))r(In−tv +O(t2)))|t=0
=
d
dt
((r + tvr +O(t2))(In−tv +O(t2)))|t=0 = d
dt
(r + tvr − trv +O(t2))|t=0
= vr − rv +O(t)|t=0 = [v, r]
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and
d
dt
(exp(tv).i)|t=0 = d
dt
((In +tv +O(t2)).i)|t=0 = d
dt
(i+ tvi+O(t2))|t=0 = vi+O(t)|t=0 = vi.
Then identifying g∗ ∼= g via g× g→ C, (A,B) 7→ tr(AB), the moment map µ := a∗ is
T ∗(g× Cn) ∼= g× g∗ × Cn × (Cn)∗ µ−→ g∗ ∼= g, (r, s, i, j) 7→ [r, s] + ij.
Theorem 6.3.8 (Gan-Ginzburg, [GG06], Theorem 1.1.2). The subscheme µ−1(0) in Example 6.3.7 is a
complete intersection with n+ 1 irreducible components; µ−1(0) is reduced of dimension n2 + 2n.
The subscheme given in Theorem 6.3.8 is called an almost-commuting variety. An important result
connecting Sections 6.2.2, 6.2.3, and 6.3 is the following theorem in [Nak99].
Theorem 6.3.9 (Nakajima, Theorem 3.24 and Exercise 3.26). Let µ be the moment map given in Exam-
ple 6.3.7. Then we have
(C2)[n] ∼= µ−1(0)//detGLn(C) ∼= µ−1(0)//det−1GLn(C) and SnC2 ∼= µ−1(0)//GLn(C).
We also refer the reader to Remark 7.3.1 for computational details when n = 2. In [CB01], Crawley-Boevey
extended Theorem 6.3.8 to all of Nakajima’s quiver varieties. Definition 2.1.8 and lecture notes by Ginzburg
[Gin09] thoroughly discuss the notion of doubling quiver varieties, which is crucial in the construction of
Nakajima quiver varieties.
6.4 Grothendieck-Springer resolution
The Grothendieck-Springer resolution plays one of the fundamental roles in geometric representation theory
(cf. [CG10]).
Let G be a complex reductive group, where Lie(G) = g, and W = N(T )/Z(T ) be its corresponding
Weyl group, where T is any torus in G. Let G/B be the variety of Borel subalgebras b ⊆ g. For each b,
let u ⊆ b be Lie(U), where U ⊆ B is the maximal unipotent subgroup of B. Let h = b/u be the Cartan
subalgebra. Let g˜ = {(x, b) ∈ g × G/B : x ∈ b} be the Grothendieck-Springer space of pairs and let
N˜ = {(x, b) ∈ N × G/B : x ∈ b} be the Springer space of pairs, where N ⊆ g is the nilpotent cone, i.e.,
N is the variety of nilpotent elements in g. For example, if A ∈ g = gln is a nilpotent matrix, then the
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characteristic polynomial of A is pA(t) = det(t In−A) = tn. It follows that we have the natural maps
T ∗(G/B) ∼= N˜
p
ww
µN˜

  i˜ // g˜
µg˜

q˜
// h
h

G/B N

  i // g

q
// h//W,
{0} = N//G   0 // g//G
∼=
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where p, µN˜ , µg˜ are projections, h is a geometric quotient, µN˜ , µg˜ are moment maps, where µN˜ , µg˜ : (x, b) 7→ x,
the maps i, i˜ are inclusions, q is the affine adjoint quotient map, and q˜ maps the pair (x, b) to the class of x
in b/u. Note that N˜ and g˜ are smooth and projective and µN˜ , µg˜ are proper, with µg˜ being generically finite
of degree |W |. Note that in the case G = GLn(C), then g//G = Spec(C[tr(A), . . . ,det(A)]) ∼= Cn, where A is
a general matrix in g.
Now let grss ⊆ g be the regular semisimple locus and let hr ⊆ h denote the W -regular locus. If we let g to
be the space of all n× n matrices, then grss is the subset of these matrices with pairwise distinct eigenvalues.
Then the above diagram restricts as the following:
g˜rss
µg˜

q˜
// hr
h

grss

q
// hr//W.
grss//G
∼=
88
Note that g˜
µg˜−→ g factors as follows:
g˜
φ
// g×h/W h ψ // g,
where φ is a resolution of singularities and ψ is a finite projection. Now let greg ⊆ g be the subspace of regular
elements. Centralizers of greg have minimum possible dimension and they are not necessarily semisimple (if
g = gln, then a matrix is regular if and only if its Jordan canonical form contains a single Jordan block for
each distinct eigenvalue). Let g˜reg := µ−1
g˜
(greg). Then φ induces an isomorphism g˜reg ∼= greg ×h/W h. Note
that W acts on g˜reg via its action on the second factor.
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Lemma 6.4.1 is also given in Chriss and Ginzburg ([CG10], Corollary 3.1.33); we will discuss this
identification further in Section 6.5.
Lemma 6.4.1. We have g˜ ∼= (G× b)/B, where the B-action on the pair G× b is (g,X).b = (gb−1,Adb(X)).
Proof. There are natural projection maps
g˜
pi1
flat
zz
pi2
proj
##
G/B g
where both pi1 and pi2 are G-equivariant. The fiber of x via pi2 consist of the set of all flags b
′ satisfying
x ∈ b′. Since any two Borels are conjugate under the G-action, x is in b′ for some b′ ⊆ g. Fibers of pi1
consist of Borels preserving a flag in G/B, so pi1 is flat with fiber b
′. The B-action on G × b is free since
gb−1 = g implies b is the identity element in B. So the map G× b/B → g˜, where (g, x) 7→ (gxg−1, (g.B)/B),
is G-equivariant and is an isomorphism.
Finally, we end this section by proving g˜/G ∼= b/B.
Lemma 6.4.2. We have g˜/G ∼= b/B as orbit spaces.
Proof. Consider the map (G× b)/B = g˜→ b/B where (g, x) 7→ gxg−1. The map is well-defined up to the
B-conjugation action. Since the map is G-equivariant, it descends to an isomorphism g˜/G ∼= b/B as orbit
spaces.
6.5 The cotangent bundle of the enhanced
Grothendieck-Springer resolution
The details of the construction of the cotangent bundle of the enhanced Grothendieck-Springer resolution are
given in [Nev11]. In this section, we will go through the details as an additional source for the construction.
If V is a linear space and N = N (V ) is the set of nilpotent linear endomorphisms of V , then the enhanced
nilpotent cone of V is the set N × V ; here, GL(V ) acts on N × V . In the similar manner, if V = Cn is a
linear space and b is the set of linear endomorphisms φ such that φ(Ck) ⊆ Ck for all 1 ≤ k ≤ n, then the
enhanced Grothendieck-Springer resolution of V is b× V ; here, B acts on b× V as a change-of-basis. We
refer to Syu Kato’s work for an extensive treatment on enhanced nilpotent representations.
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We refer to Section 6.4 for the relationship between the Springer resolution and the Grothendieck-Springer
resolution. A symplectic resolution X˜ → X is a resolution of singularities such that the symplectic 2-form
on X pulls back to a nondegenerate and closed symplectic 2-form on all of X˜. The map g˜
µg˜−→ g∗ tr∼= g
in Section 6.4 is a symplectic resolution which encapsulates the cotangent bundle T ∗(G/B) = N˜ ⊆ g˜ of
the flag variety. The map µg˜ is also a (projective) moment map for the G-action on g˜ with each fiber of
x ∈ b′ being a flag variety satisfying x. Furthermore, the Springer resolution N˜ → N of the nilpotent
cone in a semisimple Lie algebra is a semi-small morphism while the Grothendieck-Springer simultaneous
resolution is a small morphism. Here, we use definitions of small and semi-small in the sense according to
Goresky-MacPherson; a proper morphism f : X → Y is semi-small if dim(X ×Y X) ≤ dimX and small if
dim(X ×Y X \∆(X)) < dimX, where ∆(X) is the diagonal of X in X ×Y X. There are other interesting
properties of these examples which have had a significant impact in representation theory, but we will not
exhaustively list all of them. We begin with some propositions in symplectic geometry.
Proposition 6.5.1. Let G be a Lie group with Hamiltonian action on symplectic manifolds (M1, ω1) and
(M2, ω2) with moment maps µ1 : M1 → g∗ and µ2 : M2 → g∗. Then the diagonal action of G on M1 ×M2 is
Hamiltonian with µ : M1 ×M2 → g∗, where µ(p1, p2) = µ1(p1) + µ2(p2) for pi ∈Mi.
Consider M = T ∗(G× b× Cn) under the G×B action. We want to relate M with T ∗(G×B b× Cn) =
T ∗(g˜× Cn) under the B-action. Let B act on G× b via b.(g, r) = (gb−1, brb−1), Chriss and Ginzburg prove
the identification G×B b = {(x, b) ∈ g×G/B : x ∈ g} ([CG10], Corollary 3.1.33). Let (Cn)∗ be the dual of
Cn. That is, if we think of i ∈ Cn as a column vector, then we should think of j ∈ (Cn)∗ as a row vector. Let
G×B act on T ∗(G×b×Cn) in the following way: for g ∈ G and (g′, θ, r, s, i, j) ∈ G×g×b×b∗×Cn× (Cn)∗,
g.(g′, θ, r, s, i, j) = (g′g−1, gθg−1, r, s, gi, jg−1) (6.1)
and for b ∈ B and (g′, θ, r, s, i, j),
b.(g′, θ, r, s, i, j) = (g′b−1, bθb−1, brb−1, bsb−1, i, j). (6.2)
From (6.1) and (6.2), we have the following moment maps:
T ∗(G) ∼= G× g∗ → g∗, (g′, θ) 7→ θ, T ∗(Cn) ∼= Cn × (Cn)∗ → g∗, (i, j) 7→ −ij,
T ∗(G) ∼= G× g∗ → b∗, (g′, θ) 7→ θ, T ∗(b) ∼= b× b∗ → b∗, (r, s) 7→ [r, s],
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where v : g∗ ∼= g→ b∗ is a projection. By Proposition 6.5.1, T ∗(G× b× Cn)→ g∗ × b∗ is the map
(g′, θ, r, s, i, j) 7→ (θ − ij, [r, s] + θ).
We will explain how to obtain some of the above moment maps. Let G act on T ∗(G) = G× g∗ 1×tr∼= G× g
via g.(g′, θ) = (g′g−1, gθg−1). Let gi be the coordinates of g′, θi be the coordinates of θ, and let ω =
−
∑
i
dgi ∧ dθi =
∑
i
dθi ∧ dgi be a symplectic form on T ∗(G). Let X =
∑
i
∂/∂gi. Then
dµX = ιXω =
∑
i
dθi = ω(X).
So µX =
∑
i
θi. Viewing θ ∈ g as a vector in Cn2 ,
∑
i
θi = θ ◦ (1, . . . , 1). Since µX(g′, θ) = 〈µ(g′, θ), 1〉 where
µ : T ∗G→ g∗ tr∼= g, µ(g′, θ) = θ.
Suppose G acts on T ∗Cn via g.(i, j) = (gi, jg−1). Let ω =
n∑
i=1
dxi ∧ dyi, where (xi) are the coordinates
of Cn and (yi) are the coordinates of (Cn)∗. We will explicitly write down the moment map for n = 2. Let
X = E11 ∈ gl2, which is a 2× 2 matrix with 1 in the (1, 1) entry and 0 elsewhere. Since
d
dt
(exp(t
1 0
0 0
).(i, j))|t=0 =

1 0
0 0

x1
x2
 ,−(y1 y2)
1 0
0 0


=

x1
0
 ,(−y1 0)
 = x1 ∂
∂x1
− y1 ∂
∂y1
,
let X = x1
∂
∂x1
− y1 ∂
∂y1
. Then
dµX = ιXω = (dx1 ∧ dy1 + dx2 ∧ dy2)(x1 ∂
∂x1
− y1 ∂
∂y1
) = −(x1dy1 + y1dx1)
imples µX = −x1y1. So µX = 〈µ(i, j), X〉 = 〈µ(i, j), E11〉 = −x1y1, and the (1, 1)-entry of the moment map
µ is µ(i, j)1,1 = −x1y1.
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Now let X = E12, with 1 in the (1, 2) entry and 0 elsewhere. Then we have
d
dt
(exp(t
 0 1
0 0
).(i, j))|t=0 =

0 1
0 0

x1
x2
 ,−(y1 y2)
0 1
0 0


=

x2
0
 ,(0 −y1)
 = x2 ∂
∂x1
− y1 ∂
∂y2
,
which implies dµX = ιXω = (dx1 ∧ dy1 + dx2 ∧ dy2)(x2 ∂
∂x1
− y1 ∂
∂y2
) = −(x2dy1 + y1dx2). Thus we obtain
the Hamiltonian µX = −x2y1. Repeat the above calculation for E22 to get X = x2 ∂
∂x2
− y2 ∂
∂y2
. Since
dµX = ιXω = −(x2dy2 + y2dx2), µX = −x2y2. Finally, let X = E21 ∈ g∗ to get that the infinitesimal action
is given in coordinates as x1
∂
∂x2
− y2 ∂
∂y1
. Then dµX = ιXω = −(x1dy2 + y2dx1) implies µX = −x1y2. Thus
we get four Hamiltonian functions from T ∗(C2) → C, which are −x1y1,−x1y2,−x2y1, and −x2y2. Since
µX = 〈µ(i, j), X〉 and since the derivative dµ : TM ∼= T ∗M → g∗ of the moment map µ : M → g∗ is the
transpose of the derivative a : g→ Vect(M) of the G-action, the moment map is given as
µ(i, j) = −
x1y1 x1y2
x2y1 x2y2
 = −ij.
6.5.1 Hamiltonian reduction in stages
Next, we will discuss a concept known as reduction in stages in symplectic geometry. We will closely
follow the manuscript [Nev11] so the reader may skip the rest of this section if desired to do so. Let
G × b × Cn f−→ G ×B b × Cn be a principle B-bundle, i.e. B acts freely and transitively on the fibers of
G× b×Cn. The map f preserves the fibers of G× b×Cn, i.e., if y ∈ (G× b×Cn)x is a point in the fiber of
x, then b.y ∈ (G× b× Cn)x still lies in the fiber of x for all b ∈ B. Thus each fiber is homeomorphic to B
and (G× b× Cn)/B ∼= G×B b× Cn. Next, note that f has a G-action which commutes with the B-action,
i.e., the map from above
T ∗(G× b× Cn) µG×B−→ g∗ × b∗, (g′, θ, r, s, i, j) 7→ (θ − ij, [r, s] + θ),
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is G×B-equivariant. Let ψG : T ∗(G× b×Cn)→ g∗ and ψB : T ∗(G× b×Cn)→ b∗ be the projection maps
obtained from µG×B . Consider ψ−1B (0) ⊆ T ∗(G× b× Cn). Since B acts freely on ψ−1B (0),
ψ−1B (0)/B ∼= T ∗(G× b× Cn/B) ' T ∗(G×B b× Cn)
is a reduced space.
Now consider G acting on ψ−1B (0), which commutes with the B-action. Since G preserves the symplectic
form, say ω, on T ∗(G× b× Cn), G acts symplectically on the reduced space (ψ−1B (0)/B, ω′), where ω′ is the
symplectic form on ψ−1B (0)/B. SinceB preserves ψG : T
∗(G×b×Cn) −→ g∗, B preserves ψG◦ι1 : ψ−1B (0)→ g∗.
So ψG ◦ ι1 is constant on fibers of ψ−1B (0)
p1−→ ψ−1B (0)/B. Thus, there exists a smooth map
µG : ψ
−1
B (0)/B ' T ∗(G×B b× Cn) −→ g∗
such that µG ◦ p1 = ψG ◦ ι1 : ψ−1B (0) −→ g∗.
Proposition 6.5.2.
1. µG : T
∗(G×B b× Cn)→ g∗ is a moment map for G acting on (T ∗(G×B b× Cn), ω′).
2. Since G acts freely on µ−1G×B(0), G acts freely on µ
−1
G (0) and a symplectomorphism µ
−1
G (0)/G
∼=
µ−1G×B(0)/G×B exists.
Now, consider the reduction of T ∗(G× b× Cn) by G first:
ψ−1G (0) = {(g′, θ, r, s, i, j) ∈ T ∗(G× b× Cn) : θ − ij = 0} = {(g′, ij, r, s, i, j) ∈ T ∗(G× b× Cn)}.
Since the G-action is transitive, we will identify
T ∗(b× Cn) ∼= {(1, ij, r, s, i, j) ∈ T ∗(G× b× Cn)} ' ψ−1G (0)/G.
As above, µB : T
∗(b × Cn) −→ b∗ is a moment map for B acting on (T ∗(b × Cn), ωB), where ωB is the
symplectic form on T ∗(b× Cn). Secondly, since B acts freely on µ−1G×B(0), B acts freely on µ−1B (0) and we
have
µ−1B (0)/B ∼= µ−1G×B(0)/G×B.
Thus studying the G-orbits on T ∗(G×B b× Cn) is equivalent to studying the B-orbits on T ∗(b× Cn).
Now, let B be the set of invertible upper triangular matrices and let b = Lie(B). The adjoint action of B
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on b× Cn is b.(r, i) = (brb−1, bi), which is induced onto T ∗(b× Cn) via b.(r, s, i, j) = (brb−1, bsb−1, bi, jb−1).
In terms of Section 3.1.3, we will explain how T ∗(b× Cn) is identified as the cotangent bundle of filtered
quiver variety.
Let Q be the 1-Jordan quiver
1• add and let β = n. Let F • be the complete standard filtration of
vector spaces of Cn. Then F •Rep(Q,n) = b. Now we adjoin a framing to the 1-Jordan quiver to get
Q† :
1\◦ ι1 // 1• add . Let β† = (n, 1) where F • is imposed only on the representation at the nonframed
vertex. This gives us a B-action on F •Rep(Q†, β†) ∼= b× Cn. One doubles this quiver Q† to obtain
1\◦
ι1
** 1•
ιop1
jj
a

aop
DD
and we have the identification T ∗(F •Rep(Q†, β†)) ∼= T ∗(b× Cn).
One fact we would like to mention is that by defining ˜Rep(Q, β) := G ×P F •Rep(Q, β), it follows
immediately from Lemma 6.4.2 that we have an isomorphism ˜Rep(Q, β)/G ∼= F •Rep(Q, β)/P as orbit spaces,
where G :=
∏
i∈Q0
GLβi(C) and P :=
∏
i∈Q0
Pi. We refer the reader to Section 7.3.2 for further discussion on
˜Rep(Q, β).
6.6 Preliminaries
6.6.1 Orthonormal projection operators in B
We begin with a discussion on a certain set of orthonormal projection operators in B.
Notation 6.6.1. We will use the convention that an empty sum is defined to be 0 while an empty product is
defined to be 1; that is,
γ∑
k=ι
f(k) := 0 and
γ∏
k=ι
f(k) := 1
if γ < ι. We also like to remark that ∑
ι<k1<...<kv<µ
f(ki) := 0
if v ≥ µ− ι.
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Notation 6.6.2. For lk(r) = r − rkkI, we will write
Lι :=
tr
 ∏
1≤k≤n,k 6=ι
lk(r)
−1 ∏
1≤k≤n,k 6=ι
lk(r)
and will write
Lιγµ :=

tr
 ∏
1≤k≤n,k 6=ι
lk(r)
−1 ∏
1≤k≤n,k 6=ι
lk(r)

γµ
to denote coordinate functions of Lι.
For Lemma 6.6.11 and in Section 6.9.2 (Prop 6.9.8 and 6.9.9), we will write Lι(r), instead of Lι since Lι
depends on r.
Lemma 6.6.3. The operator Lι in Notation 6.6.2 has coordinate functions
Lιγµ =

0 if µ < ι
rγι
rιι − rγγ +
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ι
(rιι − rlv˜lv˜ )(rιι − rγγ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
if γ < ι = µ
1 if γ = ι = µ
rιµ
rιι − rµµ +
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rιk1rkvµ
(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
if γ = ι < µ
0 if γ > ι(
rγιrιµ
(rιι − rγγ)(rιι − rµµ)
+
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιµ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rµµ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
+
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rγιrιk1rkvµ
(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
if γ < ι < µ.
+
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιk1rkvµ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
)
Lemma 6.6.4. The Lι’s form mutually orthonormal projection matrices. That is, we have
det(Lι) = 1, (Lι)
2
= Lι and LιLγ = 0
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for any ι 6= γ. In particular, any row of Lι is orthogonal to any column of Lγ for ι 6= γ.
We like to mention that Lι’s in Lemma 6.6.4 are n idempotents satisfying
n∑
ι=1
Lι = In.
Proof. We refer to Lemma 6.6.3 for the coordinates of Lι. It is clear that det(Lι) = 1 since Lιµα = 0 if µ > ι
or α < ι, and the only nonzero diagonal entry is Lιιι = 1.
Suppose ι = γ. Then
Lιµα = 0 if µ > ι or α < ι, and
Lιαν = 0 if α > ι or ν < ι.
(6.3)
So
(LιLι)µν =
n∑
α=1
LιµαL
ι
αν
by (6.3)
=
ι∑
α=ι
LιµαL
ι
αν = L
ι
µιL
ι
ιν
=

Lιµι = L
ι
µν if µ < ι, ν = ι
1 = Lιµν if µ = ι, ν = ι
Lιιν = L
ι
µν if µ = ι, ν > ι
Lιµν (see †) if µ < ι, ν > ι
0 = Lιµν if µ > ι or ν < ι,
where † from above is
LιµιL
ι
ιν
†
=
 rµι
rιι − rµµ +
ι−µ−1∑
v˜=1
∑
µ<l1<...<lv˜<ι
rµl1rlv˜ι
(rιι − rlv˜lv˜ )(rιι − rµµ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜

·
(
rιν
rιι − rνν +
ν−ι−1∑
v=1
∑
ι<k1<...<kv<ν
rιk1rkvν
(rιι − rk1k1)(rιι − rνν)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
)
=
rµιrιν
(rιι − rµµ)(rιι − rνν) +
ι−µ−1∑
v˜=1
∑
µ<l1<...<lv˜<ι
rµl1rlv˜ιrιν
(rιι − rlv˜lv˜ )(rιι − rµµ)(rιι − rνν)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
+
ν−ι−1∑
v=1
∑
ι<k1<...<kv<ν
rµιrιk1rkvν
(rιι − rµµ)(rιι − rk1k1)(rιι − rνν)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
+
ν−ι−1∑
v=1
∑
ι<k1<...<kv<ν
ι−µ−1∑
v˜=1
∑
µ<l1<...<lv˜<ι
rµl1rlv˜ιrιk1rkvν
(rιι − rlv˜lv˜ )(rιι − rµµ)(rιι − rk1k1)(rιι − rνν)
·
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
= Lιµν .
Thus (Lι)
2
= Lι.
96
For ι > γ,
(LιLγ)µν =
n∑
α=1
LιµαL
γ
αν = 0
since Lιµα = 0 for each α < ι and L
γ
αν = 0 for each α > γ. Thus L
ιLγ = 0 whenever ι > γ.
Finally for ι < γ,
LιLγ = LγLι = 0
since Lι’s commute and by previous case.
Corollary 6.6.5. The product of matrices
∏
1≤k≤n,k 6=ι
lk(r) and
∏
1≤k˜≤n,k˜ 6=γ
lk˜(r)
is zero for any ι 6= γ. In particular, any row of
∏
1≤k≤n,k 6=ι
lk(r)
is orthogonal to any column of ∏
1≤k˜≤n,k˜ 6=γ
lk˜(r)
for ι 6= γ.
Proof. This follows from Lemma 6.6.4 by clearing the denominators of Lι and Lγ .
Lemma 6.6.6. For each 1 ≤ ι ≤ n, ∏
1≤k≤n,k 6=ι
lk(r)
is zero strictly to the left of ιth column or strictly below ιth row.
Proof. This follows from Lemma 6.6.3.
Lemma 6.6.7. For each γ and r ∈ b,
(Lιr)γγ = (rL
ι)γγ = rιιL
ι
γγ .
Proof. For a fixed ι, it is clear that Lιr = rLι since r and Lι commute. We will thus show for each γ,
97
(Lιr)γγ = rιιL
ι
γγ . So
(Lιr)γγ =
n∑
µ=1
Lιγµrµγ
=
n∑
µ=ι
Lιγµrµγ since L
ι
γµ = 0 for µ < ι
=

n∑
µ=ι
0 · rµγ = 0 = rιιLιγγ if γ > ι
n∑
µ=ι
Lιγµrµγ
†
=
ι∑
µ=ι
Lιιµrµι = rιι · 1 = rιιLιγγ if γ = ι
n∑
µ=ι
Lιγµrµγ
‡
=
n∑
µ=ι
Lιγµ · 0 = rιιLιγγ if γ < ι,
where † holds since rµγ = 0 for all µ > γ and since γ = ι, and ‡ holds since rµγ = 0 for all µ > γ and since µ
ranges over ι ≤ µ ≤ n.
Lemma 6.6.8. For each ι and for any r ∈ b,
∏
k 6=ι
lk(r) r = r
∏
k 6=ι
lk(r)
is zero strictly to the left of ιth column or strictly below ιth row.
Proof. We have
(Lιr)γν =
n∑
µ=1
Lιγµrµν
=
n∑
µ=ι
Lιγµrµν since L
ι
γµ = 0 for µ < ι
=

n∑
µ=ι
0 · rµν = 0 if γ > ι
n∑
µ=ι
Lιγµrµν =
n∑
µ=ι
Lιγµ · 0 = 0 if γ ≤ ι, ν < ι
since rµν = 0 for each µ > ν. Clear the denominator to obtain the result.
Lemma 6.6.9. For each ι and for any s ∈ b∗,
∏
1≤k≤n,k 6=ι
lk(r) s
is zero strictly below ιth row.
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Unlike the case in Lemma 6.6.8, we make a note that
∏
1≤k≤n,k 6=ι
lk(r) s is not zero strictly to the left of
ιth column.
Proof. For γ > ι,
 ∏
1≤k≤n,k 6=ι
lk(r) s

γµ
=
n∑
κ=1
 ∏
1≤k≤n,k 6=ι
lk(r)

γκ
sκµ
†
=
n∑
κ=1
0 · sκµ = 0
where † holds by Lemma 6.6.6.
The following Corollary will be used in the proof of Proposition 6.6.19.
Corollary 6.6.10. For each γ > ι, (Lιs)γµ = 0.
Proof. This follows from Lemma 6.6.9.
We will see an application of the following Lemma in Section 6.9.2.
Lemma 6.6.11. For any d ∈ B, Lι(d.r) = d.Lι(r), where the B-action on the operator is by conjugation.
Proof. For any d ∈ B,
Lι(d.r) =
tr
 ∏
1≤k≤n,k 6=ι
drd−1 − rkkI
−1 ∏
1≤k≤n,k 6=ι
drd−1 − rkkI

=
tr
d
 ∏
1≤k≤n,k 6=ι
r − rkkI
 d−1
−1 d
 ∏
1≤k≤n,k 6=ι
r − rkkI
 d−1
= d

tr
 ∏
1≤k≤n,k 6=ι
r − rkkI
−1 ∏
1≤k≤n,k 6=ι
(r − rkkI)
 d−1
= d.Lι(r)
6.6.2 On the fixed points by the Borel
We now prove some basic facts about the action of B. Proposition 6.6.12 shows that the diagonal entries of
an upper triangular matrix do not change under B-conjugation whilst Lemma 6.6.13 shows that diagonal
entries of a diagonal matrix are preserved under B-conjugation.
Proposition 6.6.12. For any r in b and for any b in B, we have diag(brb−1) = diag(r).
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Proof. Denote the entries of b, r, and b−1 as bιγ , rιγ , and b′ιγ , respectively, with b
′
ιι = b
−1
ιι . Then (br)ιγ =
n∑
k=1
bιkrkγ . Since bιk and rιk equal 0 whenever ι > k,
(br)ιγ =

γ∑
k=ι
bιkrkγ if ι < γ
bιιrιι if ι = γ
0 if ι > γ.
Renaming (br)ιk as dιk, we obtain (brb
−1)ιγ =
n∑
k=1
dιkb
′
kγ . Since dιk and b
′
ιk equal 0 whenever ι > k,
(brb−1)ιγ =

γ∑
k=ι
dιkb
′
kγ if ι < γ
dιιb
′
ιι if ι = γ
0 if ι > γ.
Since (brb−1)ιι = dιιb′ιι = bιιrιιb
−1
ιι = rιι, we are done.
Lemma 6.6.13. Let s = diag(s). For any b in B, diag(bsb−1) = diag(s).
Proof. Restrict r in Proposition 6.6.12 to those in b ∩ b∗ = h.
Remark 6.6.14. For a diagonal matrix r in b and for a general b in B, brb−1 need not equal r (that is,
brb−1 need not be diagonal). However, for a diagonal matrix s in b∗ and for any b in B, bsb−1 = s (i.e.,
b diag(s) b−1 = diag(s)) always holds in b∗ = b/n since the strictly upper triangular part is killed in b∗.
Proposition 6.6.15. For each ι,
rιι = tr(L
ιr).
Proof. We have tr(Lιr) = tr(rιιL
ι) = rιι where the first equality holds by Lemma 6.6.7 and the second
equality holds by Lemma 6.6.3 (Lιγγ is 0 if γ 6= ι and equals 1 if γ = ι).
Proposition 6.6.16. For each 1 ≤ γ < ν ≤ n,
(rνν − rγγ)−1 = [tr((Lν − Lγ)r)]−1.
Proof. Applying Proposition 6.6.15, we have tr(Lνr − Lγr) = tr(Lνr)− tr(Lγr) = rνν − rγγ .
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We now apply the operators from Notation 6.6.2 for the following
Proposition 6.6.17. For each r in brss, there exists b in the Borel with coordinates
bιγ =

0 if ι > γ
bιι if ι = γ
bιι
 rιγ
rιι − rγγ +
γ−ι−1∑
v=1
∑
ι<k1<...<kv<γ
rιk1rkvγ
(rιι − rk1k1)(rιι − rγγ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
 if ι < γ
which diagonalizes r. This b can be written as
b =
n∑
ι=1
Eιι diag(b)L
ι, (6.4)
where Lι is from Notation 6.6.2 and Eιι has 1 in (ι, ι)-entry and 0’s elsewhere.
One may deduce from the proof of Proposition 6.6.17 that one may replace diag(b) with b on the right-hand
side of (6.4) and still obtain a matrix that diagonalizes r.
Proof. For r = (rij), we will show brb
−1 = diag(r), or equivalently, br = diag(r)b. So
br =
n∑
ι=1
tr
 ∏
1≤k≤n,k 6=ι
lk(r)
−1Eιι diag(b)
 ∏
1≤k≤n,k 6=ι
lk(r)
 r
=
n∑
ι=1
tr
 ∏
1≤k≤n,k 6=ι
lk(r)
−1 bιιEιι r
 ∏
1≤k≤n,k 6=ι
lk(r)

=
n∑
ι=1
tr
 ∏
1≤k≤n,k 6=ι
lk(r)
−1

0
...
bιι~rι
...
0

 ∏
1≤k≤n,k 6=ι
lk(r)
 where ~rι is the ιth row of r
=
n∑
ι=1
tr
 ∏
1≤k≤n,k 6=ι
lk(r)
−1 bιιrιιEιι
 ∏
1≤k≤n,k 6=ι
lk(r)
 by Lemma 6.6.6
=
n∑
ι=1
tr
 ∏
1≤k≤n,k 6=ι
lk(r)
−1 diag(r)Eιι diag(b)
 ∏
1≤k≤n,k 6=ι
lk(r)

= diag(r)b.
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Corollary 6.6.18. The inverse of b in Proposition 6.6.17 has coordinates
(b−1)ιγ =

0 if ι > γ
b−1γγ if ι = γ
b−1γγ
 rιγ
rγγ − rιι +
γ−ι−1∑
v=1
∑
ι<k1<...<kv<γ
rιk1rkvγ
(rγγ − rkvkv )(rγγ − rιι)
v−1∏
u=1
rkuku+1
rγγ − rkuku
 if ι < γ
with matrix representation
b−1 =
n∑
ι=1
Lι diag(b)−1 Eιι.
Proof. We will prove that bb−1 = In. The ιth row of b is e∗ι diag(b)L
ι and the γth column of b−1 is
Lγ diag(b)−1eγ where eγ is an elementary column vector and e∗ι is an elementary covector. By Lemma 6.6.4,
e∗ι diag(b)L
ιLγ diag(b)−1eγ =

1 if ι = γ
0 if ι 6= γ.
Proposition 6.6.19. For each ι,
(bsb−1)ιι = tr(Lιs),
where b is from Proposition 6.6.17 and Lι is from Notation 6.6.2.
Strategy 6.6.20. We outline a proof for Proposition 6.6.19. For a fixed ι and for each γ ≤ ι, consider the
entry
(bs)ιγ =
n∑
µ=ι
bιµsµγ .
Then
(bsb−1)ιι =
ι∑
γ=1
(bs)ιγ(b
−1)γι
since (bs)ιγ(b
−1)γι = 0 for each γ > ι. Now considering the product of matrices Lιs, (Lιs)γγ = 0 for all
γ > ι by Corollary 6.6.10. We will thus show
(bs)ιγ(b
−1)γι = (Lιs)γγ
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for each γ, which implies
(bsb−1)ιι =
ι∑
γ=1
(bs)ιγ(b
−1)γι︸ ︷︷ ︸
(Lιs)γγ
= s′ιι.
We now prove Proposition 6.6.19, thus deriving Trace 6.1.6.
Proof. Fix ι and let γ ≤ ι. We will adopt Notation 6.6.2 near the end of the proof. Since
(bs)ιγ =
n∑
µ=ι
bιµsµγ
= bιιsιγ +
n∑
µ=ι+1
bιι
 rιµ
rιι − rµµ +
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rιk1rkvµ
(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
 sµγ ,
we have
(bsb−1)ιι =
ι∑
γ=1
(bs)ιγ(b
−1)γι
=
ι−1∑
γ=1
[(6 bιιsιγ
+
n∑
µ=ι+1
6 bιι
 rιµ
rιι − rµµ +
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rιk1rkvµ
(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
 sµγ

·
6 b−1ιι
 rγι
rιι − rγγ +
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ι
(rιι − rlv˜lv˜ )(rιι − rγγ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜

+
6 bιιsιι + n∑
µ=ι+1
6 bιι
 rιµ
rιι − rµµ +
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rιk1rkvµ
(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
 sµι
6 b−1ιι︸ ︷︷ ︸
for γ=ι
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=ι−1∑
γ=1
 rγιsιγ
rιι − rγγ +
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιsιγ
(rιι − rlv˜lv˜ )(rιι − rγγ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
+
n∑
µ=ι+1
rιµsµγ
rιι − rµµ
 rγι
rιι − rγγ +
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ι
(rιι − rlv˜lv˜ )(rιι − rγγ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜

+
n∑
µ=ι+1
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
[
rιk1rkvµsµγ
(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
·
 rγι
rιι − rγγ +
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ι
(rιι − rlv˜lv˜ )(rιι − rγγ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜

+
sιι + n∑
µ=ι+1
 rιµ
rιι − rµµ +
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rιk1rkvµ
(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
 sµι

︸ ︷︷ ︸
for γ=ι
=
ι−1∑
γ=1
 rγιsιγ
rιι − rγγ +
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιsιγ
(rιι − rlv˜lv˜ )(rιι − rγγ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜

+
n∑
µ=ι+1
rγιrιµsµγ
(rιι − rγγ)(rιι − rµµ) +
n∑
µ=ι+1
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιµsµγ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rµµ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
+
n∑
µ=ι+1
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rγιrιk1rkvµsµγ
(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
+
n∑
µ=ι+1
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιk1rkvµsµγ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
]
+
sιι + n∑
µ=ι+1
 rιµ
rιι − rµµ +
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rιk1rkvµ
(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
 sµι

︸ ︷︷ ︸
for γ=ι
=
ι−1∑
γ=1

Lιγι︷ ︸︸ ︷ rγι
rιι − rγγ +
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ι
(rιι − rlv˜lv˜ )(rιι − rγγ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
 sιγ
+
n∑
µ=ι+1
 rγιrιµ
(rιι − rγγ)(rιι − rµµ) +
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιµ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rµµ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
+
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rγιrιk1rkvµ
(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
+
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιk1rkvµ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
·
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·
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
)
︸ ︷︷ ︸
Lιγµ, which includes all terms for ι+1≤µ≤n
sµγ
+
(
Lιιιsιι +
n∑
µ=ι+1
Lιιµsµι
)
︸ ︷︷ ︸
for γ=ι
=
ι−1∑
γ=1
(
n∑
µ=ι
Lιγµsµγ
)
︸ ︷︷ ︸
(Lιs)γγ
+
(
n∑
µ=ι
Lιιµsµι
)
︸ ︷︷ ︸
(Lιs)ιι
= tr(Lιs).
Remark 6.6.21. Suppose we multiply bsb−1 from right to left than from left to right as in Strategy 6.6.20.
That is, for γ ≥ ι,
(sb−1)γι =
ι∑
µ=1
sγµ(b
−1)µι
with
(bsb−1)ιι =
n∑
γ=ι
bιγ(sb
−1)γι,
then we have
bιγ(sb
−1)γι = (sLι)γγ ,
and similar as before, for γ < ι,
bιγ(sb
−1)γι = 0 = (sLι)γγ .
Remark 6.6.22. Proposition 6.6.17 may also be thought of as obtaining 1-dimensional eigenspaces for
each eigenvalue of r. First writing r as (rιγ), find a nonzero vector vk = (v
(k)
1 , . . . , v
(k)
n ) in the null space
N(r − rkkI) of r − rkkI starting with k = 1 and iterate the process for each k > 1, i.e., for each fixed k,
(r − rkkI)vk =

r11 − rkk . . .
r22 − rkk rιγ
. . .
...
rnn − rkk

vk = 0.
We obtain v
(k)
k+1, . . . , v
(k)
n = 0 from the above constraints. Apply backward substitution to the rest of the
relations
(rιι − rkk)v(k)ι + rι,ι+1v(k)ι+1 + . . .+ rιkv(k)k = 0
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for 1 ≤ ι < k and obtain vk to be
(
∗, . . . , ∗,− rk−1,k
rk−1,k−1 − rkk , 1, 0, . . . , 0
)
,
where ∗’s are uniquely determined by the relations. By putting the eigenvectors v1, . . . , vn in a matrix form
E = [v1 . . . vn] with respect to the standard basis for Cn, we see that E is in the Borel and rE = E diag(r),
or equivalently, E−1rE = diag(r). Thus the matrix b in the proof for Proposition 6.6.17 is precisely E−1
after choosing each b−1ιι to equal v
(ι)
ι .
6.7 B-orbits on the rss-locus
We now analyze the affine quotient of µ−1(0)rss by B.
Proposition 6.7.1. For (r, s, 0, 0) in µ−1(0)rss, s is diagonal.
We prove Proposition 6.7.1 using strong induction.
Proof. Let r = (rιγ) and s = (sιγ). Let n = 2. Then
[r, s] =
 r11 r12
0 r22

 s11 0
s21 s22
−
 s11 0
s21 s22

 r11 r12
0 r22

=
 r11s11 + r12s21 ∗
r22s21 r22s22
−
 r11s11 ∗
r11s21 r22s22 + s21r12

=
 r12s21 ∗
(r22 − r11)s21 −s21r12
 .
Since r ∈ brss, s21 = 0 and since s = diag(s), we are done.
Now assuming that the proposition holds when the rank of r is n− 1, consider r′ and s′ where
r′ =
 r rιn
0 rnn
 and s′ =
 s 0
snγ snn
 ,
which are n × n matrices whose upper left block are matrices r and s, respectively, with (r′, s′, 0, 0) in
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µ−1(0)rss. Then [r′, s′] = 0 in b∗, and rnn distinct from rll for all l < n. So
([r′, s′])ιγ =

0 if ι < γ
(rιι − rγγ)sιγ +
∑
k>ι
rιkskγ −
∑
k<γ
sιkrkγ if ι ≥ γ.
We rewrite [r′, s′] as the sum
 [r, s] 0
0 0

+

r1nsn1
r2nsn1 r2nsn2
r3nsn1 r3nsn2 r3nsn3
...
rιnsn1 rιnsn2 rιnsn3
. . .
...
(rnn − r11)sn1 (rnn − r22)sn2 − sn1r12 (rnn − r33)sn3 −
∑2
ι=1 snιrι3 −
∑
k<n snkrkn

.
Since [r, s] = 0, the large matrix on the right hand side of the sum equals zero. Now consider the entry in the
lower left corner of the large matrix. Since the eigenvalues of r′ are pairwise distinct, sn1 = 0. Moving over
one column to the right, and remaining in the last row, we see that sn2 = 0 as well. Continue recursively
until we get to the last column in the large matrix: each term in the sum in the bottom right entry equals
zero since each snk = 0 for all k < n. By the strong induction hypothesis, s = diag(s) and by the above
argument, s′ = diag(s′) and this completes the proof.
Corollary 6.7.2. If (r, s, i, j) is in µ−1(0)rss with i or j equaling zero, then s is diagonal.
Proof. This is immediate from Proposition 6.7.1.
Lemma 6.7.3. Let (r, s, 0, 0) be in µ−1(0)rss. Then there exists b ∈ B such that (brb−1, bsb−1, 0, 0) =
(diag(r),diag(s), 0, 0).
We note the subtlety in Lemma 6.7.3 that the B-action on the points in B.(r, s, 0, 0) does not change the
diagonal coordinates of r and s.
Proof. By Proposition 6.7.1, s is diagonal. By Proposition 6.6.17, there exists a matrix b in the Borel so that
brb−1 is diagonal. By the second statement in Remark 6.6.14, we see that bsb−1 in b∗ is always diagonal. By
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Proposition 6.6.12 and Lemma 6.6.13, we see that the diagonal coordinates of r and s are not affected by the
B-action.
Proposition 6.7.4. Each B-orbit containing the quadruple (r, s, 0, 0), where r is regular semisimple and the
commutator of r and s is zero, is closed.
Proof. By Proposition 6.7.1, s must be diagonal. Choose an appropriate 1-parameter subgroup λ(t) so that
lim
t→0
λ(t).(r, diag(s), 0, 0) = (diag(r),diag(s), 0, 0).
Since (diag(r),diag(s), 0, 0) is in the B-orbit by Lemma 6.7.3, we are done.
Corollary 6.7.5. The affine quotient {(r, s, 0, 0) : r regular, [r, s] = 0}//B consists of closed orbits.
Proof. This follows from Proposition 6.7.4.
Corollary 6.7.6. If the points (diag(r),diag(s), 0, 0) and (diag(r′),diag(s′), 0, 0) are distinct, then the
B-orbits B.(diag(r),diag(s), 0, 0) and B.(diag(r′),diag(s′), 0, 0) are disjoint.
Proof. Suppose the B-orbits are not disjoint. We will show that the quadruples (diag(r),diag(s), 0, 0)
are (diag(r′),diag(s′), 0, 0) are the same point in T ∗(b × Cn). By assumption, the intersection of the
B-orbits is nomempty, so choose b ∈ B so that b.(diag(r),diag(s), 0, 0) = (diag(r′),diag(s′), 0, 0). This
implies (bdiag(r)b−1, bdiag(s)b−1, 0, 0) = (diag(r′), diag(s′), 0, 0). Setting the first coordinates equal,
bdiag(r)b−1 = diag(r′). So bdiag(r)b−1 is diagonal. By Lemma 6.6.13, diag(r) is fixed under the B-action:
bdiag(r)b−1 = diag(r) = diag(r′). Next, we see that bdiag(s)b−1 = diag(s) = diag(s′), where the first
equality holds by the second sentence in Remark 6.6.14.
Remark 6.7.7. Proposition 6.7.8 together with Proposition 6.7.4 show that all closed B-orbits in µ−1(0)rss
contain points of the form, and thus must be of the form, (r, s, 0, 0).
Proposition 6.7.8. Each orbit closure in µ−1(0)rss//B contains a point of the form (diag(r),diag(s′), 0, 0).
Proof. For (r, s, i, j) be in µ−1(0)rss, we will show that there exists a quadruple of the form (diag(r), diag(s′),
0, 0) in its B-orbit closure, where s′ is some other element in b∗.
Firstly, consider points of the form (r, s, 0, 0). By Lemma 6.7.3, we are done. Thus consider points of
the form (r, s, i, j) in µ−1(0)rss with i or j not necessarily 0. By Proposition 6.6.17, there is b ∈ B so that
(brb−1, bsb−1, bi, jb−1) = (diag(r), s′, i′, j′). Let us write r = (rιγ), s′ = (s′ιγ), i
′ = (x′ι), and j
′ = (y′ι). Since
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µ is B-equivariant, [r, s] + ij = 0 implies [diag(r), s′] + i′j′ = 0 in b∗. Since
([diag(r), s′] + i′j′)ιγ =

0 if ι < γ
x′ιy
′
ι if ι = γ
(rιι − rγγ)s′ιγ + x′ιy′γ if ι > γ,
x′ι = 0 or y
′
ι = 0 for each ι. At this point, we give a recipe for choosing the aι’s in the 1-parameter subgroup
λ(t) = diag(ta1 , . . . , tan) where aι ∈ Z. Choose
aι =

1 if x′ι 6= 0
−1 if y′ι 6= 0
0 if x′ι = y
′
ι = 0.
Now consider λ(t).(diag(r), s′, i′, j′), which equals

diag(r),

s11
. . .
taι−aγs′ιγ
. . .
snn

,

ta1x′1
...
tanx′n
 ,
[
t−a1y′1 . . . t
−any′n
]

.
If x′ι 6= 0, then we have tx′ι. If y′γ 6= 0, then we also have ty′γ . If s′ιγ 6= 0, then since s′ιγ = −x′ιy′γ/(rιι − rγγ),
we have t2s′ιγ . We conclude
lim
t→0
λ(t).(diag(r), s′, i′, j′) = (diag(r),diag(s′), 0, 0).
Remark 6.7.9. We would like to mention that the proof for Proposition 6.1.8 includes showing that the
closure of each B-orbit on µ−1(0)rss//B contains at most one point of the form (diag(r),diag(s′), 0, 0).
Remark 6.7.10. It is clear that if B.P1 ∩B.P2 = ∅ where P1, P2 ∈ T ∗(b× Cn), then B.P1 ∩B.P2 = ∅.
6.8 Proof of Proposition 6.1.8
We now prove Proposition 6.1.8.
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Proof. It is clear that P is regular and by Proposition 6.6.12 and 6.6.19, P is B-invariant. By Remark 6.7.7,
closed orbits are precisely those that contain a point of the form (r, s, 0, 0) as orbits that contain a point of
the form (r, s, i, j), where i or j is nonzero, are not closed. Since each closed orbit contains a unique point of
the form (diag(r),diag(s), 0, 0) by Lemma 6.7.3 and by Corollary 6.7.6, it is clear that two such points go to
different points in C2n \∆n via the map P . In particular, we see that two B-orbits B.(diag(r),diag(s), 0, 0)
and B.(diag(r′),diag(s′), 0, 0) cannot be in the same B-orbit closure for if it were nonempty, then two such
closed orbits would not be separated by P . Thus each B-orbit closure contains a unique closed orbit, and
exactly 1 point of the form (diag(r),diag(s), 0, 0). Thus P is injective on orbit closures.
We will now show that P is surjective. Consider (x11, . . . , xnn, y11, . . . , ynn) in C2n \∆n. A point (r, s, i, j)
in µ−1(0)rss is constrained by [r, s] + ij = 0. Since
([r, s] + ij)ιγ =

0 if ι < γ∑
ι<k≤n
rιkskι −
∑
1≤k<ι
sιkrkι + xιyι if ι = γ
∑
ι≤k≤n
rιkskγ −
∑
1≤k≤γ
sιkrkγ + xιyγ if ι > γ,
none of the coordinate functions of [r, s] + ij involve sιι’s. So sιι is a free parameter. Take sιι to equal
sιι = yιι −
 n∑
µ=ι+1
 rιµsµι
rιι − rµµ +
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rιk1rkvµsµι
(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1

+
ι−1∑
γ=1
 rγιsιγ
rιι − rγγ +
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιsιγ
(rιι − rlv˜lv˜ )(rιι − rγγ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
+
n∑
µ=ι+1
rγιrιµsµγ
(rιι − rγγ)(rιι − rµµ) +
n∑
µ=ι+1
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιµsµγ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rµµ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
+
n∑
µ=ι+1
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rγιrιk1rkvµsµγ
(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
+
n∑
µ=ι+1
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιk1rkvµsµγ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
·
·
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
]]
,
and take rιι to equal xιι. Then a quadruple (r, s, i, j) satisfying such conditions, whose B-orbit closure
contains the unique point (diag(xιι),diag(yιι), 0, 0), will map to (x11, . . . , xnn, y11, . . . , ynn).
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6.9 The coordinate ring of the rss-locus
We will prove that the coordinate ring of the affine quotient µ−1(0)rss//B is isomorphic to the coordinate
ring of pairwise diagonal matrices in µ−1(0)rss.
6.9.1 Changing coordinates
Definition 6.9.1. Let (aιγ) be a matrix. Level k subdiagonal entries consist of those coordinates aιγ below
the main diagonal that satisfy ι− γ = k.
Example 6.9.2. For an n×n matrix, level 0 subdiagonal entries are precisely those along the main diagonal.
Level 1 subdiagonal entries are those immediately below the main diagonal. Level n− 1 subdiagonal entry is
the (n, 1)-entry, in the lower left corner.
In the next Proposition, we prove that for ι > γ, (µ(r, s, i, j))ιγ may be solved for the coordinate function
sιγ , which depends on those sij satisfying i − j > ι − γ. That is, each sιγ is a regular function of sij ’s in
level k subdiagonal, where k > ι− γ.
Proposition 6.9.3. For each ι > γ, the coordinate function ([r, s] + ij)ιγ may be solved for sιγ , which is in
Im
(
C[{rιj}ι<j , {riγ}i<γ , {sij}i−j>ι−γ , xι, yγ ][(rιι − rγγ)−1] −→ C[µ−1(0)rss]
)
.
Proof. For ι > γ, the sequence of equalities
0 = ([r, s] + ij)ιγ =
∑
ι≤j
rιjsjγ −
∑
i≤γ
sιiriγ + xιyγ = (rιι − rγγ)sιγ +
∑
ι<j
rιjsjγ −
∑
i<γ
sιiriγ + xιyγ
implies
sιγ =
1
rγγ − rιι
∑
ι<j
rιjsjγ −
∑
i<γ
sιiriγ + xιyγ
 .
Systematic Procedure (off-diag coords of C[µ−1(0)rss]) 6.9.4. We apply Proposition 6.9.3 starting
from level n− 1 subdiagonal of [r, s] + ij, add (rnn − r11)−1 to, and thus will be able to remove the parameter
sn1 from, the coordinate ring C[µ−1(0)rss]. We then move to level n− 2 subdiagonal and repeat the procedure
by adding (rn−1,n−1 − r11)−1 to the ring and then removing sn−1,1, and then adding (rnn − r22)−1 to the
coordinate ring and then removing sn2. Continue by moving up to the next subdiagonal.
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Corollary 6.9.5. It follows from Proposition 6.9.3 that sιγ is in
Im( C[{rij}j>i≥ι or i<j≤γ ,{xk}k≥ι, {yl}l≤γ ][{(rii − rjj)−1}i−j≥ι−γ ]
−→ C[µ−1(0)rss] ).
Corollary 6.9.5 shows each sιγ (where ι > γ) may be solved so that it does not depend on any of the
entries of s ∈ b∗.
Proof. Exhaust Systematic Procedure 6.9.4 recursively decreasing to the next sublevel (and thus moving
closer to the main diagonal).
Corollary 6.9.6. After replacing each parameter sµν in the coordinate function ([r, s] + ij)ιι by recursively
applying Systematic Procedure 6.9.4, we obtain that ([r, s] + ij)ιι is in the image
Im(C[rij , {xk}k≥ι, {yl}l≤ι][(rii − rjj)−1]→ C[µ−1(0)rss]).
Proof. This follows from Corollary 6.9.5 since for each ι > γ, sιγ may be solved so that it is independent of
the coordinates of s, and also since sιι are not constrained under the moment map.
Corollary 6.9.7. Writing Fι := (µ(r, s, i, j))ιι, the image under the map given in Corollary 6.9.6 is
Fι = xιyι +
n∑
µ=ι+1
 rιµxµyι
rιι − rµµ +
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rιk1rkvµxµyι
(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1

+
ι−1∑
γ=1
 rγιxιyγ
rιι − rγγ +
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιxιyγ
(rιι − rlv˜lv˜ )(rιι − rγγ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
+
n∑
µ=ι+1
rγιrιµxµyγ
(rιι − rγγ)(rιι − rµµ) +
n∑
µ=ι+1
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιµxµyγ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rµµ)
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
+
n∑
µ=ι+1
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
rγιrιk1rkvµxµyγ
(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
+
n∑
µ=ι+1
µ−ι−1∑
v=1
∑
ι<k1<...<kv<µ
ι−γ−1∑
v˜=1
∑
γ<l1<...<lv˜<ι
rγl1rlv˜ιrιk1rkvµxµyγ
(rιι − rlv˜lv˜ )(rιι − rγγ)(rιι − rk1k1)(rιι − rµµ)
·
v−1∏
u=1
rkuku+1
rιι − rku+1ku+1
v˜−1∏
u˜=1
rlu˜lu˜+1
rιι − rlu˜lu˜
]
,
which is compactly written as jLιi with Lι as defined in Notation 6.6.2.
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6.9.2 B-invariant functions
We will show that B-invariant functions on µ−1(0)rss include Fι (involving r, i, and j) as in Proposition 6.9.8,
Gι (involving r and s) as in Proposition 6.9.9, Hι (involving r) as in Proposition 6.9.10, and Kγν (involving
the inverse of the difference of the diagonal coordinates of r) as in Proposition 6.9.12. They are summarized
in the box
Fι(r, s, i, j) = tr (jL
ιi)
Gι(r, s, i, j) = tr (L
ιs)
Hι(r, s, i, j) = tr(L
ιr)
Kγν(r, s, i, j) = [tr((L
ν − Lγ)r)]−1
where 1 ≤ ι ≤ n and 1 ≤ γ < ν ≤ n.
Proposition 6.9.8. Denoting Fι(r, s, i, j) := ([r, s] + ij)ιι from Corollary 6.9.7,
Fι(r, s, i, j) =
tr
 ∏
1≤k≤n,k 6=ι
lk(r)
−1 tr
j
 ∏
1≤k≤n,k 6=ι
lk(r)
 i

is B-invariant.
Proof. For any d ∈ B,
Fι(d.(r, s, i, j)) = tr(jd
−1Lι(d.r)di)
= tr(jd−1 dLι(r)d−1 di) by Lemma 6.6.11
= tr(jLι(r)i) = Fι(r, s, i, j).
Proposition 6.9.9. Denoting Gι(r, s, i, j) := s
′
ιι from Trace 6.1.6,
Gι(r, s, i, j) =
tr
 ∏
1≤k≤n,k 6=ι
lk(r)
−1 tr
 ∏
1≤k≤n,k 6=ι
lk(r) s

is B-invariant.
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Proof. For any d ∈ B,
Gι(d.(r, s, i, j)) = tr(L
ι(d.r)dsd−1)
= tr(dLι(r)d−1 dsd−1) by Lemma 6.6.11
= tr(dLι(r)sd−1)
= tr(Lι(r)s) = Gι(r, s, i, j).
Proposition 6.9.10. Denoting Hι(r, s, i, j) := rιι from Proposition 6.6.15,
Hι(r, s, i, j) =
tr
 ∏
1≤k≤n,k 6=ι
lk(r)
−1 tr
 ∏
1≤k≤n,k 6=ι
lk(r) r

is B-invariant.
Proof. This proof is analogous to the proof of Proposition 6.9.9: to prove this Proposition, we would need to
replace s with r.
Corollary 6.9.11. Hι(r, s, i, j) in Proposition 6.9.10 may be written as e
∗
ι r eι, where eι is the standard
basis vector for Cn and e∗ι is an elementary covector.
Proof. This is clear, and the product e∗ι r eι of matrices is B-invariant since for any d ∈ B, (drd−1)ιι =
dιιrιιd
−1
ιι = rιι.
Proposition 6.9.12. Denoting Kγν(r, s, i, j) := (rνν−rγγ)−1 from Proposition 6.6.16, where 1 ≤ γ < ν ≤ n,
Kγν(r, s, i, j) = [tr((L
ν − Lγ)r)]−1
is B-invariant.
Proof. For any 1 ≤ γ < ν ≤ n,
(Kγν(r, s, i, j))
−1
= tr(Lνr − Lγr) = tr(Lνr)︸ ︷︷ ︸
B−inv
− tr(Lγr)︸ ︷︷ ︸
B−inv
implies (Kγν)
−1 is B-invariant. Since it is never vanishing, Kγν is B-invariant.
Corollary 6.9.13. Kγν(r, s, i, j) in Proposition 6.9.12 may be written as (e
∗
ν(r − rγγI)eν)−1, where eν is
the standard basis vector for Cn and e∗ν is its dual.
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Proof. This is clear, and the product of matrices (e∗ν(r − rγγI)eν)−1 is B-invariant since for any d ∈ B and
for any γ < ν, (d(r − rγγI)d−1)νν = (drd−1 − rγγI)νν = (drd−1)νν − (rγγI)νν = rνν − rγγ , which is never
zero; so its inverse is well-defined.
6.9.3 The initial ideal and regular sequence
Notation 6.9.14. We will define z
(kl)
ij :=
rkl
rii − rjj for i 6= j.
Remark (Weight Function) 6.9.15. Using Notation 6.9.14, the coordinate ring C[xk, yl, z(kl)ij ] has the
following integral weight on each variable: wt (xk) = 1,wt (yl) = 1,wt (z
(kl)
ij ) = 0.
Weighted Monomial Order 6.9.16. We fix a term order > on C[xk, yl, z(kl)ij ] via the following refinement:
write
m = xa11 · · ·xann ybnn · · · yb11 (z(kl)ij )c
(kl)
ij >lex,rev x
a′1
1 · · ·xa
′
n
n y
b′n
n · · · yb
′
1
1 (z
(kl)
ij )
c
(kl)
ij
′
= m′
if
(a1, . . . , an, bn, . . . , b1, c
(kl)
ij )− (a′1, . . . , a′n, b′n, . . . , b′1, c(kl)
′
ij ) > 0
in the sense that the left-most nonzero coordinate of the difference of the exponent vector is positive.
We impose any ordering on the z
(kl)
ij as long as they succeed the ordering on the xι’s and the yγ ’s; thus,
we will view them as constants, which coincide with their weights as imposed in Remark 6.9.15.
We will write > rather than >lex,rev throughout this section.
Remark 6.9.17. Total ordering by total degree in Monomial Ordering 6.9.16 does not need to be mentioned
since each Fι is a homogeneous quadratic function. Furthermore, if we want to view z
(kl)
ij as a rational
function (rather than as a constant) and impose an ordering, one may define such ordering by
f1
f2
>
g1
g2
if
f1g2 > f2g1.
Remark 6.9.18. We have imposed lexicographical order on the xi’s, and reversed the indices on the yi’s and
applied lex on the yi’s (caution: this is not the same as reverse lex order since that has infinite descending
sequences; thus it is not a monomial order), with the ordering on the xi’s preceding the yi’s. Monomial
Ordering 6.9.16 of C[xk, yl, z(kl)ij ] is multiplicative (i.e., if m > m′, then mm˜ > m′m˜) and artinian (m > 1
for all nonunit monomials m).
Lemma 6.9.19. With respect to Monomial Ordering 6.9.16, the initial term In(Fι) of each Fι equals xιyι.
Proof. Since each monomial corresponds to a unique exponent vector, write the exponents of each monomial
of Fι as a pair of multi-indices a = (a1, . . . , an) and b = (b1, . . . , bn), i.e., a and b may be thought of as
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column vectors living in Zn≥0 (for the time being, we omit keeping track of z
(kl)
ij ). It is clear by Corollary 6.9.7
that both a and b are in {e1, . . . , en}, where ei is the standard basis vector for Zn, since exactly one of the
exponents for xγ ’s and one of the exponents for yν ’s are nonzero for each monomial of Fι. Since the degree
of each monomial of Fι is 2, higher powers of xγ or yν cannot occur.
Now for a fixed Fι, we inspect the monomials in Corollary 6.9.7 to conclude the inclusion of sets
{a : a is the multi-index of some monomial of Fι} ⊇ {eι, . . . , en}.
The vector a corresponding to the first term xιyι is eι while all the other summations show that a is in
{eι+1, . . . , en}. When a = eι, the possibilities for its corresponding b-vector take on all values e1, . . . , eι,
which one may check by looking at the monomials in Corollary 6.9.7. In order to determine the leading term,
if a = eα, we want α to be as small as possible since we have imposed lex on the xγ ’s, and if b = eβ , we want
β to be as big as possible since we have imposed a reverse ordering on the yν ’s. Since xιyι occurs once in Fι
with coefficient 1 with c
(kl)
ij = 0, the initial term of Fι is xιyι.
Lemma 6.9.20. The initial terms of {Fι}1≤ι≤n form a regular sequence.
Proof. This follows from Lemma 6.9.19.
Lemma 6.9.21. The set {Fι}1≤ι≤n of functions is C[T ∗(b× Cn)rss]-regular.
Proof. The Fι’s form a regular sequence since their initial terms form a regular sequence by Proposition
15.15 in [Eis95].
6.10 Proof of Proposition 6.1.9
The following proves Proposition 6.1.9.
Proof. We have
C[µ−1(0)rss] = C[T ∗(b× Cn)rss]/〈 (µ(r, s, i, j))ιγ 〉
∼= C[rαβ , xk, yl][(rνν − rγγ)
−1]
〈 ([r, s] + ij)ιι 〉 ⊗ C[s11, . . . , snn]
=
C[rαβ , xk, yl][(rνν − rγγ)−1]
〈 Fι(r, s, i, j) 〉 ⊗ C[s11, . . . , snn],
where the second isomorphism holds by Corollary 6.9.6 and the third equality holds by Corollary 6.9.7. The
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locus µ−1(0)rss is a complete intersection by Lemma 6.9.21. By Propositions 6.9.8, 6.9.9, 6.9.10, and 6.9.12,
C[µ−1(0)rss]B =
C [Fι(r, s, i, j), Gι(r, s, i, j), Hι(r, s, i, j)] [Kγν(r, s, i, j)]
〈Fι(r, s, i, j)〉
∼= C [r11, . . . , rnn, s′11, . . . , s′nn]
[
(rνν − rγγ)−1
]
∼= C[C2n \∆n].
6.11 Extension to a general flag
The results in this paper may be generalized in the following way. Let F : V0 = {0} ( Vι1 ( . . . ( Vιk = Cn be
a flag with dim(Vιl) = dιl for each 1 ≤ l ≤ k. Let nιl = dιl − dιl−1 with dι0 := 0. Let P be the corresponding
parabolic group fixing F , and let p = Lie(P ).
Analogous to the construction for the complete flag, consider T ∗(p × Cn) µP−→ p∗ where (r, s, i, j) 7→
ad∗r(s) + ij. Then the Hamiltonian reduction µ
−1
P (0)/P is isomorphic to T
∗(G ×P p × Cn/G) where G is
the general linear group over C. Using Notations 6.1.4 and 6.1.7, we believe that µ−1P (0)rss//P is scheme-
theoretically isomorphic to the dense open subset C2n \∆n. Laying out the key ideas for such a proof, we
first view the parabolic subgroup P whose block diagonal matrices are in GL(nιl ,C), where 1 ≤ l ≤ k. There
exists an element in GL(nιl ,C) putting the corresponding entries End(Vιl) in p into an upper triangular
form, i.e., gnιl rnιl g
−1
nιl
is upper triangular (this amounts to imposing a finer refinement of the fixed flag by
ordering and choosing a basis). Putting
p =

gnι1 ∗ ∗ ∗ ∗
. . . ∗ ∗ ∗
gnιl ∗ ∗
. . . ∗
gnιk

∈ P,
prp−1 is now in brss, and we are now working with (prp−1, psp−1, pi, jp−1) ∈ T ∗(b × Cn). Modify b ∈ B
in Proposition 6.6.17 appropriately (replace all coordinates in r to those in prp−1) to obtain that as b
diagonalizes prp−1, we simultaneously obtain P -invariant functions coming from psp−1. We believe that an
analogous form of traces will appear as P -invariants, and by mimicking the above proof, we may conclude
that µ−1P (0)
rss//P ∼= C2n \∆n.
117
Chapter 7
Future direction and statements of
conjectures
7.1 Reflection functors for filtered quiver varieties
Relating the category of filtered quiver representations and the category of associated graded quiver repre-
sentations remains an open problem. Furthermore, let X be a general representation in F •Rep(Q, β)
and let S+i and S
−
i be reflection functors at vertex i ∈ Q0. Analogous to the classical setting, it
would be interesting to find appropriate conditions such that S+i grX
∼= grS+i X and S−i grX ∼= grS−i X
for any i ∈ Q0. Furthermore, it is interesting to construct a new filtration σiF • of F • such that
D̂ : F •Rep(Q, β) → (σiF •)Rep(Qop, β′) is an isomorphism of varieties, where β′ need not equal β, and if
i is a sink, construct a map S+i : F
•Rep(Q, β) → (σiF •)Rep(σiQ, σiβ) such that D̂ ◦ S+i = S−i ◦ D̂ (cf.
Theorem 4.0.47).
7.2 Semi-invariants for generalized filtered quiver varieties
7.2.1 m-Jordan quiver
Consider the m-Jordan quiver Q where m ≥ 2:
1•a1 ::
···

amdd .
The first question we would like to ask is describe C[F •Rep(Q, β)]Uβ . In the case when β = n and F • is
the complete standard filtration of vector spaces over vertex 1, we believe that C[b⊕m]Uβ is generated by
polynomials of degrees d, for each 1 ≤ d ≤ n. We refer the reader to Section 5.5 for the example when Q is
the 2-Jordan quiver
1•a1 $$ a2dd and β = 2. In that example, we produce 5 algebraically independent
polynomials invariant under the U -action, where U ⊆ B ⊆ GL2(C): four polynomials of degree 1 and one
polynomial of degree 2. If C[b⊕m]Uβ is generated by polynomials of degree d, where 1 ≤ d ≤ n, then the
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upper bound on the degrees of invariant polynomial generators is n. After writing down the relations among
the generators, it is natural to identify the quotient space b⊕m//U with well-known algebraic spaces. We
believe that for all m ≥ 1,
dimC b
⊕m//U = dimC b⊕m − dimC U.
Finally, for any two characters χ and χ′ of the standard Borel B ⊆ GLn(C), it would be interesting to
construct birational maps
Proj(
⊕
i≥0C[b⊕m]B,χ
i
) // Proj(
⊕
i≥0C[b⊕m]B,χ
′i
)
and study the birational geometry of GIT quotients.
7.2.2 k-Kronecker quiver
Consider the k-Kronecker quiver where k ≥ 3:
1•
a1
...
&&
ak
88
2• .
We refer the reader to Section 5.5 for the example of the 3-Kronecker quiver when β = (3, 3) and F • is the
complete standard filtration of vector spaces at each vertex. For the k-Kronecker quiver, a problem we would
like to suggest is give a complete description of C[F •Rep(Q, β)]Uβ . In the case when β = (n, n) and F • is the
complete standard filtration of vector spaces, then we believe that C[b⊕k]U×U is generated by polynomials
of degrees
d(d+ 1)
2
, for each 1 ≤ d ≤ n; if this is true, then the upper bound on the degrees of invariant
polynomial generators is n(n+ 1)/2. Next, after finding all generators, write down the relations among the
generators and identify the quotient space b⊕k//U × U with well-known algebraic spaces. For k > 1, we
believe that
dimC b
⊕k//U × U = dimC b⊕k − dimC U × U,
and finally, for any two characters χ and χ′ of B2, it would be interesting to study birational maps
Proj(
⊕
i≥0C[b⊕k]B×B,χ
i
) // Proj(
⊕
i≥0C[b⊕k]B×B,χ
′i
)
to understand the birational geometry of GIT quotients.
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7.2.3 Generalized dimension vector, generalized flags, and quivers with more
than 2 pathways
We refer the reader to Definition 2.1.21 for the definition of a pathway at a vertex. It remains an open
problem to vary the dimension vector β ∈ ZQ0≥0 and the filtration of vector spaces F • to study the natural
Pβ-action on F •Rep(Q, β), where some vertices of Q may have more than 2 pathways.
Example 7.2.1. Consider an A3-Dynkin quiver:
1• a1 // 2• a2 // 3• and consider β = (3, 3, 3). Let
γ = (1, 2, 1), where Cγi is the space spanned by the first γi standard basis vectors. Then a general representation
W in F •Rep(Q, β) is of the form
W (a1) =

a11 a12 a13
a21 a22 a23
0 a32 a33
 and W (a2) =

c11 c12 c13
0 0 c23
0 0 c33
 .
Under Pβ = P1 × P2 × P3-action, where a general point in Pβ has coordinates
pβ1 =

p11 p12 p13
0 p22 p23
0 p32 p33
 ∈ P1, pβ2 =

q11 q12 q13
q21 q22 q23
0 0 q33
 ∈ P2, and pβ3 =

r11 r12 r13
0 r22 r23
0 r32 r33
 ∈ P3,
we believe that
⊕
χ
C[F •Rep(Q, β)]Pβ ,χ ∼= C[det(W (a1))].
7.3 Moment maps and GIT for filtered quiver varieties
7.3.1 B-moment map
Returning to the moment map T ∗(b× Cn) µB−→ b∗, where µB : (r, s, i, j) 7→ [r, s] + ij, it would be interesting
to identify the affine quotient µ−1B (0)//B of the entire locus with other varieties. In this section, we will show
the calculations to µ−1B (0)//B for n = 2 since µ
−1
B (0) is a complete intersection when n = 2. So consider
µB(r, s, i, j) =
 r12s21 + x1y1 ∗
(r22 − r11)s21 + x2y1 −r12s21 + x2y2
 ∈ b∗ = gl2/u+.
By Theorem 5.3.2, classical techniques are applicable for this B-action on b× Cn setting (since the framed
1-Jordan quiver has at most 2 pathways at each vertex). So using Domokos-Zubkov’s technique (Section 2.2.2)
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and omiting those polynomials that vanish mod the ideal 〈r12s21 +x1y1,−r12s21 +x2y2, (r22−r11)s21 +x2y1〉,
the following are B-invariant generators on T ∗(b× C2):
r11, r22, s11 + s22 = tr(s), x1y1 + x2y2 = tr(ij),
f = (r11 − r22)s11 + r12s21, g = (r11 − r22)s22 − r12s21,
h = r11s11 + r22s22 + r12s21, k = r11s22 + r22s11 − r12s21.
Since
C[µ−1B (0)] =
C[T ∗(b× C2)]
I(µ−1B (0))
=
C[T ∗(b× C2)]
〈r12s21 + x1y1,−r12s21 + x2y2, (r22 − r11)s21 + x2y1〉
=
C[T ∗(b× C2)]
〈r12s21 + x1y1, x1y1 + x2y2, (r22 − r11)s21 + x2y1〉 ,
C[µ−1B (0)]
B = C[r11, r22, s11 + s22, x1y1 + x2y2, f , g, h, k] where f := f mod I(µ−1B (0))
= C[r11, r22, s11 + s22, f , g, h, k] since x1y1 + x2y2 ∈ I(µ−1B (0))
= C[r11, r22, s11 + s22, f , g, h] since f − g − h+ k = 0
= C[r11, r22, s11 + s22, f , g] since g − r11(s11 + s22) + h = 0
=
C[R1, R2, T, S1, S2]
〈R1S1 +R1S2 +R1R2T −R21T 〉
=
C[R1, R2, T, S1, S2]
〈R1(S1 + S2 + (R2 −R1)T )〉.
In Remark 7.3.1, we write down the details to µ−1G (0)//G for the classical setting (cf., [GG06], [Nak99])
when n = 2 since it is interesting to relate it to the affine quotient µ−1B (0)//B.
Remark 7.3.1 (G-moment map). Consider the G := GLn(C)-adjoint action on gln × Cn, i.e., g.(r, i) =
(grg−1, gi), which induces the moment map:
µG : T
∗(gln × Cn) −→ g∗, µG : (r, s, i, j) 7→ [r, s] + ij.
Using coordinates C[C2 × C2] = C[r11, r22, s11, s22], we have µ−1G (0)//G ∼= S2C2 by Nakajima (see also
Theorem 6.3.9), with
C[S2C2] = C[C2 × C2/S2] = C[C2 × C2]S2
= C[r11 + r22, s11 + s22, r211 + r222, s211 + s222, r11s11 + r22s22]
=
C[R1, S1, R2, S2, T ]
〈−2T 2 + 2R1S1T + 2R2S2 − S2R21 −R2S21〉
.
So S2C2 is a singular 4 dimensional variety sitting in C5.
Next, it is worth pointing out that it is interesting to study the singular locus of µ−1B (0)//B. Note
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that the singular locus of µ−1B (0)//B is precisely the points where all the partials of φ vanish, where φ =
R1S1 +R1S2 +R1R2T −R21T . So
φR1 = S1 + S2 +R2T − 2R1T, φR2 = R1T,
φT = R1(R2 −R1), φS1 = R1, φS2 = R1,
imply the singular locus of the affine quotient consists of the points where R1 = 0 and S1 + S2 +R2T = 0. In
terms of the coordinates rii and sii, R1 = r11 = 0 while
S1 + S2 +R2T = (r11 − r22)s11 + r12s21 + (r11 − r22)s22 − r12s21 + r22(s11 + s22) = 0,
which simplifies as (r11 − r22)(s11 + s22) + r22(s11 + s22) = 0. So the singular locus is when r11 = 0.
Remark 7.3.2 (Singular locus of the G-moment map). Since
C[µ−1G (0)]
G =
C[R1, S1, R2, S2, T ]
〈−2T 2 + 2R1S1T + 2R2S2 − S2R21 −R2S21〉
,
we will calculate the partials of ψ = −2T 2 + 2R1S1T + 2R2S2 − S2R21 −R2S21 :
ψR1 = 2S1T − 2S2R1, ψS1 = 2R1T − 2R2S1,
ψR2 = 2S2 − S21 , ψS2 = 2R2 −R21, ψT = 2R1S1 − 4T.
Singular locus is precisely when S2 = S
2
1/2, R2 = R
2
1/2, and T = R1S1/2. In terms of rii and sii, we have
S21/2 = (s11 + s22)
2/2 = s211 + s
2
22 = S2. This gives s
2
11 + s
2
22 + 2s11s22 = 2s
2
11 + 2s
2
22, which simplifies as
s211 − 2s11s22 + s222 = (s11 − s22)2 = 0. We also have R21/2 = (r11 + r22)2/2 = r211 + r222 = R2. This gives
r211 + r
2
22 + 2r11r22 = 2r
2
11 + 2r
2
22, which simplifies as r
2
11 − 2r11r22 + r222 = (r11 − r22)2 = 0. Lastly, we have
R1S1
2
=
(r11 + r22)(s11 + s22)
2
= r11s11 + r22s22 = T.
Expanding the left-hand side and moving all terms to one side, we have r11s11 − r22s11 − r11s22 + r22s22 =
(r11 − r22)(s11 − s22) = 0. Thus the singular locus is precisely the points when r11 = r22 and s11 = s22.
Geometrically, this is precisely the locus when the two points (r11, s11) and (r22, s22) on C2 are the same.
Next, we discuss the irreducible components of µ−1B (0). It is given in [Nev11] that µ
−1
B (0) has at least
2n irreducible components. If the moment map µB is a complete intersection, then µ
−1
B (0) has at most
2n irreducible components corresponding to the vector i = ek or the covector j = e
∗
k, where ek (e
∗
k) is an
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elementary vector (covector), 1 ≤ k ≤ n. After having shown that the generators of I(µ−1B (0)) form a regular
sequence, we may try to single out an irreducible component with a stability condition. That is, given
characters χ and χ′ of the standard Borel, construct the morphisms
µ−1B (0)
uu ))
µ−1B (0)//χB
ψχ,χ′
//
))
µ−1B (0)//χ′B
uu
µ−1B (0)//B
and then fix χ(b) = det(b) and relate the map µ−1B (0)//detB −→ µ−1B (0)//B to the Hilbert-Chow morphism
(C2)[n] HC−→ SnC2; ψχ,χ′ is known as wall-crossing from one chamber to another. Since we have found at least
one semi-invariant polynomial for each character χ of the Borel, this means µ−1B (0)//χB can never be the
empty scheme.
7.3.2 Pβ-moment map
Let Q be any (framed) quiver and let F • be any filtration of vector spaces. Let β ∈ ZQ0≥0 be a dimension
vector. Let Gβ =
∏
i∈Q0
GLβi(C) and Pβ =
∏
i∈Q0
Pβi , Pβi ⊆ GLβi(C), where Gβ acts on Rep(Q, β) and Pβ
acts on F •Rep(Q, β) as a change-of-basis. Let ˜Rep(Q, β) := {(W,F •Rep(Q, β)) ∈ Rep(Q, β)×Gβ/Pβ : W ∈
F •Rep(Q, β)} be the generalized Grothendieck-Springer space of pairs and let V be an m-dimensional complex
vector space. Then Gβ ×Pβ F •Rep(Q, β) ∼= ˜Rep(Q, β), ˜Rep(Q, β)/Gβ ∼= F •Rep(Q, β)/Pβ as orbit spaces,
and Gβ-orbits on the cotangent bundle T ∗( ˜Rep(Q, β)×V ) of the extended generalized Grothendieck-Springer
resolution correspond to Pβ-orbits on the cotangent bundle T ∗(F •Rep(Q, β)× V ) of the extended filtered
quiver variety. This motivates us to generalize Section 7.3.1 and study the Hamiltonian reduction of the
Pβ-equivariant moment map
T ∗(F •Rep(Q, β)× V )
µPβ
// Lie(Pβ)∗
using GIT and symplectic geometry techniques, where µPβ is the moment map for Pβ-action on F •Rep(Q, β).
After determining the criteria for which µ−1Pβ (0) is a complete intersection, find the semi-stable locus µ
−1
Pβ (0)
ss
and analyze when µ−1Pβ (0)
ss → µ−1Pβ (0)//χPβ = Proj(
⊕
i≥0
C[µ−1Pβ (0)]
Pβ ,χi) is surjective for we know that
projectivity and the existence of a proper map follows from classical GIT in the reductive setting. Construct
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the maps
µ−1Pβ (0)
ss
ss ++
µ−1Pβ (0)//χPβ
++
ψχ,χ′
// µ−1Pβ (0)//χ′Pβ
ss
µ−1Pβ (0)//Pβ = Spec(C[µ
−1
Pβ (0)]
Pβ )
for any two characters χ and χ′ of Pβ . Note that the moduli space parameterizes isomorphic classes of
Pβ-orbits of χ (or χ′)-semi-stable representations of Q with dimension vector β.
Finally, it may be interesting to determine when the spaceMF•χ (Q, β) := F •Rep(Q, β)//χPβ is a projective
variety, and if β is indivisible, i.e., it is not a nontrivial multiple of another integer vector, the stable locus
MF•χ (Q, β)s is a fine moduli space for families of χ-stable representations. Finally, stating a remark from
[Kin94] (Remark 5.4), if β is indivisible, then the set of generic characters (cf. Section 6.2.1) is dense, and for
any such character χ, we believe that MF•χ (Q, β)s =MF
•
χ (Q, β) is smooth.
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