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We study max-cut in classes of graphs defined by forbidding finitely many graphs as
subgraphs, or a single graph as an induced subgraph or a minor. For the first two
containment relations, we prove dichotomy theorems. For the minor order, we show how
to solve max-cut in polynomial time for the class obtained by forbidding a graph with a
single crossing (this generalizes a known result for K5-minor-free graphs) and identify an
open problem which is the missing case for a dichotomy theorem.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
max-cut is a classical problem in combinatorial optimization and has been studied in different contexts — heuristics,
approximation algorithms, exact algorithms, polyhedra. Here we suggest looking at the computational complexity of the
problem in different classes of graphs. We focus on graphs obtained by forbidding a single graph as a subgraph, induced
subgraph, or minor.
A cut in a graph is a partition of the vertex set into two disjoint sets. The value of a cut is the total weight of edges whose
endpoints belong to two different parts of the cut. A cut of maximum value in G is called a maximum cut (or max-cut) and
the value is denoted bymc(G). Notice that there is a one-to-one correspondence between a cut and the set of edges whose
endpoints belong to two different parts of the cut. For convenience, we will sometimes refer to this set of edges as a cut as
well.
The algorithmicmax-cut problem is to determinemc(G) given an input graphG. A cardinality variant ofmax-cut is called
simple max-cut. (It is max-cut in which all the weights on edges are equal.) Clearly, if max-cut is solvable in polynomial
time for some class of graphs, so it simple max-cut. Also, if simple max-cut is NP-complete for some class of graphs, so is
max-cut.
In this paper we consider simple, undirected, and real-weighted graphs. The terminology used is standard; for notions
not defined here, we refer the reader to Diestel [15]. Kk is the complete graph on k vertices and Pk is the induced path on k
vertices. G ∪ H denotes the disjoint union of G and H .
The H-subgraph-free (H-induced-subgraph-free, H-minor-free) class is the class of all graphs without H as a subgraph
(induced subgraph, minor, respectively). Let ℓ > 0 be an integer.We say that a class of graphs is (H1, . . . ,Hℓ)-subgraph-free
if it is Hi-subgraph-free, for all i = 1, . . . , ℓ. Such classes are called finitely defined.
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Our contribution. We look at the classes of graphs defined by forbidding finitely many graphs H1, . . . ,Hℓ as a subgraph, or
a single graph H as an induced subgraph, or minor.
1. For (H1, . . . ,Hℓ)-subgraph-free graphs, for any integer ℓ > 0, we show that both simple max-cut and max-cut are
solvable in polynomial time if at least one Hi, for i = 1, . . . , ℓ, is a forest every connected component of which is a tree
with at most one vertex of degree 3; and are NP-complete otherwise.
2. For H-induced-subgraph-free graphs, we show that simple max-cut is solvable in polynomial time if H is an induced
subgraph of P4; and is NP-complete otherwise. (Formax-cut this containment relation is rather uninteresting. Any graph
on n vertices can be embedded into Kn by placing weights 0 and 1 on the edges of the clique. Cliques exclude any fixed H
not isomorphic to a clique as an induced subgraph and NP-completeness for those graphs H follows. If H is isomorphic
to a clique, as mentioned before, even simple max-cut is NP-complete on H-induced-subgraph-free graphs. Hence, for
any H , max-cut is NP-complete in the class of H-induced-subgraph-free graphs.)
Our contribution here is to notice that such dichotomy theorems hold and to put known algorithmic and hardness results
into this framework. Dichotomy theorems of this type are rather rare. We are aware of just one result of this type. For
chromatic number, Král et al. proved that the class ofH-induced-subgraph-free graphs admits a polynomial-time algorithm
if H is an induced subgraph of P4 or of P3 ∪ K1; and the problem is NP-complete otherwise [26]. No such theorem is known
for instance for stable set. In fact, the class of P5-induced-subgraph-free graphs is the unique minimal class defined by a
single forbidden induced subgraph for which the computational complexity of stable set is unknown [27].
The case ofminors is a bit different. Revisiting known results,we can show thatmax-cut is solvable in polynomial time for
H-minor-free graphs, for planar H; and simple max-cut is NP-hard when H is at ‘‘vertex-distance’’ at least 2 from planarity
(it becomes planar onlywhen two of its vertices are removed). A remaining open problem is to determine the computational
complexity of (simple) max-cut, when H is a strict apex, which means a graph at ‘‘vertex-distance’’ 1 to planarity. Perhaps
those classes admit a polynomial-time algorithm formax-cut. We show that this is indeed the case when H is at ‘‘crossing-
distance’’ 1 from planarity. Clearly, graphs at ‘‘crossing-distance’’ 1 from planarity are also at ‘‘vertex-distance’’ 1.
3. For H-minor-free graphs, we show that max-cut is solvable in polynomial time if H is a graph that can be drawn on the
plane with at most one crossing.
This generalizes previous work on max-cut for planar graphs [28,23] and K5-minor-free graphs [6].
2. Previous work
Maximum cut
max-cut was among the twenty one problems whose NP-hardness was established in the foundational paper
‘‘Reducibility among combinatorial problems’’ by Karp [25]. Since then it has been extensively studied and it has become
one of the classical problems in the field of combinatorial optimization.
An early result that is of interest to us is a polynomial-time algorithm formax-cut in planar graphs. It was first discovered
by Orlova and Dorfman [28] and then independently by Hadlock [23]. The main idea of the solution is to fix an embedding
of the planar input graph, take the dual, and find a pairing of vertices of odd degree in the dual graph using matching.
Grötschel and Pulleyblank introduced – by means of a polyhedral definition – the class of weakly bipartite graphs and
showed how to solve max-cut in this class [18]. Both planar and bipartite graphs are weakly bipartite; thus their result
generalizes [28,23], as well as a trivial polynomial-time algorithm for bipartite graphs. (Notice that a maximum cut in a
bipartite graph contains all its edges.) Later, Guenin proved thatweakly bipartite graphs are exactly those that do not contain
an odd-K5-minor2 [19–21] (see also [32] for a short proof).
The result of Guenin implies that K5-minor-free graphs are weakly bipartite (since every odd-K5-minor is a K5-minor)
and therefore there is a polynomial-time algorithm formax-cut in this class. Before the characterization of weakly bipartite
graphs was known, Barahona showed how to solve max-cut in polynomial time in the class of graphs without a K5-minor
[6]. The paper uses a decomposition theorem for K5-minor-free graphs due toWagner [33]. The same paper also proves that
max-cut is NP-hard for K6-minor-free graphs.
max-cut is also solvable in polynomial time in the class of graphs of bounded orientable genus [1]. This result was already
attributed to Barahona by Grötschel and Pulleyblank [18] but the preprint to which [18] refers apparently has never been
published.
max-cut is also known to be NP-complete on unit disk graphs [14] and solvable in polynomial time on graphs without
long odd cycles (= a class of graphs with no odd cycles longer than k, for some k ≥ 3) [17], on line graphs [5] (see also [22]
for a simple proof), and on graphs of bounded tree-width [8,9]. Also, there exists a PTAS for max-cut in classes of graphs
with a forbidden minor [10].
Graphs with no single-crossing minor
A graph is a single-crossing graph when it can be drawn on the plane with at most one crossing. K3,3 and K5 are examples
of single-crossing graphs.
2 An odd minor is a restriction of the standard minor relation.
M. Kamiński / Theoretical Computer Science 438 (2012) 89–95 91
Wagner proved that a graph is K5-minor-free if and only if it can be constructed from planar graphs and copies of the
four-rung Möbius ladder glued together along cliques of size≤ 3 [33]. He also showed that a graph is K3,3-minor-free if and
only if it can be constructed from planar graphs and copies of K5 glued together along cliques of size≤ 2 (possibly removing
an edge after pasting along it).
Robertson and Seymour proved a more general theorem, describing the structure of graphs with a forbidden single-
crossingminor [31]. They can be obtained from planar graphs and graphs of bounded tree-width (the bound depends on the
forbidden single-crossing graph) by pasting them along cliques of size at most 3 and (possibly) removing some of the edges
of those cliques afterwards.
This structural result was made algorithmic by Demaine et al. [11]; they gave an O(n4) algorithm for finding this
decomposition. This was subsequently used to give parameterized algorithms with better dependence on the parameter
[13] and approximation algorithms with better approximation ratio in classes defined by forbidding a single-crossing graph
as a minor [11].
3. Forbidden subgraphs
In this section, we study classes of graphs defined by forbidding a single graph as a subgraph. Let us start with a simple
lemma.
Lemma 1. Let e be an edge of a graph G and G′ the graph obtained by subdividing edge e twice. Then, mc(G′) = mc(G)+ 2.
Proof. A double subdivision of e replaces ewith three edges; let them be called eL, e′, and eR (such that pairs of edges eL, e′
and e′, eR share an endpoint). Let us say that a cut in G′ is good if it contains both eL and eR. Notice that there is a maximum
cut in G′ which is good. Also, there exists a one-to-one correspondence between cuts in G and good cuts in G′: cuts have the
same edges f for f ≠ e, and e belongs to the cut in G iff e′ belongs to the cut in G′. This correspondence makes the value of
the cut in G′ bigger by 2 than that of the cut in G. 
The following lemma is a consequence of this subdivision property.
Lemma 2. simple max-cut is NP-complete in the following two classes of graphs:
◦ graphs not containing cycles of length at most k, for every k ≥ 3;
◦ graphs not containing a pair of vertices of degree at least 3 at distance at most k, for every k ≥ 1.
Proof. Let us take a graph G, double subdivide all its edges, and then repeat the operation ⌈log3 k⌉ times more, each time
applying the operation to the outcome of the previous operation. It is easy to see that the graph G′ obtained after the series
of subdivisions has no cycles of length at most k, and has no pair of vertices of degree at least 3 at distance at most k. Notice
thatmc(G′) = mc(G)+ 2(⌈log3 k⌉+ 1) from Lemma 1. Since simple max-cut is NP-hard in the class of all graphs, it is so in
the two classes mentioned in the theorem also. 
We will need one more hardness result from [34].
Lemma 3 ([34]). simple max-cut is NP-complete in the class of graphs with maximum degree 3.
We will need the following theorem from [7] (see also [29]) due to Bienstock et al.
Theorem 1 ([7]). For every forest F , every graph with path-width≥ |V (F)| − 1 has a minor isomorphic to F .
Lemma 4. Let H be a forest whose every connected component is a tree with at most one vertex of degree 3. A graph contains H
as a minor if and only if it contains H as a subgraph.
Proof. The backward implication is clear. We will suppose that H is connected; the forward implication will follow by
induction on the number of connected components of H . Let G contain H as a minor. Let us fix a model of H in G. We will
build a subgraph T . For each pair of adjacent vertices in H , we select an edge of Gwhose endpoints are in the two different
bags corresponding to the vertices of H . Now, for each bag of the model of H that contains at least two (at most three)
endpoints of the edges already in T , let us add to T a tree spanning these endpoints inside the bag. Clearly, T is a tree and T
contains H as a subgraph. Hence, G contains H as a subgraph. 
Lemma 5. [9] For every constant t, there exists a polynomial-time algorithm solvingmax-cut in the class of graphs of tree-width
at most t.
Theorem 2. Let ℓ > 0 be an integer. Both the simple max-cut andmax-cut problems in the class of (H1, . . .Hℓ)-subgraph-free
graphs are:
◦ solvable in polynomial time if at least one Hi (for i = 1, . . . , ℓ) is a forest whose every connected component is a tree with at
most one vertex of degree 3;
◦ NP-hard, otherwise.
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Proof. For the first part, let H be a forest whose every connected component is a tree with at most one vertex of degree 3.
The class of H-subgraph-free graphs is also H-minor-free by Lemma 4. Since H is a forest, from Theorem 1, the path-width
of H-subgraph-free graphs is at most |V (H)| − 2. Therefore also their tree-width is at most |V (H)| − 2. From Lemma 5,
max-cut is solvable in polynomial time on H-subgraph-free graphs.
For the second part, assume that each Hi, for i = 1, . . . , ℓ, is not a forest whose every connected component is a tree
with at most one vertex of degree 3. Then, each Hi contains a vertex of degree at least 4, or a cycle, or a pair of vertices of
degree 3 in the same connected component.
Let k = max{|Hi| : i = 1, . . . , ℓ}. Let H be the class of all graphs such that G ∈ H if and only if G can be obtained
from a graph of maximum degree 3 by subdividing all edges k times. Notice that simple max-cut is NP-complete onH by
Lemmas 2 and 3. Moreover, H is (H1, . . .Hℓ)-subgraph-free. So simple max-cut is NP-complete in the class of (H1, . . .Hℓ)-
subgraph-free graphs. 
Remarks. Notice that the proof of Theorem 2 only works for finitely defined subgraph-closed classes of graphs and fails
if the number of forbidden subgraphs is infinite. The theorem is not true when we forbid infinitely many subgraphs; max-
cut is polynomial in the class of bipartite graphs, that is, (C3, C5, . . .)-subgraph-free graphs. This raises the natural question
of whether there exists a dichotomy result for infinitely defined subgraph-closed classes corresponding to Theorem 2.
4. Forbidden induced subgraphs
In this section, we study classes of graphs defined by forbidding a single graph as an induced subgraph. We start with
some useful definitions.
A co-bipartite graph is the complement of a bipartite graph. A split graph is a graph whose vertex set can be partitioned
into a clique and an independent set. The class of split graphs was first studied in [16] where a characterization of these
graphs was proved.
Lemma 6 ([16]). The class of split graphs is the class of (2K2, C4, C5)-induced-subgraph-free graphs.
We will need two results from [9] (see also [8] for the conference version) that we state as the following lemma.
Lemma 7 ([9]). simple max-cut is solvable in polynomial time in the class of P4-induced-subgraph-free graphs and is NP-hard
in the class of split graphs and in the class of co-bipartite graphs.
Lemma 8. Let H be a tree containing a vertex of degree at least 3. Then, simple max-cut is NP-hard in the class of H-induced-
subgraph-free graphs.
Proof. A tree with a vertex of degree at least 3 has stability number at least 3. Co-bipartite graphs have stability number at
most 2 and hence are H-induced-subgraph-free. The NP-hardness follows from Lemma 7. 
Lemma 9. simple max-cut is NP-hard in the class of Pk-induced-subgraph-free graphs, for all k ≥ 5.
Proof. Split graphs are Pk-induced-subgraph-free graphs, for all k ≥ 5. The NP-hardness follows from Lemma 7. 
Theorem 3. The simple max-cut problem in the class of H-induced-subgraph-free graphs is:
◦ solvable in polynomial time if H is an induced subgraph of P4;
◦ NP-hard, otherwise.
Proof. The first part of the theorem follows from Lemma 7.
For the second part, supposeH is not an induced subgraph of P4. If it contains a cycle, thenmax-cut is NP-complete in the
class of H-induced-subgraph-free graphs by applying Lemma 2 with k = |H|. (The shortest cycle in a graph is necessarily
induced.) We can assume that H is a forest. If it has a vertex of degree 3, then from Lemma 8, simple max-cut is NP-hard.
Thus, we can assume that H is a forest of paths. If one of the paths (connected components of H) contains more than 5
vertices, then the class of P5-induced-subgraph-free graphs is contained in the class of H-induced-subgraph-free graphs
and therefore simple max-cut is NP-hard in H-induced-subgraph-free graphs from Lemma 9.
We can assume that H is a forest of induced subgraphs of P4. If two of the connected components of H are not singletons,
then H contains 2K2 and simple max-cut is NP-hard in H-induced-subgraph-free graphs from Lemmas 6 and 7. Also, if H
has three connected components, then the stability number of H is at least 3, and since co-bipartite graphs have stability
number at most 2, the NP-hardness follows from Lemma 7. If H has two components, and one has at least three vertices,
simple max-cut is NP-hard for the same reason. Otherwise, H is an induced subgraph of P4. 
A similar theorem for max-cut is perhaps less interesting but we include it here for completeness.
Theorem 4. The max-cut problem in the class of H-induced-subgraph-free graphs is:
◦ solvable in polynomial time if H is a clique on at most two vertices;
◦ NP-hard, otherwise.
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Proof. The first part of the theorem is trivial since K2-induced-subgraph-free graphs are edgeless. For the second part, notice
thatmax-cut is NP-hardwhenever simplemax-cut is. It remains to show thatmax-cut is NP-hard for three classes of graphs:
K1 ∪ K1-induced-subgraph-free, K1 ∪ K2-induced-subgraph-free, and P3-induced-subgraph-free graphs. However, each of
these three classes contains the class of cliques and max-cut is NP-hard on cliques. Indeed, every graph can be embedded
in a clique using weights 0 and 1. 
Remarks. The techniques that we use in this and the previous section have been developed by Alekseev and Lozin and
applied to different problems in the context of boundary graph classes; see for example [2,4,3].
Naturally, we would like to extend the results of this section to finitely defined induced-subgraph-closed classes of
graphs. However, an analog of Theorem 3 even for two forbidden induced subgraphs seems to be a challenge. An intriguing
special case forwhich the computational complexity of simplemax-cut is open is the self-complementary class of (2K2, C4)-
induced-subgraph-free graphs.
5. Forbidden minors
In this section, we study classes of graphs defined by forbidding a single graph as a minor.
Definitions
Let G and H be two graphs with disjoint vertex sets, KG and KH cliques of size k ≥ 0 in G and H respectively. A k-sum
G ⊕ H is the graph obtained from G and H by identifying vertices of KG and KH (according to some bijection between the
cliques) and then possibly removing some edges between the vertices of the identified clique.
A single-crossing graph is one that can be drawn on the planewith atmost one crossing of edges. K3,3 and K5 are examples
of single-crossing graphs. A graph H is an apex graph if it has a vertex v such that H − v is planar. Clearly, single-crossing
graphs are apex graphs. A graph H is a k-apex (for k ≥ 1) if it has a set of vertices S of cardinality k such that H \ S is planar.
An apex is a 1-apex. We say that a k-apex is strict when it is not a (k− 1)-apex for k > 1, or planar for the 1-apex case.
Single-crossing-minor-free classes
Nowwe focus on graph classes defined by forbidding a single-crossing graph as a minor. We need to introduce a variant
of max-cut, called restricted max-cut, that allows us to specify, for some vertices of the input graph, to which part of the
cut they must belong.
First we need a decomposition theorem for graphs excluding a single crossing as a minor. This algorithmic version is due
to Demaine et al. [11] (see also [12] for the conference version).
Theorem 5 ([11]). For a single crossing H, there exists a constant cH such that every H-minor-free graph G can be decomposed
in time O(n4) into a series of clique-sum operations G = G1 ⊕ · · · ⊕ Gm, where each Gi (1 ≤ i ≤ m) is a minor of G and is either
planar or has tree-width at most cH , and each⊕ is an k-sum, for 0 ≤ k ≤ 3.
When the graph is weighted, the edges of graphs Gi that also exist in G have the sameweights as in G; the edges of graphs
Gi that do not exist in G are assigned weight 0.
To be able to use the decomposition theorem we need to analyze how a solution to max-cut propagates through clique
sums.
Lemma 10. Let G and H be two graphs and G⊕ H be their k-sum, for 0 ≤ k ≤ 3. Given solutions to the instances of restricted
max-cut on G defined by considering all possible assignments of vertices from the k-clique to different parts of the cut, one can
find in time O(1) weightsw∗ on H such thatmcw(G⊕ H) = mcw∗(H)+ T∅, where T∅ is the value of restricted max-cut on G
when all vertices of the k-clique are required to belong to the same part of the cut.
Proof. We will consider different cases depending on k.
Case k = 0, 1. If k = 0, then G⊕H is a disjoint union of G and H . If k = 1, G⊕H is obtained from G and H by identifying one
vertex. In both casesmcw(G⊕H) = mcw(H)+mcw(G). Settingw∗ = w, we getmcw∗(H) = mcw(H). Clearly T∅ = mcw(G).
Hence,mcw(G⊕ H) = mcw(H)+mcw(G) = mcw∗(H)+ T∅.
Case k = 2. Let e0 be the edge of the 2-clique. Let Te0 be the value of restricted max-cut on Gwhenwe require edge e0 to be
in the cut (= the endpoints of e0 are forced to be in two different parts of the cut). Let w∗(e0) = Te0 − T∅; and for all edges
e ∈ E(H) different than e0,w∗(e) = w(e). Now, it is easy to verify thatmcw(G⊕ H) = mcw∗(H)+ T∅.
Case k = 3. Let e0, e1, e2 be the three edges of the 3-clique. Notice that a maximum cut in G (in H , and in G⊕H as well) will
always contain an even number of the edges of a 3-clique — either no edges, or exactly two edges. For two distinct edges
f , g ∈ {e0, e1, e2}, let Tf ,g be the value of restricted max-cut on G when we require f and g to belong to the cut (= the
common endpoint of edges f , g is forced to be in the part of the cut other than that where their ‘‘private’’ endpoints are).
Letw∗(ej) = Tej−1,ej+1 − T∅, for 0 ≤ j ≤ 2, where all indices are taken modulo 3; and for all edges e ∈ E(H) different than
e0, e1, e2,w∗(e) = w(e). Now, it is easy to verify thatmcw(G⊕ H) = mcw∗(H)+ T∅. 
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We need to tailor the previous lemma to our needs.
Lemma 11. Let c be a constant and G be a planar graph or a graph of tree-width at most c. Let H be a graph and G ⊕ H
be a k-sum, for 0 ≤ k ≤ 3, of G and H. One can find in polynomial time weights w∗ on H and a constant d such that
mcw(G⊕ H) = mcw∗(H)+ d.
Proof. To use Lemma 10 we need to show how to compute solutions to the instances of restricted max-cut on G defined
by considering all possible assignments of vertices from the k-clique to different parts of the cut.
Notice that increasing the weight of an edge by a large numberM (greater than or equal to the sum of the weights of all
the edges in the graph) will force the endpoints of this edge to belong to two different parts of every maximum cut in the
new graph.
max-cut in a graph with an edge contracted corresponds to restricted max-cut in the original graph with the two
endpoints of the contracted edge required to belong to the same part of the cut. (After contraction we remove loops; for
multiple edges, we also remove them, but the weight of the edge that remains equals the sum of the weights of all the
parallel ones.)
Hence, we can simulate restricted max-cut by instances of max-cut. Notice that edge contractions preserve planarity
and do not increase tree-width. Since G is planar or of bounded tree-width, max-cut can be solved in polynomial time
[28,23,9]. Also, since k ≤ 3, we only need to consider a constant number of different max-cut instances on G. 
Theorem 6. Let H be a single-crossing graph. max-cut can be solved in polynomial time in the class of H-minor-free graphs.
Proof. First we apply Theorem 5 and find a decomposition of the input graph G = G1 ⊕ . . . ⊕ Gm. We will be processing
graphs Gi from left to right. Let G∗1 = G1.
We apply Lemma 11 to G∗i ⊕ Gi+1, i = 1, . . . ,m − 1. Hence, there is a constant d and weights w∗ such that
mcw(G∗i ⊕ Gi+1) = mcw∗(Gi) + d. Let us denote Gi with the new weights by G∗i . Notice that every G∗i is either planar or
a graph of tree-width at most cH (cH is the constant from Theorem 5), so Lemma 11 can be applied.
Finally, we conclude that there is a constant d′ such thatmc(G∗m)+ d′ = mcw(G1 ⊕ · · · ⊕ Gm) = mcw(G). 
H-minor-free classes
Nowwewill look at classes of graphs defined by forbidding a single graph as aminor.Wewill need the following theorem
due to Robertson and Seymour.
Theorem 7. [30] For every planar graph H, there is a numberw such that every planar graph with no minor isomorphic to H has
tree-width≤ w.
The following lemma is a consequence of Lemma 5 and Theorem 7.
Lemma 12. Let H be a planar graph. max-cut can be solved in the class of H-minor-free graphs in polynomial time.
We mentioned in Section 2 that Barahona proved in [6] that simple max-cut is NP-hard on K6-minor-free graphs. Here
is the precise statement of his result.
Theorem 8 (Theorem 5.1 in [6]). Let G be a graph with a vertex v such that G − v is a cubic planar graph. simple max-cut is
NP-complete in the class of such graphs.
This class of graphs is in fact K6-minor-free. However, as is easily seen, it does not contain any strict k-apex graph (for
k ≥ 2) as a minor. Let us state this as a lemma.
Lemma 13. Let H be a strict k-apex graph, for k ≥ 2. simple max-cut is NP-hard in the class of H-minor-free graphs.
Considering the computational complexity of (simple)max-cut in the class ofH-minor-free graphs,we find an interesting
situation. IfH is planar, thenmax-cut is solvable in polynomial time (Lemma12); ifH is a strict k-apex, for k ≥ 2, then simple
max-cut is NP-complete (Lemma 13). What happens when H is an apex graph? This is the missing case in a dichotomy
theorem.
Graphs in classes of bounded orientable genus and graph classes obtained by excluding some a single-crossing graph
are H-minor-free for some apex graph H . The fact that max-cut is solvable in polynomial time in those classes of graphs
provides grounds for the following conjecture.
Conjecture 1. Let H be an apex graph. (simple) max-cut is solvable in polynomial time in the class of H-minor-free graphs.
A weaker version of Conjecture 1 is also interesting as a complement to results in [1].
Conjecture 2. Let g > 0 be an integer. (simple) max-cut is solvable in polynomial time in the class of graphs of (non-orientable)
genus at most g.
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