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Abstract. We firstly find the existence of silent event τ in true concurrency (named weakly true concur-
rency) by defining weakly true concurrent behaviors and weakly true concurrent logics. Based on Paolo
Baldan and Silvia Crafa’s comprehensive work on (strongly) true concurrency, we find the correspondence
between weakly true concurrent equivalences and weakly true concurrent logics.
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1. Introduction
In recent years, there have emerged several logics on true concurrency, including EIL (Event Identifier Logic)
[9] [10], SFL (Separation Fixpoint Logic) and TFL (Trace Fixpoint Logic) [11], and Paolo Baldan and Silvia
Crafa’s comprehensive work [12] [13] on (strongly) true concurrency. We will not enumerate all work on true
concurrency, but, all the work neglects the silent event τ in true concurrency background, which τ is called
silent step in (interleaving) bisimilarity [1] [2].
We consider the two prime event structures (PESs) Fig.1.1) and Fig.1.2), which are denoted as the CCS
processes a.τ∗.b and a.b. There exists several silent events τ∗ in Fig.1.1), which is invisible from the outside
world. Since any strongly behaviorial equivalences (such as interleaving bisimilarity, pomset bisimilarity, step
bisimilarity, history-preserving bisimilarity and hereditary history-preserving bisimilarity) do not distinguish
internal invisible and external visible events, the two PESs in Fig.1 are not equivalent modulo any (strongly)
concurrent bisimilarity. But, if we consider silent event τ in concurrent bisimilarity, just as (interleaving)
bisimilarity done, which is called weak (interleaving) bisimilarity, we will establish the concept of weakly true
concurrent bisimilarity (including weak pomset bisimilarity, weak step bisimilarity, weak history-preserving
bisimilarity and weak hereditary history-preserving bisimilarity). In fact, the two PESs in Fig.1 are equivalent
modulo any weakly concurrent bisimilarity.
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Fig. 1.
We introduce silent event τ into true concurrency based on Paolo Baldan and Silvia Crafa’s comprehen-
sive work [12] [13] on (strongly) true concurrency, just because [12] [13] unified several (strongly) concurrent
bisimilarity under one framework of modal logic, and it is natural to extend it to weakly concurrent bisimi-
larity under one modal logic, and for this, we believe. Although the extension looks like somewhat a trivial
work, we just process carefully to make silent event τ really keep silent.
The rest sections are organized as follows: in section 2, we extend PES with silent event τ and introduce
the concepts of several weakly concurrent bisimilarity; in section 3, we extend L to Lτ , and prove that Lτ
induces weak hereditary history-preserving bisimilarity; we extend fragments in L to those in Lτ in section
4; and also, we consider recursion in section 5; finally, we conclude this paper in section 6.
2. Weakly True Concurrency
In this section, we extend prime event structure with silent event τ , and explain the concept of weakly true
concurrency, i.e., concurrent behaviorial equivalence with considering silent event τ .
2.1. Event Structure with Silent Event τ
We give the definition of prime event structure (PES) [3] [4] [5] extended with the silent event τ as follows.
Definition 2.1 (Prime Event Structure with Silent Event). Let Λ be a fixed set of labels, ranged
over a, b, c,⋯ and τ . A (Λ-labelled) prime event structure with silent event τ is a tuple E = ⟨E,≤, ♯, λ⟩, where
E is a denumerable set of events, including the silent event τ . Let Eˆ = E/{τ}, exactly excluding τ , it is
obvious that τˆ∗ = , where  is the empty event. Let λ ∶ E → Λ be a labelling function and let λ(τ) = τ . And≤, ♯ are binary relations on E, called causality and conflict respectively, such that:
1. ≤ is a partial order and ⌜e⌝ = {e′ ∈ E∣e′ ≤ e} is finite for all e ∈ E. It is easy to see that e ≤ τ∗ ≤ e′ = e ≤ τ ≤⋯ ≤ τ ≤ e′, then e ≤ e′.
2. ♯ is irreflexive, symmetric and hereditary with respect to ≤, that is, for all e, e′, e′′ ∈ E, if e ♯ e′ ≤ e′′, then
e ♯ e′′.
Then, the concepts of consistency and concurrency can be drawn from the above definition:
1. e, e′ ∈ E are consistent, denoted as e ⌢ e′, if ¬(e ♯ e′). A subset X ⊆ E is called consistent, if e ⌢ e′ for all
e, e′ ∈X.
2. e, e′ ∈ E are concurrent, denoted as e ∥ e′, if ¬(e ≤ e′), ¬(e′ ≤ e), and ¬(e ♯ e′).
Definition 2.2 (Configuration). Let E be a PES. A (finite) configuration in E is a (finite) consistent
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subset of events C ⊆ E , closed with respect to causality (i.e. ⌜C⌝ = C). The set of finite configurations of E is
denoted by C(E). We let Cˆ = C/{τ}.
A consistent subset of X ⊆ E of events can be seen as a pomset. Given X,Y ⊆ E, Xˆ ∼ Yˆ if Xˆ and Yˆ are
isomorphic as pomsets. In the following of the paper, we say C1 ∼ C2, we mean Cˆ1 ∼ Cˆ2.
Definition 2.3 (Weak Pomset Transitions and Weak Step). Let E be a PES and let C ∈ C(E),
and ∅ ≠X ⊆ Eˆ, if C ∩X = ∅ and Cˆ ′ = Cˆ ∪X ∈ C(E), then C XÔ⇒ C ′ is called a weak pomset transition from C
to C ′, where we define eÔ⇒≜ τ∗Ð→ eÐ→ τ∗Ð→. And XÔ⇒≜ τ∗Ð→ eÐ→ τ∗Ð→, for every e ∈X. When the events in X are pairwise
concurrent, we say that C
XÔ⇒ C ′ is a weak step.
We will also suppose that all the PESs in this paper are image finite, that is, for any PES E and C ∈ C(E)
and a ∈ Λ, {e ∈ Eˆ∣C eÔ⇒ C ′ ∧ λ(e) = a} is finite.
2.2. Weakly Concurrent Behavioral Equivalence
Definition 2.4 (Weak Pomset, Step Bisimulation). Let E1, E2 be PESs. A weak pomset bisimulation
is a relation R ⊆ C(E1) × C(E2), such that if (C1,C2) ∈ R, and C1 X1Ô⇒ C ′1 then C2 X2Ô⇒ C ′2, with X1 ⊆ Eˆ1,
X2 ⊆ Eˆ2, X1 ∼ X2 and (C ′1,C ′2) ∈ R, and vice-versa. We say that E1, E2 are weak pomset bisimilar, writtenE1 ≈p E2, if there exists a weak pomset bisimulation R, such that (∅,∅) ∈ R. By replacing weak pomset
transitions with weak steps, we can get the definition of weak step bisimulation. When PESs E1 and E2 are
weak step bisimilar, we write E1 ≈s E2.
Definition 2.5 (Posetal Product). Given two PESs E1, E2, the posetal product of their configurations,
denoted C(E1)×C(E2), is defined as
{(C1, f,C2)∣C1 ∈ C(E1),C2 ∈ C(E2), f ∶ Cˆ1 → Cˆ2 isomorphism}.
A subset R ⊆ C(E1)×C(E2) is called a posetal relation. We say that R is downward closed when for
any (C1, f,C2), (C ′1, f,C ′2) ∈ C(E1)×C(E2), if (C1, f,C2) ⊆ (C ′1, f ′,C ′2) pointwise and (C ′1, f ′,C ′2) ∈ R, then(C1, f,C2) ∈ R.
For f ∶ X1 → X2, we define f[x1 ↦ x2] ∶ X1 ∪ {x1} → X2 ∪ {x2}, z ∈ X1 ∪ {x1},(1)f[x1 ↦ x2](z) = x2,if
z = x1;(2)f[x1 ↦ x2](z) = f(z), otherwise. Where X1 ⊆ Eˆ1, X2 ⊆ Eˆ2, x1 ∈ Eˆ1, x2 ∈ Eˆ2.
Definition 2.6 (Weak (Hereditary) History-Preserving Bisimulation). A weak history-preserving
(hp-) bisimulation is a posetal relation R ⊆ C(E1)×C(E2) such that if (C1, f,C2) ∈ R, and C1 e1Ô⇒ C ′1, then
C2
e2Ô⇒ C ′2, with (C ′1, f[e1 ↦ e2],C ′2) ∈ R, and vice-versa. E1,E2 are weak history-preserving (hp-)bisimilar
and are written E1 ∼hp E2 if there exists a hp-bisimulation R such that (∅,∅,∅) ∈ R.
A weak hereditary history-preserving (hhp-)bisimulation is a downward closed weak hp-bisimulation.E1,E2 are weak hereditary history-preserving (hhp-)bisimilar and are written E1 ≈hhp E2.
Proposition 2.7 (Weakly Concurrent Behavioral Equivalence). (Strongly) concurrent behavioral
equivalences imply weakly concurrent behavioral equivalences. That is, ∼p implies ≈p, ∼s implies ≈s, ∼hp
implies ≈hp, ∼hhp implies ≈hhp.
Proof. From the definition of weak pomset transition, weak step transition, posetal product and weakly
concurrent behavioral equivalence, it is easy to see that
eÐ→= Ð→ eÐ→ Ð→ for e ∈ E, where  is the empty event.
3. A Logic for Weakly True Concurrency
In this section, we will introduce a logic for weakly true concurrency, which is called Lτ , and the logic
equivalence induced by the logic.
3.1. A Logic Lτ
Let x and y denote tuples of variables x1,⋯, xn and y1,⋯, yn. Next, we give the syntax of the logic Lτ .
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Definition 3.1 (Syntax). Let V ar be a denumerable set of variables ranged over by x, y, z,⋯. The
syntax of the logic Lτ over the set of labels Λ is defined as follows, where a ranges over Λ:
ϕ ∶∶= T∣ϕ ∧ ϕ∣¬ϕ∣(x,y ≪ az)ϕ∣⟨⟨z⟩⟩ϕ
The notions of free variables, environments, and legal pairs are same as those of the logic L for (strongly)
true concurrency [12] [13], but which are only consider events in Eˆ. We retype these concepts as follows.
The set of free variables of a formula ϕ, fv(ϕ), is defined inductively as follows.
1. fv(T) = ∅
2. fv(ϕ1 ∧ ϕ2) = fv(ϕ1) ∪ fv(ϕ2)
3. fv(¬ϕ) = fv(ϕ)
4. fv((x,y ≪ az)ϕ) = x ∪ y ∪ (fv(ϕ)/{z})
5. fv(⟨⟨z⟩⟩)ϕ = fv(ϕ) ∪ {z}
Let E be a PES, and let EnvE be the set of environments η ∶ V ar → Eˆ. Given a formula ϕ in Lτ , a pair(C,η) ∈ C(E)×EnvE is legal for ϕ if C ∪ η(fv(ϕ))∪ {τ ∣τ∗eτ∗, e ∈ C ∪ η(fv(ϕ))} is a consistent set of events.
We denote by lpE(ϕ) the set of legal pairs for ϕ in E . And let E[C] = {e∣e ∈ Eˆ/Cˆ ∧C ⌢ e} called residual of
E after C.
Definition 3.2 (Semantics). Let E be a PES. The denotation of a formula ϕ, denoted {∣ϕ∣}E ∈
2C(E)×EnvE , is defined inductively as follows:
1. {∣T∣}E = C(E ×EnvE)
2. {∣ϕ1 ∧ ϕ2∣}E = {∣ϕ1∣}E ∩ {∣ϕ2∣}E ∩ lp(ϕ1 ∧ ϕ2)
3. {∣¬ϕ∣}E = lp(ϕ)/{∣ϕ∣}
4. {∣(x,y ≪ az)ϕ∣}E = {(C,η)∣(C,η) ∈ lp((x,y ≪ az)ϕ) and ∃e ∈ ˆE(C) such that e ⌢ η(fv(ϕ)/{z}) ∧ λ(e) =
a ∧ η(x) ≪ e ∧ η(y) ∥ (τ∗eτ∗) ∧ (C,η[z ↦ e]) ∈ {∣ϕ∣}E}
5. {∣⟨⟨z⟩⟩ϕ∣}E = {(C,η)∣C η(z)Ô⇒ C ′ ∧ (C ′, η) ∈ {∣ϕ∣}E}
Also, the PES E satisfies the formula ϕ in the configuration C and the environment η. when (C,η) ∈ {∣ϕ∣}E ,
written E ,C ⊧η ϕ. For closed formulae ϕ, we write E ,C ⊧ ϕ, when E ,C ⊧η ϕ for some η. And E ⊧ ϕ, whenE ,∅ ⊧ ϕ.
There are two formula (x,y ≪ az)ϕ and ⟨⟨z⟩⟩ϕ in Lτ , different to (x,y < az)ϕ and ⟨z⟩ϕ in L. The
difference between (x,y ≪ az)ϕ and (x,y < az)ϕ is that the event e binding to z is caused by the events
already bound to variables in x and also some silent events τ∗, and e binding to z is independent from those
bound to variables in y, and each event bound to some variable in y may follow some τ events and may have
some τ events followed. Also, the difference between ⟨⟨z⟩⟩ϕ and ⟨z⟩ϕ in L is that e binding to z is executed,
and may follow some τ events and may have some τ events followed.
Given a PES E , free variables in a formula ϕ, environments η ∶ V ar → Eˆ, and a legal pair (C,η) ∈C(E)×EnvE only consider events Eˆ, and ensure that every τ event keeps silent. Several conclusions on legal
pairs and environments in L will still hold in Lτ . We only retype the conclusions without proofs.
Lemma 3.3 (Negation). Let ϕ be a closed formula in Lτ , let E be a PES and let (C,η) ∈ C(E)×EnvE .
Then, E ,C ⊧η ϕ iff E ,C ⊭η ¬ϕ.
Lemma 3.4 (Denotations Consist of Legal Pairs). Let E be a PES. Then, for any formula ϕ ∈ Lτ ,
it holds {∣ϕ∣}E ⊆ lpE(ϕ).
Lemma 3.5. Let E be a PES and let C ∈ C(E). Let ϕ ∈ Lτ and let η1, η2 ∶ V ar → Eˆ be environments
such that η1(x) = η2(x) for any x ∈ fv(ϕ). Then, E ,C ⊧η1 ϕ iff E ,C ⊧η2 ϕ.
For dual operators, the new cases in Lτ are as follows.{x,y ≪ az}ϕ for the formula ¬((x,y ≪ az)¬ϕ). Its semantics is as follows.{∣{x,y ≪ az}ϕ∣}E = {(C,η)∣(C,η) ∈ lp({x,y ≪ az}ϕ) and ∀e ∈ ˆE(C) such that e ⌢ η(fv(ϕ)/{z})∧λ(e) =
a ∧ η(x) ≪ e ∧ η(y) ∥ (τ∗eτ∗) ∧ (C,η[z ↦ e]) ∈ {∣ϕ∣}E}.[[ϕ]] for the formula ¬(⟨⟨z⟩⟩¬ϕ). Its semantics is as follows.{∣[[z]]∣}E = {(C,η)∣(C,η) ∈ lp([[z]]ϕ) and if C η(z)Ô⇒ C ′ then (C ′, η) ∈ {∣ϕ∣}E}.
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We also write ⟨⟨∣x,y ≪ az∣⟩⟩ϕ for the formula (x,y ≪ az)⟨⟨z⟩⟩ϕ.
And ((x,y ≪ az)⊗ (x′,y′ ≪ bz′))ϕ for the formula (x,y ≪ az)(x′,y′, z ≪ bz′)ϕ, and (⟨⟨∣x,y ≪ az∣⟩⟩⊗⟨⟨∣x′,y′ ≪ bz′∣⟩⟩)ϕ for the formula (x,y ≪ az)⊗ (x′,y′ ≪ bz′)⟨⟨z⟩⟩⟨⟨z′⟩⟩ϕ.
3.2. The Logic Lτ and Weak HHP-Bisimilarity ≈hhp
We will show that the logic Lτ induces weak hhp-bisimilarity.
Two PESs E1, E2 are logically equivalent in Lτ , written E1 ≡Lτ E2, when they satisfy the same closed
formulae in Lτ .
Proposition 3.6. Let E1 and E2 be PESs such that E1 ≡Lτ E2, then E1 ≈hhp E2.
Proof. We should remember the difference between Lτ and L, also ≈hhp and ∼hhp. The basic difference is
that in Lτ and ≈hhp, the execution of an event e may follow some τ events and may have some τ events
followed.
So the proof is similar with the soundness proof E1 ≡L E2, implies E1 ∼hhp E2. We just give the skeleton
of the proof.
We fix a surjective environment η1 ∶ V ar → Eˆ1. For an event e ∈ Eˆ1, η1(xe) = e. For a configuration
Cˆ1 = {e1,⋯en}, the set of variables XCˆ1 = {xe1 ,⋯, xen}.
Consider the posetal relation R ⊆ C(E1)×C(E2) defined by:
R = {(C1, f,C2)∣∀ψ ∈ Lτ .fv(ψ) ⊆XCˆ1(E1,∅ ⊧η1 ψ iff E2,∅ ⊧f○η1 ψ)}. (1)
Since E1 ≡Lτ E2, we have that (∅,∅,∅) ∈ R. It is still sufficient to prove that R is a weak hhp-bisimulation≈hhp.
Since in Lτ and ≈hhp, we only consider the events in Eˆ1 and Eˆ2, it is easy to see that R in (1) is downward
closed.
To prove R is a weak hp-bisimulation, it is sufficient to show that given (C1, f,C2) ∈ R, if C1 eÔ⇒ C ′1,
then there exists a transition C2
gÔ⇒ C ′2, such that f ′ = f[e↦ g] ∶ Cˆ ′1 → Cˆ ′2 is an isomorphism of pomsets and(C ′1, f ′,C ′2) ∈ R.
Since all PESs are assumed to be image finite, there are finitely many transitions C2
giÔ⇒ Ci2 (i ∈ {1,⋯, n}),
such that Cˆ ′1 ∼ Cˆi2 as pomset.
Then we proceed by contradiction. Assume that, for any i ∈ {1,⋯, n}, it holds (C ′1, f i,Ci2) ∉ R. By the
definition of R (1), there exists a formula ψi such that E1,∅ ⊧η1 ψi and E2,∅ ⊭fi○η1 ψi, where fv(ψi) ⊆
X
Cˆ′1 =XCˆ1 ∪ {xe} and f i = f[e↦ gi].
Similarly, constructing the following formula
ϕ = (x,y ≪ axe)(⟨⟨XCˆ1⟩⟩⟨⟨xe⟩⟩T ∧ ψ1 ∧⋯ ∧ ψn)
,
where a = λ1(e) and x,y ⊆XCˆ1 .
It can be proven that E1,∅ ⊧η1 ϕ, and E2,∅ ⊭f○η1 ϕ, based on the contradiction hypothesis.
The converse also can be proven analogously.
The lemma about hhp-bisimilarity as a PES [6] still holds for the case of the weak hhp-bisimilarity, that
is, weak hhp-bisimilarity can also act as a PES. This leads to the following lemma.
Lemma 3.7 (Weak Hhp-Bisimilarity as a PES). Let E1, E2 be PESs such that E1 ≈hhp E2, and let
R be a weak hhp-bisimulation. Then there exists a PES ER = ⟨ER,≤R, ♯R, λR⟩ such that for i ∈ {1,2}:
1. Ei ≈hhp ER;
2. there are surjective maps f iR ∶ EˆR → Eˆi such that {(C, f iR∣C , f iR(Cˆ))∣C ∈ C(ER)} is a weak hhp-bisimulation.
Additionally, each f iR preserves labels, causality ≤ and concurrency ∥, it maps configurations to configu-
rations and it is injective on consistent sets of events.
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Proof. We just restrict the event e1, e2, e
′
1, e
′
2 in the sets Eˆ1 and Eˆ2, then we can construct ER = ⟨ER,≤R
, ♯R, λR⟩:
1. ER = {(e1, f, e2)∣(⌜e1⌝, f, ⌜e2⌝) ∈ R},
2. (e1, f, e2) ≤R (e′1, f ′, e′2) if f ⊆ f ′,
3. (e1, f, e2) ♯R(e′1, f ′, e′2) if there exists no (C, g,D) ∈ R such that (⌜e1⌝, f, ⌜e2⌝), (⌜e′1⌝, f, ⌜e′2⌝) ⊆ (C, g,D)
pointwise,
4. λR(e1, f, e2) = λ1(e1).
The maps f1R ∶ EˆR → Eˆ1 and f2R ∶ EˆR → Eˆ2 are just the projections on the first and third components,
respectively.
Proposition 3.8. Let E1 and E2 are PESs, if E1 ≈hhp E2, then E1 ≡Lτ E2.
Proof. Let R be a weak hhp-bisimulation relating E1 and E2. We assume that R = {(C1, f∣Cˆ1 , f(Cˆ1))}, where
f ∶ Eˆ1 → Eˆ2 is a surjective map satisfying the condition of Lemma 3.7 and preserves legal pairs. It is still
sufficient to prove that for any formula ϕ ∈ Lτ , and any (C1, η1) ∈ lpE1(ϕ)
E1,C1 ⊧η1 ϕ iff E2, f(Cˆ1) ⊧f○η1 ϕ (2)
From (2), we can get E1 ⊧ ϕ iff E2 ⊧ ϕ, for any closed formula ϕ. That is, E1 ≡Lτ E2.
The proof proceeds by induction on the formula ϕ. That is, the cases include ϕ = T, ϕ = ϕ1 ∧ ϕ2,
ϕ = ¬ϕ1,ϕ = (x,y ≪ az)ψ, and ϕ = ⟨⟨x⟩⟩ψ. We only prove the non-trivial cases ϕ = (x,y ≪ az)ψ and
ϕ = ⟨⟨x⟩⟩ψ.
The cases ϕ = (x,y ≪ az)ψ and ϕ = ⟨⟨x⟩⟩ψ are as follows.
We notice that f in (2) is a map from Eˆ1 to Eˆ2, the definitions of free variables, semantics and legal pairs
in ϕ ∈ Lτ make τ keeps silent. So, by the definitions of semantics for ϕ = (x,y ≪ az)ψ and ϕ = ⟨⟨x⟩⟩ψ, Lemma
3.4, and Lemma 3.7, E1,C1 ⊧η1 ϕ iff E2, f(Cˆ1) ⊧f○η1 ϕ with E1 ≈hhp E2, for ϕ = (x,y ≪ az)ψ and ϕ = ⟨⟨x⟩⟩ψ
in Lτ , can be proven similarly to E1,C1 ⊧η1 ϕ iff E2, f(C1) ⊧f○η1 ϕ with E1 ∼hhp E2, for ϕ = (x,y < az)ψ and
ϕ = ⟨x⟩ψ in L. We do not retype the proof processes.
Proposition 3.6 and 3.8 together say that weak hhp-bisimilarity is the logical equivalence of Lτ .
Theorem 3.9 (Weak Hhp-Bisimilarity, Logically). Let E1 and E2 be PESs. Then, E1 ≈hhp E2 iffE1 ≡Lτ E2.
4. Fragments of the Logic Lτ
It is natural to find that different fragments of the logic Lτ induce corresponding concurrent equivalences:
Hennessy-Milner logic LτHM induces weak (interleaving) bisimilarity ≈HM , step logic Lτs induces weak step
bisimilarity ≈s, pomset logic Lτp induces weak pomset bisimilarity ≈p, and hp logic Lτhp induces weak hp-
bisimilarity ≈hp.
4.1. Hennessy-Milner Logic LτHM and Weak (Interleaving) Bisimilarity ≈HM
The syntax of Hennessy-Milner logic LτHM is as follows:
ϕ ∶∶= ⟨⟨∣ax∣⟩⟩ϕ∣ϕ ∧ ϕ∣¬ϕ∣T
It is well known that equivalence LτHM induced is weak (interleaving) bisimilarity [1] [2] as follows.
Theorem 4.1 (Weak (Interleaving) Bisimilarity, Logically). Let E1 and E2 be PESs. Then, E1 ≈HME2 iff E1 ≡Lτ
HM
E2.
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4.2. Step Logic Lτs and Weak Step Bisimilarity ≈s
The syntax of step logic Lτs is as follows:
ϕ ∶∶= (⟨⟨∣a1x1∣⟩⟩⊗⋯⊗ ⟨⟨∣anxn∣⟩⟩)ϕ∣ϕ ∧ ϕ∣¬ϕ∣T
Theorem 4.2 (Weak Step Bisimilarity, Logically). Let E1 and E2 be PESs. Then, E1 ≈s E2 iffE1 ≡Lτs E2.
Proof. All formulae in Lτs are closed, let C1 ∈ C(E1) and C2 ∈ C(E2), and let R be a weak step bisimulation,
we need to prove that (C1,C2) ∈ R, iff for any formula ϕ ∈ Lτs , E1,C1 ⊧ ϕ⇔ E2,C2 ⊧ ϕ.
(⇒)For (C1,C2) ∈ R and R is a weak step bisimulation, to get E1,C1 ⊧ ϕ⇔ E2,C2 ⊧ ϕ for all ϕ ∈ Lτs , we
need to induct on the structure of ϕ.
For the nontrivial case ϕ = (⟨⟨∣a1x1∣⟩⟩ ⊗ ⋯ ⊗ ⟨⟨∣anxn∣⟩⟩)ψ, all events {e1,⋯, en} ⊆ Eˆ1, a weak step
C1
{e1,⋯,en}ÔÔÔÔ⇒ C ′1 will cause a weak step C2 {g1,⋯,gn}ÔÔÔÔ⇒ C ′2 in which {g1,⋯, gn} ⊆ Eˆ2. And each event ei ∈{e1,⋯, en}, gi ∈ {g1,⋯, gn} may follow τ∗ and may have τ∗ followed.(C ′1,C ′2) ∈ R, E1,C1 ⊧ ϕ, E1,C ′1 ⊧η1[x1↦e1,⋯,xn↦en] ψ, E2,C ′2 ⊧η2[x1↦g1,⋯,xn↦gn] ψ, E2,C2 ⊧η2 ϕ, since ϕ is
closed, E2,C2 ⊧ ϕ.
(⇐)We prove that the relation
R = {(C1,C2)∣∀ϕ ∈ Lτs(E1,C1 ⊧ ϕ iff E2,C2 ⊧ ϕ)}
is a weak step bisimulation.
We proceed by contradiction. For X ⊆ Eˆ1 and Y ⊆ Eˆ2, let (C1,C2) ∈ R, C1 XÔ⇒ C ′1, C2 YÔ⇒ C ′2 and X ∼ Y
as pomsets, then (C ′1,C ′2 ∉ R). Hence, there exists a formula ψ ∈ Lτs , such that E1,C ′1 ⊧ ψ and E2,C ′2 ⊭ ψ.
Since all PESs are image finite, we assume some step Y i and some formula ψi, E1,C ′1 ⊧ ψi and E2,C ′2 ⊭ ψi.
Then we can construct a formula
ϕ = (⟨⟨∣a1x1∣⟩⟩⊗⋯⊗ ⟨⟨∣anxn∣⟩⟩)(ψ1 ∧⋯ ∧ ψk)
,
such that E1,C1 ⊧ ϕ and E2,C2 ⊭ ϕ.
4.3. Pomset Logic Lτp and Weak Pomset Bisimilarity ≈p
The syntax of pomset logic Lτp is as follows:
ϕ ∶∶= ⟨⟨∣x,y ≪ az∣⟩⟩ϕ∣ϕ ∧ ϕ∣¬ϕ∣T
where ¬ and ∧ are used only on closed formulae.
Let Pom(⟨⟨∣x1,y1 ≪ a1z1∣⟩⟩⋯⟨⟨∣xn,yn ≪ anzn∣⟩⟩), denote the class of pomsets (Z,≤, λ) such that Z ={z1,⋯zn} and λ(zi) = ai, and for any z ∈ Z, (1)z ∈ xi implies z ≤ zi, (2)z ∈ yi implies z ≰ zi.
The following lemma still stands for weak pomset transition.
Lemma 4.3. Let ϕ = (⟨⟨∣x1,y1 ≪ a1z1∣⟩⟩⋯⟨⟨∣xn,yn ≪ anzn∣⟩⟩)ψ be a closed formula in Lτp . ThenE ,C ⊧η ϕ iff C XÔ⇒ C ′ where X = {e1,⋯, en} is a pomset such that X ∼ (Z,≤, λ) for some (Z,≤, λ) ∈
Pom(⟨⟨∣x1,y1 ≪ a1z1∣⟩⟩⋯⟨⟨∣xn,yn ≪ anzn∣⟩⟩) and E ,C ′ ⊧η′ ψ, with η′ = η[z1 ↦ e1,⋯, zn ↦ en].
Since τ in the execution of a single pomset keeps silent, the execution of a single pomset still can be
characterized by a corresponding formula in Lτp . That is, for pZ = (Z,≤pZ , λpZ ), ϕ ∈ Lτp , we define ⟨⟨∣pZ ∣⟩⟩ as
follows: (1) ⟨⟨∣pZ ∣⟩⟩ϕ = ϕ if Z = ∅; (2)⟨⟨∣pZ ∣⟩⟩ϕ = ⟨⟨∣pZ′ ∣⟩⟩⟨⟨∣x,y ≪ az∣⟩⟩ϕ, where Z = Z ′ ∪ {z}, z is maximal
with respect to ≤pZ , x = {z′ ∈ Z ′∣z′ ≤pZ z}, y = Z ′/x, a = λpZ (z).
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Lemma 4.3 holds for the above pomset formula. Let E be a PES and C ∈ C(E), {z1,⋯, zn} ⊆ V ar,
pZ = (Z,≤pZ , λpZ ), then E ,C ⊧ ⟨⟨∣pZ ∣⟩⟩ϕ iff C XÔ⇒ C ′ where X = {e1,⋯, en} is a pomset and X ∼ pZ andE ,C ′ ⊧η′ ϕ, with η′ = η[z1 ↦ e1,⋯, zn ↦ en].
Theorem 4.4 (Weak Pomset Bisimilarity, Logically) Let E1 and E2 be PESs. Then, E1 ≈p E2 iffE1 ≡Lτp E2.
Proof. Let C1 ∈ C(E1) and C2 ∈ C(E2), and let R be a weak pomset bisimulation, we need to prove that(C1,C2) ∈ R, iff for any formula ϕ ∈ Lτp , E1,C1 ⊧ ϕ⇔ E2,C2 ⊧ ϕ.
(⇒)For (C1,C2) ∈ R and R is a weak pomset bisimulation, to get E1,C1 ⊧ ϕ⇔ E2,C2 ⊧ ϕ for all ϕ ∈ Lτp ,
we need to induct on the structure of ϕ.
For the nontrivial case ϕ = (⟨⟨∣x1,y1 ≪ a1z1∣⟩⟩⋯⟨⟨∣xn,yn ≪ anzn∣⟩⟩)ψ, all events {e1,⋯, en} ⊆ Eˆ1, a weak
pomset transition C1
{e1,⋯,en}ÔÔÔÔ⇒ C ′1 will cause a weak pomset C2 {g1,⋯,gn}ÔÔÔÔ⇒ C ′2 in which {g1,⋯, gn} ⊆ Eˆ2. And
each event ei ∈ {e1,⋯, en}, gi ∈ {g1,⋯, gn} may follow τ∗ and may have τ∗ followed.(C ′1,C ′2) ∈ R, E1,C1 ⊧ ϕ, E1,C ′1 ⊧η1[z1↦e1,⋯,zn↦en] ψ, E2,C ′2 ⊧η2[z1↦g1,⋯,zn↦gn] ψ, by Lemma 4.3, E2,C2 ⊧η2
ϕ, since ϕ is closed, E2,C2 ⊧ ϕ.
(⇐)We prove that the relation
R = {(C1,C2)∣∀ϕ ∈ Lτp(E1,C1 ⊧ ϕ iff E2,C2 ⊧ ϕ)}
is a weak pomset bisimulation.
We proceed by contradiction. For X ⊆ Eˆ1 is a pomset and Y ⊆ Eˆ2 is a pomset, let (C1,C2) ∈ R, C1 XÔ⇒ C ′1,
C2
YÔ⇒ C ′2 and X ∼ Y as pomsets, then (C ′1,C ′2 ∉ R). Hence, there exists a closed formula ψ ∈ Lτp , such thatE1,C ′1 ⊧ ψ and E2,C ′2 ⊭ ψ.
Since all PESs are image finite, we assume some step Y i and some formula ψi, E1,C ′1 ⊧ ψi and E2,C ′2 ⊭ ψi.
Then we can construct a formula
ϕ = ⟨⟨∣pZ ∣⟩⟩(ψ1 ∧⋯ ∧ ψk)
,
such that E1,C1 ⊧ ϕ and E2,C2 ⊭ ϕ.
4.4. HP Logic Lτhp and Weak HP-Bisimilarity ≈hp
The syntax of hp logic Lτhp is as follows:
ϕ ∶∶= ⟨⟨∣x,y ≪ az∣⟩⟩ϕ∣ϕ ∧ ϕ∣¬ϕ∣T
Lemma 4.5. Let E1 and E2 be PESs and let (C1, f,C2) ∈ C(E1)×C(E2), C1 ∈ C(E1) and C2 ∈ C(E2),
are configurations, and f ∶ Cˆ1 → Cˆ2 is an isomorphism of pomsets. Then, R is a weak hp-bisimulation and(C1, f,C2) ∈ R, iff, for any ϕ ∈ Lτhp, η1 ∈ EnvE1 and η1(fv(ϕ)) ⊆ C1, E1,C1 ⊧η1 ϕ⇔ E2,C2 ⊧f○η1 ϕ.
Proof. (⇒)For (C1, f,C2) ∈ R and R is a weak hp-bisimulation, η1 ∈ EvnE1 such that η1(fv(ϕ)) ⊆ C1, to getE1,C1 ⊧η1 ϕ⇔ E2,C2 ⊧f○η1 ϕ for all ϕ ∈ Lτhp, we need to induct on the structure of ϕ.
For the nontrivial case ϕ = (⟨⟨∣x,y ≪ az∣⟩⟩ψ, if E1,C1 ⊧η1 ϕ, there is an event e ∈ Eˆ1, such that C1 eÔ⇒ C ′1,
with λ1(e) = a, η1(x) ≪ e, η1(y) ∥ τ∗eτ∗, and E1,C ′1 ⊧η′1 ψ, where η′1 = η1[z ↦ e].
Since (C1, f,C2) ∈ R, there exists an event g ∈ Eˆ2, such that C2 gÔ⇒ C ′2, and (C ′1, f ′,C ′2) ∈ R with
f ′ = f[e ↦ g], we get λ2(g) = a, f(η1(x)) ≪ g, and f(η1(y)) ∥ τ∗gτ∗. Since η′1(fv(ψ)) ⊆ η′1(fv(ϕ) ∪ {z}) =
η1(fv(ϕ)) ∪ {e} ⊆ Cˆ1 ∪ {e} = Cˆ ′1, then we get E2,C ′2 ⊧f ′○η′1 ψ. So, E2,C2 ⊧f○η1 ϕ.
The converse also can be proven analogously.
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(⇐)We fix η1 ∶ V ar → Eˆ1. For e ∈ Eˆ1, we let η1(xe) = e. For Cˆ1 = {e1,⋯, en}, we let XCˆ1 = {xe1 ,⋯, xen}.
We prove that the relation
R = {(C1, f,C2)∣∀ϕ ∈ Lτhp.fv(ϕ) ⊆XCˆ1(E1,C1 ⊧η1 ϕ iff E2,C2 ⊧f○η1 ϕ)}
is a weak hp-bisimulation.
We proceed by contradiction. For e ∈ Eˆ1, g ∈ Eˆ2, let (C1, f,C2) ∈ R, C1 eÔ⇒ C ′1, C2 gÔ⇒ C ′2 and Cˆ ′1 ∼ Cˆ ′2
as pomsets, then (C ′1, f[e ↦ g],C ′2 ∉ R). Hence, there exists a formula ψ ∈ Lτhp with fv(ψ ⊆ XCˆ′1), such thatE1,C ′1 ⊧η1 ψ and E2,C ′2 ⊭f ′○η1 ψ.
Since all PESs are image finite, we assume some step Y i, some formula ψi, some gi, and some f i =
f[e ↦ gi] ∶ Cˆ ′1 → Cˆi2 is an isomorphism of pomsets, E1,C ′1 ⊧η1 ψi and E2,Ci2 ⊭fi○η1 ψi where fv(ψi) ⊆ XCˆ′1 =
XCˆ1 ∪ {xe}.
Then we can construct a formula
ϕ = ⟨⟨∣x,y ≪ axe∣⟩⟩(ψ1 ∧⋯ ∧ ψk)
,
such that E1,C1 ⊧η1 ϕ and E2,C2 ⊭f○η1 ϕ.
Theorem 4.6 (Weak Hp-Bisimilarity, Logically). Let E1 and E2 be PESs. Then, E1 ≈hp E2 iff E1 ≡Lτ
hp
.
Proof. (⇒)Let E1 ≈hp E2, then there is a weak hp-bisimulation R such that (∅,∅,∅) ∈ R. For all ϕ ∈ Lτhp, if ϕ
is closed, we get E1,∅ ⊧η1 ϕ iff E2,∅ ⊧f○η1 ϕ for any η1 ∈ EnvE1 , that is, E1 ⊧ ϕ iff E1 ⊧ ϕ, that is, E1 ≡Lτhp E2.
(⇐) Let E1 ≡Lτ
hp
E2. Then, for any closed formula ϕ ∈ Lτhp, we get E1,∅ ⊧η1 ϕ iff E2,∅ ⊧η2 ϕ, then, we getE1,∅ ⊧η1 ϕ iff E2,∅ ⊧○η1 ϕ. So, it says that there exists a weak hp-bisimulation R such that (∅,∅,∅) ∈ R,
that is, E1 ≈hp E2.
5. The Logic Lτ with Recursion
To express infinite computation, we extend Lτ with recursion by a fixpoint operator, which is called µLτ .
µLτ also induces weak hhp-bisimilarity. The solution is similar to that of µL inducing hhp-bisimilarity
(which is similar to µ-calculus inducing (interleaving) bisimilarity [8]). In the following, we just give the
skeleton.
Let X a be a set of abstract proposition ranged by X,Y,⋯. A abstract proposition X can be turned into
a formula by specifying a name for its free variables as X(x), and ∣x∣ = ar(X), where ar(X) is the arity of
X, and X ∈ X .
Definition 5.1 (Syntax). Let V ar be a denumerable set of event variables and let X be a set of
propositions. The syntax of µLτ over labels Λ is defined as follows:
ϕ ∶∶=X(x)∣T∣ϕ ∧ ϕ∣¬ϕ∣(x,y ≪ az)ϕ∣⟨⟨z⟩⟩ϕ∣µX(x).ϕ
,
where for formula µX(x).ϕ, X must occur positively in ϕ to ensure the existence of the fixpoint, fv(ϕ) =
x.
The free variables of a formula ϕ in µLτ are added the following two clauses: fv(X(x)) = x and
fv(µX(x).ϕ) = x.
The greatest fixpoint operator can be defined as νX(x).ϕ = ¬(µX(x.¬ϕ˜)), where ϕ˜ is the formula
obtained replacing any occurrence of X in ϕ with ¬X.
The set of free propositions in a formula ϕ in µL as fp(ϕ), is defined inductively, we just enumerate the
non-trivial ones in µLτ
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fp((x,y ≪ az)ϕ) = fp(⟨⟨z⟩⟩ϕ) = fp(ϕ)
Let E be a PES. A proposition environment is a function pi ∶ X → 2C(E)×EnvE , same as that in µL. And
the conclusions about the proposition environments pi in µL also hold in µLτ .
Let E be a PES. The denotation of the non-trivial formula in µLτ defined inductively as follows:
1. {∣(x,y ≪ az)ϕ∣}Epi = {(C,η)∣(C,η) ∈ lp((x,y ≪ az)ϕ) and ∃e ∈ ˆE(C) such that e ⌢ η(fv(ϕ)/{z}) ∧ λ(e) =
a ∧ η(x) ≪ e ∧ η(y) ∥ (τ∗eτ∗) ∧ (C,η[z ↦ e]) ∈ {∣ϕ∣}Epi}
2. {∣⟨⟨z⟩⟩ϕ∣}Epi = {(C,η)∣C η(z)Ô⇒ C ′ ∧ (C ′, η) ∈ {∣ϕ∣}Epi}
3. {∣µX(x).ϕ∣}Epi = lfp(f)
Where lfp(f) is the least fixed point of the function f ∶ 2lp(X(x)) → 2lp(X(x)). Note that, the least fixed
point of f still exists by Knaster-Tarski theorem, Since pi[X(x)↦ S] for S ⊆ lp(X(x)) only considers event
e ∈ Eˆ.
Let µLτ,∞ be the extension of µLτ with infinite conjunctions ∧.
Then the lemma about fixpoint unfolding via approximants in µLτ,∞ still holds. Its says that: Let E be a
PES. for any formula µX(x).ϕ in µLτ,∞, there exists an ordinal α such that {∣µX(x)ϕ∣}Epi = {∣µαX(x).ϕ∣}Epi.
Theorem 5.2 (Invariance of Logical Equivalence). The logical equivalences of Lτ and µLτ coincide
with ≈hhp.
Proof. ≡µLτ implies ≡Lτ , ≡Lτ implies ≈hhp, so, ≡µLτ implies ≈hhp.≈hhp implies ≡Lτ,∞ , the above lemma says that for any closed formula in µLτ,∞, there exists an equivalent
formula in Lτ,∞, so, ≡Lτ,∞ implies ≡µLτ . So, ≈hhp implies ≡µLτ .
The logical equivalences of fragments of µLτ also coincide with corresponding weakly concurrent bisim-
ilarity. That is, ≡Lτ
HM
and ≡µLτ
HM
coincide ≈HM , ≡Lτs and ≡µLτs coincide ≈s, ≡Lτp and ≡µLτp coincide ≈p, and
also ≡Lτ
hp
and ≡µLτ
hp
coincide ≈hp.
6. Conclusions
We firstly find the existence of silent event τ in true concurrency (named weakly true concurrency) by
defining weakly true concurrent behaviors and weakly true concurrent logics. Based on Paolo Baldan and
Silvia Crafa’s comprehensive work [12] [13] on (strongly) true concurrency, we find the correspondence
between weakly true concurrent equivalences and weakly true concurrent logics.
References
[1] Matthew Hennessy and Robin Milner. Algebraic laws for nondeterminism and concurrency. J. ACM, 1985, 32,
137-161.
[2] Robin Milner. Communication and concurrency. Printice Hall, 1989.
[3] Mogens Nielsen, Gordon D. Plotkin, and Glynn Winskel. Petri nets, event structures and domains, Part I. Theoret.
Comput. Sci. 1981, 13, 85-108.
[4] Glynn Winskel. Event structures. In Petri Nets: Applications and Relationships to Other Models of Concurrency,
Wilfried Brauer, Wolfgang Reisig, and Grzegorz Rozenberg, Eds., Lecture Notes in Computer Science, 1987, vol.
255, Springer, Berlin, 325-392.
[5] Glynn Winskel and Mogens Nielsen. Models for concurrency. In Samson Abramsky, Dov M. Gabbay,and Thomas
S. E. Maibaum, Eds., Handbook of logic in Computer Science, 1995, vol. 4, Clarendon Press, Oxford, UK.
[6] Marek A. Bednarczyk. Hereditary history preserving bisimulations or what is the power of the future perfect in
program logics. Tech. Rep. Polish Academy of Sciences. 1991.
[7] Sibylle B. Fro¨schle and Thomas T. Hildebrandt. On plain and hereditary history-preserving bisimulation. In Pro-
ceedings of MFCS’99, Miroslaw Kutylowski, Leszek Pacholski, and Tomasz Wierzbicki, Eds., Lecture Notes in
Computer Science, 1999, vol. 1672, Springer, Berlin, 354-365.
[8] Julian Bradfield and Colin Stirling. Modal mu-calculi. In Handbook of Modal Logic, Patrick Blackburn, Johan van
Benthem, and Franck Wolter, Eds., Elsevier, Amsterdam, The Netherlands, 2006, 721-756.
[9] Iain Phillips and Irek Ulidowski. Reverse bisimulations on stable configuration structures. In Proceedings of SOS’09,
B. Klin and P. Sobocin`ski, Eds., Electronic Proceedings in Theoretical Computer Science, 2010, vol. 18. Elsevier,
Amsterdam, The Netherlands, 62-76.
Draft of Weakly True Concurrency and Its Logic 11
[10] Iain Phillips and Irek Ulidowski. A logic with reverse modalities for history-preserving bisimulations. In Proceedings
of EXPRESS’11, Bas Luttik and Frank Valencia, Eds., Electronic Proceedings in Theoretical Computer Science,
2011, vol. 64, Elsevier, Amsterdam, The Netherlands, 104-118.
[11] Julian Gutierrez. On bisimulation and model-checking for concurrent systems with partial order semantics. Ph.D.
dissertation. LFCS- University of Edinburgh, 2011.
[12] Paolo Baldan and Silvia Crafa. A logic for true concurrency. In Proceedings of CONCUR’10, Paul Gastin and
Franc¸ois Laroussinie, Eds., Lecture Notes in Computer Science, 2010, vol. 6269, Springer, Berlin, 147-161.
[13] Paolo Baldan and Silvia Crafa. A logic for true concurrency. J.ACM, 2014, 61(4): 36 pages.
