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Let T be a linear operator on a Banach space X, with sup I/ T” ‘1 : xc. If 
{T%} is weak-* sequentially compact in X**, we prove the equivalence of the 
following: (1) lim~,m N-r EL, 1(x*, T”x)l = 0 for every x* E X*. (2) x is 
orthogonal to the eigenvectors of T* with unimodular eigenvalues. For example, 
the assumption holds if X* is separable. An example shows that the sufficient 
condition for (l), T”ix + 0 weakly for some {n<}, is not necessary. 
INTRODUCTION 
Weak mixing in ergodic theory consists of strengthening the Cedro conver- 
gence of the mean ergodic theory to strong Cesaro convergence [A]. Since fixed 
points cause no convergence problems, the study is reduced to problems of 
convergence to zero (and appropriate decompositions of the space). For Ceshro 
convergence, the following is well known (e.g., [13]). 
PROPOSITION 1. Let sup // Tn 11 < co ( w h ere T is a linear operator on a Banach 
space X). Then the following conditions are equivalent for x E X: 
(2) x E (I - T)X. 
(3) (y*, x} = 0 for every y* E X* with T*y* = y*. 
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For strong Cesiro convergence, we are interested in obtaining 
for every x* E X*. A sufficient condition (7%~ + 0 weakly for some {+}) was 
obtained in [S]. If the Banach space is over the complex field, we would like to 
replace the fixed points of T* in (3) by eigenvectors of unimodular eigenvalues, 
and obtain the strong Cesaro convergence in (1). The motivation is von 
Neumann’s spectral mixing theorem [4, p. 401, and it can be done in certain 
cases (Section l), but not in general. 
All Banach spaces considered here are over the complex field. 
1. UNIMODULAR EIGENVALUES AND STRONG CESARO CONVERGENCE 
THEOREM 2. Let T be a linear operator on a Banach space X satisfying 
sup I/ TV” /j < co. For x E X, sub that {Tnx} is weak-* sequentially compact in 
X**, the following conditions are equivalent: 
(1) For every x* E X*, we have lim,,, N-iCr==, 1(x*, T”x)l = 0. 
(2) 0 is a weak cluster point of { Tnx}. 
(3) (y*, x) = 0 for y* E X* with T*y* = Ay*, I X [ = 1. 
(4) For every ] h ] = 1 we have lim,,, 11 N-l ~~=, hnT”x [I = 0. 
Proof. (1) * (2) z- (3) are immediate. (3) o (4) follows from Proposition 1 
applied to A-IT for I h I = 1. The first step for proving (4) * (1) is the following. 
LEMMA 3. The theorem is true if X is a Hilbert space and T is an isometry. 
A proof of the lemma (attributed to J. Neveu), which uses only elementary 
harmonic analysis on the circle (Herglotz’ theorem) appears in [9, Proposition 
1.21. Another proof, for contractions, which uses the decomposition [3] into a 
unitary part and a weakly-convergent-to-zero part, is given in [IO], where the 
proof of the weak mixing theorem [4, p. 401 is applied to the unitary part. 
We now proceed to prove the theorem under the assumption jl T 11 < 1 (which 
can be obtained by a change of norm). 
Let S = {x*: II x* 11 < l}. S is a compact Hausdorff space in the weak-* 
topology, and the restriction of T* to S is a continuous map. Af (x*) = f( T*x*) 
is a positive contraction of C(S). Let 0 < p E C(S)* be invariant for A*. 
Defineg E C(S) byg(x*) = (x*, x). Let I X I = 1. By (4) 
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implying that I/ N-r C,=, XnAng 11s + 0 in L,(S, p). Since A is an isometry of 
L,(p), Lemma 3 shows that 0 is a weak limit point of Ang (inL&)), so there is a 
subsequence {rzlc} with Ankg ---f 0 weakly in L,(p). By hypothesis, .[Ec} is 
weak-* sequentially compact, so there is a subsequence {mj} C (Q} with {Fjx} 
weakly Cauchy (the limit (x**, x*) = lim(x*, Tmjx) is in X**). We have that 
A”fg converges pointwise on S, and Amjg - 0 weakly in L,(p) shows 
lim A”jg(x*) = 0 p a.e., and also Am?1 g / + 0 a.e. By Lebesgue’s theorem, 
(lgI,pL)=(lgl,A*“jp) = {A”jIgl,p) -j 0. Hence (lg/,cL)=O for 
0 < p E C(S)* with A*p = p. Since A*p = p 3 A*+ = ,u*, we can now 
apply Proposition 1 to obtain I/ N-l Cz=, A” I g I /lco ---f 0, and 
N-l ; 1(x*, T”x)l = N-l f A” / g / (x*) + 0. 
n=1 n=l 
COROLLARY 4. Let sup 11 T” /I < co. Conditions (l)-(4) of Theorem 2 are all 
equivalent to : 
(5) There exists {nj> of density 1 (ni/j--+ 1) such that Tnjx + 0 weakly, 
if X* is separable or reflexive, OY if (Tnx) is weakly sequentially compact. 
Proof. (5) * (1) always [S]. 
If X* is separable, for {xf} dense in X* we use (1) to construct subsets A, of 
density 1 with (xz, Tnx) -+REA Ic 0. By [7] we obtain a sequence {nj} of density 1 
with {nj> - A, finite for each k, and Tnjx + 0 weakly, so (1) + (5). 
(1) o (4) follows from the theorem, since the diagonal process shows { T*x} to 
be weak-* sequentially compact in X**. 
If X is reflexive, clm(T”x) is separable and reflexive, and the previous discus- 
sion applies. 
If { T”x} is weakly sequentially compact, Theorem 2 applies to have (1) o (4), 
and (1) + (5) is proved in [7, Corollary 21. 
COROLLARY 5. Let sup 11 Tn j/ < 00. If clm{Tnx} does not contain an isomorphic 
copy of l1 (in particular, if X does not), then the conditions in Theorem 2 are all 
equivalent. 
Proof. By Dor’s [2] complex version of Rosenthal’s theorem [12], {T’“x} is 
weak-c sequentially compact in X**. 
Remarks. Theorem 2 was proved by Jones [6] f or contractions in a uniformly 
convex space, and by Lin [ll] for {Tnx} weakly conditionally compact. These 
proofs were more difficult, and used the DeLeeuw-Glicksberg decomposition 
[l] (which, for X reflexive and a single operator T, can be obtained from 
Theorem 2). We note that the assumption in Corollary 5 may hold for X 
separable with X* nonseparable [5]. A result of Kahane [14, p. 591 shows that 
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for the shift in I, , (4) need not imply (1). (W e are grateful to J. Rosenblatt for 
bring this reference to our attention.) 
In the next section, we show that the sufficient condition of [8] is not always 
necessary. (It was shown in [8] only that (1) may fail to imply (5).) 
2. AN EXAMPLE 
THEOREM 6. There is an isometry T on a separable real Banuch space X such 
that for some y E X, for no subsequence {nj} does Tn5y convmge weakly to zero, but 
N-l IX,“=, I@*, T’Zy)l + 0 for every x* E X. 
Proof. On the space X1 of two-sided real sequences x = {x~}:=-~ with 
finitely many nonzero terms we define 
III x Ill = I x0 I + f max{lx/:2”-1 <j<2”+l--2} 
k=l 
+f max{lx-jl:2”-l <j<2”+l--2}. 
k=l 
Clearly 111 x 111 is a norm on X1 . Define T as the shift to the left on X1: (Tx)~ = 
xi+1 . Since x E X1 has only finitely many nonzero terms, SUP-~+<~ [/I Tnx 111 < 0~) 
for x E X1 (though supn 111 Tn 111 = m). 
We define /I x II = SUP-~<~<~ 111 Tnx 111, which is a norm on X1 with 11 T II = 1. 
Furthermore ]I TX I] = Ij x 11 for x E X, and T is invertible. Let X be the Banach 
space obtained by completing X1 with 11 ./I. We extend T to X by continuity 
(and denote the extension by T). Then T is an (invertible) isometry on X. Let 
y be the element of X1 withy0 = 1, yi = 0 for j # 0. Then X is generated by 
Vlty)Lc , so X is separable. 
We show that for {nj> increasing, {T”iy} does not converge weakly to zero. 
Given {nj} increasing (n, > 0), pick {m,> C (nj} such that the mk belong to 
different blocks [2r - 1, 2”+l - 21 (i.e., [loga(mk f l)] is strictly increasing). 
Define a linear map f on X, by f (x) = CzZ1 x-,, . Since all x~, are in different 
blocks defining the norm Ill * //I, we have 
IfWl < g I x-m, I < Ill x III < II x /I> 
and extending continuously yieldsf E X*. Since f( T”ky) = 1, T”jy + 0 weakly. 
We next observe that I[ N-l X:=1 Tny I] + 0. By definition, II Cy=“=, Tny jl is 
the maximal number of blocks (in constructing 111 . l/l) intersected by N conse- 
cutive ones, which is at most 2[log,N] + 3. 
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We now show the final claim. Let x* E X* have norm one. Write 
N-l ; 1(x*, T”y)j = N-l; (x*, T”?} - N-l c” (x*, Tqky), 
?I=1 j=l k=l 
where {pj} is the subset of {1,2,..., N} with (x*, T”y) positive, (QJ the other 
1 < n < N. By definition of jjj . j/I, for every 112 we have 
Similarly for {qk}, and 
COROLLARY 7. There exist a compact metric space S, a continuous map 6 of S, 
and a function 0 <f E C(S), such that 
s;p N-1 5 f(8%) --KG-G+ 0, 
7l=l 
but no subsequence f o t3nd converges weakly to zero. 
Proof. Let X be the space constructed in Theorem 6, and let S = 
IX*: 11 X* 11 < l}, 0(x*) = T*x*, f(x*) = 1(x*, y)l (where Tandy are given by 
Theorem 6). In fact, B is a homeomorphism. 
3. THE DELEEUW-GLICKSBERG DECOMPOSITION 
We now use Theorem 2 to obtain a decomposition theorem which is a par- 
ticular case of [I]. The elementary proof does not require all the deep harmonic 
analytic machinery. 
Given T on a Banach space X with sup,>* 11 Tn /I < co, we define Y = 
cZm{x: TX = Ax, I h I = l}. 
PROPOSITION 8. (a) For y E Y, { Tny} is strongly conditionally compact. 
(b) For y E Y there is a subsequeme (nJ with 11 T”y - y 11 -+ 0. 
(c) Let T1 be the resrtiction of T to Y. If I\ T I/ = 1, then T1 is an invertibze 
isometry of Y, and (T;“y}~=,, is strongly conditionally compact for y E Y. 
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Proof. By change of norm, we may assume 11 T (1 = 1. 
(a) Using the diagonal process, we can show that the set of points x such 
that {T%} is strongly sequentially compact is a closed subspace. It contains the 
eigenvactors of unimodular eigenvalues, hence contains Y. 
(b) Let IIY - CklrT II < lli, withTy,.=h,.y,, [A,./ = l.Thereisa 
subsequence (m,>, with A, *z + 1 for 1 < r < K. Let ni E (ml} so large that 
cf, I X:j - 1 I 11 y,. 11 < l/j. Then 
(c) Let Tnjy -+ y. Then Tl is an isometry by 
II Y II = lim II T”Y II = lim II T”Y II < II TY II d II Y Il. 
We show that Tl is onto. Let y = lim xk with xk = Ci=r yj,k, Ty,,k = Aj,kyj,k 
(I hj,k I = 1). Define yk = C&,kyj.k. Then yk~ K and llyk -J&II = 
11 Tyk - Tym 11 = II xk - x,,, 11. Hence yk converges in Y, and T(limyk) = 
lim Tyk = lim xk = y. Thus T$ is well defined on Y and is an isometry. Y is 
generated by eigenvectors of T;’ so part (a) applies to T;‘. 
THEOREM 9. Let sup II Tn II -C co, andde$ne Y = clm{x: TX = Ax, / h I = l}, 
2 = z: N-l 5 1(x*, T”z)l -+ 0, Vx* E X* 
I n=l 
If X is reflexive, X = Y @ 2. 
Proof. We may assume II T II < 1. 
Let x E Y n 2. Let Tnjx + x (Proposition B(b)). By Corollary 4, T”kx + 0 
weakly for some {me}. By Proposition B(a), a further subsequence converges 
strongly, necessarily to zero. Hence 11 x II = lim II Tnx I] = 0. 
Let X=Y+Z with ZEZ, y=&yj, where Tyj=Ajyj, /&I =l. 
T% -+ 0 weakly for some {KQ}. Also, we can find {mlc} C {ni} with Tmky + y,, 
(strongly) by Proposition B(a), y0 E Y, and II y,, jl = II y 11. But then Tmkx -+ y,, 
weakly, and II y 11 = 11 y,, j/ < lim inf II Tmkx 11 < II x 11. This allows us to show that 
Y @ 2 is closed, and Y @ 2 is well defined. 
Let x* E X* satisfy x*(Y @ 2) = 0. Let Y(T*) and Z(T*) be the spaces in 
X* determined by T* as Y and 2 were determined by T. Then x*(Y) = 0 
implies (by Theorem 2 applied to T*) that x* E Z( T*). x*(Z) = 0 * x* E Y(T*) 
by Theorem 2 (otherwise, there is a z E X with (x*, x) # 0, Y(T*)(z) = 0, 
implying z E Z-a contradiction). Hence x* E Y(T*) n Z(T*), and, by the 
first part of the proof, x* = 0. 
5W35/I-4 
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Remarks. Theorem 9 is true for nonreflexive X, if (T”x} is weakly sequentially 
compact for every x E X. The proof, using Theorem 2, is no longer so elementary: 
We need Eberlein’s theorem to know that w-closure of {Tnx} is compact, and 
metrizable. We then use Theorem 2 to prove that if w-closure of { Tny} is minimal 
for T, then y E Y. Then X = Y @ Z is proved by Jacobs’ method, by finding 
y in a T-minimal set in w-closure of {T”x}. 
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