De novo inference of clinically relevant gene function relationships from tumor RNA-seq remains a challenging task. In this work we show that Correlation Explanation (CorEx), a recently developed machine learning algorithm that optimizes over multivariate mutual information, achieves significant progress toward this goal. CorEx utilizes high dimensional correlations for a principled construction of relatively independent latent factors that "explain" dependencies in gene expression among samples. Using only ovarian tumor RNA-seq, CorEx infers gene cohorts with related function, recapitulating Gene Ontology annotation relationships. CorEx is able to identify latent factors that capture dependencies in groups of genes whose expression patterns correlate with patient survival in ovarian cancer. Some inferred pathways such as chemokine signaling and FGF signaling have been implicated previously in chemo responsiveness, but novel survival-associated groups are identified as well. These include a pathway connected with the epithelial-mesenchymal transition in breast cancer that is regulated by a potentially druggable microRNA. Further, it is seen that combinations of factors lead to a synergistic survival advantage in some cases. Comparison to normal ovarian tissue exhibits substantial differences between cancerous and non-cancerous samples related to a variety of cellular processes. In contrast to studies that attempt to partition patients into a small number of subtypes (typically 4 or fewer), our approach utilizes subgroup 11, 2016; information for combinatoric transcriptional phenotyping. Considering only the 66 gene expression groups that are found to have significant Gene Ontology enrichment and are also small enough to indicate specific drug targets implies a computational phenotype for ovarian cancer that allows for 3 possible patient profiles, enabling truly personalized treatment. The findings here demonstrate a new technique that sheds light on the complexity of gene expression dependencies in tumors and could eventually enable the use of patient RNA-seq profiles for selection of personalized and effective cancer treatments.
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The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/043257 doi: bioRxiv preprint first posted online Mar. 11, 2016;  In recent years, innovations in high-throughput sequence-based assays that allow for the rapid and cheap interrogation of the genomes and transcriptomes of individual tumors at an unprecedented level of detail have given rise to fresh hope for significant progress toward understanding of complex cancer biology and effective treatments. To overcome these limitations, in this work we apply a recently developed machine learning algorithm, CorEx [2, 3] , to the analysis of RNA-seq transcriptomes. Multivariate and nonlinear dependencies in the data are captured by total correlation, a generalization of mutual information to multiple variables. Intuitively, CorEx uses an optimization scheme in order to efficiently infer latent variables that explain as much of the dependence in the data as possible. Each latent factor discovered by CorEx is a function of some (possibly overlapping) subset of the input variables (genes) with high total correlation, and reflects a relatively independent axis of variation in comparison to the other latent factors. Further, each latent factor defines a separate probabilistic 3 .
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/043257 doi: bioRxiv preprint first posted online Mar. 11, 2016; clustering of samples, and thus provides a factor-specific stratification of tumors according to expression patterns of subgroups of genes across the tumor samples. We can apply CorEx again to these inferred latent factors to discover a hierarchy of dependencies among genes.
Ovarian cancer is the deadliest gynecologic malignancy due to its typically late stage at diagnosis, however it is responsive to a wide variety of therapies. In addition to the standard platinum/taxane combination for frontline, active second line therapies include 11, 2016; related to epigenetic control of stem cell characteristics that have not been previously observed in ovarian tumors. Additionally, when breast cancer data not used for training is stratified relative to this latent factor, a survival association is also observed. Finally, we compare the group results in ovarian tumors to expression profiles in normal ovarian tissue and demonstrate substantial differences in some cases. The strong results presented here demonstrate that CorEx is a powerful tool for dissecting therapeutically relevant gene expression relationships in tumor RNA-seq, and suggest it may be usefully applied to infer correlation structure from other types of complex biological data [10] .
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Results
CorEx infers gene expression relationships from tumor RNA-seq profiles
CorEx can be used to construct a hierarchy of latent factors that "explain" correlated gene expression among samples with respect to subsets of genes [2] ( Figure 1 ). It does this by optimizing sample and gene clustering with respect to total correlation (TC) [11] , an extension of mutual information to multiple variables. In particular, the algorithm seeks to minimize the total correlation remaining among X variables after conditioning upon the Y latent factors. The CorEx optimization has several desirable properties for high throughput gene expression data: (1) it scales linearly with the input data, (2) genes can participate in multiple groups to an extent determined by optimization with respect to a parameter , (3) it is robust to missing data, (4) uncorrelated random noise is automatically ignored, (5) hidden units "compete" to explain correlations. Details of the algorithm and implementation can be found in the refs and the Methods section.
In the context of RNA-seq tumor profiles, the input to the algorithm is a training matrix consisting of z-scores for each gene among all the samples. In this work the gene set is taken to be a subset of about 5300 of those available for The Cancer Genome Atlas (TCGA) cohort (the top 3000 by variance plus those that are mutated in at least N samples). Extending the computation to encompass the whole exome should be easily achievable in a cloud setting. The CorEx output is a set of m gene groups with the genes 
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. CC-BY-NC-ND 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/043257 doi: bioRxiv preprint first posted online Mar. 11, 2016; ordered within a group according to their estimated mutual information (MI) with respect to the group's latent factor and a probabilistic assignment of samples to the k factor labels. Thus for each sample j, group i, and latent factor label k (here k {0,1,2}), CorEx provides an estimate of P(Y =k | X , X …X ) where X denotes the expression of gene g in the jth sample. For simplicity, one can assign each sample to a single factor label according the the maximum over the label values of the conditional probabilities. In this work, the P(Y =k | X , X …X ) for each sample is converted to a single score, f that indicates sample j's congruence with the factor i label values representing either very high or very low gene expression. This score provides an ordering of the samples with respect to gene expression. Heat maps of genes within groups ordered by MI versus samples ordered by f show how groups with the greatest TC display strong correlations among many genes, with the clearest relationships being between genes with high group MI, whereas lower TC groups show noisier correlations and/or few genes. ( Figure 1 and Supplementary Fig 1 of heat maps, and the Supplementary data files).
Sharing of genes among groups is an integral part of the algorithm and, in fact, CorEx optimizes each latent factor's group membership by updating a parameter, , as the optimization proceeds. This gene sharing is desirable for a couple of reasons. For one, it known that gene products often perform multiple roles with the cell and therefore may participate in multiple interaction networks. For another, given that TC increases with the number of genes (all other things being equal), it is easier for the algorithm to find very small coexpression cohorts that participate in larger networks when they can be manifested as similar large network groups with different sub-clusters ranked most highly. In this application, genes tend to be associated with several groups on average, however typically only one to four at relatively high MI values.
Due to the complexity of the search space, the same gene groupings are not guaranteed to be found in different runs. However, comparison of gene lists between runs demonstrates that groups with high TC per gene are very likely to be reproduced.
Additionally, we find that a Bayes shrinkage prior over the factor probabilities increases 
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Genes that code for proteins that participate in larger functional complexes such as ribosomes are also grouped together. Some of the particular PPI graphs are shown in Figure 2 where it can be seen that CorEx finds networks of genes related to specific immune processes such as Type I interferon signaling, antigen processing and presentation, immune cell activation, migration, and aggregation. In fact, a plurality of found groups have predominantly immune system-related annotations. Overall, the number of groups enriched for annotations as well as their diversity and specificity support the usefulness of CorEx for parsing the information about differentially activated biological processes from the RNA-seq profiles at an unprecedented level of detail.
(Suppl. Figure 2 and Suppl. data for all interaction graphs and listing of terms)
The CorEx groups often display especially clear PPI enrichments with relatively little noise, though all three types of annotations typically exceed threshold together. Groups with greater total correlation are more likely to yield significant database annotations.
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CorEx discovers differential expression in ovarian tumors of EMT-related genes previously implicated in breast cancer stemness and metastasis
A survival differential at longer times only is seen for one CorEx gene expression factor (denoted G159). This suggests that this factor may influence survival in a way that is not related to initial carbo/taxol response per se. Detailed examination of the Gene Ontology annotations for this latent factor cluster revealed genes associated with microRNAs in cancer (6 genes), chromatin modification (8 genes), regulation of transcription from RNA pol II promoter (10 genes), stem cell differentiation (5 genes), and regulation of Wnt signaling (5 genes). Further, when this factor is combined in a survival model along with the top single factor within the same CorEx run (G103, immune cytokine signaling), the resulting stratification yields a more significant survival association than any other pair of factors from that run. ( Figure 6a ) Intrigued by the possibility of a factor related to something more general than response to a specific chemotherapy, we sought to validate its significance using the TCGA breast cancer data. The reasoning behind this was that while breast tumors exhibit some similarity on a molecular basis to ovarian tumors, there are also significant differences.
Earlier detection and a greater variety of chemotherapeutic options means survival will
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. CC-BY-NC-ND 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/043257 doi: bioRxiv preprint first posted online Mar. 11, 2016; depend largely upon factors not directly related to carbo/taxol response. We calculated factor scores for TCGA breast cancer tumor RNA-seq samples across the factors determined by the OvCa training samples (i.e. we did not train a new set of latent factors, but mapped the breast cancer samples to the factors learned from ovarian tumors). Using these scores to fit a stratified model with respect to the G159 latent factor yields a survival differential for BRCA patients as well. (Figure 6b ) . Subsequently we discovered that the genes in this group have important functions within a network that was recently studied by Song et al. [22] in preclinical models of breast cancer, where it was shown that TET3 controls expression of DNMT3A, a DNA methyl transferase that exerts specific influence on the chromatin state related to stemness. (Figure 6c Importantly, this network was shown to be controlled by a microRNA acting on TET3, thus providing a novel druggable target. Observation of this mechanism in ovarian cancer tumors suggests not only a new biological driver for recurrence but also the possibility for selection of ovarian cancer patients who might benefit from experimental miR-22 modulators being developed for breast cancer.
Some latent factors can be used to distinguish between normal and cancerous ovarian tissue
We mapped RNA-seq profiles from normal ovarian tissue samples against the factors learned from the tumor samples and identified those that showed the greatest differences between the two types of samples. Many factors that exhibited large differences were found related to the mitotic cell cycle and replication, as would be expected when comparing cancerous to non-cancerous tissues. There were also several other factors that showed large distinctions and appeared related to a variety of other biological processes including ones for development and regulation of cell differentiation, neurogenesis,
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likely to benefit from particular therapies and/or combinations of therapies.
The use of RNA-seq, rather than microarray data, is essential for detailed inference of the transcriptional computational phenotype due to its superior dynamic range, sensitivity, and inherent whole transcriptome measurement capability compared to microarrays. 
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Methods
CorEx Algorithm
Multivariate mutual information, or total correlation (TC), quantifies the amount of The random variables, X , …, X , written as X for short, represent gene expression values.
We assume that the probability of a sample, x depends on some unknown distribution over X which we write as p(X = x). Total correlation can be defined in terms of the Kullback-Leibler divergence, D , or in terms of H, the Shannon entropy . Intuitively, it represents the distance between the true distribution, and the distribution under the null hypothesis that all variables are independent. We let each learned latent factor take different discrete values Y = 1, …, c. Each discrete value in this context corresponds to a pattern of correlated expression among some subset of genes that are strongly connected to the latent factor, e.g. Y = 0, 1, and 2 might correspond to relatively low, neutral, and high expression. We found that stratifying into three groups for each latent factor was adequate for capturing relationships without causing problems with estimation. For a given sample of data, X = x, we should get a probability distribution over possible values for each latent factor j, p(Y = y |X = x). At the beginning, we start with a random solution, for each sample of data, we set a random probability distribution over latent factors. What makes our optimization tractable is that we can write our solution for p(Y = y |X = x) in a closed form that defines an iterative update scheme that is guaranteed to get us progressively closer to the optimal solution. The solution depends on two types of parameters. First, α are weights between zero and one that determine how much Y depends on X . Second, p(X = x |Y = c) is the marginal probability of observing X = x given an observed label Y = c. We take this distribution to be a normal distribution with mean, μ and variance, σ . The parameters, α , μ , σ , along with the class weights, can be updated at each time t according to the following rules: In practice, we alter the first rule to speed up computation and we devised a novel Bayesian estimate for the last two update rules that improves results on datasets with a small number of samples. Details of these revised updates are described in Supplementary Methods.
Once we have estimates at time step t of α and p (X = x |Y = y ), then we can update the distribution of latent factors to get a new solution that is guaranteed to increase our objective. The solution has the following form.
In this expression, Z (x) is a normalization constant. Now that we have update rules for the probabilistic labels, and for the parameters, we simply iterate between them until we achieve convergence.
We have just described a scheme to find a set of latent factors, Y, that explain as much of the dependence in X as possible. These latent factors, Y, are guaranteed to be less correlated than the original variables, X, as measured by TC [3] . Therefore, we can view the latent factors as an approximate expression of independent components. In results below, we consider how combinations of these quasi-independent factors can improve our ability to predict long-term health outcomes. 
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Survival Analysis
For survival analysis, the gene groups were filtered by requiring less than 100 correlated genes each group (above threshold significance when Bayes prior used) and gene ontology terms with adjusted p-values less than the 1% FDR threshold. Additionally, fourteen groups were eliminated that were presumed to represent chromosomal location correlations rather than network interactions. This filtering resulted in 66 groups that 
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Supplementary Methods
Estimation of parameters
Bayesian shrinkage estimates for the marginals
The remaining details of the learning scheme concern the estimation of parameters in terms of our samples of data x, and the current estimate of probabilistic labels, p(Y = y |X = x). First of all, as we mentioned, p(X = x |Y = c) is estimated as a normal with mean μ and variance, σ . Let x denote the l-th sample of data. Then an empirical estimate for μ, would be the following.
We could simply use this estimate and the corresponding one for variance. However, if there are a small number of samples with label Y = c, this could become quite noisy.
Instead, we consider a Bayesian estimate based on James-Stein type shrinkage estimators [2,3] . We take as our Bayesian prior the hypothesis that the mean is μ = 1/N∑ x .
A Bayesian estimate for the mean of a normal distribution has a simple form. The main question is how to set the value of the ``shrinkage parameter'', λ. The idea behind shrinkage estimators is to analytically estimate the value for λ to be the one with the minimum risk. We derive our estimate here since the setting differs slightly from previous attempts [2,3] .
For simplicity, we drop the subscripts and assume the true distribution has mean, μ, the prior is μ , and the empirical estimate is , and that the standard deviation is fixed and known σ. Let p(x; μ, σ) be a normal distribution parametrized by μ, σ. The risk, R is defined as the KL divergence between the true distribution and the estimated one.
We set λ to be the one that minimizes the risk by taking the derivative and solving as usual. It turns out that this leads to the following expression.
We have z = σ /N and we recognize this is just the standard error of the mean. Rather than estimate that, we use a shuffle test to estimate how far we expect to be from μ under the null hypothesis, and we call this . For some random permutation of the samples, π, we have the following.
Then we take an expectation over several shuffles, . For ``agressive'' shrinkage, instead of shuffle x , we sample with replacement from the empirical distribution.
Setting the weights
The form of the weights, α are directly determined by the optimization which requires 
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