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Process  intensification  (PI)  has  the  potential  to  improve  existing  processes  or  create  new  process 
options, which are needed in order to produce products using more sustainable methods.  




how  the  process  should  be  intensified  for  the  biggest  improvement.  Until  now, most  PI  has  been 




the  implementation and acceptance of PI  in  industry. Such a methodology should be able to handle a 
large number of options. The method of solution should be efficient, robust and reliable using a well‐
defined  screening  procedure.  It  should  be  able  to  use  already  existing  PI  equipment  as  well  as  to 
generate novel PI equipment. 
This PhD‐project succeeded in developing such a synthesis/design methodology. In order to manage the 
complexities  involved,  the methodology  employs  a  decomposition‐based  solution  approach.  Starting 
from  an  analysis  of  existing  processes,  the  methodology  generates  a  set  of  PI  process  options. 
Subsequently, the  initial search space  is reduced through an ordered sequence of steps. As the search 
space  decreases,  more  process  details  are  added,  increasing  the  complexity  of  the  mathematical 
problem but decreasing its size. The best PI options are ordered in terms of a performance index and a 
related  set are verified  through detailed process  simulation. Two building blocks  can be used  for  the 
synthesis/design which  is  PI  unit‐operations  as well  as  phenomena.  The  use  of  PI  unit‐operations  as 
building  block  aims  to  allow  a  quicker  implementation/retrofit  of  processes  while  phenomena  as 
building  blocks  enable  the  ability  to  develop  novel  process  solutions  beyond  those  currently  in 
existence.  Implementation of  this methodology  requires  the use of a number of methods/algorithms, 
models, databases, etc., in the different steps which have been developed. PI unit‐operations are stored 
and  retrieved  from  a  knowledge‐base  tool. Phenomena  are  stored  and  retrieved  from  a phenomena 
library. 
 vi
The  PI  synthesis/design methodology  has  been  tested  for  both  building  blocks  on  a  number  of  case 







Det er dog  til dato kun en begrænset antal af  implementeringer  i  industrien, som eksempelvis reaktiv 
destillation, skillevæg kolonner og omvendt flow reaktorer. En årsag til det er at identifikationen af den 
bedste PI option er  ikke  simple eller  systematisk. Det er at beslutte, hvor og hvordan processen  skal 
blive  intensiveret  for at opnå den  største  forbedring.  Indtil  i dag de  fleste PI blev udvalgt baseret på 
case‐baseret  ”trial  and  error”  procedurer  hvilke  ikke  sammenligner  forskellige  PI  optioner  på  et 






Det  lykkedes  i  dette  PhD  projekt  at  udvikle  en  sådan  syntese/design  metodologi.  For  at  styre  af 





af  præstations  indeks  og  en  relateret  sæt  bliver  verificeret  med  hjælp  af  detaljerede  proces 
simulationer.  
To  ”byggeklodser”  kan  blive  benyttet  til  syntese/design  hvilke  er  PI  enhedsoperationer  såvel  som 
fænomen baserede. Brugen af PI enhedsoperationer som ”byggeklodser” har som formål til at tillade en 






samle  fænomener  til enhedsoperationer og enhedsoperationer  til processer.  Fænomener bliver gemt 
og hentet fra et fænomen bibliotek. 
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raw materials,  solvents and energy  in  the  system.  It also means  that new  raw materials and new 
catalysts  (e.g.  biocatalysts)  are  introduced which  drives  the  necessity  to  totally  new  production 
routes  and  processes.  All  of  this  has  to  happen  under  the  uncertainty  of  profit margins  due  to 
























Hence, there  is no other way then that  the processes which exist and  the processes which will be 
developed to match/face the future challenges need improved designs going beyond those achieved 































processes  using  PI  (Freund &  Sundmacher,  2008).  This  is  proven,  for  example,  by  the  increasing 
number of patents  for heterogeneous catalytic  reactive distillation  (Fig. 1.3) which has been more 































Different  options  to  intensify  processes  to  reach  a  certain  target  exist.  For  example,  looking  at 
intensified reactor designs, there is: the reactive distillation which has replaced a complete process 
containing  reactors, distillation and extraction columns  in case of  the methyl‐acetate process  (see 
Fig. 1.4A, e.g. in Sundmacher & Kienle, 2003); the heat‐exchanger‐reactor for improved reaction by 
enhanced provision of the necessary heat for the reaction (Fig. 1.4B, e.g. in Anxionnaz et al., 2008); 
the  oscillatory  baffled  reactor  (Fig.  1.4C,  e.g.  in  Reay,  Ramshaw  &  Harvey,  2008)  for  improved 
mixing; and microwave‐assisted reaction (see Fig. 1.4D, e.g. in Reay, Ramshaw & Harvey, 2008). The 


























intensive  equipment  or  processes with  ones  that  are  smaller,  less  costly, more  efficient  or  that 
combine  multiple  operations  into  fewer  devices  (or  a  single  apparatus)”.  Moulijn,  Stankiewicz, 
Grievink and Gorak (2006) moved away from the essential decrease of volumes and stated “PI tries 
to  achieve  drastic  improvements  in  the  efficiency  of  chemical  and  biochemical  processes  by 
















































but  instead of queuing  into  the  list of definitions  they have defined  four explicit goals of process 
intensification (PI):  (1) maximize the effectiveness of  intra‐ and  intermolecular events; (2) optimize 
the driving forces at every scale and maximize the specific surface area to which these forces apply; 
(3)  maximize  synergistic  effects,  and,  (4)  give  each  molecule  the  same  processing  experience. 
According  to  Van  Gerven  and  Stankiewicz,  these  goals  can  be  achieved  through  four  domains: 
structure,  energy,  synergy  and  time. However,  since  the  desired  behavior  of  a  process  or  a  unit 
operation  is  evaluated  by  its  performance  and  attained  by  the  interaction  of  the  involved 







a  given  operation  (Lutze,  Gani  & Woodley,  2010).  The  advantage  of  this  definition  is  that  it  is 
fundamental and it links the performance (process) improvement to the enhanced phenomena and 
to  the principles  (and phenomena)  responsible  for  it. PI  equipment  illustrating  this definition  are 
presented in Figure 1.4. Consider the operation of a fast and highly exothermic reaction run in a flow 
reactor, which is limited by mass and heat transfer phenomena to remove the heat of reaction. The 
operating window  of  this  reaction  is  limited  to  a  certain  temperature  region  and  therefore,  the 
process  is not able to achieve the goal of complete conversion. Employing the first PI principle (a), 
the  reaction can be enhanced  through  integration with  the downstream process  for separation of 
the product  (in‐situ product  removal  to drive  the  reaction  to completion).  In addition,  the heat of 
reaction may be used to drive the separation. Suitable PI equipment for this case would be a reactive 
distillation  (Fig.  1.4A).  By  applying  principle  (b),  similar  goals  could  be  achieved  through  the 
integration of improved heating functions in the reactor, for example a HEX Reactor (Fig. 1.4B). The 
improvement  could also be  realized  through PI principle  (c), by,  for example,  the  integration of a 
turbulent  mixing  phenomenon  with  the  existing  flow,  reaction  and  heating  phenomena  in  the 
reactor.  Insertion  of  baffles  inside  the  tube  together with  the  oscillating  (instead  of  continuous) 
pumping of the liquid through the flow reactor would enable turbulent mixing to be created without 
increasing  the  flow  velocity.  This  technique  is  actually  realized  in  an  oscillatory  baffled  reactor 







is  not  surprising  since  the  cores  of  process  design  are  the  selection  of  the  reactor  and  the 
downstream  processing  (Douglas,  1985).  By  optimizing/improving  the  reactor  performance,  it  is 
possible to achieve significantly enhanced throughput or better efficiency/use of the raw materials 
and also sometimes to reduce the quantity and quality of the downstream processing. But what are 
the drivers behind  the  intensification, namely  the  limitations  that must be overcome  through  the 
intensification.  










The  reaction  is mostly  enhanced/intensified  (see  Fig.  1.6)  by:  improved mass  transfer  (32%;  for 
example,  through addition of mixing elements); by addition of phase  transition phenomena  (28%; 
for example, to shift an unfavorable equilibrium); by improved energy transfer (18%; for example, to 








to  physical  boundaries  (such  as  limiting  equilibrium/azeotrope,  difficult  separation  due  to  low 
driving  forces  as well  as  limited mass  transfer  creating  phase  contact  for  the  phase  transition  in 










example  to  overcome  an  azeotrope);  by  adding  a  reaction  (18%;  for  example  to  overcome  an 
azeotrope);  by  enhanced  of  mass  transfer  (26%;  for  example  the  introduction  of  foams  and 



























Harmsen  (2010)  states  that  only  three  PI  equipment  have  been  implemented widely within  the 
petrochemical industry: reactive distillation; dividing wall columns; and reverse flow reactors. This is 
partly  in  agreement with our own  analysis  in which  the maturity of PI  equipment  is  classified  in 
terms of  four categories: high, medium,  low/medium and  low. “Highly” mature PI equipment has 
been  implemented  for  at  least  three  different  production  processes.  “Medium‐mature”  PI 
equipment  have  been  run  in  pilot‐plant  facilities  and  have  been  implemented  for  at  least  two 
different  industrial processes. The  category  “low/medium”  includes PI equipment  that have been 
successfully proven their potential within one process. The category “low” includes all remaining PI 








several  industrial  processes  such  as  methyl‐acetate,  MTBE  and  others  (Lutze  et  al.,  2010).  An 
example  for  a medium mature  process  is  the  hybrid  configuration  of  reactive  distillation with  a 
pervaporation, which has been studied  in  research widely but  implementation  into  the  industry  is 
still  scarce. An example  for a  low/medium mature PI equipment  is  the HIGee Reactor  (Ramshaw, 




been  analyzed  based  on  patents  concerning  reaction  systems  and  reaction  characteristics 
(equilibrium,  kinetics,  heat  of  reaction)  as  well  as  configurations  within  the  column  and  their 
integration with  other  units  (Lutze  et  al.,  2010). HeCD  has  been mostly  implemented within  the 
petrochemical  industry  and  for  esterifications,  etherification,  alkylations  and  hydrogenation 
reactions.  Current  development  shows  the  application  of HeCD within  those  reactions  to  higher 





















In  general,  existing  process  synthesis methodologies  can  be  classified  either  based  on  heuristics 
(Douglas, 1985; Siirola & Rudd, 1971; Barnicki & Fair, 1990), thermodynamic insights (Jaksland, Gani 
& Lien, 1995), mathematical programming such as superstructure optimization (Brüggemann et al., 
2004;  Grossmann,  Aguirre  &  Barttfeld,  2005)  or  combinations  of  these  into  hybrid  methods 
(d’Anterroches & Gani, 2005).  
Most  of  the  process  synthesis  methodologies  have  been  developed  based  on  unit  operations. 
However, also different scales and concepts have been used  to synthesize processes. Examples of 
attempts and methodologies for synthesizing processes based on tasks (Siirola & Rudd, 1971); mass 
and  heat  building  blocks  (Papalexandri  &  Pistikopoulos,  1996),  reactor/mass  exchanger  building 
blocks (Linke and Kokossis, 2003), as well as attempts based on phenomena (Rong, Kolehmainen & 
Turunen, 2008, Arizmendi‐Sanchez & Sharratt, 2008) have been proposed. 
A  recent detailed overview of process  synthesis methodologies  is given by  Li et al.  (2009).  In  the 
following  section 1.2.1,  the main  concept of  the  general process  synthesis methodologies behind 
each class is explained and important contributions are highlighted. 
In  principle,  the  three main  tasks  of  process  synthesis methodologies  are  to  generate  options, 
evaluate these options and to give a method which effectively defines to the best option from these 
(Li  and  Kraslawski,  2004).  This  is  exactly what  is  needed  to  support  the  implementation  of  PI  in 
industry and overcome some of the barriers PI is facing (Table 1.3; Moulijn et al., 2006; Lutze et al., 













































of  two  communicating  levels.  The  first  one  is  unit‐operation  free  and  the  second  unit‐operation 
dependent.  In  the  first  step,  the  system  is  analyzed  by  mixture  properties  (azeotropes, 




component  data  are  not  possible  such  as  separation  of  components  based  on  the  boiling  point 
difference in case of occurring azeotropes. Additional, rules (based on the property ratio’s) are used 
to  select  necessary mass  separating  agents  (solvents, membranes)  as well  as  to  select  the  first 
separation. At the end, of level 1, a number of property differences exist to separate all components 
in the system. In level 2, pure component properties and mixture properties are used to select and 
screen  the  separation equipment  for each  task as well as  for each generated process option. The 





mostly  to  all  types  of  distillation  systems  as  well  as  other  gas/vapor/liquid‐liquid  separation 
technologies (Bek‐Pedersen & Gani, 2004; d’Anterroches & Gani, 2005). 
To conclude, process synthesis based on thermodynamic insights allows an easy and quick selection 






The  process  synthesis  problem  can  be  defined mathematically  (see  also  section  2)  in  which  all 













pure  quantitative  basis.  However,  disadvantages  of  these  method  based  on  mathematical 
programming are  the generation of  the  superstructure  (not  fully automated yet),  the  selection of 




Hybrid  methods  are  synthesis  methods  integrating  the  concepts  mentioned  above  to  use  the 
advantages of a quick screening based on thermodynamic insights or heuristics in an early step and 
mathematical  programming  strategies  in  later  steps.  Examples  of  hybrid  methods  are  the 
combination  of  thermodynamic  insights  and  mathematical  programming  through  a  group 
contribution  approach  by  d’Anterroches  &  Gani  (2005).  The  process  groups  (building  blocks  for 
synthesizing  the  flowsheet)  are  separation  tasks  identified  by  thermodynamic  insights.  Based  on 
connectivity  the  identified  process  groups  are  connected  to  form  process  flowsheets which  are 
quickly  evaluated  using  the  driving‐force  approach  (Bek‐Pedersen  et  al.,  2004).  Another  hybrid 
method is the simultaneous design/synthesis of separation processes incorporating heat integration 
(Li, Wozny & Suzuki, 2009). 
An  example  of  combining  heuristics  and mathematical  programming  is  the methodology  for  the 










the  number  and  the  complexity  of  highly  integrated  process  options  do  not  yet  exist. Often  the 
design  of  intensified  processes  reported  in  the  scientific  literature  is  case  based  in  which 
improvements of the process by PI are made but only one pre‐defined PI equipment is considered to 
improve the process and comparison with other intensified equipment were not made. Examples of 
case‐based  PI  are:  reactive  distillation  in  esterification  of  acetic  acid  (Tang  et  al.,  2005);  reactive 
stripping (distillation) in the desulfurization of diesel (Cardenas‐Guerra et al., 2010); oscillatory flow 
baffled reactors  in the production of biodiesel; HiGee separator for stripping of hypochlorous acid; 
micro  reactor  for  direct  synthesis  of  hydrogen  and  oxygen  (Reay,  Ramshaw  &  Harvey,  2008); 








the  reasons  is  that  the expertise  is  simply missing  for most of  the PI equipment. An exception  is 








Mathematical  programming  techniques  such  as  superstructure  optimization  have  been  used  for 
identification of the optimal structures within intensified unit‐operations such as reactive distillation. 
In those approaches, the number of stages and the operating parameters are identified by creating 
an  initial  superstructure  of  stages,  allowing  reactive  as well  as  non‐reactive  stages  and  using  an 
MINLP solver to optimize the problem with respect to an objective function (Ciric & Gu, 1994). Also, 
evolutionary algorithms have been used to identify the best hybrid separation schemes of an initial 








parts  or  PI  units  of  the  process.  That  is,  for  the  integration  of  superstructure  optimization  and 
heuristics, the process synthesis framework for reactive separations (Schembecker & Tlatlik, 2003); 
design and optimization of hybrid separation processes based on  integration  (Franke et al., 2008). 
Examples  of  hybrid  synthesis  methodologies  for  PI  based  on  the  integration  of  superstructure 
optimization  and  thermodynamic  insights  are  the  design  and  optimization  framework  for  hybrid 
separation processes (Marquardt, Kossack, & Kraemer, 2008); optimization of conceptual synthesis 










addressed  by  those methods. Hence,  finding  a  global  optimum  for  the whole  process  cannot  be 
guaranteed. 
Hybrid synthesis/design methods going beyond unit‐operations to achieve PI are the development of 
novel  reactor networks  based on  elementary process  functions  (Peschel,  Freund, &  Sundmacher, 
2010);  the means‐ends  analysis  (Siirola, 1996; Barnicki, Hoyme &  Siirola, 2006;  Siirola, 2011);  the 
generalized  modular  representation  framework  (GMR)  for  process  synthesis  (Papalexandri  & 
Pistikopoulos, 1996); the phenomena‐based process synthesis based on manipulation and variation 
of  process  phenomena  (Rong,  Kolehmainen  &  Turunen,  2008);  and  the  phenomena‐based 
modularisation approach (Arizmendi‐Sanchez & Sharratt, 2008). 
The approach based on elementary process functions tracks a fluid element (Freund & Sundmacher, 
2008)  through  a  reactor with  possibilities  to  integrate  separation  and  heating/cooling  (thermal). 
Starting from a definition of the objective of the investigation, the method decomposes the problem 
into three levels (Peschel, Freund, & Sundmacher, 2010). The first level is the level of integration in 




In  the  last  level,  the unit operation  is  identified  to  screen  for  technical  constraints of  the design. 
Reactor parameters such as interfacial areas, residence time and number of units, are not defined a 
priori but are investigated through a stepwise procedure. The method has been illustrated for a SO2 
oxidation  reactor  and  is  currently  limited  to  one‐phase  (homogeneous)  systems.  The  knowledge‐
base or rules necessary to identify the unit‐operations from the analysis has not been presented. 
In the means‐ends analysis approach by Siirola et al. (1996, 2006, 2011), the process inlet and outlet 
specifications  are  defined.  Based  on  a  set  of  rules,  the  tasks  to  satisfy  the  specifications  are 
identified.  By  variations  based  on  heuristics  (expert  knowledge)  different  process  options  are 
generated  which  are  evaluated  based  on  sets  of  performance  criteria.  The  method  has  been 








set  of  connectivity  rules.  If  a  given  connection  of  these  blocks  gives  a  feasible  and  promising 
solution,  then  in  a  subsequent  step,  unit  operation(s)  are  identified  for  those.  Until  now,  this 
approach has been successfully  illustrated for column synthesis/design such as distillation, reactive 
distillation and absorption (Papalexandri & Pistikopoulos, 1996; Algusane et al., 2003). The selection 





process  phenomena  into  “chemistry  and  chemical  reaction  phenomena,  materials  phases  and 
transport phenomena, phases behavior and separation phenomena etc.”. Process phenomena are 
characterized  by  surface  materials,  operation  modes,  flow  pattern,  facility  medium,  geometry, 
energy  sources, key variables as well as components and phases. Their methodology decomposes 
the  synthesis  problem  into  10  hierarchical  steps.  The  heart  of  their  method  is  trial‐and‐error 










Another  concept,  using  phenomena  to  synthesize  potentially  novel  process  solutions  is  the 
modularisation  approach  by  Arizmendi‐Sanchez  and  Sharratt  (2008).  They  have  classified 
phenomena into phenomena in the structural level for the description of phases and interfaces; and 
phenomena  in  the  behavioral  level  for  the  description  of mass  transfer,  phase  change,  energy, 




necessary  tools  and  solution  techniques  to  synthesize  processes  based  on  their modularisation 
approach have been published. 
Hence,  even  though  promising  attempts  in  synthesis/design  to  achieve  PI  have  been  proposed, 
systematically finding the best intensified PI option for a whole process remains unsolved using the 





strategies  to  improve processes with  respect  to  a  range of different objectives  (see  section  1.1). 
Despite the potential, only a small number of successful implementations of PI equipment have been 
reported  (Harmsen,  2010)  and  there  are  a  number  of  challenges with  respect  to  its  application 
(Table 1.3). The application of process synthesis can overcome these issues (Moulijn et al., 2006).  
Currently available process synthesis/design methods incorporating PI are limited to specific parts or 
units  of  the  process  (see  section  1.2).  It  is  believed,  however,  that  PI  has  the  biggest  impact on 











Therefore,  to push  the  implementation of process  intensification,  the  following main objective of 
this PhD‐project is the: 
Development  of  a  systematic  synthesis/design  methodology  to  achieve  process  intensification. 
This methodology  should  generate  PI  options  improving  a  target  specification,  evaluate  these  PI 
options for feasibility and  identifies the best options  from the remaining options on a quantitative 
basis. Therefore, this methodology should be able to handle a large number of options. The method 
of  solution  should be  efficient,  robust  and  reliable.  There  should be workflows which  guide user 
through  all decisions/actions  to be made  and  integrates  the methodology  to  all  tools, databases, 
models which  are  necessary  to  take  decisions.  The methodology  should  be  able  to  generate  PI 
options using existing PI  equipment  for  fast  retrofit of existing process.  It  should  also be  able  to 
generate novel  solutions  going beyond PI  equipment  currently  existing.  For  this  the  fundamental 
definition of PI (see section 1.1.1) should be exploited to enhance process phenomena using the PI 
principles  (a‐d).  The methodology  should  contain  a well‐defined  procedure  for  screening  using  a 








approach  for  PI  flowsheet  design.  In  chapter  3,  the  developed workflow  of  the methodology  is 
presented  in detail  including all algorithms and  sub‐algorithms.  In chapter 4,  the  supporting  tools 
and methods  which  have  been  developed  and/or  applied  in  order  to  follow  the  workflow  are 
described. In chapter 5, the application of the unit‐operation based synthesis/design methodology is 
highlighted  by  case  studies.  In  chapter  6,  case  studies  highlighting  the  application  of  the 












The  developed  synthesis/design  methodology  for  process  intensification  is  a  hybrid  method.  It 

















based method). On  the  other  hand,  in  order  to  invent  new  unit  operations,  going  beyond  those 
currently  in  existence,  to  achieve  potentially  even  higher  improvements,  the  process  should  be 
looked at a  lower  level of aggregation (Papalexandri & Pistikopoulos, 1996; Freund & Sundmacher, 
2008).  Hence,  to  extend  the  search  space  for  process  improvement,  process  synthesis/design 











synthesis  of  intensified  processes  (section  2.2).  Independent  of  the  selected  building  block  for 
synthesis/design,  a  large  number  of  process  options  may  be  generated  to  intensify  a  process. 






 min/ max , , ,Obj jF f Y X d                (2.1) 
Subject to Y, X, d, θ and, 
Logical constraints: 
 , ,Logical LB Logical Logical UBg g Y g                (2.2) 
Structural constraints: 
 , ,Structural LB Structural Structural UBg g Y g               (2.3) 
Operational constraints: 
 , ,, , ,Operational LB Operational Operational UBg g Y X d g            (2.4) 
The complete process model: 
 , , ,PX h Y X dt 
                    (2.5) 
Where X is a vector of design (optimization) variables such as, temperatures T, and/or compositions 
x; Y is a vector of binary decision variables for describing the existence of units U and streams F; d is 
a  vector  of  equipment  parameters  and  θ  is  a  vector  of  product  and  process  specifications.  All 




inlet  and  one  outlet  stream.  The  structural  constraints  define  the  connectivity  between  unit 
operations.  For  example,  if  the  integration  of  two  unit  operations  is  not  efficient  or  has  higher 
energy  consumption  than  the  corresponding  single  unit  operation,  they  cannot  be  combined. 
Process models hp  represent  the  set of model  equations needed  to describe  the behavior of  the 
process. These can be built through models of PI unit‐operations as well as models of phenomena. 




   1.. Target 1.., , , , 0v vY X Y X                (2.6) 
Short‐cut process models: 
 , 1.., , ,P simple vX h Y X dt 

















the  phenomena  level.  Phenomena  are  connected  in  simultaneous  phenomena  building  blocks 
(SPB’s)  by  a  set  of  general  connectivity  rules  as well  as  a  set  of  connectivity  rules  based  on  the 






















                      (2.8) 
Component balance for each component i: 





                     (2.9) 
Energy balance: 















                     (2.11) 
All equations  in  the building blocks have  to be  linked  to additional constitutive equations  such as 
equations representing thermodynamic properties or reaction kinetics. 
In general, phenomena can be classified into 8 different classes: 







least  two  phases.  An  example  of  a  phase  transition  phenomenon  is  the  vapor‐liquid 
equilibrium relationship. 
 Phase  change:  These  phenomena  describe  the  change  of  state  of  a  complete  stream. 
Concentrations within  the phase do not change. An example  is  full evaporation of a  liquid 
stream. 












inlet  streams and one outlet  stream while dividing phenomena have one  inlet and minimum  two 
outlet  streams. Reaction blocks are defined  to have one  inlet and one outlet  stream. The  inlet of 
phase  transition  phenomena  is  a  mixture  of  two  phases  between  which  the  mass  transfer  of 




phases  separated  from  each other within  this phenomenon.  Energy  transfer phenomena  such  as 
heating/ cooling and pressurizing/expanding are defined to have either one  inlet and one outlet or 
two  inlet  and  two  outlet  streams, where  the  streams  are  not  in  contact.  An  overview  over  the 
number of inlet and out streams for different phenomena is presented in Table 2.1. An overview of 
the states of these inlet/outlet streams of some phenomena is presented in Table 2.2. 


































counter current) V‐L  S‐L  L‐L  V‐L  S‐L  L‐L 
                           
Inlet stream                           
1  x    x  x  x  x    x  x  x  x  x  x 
2  x  x          x             
…  x  x                       
N  x  x   
                           
Outlet 
stream                           
1  x  x  x  x  x  x    x  x  x       
2          x    x        x  x  x 
…      x  











































stream:                           
V  x  x      x  x  x             
V/L    x      x  x  x  x      x     
L    x  x  x x   x
L1/L2                    x       
L/S          x  x      x      x   
S        x  x                 
Outlet 
stream                           
V  x        x  x          x     
V/L    x      x  x    x           
L1      x  x x x  x x x x
L2                          x 
L/S          x  x      x         






In  general,  phenomena  can  be  connected  in  two  ways.  Phenomena  can  be  connected  into  a 
simultaneous phenomena building block  (SPB)  in  case  the phenomena  are occurring  at  the  same 













means  that  a  phenomenon  cannot  appear  without  a  second  (or  more)  phenomenon  while  an 
optional interconnection means that two or more phenomena can appear alone but also together in 
case  of  matching  operating  windows.  Lists  of  necessary  and  optional  interconnection  rules  for 

















transition:  Phase separation  Energy transfer  Reaction  Dividing  … 
Classes     
Mixing    N N N N N
Phase contacting  O  N N N O O/N
Phase transition:  O  N O N O O/N
Phase separation  O  O O N O O
Energy transfer  O  O O O O O










































mixing  U    N          n  n 
Vapor‐phase 
mixing    U  N          n  n 
2‐phase  (V‐L) 
mixing      U  N        n  n 
2‐phase  (V‐L) 










      n    U  N     
Phase 
separation: V/L          O  N  U     
Heating      O          U  U 
Cooling      O          U  U 





A  phase  transition  phenomenon  needs  two  phases  between which  components  are  transferred. 
Hence,  a  phase  transition  phenomenon  has  to  be  necessarily  interconnected  to  a  phase  contact 
phenomenon  describing  the  contact  between  the  two  phases which  at  the  same  time  needs  an 
interconnection  to  a  two‐phase mixing  phenomenon  describing  how  the  phases  are  dissolved  in 
each other (e.g. one phase bubbled in the second one). This necessary interconnection is illustrated 







The  two  phase mixing  phenomenon  needs  to  be  interconnected  to  a  description  of  the  1‐phase 
































































Gas: light by-products 

















approach  is necessary.  In  the area of chemical engineering  this  type of combinatorial problems  is not 
new. A similar problem is defined in computer‐aided molecular design (CAMD) in which the objective is 
to  identify a component or components with specific defined properties (Karunanithi, Achenie & Gani, 
2004).  The  similarity  of  the  structure  of  flowsheets  and  molecules  has  been  reported  before 
(d’Anterroches & Gani, 2005) comparing molecules to processes consisting of groups or unit operations 
respectively. This analogy can be extended to the case of unit‐operations and phenomena since they are 
















Several  solution  procedures  for  the  CAMD  problem  exists  (Harper  &  Gani,  2000).  One  approach  is 
proposed  by Harper  and Gani  (2000)  in which  the  problem  is  decomposed  into  several  steps.  First, 
molecular groups are selected, then all feasible molecular structures are generated. Connectivity rules 
between these assure the feasibility of the molecule. All feasible molecules are subsequently screened 








could be  complex and  large depending on  the number of decision variables needed  to  represent  the 
existence of streams, unit operations and the corresponding process models as well as process variables. 
The decomposition scheme can be determined from an incidence matrix representation of the problem 
equations, where  the columns  represent variables,  the  rows  represent  the equation; and a cross‐sign 
indicates the presence of a variable in the corresponding equation. If a tri‐diagonal form is obtained, it 
means  that  the equations can be  solved sequentially, while, any deviation  from  the  tri‐diagonal  form 
means that a sub‐set of equations must be solved simultaneously. The incidence matrix for the general 
synthesis problem (Eqs. 2.1‐2.5), given  in Table 2.5, does not show a tri‐diagonal form, meaning that a 
mixed‐integer non‐linear  (optimization) problem with  likely  very  complex process models have  to be 











   Y1+1..f  Yf+1..l  Yl+1..o  Xv+1..w  Xw+1..n  Fobj 
Logical constraints  
(Eq.2.2, 1..f)  x              
Structural constraints (Eq.2.3, 
f+1..l)  x  x            
Operational constraints 
(Eq.2.4, l+1..h)  x  x  x          
Process/Phenomena models  
(Eq.2.5, h+1..m)  x  x  x  x  x    
Optimization residuals 
(m+1..n)  x  x  x  x  x    
Fobj (Eq.2.1)  x  x  x  x  x  x 
 
Therefore, instead of solving the whole synthesis problem (Eqs. 2.1‐2.5) simultaneously, the problem is 
decomposed  (Karunanithi,  Achenie  &  Gani,  2004)  into  a  manageable  set  of  sub‐problems.  This 





fixed  binary  variables.  For  each  of  them  (meaning  for  each  existing  process  option),  operational 























   Y1+1..f  Yf+1..l  Yl+1..o  X1..s  Xs+1..v  Ψ  Xv+1..w  Xw+1..n  Fobj 
Logical constraints (Eq.2.2, 1..f)  x                       
Structural constraints (Eq.2.3, f+1..l)  x  x                     
For each subset of feasible flowsheet /set of fixed Y’s solve Eqs.4,6 and 7: 
Operational constraints (Eq.2.4, l+1..h)  x  x  x  x  x             
Simple process/phenomena models 
(Eq.2.7, h+1..v)  x  x  x  x  x             




detailed process model (Eq.2.5, v+1..m)  x  x  x  x  x     x  x    
Optimization residuals (m+1..n)  x  x  x  x  x     x  x    





A performance metric  is necessary  to  evaluate between  certain process designs  (see  Table  1.3). But 
which  ones  are  the most  important  criteria  to  be  used  to  decide  between  PI  designs?  In  the  past, 
economic  criteria  primarily  drove  the  decision  for  choosing  and  implementing  a  particular  chemical 
process.  However,  during  the  last  decade  the  use  of  sustainability  metrics  has  been  increasingly 
promoted  to  select between process options  (Carvalho, Gani & Matos, 2008). These metrics are also 














































































         
 
Information about  the  influence of  intensified processes  towards a metric  is  stored  in  the knowledge 
base. The use of metrics is important in several steps of the methodology. First, given a retrofit scenario 
the  decision  that  the  process  needs  certain  improvements  through  PI  are  justified  by  the metrics. 
Second,  the  performance metrics  are  important  for  screening  of  the  generated  options  in  order  to 
reduce  the  search  space.  Therefore,  these  metrics  are  also  translated  into  logical  and  structural 
constraints. The translation  is stored  in a knowledge base and can be retrieved  if necessary. The  list of 
translated metrics is presented in the appendix A3. 




















outer  algorithm  (Steps  1‐6)  and  an  inner  algorithm  (Steps  U3‐U5  or  P4‐P5).  The  steps  of  the  inner 
algorithm are indexed with “SP” after the step number. The decision regarding which workflow is to be 
followed  depends  on  the  maturity  of  the  PI  processes  to  be  developed.  For  novel  designs,  the 












In  step 1,  the  synthesis/ design problem with  respect  to PI  is defined,  including  the definition of  the 
objective function (Eq. 2.1), the process/operation scenario and the constraints that the options need to 
match. Besides, the metrics for evaluation of generated options need to be selected from the available 





based flowsheet as well as phenomena based flowsheet  in order to  identify  limitations/bottlenecks of 
involved phenomena in the design. In case of the selection for PI based on input/output specification, a 
base‐case design is built using algorithms and rules based on identification of tasks and selection of the 
phenomena  to  fulfill  the  tasks.  Available methods  to  identify  bottlenecks/limitations  are  based  on 
knowledge  store  in  a  PI  knowledge‐base  tool  as well  as  on model‐based  algorithms  evaluating  the 
performance  of  the  process.  If  costs  or  sustainability  are  used  as  objective  function,  the  method 
3. Methodology – Workflow 
43 
described  by  Carvalho  et  al.  (2007)  is  used.  This  method  is  based  on  mass  and  energy  indicator 
calculation via decomposition of  the  flowsheet  into a process graph and  indicator  sensitivity analysis. 
With  knowledge  about  limitations/bottlenecks  of  the  involved  phenomena  of  the  process,  a  PI 




The  objective  of  step  3  is  to  provide  the  process/operational mathematical models  needed  for  the 
subsequent calculation/evaluation steps. The necessary models may be selected from a model  library, 
or,  if  the model  is  not  available,  developed  through  a modeling  tool  using  a  systematic  procedure 
proposed  by  Cameron  and Gani  (2011). Models  have  an  important  role  to  play,  but  for  them  to  be 
reliable, validation  is necessary and will require carefully collected and analyzed experimental data. All 
process options based on unreliable process models are  removed  from  the  search  space. Models are 
saved for later retrieval into a model library. 







In step 6, the objective function  (Eq. 2.1) for all remaining process options  is calculated to  identify the 
best option. The best among these can be found through optimization (that  is, fine tuning the optimal 
solution). Depending on the size of the search space, the process options are optimized separately (NLP) 
or  through  applying  complex  superstructure  optimization  methods  (MINLP;  see  Grossmann  & 
Daichendt, 1996). 
The reduction of the search space for the unit‐operation based workflow is illustrated in figure 3.2. The 
initital  search  space  is  identified  in  step  2  and  screened  through  stepwise  applying  constraints  at 
different steps until the best option with respect to the objective function  is  identified. In general, the 



























low.  PI  equipment  applied  in  industry  is  defined  as  “highly”  mature.  “Medium‐mature”  PI 




















Step 1.6.3: Translate  items of θ and PM  into operational constraints  (Eq.2.4) or a performance 
metric (Eq.2.6) by applying the rules 1.6‐1.8. 
Rule  1.6:  “Fixed  values  of  a  specification which  the  process must  satisfy  for  operational 
feasibility are set to operational constraints (Eq.2.4).” 
Rule 1.7:  “Fixed  values of a  specification which  the process or a part of  the process must 
satisfy  to  potentially  obtain  a  positive  improvement  in  the  objective  function  are  set  to 
operational constraints (Eq.2.4).” 














Rule  A2.1:  “If  equations  (2.1,2.4,2.6)  are  expressed  only  through  mass‐related  design 
variables X, energy data is not required.” 
Step  A2.1.2:  Collect  the  mass  and/or  energy  data  of  the  base‐case  design  and  the  phase 




Step  A2.2:  Transform  the  flowsheet  into  task‐based  and  phenomena‐based  flowsheet.  This  involves 
three sub‐steps. 
Step A2.2.1: Identify for each unit operation of the base‐case design the task of the process. For 
this  a  set  of  rules  A2.2‐A2.8  is  used  to  identify  the  tasks:  reaction,  separation,  heat 
supply/removal, pressure increase/decrease, phase change, mixing and dividing. 
Rule A2.2: “If the component masses of input and output streams of a unit are different and 
the product of  the  reaction  is  the main product or a  reactant of a  subsequent  reaction  to 
form the main product, then the task is a reaction.” 
Rule A2.3: “If the component masses of input and output streams of a unit are different and 



















i i out i inn n                    (3.1) 
Rule A2.9: “If the concentration of one of the components in one outlet stream is close to the 
desired purity of the product then the main task is the purification of this component. Else: If 
components with split  factors close  to 1 or 0 exist  then  the main  task  is  identified  to be a 
sharp separation of these components else (split factors between 0 and 1 exist) a non‐sharp 
separation of the component is identified.” 
Rule  A2.10:  “If  consecutive  unit‐operations  fulfill  the  same  task,  combine  them  to  one 
common task.” 














Heat Exchanger  Mixing,  heating/cooling,  (phase  transition  V‐L,  phase  transition  G‐L,  phase 
separation) 




Step A2.3:  Identify  limitations/bottlenecks LB of  the base‐case. This objective  is achieved by analyzing 





Step  A2.3.1.1:  Prepare  a  list  of  keywords  K  containing  the  following  items:  the  process 
system, the reaction system, the tasks and the components. 
Step A2.3.1.2: Apply  the  algorithm KBS  to  identify  the  limitations of  the process.  Save  all 
retrieved limitations in a list LB. KBS is described in section 3.3. 
Step A2.3.2: Apply  the algorithm MBS  for a model‐based search of  limitations  in  the base‐case 
design.  
Step A2.3.3: Identify most important limitations/bottlenecks by rule A2.11.  




case design. The objective  is to  identify the phenomena causing the  limitation. This requires an 
analysis of pure  component, mixture  and  reaction  properties  together with  an  analysis of  the 
operational boundaries of the corresponding parts of the process.  





Step  A2.4.3:  Analyze  reactions  which  have  been  identified  to  be  a  limitation/bottleneck  by 
applying the algorithm AR (see section 3.3). 
Step  A2.4.4:  Determine  the  operating  window  of  each  task  under  investigation  by  applying 
algorithm OPW (see section 3.3). 
Step A2.5:  Link  a  limitation/bottleneck  to  a  task  and  a  corresponding phenomenon outside  the unit‐
operation in which it occurs. This is achieved through sub‐steps A2.5.1‐A2.5.2. 
Step A2.5.1: Identify potential tasks for additional analysis of a LB by the rules A2.12‐A2.15: 
Rule  A2.12:”If  the  component  is  a  substrate  of  a  reaction,  analyze  the  corresponding 
reaction.” 






Rule A2.15:  “If  the  component  is entering with a  substrate  then  it  is an  impurity which  is 
added to LB and may be removed before entering the system.” 
Step A2.5.2: Apply rule A2.16 to check if the limitation is in LB. 














Rule B2.1:  “If  a  component  is  in  the  list of outlet  components but not present or  in  a  smaller 
amount present in the inlet, the component is a product of a reaction”. 
Rule  B2.2:  “If  a  component  is  in  the  list  of  inlet  components  but  not  present  or  in  a  smaller 
amount present in the outlet, the component is a reactant of a reaction”. 































Rule B2.12: “If a component has achieved a desired purity but  the  stream  in   a  the wrong 



















Step  U2.1:  Collect  potential  PI  equipment:  The  available  information  is  used  to  generate  a  list  of 
candidate  intensified equipment  (step U2.1.1)  through which  the  identified process  limitations 
can be overcome (U2.1.2). 
Step  U2.1.1:  Prepare  a  list  of  keywords  KPI  for  PI  equipment  search  including  all  identified 
limitations/bottlenecks and the phenomena to be enhanced. 




Step U2.2.1: Retrieve  information about  the necessary conditions  for  feasibility and maturity of 
each PI equipment from the PI knowledge‐base by applying the algorithm KBS. The following 
matching criteria ω are used: involved phases, operating windows of integrated phenomena, 











Rule U2.3: “If a solvent system  is  in  the search space,  the process  is continuous and waste 






















U3SP.3:  Retrieve models  from  a model  library.  If  a model  is  available  go  to  step  S3u.5.  Otherwise, 
continue. 
U3SP.4:  Develop  the  necessary models  through  a  systematic modeling  procedure.  In  this  work,  the 
procedure proposed by Cameron and Gani  (2011)  is used  together with a  systematic modeling 
tool ICAS‐MoT (Heitzig et al., 2011). 
U3SP.5: Validate the model by applying sub‐steps U3SP.5.1‐ U3SP.5.3. 
















constraints  (Eq.2.2)  to  identify  the  subset  of  feasible  process  options  NPOL.  This  number  is  further 
reduced by stepwise screening  (by structural constraints of Eq.2.3)  to obtain  the sub‐set of structural 
promising options NPOS. This step is divided into a number of sub‐steps. 
U4SP.1: Retrieve a suitable generic superstructure from the model library using rule U4.1.  
Rule U4.1: “Use  the  information of consecutive equipment  in  the  sub‐problem  (step U2.3) and 
the number of maximum inlet/outlet streams of the PI equipment in the search space (step U2.3), 
















The  objective  of  step  U5  is  to  identify  the  set  of  PI  process  options  that  match  the  operational 









U5SP.1.2:  Specify  initial  process  variables  X  to match  DoF  for  each  of  the  remaining  process 
options. 
Rule U5.1: “If a solvent or membrane need to be selected then enter the sub‐algorithm SoP 
and  apply  steps  SoP.4‐SoP.7  to  identify  suitable  solvents  which  match  the  operational 
constraints it is screened for.” 
U5SP.1.3:  Solve  process  model  (Eq.  2.4)  to  identify  a  set  of  process  variables  satisfying  the 
operational constraints (Eq.2.7). 
U5SP.1.4: Remove redundant process options by rule U5.2. 
Rule U5.2: “If a  feasible set of process variables does not exist,  remove  the process option 
from the number of remaining process options. Remaining process options are NPOO.” 
U5SP.1.5: Check for necessity of relaxation of constraints by rule U5.3”. 
Rule  U5.3:  “If  NPOO=0  and  SP<SPmax  then  go  to  U3SP.1  to  solve  the  next  sub‐problem 


















































Similar  to  the  unit‐operation  based workflow  (section  3.1),  the  starting  point  of  the methodology  is 
either a base case design of an existing or a conceptual process or  input/output  specifications of  the 
process. Therefore, step 1 is the same as for the unit‐operation based workflow (section 3.1.2). 
The objective of step 2  is to collect all data about the process, necessary to gain full understanding of 




identification  of  desirable  phenomena  or  desirable  tasks  to  be  integrated  in  order  to  overcome  the 
limitation/bottleneck. For each PI possibility,  the best phenomena  fulfilling  the desired PI  is  identified 
and  selected. Output  of  this  step  is  the  initital  search  space  of  necessary  and  desirable  phenomena 
within the process. 
In step 4, all phenomena are interconnected to form SPB’s and screened for best performance. Based on 
connectivity rules SPB’s are  inserted  into stages  to  form operations. For this, the number of stages as 
well as  their  interconnection  (co‐current,  counter‐current,  cross‐current)  to  fulfill  the necessary  tasks 
needs  to be determined. With  this  information,  the SPB’s are  inserted  into generic superstructures  to 
form  phenomena‐based  process  options.  The  process  options  are  screened  by  logical  and  structural 
constraints (Eq. 2.2‐2.3).  
In step 5, all remaining PI options are first screened  for operation constraints (Eq. 2.4). The remaining 






The reduction of  the search space  for  the phenomena‐based workflow  is  illustrated  in Figure 3.3. The 
initital search space is identified in step 3 and stepwise reduced through applying constraints at different 



























P3.1:  Identify  desirable  tasks  as  well  as  phenomena  ΩPI  to  enhance  the  existing  necessary  process 
phenomena using sub‐steps P3.1.1‐P3.1.3. 


















P3.4.4: Use  algorithm  AR  to  analyze/compare/select  potential  reaction  phenomena  blocks  for 
each task. 
P3.5: Enter sub‐algorithm SoP to select the best phenomena for each for each item of ΩPI. 










problem need  to be  solved  (SP=1).  Else,  the number of  sub‐problems  (SP)  to be  solved  is 
equally to the number of separate tasks which can be solved separately.” 




Inlet to this step  is the  initial search space of  identified phenomena (nP,tot). In step P4, phenomena are 
connected  to  simultaneous  phenomena  building  blocks  SPB’s.  SPB’s  are  connected  to  form  unit 
operations  and  unit  operations  are  combined  to  form  process  flowsheets.  Between  each  scale, 
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P4SP.1.3:  Screen  the  SPB by  connectivity  rules  for matching operating windows of  the  involved 











transition  specify  the  maximum  conversion  (determined  in  step  P3.4.4)  as  outlet 
specification. Else the task is not fulfilled by the SPB.” 
Rule P4.2: “If the task under investigation is a reaction then: for all SPB containing a reaction 




Rule P4.3: “If no  reaction  is  involved  then select an appropriate  thermodynamic model  for 




Rule  P4.4:  “The  key  component  is  defined  to  be  the  component  which  needs  to  be 
recovered/formed based on the specification as the purpose of the task under investigation.” 
P4SP.2.4:  Apply  the  DF  method  (Bek‐Pedersen  &  Gani,  2004)  to  determine  minimum  reflux 
Rmin.(see section 4.5). 









Rule P4.7: “If  the  task  is a reaction and can be achieved by one SPB within one stage  then 
select crossflow‐current. Else apply Rule P4.8.” 




Rule P4.9: “If  the PI  target and/or  the product/process  specification are not matched  then 
add the boundary of the best  five stages to the  list LB and go back to step P3.1 to  identify 
more desirable tasks to be added/integrated.” 
P4SP.2.7: Compare all SPB  in  their performance  (outcome and number of stages)  to  identify  the 
minimum number of stages necessary fulfilling the necessary outlet specification of the task. 
Rule P4.10: “Calculate the maximum number of stages by multiplying the minimum number 







P4SP.3.2: Generate all operation/process options by  inserting  the SPB’s  in  the  search  space  into 
the stages of the superstructure.   
Note:  The  theoretical  maximum  number  of  operation  options  NOOmax  depends  on  the 
number of SPB’s, the number of (separate) tasks, the connection and the integration through 
recycles. For a crossflow arrangement,  it can be calculated using equation 3.3.  Input  is  the 
total  number  of  stage  building  blocks  NSPB  fulfilling  each  separate  task,  the  maximum 
number of stages within  the operation nS,max,  the number of recycles nR  (depending on  the 
number stages, stage arrangements and number of tasks nT): 
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to  unit  operations  using  a  set  of  rules.  These  options  are  additionally  screened  by  operational 
constraints and performance on the unit‐operation level. 



























































                  (3.4) 
P5SP.6.2:  Screen  the  operations  by  connectivity  rules  for  operations  (retrieved  from  the 












The  algorithm MBS  has  been  developed  to  determine  the  limitations/bottlenecks  through  a model‐
based search. Four steps are needed. 












The algorithm LBSA has been developed  for quick determination of  the  limitations/bottlenecks which 
have the potential to improve the process performance most when this task is enhanced. 
LBSA.1: Replace all unit operations with their corresponding performance factors based on mass and/or 
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Note:  An  extensive  list  of  important  pure  component  properties  PCP  related  to  separation 
equipment  can  be  found  in  Jaksland,  Gani &  Lien  (1995).  If  the  limitation  is  not  related  to  a 
separation  but  to  a  mixing  or  a  reaction  task,  the  same  list  can  be  used  to  analyze 
mixing/contacting of components/reactants. 




APCP.1.2:  Predict  pure  component  properties  if  missing  properties  not  available.  Here,  the 
property prediction tool “ProPred” from the ICAS toolbox (Gani et al., 1997) is used. 
APCP.2: Calculate the ratios of properties between binary pairs of components rkl (Eq. 3.12). 






Rule APCP.1: “If  the binary  ratio of a phase  transition phenomenon  in  the corresponding PCP  is 
close to unity the separation is difficult and responsible for a limitation.” 
Rule APCP.2:  “If  the binary  ratio of  the Octanol/Water partition  coefficient  Log(Kow),  the water 
solubility  Log(Ws)  and/or  the  solubility parameter  is much  larger  than 1  in  any 1‐phase mixing 
phenomenon,  then  a  phase  split  of  the  components may  occur  which  is  responsible  for  low 






low contacting  time,  then  the mixing phenomenon may not be  ideal and  is  identified  to be one 
source for it.” 
Rule APCP.5: “Heat  transfer phenomena may be  limited when heat capacities are  large. Further 
studies are important in AR and OPW.” 
Rule APCP.6: “If Tin ≠ Tout  in  the  task under  investigation and  the heat capacities are very small, 
temperature  control may  be  difficult  which means  that  the  heat  and mixing  phenomena  are 
limiting the process operation. Further studies are enabled in AR and OPW.” 





Rule  APCP.8:  ”If  the  ratio  of  the  pure  component  properties  of  phase  transition  phenomenon 
which needs thermal energy (e.g. relative volatility) is large and the energy is used as one criteria 
then this is one reason for the limitation.” 
Rule APCP.9: “If  the binary  ratio  in a phase  transition  is  large but  the key components are very 





















AMP.2:  Retrieve  the  selected  mixture  property  MPi  from  databases  or  the  literature.  Here,  for 
azeotropes a database in ICAS (Gani et al., 1997) is used.  







AMP.3.2:  Select  a  thermodynamic model  describing  the  phase  relationship  and  retrieve  parameters 



















Rule  AR.1:  “If  no  reaction  r  is  in  the  list  for  limitations/bottlenecks  LB  then  leave  the  AR 
algorithm.” 
AR.2: Collect data for reaction analysis: 











AR.2.5: Estimate the heat of reaction  RH  [J/mol] through  ideal heats of formation  FH  for each 
component (Eq.3.13), namely  
,Product ,ReactantR F i F jH H H               (3.13) 
AR.3: Use  the  information of  the equilibrium of  the  reaction  to determine  the  theoretical equilibrium 
conversion λReac,EQ (Eq.3.5) of the reaction r at the operating conditions. 
AR.4: Compare actual and  theoretical conversion at the current operating point of  the reaction  in  the 
base‐case design (if existent) using (Eq.3.14): 
R,Eq,i R,i                        (3.14) 
AR.5: Analyze accompanying phenomena to explain performance of the reaction using a  list of criteria 
(Table 3.3). 































Low  miscibility  of  reactants 
(coming from 2nd phase) 










The  algorithm  OPW  has  been  developed  for  the  determination  of  the  operating  window  of  each 
phenomenon and the unit operations. 











and  the corresponding heat phenomena have not been analyzed  for a  limitation yet  then go  to 
step A2.4.1/B2.4.2 for analysis of the heat phenomena else then check rule OPW.2.” 








DS.2: Take an  item of Ω/ΩSP together with the  information for which task  in the flowsheet  it has been 
identified. 











This algorithm has been developed  to select  the potentially most promising phenomena  for a specific 
task and to setup the intital search space of phenomena. 
SoP.1: Identify the operating window of each phenomenon by OPW. 




Rule  SoP.1:  “If  the necessary  task  to be  fulfilled by  a phenomenon  is outside of  the operating 
window of this phenomenon then remove the phenomenon from the search space.” 
Rule  SoP.2:  “If  the  desirable  task  to  be  fulfilled  by  a  phenomenon  is  outside  of  the  operating 
window of  this phenomenon  and  the  coupled  task(s)  then  remove  the phenomenon  from  the 
search space.” 
Rule SoP.3: “If efficiency, waste and/or operating costs are used as performance criteria or Fobj 
then  screen out  the phenomena of  a desirable  task  in which  the  largest  amount of  substrate, 
product or solvent are potentially lost.”  
Rule  SoP.4:  “If  the maximum  possible  outlet  of  a  phenomenon  shows  that  the  desirable  task 
specifications are not  fulfilled without adding an additional  task which  is not  in  the  list of  tasks 






















SoP.9:  Analyze  driving  forces  of  selected  phenomena  to  select  the  phenomena  for  the  highest 
improvement by Rule SoP.8‐SoP.9. 
Rule SoP.8: “If the energy consumption is used as one performance criterion then remove options 
in parts of  the  compositions  space having only 50% of  the maximum driving  force of all phase 
transition phenomena.” 
Rule SoP.9: “If the reduction by rule SoP.8 keeps  less than 3 phase transition phenomena  in the 










This algorithm has been developed  to  identify  the  configuration  (co‐,  counter,  cross‐current) and  the 
number  of  stages  necessary  to  achieve  a  defined  task  in  the  process.  Details  about  the  extended 
Kremser method are presented in section 4. 
AKM.1: Use the phase diagrams to calculate the K‐values (Eq. 3.15): 







Phase‐transition:  G/L:  Feed  (liquid)  enters  in 
the first stage (Absorption) 
)*/( KVLA   
K comes from:  yKx   
Phase‐transition: G/L: Feed  (gas) enters  in the 
n‐th stage (Stripping) 
* /( )S V K L  
Phase‐transition: L1 to L2 (Extraction)  )2*/(1 LKLA 
Phase‐transition: V/L:  Feed enters  in  the n‐th 
stage (gaseous): (Rectifying section) 
)*/( KVLA   
Phase‐transition: V/L:  Feed  enters  in  the  first 
stage (liquid) (Stripping section) 
* /( )S V K L  





 0.5, 1,( 1) 0.25 0.5E N i iA A A                  (3.16) 
 0.51, ,( 1) 0.25 0.5E i N iS S S                   (3.17) 
AKM.5: Calculate the achievable recoveries or conversions (in case of reactive stages) and the necessary 




At  different  steps  of  the methodology,  existing  knowledge  about  PI  needs  to  be  retrieved  from  a 
knowledge base tool. This is performed by applying this sub‐algortihm. Data in the knowledge base can 
be searched through different keywords simultaneously in a forward or a reverse manner or integrating 




Note: An example of a  forward‐search  is  the  search  for necessary  conditions  to  implement an 
item of PI equipment. Entry is the “Equipment”‐class following the selection of the PI equipment 
under investigation, for example reactive distillation (see Table A.4, appendix A.1). From here, the 
knowledge hub  is  reached by  a  downstream  step  in which  the  class  “Necessary  conditions”  is 
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reached  in which  four  sub‐classes exist:  “General process properties”,  “Component properties”, 
“Operational  properties”  and  “Occurring  phases”.  Selecting  “General  process  properties”  gives 
several  items  for  application  of  reactive  distillation  (see  Table  appendix A.1)  such  as  “Feed  is 
liquid or vapour or both”, “Reaction(s) is in liquid phase”, etc.  
KBS.2: Search for each keyword K in knowledge‐base. 
Note: An example of a  reverse‐search  is  the  search  for PI equipment which have been already 
implemented for a certain reaction, for example esterification. Entry of the reverse search is the 
“Reaction  Class”  (see  Fig.4.1)  selecting  the  item  “esterification”  (see  Table A.4,  appendix A.1). 
Going  one  step  reverse(back),  the  “equipment  class”  is  reached  (see  Fig.4.1).  Examples  for 












At different  steps of  the developed workflows  (section 3.1 and 3.2) knowledge about existing PI unit 
operations  (unit‐operation based workflow) as well as PI principles  (phenomena‐based workflow,  see 
section  1.1.1  for  PI  principles)  needs  to  be  provided.  This  includes,  for  example,  knowledge  about 
characteristics  of  existing  PI  equipment  and  their  operating windows  or  knowledge  about  tasks  and 
phenomena which can be used to overcome a limitation within an operation. Therefore, the purpose of 
the  knowledge‐base  tool  is  to  store  and  provide  this  necessary  knowledge  obtained  from  scientific 
literature in an efficient way.  
In order to structure the information in a simple, efficient and flexible way, an ontology for PI knowledge 
representation  has  been  developed  (see  section  4.1.1).  Details  on  the  design  of  ontology‐based 
knowledge bases as well as an overview of knowledge bases in other research areas are given by Singh 











is represented  for the “existing PI equipment”‐item  in Figure 4.1. Starting  from the principles of PI on 
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conditions  as  well  as  component  properties  for  application;  examples  of  implementation  of  the  PI 
equipment as well as its performance in different configurations are stored under different classes. A full 





phenomena  integrated,  functions  integrated,  overcome  limitations,  shown  improvements,  process 
properties,  component  properties,  operational  costs,  capital  costs,  waste,  efficiency,  energy,  safety, 
residence  time,  flexibility,  volume/equipment  size,  complexity,  maturity  of  the  technology,  scale‐up 
ability,  reported  development  time,  process  properties,  component  properties,  mixture  properties, 
validation,  process  system,  reaction  class,  availability  of  a  design/synthesis methodology,  application 
range of design/synthesis methodology, configuration, phases occurring, devices/ solvent used. 
 
Each  class  may  have  several  or  only  one  item,  for  example  the  class  “Equipment”  for  “Reaction‐





This  knowledge  is  necessary  in  step  U2  (unit‐operation  based  workflow;  see  section  3.1)  for 
identification of PI equipment to overcome limitations/bottlenecks for a targeted process improvement, 









base  has  led  to  the  development  of  a  decision  table  for  identification  of  general  PI  principles 
independent from PI equipment to overcome a number of limitations/bottlenecks in the process. This is 
used by both workflows  for  identification of  the phenomena  to be enhanced  for achieving a  targeted 
process  improvement. One of such a decision table to  identify PI solutions for a number of  limitations 
within  a  reaction  and  a  separation  task  is  presented  in  Table  4.2. As  an  illustration,  an  unfavorable 
equilibrium  within  a  reaction  task  is  considered  which  can  be  overcome  by  the  integration  of  the 


























Separation is not sufficient                  
limiting equilibrium           
azeotrope             
high energy demand           
limited mass transfer             
limited heat transfer             
driving forces too low           
…                 
Reaction is not sufficient                  
contact problems of educts; limited mass 
transfer                 
product reacts further/is intermediate             
activation problems             
degradation by T             
degradation by pH               
difficulties to control conditions, reaction 
too exotherm/endotherm                 


















operations. The generic process model  is  integrated  into a superstructure  (see Fig.4.2) and consists of 
mass  (Eq.4.1)  and  energy  (Eq.4.10)  balance  equations,  connection  equations  (Eq.4.2‐4.9),  connection 
rules  of  units  (Eq.4.11)  as  well  as  constitutive  equations  describing  the  performance  of  the  units 
(Eq.4.12). Each unit has a maximum of  two  inlet and  two outlet  streams. The  inlet  streams  to a unit 
come  from  a  mixer  and  the  outlet  streams  go  to  a  divider.  The  superstructure  allows  the  direct 
introduction of  identified  intensified and  conventional unit operations and  focuses on PI  through  the 




and an outlet stream of unit uj with the  inlet stream of unit ui.  It  is currently  limited to a maximum of 
four units. 
     , , , ,
1 1 1
u u u
u u u u u u u u u ui
i in in i in in i out out i out out i i
u u u
dn x F x F x F x F
dt
          
  








u u uk uk
in
k
Y F Y F   

                     (4.2) 
4
0
u u uk uk
in
k
Y F Y F   

                     (4.3) 
 , ,, , , , ,u u u u u u u Rout out in in in i in i i ix F f F F x x                       (4.4) 
 , ,, , , , ,u u u u u u u Rout out in in in i in i i ix F f F F x x                       (4.5) 
u u u u u
P P out out uY F Y F
                          (4.6) 
u u u u u
P P out out uY F Y F
                          (4.7) 
u u uk uk u
out out kY F Y F
                          (4.8) 
u u uk uk u
out out kY F Y F
                          (4.9) 
     ,
1 1 1
u u u
u u u u
in in out out u HX
u u u
H H H H H Q
t
   
  
                       (4.10) 
, ,, ( )u u uin outY Y f Y
                         (4.11) 
, , ( , , )H f X d                       (4.12) 







Figure 4.2. Superstructure  for the  integration of up to  four units with a maximum of two  inlet/outlet streams each.  (Symbols: streams F, temperature T, 







In  step  U2  of  the  unit‐operation  based  workflow  and  step  P3  of  the  phenomena‐based  workflow, 
depending on the case, suitable PI separators or phase transition phenomena may need to be identified 
to  improve  the  process.  This  needs  a  general  and  quick  check  if  the  underlying  phenomena  are 
potentially capable to separate the components. Since a large number of options may exist, the method 
should be quick and efficient using only as less data as possible.  
The  method  developed  by  Jaksland,  Gani  and  Lien  (1995)  is  serving  this  purpose.  It  allows  the 
identification of feasible and potentially most promising separation systems based on pure component 
properties. First, for all existing mixtures in the system, all binary ratio’s of pure component properties 
are  calculated  (see  Eq.  3.12).  The  difference  of  these  binary  ratio’s  determines  the  suitability  of  a 
separation based on a set of rules giving necessary minimum ratio’s. For example, a large difference in 
the boiling point  (binary  ratio >> 1.05) of  two components  identifies a distillation as a potential easy 
separation of these two. In a second step, all the identified most promising systems are further screened 
using  additional  information  of  important  mixture  properties  into  account.  For  a  distillation,  the 
occurrence of azeotropes will be taken into account. 
In  this  PhD‐project,  this  method  based  on  thermodynamic  insights  has  been  further  extended  for 
analysis of known phenomena as well as for the  identification of suitable phenomena for a given task 
(sub‐algorithm APCP and AMP). For  illustration, the  link of some phenomena and their corresponding 
important  pure  component  properties  is  presented  in  Table  4.3.  For  example,  in  the  analysis  of 
phenomena a  large difference  in  the octanol‐water partition coefficient  implies  that  the  liquid mixing 
phenomenon may not be perfect due to a high probability of a phase split limiting the mass transfer. On 























may be used  to  fulfill a  separation  task.  In order  to  reduce  the  complexity,  a  tool  is desirable which 
quickly identifies the potentially most promising phenomena for a separation task.  
The selected method is the Driving Force by Bek‐Pedersen and Gani (2004) because it quickly allows the 
comparison  of  different  phase  transition  phenomena  or  the  same  phase  transition  phenomenon  at 
different process condition (pressures, temperatures) using thermodynamic properties of the mixtures. 
The Driving Force between a binary pair to be separated Dij is defined by Bek‐Pedersen and Gani (2004): 
ij i iD y x                        (4.13) 
The driving force is a measure of the ability to separate components from each other. If the driving force 
is zero,  for example, at  the azeotrope point, a separation by  this phase  transition phenomenon  is not 
possible. By plotting the driving force of different phase transition phenomena for one task, it is possible 
to identify the ease of a separation (larger driving force) by different techniques in different sections of 














For  the  integration  of  reaction  and  separation  into  one  unit  or  into  one  SPB,  the  behaviour  of  this 
integration needs  to be determined  through  reactive phase diagrams. However,  for multi‐component 
systems  (more  than  two components)  the calculation and  the visualization  is difficult  (Perez‐Cisneros, 
Gani & Michelsen, 1997). Therefore, a  simple method  is necessary  to quickly determine  the possible 
performance  (outcome)  and  ease  of  a  reactive  separation.  Therefore,  for  the  design  of  reactive 
















The  following  procedure  for  the  calculation  of  the  reactive  bubble  point  (Perez‐Cisneros,  Gani  & 










j ki i ji i
k i i
W A n A n
  
                   (4.14) 
With A  as  the  formula matrix  representing  the  element‐to‐component  transformation matrix 















0l vi if f                      (4.16) 


























In  step P3,  it  is necessary  to  identify  the minimum number of  stages  for different  flow arrangements 
(see section 2.2.4, Fig. 2.7) to synthesize feasible processes and to quickly  identify the most promising 
















with feed  inlet and outlet  in top and bottom. A column  is transformed  into a series of counrercurrent 
blocks between  inlet and outlet streams. Columns with feeds or outlets within the column can be also 






Originally,  the  counter‐current blocks have been defined  for  absorption  and  stripping processes  (see 
Seader & Henley, 1998). In the absorption block the feed enters as a liquid and the desired component 
transits  from  the gas phase  into  the  liquid phase. Similarly,  in  the  stripping block,  the  feed enters as 
vapor  (stripping  agent)  and  the  desired  component  transits  from  the  liquid  into  the  gas  phase.  The 
phase transition relationship is defined by equation (4.18). 
/i iK y x                       (4.18) 
Additional, absorption and stripping factors are defined (Eq.4.19‐4.20). 
/( )EA L K V                      (4.19) 
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( ) / 1/E ES K V L A                     (4.20) 




















and  outlets.  The  recovery  can  be  derived  for  co‐current,  cross‐current  and  counter‐current  flow 
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transition  phenomena  by  relative  volatility. However,  the  results  can  be  generalized  for  all  types  of 
phase transition phenomena or integrated reactive phase transition phenomena. 




Feed is vaporized ( in Feedy x ) 
A mass balance around the absorption section gives: 
/ / Dy L V x D V x                      (4.25) 
Transformation of the distillate flowrate D: 
/ ( ) / Dy L V x V L V x                       (4.26) 
Assuming that V and L are constant, V and F equal and defining a ratio of flows R with 
/R L V                       (4.27) 
gives for equation (4.26): 
( )D Dy R x x x                       (4.28) 
Inserting this equation into the definition for the driving force (equation (4.13)) gives: 
( ) /( )D Dy R y x x x                     (4.29) 
In which the x is the equilibrium concentration to y.  
Stripping section:  
Feed is liquid ( in Feedx x ) 
A mass balance around the stripping section gives: 
/ / By L V x B V x                      (4.30) 
Transformation of the bottom flowrate B: 
/ ( ) / By L V x L V V x                       (4.31) 
Assuming that V and L are constant, V and F equal and defining a ratio of flows R with 
/R L V                       (4.32) 
gives for equation (4.32): 
( )B By R x x x                       (4.33) 
Inserting this equation into the definition for the driving force (equation (4.13) gives: 






















































research  center  at  the  Technical  University  of  Denmark,  DTU  such  as:  CAPEC‐Database,  ProPred, 








coefficient.  Several  methods  for  the  prediction  are  used  such  as  the  Marrero‐Gani  approach  (see 
Marrero & Gani, 2001). This  tool  is necessary  in  the sub‐algorithm APCP  to analyze  the given process 
based on pure component properties whenever they are not found in the component database. 
ProCAMD: In ProCAMD, the computer aided molecular design approach  is  implemented (see Harper & 
Gani, 2000)  in which based on a  set of given molecular groups a number of  feasible components are 
synthesized to match a number of specified target properties. Within this PhD‐project, this tool is used 




mass  and  energy  indicators  such  as material‐value‐added  or  energy  and waste  costs  are  calculated 












ICASSim:  ICASSim  is a steady‐state rigorous simulation tool to perform mass and energy balances  in a 
process.  In  ICASSim,  steady  state  simulation models  for  a  number  of  predefined  unit‐operations  are 
available. Specific models, derived  in MOT can also be  integrated.  In  this project,  ICASSim  is used  for 
validation of the results in step 6.4. 










The  application  of  the methodology  using  the  unit‐operation  based workflow  is  highlighted  through 








Neu5Ac  has  been  attracting  much  interest  as  an  intermediate  for  anti‐viral,  anti‐cancer  and  anti‐
inflammatory compounds in the pharmaceutical industry as well as a building block for oligosaccharides 











Mahmoudian et al.  (1997) have described a chemo‐enzymatic batch process  in  five steps  (Fig. 5.2).  In 





the  second  reactor  (fourth  step)  filled with an enzyme E2  (see abbreviation  list)  in which  the  second 
reaction  (R2) takes place. Subsequently, D  is purified  (purity > 95 mol.%) by crystallization with glacial 
acetic acid in the fifth step. The selection of this process as the base case design is justified since similar 












enzyme  types E1 and E2 can also be  integrated  in whole cells WC  (Lee, Chien & Hsu., 2007). For  the 
downstream  processing,  precipitation,  evaporation,  crystallization,  chromatography  (Mahmoudian  et 
al., 1997),  spray drying, extraction with methanol  (Dawson, Noble & Mahmoudian, 2000)  and  liquid‐
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 ,0max / , , ,Obj P P jF f Y X d                  (5.1) 
The space‐time‐yield is defined as the product produced per day and volume (Eq.5.2): 
0/ /P D Rm V t                      (5.2) 
Step 1.2: The design scenario  is to develop a new design of the whole process. The process scenario  is 
batch. The decision of the scenario to be batch is realistic if the enzymes are expensive but stable 
enough  to  run more  than  one  batch  operation  (Blayer  et  al.,  1999) which  has  been  reported 
previously (Hu et al.. 2010). 
Step 1.3: The product D is produced from the raw materials A and C. All raw materials are pure and the 













RADR tmm // .                  (5.3) 












































conversion of A  to B  in  the  first  step and a  conversion of B and C  to D  in  the  fourth  step 
(Rule A2.2), and three separations in the second, third and fifth steps (Rule A2.4). 
Step A2.2.2: Using Rule A2.9 the following separations are identified: A separation of A/AB in the 



















reaction  1”,  LB3:“Low  conversion  in  reaction  2”,  LB4:“Slow  reaction  2”,  LB5:“Low 
productivity/efficiency  in  separating D/CAB”, LB6:“High waste generation  for enrichment of 
B”, LB7:“High waste generation due  to high dilution of substrates”}. The  limitations LB1–LB5 
are  identified  through  the analysis  the contributors  to  the Fobj  (Eqs.5.1‐5.2) with a value of 
1 1
,15,0 5.3P gL d   .  LB6–LB7  are  identified  by  the  analysis  of  the  contributors  to  the 
generated waste of  the base  case design mWaste,0= 465  kg  (kg D)‐1  (Eq., 5.5) which are  the 
solvent  (isopropanol)  for precipitation  (250 Liter) and  the high dilution of  the substrates  in 
water (50 Liter). 

























A  426.5**  613.5**  7.57** ‐2.67** 14.4**   772495.9**
B  570.4**  625.1**  5.55** ‐4.97** 33.3**   264478.9**
C  286.8  438.2  5.66** ‐0.83** 18 2.5*  3.38**
D  491.7**  704.6**  8.06** ‐4.08** 45.16** 2.6*  9633621.5**
Water  273.15  373.15  ‐1.38   1
 
 










A/B  0.75  0.98  1.36 0.54   2.97
A/C  1.49  1.40  1.34 3.22   228549.08
A/D  0.87  0.87  0.94 0.65   0.08
A/Water  1.56  1.64  1.92   772495.9
B/C  1.99  1.43  0.98 5.99   78248.20
B/D  1.16  0.89  0.69 1.22   0.03
B/Water  2.09  1.68  3.58   264478.9
C/D  0.58  0.62  0.70 0.20 0.96  0.00
C/Water  1.05  1.17  0.59   3.38




Table  5.4.  List  of  binary  ratio’s  necessary  for  analyzing  occurring  limitations/bottlenecks  (LB)  in  corresponding 
phenomena. 
Task  LB  Key Phenomena  Important pure component properties 
Reaction 1  Low conversion, slow reaction  Mixing: Liquid phase  LogWs, Log(Kow), δSP 
Reaction 1  Heat of formation 



















Step A2.4.2: For  this  step  the algorithm AMP  is used  to analyze  the  system  for azeotropes and 
miscibility gaps. No azeotropes have been found. The solubilites in water are 1.3 mol L‐1 for A, 
3.6 mol L‐1 for C, 1 mol L‐1 for D while the solubility for B depends on the concentration of C 
(Blayer  et  al.,  1999).  The  low water  solubilities  lead  to  the  necessary  high  dilution which 
explains the large amount of solvents needed which are responsible for LB6–LB7. 
Step A2.4.3:  The  algorithm AR  is  applied.  It  is  identified  that R1  and R2  are  limited due  to  an 
unfavourable equilibrium and potentially  inhibition  (criteria 1, Table 3.3) as well as a  slow 






Step A2.5.1: Component C  is a substrate. Hence,  the sources of LB6‐LB7  (see section A2.4.2) are 










Step U2.1.1: The  list of keywords contains KPI={(1):“Unfavourable equilibrium  in reaction 1”,  (2): 
“Substrate  and product  inhibition  in  reaction  1”,  (3):“Slow  reaction  1”,  (4):“ Unfavourable 






unit  are  considered.  Therefore, 15 different  reactor  combinations  are potentially possible. 
Hence, a reactive‐extraction can be run in 15 configurations. That gives in total 360 items of 
PI equipment  and 13  items of non‐intensified equipment  (see  section 5.1.2)  in  the  search 
space. 
Step U2.2: Pre‐screen candidate PI equipment for feasibility and maturity: 
Step U2.2.1‐U2.2.3: The  result of  the pre‐screening  for  feasibility  is presented  in  Table A.11  in 
appendix A.6.  In  total,  91  intensified  and  13  non‐intensified  options  remain  in  the  search 
space. 
Step U2.2.4: After  screening  for maturity  (Rule U2.4),  the  remaining equipment are a one‐pot‐
reactor with 5 different  catalysts/combinations  (E1/E2, E11/E22, WC, alk1/E2, alk1/E22), 5 
single reactors (alk1, E1, E11, E2, E22), reactive‐extraction including all 10 remaining reactor 
configurations  and  7  non‐PI  separations  (precipitation,  evaporation,  crystallization, 
chromatography, spray‐dryer, extraction with methanol, extraction with reactive solvent). A 












in  this  section  for  the  derivation  of  a  detailed  kinetic model  of  an OPR  (E1/E2)  using  the  algorithm 
U3SP=1.1‐U3SP=1.6. The retrieval of one specific process option  from  the superstructure and  the general 
model is explained in the Appendix A6. 













46  0.233  102  0.034  55  0.032 
111  0.202  1134  0.032  111  0.063 
994  0.119  1310  0.033  985  0.120 
1143  0.147  1552  0.034  1134  0.141 
1320  0.155  2389  0.040  1310  0.152 
1561  0.165  2724  0.042  1561  0.168 
2398  0.204  2882  0.042  2398  0.211 
2724  0.214  3895  0.050  2724  0.226 
2882  0.223  4081  0.054  2891  0.224 
3895  0.268  4286  0.052  3904  0.239 
4081  0.276  4416  0.053  4063  0.238 
4295  0.274  4453  0.052  4286  0.251 
4407  0.289      4388  0.243 
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                        (5.7) 
Five parameters, the four activities A as well as the Michaelis‐Menten constant for component D, 
KDm,R2,  have  been  fitted  using  an  experimental  data  set  EOPR.  All  other  parameters  are  kept 




Parameter  Value  Parameter  Value 
A
VA   5.440∙10‐7 mol U‐1 min‐1*  B RmK 2,   0.0131 mol L‐1 
A
mK   0.017 mol L‐1  CRiK 2,   0.00849 mol L‐1 
B
VA   1.361∙10‐5*  rVA   4.944∙10‐7 mol U‐1 min‐1* 
B
RmK 1,   0.0993 mol L‐1  D RmK 2,   0.00277 mol L‐1* 
C
RiK 1,   0.146 mol L‐1  VK   0.035 mol L‐1 
D
RiK 1,   0.687 mol L‐1  CmK   0.0941 mol L‐1 
f
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Figure 5.4. Comparison of the kinetic model (Eqs.5.6-5.7) with experimental data from Zimmermann et al., 2007. 
 
U3SP=1.5.2: Model performance is satisfactory (rule U3.1), enter step U3SP=1.6. 
U3SP=1.6: All missing data has been provided through models. Hence, all process options remain in the 
search space. Note: Since, no dynamic data of the recombinant enzymes E11 and E22 are found in 
the scientific literature, their kinetics are based on the kinetic rate expressions of the standard 
enzymes E1 and E2 (Eqs. 5.6-5.7) multiplied by an enhancement factor E=3 (fitted to the input-
output data of Hu et al., 2010) to represent the faster conversion using these enzymes. 
5.1.7. Step U4SP=1: Generate feasible flowsheet options 
 
U4SP=1.1: The superstructure containing the generic model has been retrieved from the model library. 
U4SP=1.2: This step is not needed, since the superstructure from U4SP=1.1 matches the maximum number 
of tasks, therefore step S4.3 is directly entered (Rule U4.1). 
U4SP=1.3: The number of generated process options of this superstructure without recycling both outlets 
into a single unit can be expressed by equation (5.8) in which ps is the number of processing steps 
and NIU the number of identified units. 
4






NPO NIU ps        (5.8) 
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Based on  the  total of 27  intensified and non‐intensified process equipment  in  the search space 









U4SP=1.4: All generated PI process options are checked stepwise against  the  logical constraints  (Eq.2.2, 
Table  A.12,  appendix  A.6).  First,  configurations  with  no  reaction  step  are  removed  (L1‐L2, 
Table 5.1).  No  pretreatment  or  enrichment  of  the  substrate  streams  entering  the  system  is 




Together with  the  last remaining  logical constraint  (L4),  in  total NPOL=1914  feasible options are 
remaining in the search space (see Table A.12 in appendix A.6). 
U4SP=1.5: The stepwise screening for each selected structural constraint based on the PI metric (step 1.4) 























Energy  Do not connect units with alternating heat addition and heat removal  26  68 






























OPR (E1/E2; E11/E22; WC) Prec Evap CrystPurif 3 
OPR (E1/E2; E11/E22; WC) Evap LL Chrompurif 3 








U5SP=1.1.2:  The  following  variables  are  specified:  initial  substrate  concentrations  cc,0=1 mol  L‐1, 
cC,0/cA,0=1.5,  enzyme  concentrations  1, 11E EEA =1500  U  L‐1,  2, 22E EEA =  8000  U  L‐1,  Volume 















Table 5.10. Results of process simulation  for different  reaction configuration at same  initial substrates amounts 
























Process Option  Process flowsheet  Product yield ε [%]  Fobj [‐] 
#1  OPRE (E11/E22) ‐ CrystPurif 45.9  15.5
#2  OPRE (WC) ‐ CrystPurif 12.1 
#3  OPRE (E11/E22) ‐ ChromPurif 54.8  18.4
#4  OPRE (WC) ‐ ChromPurif 24.8 
#5  OPR (E11/E22) ‐ CrystPurif 62.0  20.9*
#6  OPR (WC) ‐ CrystPurif 6.5 
#7  OPR (E11/E22) ‐ ChromPurif 54.8 
#8  OPR (WC) ‐ ChromPurif 14.8 
#9  OPR (E11/E22) – Evap ‐ CrystPurif 65.7  20.9*
#10  OPR (WC) – Evap ‐ CrystPurif 28.9 
#11  OPR (E11/E22) – LL ‐ CrystPurif 57.8  19.5
#12  OPR (WC) – LL ‐ CrystPurif 20.5 
#13  OPR (E11/E22) – Prec ‐ ChromPurif 51.1  17.2
#14  OPR (WC) – Prec ‐ ChromPurif 23.1 
#15  OPR (E11/E22) – LL ‐ ChromPurif 43.4  14.6
#16  OPR (WC) – LL ‐ ChromPurif 15.4 
#17  OPR (E11/E22) – Prec – Evap ‐CrystPurif 76.7  22.1*
#18  OPR (WC) – Prec – Evap ‐ CrystPurif 22.9 
#19  OPR (E11/E22) – Evap – LL ‐ ChromPurif 43.6  14.7
#20  OPR (WC) – Evap – LL ‐ ChromPurif 15.8 
#21  OPR (E11/E22) – Evap – LL ‐ CrystPurif 57.9  19.6
#22  OPR (WC) – Evap – LL ‐ CrystPurif 20.8 
 
Note: The  integrated one‐pot reactor with extraction  (OPRE) using a reactive solvent  (PBA/ 







U5SP=1.3.2:  The  three  most  promising  process  options  are  selected  (NPOP=3).  These  are,  the 
integration of both enzymatic step  in a one pot reactor OPR(E11/E22) and purify directly by 











5.7). The optimization of  the  remaining process options with  respect  to  Fobj  (Eq. 5.1) has been 
performed in ICAS‐MoT. Optimization variables were the initial concentrations of the substrates A 




Process variable  Process Option #5  Process Option #9  Process Option #17 
cA.0 [mol / L]  0.932  0.932  1.3 
cC.0 [mol / L]  2.185  2.185  2.05 



















by  process  option  #17.  The  reasons  are  the  use  of  better  enzymes  (E11  and  E22)  as  well  as  the 
integration of both reaction tasks into one equipment, an one‐pot‐reactor. The advantage of the latter is 
that it drives the reaction beyond the unfavorable equilibrium from A to B by in‐situ removal of B by the 
second biocatalytic reaction.  In addition,  the process  is simplified since  the number of equipment has 
decreased  from  7  to  4.  An  analysis  of  the  determined  process  values  of  the  initial  substrate 







The objective of  this case study  to  find PI‐options  for  the production of hydrogen peroxide, using  the 







(Goor, Glenneberg &  Jacobi, 2007). Reported plant capacities are up  to 136 metric tons per year  (Eul, 
Moeller & Steiner, 2001). Hydrogen peroxide  is mainly produced by auto‐oxidation via anthraquinones 
which  is  the major  route  used  in  industry  as well  as  electrochemical  synthesis  and  by  oxidation  of 
alcohols such as isopropanol and methylbenzolalcohol (Eul, Moeller & Steiner, 2001; Goor, Glenneberg 











The  focus  in  this  case  study  is  on  the  identification  of  process  intensification  possibilities  for  the 
anthraquinone route because it is the major production route. 
The simplified reaction scheme (see Fig. 5.7) is as follows: 
Hydrogenation: 2 2.EAQ H EAQ H             (5.9) 
Oxidation:          2 2 2 2.EAQ H O EAQ H O              (5.10) 


























Step  1.1:  The  objective  is  the  identification  of  a  PI  option which  increases  the material  and  energy 
efficiency and minimizes the operational cost per kg product formed (Eq.5.12): 
Obj RM,i , energy,i solvent,i 2 2min F = c + c c /RM i i i H O
RawMaterials Make UpEnergy
m E m m

    
            (5.12) 
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Check  the performance of  the  reaction  tasks and keep only  the  two best options per 







Step  A2.1.2: Mass  end  energy  data  is  collected  using  published  information  (Eul, Moeller  & 




That  are  compressing  of  hydrogen  and  compressing  of  air  (Rule  A2.7),  two  reactions  (a 
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hydrogenation  and  an  oxidation)  tasks  (Rule  A2.2),  three  separations  (Rule  A2.3),  one 
combined with a mixing (Rule A2.5). The task based flowsheet is shown in Fig 5.9.  
Step  A2.2.2:  The  following  separations  are  identified  by  Rule  A2.9:  Separation  of  water  and 














Oxidation  Packed‐Bed‐Reactor  Mixing,  heating/cooling,  reaction;  phase 
transition G‐L 
Compressing H2  Compressor  Pressurizing/Expanding,  (phase  transition 
V‐L,  phase  transition  G‐L,  phase 
separation) 
Compressing Air  Compressor  Pressurizing/Expanding,  (phase  transition 

















Step  A2.3.1.1:  The  list  of  keywords  K  is  collected.  It  contains  the  following  items: 
K={Production of H2O2; hydrogenation; oxidation; hydrogenation reaction task; oxidation 
reaction  task;  compressing  (H2)  task;  compressing  (Air)  task;  separation 








MBS.1: The objective  function  is calculated and with  it the distribution of the  factors within each task 






































                     (5.14) 
For  the  calculation of  the  electrical  energy,  the  theoretical work  for pumping  can be  assumed 
through  equation  (5.15)  and  for  compressing  through  equation  (5.16)  taken  from  Biegler, 
Grossmann and Westerberg (1997): 
2 1( ) /( )b p mW P P                    (5.15) 
( 1) /
2 1( /( 1)) [( / ) 1]/( )b p mW RT P P
                  (5.16) 
With:   p : pump efficiency, assumed to be 0.5 
















Compressing H2  Compressor  ‐  4.1 























and  efficiency  (Table  5.17),  the  following  limitations/bottlenecks  are  added  LB={LB1:  Low 
efficiency in the oxidation; LB2: Large amount of waste in oxidation; LB3: Large amount of waste in 
separation (H2O2/Water); LB4: High energy/High costs for compressing air; LB5: High energy/High 






































MBS.4:  Because  the  operating  costs  are  selected  as  objective  function  Fobj,  “SustainPro”  is  used  to 






























tasks  are  given  in Table 5.21. All details of  the  sub‐steps  including  the  application of  the  sub‐
algorithms (APCP, AR and AMP) are given in table A.15 in appendix A.7.  
Step A2.5: By applying the rules given in this step, some limitations/botllenecks are linked/explained to 
other  limitations/bottlenecks outside of  the  task  in which  they occur. The  results are  shown  in 
table 5.21. Looking at the details of the analysis, the base‐case design needs improvement in four 










LB1: Low efficiency in the oxidation  Phase  transition  by  relative  volatility 
and contacting 
Step  A2.4.1:  APCP.4:    solubility  oxygen  in  working 
solution/water VP difference is large (Rule APCP.7):  
LB2:  Large  amount  of  waste  in 
oxidation 
Linked  to  raw material  is  unpure  (see 
LB14) 
Rule A2.15 
LB3:  Large  amount  of  waste  in 
separation (H2O2/Water) 
Linked to extraction (see LB11)  Rule A2.13 
LB4:  High  energy/High  costs  for 
compressing air 
Linked  to  raw material  is  unpure  (see 
LB14) 
Rule A2.15 












































Note: For example,  the  integration of oxidation and purification  in a  reactive distillation  is 
screened  out  due  to  the  operating window  analysis  (OPW).  The  reason  for  removing  this 
option  from  the  search  space  is  that  the oxidation  reaction has  to  take place  at pressure 
above the atmosphere  in order to achieve the transport of oxygen  into the  liquid while due 
to the safety reasons the purification of hydrogen peroxide must take place at low pressures 
(see  Fig.  5.6).  Another  example  for  the  screening  is  a  unit  operation  considering  a  solid 











Reaction‐  separation  (Reactive  distillation(OPW),  reactive  extraction,  reactive  membrane,  reactive 
crystallization(Phases),  reaction  condensation(Phases),  reaction‐absorption(Phases),  Reaction  Stripping,  reactive 
distillation with pervaporation(OPW); heat‐integrated distillation column(OPW), oscillatory baffled reactor‐crystallizer 
(Phases)),  Separation‐Reaction  (Absorption‐reaction(Phases),  reactive  distillation(Doubled),  reactive 
extraction(Doubled)),      Separation‐separation  (Adsorption  distillation(Maturity),  extraction  crystallization(Phases), 







Separation‐reaction  (Absorption‐reaction(OPW),  reactive  distillation(OPW),  reactive  extraction(OPW)),  Separation‐







Reaction‐  separation  (Reactive  distillation(OPW),  reactive  extraction(OPW),  reactive  membrane(OPW),  reactive 
crystallization(Phases), reaction condensation(Phases), reaction‐absorption(Phases), reaction‐stripping(OPW), reactive 





Reaction‐  separation  (Reactive  distillation(OPW),  reactive  extraction,  reactive  membrane,  reactive 
crystallization(Phases),  reaction  condensation(Phases),  reaction‐absorption(Phases),  reaction‐stripping,  reactive 
distillation  with  pervaporation(OPW),  oscillatory  baffled  reactor‐crystallizer(Phases)),  Reaction‐  reaction  (1‐pot 







Step U2.3.1:  The hydrogenation  task  is not  integrated with  another  task  and  can  therefore be 
solved separately (rule U2.4).  

















                    (5.17) 
With:  
Hydrogr [ . 2]Hydrogk EAQ H                   (5.18) 
With the reaction constant is given by 
 3Hydrogk 0.21 /cm g catalyst s  .                (5.19) 
And the mass of catalyst with 
/cat wm V a a                      (5.20) 
With a as  the  specific  surface area of  the  catalyst particle and aw as  the metallic  surface area of  the 
catalyst (Eq. 5.21; Santacesaria et al., 1994): 
2149 /wa m g                     (5.21) 

























formation  from  the elements while  the  last 45%  is  released  in  the oxidation  (Eul, Moeller &  Steiner, 
2001). 
No suitable model  for  the by‐product  formation has been  found. Therefore, a simple model has been 
developed. The by‐product  formation  is  linked  to  the  residence  time  in oxidation and hydrogenation 
reactors (Sethi et al., 2007). Therefore, the amount of by‐product formed is assumed to be: 
   Pr , ,Pr , , /By oduct r hydrogenation r oxidationBaseCase BaseCase BaseCaseBy oduct r hydrogenation r oxidationm m t t t t             (5.22) 
Note: The application of this step with all details are given for the derivation of a detailed kinetic model 




















U5SP=1.1:  The  substeps  U5SP=1.1.1‐  U5SP=1.1.5  have  been  used  to  screen  for  violated  operational 
constraints  (see  Table  5.1).  This  is  not  the  case. All  remaining  processes  for  this  sub‐problem 
hydrogenation  (SP=1)  are  feasible.  All  process  options  (NPOS,SP=1=  NPOO,SP=1=6)  remain  in  the 
search space. Step U5SP=1.2 is entered (rule U5.2). 
U5SP=1.2: Identify the set of most promising options through performance screening NPOP, SP=1: 







1  microchannel reactor  6400  1473.3  0.94 
2  foam reactor  163.2  1508.5  0.96 
3  monolithic reactor  147.2  1512.4  0.97 
4  millichannel reactor  128  1518.4  0.97 
5  fixed bed reactor (base‐case 
design)  64  1564.5  1 
6  catalytic static mixer reactor  28.8  1677.1  1.07 
 
U5SP=1.2.2: The ranking  is presented  in table 5.24. Only the best two options, the micro channel 





















  , 2 22reactor j L O OO Ox L i p nn Vr k a H V




reactor j G O O
O L i
p nn s k a
H V
                    (5.25) 
The simplified reaction in the oxidizer (Eq. 5.10) is modeled with the following kinetic expression 
(Eq. 5.26). 
. 2 2 2 2EAQ H O EAQ H O                 (5.10) 
Oxr [ . 2][ 2]Oxk EAQ H O                 (5.26) 
The Henry‐coefficient of oxygen in the solution is given by (Eq. 5.27) 
3 3109 10 /H atm cm mol                   (5.27) 
While the reaction constant is given by 
 13 3Oxk 1.14 10 exp(( 14213/( )) / )RT cm mol s    .          (5.28) 











bubble column  0.5  24  12.25 
bubble column with 
perforated trays  5  100  52.5 
static mixer  10  250  130 
packed column  0.04  102  51.02 
millichannel  0.6  42  21.3 
microchannel  30  2100  1065 




U3SP=2.5.1: The model is applied ( 32, 2 239 / /BaseCaseO calculated kg H O m h  ) using the operation data from 
the base‐case design and compared to the experimental data.  






Jacobi, 2007). Water and  the working  solution are  fully  immiscible. The extraction  is modelled 
using the equilibrium constant for Hydrogen peroxide into water of KE=77.4 from Lü et al. (2005). 
The efficiency  in the sieve plate columns (base‐case design)  is  low (around 20%, Lü et al., 2004) 
while  reported  efficiencies  in  static  mixers  is  around  50%  while  unpacked  and  packed 
microchannel‐extractors may  achieve  50%  or  90%  respectively  (Su  et  al.,  2010).  The  pressure 
drop is calculated for the three latter one using a modified Ergun equation (Su et al., 2010). 
  The model parameters  for  the membrane  for  the separation of hydrogen peroxide  (and water) 
from the working solution can be retrieved from Datta, Ranghava and Tsai (1997). The selectivity 
is larger than 100 and the flux through the membrane is 1 kg/m2/min.  
One membrane  for  the  selective  pervaporation  of  hydrogen  peroxide  against water  has  been 
patented  (Parrish, 2006). The pervaporation membrane has a selectivity S=2.4 and  is described 




Ji=Qi*dP                      (5.29) 
The  permeability  of  the membrane  for  water  QH2O  and  hydrogen  peroxide  QH2O2  have  been 
calculated at T=50C: 
QH2O =0.0065 m3 /m2 /h /Pa.                (5.30) 
QH2O2 =0.0027 m3 /m2 /h /Pa.                (5.31) 
5.2.10. Step U4SP=2: Generate feasible flowsheet options 
 
U4SP=2.1: The  superstructure presented  in  section 4.2  (Figure 4.2) has been  retrieved  from  the model 
library. 
U4SP=2.2: This  step  is not needed,  since  the  superstructure  from  step U4SP=2.1 matches  the maximum 
number of tasks. Step U4SP=2.3 is directly entered (Rule U4.1). 
U4SP=2.3: The number of generated process options of this superstructure without recycling both outlets 
into a single unit can be expressed by equation  (5.32)  in which ps  is  the number of processing 
steps, nRM,S  the number of different  raw material/solvent combinations and NIU  the number of 
identified units. 
,







NPO n NIU ps
 
         
 

            (5.32) 
Based  on  the  total  of  24  intensified  and  4  conventional  (from  the  base‐case‐design)  process 
equipment  and  two  different  raw  material  combinations  in  the  search  space  NPO=2.1•105 




Step  ps  NIU  nRM,S  NPO 
Step C2.1.2  4  74  6  3.2•109 
Step C2.2.4  3  26  2  2.1•105 
 
U4SP=2.4:  The  generated  process  options  NPO  are  screened  by  applying  logical  constraints  (see 






Table 5.27. The number of process options  remaining  in  the  search  space  (BCD: Base case design; W: water; WS: working  solution; PR: product  rich; P: 
product). 
Task 2 ‐ Oxidation  Task 3 ‐ Separation WS/PR  Task 4 ‐ Separation W/P  Options 
reaction stripping  reactive extraction  extraction distillation  1100 
reactive extraction  reactive membrane  distillation pervaporation   
reactive membrane  reaction stripping  heat‐integrated distillation   
static mixer reactor  extractive distillation  heat transfer panels inside column   
static mixer reactor extractor  membrane extraction  distillation (BCD)   
microchannel reactor‐extractor  packed microchannel extractor     
microchannel reactor  microchannel extractor     
millichannel reactor  static mixer extractor     
oscillatory baffled reactor  microchannel reactor‐extractor     
fixed bed reactor (BCD)  static mixer reactor extractor     
  bubble column (BCD)     
reaction stripping  None  extraction distillation  2 
reactive extraction  None  extraction distillation  40 
reactive membrane    distillation pervaporation   
static mixer reactor extractor    heat‐integrated distillation   
microchannel reactor‐extractor    heat transfer panels inside column   



















Do  not  use  enrichments  before 
separations if not necessary.  154  470 
Energy  Do not connect units with alternating heat addition and heat removal  54  416 
Efficiency  Do not integrate units/tasks which inhibit each others performance.  46  370 



















Rank  RM  PI Equipment  Fobj [US‐$/h] 
1  Air  microchannel reactor‐extractor  1404 
2  Air  microchennel reactor  1410 
3  Air  static mixer reactor‐extractor  1434 
4  Air  static mixer reactor   1467 
5  Air  reactive extraction  1482 
6  Air  reactive membrane  1485 
7  Air  bubble column (BCD)  1565 
8  Oxygen  microchannel reactor‐extractor  1568 
9  Oxygen  static mixer reactor‐extractor  1573 
10  Oxygen  microchannel reactor  1575 
11  Oxygen  static mixer reactor  1580 
12  Oxygen  reactive extraction  1583 
13  Oxygen  reactive membrane  1585 
14  Oxygen  Bubble column (BCD)  1600 
15  Oxygen  millichannel reactor  1650 
16  Air  millichannel reactor  1804 
17  Oxygen  oscillatory baffled reactor  1824 






is  assumed  to  be  300US‐$/m2  and  needs  replacement  every  3  years  (Nafion,  2011).  The 
results are presented in table 5.30. 
U5SP=2.3.2: All processes are ranked according to their Fobj. The most promising which are the best 







Rank  Task 2 ‐ Oxidation  Task 3 ‐ Separation WS/PR  Task 4 ‐ Separation W/P  Fobj [US‐$/h] 
1  microchannel reactor‐extractor  None  heat‐integrated distillation  846.9 
2  microchannel reactor  packed microchannel extractor  heat‐integrated distillation  851.5 
3  microchannel reactor  microchannel extractor  heat‐integrated distillation  872.8 
3  microchannel reactor  static mixer extractor  heat‐integrated distillation  872.8 
5  microchannel reactor  extraction column (BCD)  heat‐integrated distillation  908.9 
6  microchannel reactor‐extractor  None  distillation (BCD)  1117.3 
6  microchannel reactor‐extractor  None  heat transfer panels inside column  1117.3 
8  microchannel reactor  packed micro‐channel extractor  heat transfer panels inside column  1122.3 
8  microchannel reactor  packed micro‐channel extractor  distillation (BCD)  1122.3 
10  microchannel reactor  microchannel extractor  heat transfer panels inside column  1229.1 
10  microchannel reactor  microchannel extractor  distillation (BCD)  1229.1 
10  microchannel reactor  static mixer extractor  heat transfer panels inside column  1229.1 
10  microchannel reactor  static mixer extractor  distillation (BCD)  1229.1 
14  microchannel reactor  extractive distillation  heat‐integrated distillation  1294.3 
15  microchannel reactor  extraction column (BCD)  heat transfer panels inside column  1409.4 























Step  6.2:  For  each  of  the  eight  remaining  process  options,  the  mathematical  model  is  optimized. 
Temperatures and pressures in the reactors have been fixed leaving the volume (reaction time) as 
the optimization variable. For the purification step, the pressure for purifying the product is fixed 
to P=0.1  atm while  reflux  ratio  and  the pressure  for  the heat  integration  are  the optimization 






























extractor  None  heat‐integrated distillation  755.7 
2  Air  microchannel reactor  microchannel reactor 
packed microchannel 
extractor  heat‐integrated distillation  760.3 
3  Air  microchannel reactor  microchannel reactor  microchannel extractor  heat‐integrated distillation  781.6 
3  Air  micro channel reactor  microchannel reactor  static mixer extractor  heat‐integrated distillation  781.6 
5  Air  Foam reactor  microchannel reactor‐extractor  None  heat‐integrated distillation  790.9 
6  Air  Foam reactor  microchannel reactor  packed microchannel extractor  heat‐integrated distillation  795.5 
7  Air  Foam reactor  microchannel reactor  microchannel extractor  heat‐integrated distillation  816.8 
7  Air  Foam reactor  microchannel reactor  static mixer extractor  heat‐integrated distillation  816.8 
             






industry.  One  example  is  the  production  of  5‐hydroxymethylfurfural  (HMF)  from  fructose.  HMF  is 
considered as a platform chemical for the production of a variety of high value chemicals as well as high 
value polymers (Bozell & Petersen, 2010). However, the production costs for HMF using this route and 
conventional  equipment  are  too high  (Boisen  et  al.,  2009).  Therefore,  it  is  checked  if  PI options  can 
reduce  the operational  costs of  this process  route.  Section  5.3.1  lists  the  state‐of‐the‐art  in  the  bio‐




HMF  can  be  produced  from  fructose  by  the  following  reaction  scheme  consisting  of  four  reactions 
proposed by Kuster and Temmink (1977). The main reaction is to produce HMF and water from fructose 
(R1; Eq.5.33): 
6 12 6 6 6 3 23C H O C H O H O  .                (5.33) 
HMF is degraded in water to levulinic acid and formic acid in a side‐reaction (R2; Eq.5.34). 
6 6 3 2 5 8 3 2 22C H O H O C H O CH O                 (5.34) 
Besides,  two additional  side‐reactions are  taken place  to  form humans which are  the degradation oif 
HMF  (R3; Eq.5.35) and  the degradation of  fructose  (R4; Eq.5.36). Humins are undetermined  insoluble 
polymers (Rapp, 1977). 
 6 6 3 6 6 3 Humins.2C H O C H O                   (5.35) 
 6 12 6 6 6 3 2Humins.1 3C H O C H O H O                (5.36) 
Different  process  routes  are  discussed  in  academia  and  industry with  respect  to  different  catalysts, 
different solvents (water, DMSO, ionic liquids) or mixture of solvents (e.g. water‐acetone), and different 







Table 5.32. Reported process  routes  (extended  from Boisen  et al., 2009). Conversion  and  selectivity  are molar 
based. 


















10w.%  Water  0.1M HCL  3min, 180°C  51% selectivity, 50% conversion   
Tuercke et 











































Therefore,  the  water‐route  is  studied  to  check  if  through  PI  a  potential  process  to  produce  HMF, 
assuming a fructose price of around 0.5 US‐$/kg (Sino Chemical Industry Co Ltd, 2010), for a price lower 
than 2 US‐$/kg may exist. Only one catalyst  is  taken  into  the  search  space because  the purpose  is  to 
highlight  the  methodology  to  systematically  achieve  PI  and  not  a  detailed  catalyst  screening.  The 
catalysts  in  the  search  space  is  hydrogen  chloride  (homogeneous)  because  it  has  been  proposed 





The  largest  scale  reported  in  the  literature  (see  Table  5.32)  is  the  water  route  by  Rapp  (1987).  A 
commercial production process  is not known. Hence,  this process has been selected as  the base‐case 
5. Case studies – Application of the unit‐operation based methodology 
140 
design. This  lead  to  the  following process proposed by Rapp  (1987)  in which  the  fructose  (25 w.% of 
fructose)  is dissolved  in water and  fed  to a  reactor  in which  the  reaction  takes place  for 2 hours at a 
temperature of 140C. Oxalic acid  is used as catalyst  (see table 5.31). The selectivity towards the main 
product  is 55% and the conversion of fructose  is 60%. The produced humins  in the side reactions (Eqs. 
5.35 & 5.36) are unsoluble and can therefore easily be separated using a filter. All acids are neutralized 
through  the  addition  of  a  base  (sodium  hydroxide)  following  the  reaction  scheme  given  in  equation 
(5.37).  












Obj RM,i , energy,i solvent,imin F = c + c c /RM i i i HMF
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Utility  ci (US‐$/kg)  Raw material  ci (US‐$/kg) 
Heating(HP)($/GJ)  14.05  Fructose*  0.5 
Cooling($/GJ)  0.40  Water  0.0006 
Electricity($/kWh)  0.06  HCL, Ca(OH)2  0.1 
    Levulinic acid, oxalic acid**  1.0 
    Formic acid**  0.5 
 
The  results  of  the  calculations  are  presented  in  Table  5.36.  The  total  operational  costs  per 
kilogram product are around 7.84 US‐$. Additionally, the efficiency of the reaction (see Table 3.2) 
is calculated to be only 42%. 
Note: The catalyst costs are not playing a big  role  (0.7% of  the operational costs). Therefore, a 
recycle of catalyst is not necessary. 
 












Energy – Preheating 42.6 ‐ 0.60  7.63
Energy – Pumping  5.7  ‐  0.34  4.33 
Energy – Reaction  7.6  ‐  0.11  1.36 
Raw material – Feed ‐ ‐ 2.74  34.98
Catalyst ‐ Feed 0.06  0.7
separation 




Ca(OH)2        0.01  0.06 
separation salt/ 
fructose 
Energy ‐ Cooling  11.8     0.005  0.06 




fructose  ‐  ‐  ‐ 
separation 
HMF/water 
Energy ‐ Evaporation  250.0  ‐  3.51  44.79 
water  ‐  107.3  ‐  ‐ 
                 
   Total  613.6     7.84    
 











MBS.4:  The  tool  SustainPro  is  used  for  additional  identification  of  limitations/bottlenecks.  The most 













































HMF*  126.1  300.6  498.5        19.9  66.7 
Levulinic 
acid  116.1  308.2  530.0  3.15  3.68  0.103  13.2   
Formic acid  46.0  281.7  373.7  1.42  1.85  0.038  10.5  41.21 
Water  18.0  273.2  373.2  1.85  0.62  0.018  47.8  40.62 
Fructose*  180.1  393.2  713.2  0.19    0.115  65.6  117.4 
Humin    Very high            
Hydrogen 
chloride  36.5  158.9  188.2  1.08  0.21  0.03  22.0  16.18 
Oxalic acid  90  462.6  569  2.62  3.22  0.06  36.9   
 









(Román‐Leshkov,  Chheda  &  Dumesic, 
2006) 
Linked to LB1 Step A2.4.3: AR (criteria 5, Table 3.3)
LB3:  Large  waste  generation  in  the 
separation of fructose 






LB5:  High  costs  and  high  energy 
consumption  for  the  separation 
HMF/water 
Phase  transition  by  relative 
volatility and 
Linked  to  chromatography  (see 
LB3) 
Step A2.4.1: APCP.4:    r(TB)  large  (Rule 
APCP.1) 
Why  is  water  in  the  system  (rule 
A2.13) 
LB6:  High  costs  and  high  energy 
consumption for the preheating of the 
solvent in the separation of fructose 
Linked  to  chromatography (see 
LB3) 
Why  is  water  in  the  system  (rule 
A2.13) 
LB7:  Large  amount  of  waste  in  the 
separation of HMF/water 
Linked  to  chromatography (see 
LB3) 









Step  U2.1.1:  The  list  of  keywords  KPI  for  PI  equipment  search  includes  all  identified 
limitations/bottlenecks and the corresponding phenomena (see Table 5.39 and Table 5.34). 
Step U2.1.2: The algorithm KBS  is applied  to search and  retrieve potential equipment  from  the 
knowledge base  into a  list Ω. The results for each task under  investigation are shown  in the 
table 5.41. 
Step U2.2: Pre‐screen candidate PI equipment for feasibility: 







adsorption,  etc).  Examples  for  not  matching  phases  are  unit  operations  considering  a 
reaction  in the vapor phase  (reactive condensation) which  is not the case here. Membrane 
distillation has been  removed  for  the  separation of  fructose and water because  the media 
















Solvent  TB,low  not feasible  feasible  feasible 
TB,high  feasible  feasible  feasible 
Catalyst  TB,low  not feasible  feasible  feasible 
TB,high  feasible  feasible  feasible 
Heterog.  feasible  feasible  feasible 
 
















Reactive  distillation(OPW),  reactive  extraction,  reactive  membrane  (OPW),  reactive
pervaporation  (OPW),  reactive  crystallization(OPW),  reaction  adsorption  (OPW),  reaction
condensation(Phases),  reaction‐absorption(Phases),  reactive  distillation  with
pervaporation(OPW),  oscillatory  baffled  reactor‐crystallizer(OPW),  reactive
chromatography  (too water demanding  in  the base  case design),   1‐pot  synthesis(OPW);
microchannel  reactor‐extractor;  microchannel  reactor;  microwave  reactor  (maturity),


















extraction  crystallization(Phases),  extraction  distillation;  membrane  extraction,  heat‐









extraction  crystallization,  extraction  distillation;  membrane  extraction,  heat‐integrated










That are, simplified models  to describe expected  input and output of  the  reactors and  the separators 
and more  complex models  to describe  the performance of  the units using kinetics and mass  transfer 
coefficients. Simple models will be needed in step U5 while the more complex models are needed in the 
last sub‐steps of step U5 and step 6. 









Fructose in Fructose out
nS
n n








                   (5.41) 
 
Table 5.42. Simple models based on conversions and selectivities from the literature (1: Roman-Leshkov, Chheda, 







The  necessary  thermal  energy  for  the  distillations  is  approximated  based  on  the  heat  of  the 
vaporization. The heat of vaporization for each component in the system is given in Table 5.38. For the 



















1 1cat Fr x k n                        (5.42) 
2 2cat W HMFr x k n n                       (5.43) 
3 3W HMFr x k n                      (5.44) 
4 4W Fructoser x k n                      (5.45) 
The kinetic expressions are given in equation (5.46). The kinetic constants ki0 and activation energies EAi 
are given in Table 5.43: 
 0 exp / /ki ki EAi R T                     (5.46) 
 
Table 5.43. Reaction parameters. 
  k10 k20  k30  k40 
  1/s  1/mol  1/s  1/s 
Macro device  9.0∙1019  6.0∙109  3.05∙1011  5.02∙1010 
Micro device  9.1∙1020  3.0∙109  1.05∙1011  1.35∙1010 
  EA1  EA2  EA3  EA4 
  [J/mol]  [J/mol]  [J/mol]  [J/mol] 






 ,12 , , ,HMF L HMF aq HMF aq HMF orgn k a n x R x                 (5.47) 
It is assumed that through proper solvent selection, other components will not enter the solvent phase 
because of an existing difference in the solubility parameter between the compounds (Table 5.38). 
The  following parameters are needed  to model  the extraction units:  the  solvent dependent partition 
coefficient R  (Eq.5.48);  the equipment dependent  contact area between  the phases a; as well as  the 
(assumed to be) independent of equipment and solvent mass transfer coefficient KL (Eq.5.49). 
The partition coefficient is: 
, ,/HMF org HMF aqR x x                     (5.48) 
The mass transfer coefficient has been calculated using the kinetic and extraction model for the solvent 
7:3 MIBK:2‐butanol for the data given by Roman‐Leshkov et al. (2006). The mass transfer coefficient is: 
24.85 10 /Lk m s





on  these  and  the  corresponding  Hildebrandt’s  solubility  parameters  of  the  solvents  and  HMF,  the 
behavior of unknown with HMF is predicted. This is shown in the appendix A.8.3. 




U4.1: The  superstructure  containing a  generic model has been  retrieved  from  the model  library  (see 
Fig.4.2). 
U4.2: This  step  is not needed,  since  the  superstructure  from  S4.1 matches  the maximum number of 
tasks, therefore step U4SP=1.3 is directly entered (Rule U4.1). 
U4.3: The number of options represented by this superstructure is calculated using (Eq.5.8). 
The number of  identified units  is NIU=16. The number of processing steps  is four, assuming that 






2 2options by units
options by recycle






          
 
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Simplification  Do not use pre‐reactors  2.8∙103  3.8∙103 
Simplification  Do not use repetitive units (2 units for the same task)  3.4∙10
3  408 
Simplification  Do the easy separation first  120  288 
Waste, 









































U5.2.1:  For each of  the  remaining process options  in NPOO,  the performance metric  yield  and 
selectivity of the reaction are calculated.  
U5.2.2: All process options are ranked according to their yield (Table 5.47). Based on the results 






Table  5.47.  Process  options  (NPOO)  after  performance  screening  using  simple models.  Abbreviations:  reactive 
extractor  (RE),  reactor  (R),  heat‐integrated  distillation  column  (HiDC),  Filter  of  acids  and  humins  (Filter), 
Purification(Purif).; “*”: kept in the search space. 
Rank  Unit 1  Unit 2 Unit 3 Unit 4 Yield Selectivity 
#1  Microchannel RE Filter HiDC HiDCPurif 80.0* 80.0* 
#1  RE  Filter HiDC HiDCPurif 80.0* 80.0* 
#3  Microchannel R  Filter HiDC HiDCPurif 78.0* 78.0* 
#4  Microchannel RE HiDCPurif 68.8* 80.0* 
#4  RE  HiDCPurif 68.8* 80.0* 
#6  Microchannel R  HiDCPurif 55.4  
#7  R  Filter HiDC HiDCPurif 51.0
#8  R  HiDCPurif 25.5  
 
U5.2.3: The objective function is not selected for screening here (rule U5.4). Step U5.4 is entered. 





U5.1.1:  The  degree  of  freedom  of  the  complex  reaction model  is DoF=3  and  for  the  complex 
reactive extraction model is DoF=5. The initial concentrations of fructose and catalyst as well 
as the temperature need to be selected. Additionally, for reactive separations, solvents and 
the  ratio Vorg/Vaq need  to be  selected. The  selection of  the  solvent  through using  the  sub‐
algorithm SoP, steps SoP.4‐SoP.7  is shown  in appendix A.8.2. Three different solvents have 
been selected based on matching the Hildebrandt solubility parameter of HMF.  
U5.1.2:  The  initial  concentrations  are  specified  to be 50w.%  fructose  in water.  The  amount of 












U5.2.2: Based on  the  results  (Table 5.48) only one process option are kept  in  the search  space 
(NPOP=1) which is a microchannel reactor‐extractor and a heat‐integrated distillation column 
for the purification. The flowsheet of this option, together with the active streams for which 
the  binary  variables  have  been  fixed  to  1  (all  others  are  zero),  is  presented  in  Figure 
5.14.However, the process can be run with three different solvents.  
 
Table 5.48. Process options  (NPOO) after performance  screening using  complex models. Abbreviations:  reactive 
extractor  (RE),  reactor  (R),  heat‐integrated  distillation  column  (HiDC),  Filter  of  acids  and  humins  (Filter), 
Purification(Purif).; “*”: kept in the search space 
Rank  Unit 1  Unit 2  Unit 3 Unit 4 Solvent Yield gOP  Selectivity
  
Microchannel RE  Filter  HiDC  HiDCPurif
THF 100 No   
   C7H11BrCl4 100  No   
   C5H9BrO  100  No   
  
RE  Filter  HiDC  HiDCPurif
THF 100 No   
   C7H11BrCl4 100  No   
  C5H9BrO  100  No   
3  Microchannel R  Filter  HiDC  HiDCPurif 78 Yes  78,00
1b 
Microchannel RE  HiDCPurif  ‐  ‐ 
THF 100 Yes  83,03* 
1a  C7H11BrCl4 100  Yes  85,56* 
1a  C5H9BrO  100  Yes  85,56* 
2b 
RE  HiDCPurif  ‐  ‐ 
THF 100 Yes  82,67 
2a  C7H11BrCl4 100  Yes  83,03 


















Step  6.2:  For  each  process  option,  solve  separately  the  reduced  optimization  problem.  For  this  the 
selection of the best solvent is necessary (rule 6.2). The results are presented in Table 5.49.  
Step  6.3:  The  last  optimization  of  the  remaining  process  option  is  solved  three  times  for  different 






Table 5.49. Ranking of  the  remaining process options by  their objective  function  (Treaction=180C; ncat=0.1mol/kg 
HMF; 50w.% fructose in the inlet; TInlet streams=40C ). 
Rank  Unit 1  Unit 4 Solvent Vorg/Vaq Selectivity Fobj [US‐$/kg HMF]
#1  Microchannel RE  HiDCPurif C7H11BrCl4 5 97.47 1.21 
#2  Microchannel RE  HiDCPurif THF 5 95.67 1.47 
#3  Microchannel RE  HiDCPurif C5H9BrO 5 97.47 1.49 





be  reduced  by  a  factor  of  6.5.  The main  contributor  to  the  cost  is  still  the  substrate  fructose 
followed by the costs for the running the reaction at a temperature of 180°C (see Figure 5.15). 
Note: The main advantage of this option compared to the other two is that the solvent is the high 




























The application of  the methodology  is highlighted  through  the production of  isopropyl acetate  (IPAc) 
which is shown in detail in sections 6.1.2.‐6.1.7. Additional information is given in appendix A.9.  
This case  study has been  selected  for  two  reasons. First of all,  isopropyl‐acetate  is an  important bulk 
chemical product used widely as organic solvent and process improvement with respect to operational 














OHOHCOHHCCOOHCH 22105733  .            (6.1) 
The base‐case design is a simple CSTR for a production of 50000 t/y of IPAc. The CSTR is assumed to run 
under isothermal conditions by T=330K at P=1bar. The feed is an equimolar mixture of HOAc and IPOH. 
The  reaction  is  not  complete.  The  inlet  and  outlet  flows  of  the  reactor  are  given  in  Table  6.1.  The 

















0.99  and with  the  lowest  operational  costs  at  lowest  capital  costs.  The  operational  costs  are 





































































Step A2.3.1.1: The  list of  keywords K  contains  the  following  items: K={production of  IPAC, 
esterification reaction, IPOH, HOAc, IPAc, H2O}. 
Step A2.3.1.2:  The  algorithm  KBS  is  applied  for  the  knowledge‐base  search.  The  keyword 
“esterification  reaction” has been  found  in  the knowledge base. For  this,  the  following 
information  about  limitations/bottlenecks  is  stored:  unfavourable  equilibrium  in  the 
reaction. 
Step  A2.3.2:  The  algorithm MBS  is  applied.  It  confirms  that  the  LB  is  identified  to  be  in  the 
reaction. 








Table 6.3.  List of pure  component properties of  the  system at P=1atm  (“*”:Missing data predicted  through  the 
Marrero‐Gani‐Approach (Marrero & Gani, 2001) in the tool ProPred in step APCP.1.2). 















[K]  [K]  log(mg/L) [Å] [m³/kmol] [m³/kmol]  [MPa^0.5]
HOAc  391.05  289.91  5.25* ‐0.15* 2.61 0.1797 0.0333  19.0078
IPOH  355.41  185.28  5.24* 0.53* 2.807 0.22 0.04216  23.4083
IPAc  361.65  199.75  4.17* 1.32* 3.679 0.336 0.06299  17.1536










mixture  TB  TM  Rg  VM  Log (Ws)  Log(Kow)  δSP 
W/HOAc  1.05  1.06  4.24 3.21 1.14 9.20  2.52
W/IPOH  1.05  1.47  4.56 3.94 1.15 2.49  0.73
W/IPAc  1.03  1.37  5.98 6.01 1.44 ‐1.05  2.79
HOAc/IPOH  1.10  1.56  1.08 1.22 1.00 ‐3.53  1.23
HOAc/IPAc  1.08  1.45  1.41 1.87 0.79 ‐0.11  1.11
IPOH/IPAc  1.02  1.08  1.31 1.53 0.80 0.40  1.36
 
Step A2.4.2:  The  algorithm AMP  is  applied  to  check  for  azeotropes  as well  as miscibility  gaps 






Ternary/ Binary pair TB [K]  x1  x2  x3   
IPOH/IPAc/W  347.37 0.2377 0.4092 0.3531 Min. BP 
IPAc/W  349.72 0.5981 0.4019   Min. BP 
IPOH/IPAc  351.69 0.5984 0.4016   Min. BP 
IPOH/W  355.65 0.6875 0.3125   Min. BP 

















Step A2.4.4: The operating window of  the reaction  task  is  identified by using  the sub‐algorithm 
























P3.1.1:  The  list  of  keywords  KPI  for  identification  of  PI  possibilities  includes:  Unfavorable 
equilibrium in the reaction. 






Table  6.7. Decision  Table  regarding  PI  solutions  to  reported  limitations  in  the  process  (A  “ ”  in  the  second 














Separation is not sufficient          
limiting equilibrium       
azeotrope       
high energy demand         
limited mass transfer         
limited heat transfer         
driving forces too low       
         
Reaction is not sufficient          
contact problems of educts; limited mass 
transfer         
product reacts further/is intermediate       
activation problems     
degradation by T     
degradation by pH         
difficulties to control conditions, reaction 
too exotherm/endotherm         
























Table 6.8. Table  Identified phenomena for each desirable task using the algorithm APCP and AMP (A: Acetic‐Acid, B:  Isopropanol, C: Water, D:  Isopropyl‐
acetate) with pure  component properties  (TM: Melting point; TB: Boiling point; PLV: Vapor pressure; Rg: Radius of  gyration; VM: Molar  volume;  Log(Kow): 
Octanol/Water partition coefficient; VdW: Van der Waals volume; δSP: Solubility Parameter) 
































































































































  Note:  The  phase  transition  by  pervaporation  is  described  using  an  existing  membrane.  The 





  2W W WJ a x b x                      (6.1) 
  With the parameters a=12.331 and b=185.85. 
  , 99.5i w                      (6.2) 
  The phase transition by relative volatility is described using the NRTL model from Lai et al. (2007). 
P3.6: All, accompanying phenomena by contacting the knowledge base for each  identified phenomena 









P3.7: The operating windows are determined applying  the algorithm OPW. The  result  is presented  in 
Table. 6.10 
Note:  Since,  Amberlyst  15  is  used  as  a  catalyst  the maximum  allowable  temperature  to  avoid 
catalyst degradation is 403K (Dow, 2011) which is set to be the maximum limit of the operational 
window of the  liquid phase reaction phenomena. In general, only a  liquid phase occurs between 
the  lowest  boiling  point,  that  is  the  temperature  (347.34  K)  of  the  ternary  azeotrope  of 














































P4.1.2:  Interconnect all phenomena  in  the search space  to SPB’s by using  the connectivity rules 
for each phenomenon (see table 2.6): 

















       

 
         (6.3) 




Note: M=R=C=2phM only allows vapor‐liquid  inlet  since heat of  reaction  is not enough  for 





SPB  Connected Phenomena  In  Out 
SPB.1  MId  1..n(L)  1(L) 
SPB.2  MId=R  1..n(L)  1(L) 
SPB.3  MId=R  1..n(L)  1(L) 
SPB.4  MId=C  1..n(L)  1(L) 
SPB.5  MId=R=H  1..n(L)  1(L) 
SPB.6  MId=R=C  1..n(L)  1(L) 
SPB.7  MId=MV=R=2phM=PC=PT(VL)  1..n(L,VL)  1(V/L) 
SPB.8  MId=MV=R=2phM=PC=PT(VL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.9  MId=MV=R=2phM=PC=PT(PVL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.10  MId=MV=H=2phM=PC=PT(VL)  1..n(L,VL)  1(VL) 
SPB.11  MId=MV=H=2phM=PC=PT(VL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.12  MId=MV=H=2phM=PC=PT(PVL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.13  MId=MV=C=2phM=PC=PT(VL)  1..n(VL)  1(VL) 
SPB.14  MId=MV=C=2phM=PC=PT(VL)=PS(VL)  1..n(VL)  2(V;L) 
SPB.15  MId=MV=R=H=2phM=PC=PT(VL)  1..n(L,VL)  1(V/L) 
SPB.16  MId=MV=R=H=2phM=PC=PT(VL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.17  MId=MV=R=H=2phM=PC=PT(PVL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.18  MId=MV=R=C=2phM=PC=PT(VL)  1..n(L,VL)  1(V/L) 
SPB.19  MId=MV=R=C=2phM=PC=PT(VL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.20, SPB.39  MFl  1..n(L)  1(L) 
SPB.21, SPB.40  MFl=R  1..n(L)  1(L) 
SPB.22, SPB.41  MFl=H  1..n(L)  1(L) 
SPB.23, SPB.42  MFl=C  1..n(L)  1(L) 
SPB.24, SPB.43  MFl=R=H  1..n(L)  1(L) 
SPB.25, SPB.44  MFl=R=C  1..n(L)  1(L) 
SPB.26, SPB.45  MFl=MV=R=2phM=PC=PT(VL)  1..n(L,VL)  1(V/L) 
SPB.27, SPB.46  MFl=MV=R=2phM=PC=PT(VL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.28, SPB.47  MFl=MV=R=2phM=PC=PT(PVL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.29, SPB.48  MFl=MV=H=2phM=PC=PT(VL)  1..n(L,VL)  1(VL) 
SPB.30, SPB.49  MFl=MV=H=2phM=PC=PT(VL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.31, SPB.50  MFl=MV=H=2phM=PC=PT(PVL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.32, SPB.51  MFl=MV=C=2phM=PC=PT(VL)  1..n(VL)  1(VL) 
SPB.33, SPB.52  MFl=MV=C=2phM=PC=PT(VL)=PS(VL)  1..n(VL)  2(V;L) 
SPB.34, SPB.53  MFl=MV=R=H=2phM=PC=PT(VL)  1..n(L,VL)  1(V/L) 
SPB.35, SPB.54  MFl=MV=R=H=2phM=PC=PT(VL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.36, SPB.55  MFl=MV=R=H=2phM=PC=PT(PVL)=PS(VL)  1..n(L,VL)  2(V;L) 
SPB.37, SPB.56  MFl=MV=R=C=2phM=PC=PT(VL)  1..n(L,VL)  1(V/L) 
SPB.38, SPB.57  MFl=MV=R=C=2phM=PC=PT(VL)=PS(VL)  1..n(L,VL)  2(V;L) 













First number  is  the conversion while  the second number  indicates  the number of stages necessary  to 
achieve that conversion.  






SPB.2, SPB.21, SPB.40  0.58/∞  1‐phase  1‐phase 
SPB.5, SPB.24, SPB.43  0.55/∞  1‐phase  1‐phase 








SPB.54, SPB.38, SPB.57  0. 67/∞  0. 69/∞  0.81/13(∞) 




















3 2 1 2 1
max 58 58 58 6 58 3 58 218892NOO                 (6.4) 
P4.3.3: The screening by  feasible connections of SPB’s, meaning that a two‐phase outlet cannot 
enter a one‐phase SPB and by checking  the correctness of  the potential additional  forward 
connections  through  the  dividing  phenomenon  (see  appendix  A.9.4),  gives  NOO=121610 
formally feasible options remaining in the search space.  

































P5.1:  Solve  operational  constraints  (Eq.2.4)  and  the  short‐cut  process  model  (Eq.2.7).  The  yield  is 
defined as operational constraint (see step 1, Table 6.1). The results are exemplary presented  in 






























#1  ‐MId=MV=R=H=2phM=PC=PT(PVL)=PS(VL)‐  0.99  0.36 
…  …  …  … 
#23  ‐MId,tub=MV=R=H=2phM=PC=PT(PVL)=PS(VL)‐M=R=C‐D  0.99  >0.36 











Option  Stage 1  Stage 2  Stage 3 
1     MFl,tub=R  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
2  MFl,tub=R  MFl,tub=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
3  MFl,tub=R=H  MFl,tub=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
4     MFl,tub=R=H  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
5  MFl,tub=R=H  MFl,tub=R=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
6  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,tub=R=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
7  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,tub=R=H  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
8  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,tub=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
9        MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
10  D  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,tub=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
11      Mid=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
12  D  Mid=R=H=2phM=Mv=PC=PT(PVL)=PS(VL)  Mid=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
13     MFl,rec=R  MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
14  MFl,rec=R  MFl,rec=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
15  MFl,rec=R=H  MFl,rec=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
16     MFl,rec=R=H  MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
17  MFl,rec=R=H  MFl,rec=R=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
18  MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,rec=R=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
19  MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,rec=R=H  MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
20  MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,rec=H=2phM=Mv=PC=PT(PVL)=PS(VL)  MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 
21        MFl,rec=R=H=2phM=Mv=PC=PT(PVL)=PS(VL) 











































P5.4: All options are  screened  for operational constraints at  the unit operation  level. That  is  that  the 












2/ Re / 2 /p w L r                    (6.5) 
The Reynolds number is calculated with 
Re /wd                      (6.6) 





                     (6.7) 
With A: cross sectional area of the channel and P: the perimeter of the cross‐section. 
The resistance factor   in the channel depends on the Reynolds number and on the shape of the 






























membrane area  (representing  the  largest  factor  in  the operational costs) at a yield=0.99  (and a 
purity of the outlet stream of 98mol.% IPAc) and a maximum of 100 parallel units (Figure 6.7). The 































#10  373          1.51  0.01  0.43 
#10  373          2.30  0.0167  0.03 
#22  373  2  0.01  0.02  100  1.51  0.0067  4.23 
#22  373  2  0.0167  0.033  60  2.30  0.011  0.3 
#22  373  4  0.01  0.04  100  1.51  0.008  1.0 
#22  373  4  0.0167  0.067  60  2.30  0.0133  0.07 
6. Case studies – Application of the phenomena based methodology 
183 
Step  6.4:  The  results  have  been  obtained with  rigorous models.  The  best  option  is  the  tubular  flow 






distillation  has  been  studied.  Therefore,  the  new  design  (even  though  it  is  a  result  of  targeting  the 
intensification  only  in  the  reactor  part)  is  benchmarked  against  the  data  obtained  for  a  reactive 
distillation system (Lai et al., 2007) as well as the data for the conventional base‐case design by Corrigan 
and Stichweh (1968). The base‐case contains of one reactor, six distillation systems, one extractor using 





















    Aqueous  Bottom 
Flowrates [kmol/h]       
HOAc  50.74  0.000087703  0.004697 
IPOH  50.000173  2.3488458  0.4631242 
IPAc    0.6657455  46.5003 
H2O  26.029827  76.93945  0.0018788 
       
total [kmol/h]  126.77  79.73  46.97 
       
conversion (IPOH)  0.9300028     
conversion (HOAc)  0.9164426     
       
Heat [MW]  5.5711     
       
Catalyst       
cat density [kg/m3]  770     
cat costs [US‐$]  74200     
Price [US‐$/kg]  7.7162     
kg cat  9616.1323     
 
The  rectangular  flow  reactor pervaporator has been  selected and has been designed using  the  same 
input  flows as  for  the  reactive distillation  system  (Table 6.20). The  temperatures of  the  inlet  streams 
have been assumed to be T=300K.  
The specifications of  the design of  the rectangular  flow reactor‐pervaporator are given  in Figure 6.12. 
With the phenomena based design retrieved from our methodology, a conversion of 99% based on IPOH 
is achieved compared to around 94% for conventional as well as 93% for the reactive distillation system 
(Figure  6.12).  The  thermal  heat  requirement  of  the  novel  design  is  only  1/10th  of  the  thermal  heat 
requirement  of  the  conventional  process  and  around  1/5th  of  the  reactive  distillation  system.  The 

















peroxide  from  an  aqueous  solution  is  a  very  energy  consuming  step  (see  Table  5.17)  in  the 
anthraquinone  route  (see  section  5.2.1).  In  a  conventional  process,  this  separation  is  done  with  a 
vacuum distillation  in order  to circumvent  the  formation of an explosive atmosphere.  In  the previous 
chapter  of  this  thesis  (section  5.2),  this  separation  has  been  part  of  intensifying  the  anthraquinone 









Obj RM,i , energy,i solvent,i 2 2min F = c + c c /RM i i i H O
RawMaterials Make UpEnergy
m E m m

    
              (6.8) 
Step 1.2: The design  scenario  is  the  improvement of  the  separation process of H2O2 and water. The 
process scenario is batch.  
Step 1.3: A mixture stream (1000kmol/h) containing 15mol.% of H2O2 and 85mol.% water at T=308.15K 
























































































1.055685  1.016361446  1.001558  1.043164  17.62911  1.00154 
 
The mixture has been analyzed by applying AMP with respect to azeotropes, miscibility gaps 






Table  6.23.  Identified  phenomena  for  each  desirable  task  using  the  algorithm  APCP  with  pure  component 
























external medium  is necessary. One membrane has been  found  in  the  literature  (Parrish  et  al., 
1999).  The  phase  transition  phenomena  using  a  solvent  are  removed  (rule  SoP.1).  The 
pervaporation phenomenon has a selectivity S=2.4 and is described through a short‐cut model for 
the  flux  through  the  membrane  Ji  [m3  /m2  /h]  using  the  experimental  data  available  from 
Motupally et al. (2000) and Parrish et al. (1999).  
Ji=Qi*dP                      (6.9) 
The  permeability  of  the  membrane  for  water  QH2O  and  hydrogen  peroxide  QH2O2  have  been 
calculated at T=50°C: 
QH2O =0.0065 m3 /m2 /h /Pa.                (6.10) 
QH2O2 =0.0027 m3 /m2 /h /Pa.                (6.11) 







Phenomena  P=0.1atm  P=1atm  P=10atm 
  TLow [K]  Thigh [K]  TLow [K]  Thigh [K]  TLow [K]  Thigh [K] 
Relative volatility  318.96  362.14  373.15  422.9  453.13  513.55 


















































































































































P4.1.2: All possible SPB are generated using  the  connectivity  rules.  In  total a number of 14913 
(see Eq.6.12) SPB’s are generated.  














       

       
 (6.12) 
P4.1.3: Screening of all SPB’s  for  feasibility: Using connectivity  rules and  the  information of  the 








P4.2.1‐P4.2.5: For each SPB  the  steps have been performed  to calculate  the potential outcome 
and  the necessary number of  stages  for different  interconnections. This  is done using  the 
extended Kremser method (see section 4.6). 





SPB  Connected Phenomena  In  Out 
SPB.1  M(L)  1..n(L)  1(L) 
SPB.2  M(L)=H  1..n(L)  1(L) 
SPB.3  M(L)=C  1..n(L)  1(L) 
SPB.4  M(L)=H=PCh=M(V)  1..n(L)  1(V) 
SPB.5  M(L)=Pdrop=PCh=M(V)  1..n(L)  1(V) 
SPB.6  M(L)=Pdrop=H=PCh=M(V)  1..n(L)  1(V) 
SPB.7  M(L)=Pdrop=C=PCh=M(V)  1..n(L)  1(V) 
SPB.8  M(L)=Pdrop  1..n(L)  1(L) 
SPB.9  M(L)=Prise  1..n(L)  1(L) 
SPB.10  M(V)  1..n(V)  1(V) 
SPB.11  M(V)=H  1..n(V)  1(V) 
SPB.12  M(V)=C  1..n(V)  1(V) 
SPB.13  M(V)=C=PCh=M(L)  1..n(V)  1(L) 
SPB.14  M(V)=Prise=PCh=M(L)  1..n(V)  1(L) 
SPB.15  M(V)=Prise=H=PCh=M(L)  1..n(V)  1(L) 
SPB.16  M(V)=Prise=C=PCh=M(L)  1..n(V)  1(L) 
SPB.17  M(V)=Pdrop  1..n(V)  1(V) 
SPB.18  M(V)=Prise  1..n(V)  1(V) 
SPB.19  M(V,L)=M(VL)=PC=PT(VL,0.1bar)=PS(VL)  1..n(L,V,VL)  2(V;L) 
SPB.20  M(V,L)=M(VL)=PC=PT(VL,1bar)=PS(VL)  1..n(L,V,VL)  2(V;L) 
SPB.21  M(V,L)=M(VL)=PC=PT(VL,10bar)=PS(VL)  1..n(L,V,VL)  2(V;L) 
SPB.22  M(L)=PC=PT(PVL,1bar)=PS(VL)  1..n(L)  2(V;L) 
SPB.23  M(V,L)=M(VL)=H=PC=PT(VL,0.1bar)=PS(VL)  1..n(L,V,VL)  2(V;L) 
SPB.24  M(V,L)=M(VL)=H=PC=PT(VL,1bar)=PS(VL)  1..n(L,V,VL)  2(V;L) 
SPB.25  M(V,L)=M(VL)=H=PC=PT(VL,10bar)=PS(VL)  1..n(L,V,VL)  2(V;L) 
SPB.26  M(L)=H=PC=PT(PVL,1bar)=PS(VL)  1..n(L)  2(V;L) 
SPB.27  M(V,L)=M(VL)=C=PC=PT(VL,0.1bar)=PS(VL)  1..n(L,V,VL)  2(V;L) 
SPB.28  M(V,L)=M(VL)=C=PC=PT(VL,1bar)=PS(VL)  1..n(L,V,VL)  2(V;L) 
SPB.29  M(V,L)=M(VL)=C=PC=PT(VL,10bar)=PS(VL)  1..n(L,V,VL)  2(V;L) 













boxes  to  assist  the  feasibility  for  a  stage.  For  example,  it  can  contain  SPB’s  changing  the 
pressure to allow pressure change between the stages but it cannot contain phase transition 
















































hiNOO n NSPB 
 
              (6.13) 












     






P4.5.  The  search  space  is  screened  by  the  structural  constraints  (seeTable  6.21),  leaving  1736 most 


















P5.1: The algorithm P5.1.1‐P5.1.4 has been applied. As  initial  values,  the  reflux  ratio’s determined  in 

















The  operation  costs  for  the  stripping  section  are  calculated  taken  into  account  thermal 
energy, electricity and membrane costs (Eq. 6.15). 
CostStrip=(ΣcHeat∙Qheat+ccool∙Qcool+cElec∙E+cMem∙Amem/treplacement)/nProduct       (6.15) 
In  total  only  four  different  stripping  configurations  are  in  the  search  space.  For  eachthe 
stripping costs (Eq.6.15) are calculated and ranked according to their operational costs. The 
ranking  is presented  in  the Table 6.32. Only  the best two configurations are selected to be 























condenser,  flash, membrane  separator  and  dividing wall  column with/without  heat  exchange 
between the separated zones are identified.  
P5.4: The number of equipments in the process (NoE) is used as metric representing the capital costs for 
screening  at  the  unit  operational  level. Only,  7  flowsheets  are  remaining  in  the  search  space 
because  they  have  the  lowest  number  of  unit  operations  in  the  fowsheet  (less  than  7  unit 
operations). The 7 remaining options are shown in table 6.33. 
Note:  Process  options  #2,3,6  and  7  are  internal  heat  integrated  distillation  columns  at  two 
pressure  in  which  the  heat  is  transported  from  the  rectifying  to  the  stripping  zone.  Process 
options #1 and 4 are heat  integrated divided distillation columns at  two pressures  in which  the 
heat from the vapor leaving the rectifying section is used for the reboiler of the stripping zone. No 










Option  Absorption  Stripping  NoE 
Stage 1  Stage 2  Stage 3  Stage 4  Stage 5  Stage 6 
1      C=PT(VL,0.1bar)  PT(VL,0.1bar)  PT(VL,0.1bar)  H=PT(VL,0.1bar)  6 
2      C=PT(VL,1bar)  C=PT(VL,1bar)  H=PT(VL,0.1bar)  H=PT(VL,0.1bar)  4 
3      C=PT(VL,1bar)  PT(VL,1bar)  PT(VL,0.1bar)  H=PT(VL,0.1bar)  6 
4  C=PT(VL,10bar)  C=PT(VL,10bar)  C=PT(VL,10bar)  C=PT(VL,10bar)  H=PT(VL,0.1bar)  H=PT(VL,0.1bar)  4 
5      C=PT(VL,0.1bar)  PT(VL,0.1bar)  PT(VL,0.1bar)  H=PT(PVL,1bar)  5 
6    C=PT(VL,1bar)  C=PT(VL,1bar)  C=PT(VL,1bar)  H=PT(VL,0.1bar)  H=PT(PVL,1bar)  6 
7  C=PT(VL,10bar)  C=PT(VL,10bar)  C=PT(VL,10bar)  C=PT(VL,10bar)  H=PT(VL,0.1bar)  H=PT(PVL,1bar)  6 






Step  6.1:  The  remaining  search  space  NPOP  is  smaller  than  10,  steps  6.1.1‐6.1.3  are  not  necessary 
(rule 6.1). 
Step 6.2: For all remaining options, the objective function (Eq.6.8) is calculated (Table 6.34). 

















#1  39.5  5.6  0.0853    255  2.181943 
#2    7.27  2440    254.26  0.587226 
#3    13.667  2440    256.13  0.592929 
#4    19  7004    247  1.732146 
#5  63  13    47000  253.7  5.825187 
#6  29    2800  65000  255  5.442941 















































following  table,  a  number  of  process  options  including membranes  have  been  checked  at  different 






Best  option  without  a 
membrane 
‐  Costs are 0.59 US‐$/kmol Product 





C < 0  The operating costs without  taking  the 






C < 0  The operating costs without  taking  the 







C < 0  The operating costs without  taking  the 







C < 0  The operating costs without  taking  the 




















cyclohexane  and  its  subsequent oxidation by  air  to  cyclohexanol  (cyclohexanone),  the hydrogenation 
from phenol and hydrogenation of benzene to cyclohexene and the  further hydration to cyclohexanol 
(Steyer, Qi &  Sundmacher,  2002)  The  first  two  process  routes  suffer  through  a  large  amount  of  by‐
product formation as well as safety issues through mixing with air and entering an explosive zone while 
the second process alternative suffers from the high price of the raw material (Steyer, Qi & Sundmacher, 
2002). Hence,  it  is believed  that  the  third process  alternative  has  the highest market  potential. One 












Step  1.1:  The objective  function  is  to  identify  a novel process  solution using  PI which minimizes  the 
energy consumption in the production of cyclohexanol: 
min EobjF                       (6.16) 






























6 10 2 6 12C H H O C H O                  (6.17) 
Indirect hydration via cyclohexyl formate from cyclohexene and formic acid (R.2; Eq.6.18) and 
subsequent hydration of cyclohexyl formate to cyclohexanol and formic acid R.3; Eq.6.19): 
6 10 2 2 7 12 2C H CH O C H O                (6.18) 































AR.2.4:  The  heat  of  formation  for  each  component  is  collected  from  the  ICAS  database  (see 
appendix A.11.1). 
AR.2.5: The heat of reaction is estimated for each reaction using equation 6.20. 
,Product ,ReactantR F i F jH H H                 (6.20) 


















AR.5:  The  limitation  of  all  reactions  is  the  unfavourable  equilibrium  (criteria  1)  as well  as  the  slow 














































  K  K  Mpa^0.5     A  m³/kmol  g/mol 
Cyclohexane  353,87  279,69  17  0,6085  3.242  0,0614  84.161 
Cyclohexene  356,12  269,67  17  0,3297  3.157  0,05672  82.145 
Cyclohexanol  434  296,6  24  2  3.601  0,06484  100.161
Water  373,15  273,15  48  2  0,615  0,01237  18.015 
Formic acid  373,71  281,55  21  1  1.847  0,02274  46.026 
Cyclohexyl 














































































Cyclohexane/ Water  327.2  57.08  x  x 
Cyclohexane/ FA  340  44.58    x 
Cyclohexene/ FA  343.7  49.17    x 
Cyclohexene/ Water  343.9  68.27  x  x 
Cyclohexane/ Cyclohexene  353.3  68.9  x  x 
Cyclohexane  353.8    x  x 
Water/ Cyclohexyl formate  355.4  73.49    x 
Cyclohexene  356.0    x  x 
Cyclohexyl formate/ FA  361  14.79    x 
Cyclohexanol/ FA  369.3  5.91    x 
Water/ Cyclohexanol  369.6  89.7  x  x 
Water  373.2    x  x 
Formic‐Acid  373.9      x 
Water/ FA  376.5  70.64    x 
Cyclohexyl formate/ 
Cyclohexanol  427.8  56.59    x 
Cyclohexanol  434.1    x  x 
Cyclohexyl‐Formate  435.4      x 
 
Additionally,  the miscibility  between  the  components  has  been  determined.  Four  components 
show immiscibility’s with each other. These are Water/ Cyclohexene, Water/ Cyclohexane, Water/ 
Cyclohexanol,  Formic‐Acid/ Cyclohexene and  Formic Acid/ Cyclohexane. Exemplary,  the  ternary 






















 LB4: The  separation of cylclohexane  from  the  system  is only possible by  loss of water 
(lowest boiling point) 








Step P3.1:  Identify additional desirable  tasks  for enhancement of  the necessary  tasks  ir how  to  target 
the enhancement of a phenomenon. 




















































  Separation is not sufficient                 
  limiting equilibrium           
LB4  azeotrope           
  high energy demand           
  limited mass transfer             
  limited heat transfer             
LB5  driving forces too low           
                   
  Reaction is not sufficient                 
(LB3)  contact problems of educts; limited mass transfer                 
  product reacts further/is intermediate                 
  activation problems             
  degradation by T             





               
LB2  Reaction is slow           







Step P3.4:  The  sub‐algorithm AR  is  applied.  From  the database,  the  already  existing  reactions  in  the 
system R1‐R3 are selected. 
Step P3.5: The  sub‐algorithm  SoP  is used  to  select  the potential best phenomena  for each  identified 
additional desirable task. In this sub‐algorithm the operating windows are determined calling the 
sub‐algortihm OPW.  
Note:  Since  the  target  of  this  case  study  is  to  prove  that  a  reactive  distillation  and  extractive 
distillation  can  be  generated  using  the  phenomena  based workflow,  only  phase  transition  by 
relative volatility (distillation) and phase transition by LL‐settling (extraction) is kept in the search 


























































































nP,max= nP,tot ‐ nP,compete = 22‐9=13              (6.21) 
P4.1.2: All possible SPB’s are generated connecting of 1 up to nP,max phenomena within one SPB. 
That  gives  1898712  SPB’s  (see  equation  below).  The maximum  number  of  SPB’s  can  be 
calculated (see Eq.3.2=: 














       





















P4.2:  All  SPB’s  can  be  analyzed  to  identify  the  number  of  stages  based  on  their  interconnection 
necessary  to  achieve  a  task  target.  Assuming,  these  are  known  and  for  each  necessary  task 
counter‐current  flow  is selected because this configuration allows the best performance at high 
purifications to be achieved (Rule P4.5‐P4‐6 & RuleP.4.8). 
P4.3:  Generate  the  number  of  feasible  operation  options:  Similar  to  step  4.1,  the  stages  are  now 
connected to form unit operations. 
P4.3.1:  A  suitable  superstructure  is  selected.  Since  we  do  have  at  least  two  separate  tasks 
(operating window of reaction R2 and R3 are not matching, a superstructure containing of two 
generic  column  superstructures  for  handling  two  separate  tasks  in  a  countercurrent 
arrangement  is  retrieved  from  the  knowledge  base.  A  generic  column  superstructure  is 
retrieved from the model library (see Figure 6.23).  
P4.3.2‐P4.3.3: The two separate tasks are connected by potentially integrating every outlet of the 




stages  SPB.1,SPB.2,  SPB4.,  SPB.7‐SPB.10  to  fulfill  the  necessary  process  tasks,  as  shown  in 
6. Case studies – Application of the phenomena based methodology 
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In  this PhD‐project, a  systematic  synthesis/design methodology  to achieve process  intensification has 
been developed. Two building blocks, that  is PI unit‐operations and phenomena have been considered 
for  solving  the  PI  synthesis  problem.  The  developed  systematic  PI  synthesis/design  methodology 
provides  the  means  to  identify,  to  generate  and  to  evaluate  PI  options,  from  which  the  optimal 
intensified process option is obtained for the specified problem and the available data. The steps of the 
PI‐methodology follow a rationale which may be common sense and also  independently developed by 




 Using  mathematical  programming  to  identify  the  best  feasible  PI  option  from  the  set  of 
potential PI unit operations;  
 Generating PI solutions for a potentially quick implementation using the existing PI equipment; 




synthesis  problem  (when;  where;  how/by  which;  why)  on  a  quantitative  basis,  it  includes  a  larger 
number of considered PI equipment and it can be applied to the whole process.   
Comparing  the  developed  phenomena  based  approach  with  PI  synthesis  methods  beyond  unit‐
operations,  shows  that  the  systematic way of  identification of PI  solution covers other approaches at 
other  levels  of  aggregatio.  As  illustration,  the  reasoning  of  the  case  study  for  the  production  of 
cyclohexanol  (case  study  6.3)  is  compared with  the  reasoning  by  the  application  of  the means‐end 
analysis  for the methyl‐acteate process by Siirola  (1971‐2011). Reactive distillation systems have been 
proposed for both systems. Using, the phenomena based methodology, the unfavorable equilibrium  in 




components  can  be  fully  or  partially  (in  case  of  azeotropes)  be  separated  using  the  same  phase 
transition phenomenon  (relative volatility)  the generated SPB’s  show overlapping operating windows. 
Whenever operating windows overlap  for different phenomena,  the phenomena can be connected or 
integrated.  Identifying  a  suitable  counter‐current  flow  arrangement  using  the  Kremser method  and 
insertings  SPB’s  into  the  stages  of  this  flow  arrangement,  reactive  distillation  systems  have  been 
identified as part solution of the search space. Now, the solution to the methyl‐acetate production using 
the means‐ends analysis by Siirola (1971‐2011) is briefly highlighted. All details to that case are given in 
the appendix A.5. The  identified equilibrium  reaction  task  to  form methyl‐acetate does not  run until 
100%  conversion. Therefore, a number of  separation  tasks  is  identified  to  separate  (and  recycle)  the 
components  in  the  system. All  separation  tasks can be  separated using distillation‐based  separations. 
Since,  these  tasks  follow  the  same  separation  principle  (distillation)  and  their  input/outputs  can  be 
directly connected without temperature and/or pressure change, the tasks can be  integrated  into one 
column. Comparing the means‐ends analysis solution path by Siirola (1971‐2011) for the methyl‐acetate 
example  (see appendix A.5) with  the phenomena based workflow  solution path  for  the case  study  to 
produce cyclohexanol (section 6.3) shows that the reasoning for  identification and  integration are very 
similar.  In  fact,  it can be concluded  that  the developed methodology  in  this PhD‐Thesis  integrates  the 
solution of the means‐ends analysis because the phenomena level are lower than the tasks level (several 
different phenomena can fulfill one task  in a process) and replaces the qualitative reasoning as well as 









The  complexity  of  the  mathematical  synthesis  problem  introduced  through  the  large  number  of 
generated options is successfully managed by the application of the decomposition approach. While the 
number of options decreases through each screening step the complexity of the calculations within the 
steps  increases.  This  is  underlined  by  looking  exemplary  for  all  case  studies  at  the  reduction  of  the 
number  of  process  options  for  two  case  studies: Neu5Ac  (unit‐operation  based  approach);  and  IPAc 
(phenomena based approach).  In both  cases, a  reduction  from 3.5∙1011 or 6.5∙1010,  respectively,  to 1 
option  is  made.  The  prescreening  for  feasibility  as  well  as  the  screening  by  logical  and  structural 
constraints  is based on a simple analysis of the necessary conditions as well as  inlet/outlet constraints 











Intensification Centre  (Europic, 2009). However,  their  knowledge base  is not open  source. Besides PI 
equipment and examples of  successful  implementations as  in  the  knowledge base of Europic  (2009), 




















The  development  of  the  phenomena‐based  approach  has  overcome  the  issues  of  the  availability  of 
models  (because  they are developed as  the  synthesis  is made) and  the  restriction  to unit operations. 
This also creates a new degree of complexity. However, it has been proven that the phenomena‐based 



















The work done within  this  thesis has  resulted  in  the development of  a  systematic  synthesis/design 
methodology to achieve process intensification. This methodology allows the identification, generation 







transferred  from  the  CAMD  area  for  the  systematic  design  of  components  and  mixtures 
(Karunanithi, Achenie & Gani, 2004). Through the decomposition approach, the mathematical PI 




 Development  of  workflows  which  guide  the  user  to  generate  the  necessary  information 
necessary in each step to take decisions and to solve the specified PI synthesis/design problem 
in a systematically.  
 Development  of  sub‐algorithms  for  analysis  of  processes/phenomena  based  on  pure 











unit operations which enables  the use of existing PI unit operations as building blocks  for  the 
methodology. The  tool contains  information such as: necessary conditions,  tasks  they  fulfill  in 
the process, a potential  list of  limitations/bottlenecks  to be overcome, etc., of around 110 PI 
unit operations. The PI knowledge base is developed in such a way that it can be easily extended 
through  addition of  additional  column  (for new units)  and  rows  (for new  search  classes). An 
ontology and an efficient search algorithm allow the simple and quick retrieval of information. 
 Generation  of  novel  process  solution  beyond  existing  PI  unit‐operation  through  the 
development  of  a  concept  to  synthesize  processes  by  phenomena.  This  includes  the 
development and the definition of phenomena; a phenomena library for storage and retrieval of 
phenomena;  connectivity  rules  to  interconnect  phenomena  to  simultaneous  phenomena 
building blocks  (SPB);  connectivity  rules  to  form unit operations  from  SPB’s; and  connectivity 
rules to form processes from unit‐operations. 
 Development  of  superstructures  to  represent  all  process  options  in  a  search  space. 
Superstructures  have  been  developed  for  the  unit‐operation  based  approach  as well  as  the 
phenomena based approach which are stored in a model library. 
 Embedment  of  existing  tools  from  the  PSE  community  into  the  methodology  to 
calculate/generate  the  desired  target  of  a  step.  Integrated  tools  are  the method  based  on 
thermodynamic insights for analysis of the base‐case design as wella s identification of suitable 












The methodology  together  with  the  algorithms,  tools  and methods  have  been  applied  to  six  case 
studies.  For  all  of  them,  PI  has  been  identified  to  improve  the  process  in  the  specified  target.  The 
following improvements have been achieved by PI using the unit‐operation based approach: 
 The space‐time‐yield in the production of Neu5Ac (section 5.1) has been improved by a factor of 
around 30. PI has been  achieved by  integrating of  two  reaction  steps  into  a one‐pot  reactor 
using  better  enzymes.  Additionally,  the  production  is  realized  in  four  processing  steps 
(compared to 7 in the base‐case design). 
 The  operational  costs  in  the  production  of  hydrogen  peroxide  (section  5.2)  process  via 
anthraquinone route have been cut in half. PI has been achieved by replacing the hydrogenator 
column through a microchannel reactor and integrating oxidation reaction and extraction into a 
microchannel  reactor‐extractor.  This  allows  a  lower  residence  time  of  the  product  and  the 
solvent  in  the  reactors which  decreased  the  degradation  and  loss  of  product  and  solvents. 
Additionally,  the distillation column  is  replaced by a heat  integrated distillation column giving 
large savings in the energy costs. 
 In  the production of HMF  from  fructose using water as  solvent  (section 5.3),  the operational 
costs have been decreased from around 7 US‐$ to around 1.2 US‐$. This has been achieved by 
integrating  reaction  and  subsequent  extraction  of  the  product  into  one microchannel  device 
using a better solvent.  In  the microchannel  reactor‐extractor a selectivity and a conversion of 
the  reaction  of  around  100%  are  potentially  achieved.  The  costly  downstream  process  for 
purification  in  the base case design has been  replaced by a heat‐integrated distillation of  the 
product  rather  than  distilling  a  large  amount  of water  as  in  the  base  case  design.  This was 
enabled  since  the  new  identified  solvent  has  been  selected  to  be  a  high  boiling  solvent. 
Additionally, only two process steps are necessary for the production. 
The following improvements have been identified by PI using the phenomena based approach: 
 For  the production of  isopropyl acetate  (section 6.1), a novel  intensified  reactor  solution has 












that  all  existing  PI  unit operation  solutions  (reactive distillation  integrated with  an  extractor; 




The  developed methodology  depends  on  the  reliability  and  availability  of  the models.  For  the  unit‐
operation based approach, these models are not always available and often not simple to develop since 
the physical effect responsible for the achieved enhancement of a phenomenon (for example in case of 












Another  important  issue  which  PI  faces  and  has  not  been  tackled  within  this  PhD‐Thesis  is  the 
integration of  controllability  and  safety of  the developed PI process  solution.  It may be beneficial  to 
ensure a controllability of the developed process simultaneously while generating the process options. 
The  developed methodology  allows  the  generation  of  several  billion  process  options  which  can  be 
handled efficiently using the decomposition approach. However, the  implementation of the developed 
methodology into a software (see Figure 8.1) to allow the automation of some of the steps will be highly 




workflow of  the methodology  is  followed  through a general  interface. From  there, all additional  tools 
such  as  knowledge  base  tool  and  model  library,  databases  are  called.  The  sub‐algorithms  can  be 
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as  13  general  intensified  PI  beyond  equipment/internals  to  intensify  phenomena  within  existing 
operations (Table A.3) stored in the knowledge base tool are given. The information has been collected 
from  the scientific  literature and published  information  from  industry. The different PI equipment are 



























4  Conversion  Separation  Reaction Crystallization  22  Conversion   
non‐catalytic static mixer 
reactor 
5  Conversion  Separation  Reaction Condensation 23 Conversion  Catalytic Monolithic Reactor
6  Conversion  Separation  Reaction Membrane 24 Conversion  catalytic static mixer reactor
7  Conversion  Separation 
Reactive Distillation with 





Dividing wall column  26  Conversion    Helix reactor 
9  Conversion  Separation  Reactive Chromatography 27 Conversion  Separation Helix‐Reactor‐Precipitation
10  Conversion  Separation 
Oscillatory baffled reactor ‐
Crystallization  28  Conversion  Mixing  Oscillatory baffled reactor (OBR) 
11  Conversion  Separation  Reaction Absorption 29 Conversion  Separation Spinning disc reactor









14  Conversion  Separation  Reaction Adsorption 32 Conversion   Mixing  Microchannel reactor 

























No.  Task 1  Task 2  Equipment No. Task 1 Task 2 Equipment
37  Conversion  Mixing 
Multijet oscillating Disc 
Millireactor  56  Conversion    Pulsed Compression reactor 









(Thermal)  Millireactor  59  Conversion     static mixer reactor 
41  Conversion 
Energy supply 





reactor  61  Conversion  separation  One‐pot reactor 
43  Conversion 
Energy supply 
(Thermal)  Millisecond reactor  62  Conversion  Conversion 
One‐Pot‐Reactor‐Extractor 
(non‐solvent‐based) 





45  Conversion    Monolithic reactor 64 Separation  Conversion Chemical Absorption
46  Conversion   
Structured catalyst‐based 





Reactors  66  Separation     Reaction Crystallization 
48  Conversion  Separation  Reaction LL‐splitting 67 Separation  Conversion Reactive Distillation
49  Conversion  Separation  Reaction Extraction (no solvent) 68 Separation  Conversion Reaction Extraction
50  Conversion  Separation 
Rotating Packed Bed Reactor/ 
HIGee Reactor  69  Separation  Separation  Adsorption Distillation 
51  Conversion  Separation  Microchannel reactor‐extractor 70 Separation    Extraction Crystallization
52  Conversion  Separation  Static mixer reactor‐extractor 71 Separation  Separation Extraction Distillation
53  Conversion    Rotor stator reactor 72 Separation  Separation Distillation ‐ Pervaporation
54  Conversion    Two Impinging stream reactor  73  Separation  Separation 
Distillation ‐ Pervaporation 
(Side) 







No.  Task 1  Des. Task  Equipment No. Task 1 Des. Task Equipment
75  Separation 
Energy supply 







inside column  94  Separation  Separation 
Distillation ‐ Batch distillation 
(side) 
77  Separation    Membrane Crystallization 95 Separation  Electric flied enhanced stripping
78  Separation    Membrane Distillation 96 Separation  Electric‐field enhanced extractors
79  Separation   
Direct Contact Membrane 
Distillation  97  Separation    Agitated Cell Extractor 


























85  Separation    Rotating Packed Bed / HIGee  103 
Energy supply 
(Thermal)    Micro heat exchanger 
86  Separation    Spinning disc phase separator  104 
Energy supply 
(Thermal)    Chart‐flo heat exchanger 










89  Separation    Centrifugal Adsorption 107 Mixing static mixer (S‐L, S‐G)
90  Separation  Separation  Membrane ‐ Extraction 108 Mixing static mixer (L,G, G‐L)
91  Separation  Separation  Distillation ‐ vapor permeation 109 Mixing Micromixer
92  Separation  Separation 
Distillation ‐ vapor permeation 



































(contacting)  catalytic membrane  122  mixing (contacting)    membrane 
115 
catalyst 





provision  Separation  Integrated Resins  124  mixing (contacting)    Static mixing element 
117  Separation   
Dividing Wall (w heat 
transfer)  125  mixing (contacting)    Zoneflow elements / packings 
118  Separation  Separation 
Dividing Wall (w/o heat 





No.  Task 1  Task 2  Intensified concepts No. Task 1 Task 2 Intensified concepts
126 
Energy supply 








































































































      ***      ‐ reaction highly exothermic  Increase in efficiency Desulfurization   
























workflow  for  the generation/synthesis of novel process options. The 49 phenomena are presented  in 
Table  A.5  listed  by  their  class  (see  section  2.2.2).  Besides  the  description,  also  the  information  if  a 





























































S‐L     by crystallization    
…    
…          
Phase 
separation 
V‐L     Perfectly separated x…    
G‐L     Perfectly separated  x 
…    
S‐L    Perfectly separated  x 
…    
L1‐L2    Perfectly separated  x 
…    
G‐S    Perfectly separated  x 
…    
V‐S    Perfectly separated  x 
…    
L‐S    Perfectly separated  x 
…    
…       
























Mechanical  source  Pumping  x 
sink  Expansion  x 
Microwave  source  Microwave heating    
Radiation  source       
Electrical  source      
Ultrasound  source       














V‐L  No resistance x   …    
…          
Phase 
change 
V‐L  V to L  Full evaporation  x 
  L to V  Full condensation  x 
S‐V  S to V  Full sublimation  x 
  V to S  Full deposition  x 
S‐L  S to L  Full melting  x 








(Eq.2.2),  structural  (Eq.2.3) and operational  constraints  (Eq.2.4) as well as performance  criteria  for PI 
screening  (Eq.2.6).  This  is  used  in  the  workflows  for  both  building  blocks  (unit,  phenomena).  The 









Capital Costs  Unit  Logical  Fix a number of maximum units in the flowsheet 
Capital Costs  Unit  Structural Number of maximum units in the flowsheet 







Efficiency  Unit  Operational Time‐Yield
Efficiency  Unit  Operational Efficiency of parts/steps of the flowsheet 
Efficiency  Unit  PI screening Time‐Yield
Efficiency  Unit  PI screening Product‐yield
Efficiency  Unit  PI screening Efficiency




Energy  Unit  Operational Energy of the base‐case design
Energy  Unit  Operational Heat supply to the base‐case design 
Energy  Unit  PI screening Energy of the base‐case design







Costs  Unit  Operational  Efficiency 
Operational 
Costs  Unit  Operational  Raw material consumption 
Operational 
Costs  Unit  Operational  Utility costs of the base case design 
Operational 
Costs  Unit  PI screening  Utility costs 
Operational 












Simplification  Unit  Logical Fix a number of maximum units in the flowsheet 
Simplification  Unit  Structural Number of maximum units in the flowsheet 
Simplification  Unit  Structural Do not use repetitive units
Simplification  Unit  Structural Do not use enrichments before separations if not necessary
Simplification  Unit  Structural Do not use pre‐reactors


















Efficiency  Phenomena  Operational Time‐Yield
Efficiency  Phenomena  Operational Efficiency of tasks of the flowsheet
Efficiency  Phenomena  PI screening Time‐Yield
Efficiency  Phenomena  PI screening Product‐yield
Efficiency  Phenomena  PI screening Efficiency













Energy  Phenomena  Operational Energy of the base‐case design
Energy  Phenomena  Operational Heat supply to the base‐case design 
Energy  Phenomena  PI screening Energy of the base‐case design


















Costs  Phenomena  Operational  Efficiency 
Operational 
Costs  Phenomena  Operational  Utility costs 
Operational 
Costs  Phenomena  PI screening  Utility costs 
Operational 











Simplification  Phenomena  Structural Remove options with redundant stages 







as  SPB’s  containing  reaction  and  phase  transition  phenomena  (see  section  4.6).  To  highlight  the 
application  of  the method,  two  examples  are  solved which  are  the  separation  of  acetone‐water  by 



















T [C]  yA  xA  KA  yW  xW  KW 
107.1  0  0    1  1  1.000 
95.1  0.447  0.02  22.350  0.553  0.98  0.564 
84.9  0.652  0.05  13.040  0.348  0.95  0.366 
76.8  0.754  0.1  7.540  0.246  0.9  0.273 
73.1  0.784  0.15  5.227  0.216  0.85  0.254 
71.2  0.793  0.2  3.965  0.207  0.8  0.259 
70.2  0.793  0.25  3.172  0.207  0.75  0.276 
69.6  0.79  0.3  2.633  0.21  0.7  0.300 
69.2  0.787  0.35  2.249  0.213  0.65  0.328 
68.9  0.784  0.4  1.960  0.216  0.6  0.360 
68.6  0.784  0.45  1.742  0.216  0.55  0.393 
68.3  0.787  0.5  1.574  0.213  0.5  0.426 
67.9  0.793  0.55  1.442  0.207  0.45  0.460 
67.5  0.804  0.6  1.340  0.196  0.4  0.490 
67  0.818  0.65  1.258  0.182  0.35  0.520 
66.5  0.836  0.7  1.194  0.164  0.3  0.547 
66  0.859  0.75  1.145  0.141  0.25  0.564 
65.5  0.885  0.8  1.106  0.115  0.2  0.575 
65  0.912  0.85  1.073  0.088  0.15  0.587 
64.5  0.942  0.9  1.047  0.058  0.1  0.580 
64  0.972  0.95  1.023  0.028  0.05  0.560 




    , , , ,
min
,
/ /D A D W B W B A
A W
Ln x x x x
N
Ln
                (A.4.1) 
With      0.5, / / 8.51A W A W A WD BK K K K               (A.4.2) 
That gives using eq. A.4.1:    min
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In  order  to  determine  the  absorption  as  well  as  the  stripping  factors  rather  than  just  selecting  a 










min min( / ) 0.746R L V                    (A.4.3) 
This value is used to calculate the separation factors at distillate and feed position (see Table 3.5). 
It gives: 
1, 1.332WA                        (A.4.4) 
, 2.704N WA                        (A.4.5) 
Analogous, the minimum reflux for the stripping section is calculated: 
min min( / ) 3.36R L V                    (A.4.6) 
This value is needed to calculate the separation factors at feed and bottom position (see Table 3.5): 
1, 0.944AS                        (A.4.7) 
, 6.650N AS                        (A.4.8) 
All  separation  factors  (A.4.4‐A.4.5 and A.4.7‐A.4.8) are used  to  calculate  the effective absorption and 
stripping factors respectively by using the Edmister approach (see Eqs. 3.16‐3.17): 
 0.5, 1,( 1) 0.25 0.5 2.060E N i iA A A                   (A.4.9) 


























                (A.4.12) 












                       (A.4.13) 
2.5StrN                        (A4.14) 
Hence, the total number of stages is: 







specifications.  This  result  is  compared  with  the  results  of  all  three  methods.  Compared  with  the 





Isobutene + Methanol = MTBE                  (A.4.16) 



















WA,y  WA,x  K_A  WB_y  WB,x  K_B  DF (A) 
0.0727  0.0171  4.25146199  0.9273  0.9829  0.943  0.0556 
0.1144  0.0295  3.878  0.8856  0.9705  0.913  0.0849 
0.1627  0.0469  3.469  0.8373  0.9531  0.879  0.1158 
0.2103  0.0697  3.017  0.7897  0.9303  0.849  0.1406 
0.2619  0.1015  2.580  0.7381  0.8985  0.821  0.1604 
0.3047  0.1387  2.197  0.6953  0.8613  0.807  0.166 
0.3491  0.1915  1.823  0.6509  0.8085  0.805  0.1576 
0.3848  0.2523  1.525  0.6152  0.7477  0.823  0.1325 
0.4083  0.3055  1.336  0.5917  0.6945  0.852  0.1028 
0.4285  0.3574  1.199  0.5715  0.6426  0.889  0.0711 
0.4485  0.4081  1.099  0.5515  0.5919  0.932  0.0404 
0.4845  0.4611  1.051  0.5155  0.5389  0.957  0.0234 
0.5272  0.4891  1.078  0.4728  0.5109  0.925  0.0381 
0.5836  0.5051  1.155  0.4164  0.4949  0.841  0.0785 
0.6338  0.5148  1.231  0.3662  0.4852  0.755  0.119 
0.6902  0.5308  1.300  0.3098  0.4692  0.660  0.1594 
0.7358  0.5405  1.361  0.2642  0.4595  0.575  0.1953 
0.7867  0.558  1.410  0.2133  0.442  0.483  0.2287 
0.8436  0.5845  1.443  0.1564  0.4155  0.376  0.2591 
0.8885  0.6203  1.432  0.1115  0.3797  0.294  0.2682 
0.9292  0.6745  1.378  0.0708  0.3255  0.218  0.2547 
0.9497  0.7251  1.30975038  0.0503  0.2749  0.18297563  0.2246 
0.9676  0.7823  1.23686565  0.0324  0.2177  0.14882866  0.1853 
0.976  0.8305  1.17519567  0.024  0.1695  0.14159292  0.1455 
0.9856  0.8748  1.12665752  0.0144  0.1252  0.11501597  0.1108 
0.9932  0.9217  1.07757405  0.0068  0.0783  0.08684547  0.0715 
0.9941  0.9518  1.04444211  0.0059  0.0482  0.12240664  0.0423 
1.0002  0.9856  1.01481331  0  0.0144  0  0.0146 
1  1  1  0  0  #DIV/0!  0 
 
Based on this data, the driving force diagram is drawn (Figure A.5) with the moar fraction of element A 








The minimum  reflux obtained using  the driving  force approach  (see  section 4.6.1)  for  the absorption 
section is: 
min min( / ) 0.44R L V   
This value is needed to calculate the separation factors at distillate and feed position: 
1, 3.56BA   
, 2.18N BA   
The minimum reflux for the stripping section is: 
min min( / ) 1.39R L V   
This value is needed to calculate the separation factors at feed and bottom position: 
1, 0.99AS   
, 3.06N AS   
The separation factors are used to calculate the effective absorption and stripping factors respectively 
by using the Edmister approach: 
 0.5, 1,( 1) 0.25 0.5 2.69E N i iA A A      
 0.51, ,( 1) 0.25 0.5 1.57E i N iS S S                   (A.4.16) 



























                (A.4.18) 












    
   
              (A.4.19) 
5.42StrN                        (A.4.20) 
8.41totalN                        (A.4.21)
 
Comparison with other methods: 
Using  the  Ponchon‐Savarit method,  Sanchez  Daza  et  al.  (2003)  found  six  stages  at  a  RR=0.75.  The 
comparison  with  results  in  ASPEN  retrieved  from  the  paper  confirms  their  results.  The  developed 



















2MeOH HOAc MeAc H O                   (A.5.1) 













A  conventional  base  case  design  of  the  process  only  using  conventional  process  units  needs  nine 











going  from  the  input  to  the output.  If  the property difference  is not  fully eliminated another  tasks  is 
introduced  and  followed.  For  process  intensification,  the  tasks  may  be  integrated  within  one  unit 
operations.  The means‐ends  analysis  starts  with  giving  the  specifications  (input  and  output)  of  the 
process as well as the reaction path and the species involved in the process. Subsequently from the first 













Now,  merging  the  two  separations  (“Remove  HOAc&H2O”  and  “Remove  MeOH&MeAc”)  into  one 












fully  converted  in  the  reaction  step.  This  separation  task may  also  be  achieved  by  a  reaction  fully 
converting HOAc by using an excess of MeOH. The analysis of  the upper part of  the  flowsheet  is  that 

















recivering  more  MeAc  (since  the  lowest  boiling  point  is  the  azeotrope  of  MeAc/MeOH).  The 
MeOH/MeAc  of  the middle  separation  can  be  recycled  back  to  the  separation  by  reaction  (remove 
HOAc) in which an excess of MeOH is needed. Also, the outcomes of both middle separations (“Remove 
H2O”) and “Remove MeAc”) which are H2O/HOAc and the azeotropic mixture of MeAc/MeOH/H2O can 





















This  section  provides  additional materialfor  the  solution  of  the  case  study  to  produce  Neu5Ac  (see 
section 5.1). In section A.6.1, the mass data of the base case design is given. An overview of retrieved PI 
equipment  and  the  screening  to  the  feasible  process  option  is  shown  in A.6.2.  In  section A.6.3,  the 
generation of  specific process options  from  the  superstructure  is highlighted by explaining  it  for one 










Catalyst  NaOH      Neu5Ac aldolase   
Time  15‐72h      46h   
           
Streams:           
In,1  Liquid  Liquid  Liquid  Liquid  Liquid 
A [g]  4981*  4164    204*   
B [g]    817    795*   
Water (L)  50*  50*       
Methanol [L]      14     
Acetic Acid [L]          31.6* 
Acetone [L]          28.6* 
           
In,2    Liquid  Liquid  Liquid  Liquid 
A [g]      1964  4.17  204 
B [g]      817    151 
Isopropanol [L]    250       
Water [L]          4.17 
C [g]        534*  217.5 
D [g]          961 
           
Out,1  Liquid  Vapor  Vapor  Liquid  Liquid 
A [g]  4164      204  204* 
B [g]  817      151  139 
Isopropanol [L]    250       
Water [L]    50    4.17  4.17 
Methanol [L]      14     
C [g]        217.5  205.5* 
D [g]        961  292 
Acetic Acid [L]          31.6 
Acetone [L]          28.6 
           
Out,2    Solid  Solid    Solid 
B [g]      22     
A [g]    2200  1760    12* 
C [g]          12* 
D [g]          669 
           
Out,3    Solid  Liquid     
A [g]    1964  204     
B [g]    817  795     






























































Table A.12.  Feasible process options  (NPOL)  after  logical  constraints. Abbreviations: One‐pot  reactive  extractor 
with ionic liquid (OPRE), one‐pot reactor (OPR), reaction 1 (R1), reaction 2 (R2); alkaline catalyst (alk1), enzymatic 
reaction (E); whole cell catalyzed (WC); Enrichment: Precipitation (Prec), Evaporation (Evap), Liquid‐liquid extractor 
with  reactive  solvent  (LL),  Extraction  with  methanol  (LLM);  Purification:  Crystallization  (CrystPurif), 
Chromatography(Chrompurif). 












































































The  PI  option  to  be  generated  exemplary  from  the  superstructure  consists  of  a  one  pot  reactor 
containing the enzymes E11 and E22  (E11/E22), a subsequent recovery of substrate A by precipitation 
with  isopropanol, solvent  recovery by an evaporator  followed by a crystallization  for purification of D 
(Process  option  #17,  Fig.5.12).  First,  all  binary  variables  related  to  feed  streams  and  units  are  set 
(Eq.4.11). The one pot‐reactor (OPR) has one inlet and one stream (Eq.A.6.1).  
1 1 1in outY Y




2 2 2 1in out outY Y Y
                         (A.6.2) 
The evaporation has one inlet and two outlet streams (Eq.A.6.3). 
3 3 3 1in out outY Y Y
                         (A.6.3) 
The crystallization has one inlet and two outlet streams (Eq.A.6.4) 
4 4 4 1in out outY Y Y
                         (A.6.4) 
Substrate A and C and the solvent water are fed to the OPR (Eq.A.6.5). 
01 1Y                         (A.6.5) 
The  outlet  stream  of  the OPR  is  connected  to  the  precipitation  unit  and  the  solid  outlet  (recovered 
substrate A) is recycled back to the OPR (Eq.A.6.6). 
12 2 21 1 1in out inY Y Y Y
                         (A.6.6) 
The precipitation needs liquid isopropanol as solvent and the liquid outlet is sent to the evaporation unit 
(Eq.A.6.7). 
02 23 1Y Y                       (A.6.7) 
The  vaporized  outlet  of  the  evaporation  leaves  the  process  while  the  solid  outlet  is  fed  to  the 
crystallization unit (Eq.A.6.8). 
3 34 1PY Y
                        (A.6.8) 
Both outlet streams of the crystallizer are leaving the process while acetic acid is added (Eq.A.6.9). 
4 4 04 1P PY Y Y
                         (A.6.9) 
For simplification purposes, splitting of streams is not considered in this case study (Eq.A.6.10).  
1 ,12 2 ,23 2 ,21 3 ,34 3 , 4 , 4 , 1P P Pu u u u u u u
                             (A.6.10) 
All other binary variables are zero.  
By  introducing Eqs.A.6.1‐A.6.10  into the general connection equations (Eqs.4.2‐4.9), the following flow 












out inF F F
                        (A.6.12) 
1 12
outF F
                        (A.6.13) 
2 02 12
inF F F
                        (A.6.14) 
2 23 3
out inF F F
                        (A.6.15) 
3 3
out PF F
                        (A.6.16) 
3 34
outF F
                        (A.6.17) 
4 34 04
inF F F
                        (A.6.18) 
4 4
out PF F
                        (A.6.19) 
4 4
out PF F
                        (A.6.20) 
The change of  the concentrations between  inlet and outlet  streams of  the  reactor  (Eq.A.6.21) and of 
each  of  the  three  separators  (Eqs.A.6.22‐A.6.23)  is  derived  from  Eqs.4.4‐4.5.  The  defined  process 
scenario is run in batch. 
 1 1 1 1 1 1 1 2, , , R Ri in in i in in i out out i ix F x F x F                        (A.6.21) 
, ,
u u u u u
i out out i i inx F x F
                       (A.6.22) 
, ,(1 )
u u u u
i out out i i inx F x F























3.0/ DA nn                       (A.6.25) 





15 hours in Reactor 1 (R1). It gives  1 1,15,0 5.3P gL d   . 
The product‐yield (Eq.5.4) of the base case design is  10 43.9 %mol mol   and the time‐yield of 
the reactions  (Eq.5.3) of the base‐case design, based on the  input streams and the output after 





residence  times  and  low  conversions:  01 0.2R    and  01 0.9R  ,  see  Eq.3.5,  Table  3.2;  section 
3.3.2) as well as the last separation (low efficiency: σCryst=0.7). The main contributors of waste are 
the  solvent  (isopropanol)  for precipitation  (250  L)  and  the high  amount of water necessary  to 
dilute  the  substrates  (50  L).  Therefore,  they  are  added  to  the  list  of  limitations/bottlenecks: 
LB={LB1:“Low conversion in reaction 1”, LB2:“Slow reaction 1”, LB3:“Low conversion in reaction 2”, 
LB4:“Slow  reaction  2”,  LB5:“Low  productivity/efficiency  in  separating  D/CAB”,  LB6:“High  waste 
generation for enrichment of B”, LB7:“High waste generation due to high dilution of substrates”}. 
MBS.3:  The  time‐yield  for  each  reaction  (Eq.5.3)  is  calculated:  1 11,0 0.26R kg kg day     and 
1 1
2,0 0.36R kg kg day   .  Both  reaction  tasks  are  violating  the  operational  constraint 









APCP.4:  By  applying  the  rules,  the  following  limitations/bottlenecks  are  explained:  The 
limitation/bottleneck  LB5  is  explained  by  the  low  difference  in  the pKa‐value of D  and C  (Rule 
APCP.1).  The  difference  in  the  solubility  in  water  Log(Ws)  and  the  octanol‐water  partition 
coefficient  Log(Kow)  between  the  components  (important  for mixing  phenomena  in  the  tasks 











AMP.3:  Compute  azeotropes  and/or  miscibility  gaps  using  thermodynamic  models  describing  the 
involved phases: 
AMP.3.1: All information is available, therefore step AMP.5 is entered (Rule AMP.5). 












substrates are  01, 0.2R EQ   and  02, 0.87R EQ  . 
AR.4: The deviation of actual and theoretical calculated conversions is low:  1 0R   and  2 0.03R  . 







In  this  section,  additional  tables  for  the  solution  of  case  study  to  produce  hydrogen  peroxide  via 


















Hydrogenation  Hydrogenation  Oxidation  Compressor 
Air 
Oxidation  Extraction  0 
Properties                 
T [C]  20  40  30  55  20  40  50  20 




               
H2  224  224             
N2          1270  1270  3  1267 
O2          340  340  0.5  116.5 
H2O      80  80      38  42 
EAQ      450  224.2      445   
WS      2950  2950      2945  5 
H2O2              223   
H2.EAQ        223         

















Distillation  Top ‐ 0  Bottom ‐ 0  Extraction  Regeneration 
WS 
0 
Properties                 
T [C]  35  49  49  49.7  65.0  50  30  30 
P [bar]  3.5  3.5  4.5  0.1  0.1  3.5  3.5  3.5 
Molar flows 
[kmol/h] 
               
H2                 
N2    3        3    3 
O2    0.5        0.5    0.5 
H2O  930  208  760  609  151  38    128 
EAQ    445        445  5   
WS    2945        2945  5   
H2O2    13  210  1  209  223     
H2.EAQ                 















LB  Responsible phenomenon  Step  How 




solubility  oxygen  in  working 
solution/water  VP  difference  is 
large 
LB2: Large amount of waste in oxidation  ‐     
LB3:  Large  amount  of  waste  in  separation 
(H2O2/Water) 
‐     
LB4: High energy/High costs for compressing air  ‐     
LB5:  High  energy/High  costs  for  separation 
H2O2/water 














LB8: High costs for hydrogen  ‐     
LB9: High costs for make‐up solvent  ‐     
LB10: High costs for waste stream;   ‐     


















Reaction‐separation  (Reactive  distillation,  reactive  extraction,  reactive membrane,  reactive  crystallization, 
reaction condensation, reaction‐stripping, reaction‐absorption, reactive distillation with pervaporation, heat‐
integrated  distillation  column,  oscillatory  baffled  reactor‐crystallizer),  separation‐reaction  (absorption‐
reaction, reactive distillation, reactive extraction),   Separation‐separation (Adsorption distillation, extraction 
crystallization, extraction distillation, distillation pervaporation, membrane extraction, dividing wall column);






Separation‐reaction  (Absorption‐reaction,  reactive  distillation,  reactive  extraction),  Separation‐separation 







Reaction‐  separation  (Reactive distillation,  reactive extraction,  reactive membrane,  reactive  crystallization,
reaction  condensation,  reaction‐stripping,  reaction  absorption,  reactive  distillation  with  pervaporation,







Reaction‐  separation  (Reactive distillation,  reactive extraction,  reactive membrane,  reactive  crystallization,
reaction  condensation,  reaction‐stripping,  reaction  absorption,  reactive  distillation  with  pervaporation, 
oscillatory  baffled  reactor‐crystallizer),  Reaction‐reaction  (1‐pot  synthesis);  static  mixer  reactor;  micro 









In  this  section,  additional material  to  solve  the  case  study  to produce HMD  (section  5.3)  is  given.  It 
includes  the mass and energy data of  the base‐case design of Rapp  (1988) given  in section A.8.1,  the 
superstructure  containing  all options  satisfying operational  constraints and performance metric using 








  S1  S2  S3  S4  S5  S6  S7  S8  S9  S10  S11 
From  0  DR  0  Filter  Filter  Chrom1  Chrom2  Cryst  Cryst  0  Chrom2 
To  DR  Filter  RoA  0  RoA  0  Cryst  0  0  Chrom1  0 
                       
T [C]  138  138  40  40  40  40  40  55  55  40  40 
P [bar]  3.3  3.3  1  1  1  1  1  0.05  0.05  1  1 
Mass flow rates (kg/h) 
Fructose  5.5  2.1  0.0  0,0  2.1  2.1  0.0  0.0  0.0  0.0  2.1 
Water  16.4  17.4  0.0  0,0  17.4  144.7  109.1  109.1  0.0  139.0  5.6 
Oxalic acid  0.05  0.1  0.0  0,0  0.1  0.1  0,0  0.0  0.0  0.0  0.1 
Ca(OH)2  0,0  0.0  0.045  0,0  0.0  0.0  0.0  0.0  0.0  0.0  0.0 
HMF  0,0  1.3  0.0  0,0  1.3  0.3  1.0  0.0  1.0  0.0  0.3 










Figure  A.13.  The  five  remaining  process  options  after  screening  by  operational  constraints  and  performance  metric  using  simple  models  from  the 














target properties of  the  solvent are  listed  in Table A.17  together with  the  translation  into pure 
component properties. 
 











Table A.18.  Target  solvent  properties  and  their  related  pure  component  properties  (δSP: Hildebrandt  solubility 
parameter; log (WS): Water solubility; log (KOW): Octanol‐water partition coefficient; TB: Boiling point temperature; 
TM: Melting point  temperature; Hvap: Heat of  vaporization; R: Partition  coefficient;  “*”: predicted  from  known 
data, see Fig.A.15). 









HMF  498.49  300.64  0.02  5.57  19.93  66.68   
Solvents from literature: 
MIBK‐2‐butanol              1.65 
MIBK  396.4  216  1.33  4.05  17.54  41.11  0.9 
2‐butanone  351  202.03  0.53  4.79  18.6  29.11  5.4 
THF  338.15  164.85  0.45  4.51  18.97  29.29  7.1 
Best Solvent from ProCAMD: 
C7H11BrCl4  560.89  296.86  5.13  1.42  19.93  79.7  11.18* 





parameter  is correlated  to  the  solubility parameter of  the  solvent  to  the  solute  (HMF). For  the 


































7 764.59 73.631.02 10 exp 1.90 10 expHOAc IPOH IPAC wr a a a aRT RT
              .      (A.9.1) 
The activity of each component is: 
i i ia x  .                      (A.9.2) 













In  this  step,  all  accompanying  phenomena  by  contacting  the  knowledge  base  for  each  identified 







phenomena. Since,  this procedure  is an  iterative procedure;  the  first selection  is abbreviated with S1, 
the second with S2, and so on. 




second  last column  (Table A.19). Moving  this column downwards,  the abbreviation S1  is put  for each 
phenomenon selected. Following this column downwards, all selected phenomena are marked. 





















  Subclass    1‐phase  2‐phase  V‐L  V‐L  ‐  Thermal  ‐  V‐L 
    Phenomena  MId MFl,tub MFl,rec MV 2phM PT(VL) PT(PVL)  PS(VL) D H C R PC
Used as basis for search in:  S9 S10 S11 S12 S5 S2 S3  S6 S7 S8 S1 S4
Mixing 
1‐phase 
MId  S1 A   A A A S1
MFl,tubular  S1 A   A A A S1
MFl,rectangular  S1   A A A S1
MV  S5 S5   A A A
…   
2‐phase  2phM  S4   A A S4…   
Phase 
transition  V‐L 
PT(VL)  I   A
PT(PVL)  I  A
Phase 
separation  V‐L  PS(VL)            S2  A  S2           




H  A A  S1 S1
C  A A  S1 S1
…   
….  …   
Reaction  ‐  R    I
Phase 
























































































































































































3  No divider  , , ,  
2  No divider  , ,  
3  D  in  stage  1, D  not  in  stage  2 
and not in stage 3  , , , ,  
, , , , ,  
, , , ,  
, , , , ,  
3  D in stage 2  , , , ,  





each  logical  constraint an example  is given  to highlight  the procedure of  the  stepwise  screening. The 
phenomenon describing  the  ideal mixing of  the  vapor  flow  is not  inserted.  In all  visualized examples 




stays  in the search space because a reaction phenomenon  is  included  in the process. The right 
































Remove  all  options  in  which  energy  is  wasted  by  sequential  cooling,  followed  by  heating, 
followed by cooling of the mixture. The upper example (in Figure A.20) is removed because the 
reactants are cooled  first with subsequent heating  in  the next stage.  In  the  lower example  (in 




















ensure that the phenomena  leading to highest  improvement of the objective function are  last. 
The left example (Figure A.22) is kept in the search space and the right example (Figure A.22) is 









based process option. The constraint  is set to be 1 unit. The  left option (Figure A.23)  is kept  in 












process  options  is  the  sequence  of  flow  mixer  reactors  in  stage  2  and  3  and  a  dividing 
phenomenon  in stage 1, enabling the active streams  , , , , ,  (see Table A.20 
and Figure 6.5). 
A.9.7.  Step  B2:  Step  B2:  Identify  and  analyze  necessary  tasks  to  achieve  the 
process targets 
 
Here,  the workflow  of  step  B2  is  highlighted with  a  conceptual  example  using  the  IPAC  case  study 










































































































































































































































































NRTL  model  to  describe  the  phase  transition  by  relative  volatility  (A.11.2),  the  list  of  identified 











































                        
(A.11.1) 
With the reaction stoichiometry: aA bB cC dD    
0 0 0 0R
c d a bG c G d G a G b G                       (A.11.2) 
and 




  ΔH0  S0  cp  Kads 
  [J/mol]  [J/(mol K)] [J/(mol K)]  
Cyclohexene  ‐37820  216,33  148,83  0,056839 
Cyclohexanol  ‐351831 203,87  213,59  0,77324 
Water  ‐285830 69,95  75,38  19,989 
FCE  ‐487129 275,5  219,5  3,677 








Binary pair  g12 (J/mol)  g21 (J/mol)  alpha12 
Cyclohexene (1) + cyclohexanol (2)  3300.09  157.301  0.79362 
Cyclohexene (1) + water (2)  13522.7  21495.6  0.24319 
Cyclohexene (1) + cyclohexane (2)  35.3067  36469.3  0.89828 
Cyclohexanol (1) + water (2)  ‐569.408  12237.7  0.26904 
Cyclohexanol (1) + cyclohexane (2)  958.747  6334.27  0.86274 
Water (1) + cyclohexane (2)  26171.4  17556.3  0.25118 
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No.  Phenomena  Description  Models: 
PB.15  Phase change: 
Ideal from V to L or L to V 
(PCh) 
Inlet: 1, has to be coupled to a state 
change phenomena such as heating/ 
cooling or pressurizing/ expanding 
Outlet: 1 
Mass, Energy and momentum balances 
Constraint equation on inlet and outlet 
streams 
PB.16  Phase contact V‐L: No 
resistance (PC(VL)) 
Inlet: 1,  
Outlet: 1 
Mass, Energy and momentum balances 
Constraint equation on inlet and outlet 
streams 
PB.17  Phase contact L‐L: No 
resistance (PC(LL)) 
Inlet: 1,  
Outlet: 1 
Mass, Energy and momentum balances 
Constraint equation on inlet and outlet 
streams 
PB.18  Pressurizing 
(Prise) 
Inlet: 1, has to be coupled to a mixing 
phenomenon 
Outlet: 1 
Mass, Energy and momentum balances 
Constraint equation on inlet and outlet 
streams 
PB.19  Expanding 
(Pdrop) 
Inlet: 1, has to be coupled to a mixing 
phenomenon 
Outlet: 1 
Mass, Energy and momentum balances 
Constraint equation on inlet and outlet 
streams 
PB.20  Pseudo‐homogeneous 
reaction (R1) 
Inlet: 1,  
Outlet: 1 
Mass, Energy and momentum balances 
Constraint equation on inlet streams 
PB.22  Pseudo‐homogeneous 
reaction (R2) 
Inlet: 1,  
Outlet: 1 
Mass, Energy and momentum balances 
Constraint equation on inlet and outlet 
streams 
PB.23  Pseudo‐homogeneous 
reaction (R3) 
Inlet: 1,  
Outlet: 1 
Mass, Energy and momentum balances 
Constraint equation on inlet streams 
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A.11.4. Phenomena‐based representation of two flowsheet for the direct and the 
indirect route to produce cyclohexanol 
 
Figure A.27. Phenomena‐based flowsheet for the direct hydration route via reactive distillation. 
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Figure A.28. Phenomena‐based flowsheet for the indirect hydration route via two integrated reactive distillations. 
