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Abstract
Large amounts of data is being generated constantly each day, so much data that it is difficult 
to find patterns in order to predict outcomes and make decisions for both humans and machines 
alike. It would be useful if this data could be simplified using machine learning techniques. For 
example, biological cell identity is dependent on many factors tied to genetic processes. Such 
factors include proteins, gene transcription, and gene methylation. Each of these factors are highly 
complex mechanism with immense amounts of data. Simplifying these can then be helpful in 
finding patterns in them. Error-Correcting Output Codes (ECOC) does this for classification by 
breaking the problem into multiple binary cases. This thesis proposes a new approach that also 
splits the feature set into multiple subsets called views. This new proposed method is tested on 
multiple datasets from the University of California, Irvine (UCI) to analyze performance. The 
method is then applied to genetic data collected from The Cancer Genome Atls (TCGA) and the 
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When we view the world from the perspective of data generation, we can easily understand why
datasets have become so large. Every human interaction, every shift in the weather, and every
small change in energy can be seen as a piece of data. These events happen continuously and some
have done so since the beginning of time. This means the world is generating huge amounts of data
constantly every fraction of a microsecond. However, collecting and storing snapshots of these data
points in various fine- and coarse-grained frames of reference is a monumental task for our biological
sensors and memory. However, with the invention of electronics, such as cameras, microphones,
digital thermometers, and light sensors, people have gained the ability to collect these snapshots
of the world at a much higher rate. With advances in computing technology also came the power
to process these snapshots at a record pace. That record continues to be broken as this trend of
advancement continues.
With large amounts of data now able to be captured and stored across digital repositories
around the globe, alongside the power to process it, there are only two questions to be asked: How
can one retroactively digitize data; and What can we learn from all this data? These questions are
difficult to answer, but the answers can be explored in part through machine learning. Kevin P.
Murphy defines machine learning as the “methods that can automatically detect patterns in data”
[5], which can then be used for predictive purposes. This definition, coupled with our understanding
of probability theory, provides a multitool, in which the snapshots of data can be interpreted.
There are two common categories of problems to which machine learning is usually applied. One
is supervised learning problems and the other is unsupervised learning problems. This thesis deals
wil supervised problems, but it helps to distinguish the two, so a brief description with examples
of each follows.
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1.1 Supervised versus Unsupervised
A supervised model is a model that not only analyzes the input data, but accounts for the target
values as well during training. With categorical labels, training using target values allows the model
to find label-specific properties of the data in order to differentiate between labels [5]. An example
of this would be finding the probability of each feature occurring for each label, and using this to
find the probability that a data point belongs to a certain label. Then prediction is done by choosing
the highest probability label for a data point given the values of its features. The supervised part
being that the model learns a set of probabilities for each label, therefore considering which label
each input in the training belongs to.
An unsupervised model learns generic properties of a given dataset, independent of the target
values associated with it. This does not have to mean there are no target values, only that the
model does not consider them when being trained [5]. One important category of unsupervised
learning is clustering. Clustering finds patterns in data based on the “nearness” properties of the
data. The different clustering models will define nearness differently, but each will find groups
whose points are close to each other and far from other points in other groups.
1.2 Motivation
The Nevada Institute of Personalized Medicing (NIPM) at the University of Nevada, Las Vegas
(UNLV) funds research projects for medical advancement. One such project is investigating meth-
ods for identifying which organ a tumor sample originated from through gene expression analysis.
Specifically, this project seeks to combine epigenome and transcriptome data to improve tissue
classification beyond what each dataset can do alone. Experiments under this project, involving
the standalone datasets, have shown a performance range of 70% to 90% for the best performing
classifiers [6, 7]. This is a strong showing that each dataset has significant class-related information.
However, higher percentages are desirable for a more accurate, reliable diagnostic tool. Perhaps the
information in these two datasets are different and combining them will teach us more about the
classes. Learning may also be strengthened by having more features to differentiate and strengthen
assertions that a tumor sample truly does originate from a specific organ. This thesis seeks to inves-




The experiments and results shown in the later chapters correspond to two groups of experimenta-
tion. One will be a group of experiments against UCI datasets to compare the average performance
of the proposed method and other available Error Correcting Output Code (ECOC) methods across
various datasets. The other group of experiments will test how well the proposed method performs
in the application area compared to non-ensemble classifiers and variations on the proposed method.
The metric analyzed will be f1 score which determines the overall performance of the model and
the separability of classes.
All experiments are done in Python primarily using the scikit-learn library for many of the
base classifiers. A bare-bones custom ECOC library has been built from scratch to support the
ensemble portion of this thesis. Any additional machine learning libraries utilized will be mentioned
as they are needed. Each classifier in the UCI experiments will be trained on a subset of the dataset
and tested on the rest of the set. For the genetics experiments, training, validation, and testing
will occur on two independent datasets. This will be to better determine how well the classifier
resists biases in lab procedures for data collection. Training and testing performance results will
be provided for full analysis and comparison purposes.
1.4 Organization
The following list contains the layout of this document and a brief description of the purpose of
each chapter.
• Chapter 1: Introduce terminology and lay the foundation for other chapters.
• Chapter 2: Delve more deeply into machine learning algorithms and terminology
• Chapter 3: Introduce ECOC and its variants
• Chapter 4: Describe datasets and the area of application
• Chapter 5: Experiments and results
• Chapter 6: Discuss results and present conclusions





The major focus of this thesis deals with an ensemble method for solving classification problems.
An ensemble algorithm relies on multiple, independent classifiers to classify input samples [8].
This means when solving a classification problem using an ensemble method, one necessary step
is to choose the underlying classifiers. This chapter will introduce some common machine learning
algorithms and the vocabulary that surrounds them. This chapter will begin with a distinction
between classification and regression. Next will be a discussion on some common models. The final
section briefly discusses feature selection.
2.1 Supervised Problem Types
Supervised learning can be broken down into two subtypes: classifcation and regression. Their
definitions, along with an example of each, will be presented below. The first use of notation that
will be seen throughout the thesis appears in this section. Refer to Appendix A for a description
of the notation used.
2.1.1 Classification
This thesis will focus on classification problems. Classification problems seek a function f(x)→ C
that best maps input vector x to discrete class labels in the set C [5]. One example of classification
is character recognition, which asks for a model that can correctly identify an alphanumeric symbol
given an image. Here, x is the image and C is the possible alphanumeric symbols to be predicted.
Calling back to the perspective of large datasets, such a function can be utilized to process large
amounts of document images taken by digital cameras, and produce character streams of that
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document for modifiability and size reduction. Another area that the theories in this thesis will
specifically be applied to is the medical field. We may classify which organ a sample of biological
tissue genetically resembles in order to better treat possible migratory diseases such as cancer. The
genetic properties of the sample are the input vector and the tissue of origin is the label.
2.1.2 Regression
Despite being focused primarily on classification problems, it is worthy to define regression and
its possible use cases in order to better define classification by contrast. Regression problems are
solved using the same process of finding f(x)→ C. However, in this case C belongs to an infinite
set of real-valued outputs [5]. The goal is still to find the best fitting function, but the difference
in discrete vs real-valued outputs implies a difference in performance metrics. An example of a
regression problem would be predicting the population of some animal species at the end of the
next decade, given previous population patterns and environmental conditions. Here, x is the
population patterns and environmental conditions, while C is the expected population value at
the end of the decade. Another regression problem could be predicting the value of a home, given
various characteristics of the home such as rooms, ameniities, and location.
2.2 Models
Here begins an introduction to common classification algorithms currently in use. Some of these
may be applied to regression, but this section will be presented from the classification perspective.
2.2.1 Logistic Regression
Logistic Regression is a binary classification technique that tries to learn the probability function
p(y|x, w with a Bernoulli distribution of mean sigm(wTx) [5]. The sigmoid function sigm(x) is
defined as e
x
ex+1 and ensures the output remains between zero and one. This allows a probabilistic
interpretation of the outputs. Lets utilize linear algebra to understand this interpretation. Linear
algebra shows that wTx may be interpreted as the vector x projected onto the vector w. Thus, this
can be viewed as a similarity between x and w. Higher similarity corresponds to higher positive
output and lower similarity to larger negative output. Analyzing the sigmoid function, higher
inputs result in values closer to 1, lower inputs result in values closer to 0, and an input of 0 results
in a value of 0.5. Viewing the result of the sigmoid as a certainty value on x belonging to the
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positive class, then if x is either highly similar or dissimlar to w, the model then can classify x as
either belonging to class 1 or not. However, if these two vectors are orthogonal, meaning wTx = 0,
then the sigmoid function produces a certainty of 0.5, which results in a 50/50 chance. Therefore,
the decision boundary for logistic regression is the line that is orthogonal to w. Figure 2.1 shows
the relationships between the sigmoid and the corresponding decision regions.
The learning for this model comes from adjusting the weight vector w. The performance of
each candidate weight vector will be measured using a loss function, where worse performance
means a higher loss. For logistic regression, the loss function will be cross-entropy error defined as
−
∑
|yilog(sigm(wTxi)) + (1 − yi)log(1 − sigm(wTxi))| for the i-th sample. Using case analysis
and similar methods as in the previous paragraph, it can be seen that high certainty in guessing
class 1 when the true class is 0 results in higher loss. Likewise, when the true class is 1 and the
confidence in it being class 1 is very low, loss is again higher. It can be shown that this function
has a unique global minimum and therefore an optimal w vector can be found. [5]
Figure 2.1: Sigmoid function where sigm(wTx+ b) = sigm(−10x+ 4). The colored regions are the
decision boundaries of the function.
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2.2.2 Support Vector Machines
Support Vector Machines (SVMs) are another binary classification technique, first described in
[9]. This methods was named for it’s property that the decision function is only dependent on
a subset of the training samples, referred to as the support vectors. From a decision boundary
point of view, SVMs are similar to logistic regression. A vector w is found, whose orthogonal is
the decision boundary and whose loss is minimized. However, the derivation of this boundary is
different. Instead of the cross-entropy error loss function, hinge loss is used. Hinge loss is defined
as max(0, 1−y ∗wTx). SVMs seek to minimize this hinge loss in addition to minimizing the length
of the weight vector. The resulting loss function is then ||w||2 +
∑
max(0, 1− y ∗wTx). Minimizing
this function with respect to w means keeping the length of w small. This also means wTx will
be small, resulting in higher hinge loss. Two types of solutions for this exist. One is a hard margin
solution; the other is a soft margin. The hard margin solution assumes that such a boundary will
perfectly separate the data. This may not always be possible. In such a case, soft margins will
still find a boundary. Hard margins rely on every data point being on or outside the margin. The
support vectors for hard margins are those that lie on the margin. Soft margins will allow points
to be inside the margin and include those as support vectors as well [5]. See Figure 2.2 for an
illustration of an SVM.
Figure 2.2: An SVM classifier with solid line representing the hyperplane, dotted lines representing
the margin. Any misclassified points or points within the margin are support vectors from [1].
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2.2.3 Classification and Regression Trees
Classification and Regression Trees (CARTs) are learning machines that divide feature space into
multiple regions defined by a combination of feature thresholds of the form xj ≥ t, where xj is the
j-th feature of the input and t is the chosen threshold for that feature. These feature thresholds are
represented by nodes in a decision tree. The tree is built using the following recursive procedure:
1. Check the split criteria for node. If not met, return to parent node.
2. Split the node at the least cost threshold for the best feature to create two child nodes.
3. Attempt to split the left child node.
4. Attempt to split the right child node.
5. return to parent node.
The most interesting steps here are one and two concerning when and how to split. The purity
of the node is one possible stopping criteria. For classification, purity may be defined as a sufficient
percentage of examples within the node belonging to a single class. An additional check could
be if the depth of a new split would pass some predefined limit. When choosing a feature and a
threshold, introducing a loss function yet again solves the issue. This loss function is defined as
the sum of the cost of each new node. Cost can be determined with multiple functions, but the
simplest might be the percentage of misclassified examples in the split. Once the tree is built, novel
inputs are tested by starting at the root and traversing down the tree, selecting branches based
on a node’s relevant feature and threshold value. Once a leaf node is reached, the class assigned
to that node is chosen as the prediction. Figure 2.3 illustrates this. Quinlan, inventor of the C4.5
algoriithm just described, provides more details in his book [10]
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Figure 2.3: Classification tree that determines what to eat.
2.2.4 Neural Networks
Neural networks are comprised of many different subcategories with differing constraints on model
design. To avoid going into great detail on this subject, discussion in this subsection will be limited
to artificial neural networks with a brief mention on convolutional networks at the end. An artificial
neural network is a machine learning model that is organized into different layers of neurons. Each
neuron consists of a weight vector w, an input vector z, an activation function h(x), and an output
value z′. The input vector for each neuron is all the outputs of the previous layer. The activation
is usually calculated using a sigmoid-like function such as sigm(x), discussed earlier, or tanh(x).
The output of each neuron is determined by passing the sum of the weighted inputs into the
activation function h(wTx) = z′. Each layer’s outputs are sent to the next layer’s inputs, until
the final decision layer is reached. Learning is accomplished by calculating an error at the end and
propagating that error backwards through the network to update the weights. Updates are made
by the gradient descent method of error minimization. Simon Haykin provides finer detail in [11].
An example of a simple artificial neural network is depicted in Figure 2.4.
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Figure 2.4: An artificial neural network. Each layer fully connected to the previous. Every layer
may differ on the number of nodes. From [2]
.
2.2.5 K-Nearest Neighbor
K-Nearest neighbor is a simple algorithm that comes at a cost of saving every data point in the
training set. First proposed in [12], the algorithm finds the k closest samples to the sample being
tested and classifies the test sample based on the class of those k neighbors. k is a hyperparameter
chosen for the model before training and is usually an odd number to avoid arbitrary tie-breaking.
The distance metric does not have to be euclidean distance, any similarity measure will do. Further,
neighbors can be weighted by their nearness to the test sample, in case there are outliers in the
data.
2.3 Feature Selection
This section is very important when looking at large feature sets. Data can come with plenty of
features to look at and may require large amounts of samples to make sense of these features. Having
a large number of high-dimensional data leads to a problem known as the curse of dimensionality.
This means that a model working with high dimensional data will require exponentially more
samples to learn effectively than a model working with lower dimensional data [5]. There may not
be enough data to learn from effectively. If there isn’t, ways to cut down the dimensions become
necessary. Feature selection is one common approach for solving this. Feature selection seeks to
choose the most relevant features from the data and use them as the input set rather than the full
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data. For example, genetics data can have millions of features. However, not all features will be
significantly variant across samples. If there is variation, it may not coincide well with the target




This chapter will introduce the classification method concerning this thesis. Error-Correcting Out-
put Codes (ECOC) is an Ensemble Method of classification. Ensemble methods involve training
multiple learning machines and combining their outputs to make a final decision [8]. Some single
classifier models, such as SVM and logistic regression, do not support more than two classes by
default. To achieve this, machine learning libraries, such as Python’s scikit-learn, turn to ensemble
versions of these classifiers. For example, a multi-class SVM runs multilple binary SVM classifiers,
then classifies based on the set of regions created by the combination of the binary boundaries.
Such methods may have ambiguity. Considering the SVM example, it is possible to create regions
that do not correspond to any class. If a new point falls in this region, some function for deciding
how to assign it must be consulted. The rest of this chapter will discuss what ECOC is, the major
variables in its design, and what research has been done so far.
First investigated by Thomas G. Dietterich and Ghulum Bakiri, ECOC models classification
as a real world data transmission problem [13]. When transmitting information through different
signaling media, such as electricity or radio waves, errors may be introduced between sender and
receiver through various sources of interference. Codes may be designed to detect and correct these
errors. With machine learning, interference comes from the classification error of the underlying
models, and error correction comes from the combined encoding and decoding process of ECOC.
Four major choices can be made for this model:
1. Generating a coding matrix
2. Decoding strategy
3. Assigning classes to codes
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4. Assigning classifiers to bits
3.1 Code Types
Two coding types are generally used when designing coding matrices: binary codes and ternary
codes. Binary codes are a sequence of numbers, each from the set {0, 1}. Ternary codes are a
sequence of numbers from the set {−1, 0, 1}. For binary codes, a 1 represents the positive label and
a 0 represents the negative label. In ternary, 1 represents positive, −1 represents negative and 0
represents ignored labels. Ternary codes are more powerful in representation as each binary code
can be represented by a ternary one through exchanging each 0 in the code for a −1. However,
some ternary codes cannot be transformed into a binary form. Some code generation methods
require a ternary coding scheme [14].
3.2 Coding Matrix
The coding matrix for ECOC is comprised of rows of codes, where each bit in the code corresponds
to a classifier that determines the value of that bit. Each column is then an indicator of how to
transform the labels into binary sets. These columns are called dichotomies. There has been plenty
of research on many different ways to design coding matrices. It will be presented in the following
subsections [13].
It is important to first establish what a good coding matrix should look like from the perspective
of the model. In his publication introducing ECOC, Dietterich proposes that each row in the matrix
should have as many bits different as possible from all other rows. This distance is called Hamming
distance. He also states columns should have maximal minimum hamming distance from other
columns as well as their complements [13]. The first property ensures the model can tolerate
the most amount of errors. If h is the minimum hamming distnnce across rows, the formula
for maximal correctible errors is h−12 . The second property ensures each dichotomy is learning
different information than others. For example, if the labels in a problem are A,B,C,D and two
of the dichotomies in the matrix are A = 1, B = 1, C = 0, D = 0 and A = 0, B = 0, C = 1, D = 1,
it is clear that the classifiers assigned to these dichotomies will learn very similar functions. This
produces highly correlated outputs and leads to both making the same errors. Furthermore, code
lengths make a difference as well. Longer codes allow for higher maximal Hamming distance across
rows, so longer codes are generally desirable. These metrics have no direct interpretation for ternary
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codes.
3.2.1 One vs. All
A simple way to design a coding matrix is to have each binary classifier choose a unique label as
the positive case and group the rest together as the negative case [13]. If there are C labels, then
the codes will have length C and so the model must train C classifiers. This method is simple
and produuces an identity matrix. Each label’s code will have exactly one bit with value 1. Using
the goodness metrics explained earlier, this is not a very good method. The maximal Hamming
distance across rows and columns is two and has no correctible errors. Additionally, it is limiting
for underlying classifiers to group many different labels into one group in such a naive fashion. For
instance, this may easily lead to dichotomies which are not linearly separable. See Figure 3.1 for a
visualization of this matrix.
Figure 3.1: A One vs All coding matrix for a 3 class problem.
3.2.2 One vs. One
Another simple breakdown of classes is to differentiate between all pairs of labels [13]. This implies
a ternary coding since a classifier must ignore all but two labels. This produces codes of length
C∗(C−1)
2 . Each code in this matrix will have exactly C−1 non-zero bits. This means each label will
be differentiated in exactly C−1 classifiers. A big advantage here is that each label is differentiated
from every other label explicitly, and reduces dataset size for each classifier to just the two labels of
concern. This simplifies what each classifier needs to learn and allows an evaluation of which pairs of
labels are particularly difficult through the performance analysis of each binary classifiers. Further,
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even though the number of classifiers in the model is quadratic with respect to the number of labels,
each classifier works with a fraction of the dataset. However, this can still be problematic when the
underlying classifier used is akin to K-nearest neighbor. Here, each classifier size is equivalent to
the data input size, and if care is not taken in reducing the redundancy of data points, this means
each training sample has C − 1 copies in the ECOC model. Figure 3.2 is an example of an OVO
matrix.
Figure 3.2: A One vs One matrix for a 4 class problem.
3.2.3 Exhaustive Search
Dietterich presents an exhaustive code generation method in his original paper [13]. This method
is grounded in the fact that the most possible unique columns that can be generated is 2C−1 − 1
[13]. This will be the code length. The matrix is then generated using a binary tree generation
algorithm using a root of all ones. Each level of the tree represents a code whose bits are split
evenly across all of the nodes on that level. To generate the next level of the tree, for each node
in the previous level, create a left and right child. Set the left child to be all zeroes with half the
nodes length. Set the right child to be all ones with the rest of the node’s length. Continue this
pattern until the depth of the tree is C. This generates a good encoding, but the length explodes
with larger numbers of labels due to the exponential relationship. However, for very small numbers
of labels, this is a fast and effective code generation method.
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3.2.4 Hill Climbing
This is the last method from Dietterich’s study that will be presented here [13]. Here, a desired
code length is supplied and C codes are randomly chosen from the pool of available codes. Then,
improvements are made incrementally by selecting the pair of codes with smallest Hamming distance
and the pair of columns with either extremely high or extremely low Hamming distance. Then, the
four bits where these rows and columns meet are analyzed and altered to improve these distances.
Eventually, this algorithm will stop finding imporvements to make and has found a local maximum
Hamming distance across rows [13].
3.2.5 Discriminant ECOC
The previously presented coding matrices are made without any knowledge of the data being pre-
sented to it. They only need to know how many labels there are. However, informed methods have
been developed to try and create better dichotomies. One such algorithm, referred to as Discrim-
inant ECOC (DECOC), uses a tree generation method of producing codes that best discriminate
classes [15]. This process is done through a tree generation process that creates a near-optimal tree
with respect to some measure of class separability. Such a measure could be the maximal mutual
information between data and labels. To generate the tree, the root node includes all classes. Then,
an optimal binary partition is created for each node with more than one class in it. This tree can
then be translated into a coding matrix by using all interior nodes. Simply assign a column to each
node, and have each row be 1 if the class is in the left child, −1 if the class is in the right child,
and 0 if the class is not present. This generates a coding matrix that is application-dependent and




Figure 3.3: Example class discrimination tree and the associated coding matrix
3.2.6 ECOC-ONE
Optimal Node Embedding (ONE) is a technique derived from DECOC proposed by Radeva et al.
[3]. This method generates the tree as described in ECOC-ONE, but adjusts decoding and adds a
code extension step. ECOC-ONE functions in three parts: generate an optimal code tree; estimate
decoding weights; then add new nodes to create a network. Generating the inital optimal tree can
be done as described in the DECOC subsection above. For weight estimation, Radeva et al used
wi = 0.5 ∗ log(1−eIei ), where ei is the error of the i-th dichotomy. This translates to giving more
weight to those classifiers that are less prone to error. Finally, new nodes are added to differentiate
the classes that are most confused with each other. If two classes are highly confused, then two
partitions in the tree are selected, such that the two partitions best differentiate these classes and
a new node is creted. The nodes are interpreted as columns in the coding matrix, in the same
fashion as DECOC.
3.2.7 Spectral DECOC
This is another derivation of DECOC. In fact, the only portion of Spectral DECOC that is different
is in the splitting function. Instead of splitting by maximal mutual information, splits are decided
by clusters. A graph is constructed using some initial confusion matrix. The vertices of the graph
are the labels and the edge weights are taken from the confusion matrix. Then, the Fiedler value
of this graph is used to partition the labels [16].
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3.3 Decoding Methods
There are two categories that commonly used decoding strategies fall under. One is distance
decoding and the other is loss-based decoding. These categories and two additional methods were
investigated by Escalera et al [4]. Decoding is the process of mapping the code space to a subset of
the same code space. For instance, given the code space of length three binary codes, the entire set
is every binary string of length three. One possible decoding of this space could map each string to
one of two possibilities, lets say 110, 101. Then, this function will take every possible binary string
of length three, and map it to either 110 or 101. This way, when the decision algorithm produces
a string that does not match the valid set of codes, a valid code can still be chosen. Namely, the
code which minimizes the distance or the loss. This section describes some of the mappings that
exist.
3.3.1 Hamming Distance
The Hamming distance function is defined as HD(x,y) =
∑n
i=1 I(xi, yi) for any two bit strings
x and y of length n. I(x, y) has value 1 if x = y, and 0 otherwise. This distance is simple to
understand and calculate. The Hill Climbing algorithm of generating coding matrices proposed
earlier was developed under the assumption that the decoding method was Hamming distance.
This method does not extend beyond binary codes [4].
3.3.2 Euclidean Distance
This is another very simple interpretation; however, Euclidean distance has an advantage over
Hamming distance in that it can support ternary codes [4]. The binary form is ED(x,y) =√∑n
i=1(xi − yi)2; however for computational speed, the square root may be ignored since it is a
monotonically increasing function, and thus, will not change the order for choosing the minimum.
Similarly, the ternary version is ED(x,y) =
√∑n
i=1 |yi||xi|(xi − yi)2 , where the additional absolute
valued terms allow the model to consider any code bits with 0 to be always correct. This is an
interesting feature, as it produces bias towards codes with more zeroes. Consider a three bit code
000 being assigned to a label. Then, in the ternary case, the distance to that label from all possible




This approach defers any classification decisions to the final decoding step. In previous decoders,
classification is completed and decoding is done based on the correctness of the classification. In
loss-based decoding, these bits are left unclassified, and in place of binary results are confidence
values. Then, the sum of the losses on these confidence values is computed, and the label with the
least loss is chosen. This has the advantage of assigning higher loss to those bits whose certainty
was high, but not correct, and for bits where the certainty was low, but correct [4].
3.4 Multi-View ECOC
Here begins a description of the method proposed in this thesis. Traditionally, all dichotomies in
the coding matrix use the same set of features to classify the data. Furthermore, the encoding
method is only applied once in this case. Instead, the features that each dichotomy trains on can
be reduced by separating them into subsets called v iews. Then, each view can be assigned its own
coding matrix. These matrices are combined by concatenating together their class codes to create
one long code for each class. Essentially, this is equivalent to an ensemble of ECOC models where
the decoding step decodes the concatenated bit strings instead of decoding each view’s bit string
separately. An illustration of this can be seen with Figure 3.4. The theoretical benefits for this
are two-fold. First, longer codes are usually more desirable. If there are v views, then if each view
uses the same encoder with a code length of l, then the final code length will be v ∗ l. Second, the
feature set is smaller for each dataset and can train better with fewer samples. One immediately
noticeable drawback is that the model does not effectively capture relationships between features
in different views. This effect can be mitigated through careful constructoin of the views.
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Figure 3.4: A multi-view coding matrix for a 3-class problem with 3 views, each using an OVA
encoding.
3.5 Discussion
In each of the previous sections, many papers were introduced that investigated the various com-
ponents of ECOC. This section is dedicated to some comments about the results, and how they
drive the experimental design of this thesis. First, under the Euclidean distance versions of de-
coding, ECOC-ONE seems to have performed just as well as the OVO matrix in all the trials
done. However, when introducing varying decoding methods, trials show ECOC-ONE more consis-
tently performing the best, but still heavily suggesting that the matrix generation method is highly
problem dependent. Specifically, Figure 3.5 shows the results leading to this conclusion.
(a)
(b)




This chapter will describe the data used in this thesis. First, will be a description of the datasets
provided by the University of California, Irvine (UCI), which have been used in many machine
learning experiments. The datasets used from the UCI dataset were chosen for constistency with
other ECOC experiments. The second section will be an introduction to the genetics dataset, to
which the ensemble methods described in the previous chapter are applied.
4.1 UCI Datasets
The UCI provides a wide range of datasets to use for testing machine learning methods. Many
novel methods are tested against these sets for comparing performance against other solutions. The
following subsections will describe each dataset used. These datasets will be used to test whether
concatenating codewords from multiple views of a dataset is beneficial to ECOC performance.
Below is a summary table of the number of samples, features, and classes in each.
Samples Features Classes
E. coli 336 7 8
Glass 214 9 7
Iris 150 4 3
Vowel 528 10 11
Wine 178 13 3
Yeast 1484 8 10
Table 4.1: UCI Dataset Characteristics
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4.1.1 E. coli
This is a set of 336 samples of E. coli protein sequences. Each sample contains 7 features repre-
senting signal sequence prediction scores, amino acid content, and scores involving transmembrane
prediction. The goal of this dataset is to classify each sample as to which of 8 parts of the cell
the protein localizes to. This dataset will be split into two views. The first contains the sequence
prediction scores and the amino acid content, and the second will be the transmembrane prediction
scores.
4.1.2 Glass
The glass dataset seeks to predict what type of glass each sample comes from: vehicle, building,
container, tableware, or headlamps. The vehicle and building glass types are separated into float
processed or non-float processed. There are 9 features; one is the refractive index and the other 8
are weight percentages of the chemical elements making up the glass. This dataset will be separated
into two views, one will have the refractive index, and the other will be the weight percentages.
This will provide some insight on how feature imbalance affects the proposed method.
4.1.3 Iris
The iris dataset contains 150 feature vectors for 3 types of iris flower. The 4 features are the flower’s
sepal length, sepal width, petal length, and petal width. The goal is to accurately predict to which
type of iris the feature vector belongs. This dataset will be broken down into 2 views: the sepal
view and petal view.
4.1.4 Vowel
This dataset consists of 528 utterances of 11 different vowels. Each utterance is a feature vector of
10 audio features. The goal is to correctly classify which vowel was spoken given the features. Each
will be split into two views, the first five and the second five features. As these are audio related,
there is likely strong links between the features; thus, splitting this way will show how such feature
interdependence affects the splitting.
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4.1.5 Wine
The wine dataset is dedicated to trying to identify which of 3 cultivars a wine might belong. There
are 178 samples, each with 13 features related to the chemical and physical properties of the wine.
The most natural split of this dataset would be between the chemical and physical properties. The
physical properties of the wine are color related, but color is dependent on chemical composition.
Thus the two views, like the vowel set, will have shared information.
4.1.6 Yeast
The yeast dataset has the same goals as the E. coli dataset. Each of the 1484 samples is a protein
whose localization site in the yeast is to be predicted. There are 10 localization sites in the dataset.
Splitting the 8 features into views will be a bit more complex. There will be two views: one will
have the amino acid and discriminant analysis scores, the other will have the protein signal sequence
scores.
4.2 Genetics Data
One of the tasks in this thesis is to test how well ECOC methods can simplify the task of classifying
genetic data. Genetic datasets are usually very large, as each sample has tens of thousands to hun-
dreds of thousands of features. Furthermore, there is a lack of sample data, due to conditions being
rare coupled with the potential unwillingness of patients to donate. Given these characteristics, it
is challenging to find consistent, generalizable patterns in this data. ECOC is a potential method
to simplifying the learner’s view of the dataset in order to make better sense of it.
The data used here is separated into three sets of data, each with a separate training and test
sets. There is a methylation dataset, a ribonucleic acid (RNA) dataset, and a dataset with both
of these. These sets all represent some view on the level of expressiveness of the genes in the cells.
These views will be used to try to improve results og classifying the tissue of origin for cancer
cells. This will help advance precision medicine methods in cancer treatment. This will be the




Deoxyribonucleic acid (DNA) methylation is an epigenomic view of gene expression. When a
gene is being transcribed to create proteins, it is partially dependent on the methylation state of
DNA regions surrounding the gene. The more methylated these regions are, the less expressed the
gene will be. [17]. Many papers have been written on how DNA methylation relates to specific
cancer types, such as breast or coloreactal cancer. In recent years, there has been investigation
into the power of methylation in classifying rom which type of cancer a tissue sample originates
[18]. Methylation features are positions on the genome and their values are real-valued between 0
and 1 representing how methylated that position is. A highly methylated site has value 1 and an
unmethylated site has value 0.
The Cancer Genome Atlas (TCGA) has a large collection of genetic data from many patients
and tissue samples. The TCGA dataset will be used for training the models. For a more robust
analysis of the performance, a separate set of data will be used for testing. This dataset waas
collected from various experiments contained in the Gene Expression Omnibus (GEO) database
provided by the United States National Center for Biotechnology Information (NCBI). Table 4.2
shows the total number of samples and how they are distributed across each class.
Cancer Type TCGA GEO
BLCA (Bladder) 440 0
BRCA (Breast) 892 522
CESC (Cervical) 312 44
COAD (Colon) 459 0
GI (Gastrointestinal) 466 527
HNSC (Head/Neck) 580 69
KIRC (Kidney) 483 0
LIHC (LIver) 428 66
LUNG (Lung) 919 0
PAAD (Pancreas) 183 0
PRAD (Prostate) 553 296
THCA (Thyroid) 571 0
UCEC (Uterine) 485 0
Samples 6771 1524
Features 1100 1100
Table 4.2: Methylation class distribution for TCGA and GEO
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It is important to note that this data has been transformed after collection from the original data.
First, the labels have been altered from the TCGA normal labeling. LUAD (Lung Adenocarcinoma)
and LUSC (Squamous Lung Carcinoma)have been combined into LUNG, as they originate from
the same organ. ESCA (Esophagus) and STAD (Stomach) were combined into GI, as these labels
have been historically problematic and there is ongoing analyses as to what may be causing this.
The second and final change is the feature space reduction. Features were reduced by chromosome,
using a chi-squared scoring method. The top 50 features in each of the 22 chromosomes were kept
and the rest discarded. Furthermore, imputation in the test set is accomplished through a mixture
of KNN and chi-squared scoring. The most significant features are saved and used to calculate the
nearest neighbors in the training set, then the mean value of these neighbors is used for imputation.
More details on the feature reduction and imputation for methylation can be found in a previous
thesis written by Sravani Gannavarapu Surya Naga [6]. Table 4.3 shows the best results gained
using a support vector machine classifier using TCGA to train the model and GEO to test.
Train Test
F1 Score 98.53 91.00
Table 4.3: Methylation performance using support vector machine
4.2.2 RNA
Transcriptomics is another method of measuring gene expression [19]. Different from epigenetics,
this method counts the number of RNA sequences each gene is responsible for generating. Since
these sequences are responsible for creating functional proteins, these counts potentially offer in-
formation on cell identity. It is typical to normalize these counts to a form called Fragments per
Kilobase Million mapped reads (FPKM). Due to genes varying in length within a sample and total
coounted reads across samples, bias is introduced. FPKM normalization seeks to reduce that bias
by dividing the count by gene length and read counts.
The training data for RNA is also taken from TCGA, using the same cancer types as the
methylation dataset. The test data is collected from the Genotype Tissue Expression (GTEx)
portal. This is a large collection of non-cancerous tissue samples with available transcriptomes.
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Though the test set is all non-cancerous data, this does not take away from the goal of determining


















Table 4.4: RNA class cistribution for TCGA and GTEx
The feature reduction method here also uses scoring functions. The top 600 features for both a
chi-squared test and an f-test were saved, and the union of these features were used. The union of
these two scores was chosen after testing performance, using each set on their own, as well as the
intersection and the union. The top 600 were chosen after a distribution analysis of the scores using
the histograms depicted in Figure 4.1. Table 4.5 shows results using a support vector machine with
TCGA as training and GTEx as testing datasets.
Train Test
F1 Score 97.20 83.09
Table 4.5: RNA performance using support vector machine
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(a) (b)
Figure 4.1: Histograms for F1 score and chi-squared feature scores
4.2.3 Combined
Combining the epigenomic and transcriptomic data creates a new multiomic view of cell identity.
Many samples in both the RNA and Methylation TCGA datasets overlap. Thus, a training dataset
can be constructed using the intersection of the sample IDs from both sets. However, due to the
cost of running these experiments, there is not much data available outside of TCGA where both
measurements are provided for a given sample. Using GEO, a small test dataset was constructed
with only a few of the labels available. This is far from optimal for testing, but a complete














The first section in this chapter will present the results from the UCI experiments meant to de-
termine the effectiveness of separating datasets into multiple views. These views will be used by
separate classifiers, whose results will be combined in an ensemble fashion. ECOC provides an easy
vehicle for this, as the codes can be arbitrary in length and each bit is its own classifier, which can
be assigned any of the views to be considered.
The second section presents the performance of this method, comparing it to multiple other ap-
proaches. Comparisons will be done with the multi-view method, each of the two views individually,
and different coding matrices.
5.1 UCI Experiments
The experiments discussed here test performance on training models on two separate views of a
problem, and combining them using ECOC with an OVO coding matrix. All experiments in this
section use KNN as the base model. Each instance of the base model uses a grid search to find
the best performing parameters for its dichotomy. Each dataset will be split into 80% training and
20% test, with the exception of the vowel dataset. The vowel dataset was designed with this split
already designated. Finally, the results of how each view performed individuallly and how they
performed together will be included.
5.1.1 E. Coli
From the results of the E. coli dataset shown in table 5.1, clearly the second view is more general-
izable than the first. However, when combining the two, it seems the generalizability of the second
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view is preserved. Given how poorly the first view performed, enough KNNs misclassified to be
uncorrectible. When extending those erroneous bits with those of the second view, it seems many
do not meet the new uncorrectible threshold of errors.
View One View Two Both Views
Train 98.85 99.62 100
Test 49.08 70.07 69.85
Table 5.1: E. coli dataset F1 scores for ECOC using KNN and OVO coding
5.1.2 Glass
It is expected that the first view does not generalize well for this dataset. This is due to the models
making decisions based on a single variable, which is not much information to work with. The
results in table 5.2 show that this is indeed correct. Much like the E. coli dataset, the second view
generalizes better. Also similar to it, combining the views causes the errors of the worse performing
view to weigh down that of the better and create some weighted average of the two. Though in
this case, the test performance is weighted heavier towards the worse performing view.
View One View Two Both Views
Train 93.97 100 99.39
Test 39.27 73.88 54.42
Table 5.2: Glass dataset F1 scores for ECOC using KNN and OVO coding
5.1.3 Iris
The iris dataset provides our first glimpse of a positive result for the multi-view model of ECOC.
The training performance in table 5.3 manages to be higher, by concatenating codes from both
views, than it is to use either individually. In fact, all errors in the views of the training set become
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correctible when concatenating their codes. Unfortunately, the test set disagrees with this. Again,
a weighted average between the two seems to be the result.
View One View Two Both Views
Train 93.27 99.17 100
Test 83.31 96.66 93.27
Table 5.3: Iris dataset results for ECOC using KNN and OVO coding
5.1.4 Vowel
At first glance, the results of table 5.4 seem interesting. The training set is entirely perfect no
matter what view is used, but the training set performance is horrible. However, when considering
that the models are KNNs and the dataset is organized by who spoke the vowel, the KNN likely
models speech patterns of an individual better than the sound pattern of a specific vowel. For the
test set, a weighted average presents itself again, this time biased towards the first view.
View One View Two Both Views
Train 100 100 100
Test 49.62 28.23 44.72
Table 5.4: Vowel dataset F1 scores for ECOC using KNN and OVO coding
5.1.5 Wine
Like the vowel set, the training portion in table 5.5 performs perfectly. Much more interestingly,
the results here present an increase in generalizability by combining the two views. This behavior
was seen with the iris training results as well. This is promising, but keep in mind this is the only
experiment that shows this behavior in the test set.
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View One View Two Both Views
Train 100 100 100
Test 80.67 70.98 86.17
Table 5.5: Wine dataset F1 scores for ECOC using KNN and OVO coding
5.1.6 Yeast
There is nothing special to report from the results in table 5.6. There are similarly large disparities
in performance between the two views here as in E. coli. This makes sense, as they seek to answer
the same question but with different organisms.
View One View Two Both Views
Train 99.92 54.59 78.75
Test 56.75 33.09 40.32
Table 5.6: Yeast dataset F1 scores for ECOC using KNN and OVO coding
5.2 Genetics Experiments
In order to properly understand the results of the multi-view method of ECOC, it is important
to have baseline results to compare it to. For this purpose, the first part of this section will
be dedicated to finding what combinations of input scaling and coding matrix work best for the
different base classifiers tested. The following portion will present the results of the multi-view
method and compare against their best performing single-view counterparts. To best measure class
separability, all scores shown will be F1 scores.
5.2.1 Single View Experiments
There are four groups of results for this section. Each uses a different base classifier for the ensemble
and was tested on both a scaled and unscaled version of the data. The base classifiers are linear
SVMs, KNNs, best split decision trees, and random split decision trees. Furthermore, each of the
experiments tests the performance of three prominent ECOC matrices and compares the results
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to how a standalone version of the base classifier performed. These will be presented in groups by
base classifier.
These experiments are set up using the following pipeline:
1. Split training into grid search and validation sets using 80/20 split.
2. Find the best parameters for each classifier using the grid search subset and 10-fold cross-
validation.
3. Test on validation subset to get training performance.
4. Test on independent test set to measure generalizability.
5.2.1.1 SVM
As stated before, SVMs are inherently binary classifiers. In order to apply them to multi-class clas-
sification problems, they must be extended using some ensemble technique. In these expeiments,
sklearn’s SVC class was used, and performs this type of classification through a One-Vs-One ap-
proach. This approach is very similar to how ECOC behaves under an OVO matrix. Both break
the data into pairs of classes and train a different base classifier for each. The difference is intro-
duced when deciding which class to ultimately assign the sample to. ECOC will pick the class with
minimal Euclidean distance between the output code and the assigned code for the class. In the
sklearn implementation of SVC, the output of an SVM is made by introducing a sigmoid function
as an estimator of how certainly a datapoint belongs to a class. The class of highest confidence is
chosen in this case [20].
Table 5.7 and Figure 5.1 shows that a standalone SVM gains no significant advantage when
utilizing ECOC. In fact, the test results suggest that directly training the probabilistic decision
function is more generalizable than leveraging ECOC as the multi-class decider. Scaling also seems
to have very little impact for this model.
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Train Test
Unscaled Scaled Unscaled Scaled
SVM 97.86 99.13 86.13 88.35
DECOC 97.77 98.57 73.46 73.46
OVO 98.81 99.20 73.46 73.46
OVA 97.45 99.14 73.46 73.46
Table 5.7: F1 scores of RNA/Methylation combined dataset using SVMs
(a) (b)
Figure 5.1: Scaled SVM (a) and Scaled OVO ECOC (b) confusion matrices for test set
5.2.1.2 KNN
By far KNN is the best performing classifier of all those tested for this problem. This had more
training errors than the SVM classifier, but generalized to the test set far better, as evidenced in
Table 5.8 and Figure 5.2 It should be noted that this is potentially due to KNN modeling the few
represented test classes better than SVM.
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Train Test
Unscaled Scaled Unscaled Scaled
KNN 96.83 97.75 91.72 92.93
DECOC 96.18 96.61 92.93 92.93
OVO 95.35 96.58 92.93 92.93
OVA 96.03 96.93 92.93 92.93
Table 5.8: F1 scores of RNA/Methylation combined dataset using KNNs
(a) (b)
Figure 5.2: Scaled KNN (a) and Scaled OVA ECOC (b) confusion matrices for test set
5.2.1.3 Random Split Decision Tree
Random split decision trees performed worse than the previous models, but still managed to capture
significant information from the training set. However, the test set suggest it has grossly overfit the
training data, as show in Table 5.9. The results show that random split trees do benefit from the
longer codes of the OVO matrix, whereas all other methods are comparable to the single classifier
method. Figure 5.3 shows how the model benefits from OVO ECOC.
Train Test
Unscaled Scaled Unscaled Scaled
Rand 90.82 90.62 44.06 49.00
DECOC 91.48 91.71 60.12 60.12
OVO 95.41 94.57 60.12 60.12
OVA 91.67 91.35 60.12 60.12
Table 5.9: F1 scores of RNA/Methylation combined dataset using random split trees
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(a) (b)
Figure 5.3: Unscaled Random split tree (a) and Unscaled OVO ECOC (b) confusion matrices for
test set
5.2.1.4 Best Split Decision Tree
Best split trees are consistent with their random split brethren as shown in Table 5.10 and Figure
5.4. Both overfit, though best split does so more severely, and both gain significant advantages
from the long coding matrix of OVO ECOC.
Train Test
Unscaled Scaled Unscaled Scaled
Best 91.80 91.98 39.88 42.57
DECOC 92.22 91.85 39.79 39.79
OVO 95.31 94.80 39.79 39.79
OVA 91.32 90.76 39.79 39.79
Table 5.10: F1 scores of RNA/Methylation combined dataset using best split trees
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(a) (b)
Figure 5.4: Best split tree (a) and OVO ECOC (b) confusion matrices for test set
5.2.2 Multi-View ECOC
Only one base model is used for this experiment. The previous subsection shows that KNN and
SVMs are both good models for the single view version of the problem. Furthermore, since each of
the coding matrices also performed approximately the same, the simple, long codes of OVO were
chosen for this experiment. Finally, the unscaled dataset was used since there was no significant
performance differences between the two versions of the data.
The results in Table 5.11 shows that, when generalizing, the multiview model seems to correct
more errors than what each individual could alone. The corrected errors can be seen in the confusion
matrices of Figure 5.5 Referring back to Table 5.8, it seems that this multi-view ECOC solutions
gains no advantages over a single view KNN or ECOC model.
RNA Methylation Both Views
Train 95.80 94.57 94.81
Test 91.77 67.74 92.43









This thesis sought to answer two questions. First, is it effective to use ECOC to create an ensemble
of multiple views of a problem? Second, can this multi-view model improve classification of the
Tissue of Origin problem? The first group of experiments addresses the first question, and the
other two address the second. A couple observations can be derived from the UCI experiments.
There is evidence of potential for this multi-view method, but more thorough experimentation is
necessary to determine where this potential comes from. Futher, it seems that in the few cases
where this method showed positive results, the two views had theoretical interdependence between
each others features For wine, it was color properties and chemical makeup. For iris, it was sepal
and petal dimensions. This may be due to the simplicity of the datasets, but since the same pattern
is seen in the genetic experiments, there is some doubt. It may also suggest that the multi-view
model works best when the ensemble is applied in a mutual cross-code verification process.
When looking at the results of the Tissue of Origin classification problem, the problem seems
best solved by a single classifier rather than using ECOC. Additionally, using ECOC for multi-view
classification did not improve the results from the single view ECOC model. It seems that, in
the case of genetics, directly learning parameters from all the data is more effective than it is to
combine multiple, simplified models with reduced feature space and class sets. It is useful to note
that the new method did perform roughly the same as the best performing classifier. Additionally,
the patterns we see in the test set, where combining the views outperforms the views separately,
is present. This is only a small victory for the method, as the test set could not have all classes
represented. This is also offset by the results from the more complete holdout set from the training
data, which shows that concatening the resulting codes finds a middle ground of uncorrectible
errors.
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These results present a potential way to better utilize this method by leveraging decorrelation
methods. The original dataset can be separated into multiple views by measuring the correlation
between pairs of features. If any pair is too correlated, they are separated into different subsets.
Then each resulting subset can be checked and separated again until a desired level of decorrelation
is reached. Thus, each model trains on a unique set of features, and models from different views
act to verify each other via the ECOC decoding process. In the same way that ECOC-ONE uses
trees to find optimal subsets of classes, graph theory can likely be leveraged to find optimal subsets
of features.
One final note on potential uses for this method originates from an idea introduced by a dis-
sertation from the Autonomous University of Barcelona. The dissertation presents a method of
utilizing ECOC in conjunction with neural networks. Traditionally, when used for classification,
neural networks have an output layer that has a number of nodes equal to the number of classes.
Then, its output is interpreted via a one-hot encoding strategy. However, this output layer can be
preceded by a number of nodes equal to the bit length of an ECOC code, and a decoding layer
is introduced that maps ECOC code to a one-hot encoding. Thus, the ECOC code is used as an
intermediary representation before the final output [21]. The multi-view method can theoretically
extend this concept by essentially multiple, smaller networks that use different subsets of the in-
put data. These networks are then recombined at the ECOC output layer and decoded together,
resulting in the final decision.
To conclude, the performance for multi-view ECOC is comparable to other, simpler methods
on average. It does not offer much of an improvement when used as a way to learn the multiomics-
based tissue classficiation of cancer cells. However, there seems to be much left to be explored with
regards to this approach.
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Appendix A
This appendix shows the notation used throughout the thesis and the meaning associated with
each. Notation used is modeled after that used in [5].
Example Meaning
x scalar variable
x column vector variable
C set variable
M matrix variable
f(x)→ C Function mapping to a set
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