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The Arctic sea ice cover has retreated rapidly during the last three decades, concurrent
with recent global temperature increase both in the atmosphere and in the ocean. The
sea ice cover has experienced a retreat in extent and a reduction in thickness, hence the
sea ice volume is declining. As a consequence, the multi-year sea ice is decreasing, and
first-year ice is now the dominating ice type in the Arctic Ocean.
This study uses the Norwegian Earth System Model (NorESM), forced at the surface with
atmospheric reanalysis data from the Coordinated Ocean-ice Reference Experiments phase
II (CORE-II), during the period from 1948 to 2007. The model simulation is compared to
available observations, both from satellites and in-situ observations, for model evaluation.
Since there are large regional and seasonal differences of the sea ice cover in the Arctic,
this study provides an evaluation of the regional and seasonal variations in 12 different
Arctic regions, where March represents the winter (maximum sea ice cover in the Northern
Hemisphere) and September represents the summer season (minimum sea ice cover in the
Northern Hemisphere). There are particularly two 20-year periods in the model simulation
with noticeable trends in sea ice extent, Period I (1948-1967) and Period III (1988-2007),
which are analyzed in more detail. The Barents Sea is in particular focus in this study,
and the decreasing sea ice in this region is found to be associated with observed changes
in temperature during these periods, both in the atmosphere and the ocean.
The model simulation shows significant negative trends over the last 20 years, and there
has been a loss of sea ice in all Arctic regions in the winter season as well as the summer
season. However, the sea ice declines regionally and seasonally at different rates. Seven
of 12 regions in the interior Arctic Ocean have more or less a full sea ice cover in all
winters, and these regions are thus only contributing to the summer sea ice extent trends
in the Northern Hemisphere. It is suggested that the loss of sea ice in these regions is
dominated by increased melting towards summer. Two of 12 regions located in the north
of the Pacific are completely ice-free during summer, and the diminishing sea ice cover in
these regions are hence suggested to be due to reduced freezing of sea ice towards winter.
For the remaining three regions, and for the Northern Hemisphere in total, variations
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are seen in all months of the year. The trends in Baffin Bay are greatest in winter,
which indicates that the region is dominated by reduced freezing. For the Greenland
Sea, the trends in March and September are on the same order of magnitude, and in the
Barents Sea the trends in sea ice concentration and sea ice extent contradict each other.
However, because these two latter regions approach ice-free conditions in the summer
season, decreased winter freezing is seen in recent observations in the Barents Sea. As
a result, decreased winter freezing will therefore likely be the dominating cause of sea
ice loss in these regions in the model simulation for the years following 2007. For the
Northern Hemisphere in total, the interannual variability and the long-term trend (both
in sea ice concentration and in sea ice extent) are clearly greatest in the summer season,
suggesting that the total loss of sea ice in the Northern Hemisphere is due to increased
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Climate change is one of the main present human concerns, and will likely remain so for a
long period ahead, due to the many risks it poses to both nature and societies. Observed
consequences of climate change include increasing surface air temperatures, melting of
sea ice and glaciers, rising sea levels and extinction of species (Hartmann et al., 2013).
Changes in weather patterns will likely be a part of a changing climate, with increased
incidents, intensity and duration of heat waves, drought, heavy precipitation and tropical
cyclone activity (Stocker et al., 2013). The changing climate also has implications on food
production, water supply and spread of diseases (Rosenzweig et al., 2001).
According to Hartmann et al. (2013), globally averaged land and ocean surface tempera-
tures show a warming of 0.85°C over the period 1880-2012, calculated as a linear trend.
How fast the global temperature will increase in the future will be a determining factor for
the consequences of climate change. Anthropogenic emissions, e.g., from the burning of
fossil fuels, are a major contribution to the increasing global temperature (IPCC, 2013).
Human induced emissions must be limited in order to reduce and possibly control the
magnitude of the consequences of global warming.
Global warming does not occur at the same rate on Earth, in fact the polar surface
air temperature increases 2-3 times faster than the global-mean surface air temperature
(e.g., Manabe and Wetherald, 1975; Serreze and Francis, 2006; Taylor et al., 2013). The
amplification of surface air temperatures in the Arctic region is indicated in Figure 1.1.
This phenomenon is known as polar amplification, and is likely caused by positive feedback
mechanisms, along with changes in atmospheric and oceanic circulation (Førland et al.,
2012). The surface albedo feedback is believed to be one of the main drivers of this
amplification, and has great influence on the polar surface heat budget (Taylor et al.,
2013). Albedo is a measure of how much shortwave solar radiation the planet reflects
back to space. Snow and ice (with white surfaces) have a high albedo (close to one),
1
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Figure 1.1: Observed Arctic amplification. The figure is retrieved from Serreze and
Barry (2011) and shows linear trends in annual mean surface air temperatures [°C] from
the period 1960 to 2009 (calculated from December to November). The inset shows zonal
mean linear trends for the 50-year period.
meaning that they are efficient reflectors of solar energy. As a result of global warming,
snow-covered land, sea ice and glaciers melts. A decrease in sea ice leads directly to more
open water, reducing of the surface albedo and hence increasing the absorption of solar
radiation. An accumulation of solar heat enables a transfer of more heat from the ocean
to the atmosphere, which in turn may increase the atmospheric temperatures (Perovich
et al., 2011). This positive feedback mechanism is called the ice-albedo feedback. Other
feedbacks are also suggested as important temperature amplifiers in the polar regions,
including cloud feedbacks and atmospheric dynamic transport (Taylor et al., 2013).
1.1 Arctic sea ice
One of the most prominent indicators of global warming is the observed changes in the
Arctic sea ice cover over the last decades (see Figure 1.2). Ice and snow are sensitive
to changes in air and ocean temperatures, as the sea ice responds to changes from both
above (atmosphere) and below (ocean). As mentioned earlier, global warming has led to
higher temperatures in both the atmosphere and the ocean, however the importance of
higher temperatures differs on a regional basis. For instance, model results from Sandø
et al. (2014) show that the ocean has a stronger direct impact on the melting and freezing
of sea ice than the atmosphere near Arctic gateways. In fact, it has been observed a
2
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Figure 1.2: Northern Hemisphere annual mean sea ice extent for the simulated data
over the period 1948-2007 (blue), and observations from satellites over the period 1979-
2014 (red), provided by the National Snow and Ice Data Center (NSIDC, Cavalieri et al.,
1996). The black lines show the 11-year triangular smooth through each dataset (see
Section 2.3.7 for details). The inset indicates the mean seasonal cycle (monthly mean)
of sea ice extent from observations (red) and for the simulated data (blue), both averaged
over the period 1979-2007. The correlation coefficient, r, between the two detrended data
sets is also shown (for the period 1979-2007). The 60 years of model data are divided into
three periods, Period I (1948-1967), Period II (1968-1987) and Period III (1988-2007),
with two decades in each period.
stronger advection of warmer water into the Arctic region recently, both through the
Barents Sea Opening (Årthun et al., 2012) and the Bering Strait (Woodgate et al., 2006).
This stronger and warmer inflow of water into the Arctic has consequences for the sea
ice, especially in the Barents Sea where a reduction of nearly 50 % of annual mean sea
ice area has been observed in the period 1998 to 2008 (Årthun et al., 2012). A reduction
of sea ice extent (see Section 2.2.2 for definition) has occurred recently, and an ongoing
thinning of the sea ice cover has also been observed (e.g., Rigor and Wallace, 2004; Haas
et al., 2008). Additionally, there has been a regime shift from multi-year ice (ice that still
remains after the summer minimum) to first-year ice, which largely explains the decline
in sea ice volume and thickness (Kwok et al., 2009; Comiso, 2002). In fact, seasonal ice
is now the dominant ice type in the Arctic. A thinner sea ice cover in the Arctic may
lead to a more rapid decrease of sea ice, as thinner ice needs less heat in order to melt
completely than thicker ice. Thinner ice is also more vulnerable and easier to move by,
e.g., wind and ocean currents (Ivanov et al., 2016). A reduced sea ice cover as a result
3
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of wind and ocean currents will not be in the scope of this study, but we note that these
factors are important in the recent loss of Arctic sea ice.
The Arctic sea ice extent varies throughout the year, and typically has its minimum in
September, with an average of about 6 · 106 km2, and its maximum in March with an
average of about 16 ·106 km2 (calculated from satellite observations over the period 1979-
2014). Although the Arctic sea ice extent in total has exhibited a significant decline over
the last few decades, there are huge differences in the rate of change among different
regions within the Arctic Ocean. The trends range from +7.3 % change per decade of
sea ice extent in the Bering Sea, to -13.8 % change per decade of sea ice extent in the
Gulf of St. Lawrence during the period from 1978 to 2012 (Vaughan et al., 2013). This
large variability between different Arctic regions is believed to be closely related to the
complexity of the atmospheric and oceanic circulation system, as well as their location.
The interior of the Arctic Ocean is more isolated from incoming water from the south,
while the regions located at the periphery of the Arctic are more vulnerable to changes
in, e.g., the heat transport by ocean currents into the Arctic. The trends and ice coverage
within each geographical region also vary from season to season, and changes in sea ice
properties in each region largely depend on the seasonal cycle (Close et al., 2015). Since
there has been a decrease of sea ice in the Arctic Ocean recently, it is crucial that we are
able to understand and separate the differences between the current changes, previous
changes and natural variability.
The evolution of the sea ice extent in the Northern Hemisphere can be seen in Figure
1.2. This figure shows observed and simulated yearly mean sea ice extent in the Northern
Hemisphere in the period from 1948 to 2014. The simulation is from the Norwegian Earth
System Model (NorESM) with the atmospheric forcing from the Coordinated Ocean-ice
Reference Experiments phase II (CORE-II) from 1948 to 2007 (blue). The observations
of sea ice from satellites can also be seen in the period from 1979 to 2014 (red). The
data sources used in this thesis are described in more detail in Section 2.1. The model
simulates the sea ice well in the period where observations are available, and shows that
the sea ice extent increases from 1948 to 1979. The model simulation, which will be the
main dataset in this study, is divided into three different 20-year periods, based on the
long-term variations seen in the data. Period I (1948-1967) shows an overall increase in sea
ice extent, Period II (1968-1987) shows a more stable sea ice extent (but yet a decrease),
and Period III (1988-2007) shows a strong decline in sea ice extent. These periods will be
used throughout this thesis, with most emphasis on Period I and Period III, due to the
fact that the greatest changes in sea ice extent occur in these periods.
4
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The sea ice extent has a clear negative trend during the last three decades, which is seen
both in the model simulation and in the observations (indicated by the black lines in
Figure 1.2). The trends are decreasing more or less with the same rate, however the trend
in the model simulation is weaker than the trend in the observations during the period
1980-1990. Both time series show that there is large interannual variability in Arctic sea
ice extent, and the time series are closely linked, indicated by the high correlation between
the detrended time series (r = 0.73, see Section 2.3.2 for explanation). However, there is
a noticeable difference in the amount of sea ice between the observations and the model,
where the model simulates approximately 0.25 ·106 km2 less sea ice than what is observed.
The simulation used in this study underestimates the sea ice extent both for September
and March compared to the observations (Figure 1.2). Wang et al. (2016) show that all
model configurations that are based on the same sea ice model that is used in this study
are prone to underestimate the sea ice extent, which suggests that the underestimation
of the sea ice extent may be linked to the sea ice model.
The effects of the ongoing melting of snow and ice are many, both locally and globally. The
local weather and climate in the Arctic Ocean and adjacent seas are effected by a decrease
of Arctic sea ice (Vihma, 2014). For example, the Arctic wildlife will be affected by a
warmer climate. The polar bear, for instance, uses the sea ice as a platform when hunting
seals. Ice loss from glaciers can have a direct impact on water resources in populated
areas. Loss of Arctic sea ice has altered, and may continue to alter, the ocean circulation
and regional climate (Serreze et al., 2007). In addition, opening of the Arctic Ocean
raises many important discussions regarding shipping, fishing and the exploration of oil
and gas in the Arctic. Global effects of global warming also includes loss of ice from ice
sheets, such as Greenland and Antarctica, which plays an important role on global ocean
circulation. A melting of these large ice sheets results in rising sea levels.
1.2 Numerical models
Only a century ago, weather forecasting was based largely on empirical methods by in-
dividual meteorologists. At this time there was less knowledge about the atmosphere, in
addition to a limited amount of meteorological data to use as initial conditions. There has
been a significant progress in dynamical meteorology since then, and thus made it possible
to make numerical weather forecasts. Eventually, the computer was also invented, which
in turn truly improved the weather forecasting (Kimura, 2002).
A computer can deal with a huge amount of data and process current weather conditions
all over the globe. It can also perform complicated mathematical and dynamical calcu-
5
Chapter 1. Introduction
lations, satisfying physical conservation principles at any given time. Such conservation
principles could for instance be the conservation of mass, heat, momentum and moisture
(Mason, 1986). Complex weather models of the atmosphere and the ocean can further
be developed based on physical and dynamical laws, e.g., the Navier-Stokes equations
in a rotating frame. Since the atmosphere and the ocean are dynamically connected to
each other, a model of the atmosphere and a model of the ocean can be coupled to each
other. However, solving all of the nonlinear differential equations in a system like this is
not possible to do analytically, not even for a computer, and hence approximations and
assumptions have to be made in the numerical models (Pielke, 2013). As a result of the
numerical approximations, the models do not simulate the climate perfectly. The reduced
complexity, as a result of the simplifications in the computation, is one of the reasons why
future projections have uncertainties.
Despite their limitations and simplifications, model simulations are valuable in scientific
research, as they are used to assist in understanding, simulating and predicting the dynam-
ics of the climate system (Wang et al., 2016). In addition, by comparing different models
with observations, or with other independent models, we get an improved understanding
of our climate and its dynamics. This contributes to identify model improvements, al-
lowing us to develop more complete and accurate climate models. Moreover, numerical
models provide complete datasets, which compliments observed datasets, since they are
generally limited in space and time. Numerical models can also provide simulations of
the global climate in the period before observations from satellites are globally available
(before 1979).
It is crucial that we acquire as much knowledge as we can about the physical processes
in our climate system, and how these processes interact with each other, to be able to
understand the ongoing changes. By doing so, we will be one step closer to developing
(even) more reliable climate models, and also know how to interpret the output of these
models in the most accurate manner.
1.3 This study
Due to the large regional sea ice variability in the Arctic Ocean (see Section 1.1), it is
interesting to assess the sea ice on a regional basis. Hence, the Arctic Ocean is divided into
different regions in this study, as shown in Figure 1.3. From Figure 1.2, it is evident that
there are especially two interesting periods to analyze, Period I (1948-1967) and Period
III (1988-2007), as the Northern Hemisphere has a rapid increase and decrease in sea ice
extent in these periods, respectively. This thesis will thus assess the long-term variability
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of the sea ice cover, as well as analyze the interannual variability of the sea ice extent.
The spatial distribution of trends is shown and compared in both of these periods for the
summer season as well as for the winter season, and for each Arctic region. Furthermore,
the trends are compared to see in which Arctic regions the largest interannual variability
occur, where the strongest trends are found and in which season the trends are largest.
The ocean and sea ice component of the Norwegian Earth System Model (NorESM),
forced with the atmospheric reanalysis data from the Coordinated Ocean-ice Reference
Experiments phase II (CORE-II), are used to investigate the sea ice cover in each of the
Arctic regions during the period from January 1948 to December 2007. This simulated
dataset is referred to as the model data in this study. Since the observational sea ice
records started in 1979, the simulation contribute to understand the Arctic sea ice cover
before the instrumental observations began, as the simulation goes back to 1948. However,
observational data will also be introduced in addition to the model data in parts of this
thesis to evaluate the model simulation, and to show possible differences between observed
and simulated Arctic sea ice.
This thesis is organized as follows; Chapter 2 gives a more detailed description of the data
that is used in this thesis, the methods used to process the data and definitions of central
statistical methods. The results are presented in Chapter 3, and a discussion based on




Figure 1.3: Map of the Arctic Ocean, including the 12 Arctic regions used in this study.




This chapter is divided into three parts; (1) the two main data sources used in this thesis
are described, (2) the methods for the processing of these datasets are explained and (3)
statistical methods that are used in this study are presented.
2.1 Datasets
There are two main data sources used in this study, one containing a model simulation
and one with observational data. These data sources are described in more detail in this
section, including how the data has been produced and the properties of the datasets.
2.1.1 Model data
In this study we use results from hindcast simulations, with the ocean and sea ice com-
ponents of the Norwegian Earth System Model (NorESM), forced with the atmospheric
reanalysis from the Coordinated Ocean-ice Reference Experiments phase II (CORE-II) at
the surface. Only the ocean components of NorESM (NorESM-O) is used in this study,
which originates from MICOM (see Bleck and Smith, 1990). The sea ice model is based
on the Los Alamos sea ice model, version 4 (CICE4, see Hunke et al., 2010). For a more
detailed description of the NorESM configuration, see Bentsen et al. (2012).
The Coordinated Ocean-ice Reference Experiments (COREs) were suggested by the CLI-
VAR Working Group on Ocean Model Development to compare global ocean-sea ice
models using a common interannually varying atmospheric forcing over the 60-year pe-
riod from 1948 to 2007 (the atmospheric state is described in Large and Yeager, 2009),
following the CORE-II protocol first described in Griffies et al. (2014). All models in
the project are run for 5 consecutive loops of the 60-year forcing period (300 years). The
CORE-II simulations are usually referred to as hindcast experiments in the oceanographic
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community, and the CORE-II experiments directly contribute to evaluation, understand-
ing and improvement of the ocean components in earth system models (Danabasoglu
et al., 2014).
A larger model intercomparison project is presented in Wang et al. (2016) and Ilicak et al.
(2016), consisting of fourteen models that simulate the Arctic region in the framework
of CORE-II. A similar study is also done for the North Atlantic by Danabasoglu et al.
(2014), which consists of two parts (mean state and variability analysis). NorESM is
participating in these CORE-II projects.
The model data used in this thesis consists of monthly mean global sea ice concentration
and sea surface temperature (no leap years), and contains data in the period from January
1948 to December 2007 (60 years), with a spatial resolution of 1°×1°. The monthly mean
values are further used to find annual mean values and the seasonal cycle of the sea ice
cover. The sea ice concentration from the dataset is further used to derive the sea ice
extent, which is described in Section 2.2.2.
2.1.2 Observational data
As a supplement to the model data, which is the focus of this thesis, observational data
is used for comparison. The sea ice observations are obtained from the National Snow
and Ice Data Center (NSIDC) and consists of passive microwave data of sea ice concen-
tration, derived from brightness temperature data from satellites (Cavalieri et al., 1996).
The data is gathered from the platforms Nimbus-7 and DMSP (Defense Meteorological
Satellite Program) with the sensors SMMR (Scanning Multichannel Microwave Radiome-
ter), SSM/I (Special Sensor Microwave/Imager) and SSMIS (Special Sensor Microwave
Imager/Sounder). The dataset comes in a polar stereographic projection with a spatial
resolution of 25× 25 km, and it consists of monthly mean values from the 36-year period
from January 1979 to December 2014. A common problem when dealing with observa-
tions from satellites is the lack of data in a circular sector around the North Pole, due to
the orbit inclination of the satellite. A description of how this is handled will be given in
problematic situations. Note that the model simulation used in this thesis has no data
gaps.
2.2 Processing the data
There are different ways to describe and quantify the sea ice cover, including sea ice
concentration, sea ice extent and sea ice area (defined below). Each of these measures have
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their advantages and disadvantages. As they provide slightly different information, the
measure of sea ice that is used will therefore differ from one situation to another, depending
on the most relevant measure in each particular situation. The sea ice concentration and
the sea ice extent are the the main measures used in this study.
2.2.1 Sea ice concentration
Climate models represent the Earth with grid cells, and each grid cell in a climate model
contains information about the sea ice. This information is compiled in a measure called
sea ice concentration. Sea ice concentration is a unitless term that describes the relative
amount of sea ice in a grid cell, compared to the size of the grid cell itself. In other words,
it contains information of the fracture of sea ice in the grid cell, and in this thesis it will
be given as a percentage (0 % is ice-free, 100 % is completely ice-covered). The lack of
observational data in the areas around the North Pole is simply treated as 100 % sea ice
concentration, as the central Arctic Ocean is generally ice covered.
2.2.2 Sea ice extent
Sea ice concentration is used to derive the measure sea ice extent. Sea ice extent is
a common way to measure changes in the sea ice cover (e.g., Parkinson and Cavalieri,
2008). If a grid cell contains 15 % sea ice concentration or more (15 % sea ice represents
the sea ice edge), the cell is defined to be 100 % ice covered. If the grid cell contains less
than 15 % sea ice, the grid cell is considered to be ice-free and is treated as 0 % sea ice.
By multiplying each of the grid cells that contains over 15 % sea ice concentration with
the area of the grid cell, and then sum all of these areas up, the sea ice extent is found
(Parkinson and Cavalieri, 2008). In other words, the sea ice extent is the cumulative area
of all ice covered areas (≥ 15 % sea ice). The areas around the North Pole are treated
as completely ice-covered (100 % ice) in the observational data, meaning that the grid
cell is interpreted to contain sea ice concentrations above 15 % in the definition of sea ice
extent, which is a reasonable assumption (Parkinson and Cavalieri, 2008).
2.2.3 Sea ice area
Sea ice area is another way of measuring the sea ice cover. Like the sea ice extent, sea
ice area is also based on the threshold of 15 % sea ice concentration, and all grid cells
with sea ice concentrations below 15 % will be considered ice-free. Sea ice area is defined
as the product of the fraction of each grid cell’s sea ice concentration multiplied with
its respective area, and the total sea ice area is found by the sum of all of these areas
(Parkinson and Cavalieri, 2008). Hence, the sea ice area expresses a more realistic value
11
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of the true ice covered area on the ground compared to the sea ice extent. However, the
satellite sensors are sensitive to surface melt and melt ponds on top of the ice, and will
treat them as open water. Hence, in the melting season and during summer there could
be some concern about using sea ice area, and the sea ice area is prone to underestimate
the sea ice cover (Overland and Wang, 2007). This thesis will analyze the sea ice cover in
the melting period, and therefore the measure sea ice extent will be used instead of sea ice
area. The sea ice area is always smaller (or equal, if the sea ice concentration equals 100
%) than the sea ice extent (Cavalieri and Parkinson, 2012). The areas around the North
Pole in the observational data are interpreted as areas with 100 % sea ice concentration,
which is not very realistic at any time of the year.
2.3 Statistics
In order to draw conclusions from the results obtained in this thesis it is advantageous to
have statistical concepts, and also set a threshold for when the result can be said to be
statistically significant. This section will therefore describe essential statistical methods
that are used throughout this study.
2.3.1 Mean, variance and standard deviation







where n is the number of all data points, and xi is each value of the data set. The variance






(xi − x̄)2. (2.2)
The sample standard deviation, s, is the square-root of the sample variance, and is a
measure of how dispersed the data is from the sample mean. It describes an average
distance of the values x1, x2..., xn from the mean x̄ (Hogg et al., 2014).
2.3.2 Covariance and correlation
The covariance between two datasets is a measure of the strength of interdependence








(xi − x̄)(yi − ȳ). (2.3)
The covariance can be any real number, and has the same unit as the product between x
and y. Note that the dependence of the variables is difficult to interpret by simply looking
at the value of the covariance. Hence, a standardized version of covariance is used for
this purpose, and is commonly known as the correlation coefficient, rx,y. The correlation
coefficient ranges from -1 to 1, where r = −1 means total anti-correlation (i.e., when one
variable increases, the other variable decreases), r = 0 means no correlation and r = 1
means perfect correlation (i.e., when one variable increases, the other variable increases).





When the correlation coefficient between two data sets is close to ±1, the data sets are
strongly linked to each other statistically.
The statistic variance explained is based on the correlation coefficient, and is simply
defined as r2x,y. It describes how much of the variance in variable, x, that is described, or
predicted, by variable y.
2.3.3 Confidence intervals
In this study it is assumed that the data we are working with is normally distributed
around the population mean, µ. This is often a good assumption in statistics, due to the
central limit theorem. A simplified explanation of this theorem, is that when the sample
is large enough, the distribution of sample means x̄ approaches a normal distribution.
However, the population mean is generally not a known variable. Thus, µ is estimated
by the sample mean, x̄.
A confidence interval is an interval that has a specific probability of including the real
value of the parameter, µ. This probability is equal to 1− α, where α is the significance
level. A significance level has to be chosen to know when the result can be said to be
statistically significant, and a common choice is the significance level 5 %, α = 0.05.
This significance level will be used in this thesis, unless otherwise stated. In a normal
distribution, 95 % of the data lies within 1.96 standard deviations from the mean. By
choosing this significance level, we accept a 5 % chance of doing a rejection error, and
this indicates the probability that the observed difference between the datasets is due to
chance (Bjørnstad, 2009). The probability density function becomes concentrated around
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an interval, with its center in the point estimate, x̄. The equation for the confidence












where n is the sample size, s is the sample standard deviation and tα/2(n−1) = t0.025(n−1)






decreases, resulting in a shorter confidence interval and hence a higher
credibility in x̄ as an estimator of µ (Hogg and Tanis, 2010).
2.3.4 P-value
The p-value, or the probability value, is the probability that the test statistic is equal to,
or exceeds, the observed value of the test statistic. Note that if the p-value is smaller than
the significance level, α, the result is said to be statistically significant. The smaller the
p-value is, the larger the significance and the more certain you can be that the differences
are not due to chance.
P -values are used in this thesis when testing the significance of the correlation coefficients.
The hypothesis that there is no relationship between the two time series is tested, and p-
values are calculated to test for a significant correlation, where p < 0.05 shows significance
on the 5 % level. Linear trends are also tested to see if they are significant, and the F-
test is used to test for a significant linear regression relationship. This is performed by
calculating the p-value from the F-statistic.
2.3.5 Degrees of freedom
Degrees of freedom is, in statistics, the number of dimensions in which a random vector
is free to vary, and is equal to the difference between the number of variables and the
number of parameters in the statistical model (Bjørnstad, 2009). In other words, it is the
number of independent ways a system can move. However, the number of free parameters
is rarely defined. Therefore, the degrees of freedom often has to be approximated, and
are thus called effective degrees of freedom (Janson et al., 2015). The effective degrees of
freedom for observations are found from the following equation,
neff =
n
1 + 2(r1r′1 + r2r
′




where n is the sample size in the data set, r1 and r
′
1 are the lag-1 autocorrelations of
two time series, r2 and r
′
2 are the lag-2 autocorrelations, continuing up to the n’th value
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(Quenouille et al., 1952).
However, in this thesis, the auto-correlation has not been accounted for in statistical
computations. We therefore note that the statistical significance in this thesis might be
too optimistic.
2.3.6 Trends
Trend lines are often used to describe the behavior of the data over a given period of
time, and relates the data to the time it occurred. A trend line can have many shapes, for
instance linear, polynomial etc. Changes in climate do not necessarily happen linearly,
however, linear trends are used in this thesis over periods where the trends are relatively
close to linear (Figure 1.2).
To calculate a linear trend line, it is assumed that you have n data points which can
be modeled by a first-degree polynomial (Montgomery et al., 2015). This simple linear
regression equation is given by,
y = α + βx, (2.7)
where α is the intercept, β is the slope and x is the variable. The method of linear least-
squares aims to minimize the summed square between the data points yi and the modeled




(yi − α− βxi)2. (2.8)
This equation is minimized by differentiation the equation with respect to each of the
parameters, α and β, and setting the result equal to zero (this calculation will not be
explained in further detail in this study).
2.3.7 Smoothing and filtering
Time smoothing is widely used in geophysical problems, e.g., the calculation of monthly
mean, yearly mean and decadal mean values (Holloway, 1958). The underlying trend
and seasonal components can also be found more clearly by filtering. Smoothing a time
series can be done by, e.g., removing high frequencies, which are often assumed to be
noise, random variations, aliasing or insignificant values with respect to the evaluation. A
smoothing like this will therefore make sure that the short-term variations are attenuated
and the long-term variations appear more clearly. This is called a low-pass filter. On
the other hand, the high-pass filter only allows the high frequency components to pass,
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while the low frequency components are attenuated. The process of smoothing a time
series is done by mathematical functions, which generally consists of fractional values
called weights. The time series are then cumulatively multiplied by these weights. The
weights can (for instance) be cumulatively cross-multiplied by adjacent values in the time
series, and this process is performed from the beginning till the end of the time series. An
example of the simple 3-point moving average is calculated by the following equation,
Si =
Yi−1 + Yi + Yi+1
3
, (2.9)
where S is the signal undergoing the smoothing and Yi are the data points in S. This
moving average is calculated from the second data point to the second last data point in
the signal, as this calculation is not possible in the endpoints.
Smoothing of a time series is best performed with an odd numbered width, since the
coefficients then are balanced symmetrically around the central point.
A filter that is widely used in this thesis is the triangular moving average, as this filter is
a better low-pass filter than, e.g., the simple moving average. The simple moving average
still showed fluctuations on a decadal timescale, while the triangular filter managed to
remove more or less all the short-term changes in the 11-year window. This thesis uses
filters only to illustrate and point out long-term changes, allowing the elements at the
edges (the first 5 years and the last 5 years in the time series) to be reduced in the
calculation, so that the actual window size at the edges is less than the specified 11-year
window. To illustrate how the triangular moving average function looks like, a 5-point
triangular window is calculated as follows,
Si =
Yi−2 + 2Yi−1 + 3Yi + 2Yi+1 + Yi+2
9
, (2.10)
where S is the signal undergoing the smoothing, Yi are the data points, the coefficients are
the weights and the denominator is the sum of the coefficients in the numerator (O’Haver,
1997). This filter smooths the time series using a recursive algorithm, and is equivalent
to two passes of a 3-point sliding rectangular filter.
High-pass filters are also used in this study. When a time series is detrended, the long-term
variations (the least-square trend line, see Section 2.3.6) is removed from the time series,
so that only the short-term fluctuations remain. Detrending of the data is done before





In this chapter, the results obtained from the model simulation are presented in various
ways for the Northern Hemisphere, and particularly for the 12 different Arctic regions
shown in Figure 1.3. Variations in sea ice concentration in the Northern Hemisphere
are illustrated as monthly snapshots, giving a brief overview of where the sea ice cover
is located in the Arctic Ocean in March and September for different years. Temporal
variations are shown as annual mean time series to see how the interannual variations
unfold in each of the defined Arctic regions, and later the seasonal cycle is presented both
for the Northern Hemisphere in total, and for the different Arctic regions. Trends are
calculated in March and September for each of the Arctic regions, both for the sea ice
extent and for the sea ice concentration. Finally, the spatial anomalies (calculated from
the the mean period from 1948 to 2007) are shown for the year with the smallest sea ice
extent in the model simulation (2007).
3.1 Northern Hemisphere sea ice concentration
Figure 3.1 shows maps of the sea ice concentration in 1948, 1979 and 2007 for March
and September. It is interesting to see if there are any substantial temporal and regional
differences in the loss of sea ice between the summer season with minimum sea ice extent
and the winter season with maximum sea ice extent. The figure is consistent with the
model simulation in Figure 1.2, as the sea ice cover increases from 1948 to the 1970s, and
then decreases from the 1970s to 2007, where it reaches its lowest values. From Figure
3.1, we observe that the variations between the March sea ice concentrations are smaller
than the variations seen between the September sea ice concentrations. It is also worth
noting that the changes in the location of the sea ice cover occur in different regions in
the Arctic in the summer season and in the winter season.
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(a) March 1948 (b) September 1948
(c) March 1979 (d) September 1979
(e) March 2007 (f) September 2007
Figure 3.1: Northern Hemisphere sea ice concentration with March values in the left
column and September values in the right column for the three years 1948, 1979 and
2007, respectively.
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From Figure 3.1 it appears that the greatest changes in sea ice concentration in March
occur in the Barents Sea, Greenland Sea, Bering Sea and Sea of Okhotsk, which are the
outermost regions in the Arctic (see Figure 1.3 for regional definitions). However, this
figure only shows monthly snapshots of the sea ice concentration in three given years, and
the changes in this figure are not necessarily the long-term trend of sea ice concentration,
since the sea ice edge is constantly changing due to changes both in the atmosphere and
in the ocean. Nevertheless, in this case, it represents the long-term trend, since these
years are selected specifically out of the long-term trends as seen in Figure 1.2. Later
in this chapter, a spatial distribution of trends in sea ice extent are shown in Table 3.2,
and also the spatial distribution of long-term trends in sea ice concentration is shown in
Figure 3.5.
Since March is the month with the largest sea ice extent, almost all of the central parts
in the Arctic Ocean are completely ice-covered. The marginal regions are mostly ice-free
in September, hence the regional changes in September occur in different regions than
seen in March. For the sea ice concentration in September, the sea ice is mostly located
in the western Arctic Ocean for all of the three years (i.e. close to Greenland and the
Canadian Archipelago), while the eastern side of the Arctic Ocean (i.e. close to Russia)
is mostly ice-free. However, when the sea ice concentration increases from 1948 to 1979
(e.g., Figure 1.2), the sea ice concentration in Figure 3.1 increases in the Central Arctic
and also in the eastern Arctic Ocean, such as in the Laptev Sea and in the East Siberian
Sea. When the sea ice cover again retreats towards 2007, the sea ice retreats from this
side of the Arctic Ocean, and is now located only in the western Arctic Ocean, close to
the land areas around Greenland, which is also the case for 1948.
3.2 Regional and annual sea ice variability
Figure 3.2 shows the annual mean sea ice extent for all of the 12 Arctic regions in this
study (see Figure 1.3) from 1948 to 2007, with a red 11-year moving mean triangular filter
running through the time series to illustrate decadal changes (see Section 2.3.7 for more
details about filtering). Figure 3.2 is divided in the same three 20-year periods as the
time series for the whole Northern Hemisphere (Figure 1.2). The vertical axis has a range
of 0.6 · 106 km2 for all areas, but the values on the axes vary from panel to panel. Since
the range is the same for all figures, it is possible to compare interannual variations and
long-term trends in different regions, and it will be clearer which areas have the steepest
trend and the greatest interannual variations. We note that many regions have large
interannual variability, while other regions have less interannual variability. However,
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the decadal mean (red line), and thus the long-term variation, is used as a basis for the
description in this section.
The time series of the model data for the entire Northern Hemisphere (Figure 1.2) shows
that the sea ice extent is increasing from 1948 to 1967 (Period I), the sea ice cover
stays relatively stable (with a slight decrease) from 1968 to 1987 (Period II), before it
decreases to its absolute minimum from 1988 towards 2007 (Period III). The same pattern
is seen fully or partly in many of the study regions, which is not surprising since all the
regions combined make up Figure 1.2. The typical pattern for the Northern Hemisphere
is most apparent in f) Barents Sea, g) Greenland Sea and j) Central Arctic. These regions
experience an increase in sea ice extent in Period I, followed by a slight decrease in sea ice
extent with a relatively flat trend in Period II, before the area experiences a drop in sea
ice extent in Period III. f) Barents Sea and g) Greenland Sea have a much greater drop
after its main peak after Period I than the pattern for the entire Northern Hemisphere,
which only experiences a relatively small sea ice loss, while j) Central Arctic has a smaller
trend in Period II than the Northern Hemisphere. j) Central Arctic seems to be almost
completely ice-covered in Period II, as the interannual variations are small and the trend
in this period is very stable.
Other regions also show the main pattern, however these are less clear because of the
smaller variations than the areas already mentioned. a) Beaufort Sea, b) Chukchi Sea and
e) Kara Sea have a slight increase in sea ice extent in Period I before the value decreases
a little in Period II, followed by a further decrease in Period III. c) East Siberian Sea,
h) Baffin Bay and l) Sea of Okhotsk increase until the middle and the end of Period II,
before the sea ice extent decreases in Period III. The same happens in k) Bering Sea,
except for the fact that the sea ice extent in Period III is fairly stable. d) Laptev Sea and
i) Canadian Archipelago have a relatively stable ice cover in Period I and II, before the
sea ice extent decreases slightly in Period III.
By calculating the correlation coefficient between the Northern Hemisphere and each
different Arctic region, the variance explained can be found (see Section 2.3.2). Table 3.1
shows that the Central Arctic is the region that best explains the variance in the annual
mean time series for the entire Northern Hemisphere (both for the original time series and
when the time series have been high-pass filtered), with an explained variance of 36 %
when the time series have been high-pass filtered (72 % for the original time series). The
time series have been detrended with the 11-year moving mean for each region, shown
in Figure 3.2. The Central Arctic is also the region with the greatest sea ice extent,
and clearly has the greatest loss in sea ice extent in square kilometers (see Figure 3.2).
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(a) Beaufort Sea





































(c) East Siberian Sea










































































































































































(l) Sea of Okhotsk


















Figure 3.2: Yearly mean sea ice extent for different regions in the Arctic (1948-2007).
Note that the vertical axes are differing from region to region, but the range is the same.
The red line is the 11-year running mean (triangular filter, see Section 2.3.7).
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When the time series are detrended, the Kara Sea is the region accounting for most of
the variance in the Northern Hemisphere (after the Central Arctic), while the Barents
Sea accounts for most of the variance (after the Central Arctic) when the time series are
not detrended. Note that there is a great co-variability between the different regions,
and that these values are a yearly mean. The correlations between the different regions
and the Northern Hemisphere were also calculated for March and September (not shown)
for the detrended timeseries (detrended with the 11-year moving mean). The marginal
seas accounted for most of the variance in March, and the strongest correlation with the
Northern Hemisphere was found in the Greenland Sea, the Barents Sea and the Sea of
Okhotsk, respectively. In September, on the other hand, the Central Arctic dominated
the explained variance, closely followed by the regions close to the Eurasian basin, namely
the Chukchi Sea, the Laptev Sea and the East Siberian Sea.
The fact that f) Barents Sea, g) Greenland Sea and j) Central Arctic best reflects the
pattern for the Northern Hemisphere as a whole (as seen in Figure 1.2), suggests that
these three regions account for a lot of the variation seen for the Northern Hemisphere in
total. For the original time series, the Central Arctic and the Barents Sea best describes
the variance in the Northern Hemisphere. However, when the time series are detrended,
the Central Arctic, the Kara Sea and the Laptev Sea explain the variance best. The
magnitude of the correlation coefficients is in general reduced when the time series have
been detrended. This fact suggests that the regions have more or less a common long-term
trend, and that the interannual variations are different from one region to another.
The interannual and decadal variability vary between the different regions. The areas with
the greatest interannual variability are typically not completely ice-covered during winter
or completely ice-free during summer, allowing the interannual variations to be greater by
increasing the months with variability, except from the Central Arctic (Figure 3.4j). The
regions with largest interannual variability (indicated by the standard deviation in Table
3.1) are f) Barents Sea, g) Greenland Sea and j) Central Arctic, which are also the three
areas with the greatest decadal variability. However, note that all regions are of different
sizes and that the variability does not show how they vary compared to their own size or
their mean sea ice extent, in other words the percentage of the increase/decrease of sea
ice extent in the respective study region. In Table 3.2 the changes in sea ice extent with
respect to the mean sea ice extent in each Arctic region is shown in % change per decade.
The region with absolutely smallest interannual variability and relatively stable values
throughout the dataset, is i) Canadian Archipelago. i) Canadian Archipelago also has
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the lowest standard deviation of all Arctic regions in the study period (Table 3.1). i)
Canadian Archipelago is not the region with the smallest sea ice extent of the regions, so
the small internannual variability is not because of the fact that this region has a lesser
sea ice extent compared to other regions (since all regions are plotted with the same
range). An explanation for this low variability can be explained by the seasonal cycle for
the region, as seen in Figure 3.4i). As shown in this figure, i) Canadian Archipelago is
completely ice-covered from November to June, and variations occur only four months a
year. Out of these four months it appears that only three of them experience variability
of a relatively large magnitude (August to October).
Table 3.1: The correlation coefficients, r (original time series) and rd (high-pass
filtered with the 11-year moving mean indicated in Figure 3.2 for each region), and
the variance explained, r2 (not detrended) and r2d (detrended), between the annual
mean time series for the Northern Hemisphere and each Arctic region, in the period
from 1948 to 2007. Note that the first and last five years have been cut out of each
time series due to the limitations of the filter in the endpoints in the 11-year moving
mean. The standard deviation, sd, is calculated for each region after the time series
has been detrended with the 11-year moving mean.
Beau. Chuk. East Lapt. Kara Bare. Gree. Baff. Cana. Cent. Beri. Okho.
r 0.61 0.72 0.74 0.50 0.64 0.75 0.66 0.43 0.42 0.85 0.26 0.17
rd 0.40 0.36 0.41 0.49 0.53 0.45 0.30 0.23 0.43 0.60 0.02 0.02
r2 37 % 52 % 55 % 25 % 41 % 56 % 44 % 18 % 18 % 72 % 7 % 3 %
r2d 16 % 13 % 17 % 24 % 28 % 20 % 9 % 5 % 18 % 36 % 0 % 0 %
sd
[106km2]
0.03 0.03 0.04 0.03 0.04 0.09 0.07 0.04 0.01 0.06 0.04 0.04
Beau. is Beaufort Sea, Chuk. is Chukchi Sea, East is East Siberian Sea, Lapt. is
Laptev Sea, Kara is Kara Sea, Bare. is Barents Sea, Gree. is Greenland Sea, Baff.
is Baffin Bay, Cana. is Canadian Archipelago, Cent. is Central Arctic, Beri. is
Bering Sea and Okho. is Sea of Okhotsk
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3.3 Seasonal cycles of sea ice extent
3.3.1 Northern Hemisphere
Figure 3.3a shows the seasonal cycle for the sea ice extent in the Northern Hemisphere for
each year in the period from 1948 to 2007, where the values on the vertical axis are the
monthly mean sea ice extent in each respective year. The data is grouped in six decades,
where each decade contains ten seasonal cycles that are displayed with the same shade of
color, where shades of red represent the initial years in this study going towards yellow
colors for more recent years. The thick black line shows the mean seasonal cycle for the
Northern Hemisphere over the entire study period.
The shape of the seasonal cycle is generally the same for all years, it has more or less a
sinusoidal shape, with minimum sea ice extent in September and maximum sea ice extent
in March. The first six months look like a smooth sine wave, while the months from July
to December have more abrupt changes. The greatest change from one month to another
is the loss of sea ice between July and August, where the sea ice is in the late melting
process towards summer and its minimum extent.
The seasonal cycle for early years (red lines) are located both above and below the mean
seasonal cycle (black line), and the sea ice extent is thus not consistently changing towards
lower values over the 60-year period. Instead the seasonal cycle in Figure 3.3a shows the
same pattern as the model data in Figure 1.2, where the sea ice extent first increases over
a period, followed by a stable period, and then the sea ice extent decreases to an even
lower value. However, it is clear that the yellow lines (recent years) are lower than any of
the red lines, indicating that the total sea ice extent has been decreasing with time, and
in each month of the year.
Figure 3.3b shows the associated boxplot of the seasonal cycle discussed above, with the
median, 25th and 75th percentiles and the range. The boxplot, together with additional
information from the color change in the seasonal cycle, clearly shows that most of the
variability and the largest trend occur in the late melting season and in the beginning
of the freezing season from August to October. August and September clearly stand out
when it comes to variability in the dataset (as seen by the vertical extent of percentiles
in Figure 3.3b), and the range in these months are greatest as well. The small variability
in the winter season is partly due to the fact that huge areas are completely ice covered
during winter season, limiting the opportunity of sea ice extent variability.
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(a) Seasonal cycle
































(b) Boxplot of the seasonal cycle


























Figure 3.3: All seasonal cycles (monthly mean) for the Northern Hemisphere sea ice
extent from 1948 to 2007 (upper panel). The data is divided into 6 decades, where each
color represents one decade, and yellow colors indicate later years. The lower panel shows
the corresponding boxplot of the dataset, where the central mark represents the median,





There are qualitative regional and seasonal differences in sea ice extent, e.g., as indicated
in Figure 3.2 and Figure 3.4. The latter figure shows the seasonal cycles for each of the
12 Arctic regions that are defined in Figure 1.3, and for all 60 years in this study. The
colored lines are individual years colored by decades from the beginning (red lines) to the
end (yellow lines) for the period 1948 to 2007 (the colors representing each decade are
shown in Figure 3.3). The thick black line indicates the mean seasonal cycle in that region
over the whole study period. In this section, the mean line will be used as a basis for the
description of the sea ice extent in each region, as it represents the average value of sea
ice extent for each month of the year, hence attenuating the large interannual variations.
Most of the regions are similar to the seasonal cycle in the Northern Hemisphere (Figure
3.3a). However, some of the regions have a slightly flat maximum in the winter time, or
a flat minimum in the summer time. A flat maximum that extends over several months
indicates that the region is completely ice-covered during the winter season, and the region
is not experiencing variations in the sea ice cover in these months. There are seven of
12 regions that experience a total cover of sea ice in the winter season, and they are a)
Beaufort Sea which is completely ice-covered from November to May (on average), b)
Chukchi Sea which is completely covered from December to May, c) East Siberian Sea
covered from November to June, d) Laptev Sea covered from November to May, e) Kara
Sea covered from December to May, i) Canadian Archipelago covered from November to
June and j) Central Arctic that is completely ice-covered from October until July. Note
that these values are averages, and that there are individual years that experiences earlier
melting or later freezing. On the other hand, the flat minimum in the summer time over
several months indicates that the region is completely ice-free during the summer season.
This is a fact for the two regions k) Bering Sea and l) Sea of Okhotsk, which are ice-free
during the summer months (July to October). The remaining three regions are neither
totally ice-covered in winter nor ice-free in the summer, but they vary throughout the
year. Therefore, these regions have seasonal cycles that are shaped like a sine wave, and
their appearance is more similar to the seasonal cycle for the entire Northern Hemisphere
(Figure 3.3a). These three regions are f) Barents Sea, g) Greenland Sea and h) Baffin
Bay.
When it comes to the mean seasonal cycle (black line), all of the regions that are not
completely ice-covered during winter have their maximum sea ice extent in March, except
for f) Barents Sea that reaches its highest values in April (even though the average sea ice
extent in March is very close). Furthermore, all of the regions that are not completely ice-
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(a) Beaufort Sea





































(c) East Siberian Sea











































































































































































(l) Sea of Okhotsk


















Figure 3.4: Seasonal cycles for the different regions in the Arctic Ocean. The data
is divided into 6 decades (1948-2007), where each color represents one decade (see 3.3a).
The thick black line is the monthly mean value over the entire period. Note that the ranges
are the same for all of the panels, except for j) Central Arctic.
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free during the summer months have their minimum sea ice extent in September, except
for j) Central Arctic that reaches its lowest values in August.
The regions also have their greatest interannual variations in different months of the year.
The regions with a total sea ice cover during winter typically have the largest interannual
variations in September, when the sea ice extent in the region is lowest. The regions with
open water during the summer season typically have the greatest interannual variations
in spring (March and April). The three regions with the largest interannual variability
throughout the year are neither totally ice-covered in winter nor totally ice-free during
summer. This applies to f) Barents Sea, which has more or less variations on the same
magnitude in all months of the year on average, while the other two regions g) Greenland
Sea and h) Baffin Bay have greatest variations from February to April (in winter).
From the seasonal cycles for the different regions it is observed that some of the regions
have been completely ice-covered the entire year in the simulated data. This can be seen
by the fact that some of the lines are completely horizontal for all months in the seasonal
cycle for individual years, and there are mostly red lines representing earlier years. Regions
that have been completely ice-covered 12 months of the years in the study period are a)
Beaufort Sea and j) Central Arctic, while regions experiencing a full ice cover 11 months
of the year are c) East Siberian, d) Laptev Sea and i) Canadian Archipelago. Some of
the regions also have been completely ice-free in at least one month in the 60-year study
period, including b) Chukchi Sea, c) East Siberian Sea, d) Laptev Sea, e) Kara Sea, f)
Barents Sea and g) Greenland Sea. Four of the latter regions are also completely ice-
covered in winter, and have thus experienced a full ice-cover as well as completely ice-free
conditions in the study period. This applies to all regions except for e) Kara Sea and f)
Barents Sea.
3.4 Sea ice extent trends
In this section we will describe trends in sea ice extent for Period I (1948-1967) and
Period III (1988-2007) in each of the 12 regions (Figure 1.3), and in the next section
trends in sea ice concentration are described. This is due to the fact that they give
slightly different values. The first period (Period I) includes the first two decades in the
model simulation, which are characterized by increasing sea ice extent, while the second
period (Period III) includes the last two decades in the model simulation, characterized
by decreasing sea ice extent. During Period II (1968-1987) the sea ice extent is relatively
stable (see Figure 1.2), so the trends in this period will therefore not be shown. Hereafter,
the periods with increasing and decreasing sea ice cover will be referred to as Period I and
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Period III, respectively. The trends in Table 3.2 are shown in percent change per decade,
and are compared to the mean annual sea ice extent in each of the 12 Arctic regions
calculated over the entire study period (the annual mean sea ice extent in each region is
indicated in Figure 3.2). The trends in each month (March and September) and in each
period (Period I and Period III) in Table 3.2 are comparable, because they are divided
by the same number. However, the trends in the different regions are divided by different
numbers, as the mean sea ice extent (over the entire study period) vary from region to
region. All of the trends sea ice extent are generally greater in September than the trends
seen in March, except for the Baffin Bay. Note that the trends are very sensitive to start
values and end values in the relatively short time series.
Six of the regions in Table 3.2 show no trend in sea ice extent in March, and there are
two regions in September showing no trend. These are the regions which are completely
ice-covered in March, and the regions with no sea ice in September, respectively. However,
there are seven regions that are completely covered with ice in March. The Central Arctic
shows a trend, despite the fact that it is on average completely ice-covered in March. This
region is in fact not completely ice-covered in March in every year in the study period, and
changes in individual years are so small that they are hidden behind the average March
value (black line in Figure 3.4j). Note that these trends are not statistically significant
and that these trends are very small (0.03 % change per decade in Period I and - 0.02 %
change per decade in Period III).
The greatest trends in March during Period I are seen in the Barents Sea, the Greenland
Sea and the Sea of Okhotsk. These are also the only trends in March in Period I that
are significant on the 5 % level (marked bold in Table 3.2), calculated by the p-value
(described in Section 2.3.4). The only region with negative trends with respect to the
1948 to 2007 regionally mean sea ice extent, is Baffin Bay, but note that this trend is not
significant. In Period III for March, the dominant trend occur in the Baffin Bay, with
the largest negative trend of - 30.45 % change per decade. This trend is also the only
significant trend on the 5 % level in this period in March in Table 3.2. The Bering Sea
also shows a large negative trend in March, followed by the two regions with large positive
trends in Period I, namely the Greenland Sea and the Barents Sea.
Almost all trends in September are significant, both for Period I and for Period III, except
for the trends in the Canadian Archipelago, which also clearly shows the weakest trend,
and Laptev Sea in Period I. All trends in Period I in September are positive, and the
strongest trends are seen in the East Siberian Sea, the Beaufort Sea, the Barents Sea and


















































































































































































































































































































































































































































































































3.5. Sea ice concentration trends
Beaufort Sea, the Laptev Sea, the Kara Sea, the Central Arctic, the East Siberian Sea,
and the Chukchi Sea, respectively. Even though the trends for the Central Arctic are not
greater relative to the other trends, note that this area contains over three times more
sea ice than all the other areas. A change on the same magnitude as the other areas thus
represents a larger sea ice loss in million km2, meaning that the total loss of sea ice in
September is thus dominated by the sea ice loss in the Central Arctic.
3.5 Sea ice concentration trends
Figure 3.5 shows the spatial distribution of the linear trends in sea ice concentration in
March and September for the two periods Period I (from 1948 to 1967), and Period III
(from 1988 to 2007), as defined in Figure 1.2. Red values in Figure 3.5 indicate that
the sea ice concentration has a positive trend, while blue values represent a negative
trend in sea ice concentration. Table 3.2 shows the trends for the sea ice extent for the
same two periods as the trends in sea ice concentratons in Figure 3.5, and for the same
months (March and September). The trends in sea ice extent and the trends in sea ice
concentration show slightly different values, and the reason for these differences will be
discussed in Section 4.3.
There are large differences between the two periods, as well as between the winter and
summer seasons. From Figure 3.5, it is clear that the sea ice cover is located at different
places in March and September. This can be seen from, e.g., the areas with no change
at all, and the outermost trends which show the continuously shifting ice edge. These
changes occur naturally due to the fact that the location of the ice edge is very dynamic
and has large seasonal and interannual variations. These variations are influenced by, e.g.,
interannual temperature changes in the ocean and the atmosphere, local weather, ocean
currents and wind conditions. The sea ice concentration in Period I shows both positive
and negative regional trends in March, and only positive trends in September. The sea
ice concentration in Period III shows only negative trends, both in March and September.
Strong positive trends in March in Period I occur in the Barents Sea, Greenland Sea
and Sea of Okhotsk, as was also seen for the trends in sea ice extent in Table 3.2. The
strongest negative trends in Period I occur in a few areas in Baffin Bay and Bering Sea,
and weaker trends are seen typically near land areas in the eastern Arctic Ocean and
to the north of Greenland (in the Eurasian basin). In Period III, however, there are no
strong positive trends for the March sea ice (neither in Figure 3.5 nor Table 3.2). The
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(a) March 1948-1967 (b) September 1948-1967
(c) March 1988-2007 (d) September 1988-2007
Figure 3.5: Sea ice concentration trends for March and September for Period I (1948-
1967) and Period III (1988-2007), calculated by the linear least-squares method (see Sec-
tion 2.3.6).
strongest negative trends in March in Period III are seen in the Baffin Bay (as is also seen
in Period I, and for the sea ice extent with - 30.45 % change per decade), the Barents
Sea (which has a relatively strong positive trend in Period I), and the Bering Sea. These
regions also show relatively strong negative trends in sea ice extent in Table 3.2 in this
period. Negative trends in sea ice concentration are generally seen in the Arctic Ocean in
Period III as well, however the trends are not confined to the land areas in Period III, as
is seen in Period I. The negative trends in Period III are thus present in the entire Arctic
Ocean, also in central parts.
For the September values, the strongest positive trends are seen in Period I in Laptev Sea
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and East Siberian Sea (which also has a strong trend in sea ice extent in this period),
but also generally in central parts of the Arctic Ocean. There are no negative trends in
Period I for September sea ice concentration. In contrast, there are no positive trends in
September in Period III. In this period, the negative trends are present in the entire Arctic
Ocean, and the trends are strongest in the Kara Sea and in central parts of the Arctic
Ocean. The negative trends can also be seen south of the Arctic Ocean on the Atlantic
side close to Greenland, as well as near Canada to the west of Greenland in Baffin Bay.
The trends in sea ice extent in Table 3.2 show similar results as the trends in sea ice
concentration in Figure 3.5. However, there are differences between the trends in these
two measures of the sea ice cover (e.g., in the Barents Sea). It is thus interesting to
compare the trends in sea ice extent described in the previous section and the trends
in sea ice concentration in this section in March and September, and for the two time
periods. This will be discussed in Section 4.3.
3.6 Sea ice concentration anomalies
Figure 3.6 shows the anomalies in sea ice concentration in 2007 for March and September,
relative to the 1948 to 2007 mean, for the two months with maximum and minimum sea ice
extent, respectively. A figure showing the spatial distribution of the sea ice concentration
in March and September 2007 are shown in Figure 3.1e) and Figure 3.1f), respectively.
The year 2007 is chosen because it is the year with the smallest annual mean sea ice extent
in the simulation in the entire study period in the Northern Hemisphere (see Figure 1.2).
However, from later observations we know that the sea ice extent reached even lower
values in 2012.
The majority of the anomalies in Figure 3.6 are negative, both in March and in September,
representing areas with lower sea ice concentration than the average for the reference
period from 1948 to 2007.
In March (Figure 3.6a), the strongest negative anomalies occur in the Barents Sea and
in the Greenland Sea. There are also relatively strong negative anomalies in parts of the
Baffin Bay, Bering Sea and Sea of Okhotsk. Only a few positive anomalies can be seen
in the sea ice concentration, with the greatest positive anomalies in the Pacific Ocean
in the Bering Sea and Sea of Okhotsk. An interesting finding, is that the anomalies
in the sea ice concentration are mainly found in the eastern Arctic Ocean (0-180°E) in
March 2007, while there is almost no anomalies in the western region (0-180°W). Note
that the entire Arctic Ocean is covered by sea ice in March 2007 (see Figure 3.1e), so
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the negative anomalies mean that the grid cells contain a lower percentage of ice than
average. However, there is no change in sea ice extent because the grid cells exceed 15 %
sea ice concentration .
In September 2007 (Figure 3.6b), there are mainly negative anomalies, except from two
small areas in the Beaufort Sea and in the Canadian Archipelago, as well as a tiny area east
of Svalbard. The strongest negative anomalies are located in the central Arctic Ocean,
and decreases slightly southward towards land areas. However, the negative anomalies
cover the entire Arctic Ocean, as well as in the western part of the Atlantic Ocean and
west of Greenland in the Canadian Archipelago.
As mentioned previously in this section, the anomalies show that the sea ice concentration
in a few areas in the Sea of Okhotsk and in the Bering Sea is particularly high in March
2007, compared to the mean sea ice concentration. This can be seen in Figure 3.1e) as
well, as the sea ice cover in 2007 in these areas in fact are comparable to the sea ice cover
in 1979, which is a year with a lot more sea ice than 2007.
Furthermore, the anomalies of sea ice concentration in 2007 (Figure 3.6) are compared
to the linear trends in sea ice concentration (Figure 3.5) in the last period, Period III
(1988-2007). The trends are described in Section 3.5, and it is interesting to see that
the anomalies seen in this specific year more or less correspond to the long-term trends
in the last two decades in the model simulation. In March, the long-term trends are
strongest in Baffin Bay, Barents Sea and Bering Sea, which are also the regions with the
strongest anomalies in 2007 for March. However, the area in the Bering Sea (close to
Alaska) has a positive anomaly where the long-term trend is negative. In this period, the
20-year trend also shows negative values in the entire Arctic Ocean, where the anomalies
in 2007 are more confined to the eastern part of the Arctic Ocean. For the September sea
ice concentration, the trends are negative in the entire Arctic Ocean, with the strongest
trends in the central parts of the ocean, and near the Kara Sea. The anomalies show
the same result (negative anomalies), except that they are not greater in the Kara Sea
compared to other regions.
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(a) March 2007
(b) September 2007
Figure 3.6: Sea ice concentration anomalies in the Arctic Ocean for the year 2007.
March anomalies are calculated from the mean sea ice concentration in March (1948-





In this chapter the central results achieved in the previous chapter are discussed and
compared to existing literature related to these findings, and the model simulation is also
compared to observations. These observations are for the entire Northern Hemisphere
(shown in Figure 1.2), however this chapter will also focus particularly on the Barents
Sea. Further, it will be discussed whether the sea ice in the Arctic experiences increased
melting towards summer, or if decreased freezing towards winter is the dominant cause
in the diminishing Arctic sea ice cover.
4.1 Comparison of the model simulation and in-situ
observations
This section will mainly discuss and compare the model simulation to observations in the
period before the satellite era, meaning that the measurements are retrieved from in-situ
observations. Both in-situ observations from the ocean and from the atmosphere are used
in this comparison. A strength of model simulations is that they provide data from a long
time before satellite observations are available. In this thesis the model simulates 32 years
before the satellite observations started, which means that the dataset from the model
simulation contains 60 years in contrast to the 37 years of available observational data
from satellites. However, in-situ observations, e.g., of air temperatures and sea surface
temperatures, are available for several locations before the satellite era. By comparing
in-situ data to the model simulation in the period they have in common (1979-2007), they
can give us more information about the changes and variability in the atmosphere and
in the ocean, and hence probably of the sea ice as well. This will be brought up because
it provides an insight into how realistic the model simulation is, compared to what is
observed. However, note that the model is forced with atmospheric reanalysis data.
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Figure 4.1: The location of the sea ice edge (15 % ice concentration) found from ob-
servations averaged over the period from 1979 to 2007 (red), from the model simulation
averaged over the same period from 1979 to 2007 (dark blue), and the model simulation
averaged over the entire study period from 1948 to 2007 (light blue). In addition, the
location of Bjørnøya, Hopen, and the Kola Section (red squares) are shown. The dark
red arrows show Atlantic water entering the Barents Sea, as well as the West Spitsbergen
Current going northward west of Svalbard.
The Barents Sea has some of the greatest interannual sea ice variability of all regions in this
study (Figure 3.2f), and additionally some of the strongest trends in sea ice concentration
in winter occur in this region (Figure 3.5a and Figure 3.5c). This region also accounts
for much of the variance of sea ice in the entire Northern Hemisphere in Period III (1988-
2007), as seen in Table 3.1. Additionally, the largest sea ice retreat is predicted to occur
in the Barents Sea in the future (Koenigk et al., 2013). Therefore, this section will mainly
focus on one specific location - the Barents Sea. There are available in-situ observations
for the ocean temperature in the Kola Section (0-200m depth) and for air temperatures
from Svalbard, Bjørnøya and Hopen, which are located in the Barents Sea (their locations
are shown in Figure 4.1). This figure also shows that the model simulation has a larger
sea ice cover than what is observed in the Barents Sea. This is in contrast to what is seen
for the entire Northern Hemisphere, where the simulated sea ice extent is underestimated
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(Figure 1.2). This interesting finding will be discussed in Section 4.4. The sea ice edge
for the model data in the period from 1979 to 2007 is located slightly north of the sea ice
edge for the model data in the entire study period from 1948 to 2007. This is expected
because the sea ice extent is greater in the period before 1979 than after (Figure 1.2).
4.1.1 Air temperatures and sea ice extent in the Barents Sea
Figure 1.2 shows that there is a period with increasing sea ice extent in the Northern
Hemisphere until the end of the 1960s (Period I), a period with stable sea ice extent until
the 1980s (Period II), followed by a period of decreasing sea ice extent to the end of the
study period (Period III). This may suggest that the temperatures in the atmosphere and
in the ocean have changed significantly over these periods, as temperature strongly affects
and influences the melting and freezing of sea ice. Although satellite observations are not
available before the year of 1979, observations of air temperatures from a permanent
weather station on Svalbard have been available since 1911. Since 1950 observational
temperatures have been available from stations situated on Hopen and Bjørnøya as well,
which are two islands located in the Barents Sea (their locations are shown in Figure 4.1).
Figure 4.2 shows the air temperature observations from Førland et al. (2012) from weather
stations at Hopen, Bjørnøya and Svalbard. The figure shows that the temperatures vary
simultaneously, and that there are large decadal variations in the data. These features
are also seen for other parts of the Arctic, according to Førland et al. (2012). Førland
et al. (2012) analyzed two decades at a time, and relevant to this study are the periods
from 1943 to 1965, 1966 to 1988 and 1989 to 2011. The observations show that there
was a cooling period from 1943 to 1965 that was particularly strong, and the stations on
Svalbard showed temperature trends of -1.5°C to -1.8°C per decade, while the next two
decades from 1966 to 1988 were more stable with trends of 0.5°C to 0.7°C per decade, and
the last two decades from 1989 to 2011 had even stronger temperature trends with 2°C
to 3°C per decade in winter at all stations. All in all, the temperatures decreased from
the 1950s to the end of the 1960s at all stations, followed by a temperature increase at all
stations (with a few smaller variations) that extends until 2011. This is consistent with
the periods of variations seen in the sea ice extent in Figure 1.2 and the trends in sea ice
in Table 3.2 and Figure 3.5. As Figure 3.2f), 3.2g) and 3.2j) show, the sea ice extent in
the surrounding seas of Svalbard, Hopen and Bjørnøya - the Barents Sea, the Greenland
Sea and the Central Arctic - had an increase in sea ice extent until the end of the 1960s,
concurrent with this cooling period, followed by a period of decreasing sea ice extent.
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Figure 4.2: Air temperature observations from Bjørnøya, Hopen and two different sta-
tions located on Svalbard from 1911 to 2011 (figure from Førland et al., 2012). The time
series have been low-pass filtered, and show variability on a decadal time scale. In addition,
the first and last three years of each of the curves have been cut out.
This suggests that the sea ice in the model simulation corresponds well with the in-situ
observations of increasing air temperatures, which it also should, as the model simulation
is forced with atmospheric reanalysis data at the surface. Note that air temperatures in
the Svalbard region in general are highly sensitive to both the sea surface temperature as
well as the ice cover (Førland et al., 2012).
The recent global temperature rise, with amplified Arctic temperatures, is closely linked
to the reduction of the Arctic sea ice cover (Dobricic et al., 2016). It is suggested that
regions with large sea ice loss, like the Barents Sea, can impact the atmosphere in the
entire Northern Hemisphere (Petoukhov and Semenov, 2010). In fact, the recent winter
reduction of sea ice in the Barents Sea area is largely contributing to the total winter sea
ice reduction seen in the entire Arctic (Figure 3.5c). Actually, near-surface heating in the
Barents Sea and the Kara Sea caused by the reduction of sea ice can lead to anticyclonic
anomalies over the Arctic Ocean. This causes easterly advection over northern continents,
and results in a winter cooling with increased probability of cold winter extremes over




4.1.2 Ocean temperatures and the sea ice extent in the Barents
Sea
In-situ observations of ocean temperature (0-200m depth) are available from the Kola
Section a few decades before sea ice observations from satellites started (Figure 4.3).
The data in Figure 4.3 is provided by PINRO - Knipovich Research Institute of Marine
Fisheries and Oceanography, Russia through the International Council for the Exploration
of the Sea (ICES)1. The Kola Section is located in the Barents Sea, along the main
pathway of the Atlantic water entering the Arctic Ocean (Figure 4.1 shows the location
of the Kola Section, as well as the pathway for the Atlantic water). The relatively warm
Atlantic water meets the cold Arctic atmosphere, resulting in a large heat flux from the
ocean to the atmosphere in winter. This heat flux is essential for the formation of sea
ice, as sea ice does not form before the ocean reaches the freezing point. As soon as sea
ice has formed, the heat flux instantly reduces, since the sea ice works as a lid on the
ocean, hence limiting the heat transfer between the ocean and the atmosphere. In fact,
the Atlantic heat transport has been anomalously high recently, and has resulted in a
decrease in the sea ice extent in the Barents Sea during the winter season (e.g., Smedsrud
et al., 2013; Årthun et al., 2012).
The Atlantic currents bring relatively warm Atlantic water into the Barents Sea and
the Greenland Sea from lower latitudes (Figure 4.1), and explains the receding sea ice
edge in areas adjacent to the Norwegian Atlantic Current and the West Spitsbergen
Current (Kvingedal, 2005; Onarheim et al., 2014). As seen in Figure 4.3, the observed
ocean temperature in the Kola Section has increased in recent years, suggesting that
this increased Atlantic heat transport reaches the Kola Section. The observed ocean
temperature in the Kola Section and the simulated sea surface temperature in the Kola
Section (both detrended) have a correlation of r = 0.70 in the period from 1951 to 2007,
meaning that 49 % of the variance is statistically explained (significant on the 5 % level).
The rather high correlation, r = 0.70, means that the observed ocean temperature in
the Kola section and the simulated sea surface temperature are comparable. However,
although the interannual variability is highly correlated, the mean state differs. The
observed ocean temperature (0-200m depth) is about 1°C warmer than the simulated sea
surface temperature (Figure 4.3a). In fact, Bentsen et al. (2012) showed that the sea
surface temperature in NorESM is between 0.5°C and 2.5°C colder than the observed sea
surface temperature from 1979 to 2005 in the Barents Sea. Even though this applies to
the sea surface temperature, it is likely to apply to the deeper layers as well. The fact that
the model simulation has lower ocean temperatures in this region may also contribute to
1http://ocean.ices.dk/iroc/
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(a) Observed ocean temperature and simulated sea surface temperature


















Observed Ocean Temperature in the Kola Section
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Simulated Sea Surface Temperature in the Kola Section
Simulated Sea Ice Extent in the Barents Sea
(b) Simulated sea surface temperature and simulated sea ice extent
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Simulated Sea Surface Temperature in the Kola Section
Simulated Sea Ice Extent in the Barents Sea
Figure 4.3: a) shows observations of annual mean ocean temperature in the Kola Sec-
tion (0-200m depth) and the simulated annual mean sea surface temperature in the Kola
Section, during the period from 1951 to 2007. Simulated annual mean sea surface temper-
ature and the simulated sea ice extent in the entire Barents Sea is shown in b). Note that
the sea ice extent is reversed to make it easier to compare the two time series, and that
the vertical axis for the sea ice extent is shown on the right side of the graph. The dotted
lines show the linear trends for each dataset, and the correlation coefficient, r, between
the detrended time series are shown at the top of each panel.
the fact that the sea ice edge in the Barents sea and adjacent seas are farther to the south
than what is observed (Figure 4.1), as lower ocean temperatures provide better conditions
for sea ice formation, hence the sea ice cover expands.
Further, the simulated sea surface temperature in the Kola Section and the simulated sea
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ice extent in the Barents Sea are shown in the lower panel of Figure 4.3. These time series
have a correlation coefficient of r = −0.65, meaning that they are anti-correlated and
vary in the opposite direction (when, e.g., the temperature increases, the sea ice extent
decreases). This indicates that the simulated sea ice cover and ocean temperatures in the
Barents Sea are tightly coupled in NorESM, as is expected from observations.
4.2 Comparison of the model simulation and satellite
observations
As shown in Figure 1.2, the simulated Northern Hemisphere sea ice extent is less than
what is observed at all times in the annual mean time series, and Wang et al. (2016) shows
the same result. On the other hand, the seasonal cycle of the sea ice extent illustrated in
Figure 1.2 shows that the observed extent is not consistently greater for each month of
the year. In fact, the model and the observations show almost the exact same values for
the sea ice extent from October to December, during the freeze-up period of the sea ice
cover. This period is associated with relatively low incoming solar radiation in the Arctic
region, meaning that the atmosphere is colder than the ocean, since the ocean holds heat
more effectively. When the ocean finally has cooled down to the freezing-point, formation
of sea ice begins. As mentioned in the previous section, this sea ice works as a lid on
top of the ocean, limiting the heat exchange through the ocean-atmosphere interface. In
addition, the model is driven by forcing from atmospheric reanalysis that is based on
observations, hence the atmospheric reanalysis knows where the ice edge is. Because of
this, the reanalysis has a large flux from the ocean to the atmosphere over open ocean, and
a small flux from the ocean to the atmosphere when sea ice is present in the reanalysis.
NorESM will thus lose a large amount of heat in places with open water and will therefore
form sea ice at that location, whilst at other places the heat loss is less in NorESM, and
the ocean will remain open. This corresponds well with the observed sea ice cover, because
the atmospheric fluxes are adapted to the ice edge. As a result, the sea ice extent in the
model simulation can be very similar to the actual observations in the freeze-up period.
However, the model overestimates the sea ice extent in the melting period from April to
July. In this period, it is harder for the model to know where the ice will be melting
and how fast it melts. There are many factors that contribute to the melting of sea ice,
including solar radiation, temperatures in the atmosphere as well as the ocean and the
thickness of the sea ice. NorESM is known to generally overestimate the sea ice thickness
compared to the observations (Bentsen et al., 2012), and this factor can contribute to
the overestimation of sea ice extent (April to July) in the melting period of the sea ice
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cover (see the inset in Figure 1.2), as it takes more time for thicker ice to melt completely.
However, NorESM underestimates the sea ice thickness in March (Wang et al., 2016). It
is unclear whether this underestimation also extends to the upcoming melting period, but
since the simulated sea ice extent has a less rapid decrease in the melting period than
what is observed, and the model in addition lags the observations in this period, it may
be a result of the overestimated sea ice thickness that is seen in general (Bentsen et al.,
2012). The thicker ice may be a result from too slow summer melt, combined with weaker
winds across the polar basin in NorESM than observed. Since the simulated sea ice is
too thick, more heat is needed in order to melt the sea ice and produce open ocean in
the melting season, if the forcing in the model simulation is similar to the forcing in the
nature.
When the sea ice extent reaches its extreme values in March and September, the model
underestimation of sea ice extent from the observations is by far the greatest. The un-
derestimation of sea ice in March in the Northern Hemisphere can be a result of too little
ice in the Labrador Sea (here defined under the Baffin Bay) in the NorESM model, which
may be due to the warm SST bias in this area (Bentsen et al., 2012). In September,
the sea ice cover in the model is probably thicker than the observations (as this is the
general case for NorESM), in contrast to the thinner sea ice seen in NorESM in March
(Wang et al., 2016). However, since the sea ice probably is thicker in summer and in
addition has a larger extent in the model than in the observations, it is unclear why the
simulated sea ice extent suddenly is underestimated in September. From July to August
there is a sudden drop in sea ice extent, and huge amounts of ice suddenly melts. One can
speculate why this is, but one possible explanation can be that there is one (or several)
feedback mechanisms in the model that responds stronger in the melting process of sea
ice in summer, making the sea ice melt faster towards September.
The correlation between the model simulation and the observations of the detrended time
series in the period from 1979 to 2007 is calculated to be r = 0.73 (Figure 1.2), meaning
that the model simulation captures 53 % of the observed sea ice variability. This rather
high correlation means that the sea ice extent in the model and the sea ice extent in the
observations are closely linked together concerning interannual variability, even though
the model underestimates the observed sea ice extent on a yearly average.
Other factors possibly causing differences between the model simulation and the obser-
vations, is the grid resolution in the model, parametrizations, choices of parameters and
different snow and sea-ice albedo treatments in the sea ice model used (Danabasoglu et al.,
2014). Note that the Arctic region and processes in high latitudes, including the seasonal
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cycle of the sea ice cover, are very challenging to simulate accurately, due to the choice of
atmospheric boundary conditions and model configurations (Griffies et al., 2009).
The last year in the model simulation, 2007, is also the year with the smallest annual
mean sea ice extent in the entire study period in the model simulation in the Northern
Hemisphere (see Figure 1.2). From later observations, we know that the observed sea ice
extent in 2012 was even smaller than the sea ice extent in 2007. The declining sea ice
extent in the Northern Hemisphere towards the end of the model simulation is clearly
visible in the regional time series as well, e.g., in the sea ice extent in the Barents Sea
(Figure 3.2f), the East Siberian Sea (Figure 3.2c) and for the Central Arctic (Figure 3.2j).
Recently, it is suggested that the recent loss of sea ice in the Arctic is responsible for
the anomalously high temperatures in the Arctic (the Arctic amplification) in later years
through sea ice-ocean feedbacks (Overland and Wang, 2010).
4.3 Comparison of trends in sea ice extent and sea
ice concentration
Trends in sea ice extent and trends in sea ice concentration are described in Section 3.4
and Section 3.5, respectively. As shown in Table 3.2 and Figure 3.5, the trends in sea ice
extent and sea ice concentration are slightly different for different Arctic regions. Sea ice
concentration (as explained in more detail in Section 2.2.1) refers to the concentration of
sea ice in each grid cell, while the sea ice extent is the extent made up of grid cells with
concentrations higher than 15 % of sea ice (explained in more detail in Section 2.2.2). The
differences between the trends in sea ice extent and sea ice concentration are especially
clear in regions which are completely ice-covered in the winter season. A change from,
e.g., 90 % sea ice concentration to 60 % sea ice concentration will not affect the sea ice
extent, since the sea ice concentration is more than 15 %, and the grid cell is still defined
as 100 % sea ice covered. The sea ice concentration, on the other hand, takes a change
like this into account, and shows a negative trend of 30 % in this area.
Overall both sea ice extent and sea ice concentration indicate positive trends in Period I
and negative trends in Period III, however with some seasonal and regional variations.
The regions which have a full sea ice cover in the winter season have no trend in sea ice
extent during this period, since the sea ice concentration exceeds 15 %. However, since
there is a change in sea ice concentration, Figure 3.5 clearly shows non-zero trends in
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March. This applies to the Beaufort Sea, the Chukchi Sea, the East Siberian, the Laptev
Sea, the Kara Sea, but also the Central Arctic shows very small trends. These regions
show no trends at all in the sea ice extent in March neither in Period I nor in Period III
in Table 3.2. However, Figure 3.5 shows small negative trends in the Chukchi Sea, the
Laptev Sea and the Kara Sea in Period I, and in Period III there are negative trends in
all of these regions (between 0 and 10 % change per decade in sea ice concentration over
the two decades). For the ice-free regions in the summer season the trends are trivial
both in Table 3.2 and Figure 3.5, which is the case for the Bering Sea and the Sea of
Okhotsk. Hence, there is no difference between the trends in sea ice concentration and
sea ice extent in this instance.
The strongest trends for Period I in September in Table 3.2 as mentioned in Section 3.4,
are seen in the East Siberian Sea, the Beaufort Sea, the Barents Sea and the Chukchi Sea,
respectively. From Figure 3.5b in Section 3.5, it also seems that parts of the East Siberian
experiences the largest sea ice concentration trends in this period, however strong positive
trends are seen in a few areas in the Laptev Sea as well. In Period III for September in
Table 3.2, the largest trends occur in the Beaufort Sea, the Laptev Sea, the Kara Sea,
the Central Arctic, the East Siberian Sea and the Chukchi Sea, respectively. Figure 3.5d,
on the other hand, shows that the largest negative trend in sea ice concentration occur in
the areas around the Kara Sea and in the Central Arctic.
It appears that the trends in sea ice concentration in the Barents Sea are stronger in
March than in September, both in Period I and in Period III (Figure 3.5). On the other
hand, Table 3.2 shows that the trends are similar in March and September in Period I,
while the strongest trends in Period III are seen in September. As the greatest decline in
sea ice extent in the Barents Sea happens during summer, the decreasing sea ice extent
in the Barents Sea is thus associated with increased summer melting. However, this is in
contrast to the trends in sea ice concentration, and to existing literature. Smedsrud et al.
(2013) showed that the sea ice loss in the Barents Sea during winter is not caused by ice
which has melted, but by ice that never formed. Additionally, Sandø et al. (2014) showed
that an increased heat transport northwards results in less formation of sea ice in regions
that are seasonally ice-covered during winter (like the Barents Sea), which in turn leaves
less ice for melting during the next summer.
The trend in sea ice extent for the entire Northern Hemisphere is also calculated (not
shown). For the period 1979-2006 the total change in sea ice in the model simulation
is calculated to be −42.35 · 103 km2 per year. Parkinson and Cavalieri (2008) showed a
negative trend of −45.10 ·103 km2 per year for the same period, meaning that the trend in
the model data corresponds well with observations for the Northern Hemisphere in total.
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4.4 Comparison of observed and simulated sea ice
extent in the Barents Sea
An interesting finding in Section 4.1 showed that the sea ice edge in NorESM is located
farther south (larger sea ice extent) than the observed sea ice edge in the Barents Sea
(Figure 4.1). This is in contrast to the fact that the NorESM in general simulates less
ice than what is observed in the Northern Hemisphere (Figure 1.2). Hence, this section
will present and discuss the differences between the sea ice extent in the model and the
observed sea ice extent in the Barents Sea.
Figure 4.4 shows the simulated and the observed sea ice extent in the Barents Sea, both
for March (upper panel) and for September (lower panel). In agreement with the sea ice
edges shown in Figure 4.1, there is a noticeable difference between the sea ice extent in the
model and in the observations in the Barents Sea, which applies to both the winter season
(March) and the summer season (September). Ilicak et al. (2016) show that there are
cold biases in the NorESM model in the Atlantic, and water that is colder than observed
is exported through the Davis Strait (in the Baffin Bay), the Barents Sea Opening and
through Fram Strait. It has also been shown that NorESM generally simulates lower sea
surface temperatures in the Barents Sea than what is observed (Bentsen et al., 2012),
as mentioned in Section 4.1.2. This underestimation of the sea surface temperature in
the Barents Sea is shown in Figure 4.3, where the observed ocean temperature (0-200m
depth) was found to be higher than the simulated sea surface temperature in the Barents
Sea. Smedsrud et al. (2013) also showed that there were strong correlations between
the sea ice cover in the Barents Sea, the surface air temperatures and inflowing Atlantic
water. As a result of the reduced heat transport in the Atlantic water and the lower sea
surface temperatures in the Barents Sea in the model, the conditions for the formation
of sea ice is better in the simulation and could hence produce higher values for the sea
ice extent. A result of colder Atlantic water in the simulation may also contribute to less
bottom melting of the sea ice in the Barents Sea and increased sea ice formation, as these
processes are closely related to heat transport through the Barents Sea Opening (Sandø
et al., 2014).
Figure 4.4 shows that the model simulates the sea ice extent better in March than it
does in September, and the interannual variations are also better captured in March,
which can be seen by the correlation coefficients (both significant on the 5 % level, see
Section 2.3.4). In September, on the other hand, the model seems to simulate both more
interannual variability as well as a higher amplitude of these variations. The great trend
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in September in the model simulation is likely due to the overestimation of sea ice extent
in early years, while the model simulates the sea ice extent better in recent years. This
appears to be the reason for the overestimation of the September trend in the simulation
compared to what is observed, and the trends in the Barents Sea in Table 3.2 are also
likely affected by this, resulting in an overestimation of the summer trend. However, as
the sea ice extent in the Barents Sea is approaching ice-free conditions in the observations
in the years following 2007, the trend will most likely be greater in winter than in summer.
Thus, decreased winter freezing will likely dominate increased summer melting in recent
years in the model simulation (as is known from observations). The fact that the model
generally simulates the sea ice better in winter, suggests that the model may be lacking
some features in the melting process of the sea ice towards summer in the Barents Sea.
The long-term trends are shown as dotted lines through each of the datasets (Figure 4.4).
The trends in March are significant on the 5 % level, while the trends in September are
not. However, the trend in the simulated sea ice extent in September is significant on the
10 % level. The trend in March is slightly steeper in the observations than for the model
data, meaning that the simulated decrease of sea ice in the Barents Sea does not keep
up with what is observed. This delayed melting of sea ice in the model was also found
by Bentsen et al. (2012), suggesting that the sea ice in the model is not sensitive enough
to increased air temperatures as a result of global warming and Arctic amplification (see
Figure 1.1). In fact, this is the case for most climate models (e.g., Rampal et al., 2011;
Stroeve et al., 2007). Additionally, an underestimation of the sea ice thinning trend is
seen, and Winton (2013) suggests that the ice-albedo feedback is too weak in climate
models, resulting in an underestimation of the Arctic amplification. An underestimation
of the thinning trend will impact the trend in sea ice extent, as thinner ice is easier to
melt completely than thicker ice. Actually, most of the models in the CORE-II project
underestimated the thinning trend of the sea ice cover by a factor of two, meaning that
this underestimation could be due to their common atmospheric forcing (Wang et al.,
2016). In most models the coupling between sea ice properties and sea ice drift is weak,
and is suggested to be the reason for the underestimation of trends in sea ice area and
sea ice thickness in the models (Rampal et al., 2011).
In contrast to winter trends, the trend in sea ice extent in the Barents Sea in September
decreases more in the model than in the observations, and the model and the observations
also differ most in September. However, note that neither of these trends are statistically
significant on the 5 % level. As is shown by Stroeve et al. (2007), the sea ice extent trend
for the model mean in 18 IPCC models are also smaller than the observations in the Arctic
Ocean, however the mean trend in the models is not as far from observations in March
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Figure 4.4: Sea ice extent in the Barents Sea for March (a) and for September (b). The
observed sea ice extent (red) is shown for the period 1979-2015 and the simulated sea ice
extent (blue) is shown for the period 1979-2007. The dotted lines show the linear trends
for the observed (red) and simulated (blue) sea ice extent (1979-2007), and the shaded
areas show the 95 % confidence intervals for the linear trend. The vertical dashed lines
show Period III (1988-2007) The correlation coefficients for the detrended time series, r,
are shown at the top of each panel.
as it is in September. However, Figure 4.4 only represents the trends in the Barents Sea,
where the sea ice cover in September is very small compared to the interior of the Arctic
Ocean (e.g., Figure 3.2). Another factor that plays a major role in the melting process of
sea ice in the Barents Sea, in addition to the heat transport with the Atlantic water into
the Barents Sea, is solar radiation (Sandø et al., 2010).
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4.5 Regional and seasonal variations
The Arctic is a vast area, and naturally there are large differences between the various
regions within the Arctic Ocean. A big part of this study is to identify and analyze
the inter-regional differences in interannual variations and long-term trends, as well as
determine whether the different Arctic regions experience an enhanced melting in summer
(leading to a reduction of the sea ice extent in September), or a decrease of the refreezing
process (leading to a reduction of the sea ice extent in March). The recent decrease of
sea ice in the Northern Hemisphere is a result of (at least) one of these two factors, and
this thesis aims to find out which one of them is the dominant cause. We note that also
wind and ocean currents influence the sea ice loss and regional sea ice variability, as the
sea ice can be transported from one region to another. As the sea ice is thinner and
more vulnerable in summer, wind and ocean currents possibly contribute more to a larger
variability in September than in March. However an analysis of these factors will not be
a part of this study.
As mentioned in Section 3.3.2, there are two regions that are seasonally ice-free in the
summer time, seven regions that are completely ice-covered during several winter months,
and three regions that vary all months of the year. Regions that are ice-free in the summer
season do not have a trend in sea ice extent during these summer months (Table 3.2), and
will therefore not contribute to the September melting trend during the late summer in
the Arctic. Regions that fall into this category are the Bering Sea and the Sea of Okhotsk,
which have ice-free conditions four months of the year, from July to October (see Figure
3.4k and 3.4l). The same principle applies to the regions which are completely ice-covered
during winter, like the Beaufort Sea, the Chukchi Sea, the East Siberian Sea, the Laptev
Sea, the Kara Sea, the Canadian Archipelago and the Central Arctic. These regions do
not have a trend in winter months, and will hence not contribute to the trend in sea ice
extent in the Northern Hemisphere in March, because they do not have a lack of freezing
during winter (since they always reach full coverage of sea ice).
However, the regions with limited months of variability, mentioned in the previous section,
can partly contribute to the trends if they clearly start the freeze-up a little later than
normally seen (i.e. lack of freezing), or their melting period begins earlier than usual
(increased summer melting). In fact, the period of surface melt in the entire Arctic has
lengthened by approximately five days per decade over the period from 1979 to 2013
(Stroeve et al., 2014), dominated by later autumn freeze-up between 6 and 11 days per
decade within the Kara Sea, the Laptev Sea, the East Siberian Sea, the Chukchi Sea and
the Beaufort Sea. This lengthening of the summer season (later freeze-up) supports a
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decrease of the refreezing process. In addition to a lengthening of the summer season, a
reduction of sea ice concentration in winter is associated with reduced freezing towards
the winter. Also, the same applies to a reduction of sea ice thickness in winter. In fact, the
sea ice thickness has decreased within the Arctic Basin, resulting in a more vulnerable sea
ice cover and a more rapid decrease of sea ice, especially in the summer when the amount
of sea ice is lowest and most vulnerable (Haas et al., 2008).
The interannual variations seen in the Northern Hemisphere in September are much larger
than the interannual variations seen in March (Figure 3.3), and recent values for the
monthly mean sea ice extent (yellow lines) are lower than the mean of the monthly values,
and a trend towards lower values of sea ice extent can be seen (especially in the summer
months). However, due to the fact that seven of the 12 regions are completely ice-covered
in winter, the variations in the Northern Hemisphere are more or less stable in the winter
months (see Figure 3.3), since there are only five regions left with a varying sea ice cover
in this season. In contrast, only two of the regions are completely ice-free in the summer
season, and hence these regions do not contribute to the large variability seen in the same
figure in September. The fact that there are less regions with interannual variations in
sea ice cover in winter than in summer, can be one of the reasons why the interannual
variability seen in March is significantly lower than the variability in September. As
a result, this alone does not provide enough evidence that the larger variability in the
summer months in the Northern Hemisphere results from enhanced melting in summer
rather than decreased melting towards winter.
However, regional trends in sea ice extent in winter (March) and in summer (September)
are shown in Table 3.2 over the two periods with the steepest trends in sea ice extent, with
respect to the annual mean sea ice extent in the region. This table shows that the largest
sea ice loss in total occurs in September, both in Period I and in Period III, as many of
the regions are completely ice-covered in March. This in fact supports the discussion in
the previous paragraph, and provides a reason to believe that the ongoing melting of the
total Arctic sea ice is dominated by enhanced melting in the summer. Negative trends
in sea ice extent are found for all months of the year in other studies as well, where the
greatest negative trends are also found in the summer season (e.g., Serreze et al., 2007;
Parkinson and Cavalieri, 2008; Stroeve et al., 2014). Rigor et al. (2000) showed that
Arctic landmasses experienced the greatest warming during spring over the period 1978
to 1997, which may be linked to the fact that the strongest negative trends in sea ice
can be seen in September. Higher temperatures in spring contribute to increased sea ice
melting in spring and hence a greater loss of sea ice towards summer. As a result, there is
more open water able to absorb solar radiation in summer, which is also the season with
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the strongest insolation.
Also, Figure 3.5 shows the linear least-square trend line in sea ice concentration in each
grid cell, both in summer and winter months. This figure shows that there is a much
larger area that experiences a trend in September than in March in Period I, as the
trends in March are much more dispersed than they are in September in this period. The
trends also appear to be generally greater in September than in March in this period.
Furthermore, the trends in Period III appear to be greater than the trends seen in Period
I. In Period III practically all regions experience a negative trend in March and there is
possibly also a larger area that is affected by a decrease in sea ice concentration than in
September. However, the trends in September appear to be greater than the ones seen in
March, meaning that the greatest sea ice loss may have occurred in September, except in
the Baffin Bay where the trends clearly are greater in March. This is in agreement with
the trends in sea ice extent for most of the regions (Table 3.2), which were also found to
be greatest in September (except for the Baffin Bay).
Both the atmosphere and the ocean contribute to the melting and non-freezing of sea ice,
as previously mentioned in this study. The southernmost regions are most sensitive to
incoming warm water. The trends in sea ice extent and sea ice concentration in the winter
season are greatest near the sea ice edge, and are seen in the Baffin Bay, the Barents Sea,
the Bering Sea and the Greenland Sea. As the temperature in the atmosphere in the
Arctic during winter is much colder than the freezing point, and the fact that there is a
limited amount of solar radiation in the Arctic during winter, suggests that a decrease of
sea ice in these regions during winter is not due to the atmosphere. However, these regions
receive relatively warm water from the south, and incoming warm water (especially in the
North Atlantic) contributes to reduce the sea ice cover during winter. However, in the
Central Arctic there is always available sea ice in winter, and incoming warm Atlantic
water in this region results in increased melting during the winter. However, bottom
melting occurs in the entire Arctic Ocean during the summer as well (Ivanov et al., 2016).
In fact, results from Ivanov et al. (2016) show that the winter melting is due to the
incoming warm Atlantic water, and that bottom melting of the sea ice occurs in areas
where warm Atlantic water meets the sea ice.
In this study, the trends in sea ice extent in all regions during the last two decades were
found to be greater in September than in March, except for the Baffin Bay and for the two
regions which have ice-free conditions in the summer season. However, it is known that
the recent loss of sea ice in the Barents Sea is in fact due to a lack of freezing during winter.
The trends in sea ice concentration in this study over the last two decades supports this
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result, while the trends in sea ice extent do not. The trends in sea ice extent show that
there is a greater trend in the summer season in the Barents Sea, which is associated
with increased summer melting. The reason for this might be due to several reasons, for
instance the fact that the model simulation stops in 2007. Also, from Figure 4.4 it is clear
that the observed sea ice extent in the Barents Sea experiences an enhanced reduction of
the sea ice cover in March in the years after 2007, while a further decrease in September is
not possible because the region approaches ice-free conditions. In addition, the simulated
sea ice in the Barents Sea in September is also greater than observed (especially in the early
years), and during Period III it appears that the simulation approaches the observation
towards more recent years. Thus, there is a steep trend from the beginning of Period
III to the end of Period III, resulting in a large negative trend in September (Figure
4.4). These factors support that a loss of sea ice in the Barents Sea in the future (and in
later observations that exceeds this study period) will be dominated by reduced winter
freezing (as is known from later observations), and especially if the Barents Sea becomes
permanently ice-free in the summer season.
Since the greatest interannual variability of sea ice extent in the entire Northern Hemi-
sphere occurs in September in NorESM (Figure 3.3) and the greatest trends, both in sea
ice extent (Table 3.2) and in sea ice concentration (Figure 3.5) occur in September, it
provides a basis to believe that increased melting in spring and early summer (during
the melting period) may be the dominating factor in the recent retreat of the Arctic sea
ice cover in total. However, there are large inter-regional variations of the sea ice, and
the process of increased melting and decreased freezing are closely linked, meaning that a
change in one of these processes will clearly affect the other process as well. It is thus not
only increased melting during summer that causes the recent sea ice loss, as some regions
experience reduced winter freezing. In addition, there are many factors that contribute
to the declining sea ice in the Arctic, e.g., the lengthening of the melting period, which
affects both increased melting towards summer and decreased freezing towards winter. An
increasing melting period during summer leads to increased absorption of solar radiation
during summer, and thus directly effects the onset of the freezing process (Stroeve et al.,
2014). Results from Perovich et al. (2011) show that the total amount of solar energy
absorbed by the ocean may be more sensitive to the timing of melt onset than autumn
freeze-up. This can be explained by the larger absorption of short-wave radiation by the
ocean, leading to higher sea surface temperatures and a delay of the autumn freeze-up.
Because the temperatures in the Arctic are expected to increase in the future, the melting




In this study, interannual variability and long-term trends in the Arctic sea ice cover were
analyzed in a sea ice-ocean hindcast simulation, and the simulation was supported by
observations. The Norwegian Earth System Model (NorESM) was used, forced with at-
mospheric reanalysis data from the Coordinated Ocean-ice Reference Experiments phase
II (CORE-II) project, spanning the 60-year period from 1948 to 2007. In addition, ob-
servations were used for comparison and evaluation of the model data from 1979 to 2007.
Regional and seasonal trends in the sea ice cover, as well as interannual variability, were
the focus in this study.
The model simulation of sea ice extent was found to be realistic compared to the observa-
tions that were used in this study (Figure 1.2). Especially, the model captured a similar
interannual variability as in the observations. However, even though there were seasonal
variations, the mean state of the sea ice cover was underestimated in total in the model
simulation. In addition, the results were found to be consistent with existing regional
studies of long-term trends, which shows that the sea ice cover rapidly retreated in the
last three decades (1979-2006), with a loss of about −45 · 103 km2 sea ice per year in
the Northern Hemisphere (Parkinson and Cavalieri, 2008). It was shown that during the
last 20 years the Arctic sea ice concentration has decreased both in the summer season
as well as in the winter season, and in all of the Arctic regions (Figure 3.5). However,
the regional rate of decrease largely depends on the geographical location, as the location
largely determines the seasonal variations of the sea ice cover.
The first two decades in the model data, Period I (1948-1967), and the last two decades
in the model data, Period III (1988-2007), were found to have large positive and negative
trends in sea ice extent in the Northern Hemisphere, respectively (Figure 1.2). This was
also seen for the Barents Sea. Available observations from this region were used, and the
large variability of the sea ice cover during these periods was found to be highly linked
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to changes in both air and ocean temperatures. The increase of sea ice extent in Period
I was linked to the relatively low air temperatures in the area in this period (Figure 4.2),
while the decrease of sea ice extent in Period III was linked to ongoing global warming,
which is also amplified in the Arctic region. Increasing ocean temperatures in the model
were also found to have great impact on the loss of sea ice in the Barents Sea (Figure
4.3). In addition, not only have the ocean temperatures increased, but an increased heat
transport into the Barents Sea has been seen as well (Årthun et al., 2012).
Regional and seasonal differences in sea ice were found, both in interannual variability
and long-term trends. It was found that seven of the regions with a full sea ice cover
in winter did not have a trend in sea ice extent in March (Table 3.2). These regions are
located in the interior of the Arctic (Figure 1.3), and covers the Beaufort Sea, the Chukchi
Sea, the East Siberian Sea, the Laptev Sea, the Kara Sea, the Canadian Archipelago and
the Central Arctic. As these regions have the strongest negative trend in sea ice in the
summer season (hence reduced sea ice cover in summer), it was argued that the loss of
sea ice in these regions were associated with increased summer melting. On the other
hand, a stronger negative trend in winter (and hence a reduction of the winter sea ice
cover) was associated with reduced freezing in the winter season. Two of 12 regions are
ice-free in the summer season, and hence these two regions do not have a change in sea
ice extent in the summer season. As a result, the winter trend is greater and hence the
retreating sea ice in the Bering Sea and the Sea of Okhotsk was associated with decreased
freezing of sea ice towards winter. The three remaining regions are the Barents Sea,
the Greenland Sea and the Baffin Bay, which vary all months of the year. The Baffin
Bay clearly has a stronger winter trend in sea ice concentration and in sea ice extent,
meaning that decreased winter freezing is likely the dominant cause of sea ice loss in this
region. The Greenland Sea experienced trends on the same order of magnitude both in
the summer and in winter, and in the Barents Sea the trends in sea ice concentration and
the sea ice extent were contradictory. Due to the fact that the September sea ice extent
approaches zero in recent observations in these two latter regions, it was discussed that
even though the sea ice extent appears to be dominated by increased summer melting in
the model simulation, decreased melting towards winter will likely be the dominant cause
of sea ice loss in these regions in the future.
For the Northern Hemisphere in total, the trends seen in summer are stronger than
the ones seen in the winter season, both in sea ice extent and in sea ice concentration,
and the largest interannual variability was found in summer Figure 3.3. This suggests
that NorESM, forced with the atmospheric state from CORE-II, are dominated by a
diminishing sea ice cover as a result of increased melting in this study period (1948-2007).
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However, as the Arctic is approaching ice-free conditions in the summer season, it gives
a reason to believe that the loss of sea ice due to decreased freezing towards the winter
season will be more important in the future. We note that a prolonging of the melting
season may affect both increased melting towards summer and decreased freezing towards
winter, and that wind and ocean currents impact the sea ice drift.
Based on this study, a further model analysis of the Arctic sea ice cover could be carried
out. For instance, sea ice drift has a large impact on the interannual variability in different
regions. In addition, a study of wind and ocean currents could be carried out to get a
better understanding of the sea ice cover. The study could also be expanded to calculate
the long-term trends in all months of the year to get a more detailed description of the
seasonality of the Arctic sea ice cover. The melting period could be studied further, to
see if there has been a significant lengthening of the melting period recently, and if this
lengthening occurs mostly in spring or in autumn. The sea ice thickness and the sea ice
age can also be taken into account in a further study, as a reduction of these quantities
will be important in the future, since they explain much of the rapid decline of the sea
ice cover which has been seen recently.
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