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Abstract
ETC
v erif
is a prototype of a cooperative automatic
speech recognition system  This work stems from
the strong intuition that a probable solution to the
general problem of speech understanding lies in the
development of a system able to deal with a large
set of distinct partial and even unreliable problem
solvers namely HMMs Hidden Markov Models
GTP Graphemes To Phonemes agents prosodic
analysers and even higher order agents processing
syntactic and semantic knowledge  Up to now these
solvers allow us to work with words and phonemes 
This paper describes how a composite solution is
computed from all these partial solutions 
 INTRODUCTION
ETC
v erif
CO CF est un systeme multi	agents
bas
e sur la plate	forme ETC Environnement de
Traitement Coop
eratif qui fournit di
erents ser	
vices
  Un modele d agents constituant les di
e	
rentes sources de connaissances du systeme
  Un modele de   agents qui sont les hypotheses
fournies par les  agents
  Un moteur d
evolution du systeme 
Ce projet r
ealis
e conjointement a un autre pro	
jet de collection de plusieurs bases de donn
ees du
francais parl
e en Suisse romande sert de v
erication
automatique partielle de la coh
erence du contenu de
bases de donn
ees 
Ses donn
ees dentr
ee sont de deux sortes  le sig	
nal de parole et le texte que doit prononcer le locu	
teur  La sortie indique si cest eectivement ce texte
qui a 
et
e dit 
 ARCHITECTURE DU SYSTEME
Le prototype ETC
v erif
sinspire des travaux eectu
es
par Susan E  Lander Lan proposant notamment
une architecture modulaire et exible dans laquelle
la r
esolution de problemes est bas
ee sur un ensem	
ble dagents voir aussi HCA et la recherche
dune solution globale est orient
ee par un proto	
cole de n
egociation g
en
erique  La sp
ecicit
e de notre
systeme est de contenir deux niveaux dagents voir
gure  et CO 
µ−agents
prosodie
Moteur
d’evolution
...GTP
H
M
M
Figure  Architecture de ETC
v erif
 
 Les  agents
Les  agents ont chacun leur domaine de connais	
sance et apportent une solution locale au probleme
de la reconnaissance de la parole 
Deux fonctions leur sont attribu
ees
  Initialisation dune solution lagent accepte en
entr
ee la donn
ee complete dun probleme quil
sait traiter localement et il transmet en sor	
tie une solution satisfaisant au mieux ses con	
traintes locales
  R
evision localis
ee Lagent accepte en entr
ee
une r
ef
erence a une donn
ee sur laquelle il
a d
eja fourni une solution initiale  Cette
r
ef
erence est assortie dune indication de la
zone de la donn
ee concern
ee par cette de	
mande  Lagent transmet en sortie une nou	
velle interpr
etation de cette zone en tenant
compte des solutions quil a d
eja fournies 
Les  agents actuellement utilis
es dans notre
systeme sont des HMMs Hidden Markov Mod	
els Tor et un agent GTP Graphemes To
Phonemes  Lagent GTP fournit une s
equence de
phonemes a partir dune phrase en codes ASCII 
Cette s
equence est ensuite utilis
ee comme gram	
maire de lagent HMM bas
e sur des modeles de
phonemes an de connatre la position temporelle
de ces derniers  Deux agents HMM sont disponibles
lun produit des phonemes lautre des mots  Ce
dernier peut 
egalement fournir des phonemes en col	
laborant avec lagent GTP son entr
ee est le signal de
parole une sortie interm
ediaire est une s
equence de
mots cette s
equence devient lentr
ee de lagent GTP
et le r
esultat nal est une transcription phon
etique
de la s
equence de mots qui deviendra une nouvelle
fois la grammaire de lagent HMM bas
e sur des
modeles de phonemes 
Ainsi le systeme dispose de trois s
equences de
phonemes obtenues par les  agents GTP HMM
sappuyant sur des modeles de phonemes et HMM
sappuyant sur des modeles de mots combin
es
avec lagent GTP  Par ailleurs il dispose aussi
de deux s
equences de mots qui sont le texte de	
vant etre prononc
e par le locuteur i e  lentr
ee de
lagent GTP et le r
esultat fourni par lagent HMM
sappuyant sur des modeles de mots 
 Les   agents
Les   agents sont les r
esultats fournis par les  
agents  Ils peut sagir de phonemes ou de mots  Cinq
informations sont stock
ees dans ces agents
  Borne inf borne temporelle inf
erieure
  Borne sup borne temporelle sup
erieure
  Id lidenticateur du   agent par exemple
une 
etiquette phon
etique
  Les liens de voisinage
  La conance locale
 Fonctionnement
Les  agents produisent une premiere solution d
e	
compos
ee en une s
equence de   agents qui sont des
mots et des phonemes  Ces derniers doivent alors
estimer leur abilit
e voir section    Le moteur
d
evolution s
electionne ensuite la meilleure solu	
tion courante cest	a	dire la s
equence de   agents
situ
es sur le chemin optimal voir section    En	
n ce chemin est parcouru an de trouver les zones
temporelles de faible abilit
e dans lesquelles les  
agents devront fournir de nouvelles solutions voir
section   
 IMPLEMENTATION
Les di
erentes 
etapes de calcul d
etaill
ees ci	
dessous interviennent dans un systeme dynamique
dont la strat
egie de r
esolution est men
ee par des

ev
enements ladjonction de   agents ou la modi	
cation de leurs informations locales 
 Initialisation dune solution
Les  agents sont des entit
es qui attendent une
entr
ee sp
ecique an de produire une premiere solu	
tion  Celle	ci est fournie sous forme dune s
equence
de   agents phonemes mots qui sont des entit
es
autonomes capables de d
eterminer leur abilit
e en
se mettant en correspondance les unes avec les autre 
Ce facteur d
etermine le taux dint
egration dune
hypothese cod
ee par un   agent dans son environ	
nement 
Les relations 
etablies entre deux   agents sont
de deux types
  Les relations horizontales  Ce type de relation
s
etablit entre   agents de meme classe cest	
a	dire qui contiennent des informations com	
parables  Ainsi les relations suivantes peuvent
etre 
etablies entre deux   agents A et B
  A pr
ec B A a une valeur de borne tem	
porelle sup
erieure qui concide avec la
borne inf
erieure de B
  A suit B A a une valeur de borne tem	
porelle inf
erieure qui concide avec la
borne sup
erieure de B
  A 
equiv B les bornes temporelles inf
e	
rieures et sup
erieures de A et B sont
tres semblables et leurs 
etiquettes EA
et EB font partie dune meme classe
phon
etique  A et B sont alors des   
agents freres 
Quand lune de ces propri
et
es est v
eri
ee deux
  agents deviennent voisins 
  Les relations verticales  Ce type de relation
d
ecrit les liens entre   agents de classes di
e	
rentes par exemple entre un phoneme et un
mot  En eet chaque mot connat sa d
ecom	
position phon
etique grace a lagent GTP et est
capable de savoir si une suite de phonemes du
systeme y correspond 
Les calculs suivants abilit
e et recherche du
chemin optimal ne sont eectu
es que par les
phonemes  En eet dabord il ne serait pas tres ju	
dicieux de les faire pour les mots car on ne dispose
que de deux s
equences de ceux	ci voir section  
par cons
equent sil existe deux mots di
erents sur
une meme zone temporelle aucun indice ne peut in	
diquer lequel est le plus able  Ensuite les phonemes
sauf ceux g
en
er
es par l agent HMM sappuyant
sur des modeles de phonemes sont obtenus par
phon
etisation grace a l agent GTP de ces mots 
Ainsi si un mot a une forte abilit
e cela a une
r
epercussion directe sur les phonemes  De ce fait les
mots vont servir a renforcer et am
eliorer la solution
nale compos
ee de phonemes  Si dans une certaine
zone temporelle une suite de phonemes contenue
dans cette solution correspond partiellement a un
mot propos
e par le systeme a lint
erieur de cette
zone il sera possible de rechercher les phonemes
manquants et sils ont une abilit
e susamment

elev
ee de les int
egrer dans la solution nale  Le
systeme sera alors en mesure de donner la s
equence
de mots qui a 
et
e prononc
ee dans les zones de forte
abilit
e tandis que dans celles de faible abilit
e les
 agents devront fournir de nouvelles solutions et
recommencer a n
egocier 
 Calcul de la abilite dun   agent
La abilit
e des   agents d
epend de leur niveau
dint
egration dans leur contexte  An de d
eterminer
cette mesure ils vont se communiquer di
erents
r
esultats plutot que de se voir attribuer des
scores de maniere plus classique mais sans 
echange
dinformations 
Les relations horizontales 
etablies pr
ec
edem	
ment sont utilis
ees pour d
eterminer la abilit
e des   
agents  Ainsi ces derniers sont dautant plus ables
que leurs voisins sont nombreux et ont eux	memes
une abilit
e 
elev
ee  Cette mesure est dynamique et

evolue avec ladjonction de nouveaux   agents dans
le systeme et la cr
eation de nouvelles relations 
Le calcul de conance est it
eratif  Soit F
i
A la
abilit
e du   agent A a lit
eration i  On a les rela	
tions suivantes
F
i
A  F
i  
A 

  Fv
i  
A
i
F

A  
Fv
i  
A est la somme des abilit
es des voisins
de A a lit
eration i    Le calcul de la abilit
e de
A se termine lorsque F
i
A se stabilise cest	a	dire
lorsque
F
i  
A F
i
A   
  !!
Cette valeur permet de parvenir a une bonne ap	
proximation de la valeur stable sans avoir des temps
de calcul trop longs  De plus la d
enition de F
i
A
garantit que la conance converge dans lintervalle
!  puisque Fv
i
A  ! 
 Recherche du chemin optimal
Le chemin optimal est la s
equence de phonemes de
plus forte abilit
e  La m
ethode la plus simple est
de choisir celui sur lequel la somme des abilit
es
est la plus forte mais comme le montre la gure 
on choisit alors le chemin comportant le plus grand
nombre de phonemes dans notre exemple B C et
D plutot que A et D car ! !  ! "!  ! "  ! #!
 ! "  ce qui nest pas le but recherch
e 
Aussi choisit	on de calculer la somme des a	
bilit
es pond
er
ees par les dur
ees des   agents an
que le chemin optimal comporte la s
equence la plus
able  Ainsi dans la gure  si on considere que les
larges rectangles ont une dur
ee deux fois plus 
elev
ee
que les rectangles 
etroits le chemin optimal passe
eectivement par les   agents de plus forte abilit
e
cest	a	dire A et D car $! #!  ! "  ! !  ! "!
 ! " 
Agent A
Fiabilite = 0.70
Agent B Agent C
Fiabilite = 0.50 Fiabilite = 0.60
Agent D
Fiabilite = 0.65
temps
Figure  Recherche du chemin optimal
 Le 	moteur devolution

Le chemin optimal compos
e de phonemes est en	
suite parcouru de facon a mettre dans les zones
de forte abilit
e les phonemes en relation avec les
mots propos
es par le systeme et a d
eterminer les
zones de faible abilit
e dans lesquelles les  agents
doivent fournir de nouvelles solutions  Ceci est il	
lustr
e par la gure   Dans les zones  et  la meme
s
equence de phonemes est reconnue par les trois  
agents avec tout de meme un d
ecalage temporel
pour l agent HMM PH on se trouve donc dans
des zones de forte abilit
e dans lesquelles les mots
reconnus sont cent six mille  Dans la zone  les
 agents HMM PH et GTP se sont mis daccord
pour reconnatre le mot z
ero dont on retrouve
la d
ecomposition phon
etique quasi complete sur le
chemin optimal  On peut donc en conclure que le
mot z
ero a 
et
e reconnu sur la zone   Ensuite sur la
zone  le mot z
ero est de nouveau reconnu  Enn la
zone  est une zone de faible abilit
e ou les  agents
devront fournir de nouvelles solutions 
ss an ssHMM s’appuyant 
sur des modeles
de phonemes
ss an ss
Texte que doit
prononcer le
locuteur (entree
de l’agent GTP)
CENT
GTP
GTP_HMM
Agent provenant de
la collaboration entre
l’agent HMM 
s’appuyant sur des
mots et l’agent GTP
HMM_PH
ss an ss
Sequence de mots
fournie par l’agent
HMM s’appuyant
sur des mots
ii mm  ii
ii mm
ii mm
CENT
ai rr au zz ai rr au ss in kk
zz  rr au zz ai rr au ss ii ss
nn oe ff ss an ss ai tt
SIX MILLE ZERO ZERO SIX
SIX MILLE NEUF CENT SEPT
CHEMIN
OPTIMAL ss an ss
 ii
 
ll
 ii ll
ii mm  ii ll
ll zz
ai
ai
 rr au zz ai rr au ss ii tt
SEQUENCE
RECONNUE CENT SIX MILLE ZERO ??
 
ZONE 1 ZONE 2 ZONE 3 ZONE 4 ZONE 5
ZERO
Figure  Recherche du texte prononc
e par le locu	
teur
 CONCLUSION
Il nest pas actuellement possible de d
ecrire les
performances de ETC
v erif
car beaucoup de points
doivent etre am
elior
es notamment le calcul de 	
abilit
e et la coop
eration entre les phonemes et les
mots  Cependant cette approche pr
esente des car	
act
eristiques int
eressantes
  Lh
et
erog
en
eit
e des sources de connaissance 
Actuellement nous disposons de phonemes et
de mots  Par la suite nous int
egrererons 
egale	
ment dautres types dinformations comme des
indices prosodiques Lan LC des con	
naissances syntaxiques  
  Un systeme distribu
e  Grace au langage de
programmation Oz utilis
e dans ce systeme il
est possible davoir des entit
es concurrentes
les   agents avec des m
ecanismes de syn	
chronisation 
  Linteractivit
e  Lutilisateur peut devenir un
 agent  les solutions alors apport
ees sont pri	
ses en compte par le systeme qui r
eagit a
larriv
ee d
ev
enements provoqu
es notamment
par s
election de menus dans une interface gra	
phique 
Cependant des am
eliorations doivent encore etre
apport
ees sur ces di
erents points comme par
exemple la mise en relation des hypotheses an
dobtenir un systeme plus complet 
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