Closed-form expressions, parametrized by the Hurst exponent H and the length n of a time series, are derived for paths of fractional Brownian motion (fBm) and fractional Gaussian noise (fGn) in the A−T plane, composed of the fraction of turning points T and the Abbe value A. The exact formula for A fBm is expressed via Riemann zeta and Hurwitz zeta functions. A very accurate approximation, yielding a simple exponential form, is obtained. Finite-size effects, introduced by the deviation of fGn's variance from unity, are discussed. Asymptotic cases are discussed. Expressions for T for fBm, fGn, and differentiated fGn are also given. The same methodology is applied to low-order ARMA(p, q) processes, i.e. with p + q ≤ 2. Regions of availability of the A − T plane are derived and given in analytic form. * Dedicated to my Mother for her 65th birthday. †
I. INTRODUCTION
The characterization and classification of time series [1] [2] [3] [4] is an important task in a variety of fields. Several methods have been developed for tasks such as detecting chaos [5] , measuring complexity via entropies [6] [7] [8] , estimating the Hurst exponent [9] [10] [11] , distinguishing chaotic from stochastic processes based on graph theory [12] , and more. A connection between chaos and long range dependence was also established for low-dimensional chaotic maps [13] .
The A − T plane [14] , spanned by the fraction of turning points T and the Abbe value A, was initially introduced to provide a fast and simple estimate of the Hurst exponent H, as tight relations of both A and T with H were discovered for fractional Brownian motion (fBm), fractional Gaussian noise (fGn), and differentiated fGn (DfGn). While A(H) and T (H) strongly overlap for H ∈ (0, 1) for different processes, in the joint space (A, T ) the fBm and fGn intersect only at the point corresponding to white noise, i.e. (1, 2/3). A few realworld data sets (monthly mean of the sunspot number; stock market indices; chaotic time series from the Lorenz system and the Chirikov map) were shown to lie firmly on the fBm branch. Moreover, the estimates of H based on the empirical relation A(H) and computed using a wavelet method were consistent.
The discriminative power of the A − T plane was demonstrated in a multiscale scheme [15] by employing coarse-grained sequences, i.e. dividing the time series into non-overlapping segments of length τ and calculating the mean in each segment. This produces smoothed sequences, and the evolution of A and T with varying temporal scale τ allowed to separate (i) developed, emerging and frontier stock markets; (ii) healthy and epileptic patients based on their EEG recordings-moreover, for the first time it was possible to distinguish healthy patients with closed and open eyes; (iii) patients with and without cardiac diseases based on the heart rate variabilty. Finally, it is also possible to differentiate between chaotic and stochastic processes based on the different behavior of paths, parametrized by τ , in the A − T plane [16] . The A − T plane is therefore a powerful tool with several possible applications.
The aim of this paper is to derive analytical descriptions of fBm and fGn, as well as autoregressive moving average (ARMA) processes, in the A − T plane. In Sect. II the known facts about turning points are recapitulated. In Sect. III the exact and approximated expressions for A are derived for fBm and fGn. Their A − T plane's representation is depicted in Sect. IV. ARMA processes are discussed In Sect. V. Summary and concluding remarks are gathered in Sect. VI.
II. FRACTION OF TURNING POINTS, T

A. Theory
Consider three values x t , x t+d , x t+2d of a time series {x t }. For d = 1 the points are consecutive. Three points can be arranged in six ways, identified by an order pattern π p ( Fig. 1 ). If the smallest value among the three is given index 1, and the largest-index 3, then e.g. the relation for one of the four possible turning points, x t < x t+2d < x t+d , is described by a pattern π p = 132. Denote the probability of encountering a pattern π p by p πp . Then the following theorem holds [17] :
Theorem 1 For a Gaussian process X t with stationary increments, p 123 = p 321 = α/2, and the other patterns yield probability (1 − α)/4. and for the increments of fGn, i.e. DfGn:
both of which are also shown in Fig. 2 .
III. ABBE VALUE, A
The Abbe value of a time series {x i } n i=1 is defined as the ratio of the mean square successive difference to the variance [14, [21] [22] [23] [24] :
It quantifies the smoothness (raggedness) of a time series by comparing the sum of the squared differences between two successive measurements with the variance of the whole time series. It decreases to zero for time series displaying a high degree of smoothness, while the normalization factor ensures that A tends to unity for a white noise process [25] . It is straightforward to show that for a two-valued time series, {a, b, a, b, . . .}, A = 2, while for {a, b, c, a, b, c, . . .}, A = 3/2.
to be a realization of length n of an fBm, B H n , with Hurst exponent H. Thence, its incre-
form an fGn, G H n−1 , with the same H. One can then express A as where the dependence on H and n is highlighted. Similarly, for an fGn
where Y H n−1 is the corresponding DfGn, i.e. the increments of fGn,
The goal is to calculate the variances of B H n , G H n , and Y H n .
A. Variance of fGn
We start with var G H n since it occurs in both Eq. (9) and (10) . The same methodology used in [26] for calcu-
Developing the sum for a few values of n, and utilizng the variance and covariance from Eq. (4c) and (4d), one can observe a pattern emerging, that leads to a formula:
It yields
i.e. it asymptotically approaches Eq. (4c). However, for finite n, lim H→1 var G H n = 0. The plot of Eq. (12) for n = 2 14 is shown in Fig. 3 . For values H 0.8 the departure from the asymptotic value is significant.
B. Variance and Abbe value of fBm
The variance of the discrete, finite length B H n is given by [26] as
For
, hence, per Eq.(9) and given Eq. (12), A fBm (H = 0, n) = n/(n − 1), i.e. asymptotically approaches unity.
Using the symbolic computer algebra system Mathematica one can calculate the sum in Eq. (14) to be [27]
where ζ(s) is the Riemann zeta, and ζ(s, n) is the Hurwitz zeta [28] . Hence, taking into account Eq. (12), one can give a closed-form formula:
In order to provide a simpler, approximate expression for A fBm (H, n), first observe that since at H = 0 and for n 1 the ratio of the Hurwitz zeta terms and the Riemann zeta terms is big, i.e.
and that for H ∈ (0, 1) this ratio is monotonically increasing ( Fig. 4 ), therefore and hence nζ(−2H) − ζ(−2H − 1) is a negligible contribution, so it does not need to be taken into account.
Let us express ζ(s, n) as a globally convergent Newton series, i.e. utilize the Hasse representation [29] :
valid for s = 1, n > 0. The first term of the outer sum, i.e. for i = 0 and at s = −2H, is
The second term, i.e. for i = 1, is
(21) Similarly for higher i. Therefore, for i = 0 we obtain an approximation
and for i = 1:
but since n 1, (n + 1) ≈ n, so one also obtains
For higher i, although given that i n, one has (n + k) ≈ n, hence yielding the same approximation. Indeed, 
Therefore, with these approximations one can write:
and since (n − 1) ≈ n, one finally obtains
and
which also yields A fBm (H = 0, n) = n/(n−1), asymptotically approaching unity. In case one sets var G H n−1 = 1, the simplest approximation is then obtained as
The functions A fBm (H, n) are shown in Fig. 5 . For an unreasonably small n = 8 one sees discrepancies between the curves for small and moderate H, although they are rather small. The finite-size effects, introduced by var G H n from Eq. (12) , are significant at higher values of H. For a moderate n = 100, the curves are indistinguishable for most of the range of H, with the region of significant influence of var G H n moved systematically to higher H, and for even longer time series (e.g. n = 2 10 ) the consistency of all curves is only strengthened. Therefore, the approximation from Eq. (31) is a decent one for time series with any reasonable length.
Finally, comparing Eq. (31) with A = a exp(bH), the form postulated in [14] , one obtains
so the slope in a semi-log plot depends on the length of a time series n.
C. Variance of DfGn and Abbe value of fGn
To obtain an expression for var Y H n the same methodology from Sect. III A is undertaken, i.e. Eq. (11) with G changed to Y is employed. Again, developing the sum for a few values of n, and utilizng the variance and covariance from Eq. (4e) and Eq. (4f), one can observe the pattern depicted in Table I . Hence one can write 
var Y
The exact expression for the Abbe value, taking into ac-count Eq. (12), is thence In the limit n → ∞, i.e. for n 1, Eq. (33) becomes
i.e. it asymptotically approaches Eq. (4e). The plot of Eq. (33) and (35) is shown in Fig. 6 . For very short time series there is a certain deviation between the expressions, but for higher n the difference is invisible. Therefore, the asymptotic Eq. (35) is adequate in any reasonable case.
The Abbe value is thence
As discussed in Sect. III A, the variance of G H n can in some instances be approximated by unity. Eq. (36) simplifies then to just
independent on the length of time series n. The asymptotic Eq. (37) ranges from 0 to 3/2 when H decreases from 1 to 0. The expression from Eq. (36) reaches its maximum of 3 2 n n+1 at H = 0. The asymptotic minimum, as H → 1, is n−1 n ln 4 ln n = n−1 n log n 4. For n = 2 14 , these values are 1.49991 and 0.14285, respectively, in perfect agreement with Fig. 3 in [14] .
IV. REPRESENTATION OF FBM AND FGN IN THE A − T PLANE
The A−T plane is displayed in Fig. 7 . The black points are from simulations [14] . In case of fBm (upper row), 
the red line employs the exact formula for A fBm from Eq. (16), while the cyan line depicts the approximation from Eq. (31). Eq. (6) describes T .
In case of fGn (lower row), the red line corresponds to Eq. (34) for A fGn , while the cyan line to the approximation from Eq. (37). Eq. (7) describes T . The right column of Fig. 7 employs a logarithmic horizontal axis to fully display the dependence T (A) at small values of A. The approximation from Eq. (36) is as good as the exact Eq. (34). The agreement between numerical simulations and the analytic description is very good; also the approximation for A fGn (H, n) works well in the A − T plane.
V. ARMA PROCESSES
The methodology from the previous Sections is applicable also to ARMA processes. Generalizing Eq. (8), similarly as in Eq. (9) and (10), the Abbe value of a process X is
where dX denotes the increments of X. The fraction of turning points is given by Eq. (1)-(3) . Here it will be convenient to express ρ(d) in terms of the autocorrelation function ρ d = E [X(t)X(t + d)]:
so that Eq. (1) becomes
For ARMA processes, ρ d and var (X) are easily obtainable [2, 3] . The variance of the differentiated process, var (dX), is calculated as var (dX(t)) =E dX 2 (t)
(41)
A. AR (1) Consider a weakly stationary process X t = a 1 X t−1 +ε t , −1 < a 1 < 1, where ε t is a white noise error term. Then
for all d, thus
reaching its minimum of 1/2 when a 1 → 1, and its maximum of 1 when a 1 → −1.
One then obtains var (X) = 1 1 − a 2 1 (44) and var (dX)
thus
reaching its minimum of 0 when a 1 → 1, and maximum of 2 when a 1 → −1. One can then write T explicitly as a function of A:
which is displayed in Fig. 8 .
B. AR(2)
Consider a weakly stationary process
Then ρ d is given by a recurrent relation (the Yule-Walker equations): reaching its minimum of 0 when a 1 → 2, a 2 → −1, and its maximum of 1 along the line a 2 = a 1 + 1. One then obtains var (X) = 1 − a 2 (a 2 + 1)(a 2 − a 1 − 1)(a 2 + a 1 − 1) (50) and var (dX) = 2
reaching its minimum of 0 when a 1 → 1, a 2 → 0, and maximum of 2 when a 1 → −1, a 2 → 0. One can not write T explicitly as a function of A, as (A, T ) is a 2dimensional region, depicted in Fig. 8 . However, it is possible to give a simple formula for the boundaries of this region. Note that for a given a 1 , T is minimal when a 2 → −1. Hence by setting a 2 = −1, one can then solve Eq. (52) for a 1 , i.e. write a 1 = 2(1 − A), and insert this into Eq. (49) to obtain the lower boundary as
The upper boundary, T = 1, is attained when a 2 → 1, and from the left the region is a vertical line A = 0, obtained be sweeping a 2 from −1 to 1.
Notice that AR(1) is a special case of AR(2) with a 2 = 0. One can then observe, by repeating the above reasoning for an arbitrary a 2 , that the region of availability, S AR (2) , is formed as a continuum of curves parametrized by a 2 :
C. MA (1) Consider X t = b 1 ε t−1 + ε t , weakly stationary for all values b 1 ∈ R. The autocorrelation function is
reaching its minimum of 1/2 at b 1 = 1, and its maximum of 2 π arcsec √ 6 ≈ 0.73 at b 1 = −1. 
reaching its minimum of 1/2 at b 1 = 1, and maximum of 3/2 at b 1 = −1. One can then write T explicitly as a function of A:
weakly stationary for all values b 1 , b 2 ∈ R, for which
reaching its minimum of 2/5 at b 1 = 1 2 1 + 
reaching its minimum of 1 − 1/ √ 2 at b 1 = √ 2, b 2 = 1, and maximum of 1 + 1/ √ 2 at b 1 = − √ 2, b 2 = 1. One can not write T explicitly as a function of A, as (A, T ) is a 2-dimensional region, depicted in Fig. 8 . MA (2) MA (1) AR (1) FIG. 8. Regions of the A − T plane available for ARMA processes: AR(1) (red line), MA(1) (blue line), MA(2) (darker gray region), AR(2) (light blue in the background), and ARMA(1,1) (lighter gray region). The black dotted line in the range A ∈ (0, 1) is for ARMA(1,1) with b1 = −1, and the black dashed line in A ∈ (1, 2) is for ARMA(1,1) with b1 = 1. These two lines mark the lower boundary of the region of availability for the ARMA(1,1) process. The yellow dot at (1, 2/3) denotes white noise.
• likewise, when b 1 = 1, one obtains a 1 = 1 − 2A, which leads to A ∈ (0, 1), giving:
In particular, b 1 = 0 reduces an ARMA(1,1) process to an AR(1) one, reproducing respective formulae from Sect. V A.
Similarly as was done in Sect. V B for AR(2) processes, the region of availabity for ARMA(1,1) can be described as a continuum of curves, S ARMA(1,1) = T (A) b 1 , parametrized by b 1 : one needs to solve Eq. (70) for a 1 and insert the solution into Eq. (67). The resulting formula, easy to derive but of a quite complicated form, is not displayed herein.
VI. SUMMARY AND OPEN QUESTIONS
Exact analytical descriptions for the locations of fBm and fGn in the A − T plane were derived [Eq. (16) and (34), respectively]. Working approximations were also provided [Eq. (31) and (37)], and were demonstrated to be adequate for time series with any reasonable length n, and for H 1. This allows to classify time series of any length, respective to fBm and fGn, without relying on time-consuming numerical simulations. The same methodology was applied to low-order ARMA(p, q) processes, i.e. with p + q ≤ 2. Analytic descriptions of the available regions of the A − T were derived.
Naturally, a question about A − T representations of other stochastic processes arises. Examples include:
• Representation of colored noise, i.e. power spectral densities (PSDs) of the form 1/f β . fBm can be associated with β ∈ (1, 3) , and fGn is characterized by β ∈ (−1, 1). However, power laws are ubiquituous in nature, hence their locations in the A − T plane, for any β, is an interesting and challenging problem.
• In some fields, e.g. in astronomy, the observed signals yield PSDs of the form 1/f β + C, where C is the so called Poisson noise level, coming from the statistical noise due to uncertainties in the measurements. Above a certain frequency, the PSD transitions from a power law to white noise. A representation of such processes in the A − T plane is crucial in classifying light curves of several sources, e.g. active galactic nuclei.
