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We demonstrate that the Re´nyi-2 entropy provides a natural measure of information for any multimode Gaus-
sian state of quantum harmonic systems, operationally linked to the phase-space Shannon sampling entropy of
the Wigner distribution of the state. We prove that, in the Gaussian scenario, such an entropy satisfies the strong
subadditivity inequality, a key requirement for quantum information theory. This allows us to define and analyze
measures of Gaussian entanglement and more general quantum correlations based on such an entropy, which
are shown to satisfy relevant properties such as monogamy.
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In quantum information theory, the degree of information
contained in a quantum state ρ is conventionally quantified
via the von Neumann entropy of the state S(ρ) = −tr(ρ ln ρ),
that is the direct counterpart to the Shannon entropy in classi-
cal information theory [1]. The most fundamental mathemati-
cal implications and physical insights in quantum information
theory, ranging from the Holevo bound [2] all the way to the
whole genealogy of quantum communication protocols [3, 4],
rely on a key property satisfied by the von Neumann entropy,
the strong subadditivity inequality [5, 6]
S(ρAB) + S(ρBC) ≥ S(ρABC) + S(ρB) , (1)
for an arbitrary tripartite state ρABC . The strong subadditivity
inequality implies in particular that the mutual information
I(ρA:B) = S(ρA) + S(ρB) − S(ρAB) , (2)
which measures the total correlations between the subsystems
A and B in the bipartite state ρAB, is always nonnegative. How-
ever, in classical as well as quantum information theory, sev-
eral other entropic quantities have been introduced and stud-
ied. In particular, Re´nyi-α entropies [7] are an interesting
family of additive entropies, whose interpretation is related
to derivatives of the free energy with respect to temperature
[8], and which have found applications especially in the study
of channel capacities [9], work value of information [10], and
entanglement spectra in many-body systems [11]. They are
defined as
Sα(ρ) = (1 − α)−1 ln tr(ρα) , (3)
and reduce to the von Neumann entropy in the limit α → 1.
Re´nyi entropies are powerful quantities for studying quantum
correlations in multipartite states. For a bipartite pure state
ρAB, any of the entropies in Eq. (3) evaluated on the reduced
density matrix of one subsystem only, say ρA, is an entan-
glement monotone [12], dubbed Re´nyi-α entanglement [13].
Any such measure can be extended to mixed states via con-
ventional convex roof techniques [14]. Using the α = 2 in-
stance, S2(ρ) = − ln tr(ρ2), the ensuing Re´nyi-2 measure of
entanglement has been defined and proven to satisfy the im-
portant ‘monogamy’ inequality [15, 16] for multiqubit states
[13, 17]. Nonetheless, Re´nyi-α entropies for α , 1 are not in
general subadditive [1]; this entails, e.g., that if one replaces
S by Sα,1 in (2), the corresponding quantity can become neg-
ative, i.e., meaningless as a correlation measure; see [18] for
explicit two-qubit instances of this fact when α = 2.
In this Letter, we focus our attention on multimode quan-
tum harmonic oscillators, and analyze the informational prop-
erties of general Gaussian states as measured by the Re´nyi-
2 entropy. Gaussian states constitute versatile resources for
quantum communication protocols with continuous variables
[19, 20] and are important testbeds for investigating the struc-
ture of quantum correlations [21], whose role is crucial in
fields as diverse as quantum field theory, solid state physics,
quantum stochastic processes, and open system dynamics.
Gaussian states naturally occur as ground or thermal equi-
librium states of any physical quantum system in the ‘small-
oscillations’ limit [22, 23], and can be very efficiently engi-
neered, controlled and detected in various experimental se-
tups, including light, atomic ensembles, trapped ions, nano-
/opto-mechanical resonators, and hybrid interfaces thereof
[20]. Given the special role played by Gaussian states and
operations, which are formally ‘extremal’ with respect to sev-
eral quantum primitives [23], a Gaussian-only theory of quan-
tum information is actively pursued [24, 25]. In particular, a
key conjecture which —despite its disproof for general chan-
nels [26]— still stands within the Gaussian scenario, is the so-
called minimum output entropy conjecture for bosonic chan-
nels [24, 25, 27, 28]. Interestingly, the conjecture is verified
(for all phase-insensitive channels) if using Re´nyi-α entropies
with α ≥ 2 [29], but to date is resisting an analytical proof for
α → 1 [30]. This somehow raises the question whether the
von Neumann entropy is indeed the most natural one within
the Gaussian scenario [31].
Here we show that the Re´nyi-2 entropy should be regarded
as a specially meaningful choice to develop a Gaussian theory
of quantum information and correlations. We prove that the
Re´nyi-2 entropy S2 satisfies the strong subadditivity inequal-
ity (1) for all Gaussian states, is operationally linked to the
Shannon entropy of Gaussian Wigner distributions (providing
a natural measure of state distinguishability in phase space),
and can be employed to define valid measures of Gaussian en-
tanglement [32, 33] and general discord-like quantum corre-
lations [34–38], whose monogamy properties [15, 16, 39–42]
we investigate in detail. In particular, we obtain a truly bona
2fide measure of genuine tripartite entanglement for three-
mode Gaussian states, based on S2. Our study allows us to
explore within a unified framework the various facets of non-
classicality in the Gaussian realm.
Re´nyi-2 entropy for Gaussian states.— We consider a n-
mode continuous variable system; we collect the quadrature
operators in the vector ˆR = (qˆ1, pˆ1, qˆ2, pˆ2, . . . , qˆn, pˆn)T ∈ R2n
and write the canonical commutation relations compactly as
[ ˆR j, ˆRk] = i
(
ω⊕n
)
j,k with ω =
( 0 1
−1 0
)
being the symplectic ma-
trix. A Gaussian state ρ is described by a positive, Gaussian-
shaped Wigner distribution in phase space,
Wρ(ξ) = 1
πn
√
detγ
exp ( − ξTγ−1ξ) , (4)
where ξ ∈ R2n, and γ is the covariance matrix (CM) of ele-
ments γ j,k = tr[ρ{ ˆR j, ˆRk}+], which (up to local displacements)
completely characterizes the Gaussian state ρ.
Let us now evaluate different entropic quantities on the
Gaussian state ρ. All the measures defined below are invari-
ant under local unitaries, so we will assume our states to have
zero first moments, 〈 ˆR〉 = 0, without loss of generality. The
purity is easily computed as tr ρ2 = (2π)n
∫
R2n
W2ρ (ξ) d2nξ =
(detγ)− 12 . Hence the Re´nyi-2 entropy of an arbitrary n-mode
Gaussian state is
S2(ρ) = 12 ln(detγ) , (5)
ranging from 0 on pure states (detγ = 1) and growing un-
boundedly with increasing mixedness (i.e., temperature) of
the state. The von Neumann entropy is instead a more com-
plicated function that depends on the local temperatures of
all the n normal modes of ρ, that is, on the full symplec-
tic spectrum of γ [21, 31, 43, 44]. On the other hand, since
the Wigner function is a valid probability distribution provid-
ing a fully equivalent description of ρ, we can alternatively
compute the Shannon entropy of Wρ to obtain an alternative
quantifier of the informational content of any Gaussian state.
Such an entropy has a clear interpretation in terms of phase-
space sampling via homodyne detections [45]. The contin-
uous (Boltzmann–Gibbs–)Shannon entropy for a probability
distribution P(x) is defined as H(P) = −
∫
P(x) ln P(x) dx
[46]. It can be shown that [47] (see the Appendix [48] for
a derivation)
H(Wρ) = −
∫
R2n
Wρ(ξ) ln[Wρ(ξ)] d2nξ
= S2(ρ) + n(1 + ln π) . (6)
Interestingly, we see that this sampling entropy coincides
(modulo the additional constant) with the Re´nyi-2 entropy
rather than the von Neumann one for Gaussian states. We can
now take an extra step and introduce a ‘relative sampling en-
tropy’, to quantify the phase-space distinguishability of two
n-mode Gaussian quantum states ρ1 and ρ2 (with CMs γ1
and γ2, respectively), defined as the relative Shannon entropy
(also known as Kullback-Leibler divergence [1, 6]) between
their respective Wigner distributions Wρ1 and Wρ2 , yielding
[48]
H
(
Wρ1‖Wρ2
)

∫
R2n
Wρ1 (ξ) ln
(Wρ1 (ξ)
Wρ2 (ξ)
)
d2nξ (7)
=
1
2
[
ln
(
detγ2
detγ1
)
+ tr
(
γ1γ
−1
2
)]
− n .
Let us evaluate Eq. (7) when ρ1 ≡ ρAB is a generic Gaussian
state of a composite system, partitioned into two subsystems
A and B (of nA and nB modes respectively, with nA + nB = n),
and ρ2 ≡ ρA ⊗ ρB is the tensor product of the two marginals of
ρAB. Writing the CMs in block form,
γ1 ≡ γAB =
(
γA ςAB
ςTAB γB
)
, γ2 ≡ γA ⊕ γB , (8)
we have tr
(
γ1γ
−1
2
)
= 2(nA + nB) = 2n, which entails
H
(
WρAB‖WρA⊗ρB
)
= H(WρA) + H(WρB) − H(WρAB)
=
1
2
ln
(
detγA detγB
detγAB
)
= S2(ρA) + S2(ρB) − S2(ρAB)
 I2(ρA:B) . (9)
The above equation defines the ‘Gaussian Re´nyi-2 (GR2)
mutual information’ I2 for an arbitrary bipartite Gaussian
state ρAB. It follows that I2(ρA:B) ≥ 0, as it coincides ex-
actly with the Shannon continuous mutual information of the
Wigner function of ρAB, which is positive semidefinite. The
expression in Eq. (9), which is analogous to the more fa-
miliar von Neumann one [Eq. (2)], has thus a precise oper-
ational interpretation as the amount of extra discrete informa-
tion (measured in natural bits) that needs to be transmitted
over a continuous variable channel to reconstruct the com-
plete joint Wigner function of ρAB rather than just the two
marginal Wigner functions of the subsystems [45, 46]; in
short, I2(ρA:B) measures the total quadrature correlations of
ρAB.
We can then enquire whether a more general property such
as the strong subadditivity inequality (1) —which would in-
dependently imply the nonnegativity of I2— holds in general
for S2 in the Gaussian scenario. Let ρABC be a tripartite Gaus-
sian state whose subsystems encompass arbitrary number of
modes. Writing its CM in block form as in Eq. (8), and using
the definition (5), we have the following
Theorem 1 The Re´nyi-2 entropy S2 satisfies the strong sub-
additivity inequality for all Gaussian states ρABC ,
S2(ρAB) + S2(ρBC) − S2(ρABC) − S2(ρB)
=
1
2
ln
(
detγAB detγBC
detγABC detγB
)
≥ 0 . (10)
Proof. The result follows by applying a particular norm
compression inequality to the CM γABC. Given a positive
Hermitian matrix A ∈ Mm, and given any two index sets
α, β ⊆ N = {1, . . . ,m}, the Hadamard-Fisher inequality [49]
3states that det Aα∪β det Aα∩β ≤ det Aα det Aβ. Recalling that
any CM γABC is a positive real symmetric matrix [50], the
claim follows upon identifying α with the indices of modes
AB and β with the indices of modes BC. 
Beyond its apparent simplicity, Theorem 1 has profound
consequences. It yields that the core of quantum information
theory can be consistently reformulated, within the Gaussian
scenario [24, 25], using the simpler and physically natural
Re´nyi-2 entropy in alternative to the von Neumann one. In the
rest of this Letter we will focus on defining GR2 quantifiers
of entanglement and other correlations for Gaussian states.
Gaussian Re´nyi-2 measures of correlations.— The GR2 en-
tanglement E2 can be defined as follows. Given a n-mode bi-
partite Gaussian state ρAB with CM γAB,
E2(ρA:B)  inf
σAB :{ ±iω⊕n≤σAB≤γAB ,
detσAB=1
}
1
2
ln (detσA) . (11)
For a pure Gaussian state ρAB = |ψAB〉〈ψAB|, the minimum
is saturated by σAB = γAB, so that E2(ψA:B) = S2(ρA) =
1
2 ln(detγA), where γA is the reduced CM of subsystem A.
For a generally mixed state, Eq. (11) —where the minimiza-
tion is over pure n-mode Gaussian states with CMσAB smaller
than γAB— amounts to taking the Gaussian convex roof of the
pure-state Re´nyi-2 entropy of entanglement, according to the
formalism of [21, 32]. Closed formulae for E2 can be obtained
for special classes of two-mode Gaussian states [33, 51, 52]
exploiting the same procedure adopted for the Gaussian en-
tanglement of formation [32, 48]. Like the latter measure (and
all Gaussian convex-roof entanglement measures), it follows
from the results of [32] that the GR2 entanglement is in gen-
eral monotonically nonincreasing under Gaussian local oper-
ations and classical communication, and is additive for two-
mode symmetric Gaussian states.
We can also introduce a ‘GR2 measure of one-way classi-
cal correlations’ in the spirit of Henderson and Vedral [35].
We define J2(ρA|B) as the maximum decrease in the Re´nyi-2
entropy of subsystem A, given a Gaussian measurement has
been performed on subsystem B, where the maximization is
over all Gaussian measurements—i.e. those that map Gaus-
sian states into Gaussian states [37, 38]. Any such measure-
ment on, say, the nB-mode subsystem B = (B1 . . . BnB), is de-
scribed by a positive operator valued measure (POVM) [53]
of the form ΠB(η) = π−nB[∏nBj=1 ˆWB j(η j)]ΛΠB[∏nBj=1 ˆW†B j(η j)]
where ˆWB(η j) = exp(η j ˆb†j − η∗j ˆb j) is the Weyl operator, ˆb j =
(qˆB j+ ipˆB j)/
√
2, π−nB
∫
ΠB(η)d2nBη = 1 , andΛΠB is the density
matrix of a (generally mixed) nB-mode Gaussian state with
CM ΓΠB which denotes the seed of the measurement. The con-
ditional state ρA|η of subsystem A after the measurementΠB(η)
has been performed on B has a CM γ˜ΠA independent of the out-
come η and given by the Schur complement [54]
γ˜ΠA = γA − ςAB(γB + ΓΠB )−1ςTAB , (12)
where the original bipartite CM γAB of the n-mode state ρAB
has been written in block form as in (8). We have then
J2(ρA|B)  sup
Γ
Π
B
1
2
ln
 detγAdet γ˜ΠA
 . (13)
The one-way classical correlations J2(ρB|A), with measure-
ments on A, can be defined accordingly by swapping A ↔ B.
We can now define a Gaussian measure of quantumness of
correlations based on Re´nyi-2 entropy. Following the seminal
study by Ollivier and Zurek [34], and the recent analysis of
Gaussian quantum discord using von Neumann entropy [37,
38], we define the ‘GR2 discord’ as the difference between
mutual information (9) and classical correlations (13),
D2(ρA|B)  I2(ρA:B) − J2(ρA|B)
= inf
Γ
Π
B
1
2
ln
detγB det γ˜
Π
A
detγAB
 . (14)
For the case of A and B being single modes, that is, ρAB being
a general two-mode Gaussian state, closed formulae can be
obtained for Eqs. (13,14) thanks to the results of [37]. We re-
port them in the Appendix [48] for completeness. We remark
that Theorem 1 is crucial to guarantee the nonnegativity and
the faithfulness of the GR2 discord [55–57]. Notice also that
1
2I2(ρA:B) = J2(ρA|B) = D2(ρA|B) = S2(ρA) for pure bipartite
Gaussian states ρAB.
A trade-off relation between the entanglement E2 and the
classical correlations J2 can be written for arbitrary tripartite
pure Gaussian states ρABC [37], following Koashi and Win-
ter [59]. One can essentially exploit the fact that all possible
Gaussian POVMs on B induce all possible Gaussian pure-
state decompositions of the subsystem AC (see also [16]),
which implies
S2(ρA) = J2(ρA|B) + E2(ρA:C) . (15)
This relation can be manipulated to express the “conservation”
of different types of correlations in a generic pure tripartite
Gaussian state ρABC, along the lines of [60].
We now look at monogamy properties of the GR2 mea-
sures. For an entanglement monotone E and a n-partite
state ρA1A2...An , the monogamy relation (choosing party A1
as the focus), which constrains the distribution of bipartite
entanglement among different splits, can be written as [15]
E(ρA1:A2...An ) −
∑n
j=2 E(ρA1:A j ) ≥ 0 . The Re´nyi-2 entanglement
measure [13, 17], as well as the tangle (squared concurrence)
[15, 16], satisfy this inequality for general n-qubit states. A
Gaussian version of the tangle (based on squared negativ-
ity) has been defined that obeys the inequality for all n-mode
Gaussian states [40]. We now show that E2 does too.
Theorem 2 The GR2 entanglement defined in Eq. (11) is
monogamous for all n-mode Gaussian states ρA1A2...An ,
E2(ρA1:A2...An ) −
∑n
j=2 E2(ρA1:A j ) ≥ 0 , (16)
where each A j comprises one mode only.
Proof. The structure of the proof follows closely the one for
the tangle of n-qubit systems [16]. It suffices to prove the
inequality for tripartite Gaussian states ρA1A2A′3 where A
′
3 com-
prises n − 2 modes (with n arbitrary), as iterative applications
to E2(ρA1:A′3 ) would then imply Eq. (16). It is further enough
to prove the inequality on pure states, as it would then ex-
tend to mixed ones by convexity [15, 16, 39, 40]. Exploiting
4the phase-space Schmidt decomposition [21, 43, 61], when
ρA1A2A′3 is pure, the state of subsystem A
′
3 is locally equiva-
lent to a 2-mode state, tensored by n − 4 irrelevant vacuum
modes. The problem reduces to proving that E2(ρA:BC) ≥
E2(ρA:B) + E2(ρA:C) for an arbitrary pure Gaussian state ρABC ,
where A and B are single modes, while C groups two modes.
Noting that E2(ρA:BC) = S2(ρA), and exploiting Eq. (15), we
see that Eq. (16) is verified if one establishes that
J2(ρA|B) ≥ E2(ρA:B) (17)
holds for all (mixed) two-mode Gaussian states ρAB. The in-
equality (17) is proven in the Appendix [48], which concludes
the proof of the Theorem. 
Let us analyze in detail the case of ρA1A2A3 being a pure
3-mode Gaussian state, whose CM is characterized up to lo-
cal unitaries by three parameters (local symplectic invariants)
a j ≥ 1, with S2(ρA j ) = ln a j ( j = 1, 2, 3) [48, 52]. We define
the residual entanglement emerging from the monogamy in-
equality as E2(ρA1:A2:A3 ) = E2(ρA1:A2A3 )−E2(ρA1:A2 )−E2(ρA1:A3 ).
This quantity, which can be calculated exactly [39, 52], de-
pends in general on the focus mode (say A1) chosen for the
decomposition of the bipartite entanglements. Remarkably,
we find that for all pure three-mode Gaussian states which are
fully inseparable and display entanglement in all global and
reduced bipartitions (E2(ρAi:A j ) > 0, E2(ρAi:A jAk ) > 0, ∀i ,
j , k), the residual GR2 entanglement E2(ρA1:A2:A3 ) is invari-
ant under mode permutations, thus representing (to the best
of our knowledge) the first and only known intrinsically bona
fide measure of genuine tripartite Gaussian entanglement [62].
We report its explicit formula here, while a derivation is pro-
vided in [48],
E2(ρA1:A2:A3 ) = ln (8a1a2a3) (18)
− ln [ − 1 − √δ +∑3i=1(2a2i − a4i ) +∑3i, j=1(a2i a2j)] ,
with δ =
∏1
µ,ν=0
((a1 + (−1)µa2 + (−1)νa3)2 − 1). The formula
(18) holds when |ai − a j| + 1 < ak < (a2i + a2j − 1)
1
2
.
We finally remark that, importantly, the GR2 discord
Eq. (14) also turns out to be a monogamous measure of
quantum correlations for arbitrary pure three-mode Gaussian
states ρA1A2A3 (unlike the von Neumann entropy-based discord
[37, 38, 41]). By using Eq. (15), one finds (see also [59, 60])
D2(ρA1:A2:A3 )  D2(ρA2|A2A3 ) − D2(ρA1|A2 ) − D2(ρA1 |A3) =
E2(ρA1:A2:A3 ). In other words, the residual tripartite discord
equates the residual tripartite entanglement for pure ρA1A2A3 .
This extends to the multipartite case the equivalence between
entanglement and general quantum correlations valid for pure
bipartite states [34, 64, 65], and places D2 as the only known
measure of quantumness beyond entanglement in continuous
variable systems that fulfills monogamy [66].
Conclusions.— In this Letter we planted the seeds for a full
Gaussian quantum information theory [25] using the Re´nyi-2
entropy S2. This is possible thanks to the fact, proven in The-
orem 1, that such an entropy satisfies the strong subadditivity
inequality for arbitrary Gaussian states of quantum harmonic
systems. We employed S2 to define valid measures of entan-
glement, total, classical, and quantum correlations, highlight-
ing their properties. The Re´nyi-2 mutual information is inti-
mately related to Wigner distribution sampling by homodyne
detections in phase space. The residual Re´nyi-2 entanglement
measure allows for a quantification of genuine tripartite entan-
glement in three-mode fully inseparable pure Gaussian states,
which is invariant under mode permutations. We argue that
the measures defined in this Letter should be adopted as priv-
ileged tools to address the quantification of relevant correla-
tions in Gaussian states. A very recent application to relativis-
tic quantum information has been reported [68].
By conception, this work has been biased towards Gaus-
sian states and operations. However, the approach pursued
here can be extended to arbitrary, even non-Gaussian n-mode
states ρ of continuous variable systems, provided one chooses
the Wehrl entropy [6] to quantify the informational content
of ρ. Such an entropy is operationally associated to phase-
space sampling via heterodyne detections [45] as it corre-
sponds to the continuous Boltzmann–Gibbs–Shannon entropy
of the Husimi Q distribution of ρ, Q(α) = π−n〈α|ρ|α〉, which is
a valid (nonnegative) probability distribution for all quantum
states [1]. One can then adopt a distance measure between
any two ρ1 and ρ2 in terms of the relative Shannon entropy
between their respective Q distributions, define ensuing cor-
relation measures, and so on. Such a formalism could also ac-
commodate a measure of non-Gaussianity of quantum states
[69], and one might then naturally compare Gaussian with
non-Gaussian operations for the realization of specific tasks
[27] such as extracting classical correlations [70, 71], maxi-
mizing information-disturbance trade-off [72] and performing
optimal cloning of coherent states [73]. This will be the sub-
ject of further study.
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Appendix A: Derivation of formulae (6) and (7)
For the sake of completeness, here we provide the reader with an explicit derivation of Eqs. (6) and (7), on which the opera-
tional interpretation of the Re´nyi-2 entropy is ultimately based.
Direct substitution of Eq. (4) into (6) yields
H(Wρ) =
∫
R
2n
1
πn
√
detγ
exp
( − ξTγ−1ξ)
[
ξTγ−1ξ + n ln π + 1
2
ln (detγ)
]
d2nξ . (A1)
The first term in the square bracket is conveniently handled by performing the integration in phase space coordinates ξ that
diagonalize the symmetric, positive definite matrix γ (whose eigenvalues will be denoted by γ j), and by noting that, for any
γ > 0, one has
1√
πγ
∫ +∞
−∞
exp(−γ−1x2)x2dx = γ
2
. (A2)
Hence, by applying (A2) as well as the normalization of the Wigner function to (A1), one obtains Eq. (6):
H(Wρ) =
2n∑
j=1
γ j
2γ j
+ n ln π + S 2(ρ) = n + n ln π + S 2(ρ) . (A3)
Next, the substitution of (4) into (7) leads to:
H(Wρ1‖Wρ2 ) = −H(Wρ1) +
∫
R
2n
1
πn
√
detγ1
exp
( − ξTγ−11 ξ)
[
ξTγ−12 ξ + n lnπ +
1
2
ln
(detγ2)
]
d2nξ . (A4)
Once again, it is expedient to carry out the integration in phase space coordinates where γ2 is diagonal (with eigenvalues γ2, j,
while the entries of γ1 will be denoted by γ1, jk). Then, Eq. (A2) and the normalization of Wρ1 lead to (7)
H(Wρ1‖Wρ2 ) =
1
2
ln
(
detγ2
detγ1
)
− n +
2n∑
j=1
γ1, j j
2γ2, j
=
1
2
ln
(
detγ2
detγ1
)
− n + 1
2
tr(γ1γ−12 ) , (A5)
where the last step follows from the invariance of the quantity tr(γ1γ−12 ) under changes of basis.
Appendix B: Explicit formulae for two-mode Gaussian correlations
Standard form.— The CM γAB of any two-mode Gaussian state ρAB can be transformed, by means of local unitary operations,
into a standard form of the type [21]
γAB =
 γA ςAB
ςTAB γB
 =

a 0 c+ 0
0 a 0 c−
c+ 0 b 0
0 c− 0 b

, (B1)
where a, b ≥ 1,
[(
a2 − 1
) (
b2 − 1
)
− 2c−c+ − abc2+ + c2−
(
−ab + c2+
)]
≥ 0, and we can set c+ ≥ |c−| without losing any generality.
These conditions ensure that the uncertainty relation γAB ≥ iω⊕2 is verified, which is a bona fide requirement for the CM γAB to
be associated with a physical Gaussian state in a two-mode infinite-dimensional Hilbert space [21]. Recall that for pure Gaussian
states, b = a, c+ = −c− =
√
a2 − 1.
2All the formulae presented in the following will be written explicitly for standard form CMs for simplicity. However, they
can be recast in a locally invariant form by expressing them in terms of the four local symplectic invariants of a generic two-
mode Gaussian state [44], I1 = detγA, I2 = detγB, I3 = det ςAB, I4 = detγAB. This is accomplished by inverting the relations
I1 = a2, I2 = b2, I3 = c+c−, I4 = (ab − c+)(ab − c−) so that the {I j}4j=1 appear explicitly in the formulae below [21]. The obtained
expressions would then be valid for two-mode CMs in any symplectic basis, beyond the standard form.
GR2 entanglement.— For generally mixed two-mode Gaussian states ρAB, the Re´nyi-2 entanglement measure E2(ρA:B), defined
by Eq. (11) in the main text, admits the following expression if the CM γAB is in standard form [32, 33],
E2(ρA:B) = 12 ln
(
inf
θ∈[0,2π]
mθ(a, b, c+, c−)
)
, (B2)
with
mθ(a, b, c+, c−) = 1 +
[
c+(ab − c2−) − c− + cos θ
√[
a − b(ab − c2−)
] [
b − a(ab − c2−)
]]2
×

2
(
ab − c2−
) (
a2 + b2 + 2c+c−
)
+ sin θ
(
a2 − b2
)
√√√
1 −
[
c+(ab − c2−) + c−
]2
[
a − b(ab − c2−)
] [
b − a(ab − c2−)
]
−
cos θ
[
2abc3− +
(
a2 + b2
)
c+c
2
− +
((
1 − 2b2
)
a2 + b2
)
c− − ab
(
a2 + b2 − 2
)
c+
]
√[
a − b(ab − c2−)
] [
b − a(ab − c2−)
]

−1
. (B3)
The optimal θ minimizing Eq. (B3) can be found numerically for general two-mode Gaussian states [32], and analytically for
relevant subclasses of states (including symmetric states [51], squeezed thermal states, and so-called GLEMS—Gaussian states
of partial minimum uncertainty [33]).
GR2 classical correlations and discord.— For generally mixed two-mode Gaussian states ρAB, the Re´nyi-2 measures of one-
way classical correlations J2(ρA|B) and quantum discord D2(ρA|B), defined by Eqs. (13) and (14) in the main text, respectively,
admit the following expression if the CM γAB is in standard form [37]
J2(ρA|B) = ln a − 12 ln
(
inf
λ,ϕ
det γ˜Πλ,ϕA
)
, (B4)
D2(ρA|B) = ln b − 12 ln
( detγAB) + 12 ln
(
inf
λ,ϕ
det γ˜Πλ,ϕA
)
, (B5)
with λ ∈ (0,∞), ϕ ∈ [0, 2π], and
det γ˜Πλ,ϕA =
2a2(b + λ)(1 + bλ) − a
(
c2+ + c
2
−
) (
2bλ + λ2 + 1
)
+ 2c2+c2−λ + a
(
c2+ − c2−
) (
λ2 − 1
)
cos(2ϕ)
2(b + λ)(1 + bλ) . (B6)
The optimal values of λ and ϕ minimizing Eq. (B6) can be found analytically1 for all two-mode Gaussian states [37]. In
particular, for standard form CMs, one gets
inf
λ,ϕ
det γ˜Πλ,ϕA =

a
(
a − c2+b
)
, if
(
ab2c2− − c2+
(
a + bc2−
)) (
ab2c2+ − c2−
(
a + bc2+
))
< 0 ;
2|c−c+ |
√(a(b2−1)−bc2−)(a(b2−1)−bc2+)+(a(b2−1)−bc2−)(a(b2−1)−bc2+)+c2−c2+
(b2−1)2 , otherwise.
(B7)
Inserting Eq. (B7) into Eqs. (B4,B5) one gets closed formulae for the one-way GR2 classical correlations and for the GR2
discord of general two-mode Gaussian states.
1 In general, given that S2(ΛΠB ) is concave on the convex hull of the set of
Gaussian states —having inherited the property from the Shannon entropy
of the corresponding Wigner distributions, via Eq. (6)— and given that
every Gaussian state admits a convex decomposition into pure Gaussian
states (see [28, 37, 70] for more details), it follows that the optimizations in
Eqs. (13,14) for an arbitrary number of modes are always achieved by pure
Gaussian seed elements, i.e., det(ΓΠB ) = 1. This simplifies considerably the
evaluation of GR2 one-way classical correlations and discord.
3Appendix C: Proof that GR2 classical correlations exceed GR2 entanglement
Here we prove that the inequality
J2(ρA|B) ≥ E2(ρA:B) , (C1)
holds for all two-mode Gaussian states ρAB. This is a central step in the proof of the general monogamy inequality for the GR2
entanglement measure, reported in Theorem 2 in the main text (see also [16]). Without loss of generality, we can assume the
CM γAB in standard form.
We observe from Eqs. (B2,B4) that setting any value of θ in (B3) provides an upper bound to E2, while setting any value of
λ, ϕ in (B6) provides a lower bound to J2,
E2(ρA:B) ≤ 12 ln
(
mθ(a, b, c+, c−)) ,
J2(ρA|B) ≥ ln a − 12 ln
(
det γ˜Πλ,ϕA
)
,
We will then set θ = π (similarly to what done in [40]), and λ = 1, ϕ = 0 (corresponding to heterodyne detections on B [38]),
and proceed to prove that ln a− 12 ln
(
det γ˜Π1,0A
)
≥ 12 ln
(
mπ(a, b, c+, c−)), which implies (C1). We then want to prove the inequality
1 + F2/G ≤ J, where
F = c+(ab − c2−) − c− +
√[
a − b(ab − c2−)
] [
b − a(ab − c2−)
]
,
G = 2
(
ab − c2−
) (
a2 + b2 + 2c+c+
)
−
2abc3− +
(
a2 + b2
)
c+c
2
− +
((
1 − 2b2
)
a2 + b2
)
c− − ab
(
a2 + b2 − 2
)
c+√[
a − b(ab − c2−)
] [
b − a(ab − c2−)
] ,
J =
a2(1 + b)2
(a + ab − c2+)(a + ab − c2−)
.
This is equivalent to show that, defining K = K(a, b, c+, c−)  J − F2/G − 1, we have min(a,b,c+,c−) K = 0.
Let us search for the absolute minimum of K. This function has no singularities apart from the trivial case of two-mode
vacuum states (a = b = 1, c± = 0) for which we know that lim(a,b,c+,c−)→(1,1,0,0) K = 0. Thus, we can focus on the stationary points
of K and on the values at the boundaries of its domain. We adopt the Karush-Kuhn-Tucker method [74, 75]. Given constraints
fi = fi(a, b, c+, c−) ≤ 0 and associated multipliers Λi ≥ 0, the coordinates (a∗, b∗, c∗+, c∗−,Λ∗i ) associated to a minimum of K
satisfy the following conditions:
(a)
(
∇, ∂
∂Λi
)
L(a, b, c+, c−,Λi)|(a∗,b∗,c∗+,c∗−,Λ∗i ) =
(
∇, ∂
∂Λi
)
(K +∑i Λi fi)|(a∗,b∗ ,c∗+,c∗−,Λ∗i ) = 0
(b) Λi fi(a∗, b∗, c∗+, c∗−) = 0, Λi ≥ 0 ∀i
(c) there exists a vector ~x = {xi} such that (∇K −∑i xi∇ fi)|(a∗,b∗,c∗+,c∗−) = 0.
Conditions (a) and (b) are necessary, while condition (c) is sufficient. In this case, we have
f1 = a2 + b2 + 2c+c− − 1 − (ab − c2+)(ab − c2−) ,
f2 = −a2 − b2 + 2c+c− + 1 + (ab − c2+)(ab − c2−) ,
f3 = −c+ − c− .
A bit of algebra reveals that condition (a) is verified by the solutions to the following system

∂K
∂a
∂ f1
∂b =
∂K
∂b
∂ f1
∂a
∂K
∂c−
=
∂K
∂c+
+
∂K
∂a
( ∂ f1
∂c−
− ∂ f1
∂c+
)
∂ f1
∂a
+ Λ2
(
∂ f1
∂c+
+
∂ f2
∂c+
− ∂ f1
∂c−
− ∂ f2
∂c−
)
.
(C2)
It follows that, among the stationary points, the absolute minimum of K is again reached at a = b = 1, c± = 0, yielding K = 0: it
is immediate to verify that the conditions (b) and (c) are satisfied as well at (1, 1, 0, 0). Finally, we have to check the values of K
4at the boundaries of its domain. The relevant cases are a → ∞, b → ∞, c+ =
√
ab − 1, c+ = |c−|, c− = 0, and somewhat tedious
yet straightforward analysis reveals that K ≥ 0 always holds for all those cases.
We therefore conclude that the function K is always nonnegative, which proves Eq. (C1), thereby proving that the entan-
glement measure E2 satisfies the general monogamy inequality [Eq. (16) of the main text] for all n-mode Gaussian states of
continuous variable quantum systems. 
Appendix D: Residual tripartite GR2 entanglement for pure three-mode Gaussian states
Up to local unitaries, the CM γA1A2A3 of any pure three-mode Gaussian state can be written in the following standard form[52]
γA1A2A3 =

a1 0 c+3 0 c
+
2 0
0 a1 0 c−3 0 c−2
c+3 0 a2 0 c+1 0
0 c−3 0 a2 0 c
−
1
c+2 0 c
+
1 0 a3 0
0 c−2 0 c−1 0 a3

(D1)
where
c±i =
√
[(ai − 1)2 − (a j − ak)2][(ai + 1)2 − (a j − ak)2] ±
√
[(ai − 1)2 − (a j + ak)2][(ai + 1)2 − (a j + ak)2]
4√a jak
,
and |a j − ak| + 1 ≤ ai ≤ a j + ak − 1 ,
with {i, j, k} being all possible permutations of {1, 2, 3}.
The GR2 entanglement in the two-mode reduced state with CM γAiA j is
E2(ρAi:A j ) =
1
2
ln gk , (D2)
with [33]
gk =

1, if ak ≥
√
a2i + a
2
j − 1;
β
8a2k
, if αk < ak <
√
a2i + a
2
j − 1;a
2
i − a2j
a2k − 1

2
, if ak ≤ αk.
(D3)
Here we have set
αk =
√√√2(a2i + a2j) + (a2i − a2j)2 + |a2i − a2j |
√
(a2i − a2j)2 + 8(a2i + a2j)
2(a2i + a2j)
,
β = −1 + 2a21 + 2a22 + 2a23 + 2a21a22 + 2a21a23 + 2a22a23 − a41 − a42 − a43 −
√
δ ,
δ = (−1 + a1 − a2 − a3)(1 + a1 − a2 − a3)(−1 + a1 + a2 − a3)(1 + a1 + a2 − a3)
× (−1 + a1 − a2 + a3)(1 + a1 − a2 + a3)(−1 + a1 + a2 + a3)(1 + a1 + a2 + a3) .
The residual GR2 entanglement, with respect to the focus mode Ai, is
E2(ρAi:A j:Ak ) = E2(ρAi:A jAk ) − E2(ρAi:A j ) − E2(ρAi:Ak )
=
1
2
ln
 a
2
i
gk g j
 . (D4)
5In general, this expression is dependent on the choice of the focus mode. However, let us consider the relevant case of a fully
inseparable three-mode pure Gaussian state, for which entanglement is nonzero for all global splittings and for all reduced
two-mode bipartitions, E2(ρAi:A jAk ) > 0, E2(ρAi:A j ) > 0, ∀{i, j, k}. In our parametrization, this occurs when [33]
|ai − a j| + 1 < ak <
√
a2i + a
2
j − 1 , (D5)
for all mode permutations. It is immediate to see that the simultaneous verification of such a condition for all mode permutations
imposes ak > αk ∀k = 1, 2, 3. In this case, exploiting Eq. (D3), the residual GR2 entanglement becomes
E2(ρAi:A j:Ak ) =
1
2
ln
64a
2
i a
2
ja
2
k
β2
 , (D6)
which is manifestly invariant under mode permutations, as reported in Eq. (18) in the main text. This symmetry is broken on
states for which some of the reduced two-mode bipartitions become separable.
