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We provide a review of non-topological solitonic solutions arising in theories with a complex
scalar field and global or gauge U(1)-symmetry. It covers Q-balls, homogeneous charged scalar con-
densates, and nonlinear localized holes and bulges in a classically stable condensate. A historical
overview is followed by the discussion of properties of solutions, including their stability, from differ-
ent perspectives. Solitons in models with additional massive degrees of freedom are also revisited,
and their relation to one-field Q-balls is showed. We also discuss theories with a gauge field giving
rise to gauged Q-balls and theories with dynamical gravity giving rise to boson stars.
I. INTRODUCTION
The term “soliton” was introduced in physics by
Zabusky and Kruskal [1] in 1965. They studied numer-
ically solutions of the Korteveg-de Vries equation mod-
eling pulses in nonlinear dispersive media. They found
self-propagating solutions that preserve their shapes and
interact elastically with each other. Before, the solutions
of the sine-Gordon equation with the same properties
were found numerically and analytically by Perring and
Skyrme [2].1 Soon after, the number of papers about
solitons “entered the regime of exponential growth” (for
reviews of the state of the art in 1970s, see [3, 4]). Today,
solitons are one of the cornerstones in many branches of
physics, both theoretical and experimental.
In field theory, soliton means a localized “lump” of en-
ergy [5]. It is a nonlinear particle-like solution of field
equations, whose profile is preserved with time and dur-
ing free propagation, but not necessarily in interactions
with other solitons.2 In a broad sense, stability of a soli-
ton is due to the balance between defocusing dispersive
and focusing nonlinear effects.
Solitons can be classified as topological and non-
topological. The solutions of the sine-Gordon equation
mentioned above are of the topological type. These so-
lutions are among the first that were discovered, along
with skyrmions [6]. As for non-topological solitons, their
best-known representatives are Q-balls [7]. Commonly,
the fields in a non-topological soliton approach one and
the same of their classical vacuum values at spatial in-
finity. Hence, the topology of the fields at the spatial
boundary is trivial. Note, however, that the latter state-
ment does not necessarily imply the former [8]. Existence
and stability of non-topological solitons is due to sym-
metries of a theory, or, equivalently, due to a presence of
∗ emin@ms2.inr.ac.ru
† andrey.shkerin@epfl.ch
1 The exact solution they found was already known by that time.
2 Such solutions are also referred to as solitary waves.
conserved charges. At fixed charges, a soliton provides a
local extremum of the Hamiltonian of a theory. If this
extremum is a local minimum, the soliton is classically
stable.3 Otherwise, it is classically unstable.
A soliton corresponds to a stationary point of the
Hamiltonian. Generally, this point cannot be reached by
a perturbation theory built above the classical vacuum
state. In turn, perturbation theory can be built on top
of the background solitonic configuration. The obtained
spectrum of perturbations is to be quantized in order to
incorporate the soliton into quantum theory [9] (see also
chapter 5 of [10]). The treatment of the classical soli-
ton as a leading order semiclassical approximation of a
quantum object is valid as long as nonlinear couplings re-
sponsible for building the configuration are weak [5, 11].
Indeed, consider, for example, a theory with a scalar field
φ and a potential V (φ), in 1+1 dimensions. Let the po-
tential be such that
V (φ) = g−2U(gφ) , (1)
where the function U depends on g only via the com-
bination gφ. Then, after the field redefinition gφ → φ,
the Lagrangian of the theory gets multiplied by a factor
g−2, thus justifying the semiclassical approximation in
the case when the coupling g is weak. In 3+1 dimen-
sions, the same argument applies as soon as
V (φ) = m4g−2U(gφ/m) , (2)
where m is the relevant mass scale of the theory that can
be identified, e.g., with the mass of free boson.
A soliton is a non-perturbative solution of field equa-
tions. This means, in particular, that the interaction
between the soliton and a test particle is not dominated
by any particular particle-particle scattering channel; in-
stead, all channels are important. This is due to the
fact that the soliton represents a coherent superposition
3 Although it may not be absolutely stable, see section II C.
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2of particles constituting it. The situation is analogous
to non-relativistic Bose-Einstein Condensate (BEC) sys-
tems. Excitations above a BEC are well described by the
two-body interaction Hamiltonian provided that the con-
densate is sufficiently dilute. Correspondingly, scattering
of a particle off a soliton occurs via two-particle interac-
tions if the energy density of the soliton in the interaction
region is sufficiently low.
Consider a theory with a complex scalar field and
global or local U(1)-symmetry. Then, under certain con-
ditions on a scalar field potential, the theory admits lo-
calized stationary solutions of finite charge and energy
called Q-balls [7] (see chapter 6 of [12] for a recent re-
view). A history of their studies goes back to the pio-
neering work by Rosen [13]. Q-balls found numerous ap-
plications in particle physics and cosmology. On the one
hand, they were predicted in supersymmetric extensions
of the Standard Model [14–16], applied to the problems of
baryogenesis [17] and phase transitions in the Early Uni-
verse [18], considered as a dark matter candidate [19].
They have also been proposed as alternatives to black
holes in certain ranges of masses. For example, a large
self-gravitating and rotating Q-ball in a galaxy center
is hardly discriminated from a supermassive Kerr black
hole [20, 21] (see also [22]). On the other hand, Q-balls
are relatively simple to investigate and, hence, they can
serve as prototypes of other objects whose dynamics in
a realistic setting is complicated. For example, solitonic
boson stars reduce to Q-balls in the limit when gravity
is decoupled [23]. In turn, boson stars can model astro-
physical objects, such as neutron stars, in the situations
when their internal dynamics is not important; see [24]
for a review.
Studying Q-balls provides insights into behaviour of
other solutions of classical equations of motion. In the-
ories with real scalar fields there is no conserved U(1)-
charge that would ensure the stability of solitons; yet,
such theories can admit long-lived localized periodic so-
lutions called oscillons [25, 26]. The latter could form
in the Early Universe as a result of fragmentation of the
inflaton field after the end of inflation [27]. Recent stud-
ies suggest that oscillons can transfer matter-antimatter
asymmetry from the inflaton field to baryons [28], that
mutual collisions of oscillons can produce gravitational
wave signal [29, 30], or they can form primordial black
holes [29].
Having constructed Q-balls in a relativistic field the-
ory, one can study systematically their non-relativistic
limit. However, the (global) U(1)-symmetry, necessary
for the existence of solitons, appears naturally in the non-
relativistic regime of a theory even if the corresponding
relativistic theory does not possess such a symmetry (see,
e.g., [31, 32]). Non-relativistic systems in which analogs
of Q-balls exist include BEC, see more on this in section
III A.
Q-balls are not the only nontrivial classical solutions
in complex scalar field theories with a (global) U(1)-
symmetry. They are necessarily accompanied by a
spatially-homogeneous charged scalar condensate.4 Un-
derstanding properties of the condensate is important,
for example, when one studies the dynamics of scalar
fields after inflation; for a recent review see [34]. De-
pending on a scalar field potential, condensate solutions,
as well as Q-balls, can be either classically unstable or
classically stable [35, 36]. (In)stability of the condensate
is relevant for the question of formation of Q-balls and in
studies of possible transitions between homogeneous and
non-homogeneous configurations. Among other types of
nonlinear classical configurations possibly present in a
theory one can mention Q-holes and Q-bulges [8]. These
are, accordingly, local nonlinear dips and bumps in the
classically stable condensate. Interestingly, the fields of
these solitons at spatial infinity do not match with the
classical vacuum state. In this review, we discuss in detail
the four aforementioned types of solutions.
Q-balls have direct analogs in theories with more than
one (complex) scalar field. The noteworthy example is
the soliton in the theory of two interacting scalar fields
studied by Friedberg, Lee and Sirlin [37]. In the case
when the relevant mass scales of additional fields are large
compared to that of the U(1)-field, integrating out heavy
degrees of freedom reduces the study of multi-field non-
topological solitons to the study of ordinary Q-balls in
some effective potential. The case when the hierarchy
between the scales is not respected is more challenging.
Finally, a special treatment is needed for additional mass-
less fields, gauge fields and gravity.
Typically, knowing the charge Q and the energy E of
a Q-ball is enough to determine it uniquely.5 If one also
includes the angular momentum J in the list of conserved
quantities characterizing stationary solutions, one arrives
at spatially localized axially-symmetric spinning Q-balls
[38] (see also [39]) or elongated vortex-like configurations
called Q-tubes (see, e.g., [40–42]). If the requirement of
being stationary is dropped, the amount of classical con-
figurations inflates further, often in exchange for simple
analytical treatment.
This review is aimed at revisiting non-topological soli-
tons in theories with a global or local U(1)-symmetry,
and at highlighting recent achievements in the field. In
section II, we recapitulate from different perspectives
general properties of classically stable Q-balls, classically
unstable Q-balls (also referred to as Q-clouds), and of
homogeneous condensates. Section III is dedicated to
the analysis of two more types of solitons: Q-holes and
Q-bulges. The analysis is preceded by an extensive moti-
vation to study them, which comes from the analogy be-
4 By spatially-homogeneous we understand a solution both mag-
nitude and phase of which are independent of position in space.
Note that it is possible to construct configurations breaking spa-
tial translations spontaneously but with the linear combination
of translation and U(1) generators remain unbroken; see, e.g.,
[33].
5 There can be only a finite number of solutions which differ by
the angular velocity but have coincident E and Q.
3tween solitons in relativistic field theory and their coun-
terparts in non-relativistic BEC systems and in nonlinear
optics.
In section IV, we revisit non-topological solitons in the-
ories with additional degrees of freedom. Our goal is to
emphasize similarities and dissimilarities between multi-
field solutions in those theories and one-field Q-balls. We
first consider examples of models with two scalar fields,
in which there is a hierarchy of energy scales probed by
different field components of a soliton. In this case, the
heavy component can be integrated out, resulting in a
one-field solution in an effective potential. The effective
field theory approach can be used to compute corrections
to the solution due to the heavy field. Next, we outline
properties of Q-balls in theories with a massless gauge
field — so-called gauged Q-balls. Finally, we touch on
the broad subject of boson stars for which the role of an
additional field is played by gravity. Section V contains
an outlook on further directions of research in the areas
covered by the review.
Conventions Throughout the review, we adopt the
natural system of units c = ~ = 1. Greek and Latin
letters denote space-time and spatial indices correspond-
ingly, and φ˙ stands for the time derivative of φ. The
summation is implied over repeated indices.
II. CHARGED SCALAR CONDENSATE AND
Q-BALLS
A. Setup
Consider a theory with a complex scalar field φ in d+1
dimensions with the Lagrangian
L = ηµν∂µφ∗∂νφ− V (φ∗φ) , (3)
where ηµν = diag(+1,−1,−1,−1). Let us find
spherically-symmetric configurations φ(r, t), r =√−ηijxixj , providing a local extremum of the Hamil-
tonian
H =
∫
ddx (φ˙∗φ˙+∇φ∗∇φ+ V (φ∗φ)) (4)
among all configurations with a given value of the global
U(1)-charge
Q = i
∫
ddx (φ˙∗φ− φ˙φ∗) . (5)
It amounts to finding an extremum of the functional
H − ωQ, where ω is a Lagrange multiplier. Solving the
problem gives [11]
φ(r, t) = f(r)eiωt , (6)
where the function f(r) can be taken real and satisfies
the equation of motion
d2f
dr2
+
d− 1
r
df
dr
+ ω2f − f dV (f
2)
df2
= 0 . (7)
FIG. 1. Schematic form of the potential (8) allowing for Q-
balls. The trajectory of the particle is shown for the case
d > 1.
Note that the configuration (6) is not static, hence the
scaling argument by Derrick [43], which forbids the ex-
istence of static solitons in scalar field theories with a
non-trivial potential in d > 1, is evaded.
Eq. (7) is the equation of motion resulting from vary-
ing the Lagrangian (3) with respect to φ and φ∗, followed
by applying the ansatz (6). In fact, one can as well apply
the ansatz (6) to the Lagrangian (3) first and then vary
with respect to f . The principle of symmetric criticality
[44] guarantees that the result will be the same (see also
appendix 4 in [5]).
A Q-ball is a regular solution of the equation of motion
of the form (6), with finite charge and energy and with
f a monotonic function.6 Let us discusss its existence
conditions. Without loss of generality we take V (0) = 0.
The qualitative treatment of Q-balls simplifies if one ob-
serves that eq. (7) is the Newton’s equation describing
the motion of a classical particle of unit mass in the po-
tential
Uω(f) =
1
2
(ω2f2 − V (f)) , (8)
and under the influence of friction if d > 1. In this consid-
eration, the radial coordinate r corresponds to the time
parameter, and the scalar field amplitude f corresponds
to particle’s coordinate. In fact, this mechanical anal-
ogy goes beyond the Q-balls, and it reduces the problem
of finding different solutions of eq. (7) to the problem
of classifying different trajectories of the particle in the
potential (8).
The classical motion corresponding to the Q-balls is
shown in Fig. 1. The finiteness of the energy implies
f(r) → 0, r → ∞, hence the particle must finish its
motion at the top of Uω(f). In particular, one should
require U ′′ω(0) < 0, which can put an upper bound on |ω|.
For example, if V (φ∗φ) ∼ m2φ∗φ near the origin, then f
decreases exponentially fast at large r, f ∼ e−
√
m2−ω2r,
6 If the requirement for f to be monotonic is omitted, the profile
develops nodes at finite r, and one speaks of “excited states” of
Q-balls (see, e.g., [45]).
4and the angular velocity ω must satisfy the condition
|ω| < m. Next, to be able to climb up at the top of
Uω(f), the particle must start its motion at some point
f(0) at which U ′ω(f(0)) > 0 and Uω(f(0)) = 0 if d = 1,
Uω(f(0)) > 0 if d > 1. This can put a non-zero lower
bound on |ω|.
Note that for a given value of ω in the allowed re-
gion, one can launch the particle from different initial
positions. Depending on whether the initial position is
below or above f(0), the particle will experience either
undershoot (that is, it will not reach the maximum at the
origin) or overshoot (that is, it will reach the maximum
with a non-zero velocity). This makes it easy to search
for Q-ball solutions numerically.
Consider now another class of solutions of eq. (7).
They are of the form
f(r) = fc = Const. (9)
The constant solution exists whenever the potential
Uω(f) develops a local extremum displaced from the ori-
gin:
dUω(f)
df
∣∣∣∣
f=fc
= 0 . (10)
The solution has finite charge and energy densities,
ρQ = 2ωf
2
c , ρE = ω
2f2c + V (f
2
c ) , (11)
but in infinite space its total charge and energy are in-
finite. Note that the solution does not describe a gas of
free particles above the classical vacuum, since, in gen-
eral, ρE 6= mρQ. Rather, it represents a homogeneous
charged scalar condensate of particles.
If a Q-ball or a condensate solution is classically sta-
ble, it describes a time-dependent distribution of mat-
ter in the ground state and at zero temperature [49, 50].
This ground state breaks spontaneously time translations
associated with the generator H and the internal U(1)-
symmetry associated with the generator Q. However, the
linear combination of thereof,
F := H − ωQ (12)
remains unbroken, the situation dubbed in [50] as “spon-
taneous symmetry probing”. This observation allows us
to identify the angular velocity ω with the chemical po-
tential of the distribution. As we will see below, the anal-
ogy between field theory at zero temperature and statis-
tical physics is fruitful, as it provides an independent look
at certain properties of Q-balls and other solitons. As a
closing remark, note that finding an extremum of H at a
given Q is equivalent to finding an extremum of F at a
given ω [37].
B. Properties
In the rest of this section we take ω > 0. As was
mentioned in Introduction, Q-balls are characterized by
their charge and energy:
Q = 2ω
∫
ddx f2 ,
E =
∫
ddx
(
ω2f2 + (∇f)2 + V (f2)) . (13)
Taking the derivative with respect to ω in eqs. (13) and
using equation of motion (7), one obtains the differential
relation between Q and E:7
∂E
∂ω
= ω
∂Q
∂ω
. (14)
It means that Q(ω) and E(ω) increase or decrease simul-
taneously and have extrema at the same values of angular
velocity, ω = ωc. When one draws a parametric plot of
E against Q, these extrema appear as “cusp points”. If
ω 6= ωc, eq. (14) is equivalent to
∂E
∂Q
= ω . (15)
Eqs. (14) and (15) are the most important relations in
the relativistic theory of non-topological solitons. Their
range of validity spreads much beyond the Q-balls. In
fact, they hold for all types of solitons discussed in this
review: homogeneous scalar condensates, nonlinear lo-
calized dips and bumps in a condensate, solitons in theo-
ries with additional scalar degrees of freedom, with gauge
fields and dynamical gravity.
A cusp point marks a stationary solution with maximal
charge and energy (Fig. 2(a)), or minimal charge and
energy (Fig. 2(c)), or none of the above (Fig. 2(b)). As
we will discuss in section II C, a cusp point lies at the
boundary between the regions of classically stable and
classically unstable Q-balls. Note also that in theories
with a right cusp (like in Fig. 2(a)), it is possible to have
a static Q-ball of zero charge and positive energy. It
is natural to associate this Q-ball with a bounce solution
mediating transitions between local minima of a potential
in quantum mechanics.
Figs. 2(b) and 2(c) demonstrate the existence of soli-
tons with arbitrary large charge and energy. Some of
these solutions are absolutely stable. Angular velocities
of large stable Q-balls lie close to the lower bound ωmin.
If this bound is positive, such Q-balls are well described
in the thin-wall approximation [7]. The wall separates
the interior region of a Q-ball, where the field is close
to a homogeneous condensate solution, from the exterior
7 Note that the charge and energy defined by eqs. (13) make sense
not only for solutions of the equation of motion, but for gen-
eral configurations of the form (6). Hence, they depend on infi-
nite number of parameters. We choose ω to parameterize one-
dimensional sets of Q-balls and other solutions. Then, ∂Q/∂ω
and ∂E/∂ω are understood as directional derivatives of Q and E
along a set of solutions. On this set, the relations (14) and (15)
hold.
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FIG. 2. The energy E of Q-balls plotted against their charge Q, in different models. (a): the 1+1-dimensional theory with
the polynomial potential of degree six (see eq. (38)). Q-balls in this theory were studied in [46]. We take α = 1 and β = 0.1
so that ωmin = 0, and there is a static solution. The cusp is on the right. (b): The same theory, but this time β = 0.19 and
ωmin > 0. (c): the 3+1-dimensional theory with the flat piece-wise parabolic potential: V (φφ
∗) = m2φφ∗ for φφ∗ < v2, and
V (φφ∗) = m2v2 for φφ∗ > v2. Q-balls in this potential were considered, e.g., in [13, 47, 48]. The cusp is on the left. The
dashed line indicates free particle states with E = mQ.
region, where the field is close to the classical vacuum.
A notion of surface energy is well-defined for Q-balls in
the thin-wall regime:
Esurf =
∫
ddx (∇f)2 . (16)
One can also mention the useful relation between the
surface energy and the “free energy” (12) of a Q-ball:
F =
2
d
∫
ddx (∇f)2 = 2Esurf
d
. (17)
The case ωmin > 0 is typical for scalar potentials of
a polynomial type. In order to allow for Q-balls in a
theory with one complex scalar field and a global U(1)-
symmetry, the (bounded from below) polynomial poten-
tial must be at least of degree six [7].8 Due to their
relevance for phenomenology, it is also interesting to con-
sider potentials which become flat at large magnitudes of
f2 (see, e.g., [52, 53]). In this case ωmin = 0, and the
thin-wall approximation for large stable Q-balls is not
applicable.
As was mentioned before, stationary configurations of
the form (6) can be viewed as statistical systems. Hence,
it is important to figure out to what extent the similarity
between field theory and hydrodynamics goes in the case
of nonlinear solutions. To this end, consider the energy-
momentum tensor of the theory (3):
Tµν = ∂µφ
∗∂νφ+ ∂µφ∂νφ∗ − ηµνL . (18)
8 If one permits unbounded from below potentials, it is enough to
have a quartic non-linearity, V = m2φ∗φ − λ(φ∗φ)2 [51]. How-
ever, the Q-balls in this potential are all unstable.
At d > 1, denote
T00 = ρE(r) , Tij =
(
xixj
r2
− 1
d
δij
)
s(r) + δijp(r) .
(19)
Then ρE is the energy density of the soliton,
E =
∫
ddx ρE , (20)
s(r) determines the distribution of the shear force,9 and
p(r) denotes the pressure,
p(r) = ω2f2 − 1
d
f ′2 − V (f2) , d > 1 . (21)
From eqs. (13), (20) it follows that for a positive poten-
tial V (f2), the energy density ρE is also positive at all r.
Note that the energy density may not be a monotonically
decreasing function of r. Next, eqs. (8) and (21) tell us
that in the case d > 1 there is a region inside a Q-ball
where the pressure is positive, but outside the soliton it
is always negative. This is illustrated in Fig. 3 for a
3+1-dimensional Q-ball. We conclude that the thermo-
dynamic equilibrium conditions are not satisfied in the Q-
balls. In particular, the ratio ∂p/∂ρE ≡ ∂p/∂r · ∂r/∂ρE ,
which defines the square of the speed of sound, is neg-
ative everywhere but the center of the soliton. In the
thin-wall regime both p and ∂p/∂ρE are small and posi-
tive inside a Q-ball. As for large stable Q-balls in a flat
potential, one can find that for them ∂p/∂ρE |r=0 ≈ 5/3
9 To authors’ knowledge, the relevance of the shear force to un-
derstanding the properties of Q-balls was first pointed out in
[54].
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FIG. 3. The distributions of energy (the dashed line) and
pressure (the dotted line) of a Q-ball (the solid line) in the
thin-wall regime. We consider the 3+1-dimensional theory
with the potential (38). All quantities are in the units of m.
The parameters are α = 1, β = 0.2m−2, ω = 0.45m.
when d = 3. Note finally that for a homogeneous con-
densate ρE is given in eqs. (11) and it is always positive,
while p = 2Uω(fc), as it follows from eqs. (8) and (21),
and it can be of any sign.
In the 1+1-dimensional case, there are no off-diagonal
components of Tij , and the pressure is p(r) = ω
2f2 +
f ′2 − V (f2) = Const = 0 on any solution of equation of
motion (7).
From the above consideration one concludes that the
hydrodynamic description is very limited in its applica-
bility to such systems as Q-balls. It works well in the
interior region of large Q-balls in the thin-wall regime
and in homogeneous condensates. It breaks down when
gradients of fields become important, that is, near the
boundary of a soliton. Thus, a general Q-ball is not a
“liquid drop”. The same is true for other non-topological
solitons.
C. Stability
Several aspects can prevent the absolute stability of
a non-topological soliton. First, the soliton can be un-
stable already at the classical level. This happens when
there are small but exponentially growing with time per-
turbations on top of the solution. Unstable modes can
appear in the spectrum of linear perturbations, or at the
non-linear level. Linear classical instability means that
the (finite-energy) solution does not correspond to a con-
ditional local minimum of the Hamiltonian H. Instead,
it may correspond to a local maximum or to a saddle
point. It turns out that classically unstable Q-balls are
saddle points of H, because they have exactly one nega-
tive mode in their spectra.10 The homogeneous charged
condensates also can be unstable against linear perturba-
tions, and also possess no more than one negative mode.
10 There is no general proof of the uniqueness of a zero mode for
classically unstable Q-balls, but it happens to be unique in all
explicit calculations, see [55] for further discussion.
If a soliton is classically stable, one can ask if the sta-
bility is preserved when one takes into account quantum
and statistical effects. In particular, one can discuss sta-
bility against tunneling into an energetically more favor-
able state [56, 57]. By introducing the interaction of the
soliton with other fields, one can ask if it evaporates into
quanta of those fields [58, 59], or if thermal fluctuations
drive the system out of a local minimum of the energy
where the soliton is located [49], or if radiative correc-
tions to the scalar potential change it so that instability
appears [60]. In the remainder of this section, we will
focus on the linear classical stability of Q-balls and ho-
mogeneous condensates.
1. Linear classical stability of Q-balls
Let us first discuss the linear classical stability of Q-
balls. Consider the following perturbation of the back-
ground solution:
φ(~x, t) = f(r)eiωt + h(~x, t)eiωt , (22)
where
h(~x, t) =
∞∑
l=0−l6m6l
(
h
(l)
1 (r)e
iγt + h
(l)
2 (r)e
−iγ∗t
)
Yl,m(θ, ϕ) .
(23)
Here h
(l)
1 and h
(l)
2 are real functions, Yl,m are spherical
harmonics, and γ is, in general, a complex parameter.
The perturbed solution (22) is substituted into the equa-
tion of motion of the field φ, and the latter is linearized
with respect to h
(l)
1 , h
(l)
2 . The Q-ball is classically stable,
if Im γ = 0 for all solutions of the linearized equation.
Note that the perturbation ansatz (23) does not cover
all possible types of perturbations. In particular, the
modes corresponding to spontaneously broken U(1) and
Lorentz symmetries are not described by this ansatz, see
[61] for further discussion. Note also that, due to the en-
tanglement between h
(l)
1 and h
(l)
2 , the linearized equation
of motion is not reduced to the Schroedinger equation,
and the differential operator whose eigenvalues γ we are
interested in is not hermitian. It is true, however, that
some properties of bound states in a Q-ball background
can be deduced by using the quantum-mechanical per-
spective (see, e.g., [62]).
Investigating the conditions under which the linearized
operator does not contain exponentially growing with
time modes in its spectrum, one arrives at the follow-
ing sufficient stability condition for Q-balls [11, 37, 55]
(see also [63]):11
∂Q
∂ω
< 0 , (24)
11 It is interesting to note that the condition analogous to (24)
was obtained earlier for solutions of the Nonlinear Schroedinger
Equation [64, 65].
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FIG. 4. A classically unstable Q-ball (or “Q-cloud”, the
dashed line) versus a classically stable Q-ball (the solid line) in
the 3+1-dimensional theory with the flat piece-wise parabolic
potential (see the caption of Fig. 2). Both solutions have the
same charge Qm2/(4piv2) ∼ 102.
or, in view of eq. (14),
∂2E
∂Q2
< 0 . (25)
Studies revealed that eq. (24) is also necessary for the
classical stability of Q-balls [55]. We see that the re-
gions of stability and instability are separated by the
cusp points at which ∂Q/∂ω = ∂E/∂ω = 0. Accord-
ing to eq. (25), the lower branches of Q-balls in Fig. 2
are stable, and the upper branches are unstable. Large
unstable Q-balls have more dispersed profiles than their
stable counterparts of the same charge, as is illustrated
in Fig. 4. Because of this, they are also referred to as
Q-clouds [66].
As was discussed in section II B, the angular velocity ω
of a Q-ball can be associated with the chemical potential
of the system. On the other hand, the charge Q of the
soliton is proportional to the number of particles N con-
stituting it. Eq. (24) can then be interpreted as follows.
If we want to remove one particle from the Q-ball, we
should apply a work −∂ω/∂Q ·∆Q with ∆Q ∼ ∆N = 1.
If the work is negative, the Q-ball favors the process of
disintegration into individual quanta; otherwise it is sta-
ble against this process. The classical stability condition
is, therefore, reproduced by the statistical argument.
However, the statistical argument has its limits of ap-
plicability. It breaks down if the classical solution whose
stability we investigate cannot be isolated from spatial
infinity at which a test particle is located. This is the
case of extended solitons such as elongated, vortex-like
axially-symmetric Q-tubes. And, indeed, it is known that
for Q-tubes the condition (24) does not work [42]. This
is also the case when the theory (3) is supplemented with
massless fields generating long-ranged forces. For exam-
ple, adding the gauge spin-1 field gives rise to so-called
gauged Q-balls [67], to which the condition (24) is also
inapplicable [55], see section IV B for more detail.
Let us go back to the discussion of the spectrum of lin-
ear perturbations of the form (23) above a Q-ball. Stud-
ies revealed that classically unstable Q-balls possess a
single spherically-symmetric decay mode [11, 61]. For
this mode Re γ = 0, and there are no more spherically-
symmetric solutions of the linearized equation of motion
of the form (23). An unstable Q-ball is, therefore, a sad-
dle point of the Hamiltonian. For stable Q-balls we have
Imγ = 0, and the linearized equation gives rise to a spec-
trum of vibrational modes. In the limit of large Q, their
number is proportional to the volume of the soliton ∼ Q3
[62]. Note finally that when one crosses the cusp point
ω = ωc, the decay mode of unstable Q-balls (with γ
2 < 0)
converts into a vibrational mode of stable Q-balls (with
γ2 > 0). The solution with ω = ωc has, therefore, an
additional zero mode in its spectrum.
2. Linear classical stability of homogeneous condensates
The necessary and sufficient condition for the absence
of growing modes in the perturbations of the form (23)
above a homogeneous solution (9) is written as follows
(see, e.g., [68]):
∂2V (z)
∂z2
∣∣∣∣
f=fc
> 0 , z = φ∗φ . (26)
First, we note that if the potential V is bounded from be-
low, it must satisfy the condition (26) at some magnitude
fc in order to allow for Q-balls [7]. Next, it is interesting
to compare this condition with the criterion (24) of clas-
sical stability of Q-balls. Since both charge and energy
of a condensate diverge in infinite space, we impose the
periodic boundary conditions with a large period L.12
Then,
Qc = L
dρQ , Ec = L
dρE , (27)
where ρQ, ρE are given in eqs. (11). Eq. (26) becomes
∂Qc
∂ω
∣∣∣∣
ω=ωc
> 0 , (28)
and it is opposite to the criterion (24).
The difference in the stability conditions implies a dif-
ference in the properties of the corresponding background
solutions. Indeed, one can check that the method of
deriving eq. (24) does not work for homogeneous so-
lutions [55]. Furthermore, the statistical argument also
fails, since it is impossible to isolate a particle from the
system occupying all available volume. Note, however,
that eqs. (24) and (28) do not exclude each other, and it
is not difficult to construct a scalar potential which ad-
mits both classically stable Q-balls and classically stable
condensates [68].
12 It is possible to make L much larger than the size of the Q-ball
with the charge equal to Qc.
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tion. The common mechanisms of formation of Q-balls in
the Early Universe rely on the existence of classically un-
stable homogeneous condensate decaying into long-lived
localized nonlinear configurations [19, 35, 69–73] (see also
[74]). These mechanisms are not applicable to theories
with a stable condensate, and to achieve the fragmenta-
tion of the homogeneous background into Q-balls in this
case is a challenge.13 A possible formation mechanism
includes quantum transitions between homogeneous and
non-homogeneous configurations [57, 68]. More precisely,
the condensate can tunnel into an energetically more fa-
vorable Q-ball of (nearly) the same charge. Moreover,
the path of the bounce solution responsible for the tun-
neling goes through the saddle point corresponding to a
Q-cloud. Thus, the Q-cloud is a sphaleron, that is, a con-
figuration representing the top of the barrier separating
classically stable solutions. The role played by Q-clouds
in quantum transitions between Q-balls and condensates
was hypothesized in [68] and confirmed in [57].
Note finally that the decay mode of a condensate, if
exists, is unique, and the corresponding eigenvalue γ is
purely imaginary, as in the case of Q-balls.
III. NONLINEAR DIPS AND RISES IN
CHARGED SCALAR CONDENSATE
A. Motivation
1. Nonlinear optics
As was mentioned in Introduction, solitons arise in
many areas of modern physics beyond relativistic field
theory. Nonlinear optics is another branch of physics,
perhaps, the most convenient for experiment, where they
are studied [75, 76]. In particular, propagation of quasi-
one dimensional nonlinear pulses along a single-mode op-
tical fibers has been attracting significant attention since
1970s (for a review, see [77]). An optical soliton in this
case is an envelope u of a complex amplitude of an elec-
tromagnetic wave running through the fiber. Save in-
evitable fiber losses, the balance between the dispersive
broadening of a pulse and the nonlinear change in the
refractive index of the fiber can stabilize the envelope,
resulting in a distortionless propagation of the soliton.
A distortionless transmission of optical pulses in fibers
was first discussed by Hasegawa and Tappert in 1973 [78,
79], and was first observed experimentally in 1980 [80].
Today, optical solitons are in focus of the research in
view of their potential applications to long-distance fiber
communications (in commercial use since 2002), optical
switching, logical gates etc [81–83].
13 The similar question is discussed in [56].
The basic equation in the theory of optical solitons is
the Nonlinear Schroedinger Equation (NSE). In an ap-
propriate system of coordinates, this equation is
iuz − σutt + 2|u|2u = 0 . (29)
Here z is a distance along the fiber, t is a retarded time
measured in a reference frame moving along the fiber at
the group velocity, and σ = ±1. Depending on the sign of
σ, two regimes are realized. The case σ = −1 corresponds
to the negative group velocity dispersion. Eq. (29) then
possesses bright soliton solutions. For them, u has the
form of a bump which decreases rapidly with t. Eq. (29)
also has a constant wave solution |u| = Const. analogous
to the charged scalar condensate, and this solution is
classically unstable for σ = −1.
The case σ = 1 corresponds to the positive group ve-
locity dispersion. In this regime bright solitons are for-
bidden. The constant wave solution still exists and is
classically stable. Apart from it, eq. (29) admits solu-
tions of the form of localized nonlinear dips in the ho-
mogeneous background |u| =Const. These were dubbed
dark solitons [84].14 While for bright solitons there is no
shift in the phase of the complex envelope, a dark soliton
experiences a phase jump across its center. Dark solitons
were first observed in 1981 on top of a broad bright pulse
imitating the constant wave background [86].
2. Bose-Einstein condensate
Bose-Einstein condensation [87] in dilute atomic gases
[88] was first detected in 1995 in experiments on va-
pors of Rubidium, Sodium and Lithium; for a review
see [89]. Nowadays, the study of dilute quantum gases is
a major part of molecular, atomic and condensed matter
physics. The significance of the Bose-Einstein Conden-
sate (BEC)15 for fundamental physics is revealed, e.g., in
studies of sonic black holes [90, 91]. It is also relevant
for astrophysics and cosmology, e.g., as a dark matter
candidate [92].
The existence of BEC relies on external forces confin-
ing an atomic gas in a trap, usually, a harmonic one.
The external potential is provided by a magnetic field.
Typically, BEC is a dilute ground state of the system,
which is non-homogeneous both in momentum and coor-
dinate spaces. The mean free path of an atom inside a
BEC can be orders of magnitudes larger than the range
of inter-atomic forces. Despite this, the role of two-body
interactions is crucial in the formation of the condensate.
14 The fundamental solution of the NSE describing the dark soliton
was first obtained in [85].
15 The Bose-Einstein condensate is not to be confused with the
scalar condensate discussed in section II. In our notations, the
latter is relativistic and homogeneous, while the former is non-
relativistic and, in general, non-homogeneous.
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FIG. 5. Schematic forms of the potential (8) allowing for Q-holes (a) and Q-bulges (b). The trajectory of the particle is shown
for the case d > 1.
The condensate and its excitations in the mean-field
approximation are described by the Gross-Pitaevskii
equation. The latter has the form of the NSE. For exam-
ple, consider a system in a spherically-symmetric trap-
ping potential V (r). Then, in appropriate units (cf. eq.
(29))
iψt + ∆rψ − g|ψ|2ψ + V (r)ψ = 0 . (30)
Here ψ is a wavefunction of the system, t and r are time
and space radial coordinates accordingly, and g deter-
mines the strength of the inter-atomic force. Apart from
the ground-state BEC, eq. (30) may admit nonlinear
solitons analogous to optical pulses discussed above. If
the inter-atomic force is attractive, g > 0, then there are
bright solitons or vortices. These were first observed in
a two-component BEC in 1999 [93]. If the force is repul-
sive, g < 0, then there are dark solitons. They were also
discovered in experiment [94].
Note that the solution of the Gross-Pitaevskii equation
(30) minimizes the energy functional
E[ψ] =
∫
dr
(
|∇ψ|2 + V (r)|ψ|2 + g
2
|ψ|4
)
(31)
for a fixed number of particles N =
∫
dr |ψ|2. Thus,
the non-relativistic theory describing the behaviour of
BEC is invariant under constant shifts of the phase of
the wavefunction ψ, much like the relativistic theory (3)
describing Q-balls is invariant under constant shifts of
the phase of the complex field φ.
3. Relativistic field theory
As we have seen, choosing the sign of the group velocity
dispersion or the sign of the inter-atomic force results in
the appearance of bright or dark solitons. Bright solitons
have obvious analogs in relativistic field theory. One can
think of Q-balls as their distant relatives. For example,
in [95] the analogy between Q-balls and solitons in BEC
was elaborated, and in [96] the actual formation of Q-
balls in BEC was discussed.
Classical solutions of relativistic field equations that
would correspond to dark solitons are also easy to find.
Consider, for example, the 1+1-dimensional theory of the
real scalar field ϕ with the mexican-hat potential, V (ϕ) =
m2ϕ2−λϕ4, λ > 0. It yields the usual kink solution, ϕ ∼
tanh(mx/
√
2) [97–99]. Let us promote ϕ to the complex
field φ with replacing ϕ2 → φ∗φ in the Lagrangian to
make the latter U(1)-invariant. Then, the theory admits
stationary solutions of the form (6). At ω = 0 the original
kink of zero charge is reproduced. At ω > 0 we have a
family of complex kinks with the charge density
ρQ = 2ωf
2 . (32)
Clearly, ρQ has a dip at the center of the configuration.
Away from the center, the charged scalar condensate is
restored.16 Note that the asymptotics of φ at x → ±∞
have different phases, in full analogy with the dark soliton
solution of the NSE.
It is natural to ask if there are analogs of dark solitons
among non-topological configurations similar to Q-balls.
The answer is affirmative [8]. In theories with a complex
scalar field these configurations describe local nonlinear
dips (“Q-holes”) in a homogeneous condensate. Unlike
dark solitons, the field topology of a Q-hole at spatial
infinity is trivial, and, what is more, Q-holes can exist in
the same theories as Q-balls. Apart from Q-holes, there
may also exist local nonlinear bumps (“Q-bulges”) on top
of a condensate background. Both Q-holes and Q-bulges
require the surrounding condensate to be classically sta-
ble.
The rest of this section is dedicated to the detailed
discussion of the two types of solitons. In section III B,
we discuss existence conditions of Q-holes and Q-bulges
and their main features. We also touch upon the ques-
tion of classical stability of Q-holes and Q-bulges. The
exposition there is based on [8]. In section III C, an ex-
plicit example is considered, based on a 1+1-dimensional
model with a polynomial potential.
16 Such complex kinks can be identified with sphalerons in the
abelian Higgs model, see chapter 11 of [100].
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B. Q-holes and Q-bulges
Consider a theory with a complex scalar field in d+ 1
dimensions with the Lagrangian (3). Let us apply the
ansatz (6) for the scalar field. In section II we employed
the analogy between soliton profiles and motions of a
classical particle in the potential (8) to find Q-ball so-
lutions. We will now use this analogy to reveal Q-holes
and Q-bulges.
Let the potential Uω develop a local maximum dis-
placed from the origin at some ω, see Fig. 5(a). Then
there is a trajectory that starts at some f(0) > 0 and
moves towards that maximum, reaching it at r = ∞,
f(∞) > f(0). This trajectory corresponds to the soliton
profile f that increases monotonically from its center and
approaches some constant magnitude at spatial infinity.
Associated with the local maximum of Uω is the homo-
geneous condensate solution eq. (10). Therefore, the
soliton represents the local nonlinear dip in the scalar
condensate, hence the name Q-hole.
Let now the potential Uω grow at some f above the po-
sition of the local maximum, see Fig. 5(b). In this case,
there is a trajectory that starts at some f(0) above the
maximum and moves towards the maximum, reaching it
at r = ∞, f(∞) < f(0). The trajectory corresponds
to a solution which decreases monotonically with r and
approaches the condensate at spatial infinity. Therefore,
it represents the local nonlinear bump in the scalar con-
densate, hence the name Q-bulge.
The crucial feature of Q-holes and Q-bulges is that at
large distances they do not approach the classical vacuum
of the theory. Instead, they approach a certain conden-
sate solution, and the angular velocity of the soliton is
synchronized with the angular velocity of the background
condensate.
The charge Q and the energy E of Q-holes and Q-
bulges are defined in the usual way, eqs. (13). In infinite
space they both diverge. Hence, it makes sense to con-
sider the values of Q and E relative to the charge Qc and
the energy Ec of the background condensate:
Qrel = Q−Qc , Erel = E − Ec . (33)
Then, both Qrel and Erel are finite and satisfy the rela-
tions (14), (17). A Q-hole (Q-bulge) φ(r, t) is a configura-
tion providing a finite-value extremum of the functional
Erel = Erel(ω, fc) at a given value of Qrel and having
fc = fc(ω) and ω (the magnitude and the angular ve-
locity of the condensate) fixed. Indeed, the variational
problem
δ(Erel(ω, fc)− ΩQrel) = 0 (34)
gives φ = f(r)eiΩt with f satisfying eq. (7), and the
requirement |Erel| <∞ gives Ω = ω, f → fc, r →∞.17
17 In finite volume the requirement |Erel| <∞ is unnecessary, and
the angular velocity of a Q-hole (Q-bulge) does not, in general,
coincide with the angular velocity of a condensate.
The relative charge of Q-bulges is always positive and
so is their relative energy, see eq. (17). For Q-holes
Qrel < 0, and Erel is not positive-definite. Hence, it is
possible for a condensate with a hole to be more ener-
getically favorable state than the condensate of the same
charge and without a hole. This happens when the en-
ergy gain due to the energy density recess inside a Q-hole
exceeds the energy needed to build the walls of the hole.
Whether Erel can be negative depends on the model un-
der investigation. For example, this is the case in the
theory with the piece-wise parabolic potential studied in
[8]. This is not the case in the theory with the polynomial
potential considered below.
Q-holes and Q-bulges can exist only on top of a clas-
sically stable condensate solution. Hence, even if a con-
densate with a hole is energetically more favorable, the
hole cannot appear as a result of linear classical instabil-
ity of the background. Instead, one can hypothesize that
Q-holes are an intermediate product of quantum decay
of homogeneous configurations.
To allow for Q-holes, the second maximum of the po-
tential Uω must be lower than the maximum at the origin,
as demonstrated in Fig. 6(b). On contrary, to allow for
Q-balls, the second maximum must be higher than the
first one, as shown in Fig. 6(c). But for a given potential
V , the value of Uω at the second maximum is controlled
by ω. The allowed region of angular velocities for Q-balls
is ωmin ≡ ω2 < |ω| < m, where ω2 is the value at which
the maxima degenerate (or zero), and the upper bound
was discussed in section II. If ω2 > 0, then the theory ad-
mits Q-holes and the valules of ω at which they exist are
complementary to those of Q-balls: ω1 < |ω| < ω2, where
ω1 is the value at which the second maximum disappears
(or zero). We conclude that Q-holes are not exotic ob-
jects in theories with peculiar potentials; instead, they
are very typical and can exist in the same models as Q-
balls, just at lower angular velocities. We will see this in
an explicit example below.
There is no definite conclusion about classical
(in)stability of Q-holes and Q-bulges. Note that the cri-
terion (24) is not applicable to configurations with non-
vacuum asymptotics at spatial infinity [55]. An argu-
ment in favour of their instability was provided in [8],
and it is based on considering first the system in a fi-
nite box of size L, and then taking the limit L → ∞.
Let us repeat the argument here for Q-holes; for Q-
bulges it goes identically. For simplicity, consider the
1+1-dimensional case, and impose the periodic bound-
ary conditions f(−L/2) = f(L/2), f ′(−L/2) = f ′(L/2).
Nothing precludes us to apply the condition (24) to finite-
size configurations [55], and a Q-hole in a box is classi-
cally unstable if
∂QL
∂ω
> 0 , (35)
where QL denotes the finite charge of such a Q-hole. Let
us now investigate the regime when L is much larger than
the characteristic size of the soliton. Then, there ex-
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FIG. 6. The potential (8) with V given in eq. (38), at different ω. The colored dots denote the condensate solutions.
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FIG. 7. The spectrum of classical solutions in the theory
with the potential (38). The ticks (a), (b) and (c) refer to the
potential Uω shown in Fig. (6)(a,b,c) correspondingly.
ists the homogeneous condensate of magnitude fc,L and
charge Qc,L such that
f(±L/2)− fc,L → 0 ,
QL −Qc,L
Qc,L
→ 0 ,(
∂QL
∂ω
− ∂Qc,L
∂ω
)
1
Qc,L
→ 0 , L→∞ .
(36)
Since a condensate solution a Q-hole approaches at large
distances is required to be classically stable, in view of
eq. (28) it is reasonable to expect that at large enough
L
∂Qc,L
∂ω
> 0 . (37)
This and the last of eqs. (36) then imply that eq. (35)
holds at large enough L. Thus, there is a decay mode
associated with the Q-hole confined in a finite volume.
The length scale of the mode is determined by the length
scale of the Q-hole and does not depend on L at large
L. Hence, the mode survives in the limit L → ∞ and
renders the Q-hole in infinite space unstable.
C. An example
Consider a 1+1-dimensional theory with a complex
scalar field (3) and a polynomial potential. To allow for
Q-holes and, hence, for Q-balls, the (bounded from be-
low) potential must be at least of degree six [7]. On the
other hand, Q-bulges require a more complicated poten-
tial, which may not be consistent with Q-balls. For this
reason, below we focus on the first two types of solitons.
Take the potential in the form
V = m2φ∗φ− 1
2
α2(φ∗φ)2 +
1
3
β(φ∗φ)3 , (38)
where β > 0. The 1+1-dimensional Q-balls arising in
this potential were studied in [46]. Let us find the ranges
of ω for Q-balls and Q-holes. If ω1 is the lowest angular
velocity above which two local extrema of Uω appear,
then
ω21 = max
(
0, m2 − α
4
4β
)
. (39)
Denote by ω2 ≡ ωmin the value of ω at which the second
local maximum of Uω crosses zero, then
ω22 = max
(
0, m2 − 3α
4
16β
)
. (40)
One can adjust the parameters of the potential so that
ω1 > 0. At 0 < |ω| < ω1 no solitons exist (Fig. 6(a)).
The range ω1 < |ω| < ω2 (Fig. 6(b)) is occupied by Q-
holes, and the range ω2 < |ω| < m (Fig. 6(c)) is spanned
by Q-balls. Besides Q-holes and Q-balls, there are two
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FIG. 8. The Q-hole in the potential (38). Here α = m,
β = 0.2m2, and ω = 0.1m. The dashed line denotes the
magnitude of the background condensate.
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FIG. 9. The relative charge (the solid lines) and energy (the dashed lines) of Q-holes in the potential (38). (a): α = m,
β = 0.12m2. According to eq. (39), the lower bound is ω1 = 0. (b): α = m, β = 0.26m
2. Here ω1 = 0.2m, the bound is
denoted by the vertical dashed lines.
families of homogeneous condensates. The family with
the lower magnitude of the scalar field corresponds to
the local minimum of Uω, and it exists at ω1 < |ω| < m.
The family with the larger magnitude corresponds to the
second maximum of Uω, and it exists at all |ω| > ω1.
Using eq. (26), one can make sure that the first family
is classically unstable and the second family — the one
supporting Q-holes — is classically stable. Our findings
are summarized in Fig. 7, and the typical Q-hole profile
is shown in Fig. 8.
Much like a Q-ball is characterized by its charge and
energy relative to the classical vacuum of a theory, a Q-
hole is characterized by its charge and energy relative to
those of a background condensate. In Fig. 9, Qrel and
Erel are plotted as functions of ω. It turns out that Erel is
non-negative, and the sign of Qrel is opposite to the sign
of ω. Depending on the parameters of the potential (38),
two options are possible. If ω1 = 0, then there exists
a static Q-hole with zero Qrel but positive Erel. The
background solution in this case represents the second
(false) classical vacuum state of the theory. The static Q-
hole can be thought of as a tunneling solution mediating
the quantum decay of the false vacuum. If ω1 > 0, by
taking |ω| closer to ω1, one obtains ever smaller Q-holes,
and in the limit |ω| = ω1 the soliton dissolves completely
in the surrounding condensate. In the opposite limit,
|ω| → ω2, Q-holes enter the thin-wall regime with nearly
the vacuum in their interior.
IV. Q-BALLS WITH ADDITIONAL FIELDS
The above consideration of non-topological solitons
was limited to theories with one complex scalar field φ
and a global U(1)-symmetry. The presence of additional
fields can change seriously some of the discussed results.
The new fields may not participate directly in building
nonlinear solutions. This is typical, for example, in the
case of Q-balls in supersymmetric extensions of the Stan-
dard Model, where the role of φ is played by squarks and
sleptons [14]. As was discussed in section II C, coupling
the rest of degrees of freedom of the theory to φ can affect
the stability of the soliton, or modify the corresponding
scalar field potential. In this section, we consider the sit-
uations when additional fields themselves have large oc-
cupation numbers and are responsible for existence and
stability of solitons. We will discuss theories with one
complex scalar field and with an additional field of spin
0, 1 (a gauge field), and 2 (a gravitational field). The goal
is to compare multi-field solitons with ordinary Q-balls
studied in section II.
In fact, historically the name “non-topological soliton”
was granted to solutions arising in the theory of one com-
plex and one real massive scalar fields interacting with
each other [101]. Generally, these solutions do not match
with the definition of Q-ball given by Coleman [7]. Nev-
ertheless, subsequent studies revealed many similarities
between milti-field solitons and Q-balls. For example, the
differential relation (14) is valid for all classes of solitons.
Furthermore, in some cases it is possible to integrate out
additional fields, thus reducing a multi-component solu-
tion to a one-field Q-ball.
The section is organized as follows. First, we consider
three examples of theories with two massive scalar fields,
including the model of Friedberg, Lee and Sirlin [37] (sec-
tion IV A). We show how the effective field theory ap-
proach can be applied to establish the correspondence
between two-field solutions and Q-balls in an effective
potential. In section IV B, we outline properties of Q-
balls in theories with a local U(1)-symmetry. There, the
additional field is the massless gauge field. The key dif-
ference from the global U(1)-group is that the massless
field mediates a long-range (Coulomb) force which makes
a significant imprint in the properties of solitons. In sec-
tion IV C, one more example of a long-range force is dis-
cussed. Namely, we outline main features of boson stars
— non-topological solitons in the presence of dynamical
gravity.
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A. Additional heavy fields
As a first example, consider a 1+1-dimensional theory
of scalar fields φ and χ with the Lagrangian [102]
L = ηµν∂µφ∗∂νφ+1
2
ηµν∂µχ∂νχ−m2φ∗φ
− M
2
2
χ2 + gχφ∗φ+ g′χ3 .
(41)
Here φ is charged under the global U(1)-group, while χ is
not. If g = g′, the model admits exact solitonic solutions
for which φ is of the form (6).18 At mM we have
|φ| ∼ m˜M
g
cosh−1(m˜x) , χ ∼ m˜
2
g
cosh−2(m˜x) , (42)
where m˜2 = m2 − ω2 and 0 6 ω < m. We see that
χ ∼ g
M2
|φ|2 at all x . (43)
This suggests that in the limit g/M2 → 0, the two-field
solutions (42) reduces to the one-field Q-balls, and that
corrections to the Q-balls due to the presence of the field
χ can be taken into account perturbatively.
Let us see explicitly how the effective theory approach
can work for solitons. To this end, we integrate χ out.
This results in the low-energy theory (3) with the follow-
ing effective potential for φ:
V = m2φ∗φ+ g
∞∑
n=1
an
( g
M2
)n
(φ∗φ)n+1 , (44)
where an = O(1) for all n. Assuming that
max
x
|φ(x)|2  M
2
g
, (45)
one can truncate the above potential at the first nonlinear
term for which a1 = −1/2. Then, the low-energy theory
admits Q-balls, and the field φ behaves exactly like in eqs.
(42). We have obtained the correspondence between the
two-field solitons and their one-field analogs in the case
when the hierarchy of scales between the heavy and the
light fields (expressed, e.g., in eq. (45)) is preserved along
the soliton. In the theory (41), this preservation is due
to the fact that the characteristic length scale m˜−1 at
which the fields behave non-linearly is the same both for
φ and χ.
An additional heavy field can also carry a U(1)-charge.
Consider, for example, a theory of two complex massive
scalar fields φ and X with the potential (see, e.g., [104,
105])
Vφ,X = m
2φ∗φ+M2X∗X + gXφ∗φ∗ + g∗X∗φφ . (46)
18 The integrability of the model is due to the fact that it cor-
responds to the problem of motion of classical particles in the
He´non-Heiles potential [103].
Here the charge of X is twice that of φ. Again, if g/M2 
1, one can integrate the field X out and to reduce the
study of two-field solitons to the study of Q-balls in the
polynomial potential (44). Again, the effective theory for
φ works as long as the condition (45) holds.
In the above examples the effective theory was based
on the assumption that the additional field is close to its
vacuum value everywhere across the soliton. It is easy
to find solutions for which this is not true. Consider a
one-field Q-ball in the thin-wall regime. The thin-wall
approximation implies the balance between at least two
nonlinear terms in the scalar potential. But then, accord-
ing to eq. (44), all nonlinear terms are equally important
inside the soliton, and the perturbation theory breaks
down. This means that a thin-wall Q-ball cannot be ob-
tained from a two-field soliton by integrating out one of
the fields. Conversely, the low-energy expansion above
the classical vacuum does not work for two-field solitons
in the thin-wall regime, since expectation values of both
fields are different considerably from their vacuum values
in the interior of the solution.
Having a two-field thin-wall soliton, one can develop
different effective theories for one of the fields above dif-
ferent expectation values of the second field inside and
outside the solution. To demonstrate this, consider the
theory of Friedberg, Lee and Sirlin in 3+1 dimensions
[37]:19
L = ηµν∂µφ∗∂νφ+1
2
ηµν∂µχ∂νχ
− gχ2φ∗φ− λ
4
(χ2 − v2)2 ,
(47)
where g, λ > 0. In general, soliton solutions in this theory
must be found numerically (see, e.g., [107]). However, if
the angular velocity ω of the field φ is close to gv, the
thin-wall regime for the field χ is realized, and it can be
treated analytically. In this case, outside the soliton the
fields can be set to their vacuum values, ξ = v, φ = 0.
Expanding above the vacuum gives the effective potential
for φ. It is quadratic near φ = 0, hence the exponentially
decaying large-distance asymptotics of φ is reproduced.
The effective theory built on top of χ = v is valid as long
as
|φ(x)|  λv
2
g
. (48)
Inside the soliton, χ is nearly zero. Building the effec-
tive theory for φ on top of this background gives the flat
scalar potential. Again, the behaviour of φ in this po-
tential, |φ| ∝ sin(ωr)/r matches with the short-distance
asymptotics of solutions in the theory (47).
The above reasoning explains the similarity between
the properties of solitons in the theory (47) and in the
19 Note that, contrary to the case of one scalar field, a two-field
potential allowing for Q-balls can be renormalizable.
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FIG. 10. The parametric dependencies of energy E and charge Q of gauged Q-balls on the angular velocity ω in the theory (49)
with the piece-wise parabolic potential: V (φ∗φ) = m2φ∗φ at |φ| < v, V (φ∗φ) = m2v2 at |φ| > v. The thin black line denotes
the non-gauged case. The left plot corresponds to the gauge coupling constant e = 0.005m/v, and the right plot corresponds
to e = 0.02m/v. The circle and the box mark the points at which ω = m, the triangle marks the point at which ∂Q/∂ω = 0
(the cusp point), and the asterisk marks the point at which ∂Q/∂ω =∞. We observe that none of the solutions diverge at the
upper bound for ω. Adapted from [106].
theory (3) with the flat potential. In particular, Fig.
2(c), in which the energy of a one-field Q-ball is plotted
against its charge, looks qualitatively the same as the
analogous diagram in the theory (47) [37]. Note also
that in all examples considered here the classical stability
criterion (24) was shown to be valid [55].
B. Gauged Q-balls
Q-balls in a complex scalar field theory with a local
U(1)-symmetry (“gauged Q-balls”) were first proposed
in [67],20 and studied extensively in [108]. Later, their
properties, including classical stability, were investigated
in details, e.g., in [55, 106, 109–111]. To outline these
studies, consider the following Lagrangian in 3+1 dimen-
sions (cf. eq. (3)):
L = ηµνDµφ∗Dνφ− 1
4
FµνF
µν − V (φ∗φ) . (49)
Here Fµν = ∂µAν − ∂νAµ, Dµ = ∂µ − ieAµ, Aµ is a
four-potential, e denotes the gauge coupling, and V is
the scalar field potential chosen so that to allow for Q-
balls in the absence of the gauge field. In an appropriate
gauge, the ansatz for spherically-symmetric gauged Q-
balls takes the form
φ = f(r)eiωt , A0 = A0(r) , Ai = 0 . (50)
20 Interestingly, both global [13] and gauged [67] Q-balls were pro-
posed in a successive order in the same issue of the journal.
The requirement of finite energy imposes the large-
distance asymptotics φ(r), A0(r)→ 0, r →∞. The reg-
ularity at the origin implies φ′(0) = A′0(0) = 0. The en-
ergy and the charge of a gauged Q-ball are readily found
to be (cf. eqs. (13))
Q = 2
∫
d3x f2(ω + eA0) ,
E =
∫
d3x ((ω + eA0)
2f2 + (∇f)2
+ V (f) +
1
2
(∇A0)2) ,
(51)
and one can show that the differential relation (14) re-
mains in force [110].
When the gauge coupling e and/or the charge Q are
small, the back-reaction of the gauge field on the scalar
field can be neglected, and the gauged Q-balls display
the same properties as their global counterparts. When
the back-reaction becomes significant, qualitatively new
features appear in the behaviour of solitons. This can be
understood from the fact that the gauge field provides a
repulsive long-range force between a collection of scalar
charged particles constituting the soliton. The main con-
sequence of this repulsion is that a charge of a gauged
Q-ball is bounded from above. The existence of maximal
charge Qmax implies that both ends of the range of pos-
sible values of angular velocity ω are achieved with finite
charge and energy, as is shown in Fig. 10. Namely, while
ω < m in the non-gauged case (as usual, m is the mass of
free φ-boson), gauging the theory results in the appear-
ance of the exceptional Q-ball with ω = m [106]. The
Q-ball, saturating the upper angular velocity bound, also
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saturates the upper charge bound.21 At ω > m, gauged
Q-balls cease to exist. Note also that in the general case,
the gauged Q-balls are not characterized uniquely by the
value of ω, see Fig. 11 for illustration.
The question of classical stability of gauged Q-balls is
challenging [55]. First, it remains an open question if the
decay of solutions of the form (50) can be mediated by a
non-sphericaly-symmetric mode. Recall that in the case
of non-gauged Q-balls described by the ansatz (6), the
decay mode, if exists, is always spherically-symmetric.
Second, consider the following perturbation of the back-
ground solution [55]:
φ = f(r)eiωt + eiωteγt(u(r) + iv(r)) ,
A0 = A0(r) + e
γta0(r) ,
Aϕ = Aθ = Ar = 0 .
(52)
Here a0, u and v are real functions. Then, numerical
calculations show that there may be no decay modes of
the form (52) for gauged Q-balls with the charge such
that ∂Q/∂ω > 0. The example is shown in Fig. 11. On
the other hand, such modes can exist above a solution
for which ∂Q/∂ω < 0. The conclusion is that the clas-
sical stability condition (24) is not applicable for gauged
Q-balls, even in the case of spherically-symmetric per-
turbations. The failure of the statistical argument advo-
cated in section II C is due to the presence of the massless
field.
m2Q/v2
102
104
106
0.4 0M 0.6 0.8
c
M 1
ev/M = 0.02
nongauged
stable
unstable
ω/m
FIG. 11. The charge Q against the angular velocity ω
for gauged Q-balls in the theory (49) with the piece-wise
parabolic potential, see the caption of Fig. 10. The solid line
stands for gauged Q-balls that are stable against spherically-
symmetric perturbations of the form (52). The short-dashed
line denotes gauged Q-balls that are unstable against these
perturbations, and the long-dashed line denotes non-gauged
Q-balls in the same potential. We see that the gauged Q-
balls are not in one-to-one correspondence with ω. The gauge
coupling constant is e = 0.02m/v. Adapted from [55].
21 Although this fact has not been proved rigorously, it happens to
be true in numerical calculations.
Note finally that, because of the Coulomb repulsion,
homogeneous solutions analogous to scalar condensates
(9) do not exist in theories with the gauge U(1)-group.
C. Boson stars
One more example of a long-range force is provided by
gravity. It yields an additional stabilization of nonlinear
localized lumps of matter. In flat space and when the
back-reaction of scalar fields on gravity is neglected, the
energy of stable Q-balls can be unbounded from above
(see Fig. 2(c)), potentially allowing for configurations of
astronomical mass and size. To treat them consistently,
the scalar field equation of motion must be supplemented
by the non-relativistic Poisson equation for the gravita-
tional potential or by the full set of Einstein equations.
Non-topological solitons arising in theories with a U(1)-
symmetry and dynamical gravity are called boson stars.
For their extensive reviews see, e.g., [24, 112].
Because of attractive nature of gravitational force, the
conditions ensuring the existence of localized solutions
can be relaxed. A type of “mini-boson stars” exists al-
ready in the case of free massive scalar field [113]. They
do not survive in the limit when gravity is decoupled. On
the other hand, “solitonic boson stars” in theories with
a self-interacting scalar field can be reduced to ordinary
Q-balls in the flat space limit [23]. Similarly, rotating
boson stars are reduced to spinning Q-balls as soon as a
scalar potential allows for the latter [39, 114].
The important characteristics of boson stars are their
critical mass Mc and compactness M/R, where R is the
characteristic size of a configuration. The critical mass
sets an energy threshold above which no stationary hori-
zonless solution exists. Configurations with masses above
Mc contain black holes,
22 or they are time-dependent so-
lutions collapsing into a black hole or decaying, e.g., into
solitons with smaller masses. In light of applications of
boson stars as black hole mimickers [117], it is important
to compare their critical masses with the Chandrasekhar
limit. In the case of free scalar field of mass m, one has
Mc ∼ M2P /m  M3P /m2 (see, e.g., [113]), where MP is
the Planck mass. Adding self-interactions of the scalar
field modifies the estimate of Mc. For example, replac-
ing m2|φ|2 by m2|φ|2(1− |φ|2/φ20)2 yields Mc ∼M4P /m3
[118]. Overall, the mass of boson stars can vary from
ones typical for stars to ones typical for galactic halos
[119].
Beside the mass, an upper bound is also put on the
compactness of a boson star. Within General Relativity
22 It is worth noting that stationary spherically-symmetric scalar
field configurations with the horizon do not exist in theories sat-
isfying the weak energy condition, with the canonical scalar field
kinetic term, and with the minimal coupling of the scalar field
to gravity [115]. Such solutions (black holes with scalar hair)
were obtained in the class of axially-symmetric, rotating config-
urations; see [116] for a review.
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a model-independent upper bound on the compactness
of a perfect spherically-symmetric fluid sphere was set
by Buchdahl under certain conditions on the distribution
of the fluid and its equation of state [120]. This bound,
M/R ≤ 4/9M2P , is strictly below the compactness of a
Schwarzschild black hole, MBH/RBH = 0.5M
2
P . The
bound can in principle be evaded by dropping one or
several conditions under which it is valid. Typically, the
compactness of a non-rotating boson star is quite below
the Buchdahl’s limit. It can approach the latter in certain
regions of angular velocity and parameters of a scalar
potential (see, e.g., [117, 121]). For rotating boson stars,
there is a tendency of their compactness to grow with
spin [122, 123], but no solution is known with the mass-
to-size ratio beyond the Buchdahl’s bound.
The phenomenological interest in boson stars is two-
fold. On the one hand, they serve as relatively simple
models of real astronomical objects like neutron stars.
Replacing fluid spheres with complicated internal dynam-
ics by comparatively featureless boson stars allows one to
simplify the treatment in the cases when details of the
internal dynamics of a neutron star are not important.
An example is the inspiral phase of a neutron-star bi-
nary.23 On the other hand, boson stars provide a good
alternative hypothesis in the analysis of astrophysical sig-
natures of neutron stars and black holes. Recent works
discuss discrimination between a supermassive black hole
and a boson star in a galaxy center [20, 21] (see also [22]).
In other studies, gravitational wave signals produced by
merging of black holes and of boson stars are compared
[127]. In theories with ultra-light dark matter candidates,
boson stars can represent galactic halos, thus healing the
problem of dark matter density cusps in the centers of
galaxies [128].
In light of numerous applications of boson stars in as-
trophysics and cosmology, it is important to understand
mechanisms of their formation (see [129] for a review). In
[130] it was shown that gravitational attraction can re-
sult in appearance of compact solitonic configurations out
of initial inhomogeneities in the distribution of matter.
Later, the mechanism of “gravitational cooling”, which
makes the formation possible, was studied in [131] in
a Schroedinger-Poisson system with self-interaction. In
[132], the formation of bosonic cores of compact stars by
accretion from the surrounding condensate was studied.
Recently, it was demonstrated that gravitational insta-
bilities in a homogeneous distribution of matter or in a
mini-cluster also result in formation of compact objects
[133]. Also, the formation of solitons from small spatial
inhomogeneities and their subsequent clustering in a non-
relativistic theory with strong self-interaction and in the
FRW background was recently studied in [134].
23 What matters in this case is the response of the mass distribution
of a compact object to a tidal field (see, e.g., [124, 125]). This is
an example of the “effacement” of an internal structure of bodies
in respect of the external problem of their motion [126].
V. OUTLOOK
In finishing the review, let us outline a few of possible
directions for future research which, we believe, are in-
teresting both from the theory side and in view of their
phenomenological applications.
Our main focus has been on the four types of non-
topological solitons arising in relativistic theories with a
global U(1)-symmetry. These are homogeneous charged
scalar condensates, Q-balls, Q-holes and Q-bulges. It is
intriguing that the first three of these types can co-exist
in one theory, and that the first two of them can at the
same time be classically stable. Now, it is natural to ask
about dynamical processess involving classical or quan-
tum transitions between these solutions. The question
is relevant whenever one deals with the complicated dy-
namics of scalar fields, e.g., after the end of inflation. The
situation is far from the full resolution. In particular, the
role of Q-holes (and Q-bulges) in such processes remains
unclear. Investigation of classical stability of Q-holes and
Q-bulges may shed some light on this question.
Speaking more generally, the classical stability analy-
sis provides a lot of information about the behaviour of
a soliton, both in isolation and in interaction with other
solitons and particles. As was discussed in section II C,
the criterion (24) of linear classical stability of Q-balls has
no immediate generalization to other types of solutions.
In particular, it is not valid for homogeneous configu-
rations, Q-holes, gauged Q-balls and boson stars. Any
progress in working out classical stability conditions for
non-topological solitons is, therefore, important.
It is worth to comment again on the attempt of hydro-
dynamic description of Q-balls discussed in section II B.
There it was pointed out that the off-diagonal compo-
nents of the energy-momentum tensor of a Q-ball (even
an absolutely stable one) are non-zero, indicating the
presence of shear force. In field theory, the meaning of
this is somewhat obscured. However, when one descends
to the level of kinetic equations, considering shear force
becomes mandatory, since it can play a crucial role, e.g.,
in formation of solitons.
The study of quantum features of solitons (in more
than 1+1 dimensions) is complicated, since the solitonic
background, which is to be quantized, is neither homo-
geneous, nor time-independent. The necessary interme-
diate step here is to study spectra of linear classical per-
turbations on top of a (classically stable) soliton solu-
tion. This work is in progress (see, e.g., [62]). On the
other hand, some of the quantum effects can be captured
in the leading-order semiclassical approximation. Among
them is the tunneling process, which for Q-balls has been
rigorously considered only recently [57].
Let us stress again that Q-balls are good toy mod-
els to test various phenomena arising in more compli-
cated systems such as black holes, neutron stars, boson
stars. To the list of their features one can add the fact
that quantum transitions between classically stable ho-
mogeneous configurations and classically stable Q-balls
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are mediated by non-spherically-symmetric tunneling so-
lutions [57]. Note also that Q-balls are a suitable play-
ground to study spontaneous breaking of spacetime sym-
metries in systems with a global charge (see, e.g., [50]).
To conclude, in the early years of studies of solitons
in relativistic field theories, there were attempts to asso-
ciate them to fundamental physics, that is, to associate to
them elementary particles, bound states of particles like
hadrons, and to read out the particle interaction from the
classical interaction of solitons. As we now know, these
attempts failed. However, in astrophysics, cosmology,
condensed matter physics and at the level of background
fields, the significance of solitons is hard to overestimate.
Hence, the studies in the field of solitons and, in partic-
ular, Q-balls will continue.
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