A laser damage test facility delivering pulses from 100 fs to 3 ps and designed to operate at 1030 nm is presented. The different details of its implementation and performances are given. The originality of this system relies the online damage detection system based on Nomarski microscopy and the use of a non-conventional energy detection method based on the utilization of a cooled CCD that offers the possibility to obtain the laser induced damage threshold (LIDT) with high accuracy. Applications of this instrument to study thin films under laser irradiation are presented. Particularly the deterministic behavior of the sub-picosecond damage is investigated in the case of fused silica and oxide films. It is demonstrated that the transition of 0-1 damage probability is very sharp and the LIDT is perfectly deterministic at few hundreds of femtoseconds. The damage process in dielectric materials being the results of electronic processes, specific information such as the material bandgap is needed for the interpretation of results and applications of scaling laws. A review of the different approaches for the estimation of the absorption gap of optical dielectric coatings is conducted and the results given by the different methods are compared and discussed. The LIDT and gap of several oxide materials are then measured with the presented instrument: Al 2 O 3 , Nb 2 O 5 , HfO 2 , SiO 2 , Ta 2 O 5 , and ZrO 2 . The obtained relation between the LIDT and gap at 1030 nm confirms the linear evolution of the threshold with the bandgap that exists at 800 nm, and our work expands the number of tested materials.
I. INTRODUCTION
Short pulse lasers have undergone a rapid growth both in capability and application since the advent of chirped pulse amplification. Initially driven by cutting-edge fundamental research, the development of femtosecond lasers have now interlinked with a large number of industrial metrology, research, and clinical applications. Further, by enabling action on matter in a controlled way at the nanometer scale and by opening up the possibility of monitoring events at the femtosecond resolution, ultrashort lasers have provided physics, chemistry, and biology with research tools of unexpected power. Generating and manipulating femtosecond laser pulses require the ability to limit pulse lengthening and spectral distortion. This requires specific multilayer optical coating and components. The rapid developments in femtosecond laser technology put enormous technological challenges on thin film devices. The peak power handling capability of these optical components is particularly inhibiting the evolution of high performance laser systems and laser induced damage is a challenging issue in this field.
The damage of dielectric materials is the result of complex processes 1, 2 involving multiphoton ionization, avalanche ionization, electron-phonon coupling, and thermal and mechanical effects.
Different studies on femtosecond laser damage of optical thin films have been performed. [3] [4] [5] [6] [7] [8] [9] [10] Most of them were a) Author to whom correspondence should be addressed. Electronic mail: laurent.gallais@fresnel.fr.
conducted at 800 nm. Indeed, due to its broadband emission and its capacity to produce very short pulses, the titaniumsapphire laser, with its central wavelength near 800 nm, is the most popular femtosecond laser source. However, a new generation of femtosecond lasers has been developing for several years. Based on Ytterbium doped gain media, they can be pumped by diode and the result is compact low cost femtosecond lasers that can generate output energies higher than those obtained with the conventional lasers TiSa. 11, 12 Typical wavelengths of these lasers are near 1030 and 1050 nm. Furthermore, several very high power lasers are under development. For example, a Petawatt laser called PETAL, 13 a forerunner to the HiPER project, 14 is under construction in the Laser Integration Line (LIL), prototype of the future megajoule laser, in France. It is designed to deliver pulses of more than 7 PW with pulse duration of 500 fs at the wavelength of 1053 nm and is dedicated to fundamental experiments in the fields of high energy density and ultrahigh intensity physics. The resistance of films and gratings under ultrashort pulses of the order of petawatt is a critical issue in the development of these setups. There is then a great interest to study femtoand picosecond laser damage at these wavelengths and to develop specific tools for this purpose, which is exactly the objectives of the work that we report in this paper.
In the first section of this paper, we describe the developed setup and the methodology used to realize laser damage probability measurements. Second, we detail a nonconventional energy measurement technique dedicated to the specific problematic of the femtosecond damage. A review of the different approaches for the estimation of the bandgap of 
II. SHORT PULSE TEST DAMAGE SETUP

A. Laser source and experimental configuration
The laser source is a commercial femtosecond diode pumped ytterbium amplified laser (Amplitudes Systemes S-Pulse HP) operating at a wavelength of 1030 nm with a spatially Gaussian beam profile. The pulse duration can be varied from 500 to 3000 fs and is controlled with an autocorrelator (AVESTA ASF 70 fs-3 ps). The laser can operate with a repetition rate of 1 Hz to 100 kHz, with a maximum energy of 1 mJ at 1 Hz and 38 μJ at 100 kHz. A post-compression module allows to reach a pulse duration lower than 100 fs with an energy of 1 μJ at 100 kHz. The configuration of the laserdamage test facility is shown schematically in Fig. 1 .
The laser beam (linearly polarized) is focused at normal incidence, or with a specific angle if needed, on the front face of a coated sample by a plano-convex lens or a catadioptric objective. A He-Ne laser is used for alignments. Accurate positioning of the focus plane on the sample surface is performed by a precision translation stage. The measurement of the focused beam is realized with a beam analyzer (WIND-CAM D-UCD) associated with an imaging system (not shown on Fig. 1 ). In the configuration used in this study (focal length of f = 150 mm), the beam waist at the sample is 37 μm at 1/e 2 . Characteristic profiles of the temporal pulse, the spectral distribution, and the beam profile in the focal plane are presented in Figs. 2-4.
At 10 Hz, a mechanical shutter is used to work in a single shot mode. The single pulse energy can be continuously modified using a combination of a zero-order half wave plate, mounted on a motorized rotation stage, and a thin film polarizer. A 5% beamsplitter fixed after the polarizer is used to direct a small amount of the energy into a pyroelectric energy meter (OPHIR PE9-F) for energy measurement after each shot. This energy meter is calibrated to measure and save the energy incident on the sample by inserting a second pyroelectric meter in front of the sample (OPHIR PE10-BB).
B. Laser stability
In the sub-picosecond regime, it was demonstrated that transition of 0-1 damage probability in dielectric materials is very sharp, 15 typically few percent in fluence. This situation is very different from the nanosecond regime where the LIDT is linked to defects and where few tens of percent transitions can occur. 16 Consequently, it is possible to find very precisely the damage threshold of a component in the short pulse regime. However, the precision of this measurement depends strongly on the laser stability. Energy, beam pointing, and beam profile instabilities can introduce erroneous thresholds and behaviors. 17 The different characteristics of stability on our bench were measured and are presented in Table I . These measurements put in evidence the adequacy of the source to perform laser damage test with high precision and reduce the possibility to introduce errors in the measurement.
C. Evaluation of self-focusing effects
With their high peak power, femtosecond lasers can induce nonlinear effects that can affect the damage threshold measurement. The phenomenon of self-focusing in the air after the last focusing lens is the principal source of error. It conducts to a deformation and concentration of a part or totality of the laser beam, which increases drastically the fluence on the sample surface. Therefore, it is necessary to control the laser beam profile evolution as a function of the energy. The capacity of the laser beam to conduct self-focusing can be estimated numerically with the breakup integral, also called B-Integral and was found to be a useful criterion for designing laser amplifiers against beam instability. [18] [19] [20] It is given by the equation
with where λ is the laser wavelength, n 0 and γ are the linear and nonlinear refractive indices of the propagation medium, 1 is the length of this nonlinear medium, I(z) is the intensity at the position z, ξ is the pulse energy, τ is the pulse duration, and ω(z) is the beam radius at the position z. If we consider that the length of the nonlinear medium is similar to the Rayleigh length and the intensity is constant along this distance, then Eq. (1) can be simplified as
With our system, we have tested samples with a maximal energy of 1 mJ at pulse duration of ∼500 fs. The calculation of the breakup integral in air gives a value ∼0.7 with a nonlinear refractive index of 3 × 10 −23 m 2 /W. 22 In practice, the integral must be located well below 2-4 to avoid the nonlinear effects, 23 which is the case in our experiments. Therefore, the effect of self-focusing can be neglected in our test conditions.
D. Damage test procedure
Different damage test procedures are commonly used by the scientific community for laser damage tests: 1on1, 24 Son1, 24 Ron1, 16 and Raster Scan. 25 The 1on1 procedure consists of irradiating a great number of sites with single shots. By counting the number of damaged regions at each fluence F, we estimate and plot the damage probability curve P(F). The advantage of the one-on-one technique for sub-picosecond measurements is that it allows to find the threshold with high precision if sufficient data points are taken. However, the test conditions do not correspond to practical applications where the component can be exposed to a large number of shots. In this case, the S-on-one test procedure (where a burst of pulses is used instead of one shot) is adapted, but the test conditions (particularly the repetition rate) must be close to operational conditions due to incubation effects caused by multiple shots. 26 The experiment has been designed to operate in the 1on1 and the Son1 mode, the raster scan procedure being more adapted to the nanosecond regime where extrinsic initiating defects are involved. About the Ron1 procedure, the interpretation of results can be very complex and source of confusion and is restricted to samples with very limited test surface.
In this study, the test procedure one-on-one is used, since the applications were to study the determinism and the relation between the LIDT and the bandgap. To perform these tests, the target is mounted on a motorized x-y-z translation stage, which allows accurate positioning of the sample at desirable locations with a precision of 0.1 μm. The sample was translated after each pulse regardless of whether damage occurred to avoid incubation effects. After each shot, the state of the illuminated site (0 for no damage, 1 for damage) and the corresponding fluence value were recorded and used to determine the damage probability curve.
The LIDT measurement setup is fully automated, including the damage detection and data treatment described below, which allows to measure laser damage probabilities with a large number of points.
E. Damage detection
The damage detection and the damage criterion are the most important elements of a test procedure. They specify the accuracy of a measure and allow correct comparison with other setups. Different techniques have been developed in this goal, such as detection by change of the scattering; by charge coupled device (CCD) imagery; by deflection measurement; by acoustic detection; by spectrometric measurement; or by diffraction, reflection, and absorption monitoring of the sample. 25, [27] [28] [29] [30] [31] [32] It is also possible to realize the extrapolation to zero of the dependence of the squared damage diameter versus the laser fluence. 33 In this work, the laser damage is detected in situ by Nomarski microscopy with a 50× Mitutoyo Plan Apo SL infinity-corrected objective mounted on a BXFM Olympus microscope. The configuration is the same as the one described in Ref. 29 . The advantage of this technique is the possibility to realize real time estimation of the surface state. It allows both the elimination of erroneous detections and the direct characterization of the damage morphology. Moreover, a quantitative estimation of the laser damage diameter can be realized. An image of the irradiated zone is acquired by a CCD camera (COHU High Performance CCD) before and after each shot. An image-processing algorithm then realizes absolute subtraction of both pictures. Filtering is applied to the resulting image in order to eliminate the noise. After a binarization process, the algorithm determines the number of white pixels and compares the result with a threshold value fixed by the user. Damage is detected if the result is upper or equal to the threshold. This system permits the observation of a 230 × 173 μm area with a pixel size of 0.3 μm. For some applications, an ex situ damage inspection with another Nomarski microscope (20×, 50×, 100×) can be performed after the measurement (indeed human observation is more accurate). The damage criterion is then any visible modification detected through this system. Observation of damaged samples at pulse duration of 1 ps has revealed the interest of the utilization of magnification higher than 20× for an accurate detection of damages.
F. Evaluation of the fluence on the sample
To evaluate the maximum fluence on the sample, we used images of the beam in the plane location and the equation that links the total energy E T that is measured and the maximal fluence F m that needs to be determined through an effective area A eff , defined as follows:
with
(pixel value) pixel area maximum pixel value ,
where E m is the maximum energy of the beam on one pixel and S pixel is the surface of one pixel on the image. A eff is evaluated by analysis of the 16 bit beam image. This method allows a precise determination of the fluence send on the sample by taking into account the real shape of the beam. The accuracy on the determination of the fluence is then directly linked to the accuracy on the determination of the mentioned parameters in the previous equations. In the next section, we will detail an original approach that we have specifically developed for our application for an accurate determination of these parameters.
III. HIGH-RESOLUTION ENERGY MEASUREMENT BY CCD ARRAY
In the sub-picosecond regime, laser damages processes are assumed to be deterministic. 3, 15, 34 This characteristic has been linked to the ability of ultrashort pulses to produce free electron via photoionisation processes. Variation in the number of initial free electrons and the distribution of inclusions have then no direct influence on the threshold as it is the case for nanosecond pulses. In other words, in classical representations of laser damage probability versus the fluence, the transition to zero damage probability at one is expected to be perfectly vertical. Nevertheless, it is a perfect case and do not correspond to observations. Indeed, if F is the error admitted on the fluence measurement, the higher detectable transition slope S max will be defined by
The theoretical slope is infinity; so, we can easily understand the challenges that lay in a drastic reduction of the fluence measurement tolerance F. For this reason, a detection arm dedicated to an accurate measurement of the incident energy and/or fluence was added to the laser damage setup. In the first step, we will detail the implementation of the system, the procedures involved to calibrate the conversion from the intensity recorded by the CCD (in arbitrary unit) to the energy, and then we will see how we measured F the maximum error made on the fluence measurement.
A. Experimental configuration
The incident fluence measurement needs to be synchronized with the damage test; so, a beam splitter (see Fig. 1 ) was inserted in the beam path to perform real time measurement. The main part (95%) of the energy is now dedicated to the damage detection, and the other part (5%) to the fluence measurement. The sensor used for the direct energy measurement has to be able to record measurements with an acquisition rate higher than the repetition rate of the laser (10 Hz in our application). Moreover, high dynamic range and detectivity are needed because only one measurement is allowed for every pulse to both record the amplitude of the Gaussian beam and detect its spatial variations. For these reasons, we decided to use a CCD array as a sensor that will record the spatial repartition of the intensity for every pulse. The chosen detector matrix (pco 1600) is a back illuminated, scientific grade CCD array divided into 1600 × 1200 pixels with 100% fill factor. The signal is digitalized on 14 bits, which guarantee a high dynamic detection range. Moreover, the CCD array is maintained at −30
• C in order to minimize the dark current and optimize the detection sensitivity. The CCD array allows the recording of 30 images per second, so every pulse will be measured separately. At last, the matricial property of such a sensor can be useful to detect spatial variations of the characterized beam.
B. Energy measurement
After a spatial integration over the spot size on the image, the intensity recorded by the CCD array is proportional to the pulse energy. The result of this calibration, represented in Fig. 5 , shows a perfectly linear behavior. Taking into account the calibration factor found with this measurement, the energy can be determined.
C. Accuracy on the energy measurement
Residual noises that can perturb the measurement are the electronic noises (read out and digitization noises, intrinsic to the sensor), the photon noises (proportional to the square root of the measured signal), and the optical noises (due to any source of parasitic light which may occur). The optical noises are extracted from the measurement by subtraction of the signal recorded before each pulse generation with exactly the same measurement configuration. The photon and electronic noises cannot be modified, so it is necessary to quantify their influence on the measurement. In this aim, we will compare two simultaneous measurements of the same impulsion with the same sensor, which eliminates any contribution coming from the laser fluctuations or beam path. This comparison is made possible by the use of a spatially resolved sensor. Actually, by adding a beam splitter and some mirrors (see Fig. 1 ) on the beam trajectory, the incident beam will be divided in Rev two beams with the same optical properties. An example of intensity mapping recorded with this setup is given Fig. 6 .
The integral of each spot was calculated on a defined area (in white). To determine the appropriate zone, a departure area, centered on the higher pixel, is fixed and then the integral is calculated over the area. We increase progressively the size of the selected area until the value of the integral reaches a plateau obtained when the contribution of additional pixels becomes zero. It was checked that the signal from one of the spots was not contributing to the signal value recorded from the other spot. The signal recorded for each spot is integrated over the square areas defined in Fig. 6 and is recorded each time a pulse is generated. An example of the temporal evolution of the normalized integrated intensity I 1 and I 2 (i.e., the energies of the two beams) for the two spots is plotted in Fig. 7 for a 518 fs pulse generated with a 10 Hz rate and recorded with a 35 μs integration time. The temporal fluctuations of the two recorded signals are found to be highly correlated because they are a consequence of the laser temporal variations: the correlation coefficient calculated on 2000 shots is 0.87 (Bravais-Pearson coefficient). The key point of the setup is to offer the possibility of considering the temporal evolution of the ratio E 1 /E 2 . Actually, this ratio is very important because it is an exempt of the laser fluctuations; so, any fluctuations recorded on this ratio are only due to the detection system itself. In other words, the standard deviation extracted from the temporal measurement of the ratio E 1 /E 2 fluctuations is exactly the inaccuracy factor on the energy measurement. In our test configuration, we found that the uncertainty on the integrated energy is E T /E T = ±0.4%.
D. Standard fluence determination and accuracy
From Eq. (4), the inaccuracy on the fluence measurement is obtained using the relationship
E T /E T has been discussed previously. A eff is obtained through a numerical treatment of the image of the beam in the sample plane, using Eq. (6). With the imaging system and the configuration described in Sec. II A and the data treatment in Ref. 29 , we found A eff /A eff = ±0.7%. Considering these elements, the corresponding fluence with this method can be given in with an accuracy F/F = ±1.3%.
E. Direct fluence determination and accuracy
The main error contribution in this case is made on the determination of the effective area A eff , this area being determined before the tests by numerical treatment and a statistical analysis on images acquired by the standard CCD (WinCamD) in the focal plane. In order to reduce this contribution, we have worked on a procedure for the direct measurement of the fluence, with the low noise CCD camera (pco1600). Indeed, in the configuration described above, for each shot made on the sample an image of the beam is simultaneously done on the low noise camera. The configuration of Fig. 1 has then been changed in order to record on the low noise camera the same beam profile as the one in the sample plane location. This is done practically by inserting a similar lens, as the one used to focus the beam on the sample, in the optical path before the low noise camera. The optical paths between the beam splitter and the camera and the beam splitter and the sample have also been adjusted to be the same. In this configuration, the focus beam incident on the sample is recorded for each shot. Since the response of the camera has been checked to be linear, the grey level of each pixel corresponds proportionally to the local fluence. Given a proper calibration, that is given in Fig. 8 , the maximum fluence on the sample can be determined for each shot by recording the maximum grey value on the image.
Using this method, the fluence can be given in our experiment with an accuracy F/F = ±0.6%. This is an interesting result compared to any standard energy measurement system. Indeed, the standard precision for the fluence determination in damage test systems is in a range from 5% to 10% in the best cases and can reach few tens of %. 4-6, 21, 25, 27-31, 35-38 In our experiment, based on a highly stable laser, the result that is obtained using the pyrometer, Py1, for energy reference and a fixed beam size measured before damage testing is an accuracy of F/F = ±2.7%. It should also be noted that in the case of a less stable laser, our accuracy of ±0.6% should not be affected.
IV. APPLICATION TO OXIDE SINGLE LAYER COATINGS
A. Determinism in the LIDT
As explained in Sec. III, due to the physical mechanisms involved in the laser damage process, the LIDT in the subpicosecond regime is assumed to be deterministic. Different studies were conducted on the deterministic behavior of femtosecond laser damage for bulk materials 3, 15, 34, 38, 39 leading sometime to confusing or contradictory results, which can be linked to the fact that multishots and not single shots tests are used or due to the uncertainty on the fluence determination in these experiments. In order to investigate the "deterministic" extend of the sub-picosecond laser interaction, damage tests were performed on a bare substrate and a single layer of HfO 2 by using the measurement method described in Sec. III. The substrate is a super-polished fused silica (Corning 7980 polished by SESO). The hafnia film has been made by electron beam deposition with ion assistance by the CILAS company, on a similar substrate (the optical thickness is half wave at 1030 nm). The results and the test conditions are reported in Figs. 9 and 10 .
Based on these results that were obtained with the highresolution fluence determination method detailed previously, we can conclude that for these samples, and in our test conditions, the LIDT is perfectly deterministic.
A main interest of the instrument that we have developed is then to give non-ambiguous results in the range of fluence where the transition between damage and no damage occurs. It could be applied to study the evolution of the determinism strength with respect to the material and the pulse duration.
B. Relation between LIDT and bandgap energy
We have tested in our experiment several classical optical materials: Al 2 O 3 , HfO 2 , Nb 2 O 5 , SiO 2 , Ta 2 O 5 , and ZrO 2 . The samples are all single layer coatings deposited on a fused silica substrate with energetic process (ion assisted deposition or ion beam sputtering) on state-of-the-art coating plants (based at the CILAS company, the Laser Zentrum Hannover, the Institut Fresnel, and the Vilnius Institute of Physics). Notice that some of the samples were not tested using the optimized   FIG. 10 . Laser damage probabilities measured on the hafnia coating. Test conditions: 50 tested sites by fluence, pulse duration of 520 fs, and the laser parameters described in Sec. II. fluence determination procedure, which explains some large error bars in the graph. The experimental LIDT data have been rescaled in order to take into account of the electric field distribution in the film, using the following definition:
with E max /E inc the ratio of maximum of the standing wave electric field distribution in the film to the incident one. The reported values correspond then to the "internal" LIDT. The determination procedure for the bandgap of the samples is described and discussed in the Appendix. The results are reported in Fig. 11 .
A linear dependency of the threshold with the gap is observed, as reported in Ref. 6 . In comparison to this last reference where SiO 2 , Ta 2 O 5 , Al 2 O 3 , and HfO 2 were studied at 800 nm, these materials and also ZrO 2 and Nb 2 O 5 are shown to exhibit the same tendency at 1030 nm. We can note that if a linear fit is in quite agreement with the data, the theoretical behavior has no reason to be perfectly linear: when the bandgap is increasing, such as n + 1 photon are needed instead of n, the ionization probability should decrease, implying some discontinuities in the relationship between LIDT and the gap. We believe that using the instrument and methods developed in this work and materials where the gap can be continuously adjusted (such as mixtures 10, 40 ), this behavior could be studied in future works.
V. CONCLUSION
An original laser damage test facility, equipped with a robust metrology, has been developed and is dedicated to the study of damage behavior of optical surfaces in the near infrared. It has been shown that the utilization of a cooled CCD camera allows to perform measurements of fluence with extreme accuracy, thus offering the possibility of precise control of energy sent to the sample. Experiments were conducted to give the energy measurement an objective and accurate value of inaccuracy F and, as a consequence, to validate the ultimate resolution of the energy measurement setup.
Using this system, an investigation was conducted on the determinism in the case of fused silica substrate and oxide films. This demonstrates that the transition probability of 0-1 is very sharp and the LIDT is perfectly deterministic. Its width depends strongly on the error produced by the instability of the laser and sensors used, which were strongly reduced in our experiment.
The LIDT of dielectrics materials being closely related to the bandgap of the material, we have conducted a review of the different models available for the determination of the gap of the optical films. A number of models have been investigated, including the physics-based and empirical models. Our comparative results indicate that the Tauc-Lorentz model is the more adapted for the gap determination based on spectrophotometric measurements.
Different deposited materials commonly used in laser applications were tested and a precise determination of the oneon-one damage threshold at 1030 nm was obtained. A linear dependency of the threshold with the gap was evidenced.
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APPENDIX: ABSORPTION GAP DETERMINATION IN THE CASE OF THIN FILMS
The damage threshold in the sub-picosecond regime is determined by intrinsic material properties, rather than by the defects and impurities due to imperfections in the manufacturing process. The breakdown fluence is directly linked to the absorption gap of the material. For oxide optical thin films, an approximately linear dependence of the LIDT on the bandgap energy was found at constant pulse duration. 6 The gap of the sample under test is then a key parameter to be measured for any interpretation of laser damage results. The measurement of the absorption gap is not a straightforward task. Experiments show that this gap is not equivalent to the well-defined bandgap of the perfect materials. It can be affected by intraband states linked to materials imperfections. These defects can be related to the deposition process or can be generated by the laser interaction with the material. Moreover, the properties of thin films, which differ from that of bulk materials, not only depend on the deposition process, but also on the specific parameters imposed on the machine process. 41 
Methods
The determination of the gap of optical coatings materials is based on reflectance (R) and transmittance (T) measurement of a single layer coating using a spectrophotometer or an ellipsometer. Based on these data, one major difficulty is to find an appropriate fitting model for the determination of the gap. Different approaches are used among the community in the field of laser interaction with optical coatings: physicsbased models such as the Tauc, Cody, or Tauc-Lorentz, 6, 40 or empirical methods such as derivation of the transmission measurement. 8 To be more exhaustive and try to identify the more suitable approach for our study, we have tried to apply and compare different models available in the literature. These approaches can be classified in two categories: the ones based on physical modeling of the R and T curves that take into account directly the gap as a parameter, and the ones based on the direct analysis of the transmission or absorption curves.
As concerned the first category, our work is based on the comparative study made in Ref. 42 and we refer the reader to this reference for more details. We used in this study the Forouhi-Bloomer model (FBM), the FBM coupled to the modified Drude model (denoted FBM+MDM), and the TaucLorentz model (TLM). Each of these models use the gap as a parameter (E FBM , E FBM+MDM , E TLM ) and a number of p other parameters derived from the laws governing the refractive index n and the extinction coefficient k (depending of the number of oscillators used in the TLM for instance). The number p has to be as low as possible to avoid multiple solutions. One can note that for the accuracy of the gap determination, it is required that the spectral measurements include a spectral domain where the material is strongly absorbing.
In the case of the second category, a first method is based on the direct analysis of the transmittance curve: the gap energy is defined as the energy corresponding to the inflexion of the curve and is determined by the second derivation of the transmission measurement 9 (E T ). This method is the simplest approach to obtain an estimation of the gap. Other methods are based on the analysis of the absorption coefficient dispersion curves. From the R and T spectral measurements, the absorption coefficient α can be obtained, but in the case of a thin film it is not straightforward (see, for instance, Ref. 43): the reflectance of the air-film, film-substrate, and substrate-air interfaces are needed. The gap can then be defined as the photon energy where α reaches a given value. For instance, E 04 and E 03 correspond, respectively, to absorption coefficients of 10 4 and 10 3 cm −1 . 43 Another method can be to find the inflexion point of the derivation of α as a function of the photon energy, based on the Urbach equation 44 (E U ). The gap values can also be determined using the Tauc and Cody method described in Ref. 45 (E Tauc and E Caudy ).
We chose to apply the previously detailed physics-based models. Indeed, as opposed to the empirical models the results are based on a fit over a large spectral range. In addition, this fit is made both on the reflectance and the transmittance, which should improve the accuracy of the methods. For comparison of results, the method based on the inflexion point of the transmission curve has also been applied. These different approaches will be compared in Sec. 3 of the Appendix.
Analysis of Ta 2 O 5 samples
Tantalum pentoxide (Ta 2 O 5 ) films with different thicknesses were deposited on fused silica substrates by means of a double ion beam sputtering technique. This process leads to very dense and high optical quality coatings. The experimental reflectance and transmittance were measured under quasi-normal incidence from 260 nm (4.75 eV) to 1300 nm (0.95 eV) with 2 nm resolution, using a Perkin Elmer lambda 1050 spectrophotometer. The backside reflection has been taken into account. Such a measurement is given in Fig. 12. 
Comparison of results
The different methods were applied and the results are shown in Table II 
In the case of the Tauc-Lorentz model, the fit between the calculated and experimental data is excellent, as suggested by From these results, our conclusion is that the TLM approach is the best model to determine the gap of a dielectric coating. However, the fitting procedure is quite complex to implement and can be time consuming, since a global optimization method had to be employed because of the large number of parameters.
The TLM has also been used on thin films coatings with different thicknesses but deposited in the same conditions, hence exhibiting different R and T curves due to interference effects, but theoretically the same gaps. The results are reported in Table III. The refractive index and gap found on the different samples are very consistent. One should note that the precision of the gap value, determined by applying different spectral dataset from the same sample is about ±0.03 eV. Following these results, the TLM appears to be an appropriate and accurate model for the determination of the gap and will be used in our further studies.
