It is well known that the affine matrix rank minimization problem is NP-hard and all known algorithms for exactly solving it are doubly exponential in theory and in practice due to the combinational nature of the rank function. In this paper, a generalized singular value thresholding operator is generated to solve the affine matrix rank minimization problem. Numerical experiments show that our algorithm performs effectively in finding a low-rank matrix compared with some state-of-art methods.
Introduction
The affine matrix rank minimization (AMRM) problem consisting of recovering a low-rank matrix that satisfies a given system of linear equality constraints is an important problem in recent years, and has attracted much attention in many applications such as machine learning [1] , collaborative filtering in recommender systems [2, 3] , computer vision [4] , network localization [5] , system identification [6, 7] , control theory [8, 9] , and so on. A special case of AMRM is the matrix completion (MC) problem [10] , it has been applied in the famous Netflix problem [11] and image inpainting problem [12] . Unfortunately, the problem AMRM is generally NP-hard [13] and all known algorithms for exactly solving it are doubly exponential in theory and in practice due to the combinational nature of the rank function.
A popular alternative is the nuclear-norm affine matrix rank minimization (NuAMRM) problem [2, 6, 9, 10, 13, 14] . Recht et al. [13] have demonstrated that if a certain restricted isometry property holds for the linear transformation defining the constraints, the minimum rank solution can be recovered by solving the problem NuAMRM. Cai et al. [15] considered the regularization nuclear-norm affine matrix rank minimization (RNuAMRM) problem and a singular value thresholding (SVT) algorithm is proposed to solve this regularization problem. Although there are many theoretical and algorithmic advantages [13, 15, 16, 17, 18] for the convex relaxation problem NuAMRM, it may be suboptimal for recovering a real low-rank matrix and yields a matrix with much higher rank and needs more observations to recover a real low-rank matrix [2, 15] . Moreover, the singular value thresholding algorithm [15] proposed to solve the problem RNuAMRM tends to lead to biased estimation by shrinking all the singular values toward to zero simultaneously, and sometimes results in over-penalization as the ł 1 -norm in compressed sensing [19] . Recently, some empirical evidence [20] , has shown that, the non-convex algorithm, namely, iterative singular value thresholding (ISVT) algorithm, can really make a better recovery in some matrix rank minimization problems. However, the thresholding function for the ISVT algorithm is too complicated to computing, and converges slowly.
In this paper, inspired by the good performance of the p-thresholding operator [21] , namely, "generalized thresholding operator" in compressed sensing, a gener-alized singular value thresholding (GSVT) operator is generated to solve the problem ARMP. This GSVT operator comes to the soft thresholding operator [15] when p = 1, and for any p < 1, it penalizes small coefficients over a wider range and applies less bias to the larger coefficients, much like the hard thresholding operator [22] but without discontinuities. With the change of the parameter p, we could get some much better results, which is one of the advantages for our algorithm compared with some state-of-art methods.
The rest of this paper is organized as the following. Some preliminaries knowledge that are used in this paper are given in Section 2. Inspired by the generalized thresholding operator, a generalized singular value thresholding operator is generated in Section 3. In Section 4, an iterative generalized singular value thresholding algorithm is proposed to solve the problem AMRM. In Section 5, we demonstrate some numerical experiments on some matrix completion problems. Some conclusion remarks are presented in Section 6.
Preliminaries
In this section, we give some preliminary knowledge that are used in this paper.
Some notions
⊤ be the singular value decomposition (SVD) of matrix X, where U is an m×m unitary matrix, V is an n×n unitary matrix, Σ X = [Diag(σ(X)), 0] ∈ R m×n and σ(X) : σ 1 (X) ≥ σ 2 (X) ≥ · · · ≥ σ m (X) denotes the singular value vector of matrix X, which is arranged in descending order. The linear map A determined by d given matrices
The standard inner product of matrices X ∈ R m×n and Y ∈ R m×n is given by X, Y , and
The form of AMRM and some relaxation forms
The form of the affine matrix rank minimization (AMRM) problem in mathematics is given, i.e., (AMRM) min
where
A special case of AMRM is the matrix completion (MC) problem:
for all (i, j) ∈ Ω, where the only information available about M ∈ R m×n is a sampled set of entries M i, j , (i, j) ∈ Ω, and Ω is a subset of the complete set of entries {1, 2, · · · , m} × {1, 2, · · · , n}.
As the most popular convex relaxation, the nuclearnorm affine matrix rank minimization (NuAMRM) problem is given, i.e., (NuAMRM) min
is nuclear-norm of matrix X, and σ i (X) presents the i-th largest singular value of matrix X arranged in descending order.
The regularization form for affine matrix rank minimization (RNuAMRM) problem is given by
where λ > 0 is the regularization parameter. In [15] , a singular value thresholding operator, namely, soft thresholding operator
is introduced to solve the problem RNuAMRM, where t + is the positive part of t, and t + = max{0, t}. Recently, Cui et al. [20] substituted the rank function rank(X) by a sum of the non-convex fraction functions
in terms of the singular values of matrix X ∈ R m×n , and the non-convex function
is the fraction function. Then, they translated the problem (AMRM) into a transformed AMRM (TrAMRM) which has the following form
for the constrained problem and
for the regularization problem. Moreover, an iterative singular value thresholding (ISVT) algorithm is proposed to solve the problem (RTrAMRM).
Generalized singular value thresholding operator
Inspired by the good performances of the generalized thresholding operator [21, 23] in compressed sensing and differ from the former thresholding operators (see [15, 20] ), in this section, a generalized singular value thresholding operator is generated to solve the problem AMRM. Definition 1. (see [21, 23] ) For any λ > 0, p ≤ 1 and w i ∈ R, the generalized thresholding operator is given by 
where ∇ λ,p is defined in Definition 1. 
) and f p satisfies the triangle inequality.
To see clear that the generalized thresholding operator (8) is equivalent to the classical soft thresholding operation [24] in compressed sensing when p = 1, and it penalizes small coefficients over a wider range and applies less bias to the larger coefficients, much like the hard thresholding function [25] but without discontinuities for any p < 1. The behavior of the generalized thresholding operator for some p with λ = 0.5 are painted in Figure 1 . 
Remark 1. It is necessary to emphasize that the generalized thresholding operation defined in Definition 1 is an artificial operator and except p = 1, it is not the

proximal mapping of the classical
The reasons can be detailed seen in [26] .
Definition 3. (Generalized singular value thresholding operator) For any
λ > 0, p ≤ 1 and X = U[Diag(σ(X)), 0]V ⊤ be the SVD of matrix X ∈ R m×n ,
the generalized singular value thresholding (GSVT) operator for matrix X is defined by
where R λ,p is defined in Definition 2.
The GSVT operator R λ,p defined in Definition 3 is simply apply the vector generalized thresholding operator to the singular values of a matrix, and effectively shrinks them towards zero. It is to see clear that the rank of the output matrix R λ,p (X) is lower than the rank of the input matrix X.
Next, we will conclude the most important conclusion in this paper which underlies the algorithm to be proposed.
and the penalty function F p (X) is in terms of the singular values of matrix X and F p
(X) = m i=1 f p (σ i (X)), then the GSVT operator R λ,p (X) defined
in Definition 2 is the proximal mapping of the penalty function F p (X):
where f p is even,strictly increasing and continuous on [0, ∞), differentiable on (0, ∞), and non-differentiable at 0 if and only if
and F p satisfies the triangle inequality.
We will need the following technical lemma which is the key for proving Theorem 1. We now proceed to a proof of Theorem 1. 
Lemma 2. (von Neumann's trace inequality) For any matrices X, Y
can be rewritten as
By using the trace inequality in Lemma 2, we have
Noting that above equality holds if and only if the matrix Y admits the singular value decomposition
where U and V are the left and right orthonormal matrices in the SVD of matrix X (see the last part of Lemma 2). So, the problem (13) reduces to
and following directly from the Lemma 1 (Theorem 1 in [23] ), we finish the proof. Although we do not know the exact expression of penalty function F p (X), the GSVT operator R λ,p can really recover a low-rank matrix. In fact, the GSVT operator equivalents to the soft thresholding operator [15] when p = 1. For p < 1, it penalizes small coefficients over a wider range and applies less bias to the larger coefficients, much like the hard thresholding operator [22] but without discontinuities. With the change of the parameter p, we may get some much better results, which is one of the advantages for the GSVT operator compared with some other thresholding operator. This is the reason why we refer to this transformation as the generalized thresholding operator for the GSVT operator.
Iterative generalized singular value thresholding algorithm
In this section, an iterative generalized singular value thresholding (IGSVT) algorithm is proposed to solve the problem AMRM. Moreover, the cross-validation method [27] is applied to adjust the regularization parameter λ in each iteration.
Fixed point inclusion for minimizer
Now, we begin to consider our following regularization problem:
For any λ > 0, p < 1 and matrix Z ∈ R m×n , let
It is easy to verify that Ψ 2 (X, X) = µΨ 1 (X).
Theorem 2. For any positive numbers λ > 0, µ > 0 and matrix Z ∈ R m×n , if matrixX ∈ R m×n is the optimal solution of the problem min
where proof By definition, the function Ψ 2 (X, Z) can be rewritten as
which means that minimizing the function Ψ 2 (X, Z) on X, for any λ > 0, µ > 0 and matrix Z ∈ R m×n , is equivalent to min X∈R m×n
By Theorem 1, it is easy to verify thatX ∈ R m×n is the optimal solution of the problem min 
Combing with Lemma 1, we finish this proof. Furthermore, if we take the parameter µ > 0 properly, we have . If X * is the optimal solution of min
it can be expressed as
where proof By definition of Ψ 2 (X, Y), we have
where the first inequality holds by the fact that
Combined with Theorem 2 and Theorem 1, we can immediately finish this proof. Theorem 3 show us that, for any 0 < µ < 
With the fixed point inclusion (17), the IGSVT algorithm for solving the problem min X∈R m×n Ψ 1 (X) can be naturally given by
The following theorem establishes the convergence of IGSVT algorithm. Its proof follows from the specific condition that the step size µ satisfying 0 < µ < 1) The sequence {Ψ 1 (X k )} is decreasing.
Adjusting values for the regularization parameter
One problem needs to be addressed is that the IGSVT algorithm seriously depends on the setting of the regularization parameter λ > 0. In this paper, the crossvalidation method [27] is applied to adjust the regularization parameter λ in each iteration. To make it clear, we suppose the matrix X * of rank r is the optimal solution to the problem min 
By equation (8), we have
In practice, we approximate (19) , and a choice of λ is
Especially, we set
in each iteration. That is, (21) can be used to adjust the value of the regularization parameter λ during iteration.
Numerical experiments
In the section, we first carry out a series of simulations to demonstrate the performances of the IGSVT algorithm on random low-rank matrix completion problems, and then compared them with some other methods (singular value thresholding (SVT) algorithm [15] and iterative singular value thresholding (ISVT) algorithm [20] ) on image inpainting problems.
Two quantities are defined to quantify the difficulty of the low rank matrix recovery problems: SR = s/mn denotes the sampling ration, where s is the cardinality of observation set Ω whose entries are sampled randomly; FR = s/r(m + n − r) is the freedom ration, which is the ratio between the number of sampled entries and the 'true dimensionality' of a m×n matrix of rank r, and it is a good quantity as the information oversampling ratio. In fact, if FR < 1, it is impossible to recover an original low-rank matrix because there are an infinite number of matrices of rank r with the observed entries [28] . The stopping criterion is usually as following
where X k and X k−1 are numerical results from two continuous iterative steps and Tol is a given small number. We set Tol = 10 −7 in our experiments. In addition, the accuracy of the generated solution X * of our algorithm is measured by the relative error (RE), which is defined as
where M ∈ R m×n is the given low-rank matrix.
Completion of random matrices
For the sake of simplicity, we set m = n and generate n × n matrices M of rank r as the matrix products of two low-rank matrices M 1 and M 2 where M 1 ∈ R n×r , M 2 ∈ R r×n are generated with independent identically distributed Gaussian entries and the matrix M = M 1 M 2 has rank at most r. To determine the best choice of parameter p , we test IGSVT algorithm on random matrix completion problems with some different p ∈ {−0.9, −0.7, −0.5, −0.3, −0.2, −0.1, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9}. Tables 1, 2 , 3, 4 report the numerical results of IGSVT algorithm for the random low-rank matrix completion problems with SR = 0.40 when we fix rank r = 12 and vary n from 100 to 1200 with step size 100. Tables 5, 6 , 7, 8 present numerical results of the IGSVT algorithms in the case where n is fixed to 100 and r is varied from 11 to 22 with step size 1. Compar- ing the performances of IGSVT algorithm for completion of random low rank matrices with different p and FR we find that p = 0.5 is the best strategy when FR is closed to one.
Image inpainting
In the experiments, the IGSVT algorithm is tested on image inpainting problems and compared it with some state-of-art methods (singular value thresholding (SVT) algorithm [15] and iterative singular value thresholding (ISVT) algorithm [20] ). The three algorithms are tested on a standard 512 × 512 gray-scale image (Lena). We first use the SVD to obtain its approximated low-rank image with rank r = 50. The original image and the corresponding approximated low-rank image are displayed in Figure 2 . We take SR = 0.40 and SR = 0.30 for the low rank image. Two sampled low-rank images with SR = 0.40 and SR = 0.30 are shown in Figure  3 . Numerical results of the three algorithms for image inpainting are reported in Table 9 . For SR = 0.40 and SR = 0.30, we also display recovered Lena image via the three algorithms in Figure 4 and Figure 5 , respectively. Comparing these numerical results, we can find that the IGSVT algorithm performs much better than SVT algorithm and ISVT algorithm on image inpainting for p = 0.5.
Original Lena image
Approximated Lena image with rank r=50 
Conclusions
It is well known that the affine matrix rank minimization problem is NP-hard and all known algorithms for exactly solving it are doubly exponential in theory and in practice due to the combinational nature of the rank Table 9 : Comparisons of IGSVT algorithm, SVT algorithm and ISVT algorithm for image inpainting function. In this paper, inspired by the good performances of the generalized thresholding operator in compressed sensing, a generalized singular value thresholding operator is generated to solve this NP-hard prob-lem. Numerical experiments on random low-rank matrix completion problems show that our algorithm performs effectively in finding a low-rank matrix. Moreover, extensive numerical results have illustrated that our algorithm are able to address low-rank matrix completion problems such as image inpainting. Compared with some state-of-art methods, we can find that our algorithm performs the best on image inpainting.
