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Abstract 
With the overall goal of illuminating the relationship between neural dynamics and neural network 
structure, this thesis presents a) a computer model of a network infrastructure capable of global broadcast 
and competition, and b) a study of various convergence properties of spike-timing dependent plasticity 
(STDP) in a recurrent neural network. 
The first part of the thesis explores the parameter space of a possible Global Neuronal Workspace (GNW) 
realised in a novel computational network model using stochastic connectivity. The structure of this 
model is analysed in light of the characteristic dynamics of a GNW: broadcast, reverberation, and 
competition. It is found even with careful consideration of the balance between excitation and inhibition, 
the structural choices do not allow agreement with the GNW dynamics, and the implications of this are 
addressed. An additional level of competition – access competition – is added, discussed, and found to be 
more conducive to winner-takes-all competition.  
The second part of the thesis investigates the formation of synaptic structure due to neural and synaptic 
dynamics. From previous theoretical and modelling work, it is predicted that homogeneous stimulation in 
a recurrent neural network with STDP will create a self-stabilising equilibrium amongst synaptic weights, 
while heterogeneous stimulation will induce structured synaptic changes. A new factor in modulating the 
synaptic weight equilibrium is suggested from the experimental evidence presented: anti-correlation due 
to inhibitory neurons. It is observed that the synaptic equilibrium creates competition amongst synapses, 
and those specifically stimulated during heterogeneous stimulation win out. Further investigation is 
carried out in order to assess the effect that more complex STDP rules would have on synaptic dynamics, 
varying parameters of a trace STDP model. There is little qualitative effect on synaptic dynamics under 
low frequency (< 25Hz) conditions, justifying the use of simple STDP until further experimental or 
theoretical evidence suggests otherwise. 
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Chapter 1: Introduction 
The study of the brain and the cognitive functions attributed to it is considered by many to be one of the 
great remaining frontiers of science. Progress is continually made in the precision and quantity of relevant 
results in experimental neuroscience, and theories explaining these results have become increasingly more 
sophisticated and useful, recently expanding as far as the previously taboo study of consciousness. 
However, much remains to be accounted for in the space between current theory and the actual capacity 
for versatility, fluidity, and cognitive prowess in the brain which we see demonstrated in everyday life. 
Neuroscience theory and experimental results both agree that neural dynamics and the structure of neural 
networks in the brain must play a crucial role in explaining these capabilities. Many nuances of the 
dynamics and structure of neural networks currently remain beyond the informative capacity of 
experimental and theoretical considerations. Computational models provide a useful tool in exploring 
neural networks further in order to provide basis for theory and inform further experimental work. Here 
we contribute to the field of computational neuroscience in multiple significant ways. In Section I, we 
will see the justification and construction of a novel computational model of a Global Neuronal 
Workspace (GNW) with stochastic connections, the exploration of the parameter space of scaling factors 
relevant to the balance of excitation and inhibition in the model workspace, and use of the model to 
highlight structural choices which do not allow agreement with the principles of a GNW, providing some 
boundaries to the space of GNW models. Section II uses experiments with a recurrent neural network 
model to form a detailed explanation of the factors which create a stable synaptic equilibrium through 
potentiation and depression, including the novel suggestion of inhibition as a modulator of synaptic 
dynamics, as well as a demonstration of the use of spike-timing-dependent plasticity (STDP) to form 
feedforward and grouped neural structures from an initially fully connected recurrent network, and 
validation of the use of pair-wise STDP in low-frequency setups in contrast to more complex STDP rules 
which are available. 
1.1 Section Overview and Chapter Breakdown 
The thesis is separated into two broad sections which each represent two avenues of work. They 
respectively use a different neural network model to experimentally and systematically investigate the 
construction, parameters, and limits of a GNW model (Section I), and the dynamics of synaptic weight 
distributions and groups of synaptic weights in the presence of STDP (Section II).  
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In addition to the 2 broad sections, the thesis is further divided into 6 chapters, the first of which you are 
currently reading. Chapter 1 is intended to briefly introduce the relevant concepts and goals, as well as the 
organisational framework. Each Section is divided into 2 chapters, one for relevant background, literature 
and theory, and one for presented experiments, results, and discussion. The thesis ends with a detailed 
synopsis – referencing, reviewing and summarising the main points, with some additional final thoughts – 
in Chapter 6 (Conclusions).  
Section I first introduces the reader to Global Workspace Theory (GWT) through a discussion of the 
concepts and literature which necessitate it as a theory, justify it, and define it (Chapter 2 – An 
Introduction to Global Workspace Theory). Initial justification is drawn from ties to the study of 
functional specialisation and integration in the brain, though GWT itself is a theory based on observations 
in experimental psychology on the nature of consciousness. This is then related to Global Neuronal 
Workspace – the theorised neural instantiation of GWT – an idea grounded in predictions connecting the 
psychological observations and theories of GWT with neural dynamics. Paramount amongst these 
dynamics are winner-takes-all competition, steady reverberation, and long-range broadcast. These are key 
concepts which we will visit repeatedly during this section. GNW has been modelled before (Dehaene, et 
al., 1998, 2001, 2003, Shanahan, 2008a, b), and these models will be visited here as prelude to the 
presentation of a new model of a GNW, one which relaxes previous structural choices in lieu of a few 
guiding principles, and stochastic connections – a major contribution of this thesis.  
What follows is the detailed construction of this new model and a discussion of the choices at its core, 
followed by series of experiments which sweep the parameter space of a set of scaling factors which 
govern the balance between excitation and inhibition, and assess the behaviour of this new model using 
the predictions discussed in Chapter 2 (Chapter 3 – A Simulated Global Neuronal Workspace). These 
experiments are partially exploratory – illuminating the relationship between the scaling factors and the 
balance between excitation and inhibition, as well as the changes in dynamics of the model due to 
changes in these parameters – but are foremost driven by the hypothesis that this neural network model 
can exhibit the same characteristics shown in previous GNW models, given the right balance of excitation 
(broadcast and reverberation) and inhibition (competition). Perhaps the most important finding of this 
section is the refutation of this hypothesis. In showing that the new model with stochastic connections has 
specific failings in winner-takes-all competition (instead there is a blending of states or no competition at 
all), broadcast (temporal mixing of initially coherent stimulation), and reverberation (steady and often fast 
decay of states of activation) which can be accounted for, the relaxed structural choices which were not 
originally highlighted as important features of the previous model (Shanahan 2008a, b) can be viewed 
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from a fresh perspective. One such structural choice, an alternative form of competition (competition for 
access to the workspace from outside), is then tested and shown to be more successful in recovering 
winner-takes-all competitive dynamics, though other outstanding issues are discussed. 
The whole of Section II, on the other hand, focuses on a form of Hebbian plasticity sensitive to precise 
spike-timing, STDP, which has garnered a great deal of recent experimental evidence as well as 
modelling and theoretical attention. As such, Section II introduces and discusses STDP in an extensive 
literature review (Chapter 4 – Network Connectivity and Synaptic Plasticity). This begins with the 
experimental evidence for this form of plasticity, and what we can learn from the differences in 
experimental protocol about different possible forms, characteristics and interpretations of STDP. The 
review continues with a look at the typical and atypical formulations of STDP, especially as applied to 
neural network models, where we will make note of many different perspectives in order to make 
informed choices in constructing a neural network model implementing STDP later. The last area 
reviewed in the section is STDP as has been applied to neural networks, and the resultant dynamics. This 
work is more recent and not as comprehensive, but highlights directions of potential study, such as the 
stabilising effect of STDP on synaptic weights and sensitivity to stimulus correlations. 
We then apply this background (and fresh perspectives) to new experimental work using a somewhat 
standard form of temporally-asymmetric Hebbian STDP in a recurrent neural network with excitation and 
inhibition and noisy stimulation (Chapter 5 – STDP in a Recurrent Neural Network). In explaining 
numerous aspects of the dynamics of the network while reaching a stable synaptic equilibrium, we will 
come across a novel contributor to the balance between potentiation and depression – anti-correlation 
facilitated by inhibition. Other experiments are conducted which display the homeostatic properties of 
STDP in response to increased neural stimulation as well as the speed of convergence to stable 
equilibrium as a function of STDP amplitude parameters. These find, in agreement with past experiment, 
that average synaptic weight across the network decreases with increasing stimulation, and amplitude 
parameters roughly 6% of the maximum synaptic weight provide convergence within roughly 200 
seconds of model time without qualitatively changing dynamics or significantly increasing within trial 
variation. 
Following the experiments which deal with uncorrelated stimulation, a set of experiments which establish 
the formation of synaptic structure with correlated stimulation are presented, another significant 
contribution of the thesis. Guided in part by predictions from Gilson, et al., (2009a, b, c, d, 2010a, b), 
these experiments show that STDP in a recurrent network favours synapses outgoing from a group of 
neurons which are presented with correlated stimulation at the expense of other synapses in the network, 
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essentially creating two pools of neurons, one which feeds into the other, from an initially fully recurrent 
network. Rigorous analysis shows that sparse feedback connections remain, though reduced to a third of 
what would be expected in a normal synaptic equilibrium with uncorrelated stimulation, as well as even 
fewer recurrent connections within the downstream pool of neurons, but there are consistently no 
recurrent connections within the upstream pool of neurons. Similar analysis is performed on a set of 
experiments where two different groups of neurons are given correlated stimulation within group 
(however uncorrelated between groups), and it is found the groups of neurons again lose all within group 
recurrent connections, while competing with each other for between-group synaptic resources. 
The section concludes with experiments which place a more complex STDP rule, with spike triplet terms, 
in the same network and dynamic structure as the previous work on pair-wise STDP in order to confirm 
or deny the hypothesis that in the frameworks studied here (firing rate frequencies of the order of 5 Hz 
and a spread of neuron types in a fully recurrent network) convergence to synaptic weight averages are 
not significantly changed by the inclusion of triplet terms, justifying the continued use of pair-wise STDP. 
Results show that for frequencies used here, triplet terms act simply as additional weak pair-wise terms, 
justifying their exclusion in general, though more significant effects are suggested at higher frequencies – 
a direction of further study. 
Though the two sections stand on their own, with significant contributions in each, together they represent 
a philosophy of study in computational neuroscience. As mentioned above, much remains to be accounted 
for in the space between current theory and the actual capacity for versatility, fluidity, and cognitive 
prowess in the brain which we see demonstrated in everyday life. The quest to fully understand the brain, 
from neural dynamics up to daily behaviour, is like a giant jigsaw puzzle, one for which neuroscientists 
have been collecting pieces for many years. As theories linking cognition and neural dynamics progress, 
experimental work must simultaneously be at the cutting edge of its focus and acutely aware of the many 
other inter-related aspects of the brain, from microscopic neural dynamics and plasticity to brain-wide 
structure and function. Otherwise, it is difficult (if not impossible) to put the pieces together, position 
them relative to each other, and begin to see the bigger picture. Section I presents background and 
experiments of a theory which relates findings from experimental psychology to a neural network 
architecture, and Section II does the same, but for a recently established, examined and questioned 
mechanism of neural plasticity, however what is ultimately important is where they should both lie in the 
grander puzzle. It is the author’s firm belief that a ‘general theory of the brain and behaviour’ must come 
from understanding and respecting the relationship between different aspects (dynamic and structural) of 
the brain, such as the effect a fixed backbone of a neural architecture has on neural dynamics and the way 
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in which neural dynamics form temporary or permanent structures through activity-dependent plasticity, 
as much as delving into and understanding the minute details and nuances of each.  
As such, while significant contributions for the individual experiments and sections presented here are 
considered throughout, the ‘thesis’ (word, not document) presented here is one of simplification in hopes 
of facilitating experiments which meaningfully integrate many (often abstracted or minimalised) 
characteristics: the structural choices of a neural network model of a high-level theory of cognition, like 
GNW, can be tested, understood and minimised further than has been done, while the interaction of 
dynamics and structure, through plasticity like STDP, can be generalised and understood in a few key 
principles (stable synaptic equilibriums and structure formation favouring correlated activity)  – all with 
fewer restrictions and correspondingly broader scopes of application. While this is a necessarily wide 
reach of study in order to capture important characteristics of computational (or even non-computational) 
neuroscience which are related but often not directly associated with each other, the ‘thesis’ (document, 
not word) will remain grounded in hypothesis-driven and explanatory experimentation. 
1.2 Contributions of the Thesis 
The major contributions of this thesis include: 
• A novel computational model of a Global Neuronal Workspace with stochastic connections (as 
published in Connor & Shanahan, 2007, Shanahan & Connor, 2008) 
• Experiments detailing the nature of the parameter space of scaling factors relevant to the balance 
of excitation and inhibition in the model workspace (as published in Connor & Shanahan, 2010) 
• Refutation of the hypothesis that relaxing certain structural restrictions maintains predicted GNW 
behaviour, and the highlighting of the importance of competition in the form of either ordered 
inhibition or competition for access to the workspace 
• New experimental results which show anti-correlation due to inhibition as a potential modulating 
factor for synaptic equilibriums due to STDP 
• A demonstration of structure formation of a recurrent network in the presence of ordered 
stimulation amidst noise 
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Additional contributions include 
• Experiments confirming previous results of homeostatic properties of STDP in response to a 
change in frequency of stimulation in a recurrent neural network, but with inhibition, a spread of 
delays, and a range of neuron types 
• Results justifying a choice of STDP amplitude terms considering stability of dynamics and speed 
of convergence 
• Justification of the use of ‘simple’ pair-wise STDP in low frequency (<15 Hz) paradigms through 
experiments with a ‘complex’ trace-based STDP rule with triplet terms 
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Section I 
Chapter 2: An Introduction to Global Workspace Theory 
This chapter will introduce the central concepts of Global Workspace Theory (GWT) and review the 
evidence in its favour. Understanding this theory is aided by first becoming familiar with the concepts of 
specialisation and integration in the brain (Subsection 2.1). Evidence of the balance between these two 
organisational principles can lead to multiple theories and proposed mechanisms, and the one which will 
be highlighted here is GWT. GWT makes claims about the role and form of consciousness in the brain, 
but this should not dissuade the sceptical reader from understanding its theoretical underpinnings with an 
eye towards the less controversial topics of specialisation and integration in the brain. There is growing 
evidence supporting the fundamental concepts of the theory (Subsection 2.2). Hypotheses of the possible 
instantiation of a global workspace in the brain, as well as models studying and supporting such theories, 
have been presented for roughly a decade now. Further exploration of the parameter space defined by 
these models is possible, a task which is undertaken here (Subsection 2.3 and 3).  
2.1 Functional Specialisation and Integration in the Brain  
The ideas of functional specialisation and segregation in the brain have come a long way from their 
phrenologist roots. Overwhelming evidence in studies using primates and cats, as well as more recent data 
from humans suggests that the principle of functional specialisation is prevalent throughout the cortex (eg 
– Mountcastle 1957, Hubel and Wiesel 1968, Zeki 1978, Frackowiak, et al., 1997). This is particularly 
true in sensory and motor related cortical areas, where extensive study has been carried out to identify 
neural groups related to distinct features, such as edges, motion, and colours in the visual cortex, to name 
only a few (Colby and Duhamel 1991, Morel, et al., 1993, Rizzolatti, et al., 1998). In other cortical areas, 
where distinct features are more difficult to define and one-to-one experiments between stimulation and 
activation are less tractable, studies with enough depth have nonetheless shown agreement with the 
concept that segregated clusters of neurons with related function are a fundamental structural principle 
(Frackowiak, et al., 1997).  
Relative to the study of functional specialisation in the brain, the experimental exploration of the concept 
that this information is somehow functionally integrated is recent. Intuitively, the information contained 
in each segregated portion of the brain, whether it is a column, a neural cluster, or even a single neuron, 
must be combined to give rise to more complex distinctions, and ultimately be used in concert to direct 
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coherent behaviour. While there has been growing interest in the area of integration in the brain only 
recently, research towards resolving ‘the binding problem’ has been going on for decades (Treisman 
1996), and in many senses one research topic can be seen as a rephrasing of the other. The binding 
problem can be split into many parts, including how we class separately encoded features of an object as 
aspects of the same object, or how we can recognize that an object in one moment of time is in fact the 
same object at a later point in time. Generally, however, a single overarching issue is addressed – how is 
information in the brain which seems to be initially segregated eventually integrated (Silverman, et al., 
1995, Treisman 1996, Tononi, et al., 1998, Singer 1999, Tononi 2004)1?  
Convergent neural connections present one possible solution. If neuron A fires when a red object is seen, 
and neuron B fires when a square is seen, then the postsynaptic neuron C which A and B both connect to 
could fire when a red square is seen. In this way, feedforward connections create a hierarchy from 
neurons or neural groups appropriate for basic properties to those which deal with more complex objects 
or concepts (Hubel and Wiesel 1962, 1965, 1968). This concept is largely an extension of functional 
specialisation, for which there is plenty of evidence at low hierarchal levels in the brain (see above).  
This way of thinking about binding features together in the brain through convergent connections is 
linked to the idea of a ‘grandmother cell’, or, more recently, a ‘Halle Berry cell’ (Treisman 1996, Quiroga, 
et al., 2005). These terms refer to the possible existence of a specific neuron which fires in response to the 
sight of a specific individual (in these cases, the subject’s grandmother, or the celebrity Halle Berry) or 
some representation of that individual (such as a drawing, or the words ‘Halle Berry’). The concept of 
such a cell serves as a thought experiment and benchmark for exploratory neuroscience – theoretically, 
the concept of convergent connections seems to imply that there is a neuron or small group of neurons 
which essentially corresponds to every celebrity or person an individual can recognise, as well as a 
similar subdivision for nearly any object grouping or distinction we can cognitively make (Barlow 1972). 
This extends to abstract concepts as well, which we must integrate with sensory and motor data as surely 
as concrete sensory data like red squares. Given the combinatorial explosion of concepts which we might 
encounter and our seeming endless ability to cope with novel objects, concepts, and distinctions, this 
would appear to be an impossible task even for the billions of neurons of the human brain. 
                                                            
 
1
 Tononi & Sporns (2003) defines a metric Φ for information integration (recently updated in Balduzzi & Tononi, 
2008). It should be noted that the use of the term ‘information integration’ here is not at odds with Tononi’s 
definition, but it is not the same. Here ‘information integration’ refers to the concept that the brain processes 
information, and in doing so must coordinate, combine, and compare information from functionally segregated 
processes, while Φ is a specific attempt to rigorously quantify the intuitions related to that concept. 
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In light of this quandary and others, an interpretation of information integration based purely on 
convergent connections has difficulty accounting for all the potential novelty with which the brain 
successfully copes. This can be partially mitigated when considering coarse-coded distributed 
representations (Hinton, et al., 1986), which is best illustrated by example. Imagine a neuron responds 
favourably to a particular specialised feature, like orientation. It can be said that such a neuron is selective 
for that particular orientation, but this is not proof that i) the neuron is solely selective for that particular 
orientation or ii) the neuron is the only one selective for this feature (on the contrary, it seems likely the 
opposite is true). If this neuron is one of many over which subtle features are functionally represented 
(perhaps in a way not logically obvious to us as observers), and the neuron is in fact a part of many such 
subgroups, then far more potential features, objects, and concepts can be accounted for by the neural 
network of the brain – and novel combinations of subgroups may in fact be mobilised when new such 
distinctions are encountered (O’Reilly and Busby 2002). In addition, these subgroups could potentially 
span different cortical areas with the appropriate channels of connectivity and a dynamic process to 
coordinate the individual neurons (see below for further discussion). 
However, with so many subgroups and potential subgroups representing nebulously defined features, 
conceivably at the same time and in novel combinations, there is still room for explanation regarding how 
the brain keeps coactive subgroups of neurons for any one distinction cognitively separate from other 
subgroups which potentially share some of their neural base. Furthermore, a (solely) functionally 
feedforward network seems unlikely in light of the many reciprocal, lateral, and parallel connections in 
the brain (Felleman and Van Essen 1991). Having noted this, there is no reason to consider convergent 
neural connectivity as a singular ‘solution’ to the so-called binding problem – on the contrary, it is likely 
that it is just one mechanism which complements others in a larger system (Singer 1999). The primary 
hypothesised complementary mechanism is neural synchrony.  
Studying binding through neural synchrony begins with the observation that oscillatory rhythms in the 
cortex can coordinate neural activity, potentially synchronising and phase-locking the activity of spatially 
distributed neurons (Gray, et al., 1989). By synchronising, groups of neurons can potentially increase 
their overall causal power relative to other unsynchronised neurons, as well as recruit more neurons or 
groups of neurons from relatively distant cortical areas. There is also evidence of further timing 
coordination and control through synchrony, on the level of precise phase-lag oscillations and 
modification of the precise timing of activation of neurons (Fries, et al., 2001, 2007). Furthermore, 
correlation between these oscillations and situations requiring distributed function, context or attention-
dependent information, as well as the binding of some features – all examples of integration of 
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information at some level – has been observed, though the evidence is at times inconclusive (see Ulhlhaas, 
et al., 2009 for a full review). Recently, it has also been proposed that subgroups of neurons firing with a 
specific time-locked but asynchronous pattern could encode information, rather than simply the generic 
synchronous activity of a subgroup of certain neurons (Izhikevich 2004, 2006). This not only increases 
the combinatorial potential of a finite number of neurons, but suggests coordination of firing mediated by 
plasticity and non-trivial synaptic delays as a method for self-organisation into dynamically coactive 
neural groups. 
Regardless of the relative prominence or exact workings of the mechanism, it seems relatively clear that 
neural synchrony has at least a complementary role to play in the greater picture of integration in the 
cortex. Whether the functions of segregated processing and integration of information in the brain are 
assisted by dynamic processes or are largely due to convergent and divergent connections between 
neurons, the overall structure of connectivity must play a crucial part in the specialisation of local neurons 
or neural groups, and the dissemination of information globally.  
2.2 Global Workspace Theory 
One hypothesis of the high level architecture involved in managing the balance of functional 
specialisation and information integration in the brain is Global Workspace Theory (GWT), originally put 
forth and developed by Baars (1988, 2002). At its foundations, GWT is a theory of consciousness; 
however its structure borrows from, adds to, and complements the concepts of specialisation and 
integration already discussed.  
The theoretical design consists of dispersed, parallel specialist processes and a workspace which connects 
to them all (Fig. 1). The workspace does not do explicit processing – it relays and reverberates states 
Parallel Unconscious
Specialist Processes
Global Workspace
Fig. 1: The Global workspace architecture. Information flow within the architecture is characterised by 
alternating periods of competition (left) and broadcast (right) (from Shanahan, 2008a). 
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while allowing them to compete, but is not intended to transform or otherwise modify activation patterns 
– and has a limited capacity for information compared to the many connected specialists. The specialists 
thus compete for access to the workspace, each attempting to deposit its message. When a message takes 
hold in the workspace, it is subsequently broadcast to each of the specialists, so that the ‘winning’ 
message becomes available to them all. In the context of consciousness, global workspace theory works 
on the assumptions that (1) such an architecture is somehow realized in the brain and (2) what goes on in 
the parallel specialists represents unconscious processing, while information which reaches the workspace 
and is broadcast out is conscious. 
The concept that conscious processing allows access to global brain faculties, while anything else remains 
locally restricted, is central to GWT. This emphasis on ‘conscious access’ allows for distinct testable 
predictions of the model in order to confirm or refute its basic tenets. While evidence for this theory 
began as indirect observations, the theory has since accumulated direct evidence in some interesting 
‘contrastive analysis’ experimental paradigms. In contrastive analysis, objective measurable quantities – 
often these are activation patterns in the brain as measured by current imaging methods (eg. fMRI, EEG, 
MEG) – are observed in two nearly identical experimental setups: one where the contents, objects, or 
information of the experiment are readily reportable by the subject, and one where the information is 
present but apparently undetectable consciously (Baars 1988, 1997, 2002). Examples include visual 
paradigms with unmasked versus masked (Dehaene, et al., 2001), attended versus unattended (Rees, et al., 
1999), or subliminal versus supraliminal stimuli (Kjaer, et al., 2001), binocular rivalry studies (Sheinberg 
& Logothetis, 1997, Tononi, et al., 1998, Srinivasan, 1999), and experimental setups with change 
blindness versus change detection (Beck, et al., 2001).  
Using such experimental paradigms, some distinctions between the activity associated with a conscious 
event and an unconscious event have been observed. While a conscious event is often associated with 
widespread activity in the brain, an unconscious event, such as a masked stimulus, seems to show only 
limited local activation in the relevant sensory area (Dehaene, et al., 2001, Sheinberg & Logothetis, 1997, 
Tononi, et al., 1998). Additionally, there is a clear disparity between the large amount of sensory 
information taken in unconsciously, and the limited scope of conscious awareness, suggesting an 
information bottleneck (Dehaene, et al., 2006). Comparing the availability of information for further use 
taken in unconsciously versus that which is consciously attended and reportable provides another key 
concept: unconscious sensory input is limited to short time-scale simple tasks, such as priming, while 
conscious attended input becomes available over longer time spans for much more complicated tasks 
(Monahan, et al., 2000, Baars 2002).  
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In agreement with this evidence, GWT claims that a conscious stimulus will become globally accessible, 
allowing for potentially widespread activity and making information from the stimulus available to be 
used in a wide variety of tasks. In addition, processes involving this globally available information gain 
access to greater resources than if the stimulus remains localised. Such tasks and resources include, but 
are not limited to, processing of novel stimuli, use of working memory, learning, and application of 
associations across many sensory modalities (Baars 2002). There is close correlation between the tasks 
which require such global access, and the advantages or necessities of integrated information. That is not 
to say that conscious access and information integration in the brain are the same thing (though some 
would argue this is the case – see Tononi, 2008), simply that there is evidence that they are closely related, 
and that a justified architecture built on principles of functional specialists communicating through a 
global channel clearly deserves further study, with or without the philosophical baggage which 
accompanies studying ‘consciousness’.  
A brief aside on GWT in the larger context of theories of consciousness: invoking these concepts as 
justification for a model is by no means off limits, but should be done with cautionary consideration of 
alternative theories. Seth, et al., (2008) provides a good review of the predictions, assumptions, and 
contradictions of many recent theories, and we refer to it here in summary in order to better understand 
the surrounding theoretical environment.  
Three broad categories have emerged in the research: World discrimination theory (WDT), Higher-order 
thought (HOT) theories, and Integration theories. In WDT, any mental state that is expressed in behaviour 
is considered conscious. While this captures the choice-enabling behaviour of conscious knowledge, it 
creates intuitive problems in experiments where a subject is not apparently aware of knowing something, 
does not spontaneously apply the ‘unknown knowledge’, but behaviourally can react as if having the 
knowledge (as in forced-choice discrimination for blindsight patients). HOT theories, on the other hand, 
emphasise a subject’s explicit awareness of a mental state as a measurement of consciousness. We have 
already discussed theories of integration in the brain in some length. However, as a category of theories of 
consciousness, these make distinctions between conscious and non-conscious mental states, along with a 
possible gradation of consciousness, with the claim that the key underlying factor is the integration of 
information across the system being considered – often the brain – paired with sufficient differentiation 
from other possible states. 
While we could easily spend the entirety of this thesis on the merits of the different theories of 
consciousness and how each addresses different intuitions and reflects subtly different definitions of the 
term ‘consciousness’, here we are interested in the properties of integration and specialisation in neural 
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network systems, independent of the relation of these qualities to the study of consciousness (though the 
significant interest in these properties garnered by possible relation to consciousness is certainly 
welcome). In addition to neural synchrony and integrated information (discussed in Section 2.1) an 
alternative (or, depending on your views, parallel) theory of this kind is that of the dynamic core (Tononi 
& Edelman, 1998, Edelman, 2003). The Dynamic Core Hypothesis (DCH) postulates that at the centre of 
integrated processes in the brain is a metastable set of actively connected neural networks and pathways, 
which dynamically activate and de-activate other neural pathways in order to provide universal access to 
otherwise distinct mental faculties. While both DCH and GWT involve reentrant communication between 
disparate neural groups, a neural instantiation of GWT (as we will see in the following section) highlights 
the role of long-range connections. Another significant distinction between the two is the possibility for a 
continuum of integration in DCH (as opposed to binary transitions in GWT). These are interesting points 
to keep in mind later when we investigate the dynamics of a neural network architecture using GWT as a 
blueprint. 
2.3 The Neural Instantiation of Global Workspace Theory 
More recently, the theory has been used as the basis for structural theories of the neural instantiation of 
these properties (Dehaene, et al., 1998, 2001, 2003, Baars and Franklin 2007, Shanahan 2008a, b). 
Dehaene, et al., (1998, 2001, 2003) used neural imaging data and neuropsychological testing to further 
postulate that the architecture presented by this theory is instantiated in the brain as a Global Neuronal 
Workspace (GNW). It is easy to imagine the specialised neural groups of the brain, the existence of which 
are already well established (see Subsection 2.1 for references), in the role of the parallel specialists of 
GWT, but the realisation of the global workspace itself is not as obvious. The idea of a ‘Cartesian theatre’ 
– a single place in the brain which coordinates consciousness and integration – has been discredited by 
both argument and evidence (Dennett 1991). 
Instead of a localised workspace, however, a distributed infrastructure of connections could be considered 
as the GNW (Dehaene and Naccache 2001, Shanahan 2008a, b). This would allow information to be 
broadcast from any one of many specialist neural groups to the whole cortex, without a specific place in 
the brain being responsible for such activity. In this interpretation, the role of neurons with long-range 
cortico-cortical connections is highlighted in the GNW, allowing communication between otherwise 
topologically and functionally distinct areas. These neurons and the communication infrastructure they 
support between otherwise distant cortical areas are known to exist (Sporns and Zwi 2004, Bassett and 
Bullmore 2006). In addition, independent of relations to a GNW, such connections are already thought to 
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be key in keeping the average path length of the cortex low, therefore assisting in strengthening causal 
links between otherwise highly specialised, clustered areas. Together, these features identify the cortex as 
having small-world properties, a topic of much discussion in its own right (Bassett and Bullmore 2006).  
Ultimately what this means for a neural instantiation of GWT is that neurons with appropriate long-range 
cortico-cortical connections, while sparse, are prominent enough to widely affect global brain activity. 
The same neurons that are significant in promoting the small-world nature of the brain may also provide 
the framework for broadcast between specialists as in GWT. Of course this is hardly a coincidence, and 
the small-world nature of the cortex is linked to the discussion of specialisation and integration of 
information in the brain, but for now it satisfies the needs of a GNW to say that there is evidence of 
neurons with long-range cortico-cortical connections with a potentially significant effect on global brain 
activity.  
Dehaene, et al., (2003) hypothesise that access to and mobilisation of these neurons accounts for many 
otherwise unconnected observations in neuropsychological testing data, such as correlation across distant 
regions and sustained activity in certain areas of the cortex. They then present a neural network model of 
cortical columns competing for access to this GNW, and test it according to a simulated paradigm 
borrowed from neuropsychology, the attentional blink. In this model, access to the workspace neurons is 
emphasised, while the dynamics of the interactions within the workspace and between the workspace 
neurons and specialist neural groups are left for future study (further study regarding access to the 
workspace include Marzouki, et al., 2007 and Van den Bussche, et al., 2008).  
2.4 Broadcast, Reverberation, and Winner-Takes-All Competition 
While only modelling access to the GNW provides interesting results as well as further avenues of 
investigation, Shanahan (2008a, b) extends the modelling of this structure to include the dynamics and 
interactions of the set of excitatory neurons with long-range connections to and from different areas, that 
is to say the hypothesised workspace neurons themselves (Fig. 2). This work emphasises the central role 
of three particular aspects of the dynamics of the workspace neurons set out in theory and modelling: 
broadcast, reverberation, and winner-takes-all competition (Baars 2002, Dehaene, et al., 2003, Shanahan 
2008a, b).  
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Broadcast is the ability of this set of neurons to disseminate patterns of activation across many otherwise 
disconnected groups, preserving the information inherent in their spatiotemporal structure. By utilising 
the network of long-range connections afforded by a GNW, distant and functionally separate groups of 
neurons can coordinate and communicate. The specific form of the information broadcast is left 
ambiguous in the theory for further study, and this could easily be linked to work on neural evidence of 
information integration, convergent connectivity, and communication through synchrony (see Subsection 
2.1 for references and discussion). Shanahan (2008a, b) uses topographic connections between subgroups 
of neurons to relay patterns of activation between specialists, but exploring different forms of information 
encoding and transfer is considered a route of further study for the model (see Chapter 3 for discussion). 
Fig. 2: The Global neuronal workspace and its simulation. The scope of Dehaene’s model is competitive access 
to the workspace, and it does not include the workspace in full. The previous and current simulations incorporate 
a simplified form of competition, but also model the dynamics of broadcast (adapted from Dehaene, et al., 2006, 
and Shanahan 2008a). 
The scope of
Dehaene, et al.Õs
simulation
The scope of
the present
simulation
Conscious Preconscious Subliminal
Global
workspace
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Reverberation refers to the tendency of such a structure to sustain a pattern of activation over an extended 
period of time, usually through recurrent connections. This is not a new concept – synaptic reverberation 
has been thought to underlie persistent neural activity for 30 years and has been studied as a potentially 
critical aspect of working memory (eg – Durstewitz, et al., 2006, Wang, 2001), and decision-making 
(Wang, 2002, Lo, et al., 2006), amongst other things. Many of these studies specifically focus on the 
investigation and emergence of bistability between reverberation and decay of activation in neural 
dynamics (eg – Bentley, et al., 2004, Kalitzin, et al., 2000), but the overall effect of a sustained neural 
pattern of activation is shared as a predicted quality of a GNW. 
It is not completely clear whether sustained activity is a function of the global workspace, or simply a by-
product of widespread activation, but current models treat it as an important aspect regardless (Baars 
2002). Shanahan (2008a, b) relies on recurrent topographic connections between neurons with long-range 
connectivity to sustain global activity, but this is not a rigid prediction of the model. Depending on the 
appropriate timescales involved in the reverberation, mechanisms for persistent activity could include 
 
 
 
 
 
  
 
Global neuronal
workspace
W1
W2
W3
W4W5
C1
C2 C3
Fig. 4: Further subdivisions of neural groups in 
Shanahan (2008a). Similar counterparts for these 
subgroups exist in all other areas of the model, 
with the exception of L2 – the lateral inhibition – 
which has only a counterpart L1 from C3 to C2, 
while C1 has no lateral inhibition (from Shanahan 
2008a). 
Fig. 3: Overall schematic of the previous model. The 
model comprises a number of interconnected workspace 
nodes (W1 to W5), plus three further cortical columns 
(C1 to C3) (from Shanahan, 2008a). 
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recurrent connections at multiple levels (both specialist and global) and synchronous activity to recruit 
multiple neural groups and boost the sustainability of a global signal.  
In modelling access to a GNW, Dehaene, et al., were emphasising winner-takes-all competition, another 
important prediction of GWT. Two initially distinct neural pathways converge (on an assumed GNW), 
and interact such that the activity of on pathway continues on, unfettered and uncompromised, while the 
other is blocked. The Shanahan model implements two different forms of competition: competition for 
access between neighbouring cortical columns (this is similar to the access competition by Dehaene, et 
al.), and continued competition between states of activation within the workspace, relying on diffuse but 
directed inhibition between workspace areas in addition to the topographic excitatory connections (as in 
Fig. 3, but this will be addressed in more detail in the following subsection). 
2.5 A Model Global Neuronal Workspace 
The model we will see in Chapter 3 is constructed with the space of models partially defined by Shanahan 
(2008a, b) in mind. It is useful to review that initial model here in order to understand the many choices, 
both in the design of the model and in the tuning of parameters, which will be further explored and 
expanded upon by the work described later. 
The model GNW consists of 1600 ‘workspace neurons’ divided into five workspace nodes, three 
specialist areas of 1024 neurons each, and multiple intermediary clusters between these areas. Within the 
neuronal groups, further subdivisions define the connectivity between neurons and role which the neurons 
take (Fig. 3, 4). Many of these subgroups are intended to carry or pass on a pattern of activation (Cout, Cin, 
A2, and W+ in Fig. 4), in the form of simultaneous activity of certain neurons, while the other groups of 
neurons are intended to dynamically interact with this pattern, either by suppressing it under certain 
conditions with inhibitory neurons (W- and L2 in Fig. 4), or by producing a new pattern in response (C+ 
and C- in Fig. 4).  
The groups which carry the activation patterns consist of 256 excitatory neurons, divided into four 
spatially separate populations of 64 neurons each. Activity in a group consists of the semi-regular firing 
of neurons in one of these four populations, allowing for a total of four possible distinct spatial patterns. 
Connections between areas which are intended only to reinforce or pass on a pattern are strictly 
topographic, so that there is no blurring between patterns (the neurons of the first quadrant of one area 
connect only to the corresponding neurons in a second area, etc.) In order to demonstrate and explore the 
GNW concepts of broadcast, reverberation, and competition (see Subsection 2.4) the model is organised 
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such that workspace nodes pass and sustain a pattern between each other through recurrent topographic 
connections, making it available to nearby specialist areas. Each W+ group has incoming connections 
from and outgoing connections to two different W+ groups in a topographic fashion. Similarly, all W+ 
groups have outgoing connections to the Cin group of any neighbouring specialist area, while receiving 
topographic connections from the Cout group of those same specialist areas via an intermediary access 
area (A2).  
Connections which allow for a new pattern to emerge are initially all-to-all within each individual 
specialist area. During a separate training period, these connections are subjected to a spike-timing-
dependent plasticity (STDP) rule while stimulated with a predefined transformation (eg – Message 1 in 
Cin leads to Message 2 in Cout – Fig. 5). The connections which support this transformation are 
strengthened, while others are weakened, and ultimately the external stimulation is not necessary to 
produce the desired transformation (however, see Chapter 3 for a discussion of slight flaws in the 
implementation of this plasticity). The result is a set of tuned connections within the specialist area 
(between Cout, Cin, C+, and C-) which respond to a particular pattern deposited in Cin by the nearby 
workspace area with a different pattern in Cout. This pattern is amplified and passed on to the nearby 
workspace area via the access area, A2. 
Without a competitive mechanism, however, these patterns would steadily all activate simultaneously and 
saturate the network with activity. Inhibitory connections which allow competition between patterns 
within the workspace are focused, like the excitatory neurons, in that the neurons of one cluster connect to 
two other clusters (as in Fig. 3), but are also diffuse in that the inhibitory neurons of one workspace 
cluster connect to all excitatory neurons of the target clusters (unlike the topographic connections of the 
excitatory neurons). A strongly driven pattern will outlast and inhibit a weaker pattern and remain once 
activity is brought back below the soft boundary and inhibition has died down. Diffuse inhibition is 
delivered within the workspace by the W- groups of neurons, keeping the workspace sensitive to new 
incoming patterns. Between neighbouring specialists, there is additional diffuse lateral inhibition via L2 
and L3, forcing direct competition for access to the nearby workspace area. The particular structural 
choices for inhibition, representing competition in this model, will be important for comparison later on 
when some of these choices are relaxed in Chapter 3. 
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Fig. 5: Raster Plots of firings in inputs and outputs of C subgroups displaying the different responses in the 
output neurons (b,d,f) to a given stimulus in the input neurons (a, c, e). (From Shanahan, 2008a)   
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A typical experiment with this model begins with the insertion of an initial pattern in the workspace 
through direct stimulation. This pattern propagates through the workspace and is broadcast to the 
specialist clusters. One of the specialist clusters (C1) will be trained to respond to this pattern with a 
different one, which then competes to be inserted into the workspace. When this new pattern wins out, it 
is in turn broadcast throughout the workspace and to all the specialist clusters. This pattern elicits a 
response from both of the remaining specialist clusters, which compete with each other through lateral 
inhibition in order to input their pattern into the workspace (Fig. 6). Often this competition can have 
unpredictable results – sometimes one specialist’s pattern ‘wins’ early on only to be overturned by the 
other pattern after several tens of milliseconds (Fig. 7). 
Fig. 6: Representative trials of competition between stimuli in the workspace from two versions of the model. 
The last two stimuli of the pattern mutually inhibit each other and thus directly compete (adapted from 
Shanahan, 2008b) . 
21 
 
 
 
Fig. 7: Activity of the workspace as seen by specialist clusters, and associated outputs. Specialist 1 (a, b) 
responds to the initial stimulus and inputs the second stimulus. After some time, Specialists 2 (c, d) and 3 (e, f) 
both attempt to respond, but 3 is inhibited temporarily by activity in 2. The pattern from Specialist 3 comes later, 
after this inhibition, and enters the workspace, inhibiting the pattern from Specialist 2 (adapted from Shanahan, 
2008a).  
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Only three specialist areas are modelled for five workspace areas, with only two of those specialist areas 
sharing a workspace area with lateral inhibition between them. However, this is noted to be only for 
demonstration purposes, while a more complete model would potentially contain more workspace areas, 
each with multiple associated specialist neural clusters. The model displays qualities of broadcast, 
reverberation, and competition, as set out by GWT, and is designed with long-range workspace nodes 
connected to local specialist clusters of neurons, as in a GNW. 
As we will see in Chapter 3, there are many choices involved in the construction of this and models like it, 
often leading to arbitrary decisions which may have an effect on the dynamics of the network. The 
parameter space of this kind of GNW model, where specific long-range workspace neurons connect local 
specialist clusters in a manner consistent with GWT, is largely unexplored and non-trivial. Some of these 
choices and parameters will be addressed through experiments with a new model in the subsequent 
chapter. 
2.6 Concluding Remarks 
There is clear evidence that the organisation of information processing into specialised groups with higher 
level integration is a key piece in the puzzle of understanding the brain. Some theories address this issue, 
but the exact mechanisms are still unclear, and even the foundations for how exactly to continue this 
avenue of study are still debated. There is evidence linking these ideas both to discussions of the neural 
correlates of consciousness in the brain, and theories thereof. The study of consciousness itself has only in 
the last couple of decades begun to move from purely philosophical considerations to scientific study. 
However, the far more practical ties to the integration of segregated information in the brain make 
discussion, study, and modelling of theories like Global Workspace Theory and its neural equivalent, a 
Global Neuronal Workspace, more tractable.  
With the modelling of access to and dynamics of a global workspace in a neural setting via a GNW, the 
door has been opened to explore a large space of potential neural implementations of combined 
information segregation and integration. Even within a particular space of models (eg – topographic 
recurrent long-range connections, as in Shanahan 2008a, b) there is a considerable parameter space, and, 
importantly, specific structural choices behind such a model. How the dynamics that continue to identify 
these as GNW models, such as broadcast, reverberation, and winner-takes-all competition, are affected by 
these parameters and structural choices remains unexplored. As such, and along the lines of previous 
work (eg – Dehaene, et al., 2003, Shanahan 2008a, b), a natural next step is to construct a new model, 
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relaxing or exploring some of these choices, in order to draw a more concrete line between a model which 
represents a GNW and one which does not. This is carried out in Chapter 3. 
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Chapter 3: A Simulated Global Neuronal Workspace 
Chapter 3 presents a model neural network, inspired by GWT and previous work by Dehaene, et al., 
(1998) and Shanahan (2008a, b), which explores some of the space of model GNWs with topographic 
recurrent long-range connections between specialist neural clusters, as first put forth by Shanahan (2008a, 
b). A key goal for this work is to relax or present alternatives to the structural choices made in the 
previous model while exploring other choices, such as paramaeters, in an attempt to explain the specific 
GNW-like behaviour of the model. First, the model is discussed as a whole, including the construction 
within that model of a GNW-like structure with partially stochastic, but still topographic, connections 
(Subsection 3.1). Special attention is paid to the reasoning behind many of the choices made during this 
construction. One parameter of the model is then singled out for in depth study, the scaling factor for 
synaptic weights, and the changes in model behaviour due to varying this parameter over a broad range of 
values are analysed. This is also where we will first see where some predictions of a GNW either do not 
apply or must be considered in a new light (Subsection 3.2). Furthermore, the implementation of this 
GNW in a wider model with specialist neural clusters is described, and results from similar work are 
reproduced as a proof-of-concept exercise. However, here we pay special attention to a secondary form of 
competition introduced through explicit modelling of non-workspace neural clusters, competition for 
access (analogous to that in Dehaene, et al., 2003) (Subsection 3.3). Finally, future work with this type of 
model and the exploration of the space of possible instantiations of the GNW as a whole are discussed, 
with attention paid to the findings presented here, which frame the model space with specific breakdowns 
of GNW behaviour (Subsection 3.4).  
Throughout this chapter, it is important to keep in mind particular research goals. Can we recreate 
structural conditions under which the basic tenets of GWT are met with fewer arbitrary choices or 
assumptions? How do modifying basic parameters of the model affect the important dynamics? In what 
subsections of the parameter space, if any, do we see the activity which we have partially explored above, 
and which will be further discussed in this chapter? Perhaps most importantly of all, in what ways are 
GNW-like behaviour not reproduced or represented, and why? The specific hypothesis set forth here is 
that broadcast, winner-takes-all competition, and reverberation can be recreated in a workspace model 
with fewer structural choices, dependent on the balance between excitation and inhibition. With an 
appropriate balance, the workspace can be both sensitive to incoming patterns of activation, and 
conducive to the maintenance of a reverberating pattern. However, as we will see, structural choices 
(which are not far from previous successful GNW models) are made which strain or completely break 
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from GNW predictions of the model. This refutation of the initial hypothesis, and the explanation therein, 
is an important contribution of this work.  
3.1 The Model 
Bringing the ideas of broadcast, winner-takes-all competition, and reverberation together in a GNW 
framework as discussed in Chapter 2, we will see in this chapter a model with the purpose of investigating 
the role of the set of neurons with long-range connections within otherwise unconnected groups of 
neurons; in other words, the dynamics of a GNW-like network. The main aim of this work is to frame the 
space of models within which that of Shanahan (2008a, b) exists, by pushing or straining the GNW 
behaviour with different structural or model choices in order to show or deny the importance of these 
choices in a GNW model. In order to truly highlight the effect of the changes made, certain core aspects 
of the model are maintained – the concept of topographic recurrent long-range connections between 
specialist neural clusters. Even within this niche, there are choices embedded in the construction of the 
network which can be addressed, and a non-trivial parameter space to study. 
While the currently presented model removes some parameters and constraints from previous work, there 
are still distinct choices which could be questioned – where possible, of course, these will be discussed 
further. The goal is to present and explain how the choices of this model, as one point in the space of 
possible instantiations of the GNW concept, compare to predictions of GWT and the model presented by 
Shanahan (another point in the model space), with the understanding that the information integration 
across many different sources instantiated in the brains of humans or other animals may be yet another 
point in this space.  
3.1.1 Model Structure  
The model consists of a single set of 1600 spiking neurons representing the workspace (1280 excitatory, 
320 inhibitory), and three separate groups of neurons attached to the workspace representing functionally 
distinct neuronal clusters, or specialists, each with 2048 spiking neurons (1638 excitatory, 410 inhibitory). 
The ratio of roughly 4:1 excitatory to inhibitory neurons matches earlier findings regarding such ratios in 
the mammalian cortex (Binzegger, et al., 2004, Gabbott, & Somogyi, 1986). The specialist areas should 
be considered as distant from each other; the only connections between them are mediated by the 
workspace (Fig. 1). The specialists are reciprocally connected to a range of workspace neurons – the 
spatially nearest set of neurons in the workspace. Neurons within a single specialist area are also densely 
connected to each other, but are not connected to neurons in a different specialist area except via the 
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workspace. For some experiments (see Subsection 3.3), a competition is built in to two neighbouring 
specialists, such that they each react to the same input state, but with different responses. All such cases 
are accompanied by an additional layer of diffuse lateral inhibition between the two specialists. 
The workspace neurons are organized as two one-dimensional rings: one with excitatory neurons, 
connected to each other in self-excitatory cycles of long-range connections in order to best reflect the 
underlying concepts of reverberation (self-excitatory cycles) and broadcast (long-range connections); and 
one with inhibitory neurons, connected diffusely to and from the excitatory neurons (see Subsection 3.1.2 
and Figs. 2 and 4). It is important to note that the ring organisation represents a spatial embedding, not the 
actual connectivity. It is from this spatial embedding that a distance metric is defined, and thus neurons 
are connected according to long or short-range connectivity rules (see Subsections 3.1.2 and 3.3.1 for 
more detail). 
A state of activation can start and be sustained in the workspace while propagating quickly to different 
localities via the excitatory cycles, eventually to be picked up by the specialists. One or more of these 
specialists may respond to the state of workspace activation, and will attempt to influence the workspace 
in turn. Diffuse inhibition in the workspace increases as total workspace activation increases, keeping 
total activation in the workspace from continually growing. Only a new state driven directly by a 
specialist will be capable of taking over the workspace to be broadcast. After this competition, there will 
only be trace remnants of the previous reverberating state. By design, these dynamics are directly 
comparable to those in the Shanahan (2008a, b) model described in Chapter 2, and in Subsection 3.3 we 
will compare the results published there to the dynamics produced here. 
S1 
S2 S3 
WS 
Fig. 1: Overall schematic of the model. Connections within the 
workspace area (WS) allow for broadcast and reverberation of a 
state, while connections within the specialist areas (S1-3) allow 
them to learn a spatiotemporal pattern in order to have an effect 
on the state in the workspace. Connections between the 
workspace and the specialist areas are highly focal and have only 
a small spread of conduction delays, allowing for the maintenance 
of the spatiotemporal properties of a state of activation between 
the different areas. S2 and S3 are arranged as competing 
neighbors, with lateral inhibition. Circled sections of the 
workspace denote the range of workspace neurons to which each 
specialist is connected. 
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For a spatiotemporal pattern to be transmitted from specialist to workspace to the other specialists, it is 
important that the spatiotemporal properties of a state of activation be preserved. To this end, connections 
between different neuronal groups (eg – from specialist area 1 to the workspace) are focal with only a 
small spread in conduction delay. In addition, the cycles of excitatory connections in the workspace have 
no connections between cycles, and a workspace neuron belongs to one and only one cycle. This ensures 
that a state of activation reaching the workspace does not subsequently smear across other possible states.  
The decision to maintain topographic connections with a small but non-zero spread of conduction delays 
is pivotal to this model, and we will explore how both constraints could potentially be relaxed in future 
work in Subsection 3.4. 
The workspace could theoretically be connected to any number of specialists, and a more complete model 
might have neighbouring specialists attached all around the workspace. The dynamics studied here, 
however, requires only the use of three specialist areas, and this is chosen to minimize run times of the 
model, thus allowing for more in depth study of the parameters involved.  
3.1.2 Workspace Structure and Connectivity 
The key to understanding the construction of the workspace area of neurons is to grasp the principles and 
rules by which the self-excitatory cycles of long-range connections are created. 
The neurons contained in the workspace are distinguished in this model from neurons in the specialist 
groups as those neurons which have long-range, reverberation-inducing connections, appropriate for 
sustained broadcast. All connections within the workspace are constrained to be long-range by ensuring 
that the distance between any two connected workspace neurons is greater than a predefined parameter, α. 
The distance between neurons is measured by the number of neurons which lie between them on the ring 
via the shortest path2.  
                                                            
 
2An actual distance (in millimeters, for example) could be assigned to the ring, and neurons placed on the ring 
according to a density function. However, we find this to be unnecessary in this model. Such an approach can be 
compared with Izhikevich, et al. (2004) where neurons are placed on the surface of a sphere and biologically 
significant distances are used. An accurate model of the brain would be much larger in scale than the order of 
thousands of neurons used here, and would benefit from such organization. However, the aim of this paper is to 
explore some of the underlying concepts, parameters and behaviours of this type of network in depth, and this is 
made feasible by using a smaller model. 
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Next, the workspace neurons should promote reverberation via these long-range connections. To this end, 
self-excitatory cycles, loops of neuronal connectivity, are created such that, for example, neuron A → B 
→ C → D → E → A (Fig. 2b). Keeping with the minimum distance parameter, each of these neurons is in 
a distant part of the workspace compared to the other neurons in that cycle. The neurons of a given cycle 
act as representatives of the activity of the cycle for that specific area of the workspace, and hence for any 
specialists attached to that area of the workspace. If A is active, it will in turn activate B, C, and eventually 
A again, and this will be sustained until stopped by inhibition. This occurs either in the form of slow 
decay with time, or an abrupt and rapid decay of the state caused by a competing state entering the 
workspace. 
On one hand, the isolated excitatory cycles are constructed with function in mind – based on the 
principles mentioned previously. A different concern, however, is what these cycles might represent in 
real neurobiology. Setting aside the construction rules for a moment, what we arrive at are long-range 
topographic connections which take part in excitatory reverberation. There is evidence that these could be 
present directly via cortico-cortico projections, indirectly via the thalamus in cortico-thalamo-cortical 
relays, or reverberation could be facilitated by locally recurrent cortical pathways which then 
communicate through long-range relays, potentially via cerebral white matter (Wang, 2001, Sherman & 
Fig. 2a (left): The neuronal workspace ring arrangement before being connected. Fig. 2b (right): An example 
of a cycle of connections (A → B → C → D → E → A). Each neuron would be connected in one and only one 
cycle of this type. The distance parameter is typically chosen so that this occurs after an average of four or five 
neurons, usually sufficient to have a representative in any part of the workspace where a specialist area might be 
attached.  
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Guillery, 2002, Wakana, et al., 2004). Beyond this, we can consider an alternative interpretation to the 
restrictions used here, with reverberation retaining reliable topographic information through the correct 
balance and structure of excitation and inhibition (Wang, 2001) – the potential consequences of choices in 
this vein for the model are discussed in Section 3.4. 
It is also assumed for this model that the only role of this communication infrastructure is to broadcast and 
sustain activation. This means a state of activity of neurons passing through the workspace does not 
change, with some allowances made for a reasonable level of decay in the state. To accomplish this, the 
cycles of connections cannot overlap – each neuron in the workspace must belong to one and only one 
cycle, and connections between cycles are disallowed. 
Aside from the aforementioned restrictions, all connections within the workspace are assigned 
stochastically in order to remove any organisational biases that a more strictly engineered approach may 
produce. The process of making connections between the workspace neurons using these restrictions is 
described by the pseudo-code in Fig. 3. 
In summary, the connections of the workspace are set up as follows (and as in Fig. 3). First, a random 
starting neuron is chosen from the pool of unconnected neurons. This is then connected with a random 
neuron that is both unconnected and long range from all neurons in the cycle. This is repeated until there 
are no more neurons which qualify as both unconnected and long range, at which point the cycle is closed 
(last neuron is connected to first), and the process repeats until all neurons are either connected or cannot 
connect to any other neurons. This latter group are labelled as ‘orphans’ and removed from the model for 
that run – typically for a workspace of 1280 excitatory neurons the number of orphans ≈ 3-5 neurons. 
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Typically, a distance parameter of α = 192 is chosen, which, for a workspace of 1280 excitatory neurons, 
gives an average circuit size of approximately 5 neurons and 256-260 total circuits in the workspace, with 
very little variation. This allows for natural comparison with the one-to-one connections between five 
distinct workspace areas of 256 neurons each in Shanahan (2008a, b). Despite this natural comparison, 
however, it should be noted that there are several significant deviations from the work described in 
Shanahan (2008a, b): 
1. The treatment of the GNW as one set of neurons with stochastic connections, governed by certain 
rules, which are chosen to emphasise the aforementioned dynamics. This is in place of the highly 
engineered ‘workspace areas’ with one-to-one connections and direct mappings in Shanahan 
(2008).  
2. The exclusion of special ‘access areas’ to act as mediums between neuron clusters and the 
workspace itself. 
3. The connectivity of each workspace neuron is reduced – each excitatory workspace neuron 
stimulates only one other excitatory neuron, while each excitatory workspace neuron in Shanahan 
(2008) stimulates two other excitatory workspace neurons.  
 
Both approaches, and indeed an entire spectrum of possible approaches, can provide different 
functionality and raise different questions; however these are beyond the scope of the current work. These 
particular choices were made in an attempt to create a less constrained model: a single general space of 
neurons for the GNW rather than an arbitrary number of workspace areas; the removal of excess areas 
with non-obvious justification or function; and the use of the most reduced connectivity scenario. While 
some constraints still remain in this model, the removal of constraints from previous models is an 
important step. A model with fewer constraints allows for the clarification of the mechanistic role of the 
remaining constraints, the constraints which were relaxed, and the parameter choices in the model. Of 
particular importance to note here is as the first point above – the change from distinct workspace areas 
with collectively directed connections. This applies both to the excitatory and inhibitory neurons and, as 
we will see, played a (perhaps unsuspected) key role in the GNW behaviour of the previous model. 
Ultimately, continued work in this direction could lead to conditions (necessary and/or sufficient) for a 
model to retain the important dynamics tested here and observed in previous work.  
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The organisation of the excitatory workspace neurons is based on the principles of promoting 
reverberation and broadcast, and keeping a state of activation distinct from other possible states of 
activation. The connections of the workspace inhibitory neurons, on the other hand, are organised to 
reflect the ability of a new state entering the workspace to inhibit and subsequently knock out a currently 
reverberating state. The desired effect can be summarised as one that samples the total activation of the 
workspace, independent of the circuit construction, and inhibits diffusely proportional to the activation in 
the workspace. With this in mind, the inhibitory neurons are set as a separate ring, concentric to the first 
(Fig. 4a). The inhibitory neurons take diffuse input from many local excitatory neurons, and then 
randomly and diffusely inhibit the rest of the workspace when a certain level of activity has been reached 
(Fig. 4b).  
The theoretical ideal setup is one where there is no inhibition for an accepted level of workspace activity, 
and non-zero inhibitory activation when workspace activity exceeds this – representing, for example, an 
additional state entering the workspace. This would inhibit activation in the workspace until it is reduced 
back to the acceptable level. It is assumed that a strongly driven state of activation would remain, while 
only traces of activation would remain from previous ‘competitions’. This would be reminiscent of the 
strictly bistable states discussed throughout the literature (eg – Kalitzin, et al., 2000, Wang, 2002, Bentley, 
et al., 2004, Durstewitz, et al., 2006) on reverberating neural activity and working memory – a state of 
Fig. 4a (left): Spatial organization of workspace inhibitory neurons. Fig. 4b (right): The inputs and outputs of a 
typical inhibitory neuron. Inputs are locally organised, while outputs are randomly assigned. For a workspace of 
1280 excitatory neurons there are 320 inhibitory neurons, each with 200 inputs and outputs. 
 
33 
 
 
activation is in the workspace and persistent, then it is quashed, replaced by a different state. In this case, 
each workspace state could be considered bistable (active or not), while the workspace as a whole would 
have multistability (one stable regime for each possible active state).  
However, it is found that this particular model of inhibitory neurons (see Subsection 3.1.4) always 
collectively produce a minimum (non-zero) level of inhibition through spontaneous firings alone, and this 
increases proportional to any added input. A more complicated neural setup could simulate the strict 
inhibitory behaviour of the type described above. However, in the interest of keeping the model as general 
as possible, it is necessary to maintain a minimal number of constraints.  In addition, recent literature (eg - 
Durstewitz, et al., 2006) points out the growing evidence that strict ‘on-off’ dynamics are rare during 
working memory tasks, and that more complicated temporal dynamics are likely at work.  
For the moment, it is instead accepted that a reverberating state in the workspace is not strictly persistent, 
and will slowly decay with time. Additional activation in the workspace (from a new state of activation, 
for example) will invoke a larger inhibitory response and greatly increase the rate of decay, resembling an 
‘off’ switch but not completely acting as one. More robust dynamics in this respect are a direction of 
further study (see Subsection 3.4). 
3.1.3 State of Activation 
A simple form for spatiotemporal patterns of activation is chosen in order to test the basics of this model. 
With a workspace divided into 256-260 cycles of connections, these cycles can be divided by number into 
four ‘quadrants’ of 64 cycles each (1-64, 65-128, 129-192, 193-256), with cycles above 256 being 
ignored for these purposes. Each pattern is represented by simultaneous activity of a specific group of 
cycles within one of the quadrants firing (approximately 60% of the quadrant, or 37 cycles). These groups 
of cycles are chosen for ease of visual representation only, and realistically any subset of the entire 
quadrant could be active for each state.  
States of activation which make use of overlapping circuits (eg – cycles 20-40 in one state and 30-50 in 
another) could also be considered. In addition to the spectrum of possible network structures with 
different constraints previously mentioned, there is a spectrum of possible spatiotemporal patterns to 
consider. This represents a significant departure in complexity from this model, however, and poses 
questions for potential future work with this kind of model.  
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3.1.4 Neuron Model 
Individual neurons are simulated using Izhikevich’s “simple model” of spiking behaviour (Izhikevich, 
2003, 2007). This model is able to generate a large range of empirically accurate spiking behaviours, like 
the Hodgkin-Huxley equations, while being much easier to compute with. It is thus well suited to a large-
scale, biologically plausible simulation (See Izhikevich, 2004, for a more complete treatment of this 
choice as compared to other neuron models). The behaviour of the model is governed by four parameters 
(a, b, c, and d in Eqns. (1) – (3) below), which can be varied to emulate the signalling properties of a wide 
variety of known neuron types. The model is defined by the following three equations: 
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where v represents the neuron’s membrane potential, I is its input current, and u is a variable that 
regulates the recovery time of the neuron after spiking. Eqn. (3) describes the way the neuron is reset after 
spiking, which is assumed to occur when its membrane potential reaches 30mV. All parameters (a, b, c, 
d) and variables are dimensionless in these equations, however the numbers (0.04v2 + 5v +140) are tuned 
using the spike initiation dynamics of a cortical neuron such that v has mV scale, and time has ms scale. 
The values of the four parameters a, b, c, and d were taken from (Izhikevich, 2003) in a configuration 
which reflects a heterogeneous distribution of neuron types, but favours regular spiking excitatory 
neurons. For excitatory neurons these were a = 0.02, b = 0.2, c = –65+16r2, and d = 8–6r2, where r is a 
uniformly distributed random variable in the interval [0,1]. For inhibitory neurons, the values used were a 
= 0.02+0.08r, b = 0.25–0.05r, c = –65, and d = 2, with r as above. The random variable r introduces a 
degree of variation into each population giving a range of different biologically plausible neural firing 
patterns. These parameter choices place all neurons on an appropriate scale of behaviours with a random 
factor introduced to ensure model dynamics are not a serendipitous coincidence of a homogeneous neural 
distribution. Excitatory neurons can be between Regular Spiking or Chattering types, with a bias towards 
regular spiking, while inhibitory neurons are distributed evenly between Fast Spiking and Low-Threshold 
Spiking dynamics. This is not intended to model distributions in a particular area of the cortex, instead it 
reflects neural types found in the cortex with a heterogeneous distribution to avoid unintended dynamical 
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artifacts (but see Izhikevich, 2003, Izhikevich, et al., 2004, for more detail). For example, in the 
excitatory case, if r = 0 the regular spiking behaviour shown on the left of Fig. 5 is produced, while if r = 
1 the chattering behaviour shown on the right of the figure emerges. 
Consider a time t and a neuron i, and let Φ be the set of all neurons j that fired at time t–d where d is the 
conduction delay from neuron j to i. Then the input current I for neuron i at time t is given by: 
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where Ib is the base current, Si,j is the synaptic weight of the connection from neuron j to i, and F is a 
scaling factor whose value depends on the type of population to which i and j respectively belong (eg: 
workspace area, lateral inhibitory pool, etc) and does not change with time. These scaling factors are an 
important parameter of the model, and are the focus of the reported investigation of the effect of 
parameter choice on model dynamics.  
Conduction delays in the workspace are chosen to be either 5 or 6ms at random. These are the minimum 
conduction delays for which reverberation is consistently present – reverberation is limited by neuron 
recovery times when lower conduction delays are used. Higher conduction delays were tested (up to 
20ms) and the overall dynamics were found to be robust, so these are chosen in order to minimise run 
times. Two delays with a millisecond difference are chosen so there are fewer manufactured timing 
effects. For example, one can imagine very specific resonances or frequencies caused entirely by an 
arbitrary choice of a single delay. Possible variations in future models could include a much larger spread 
of delays, perhaps dependant on the distance of the connection (See Izhikevich et al., 2004, 2008 for this 
kind of treatment), fractional delays (delays of 5.5ms for example), or conduction delays directly taken 
from biological data (inspired by precisely tuned myelinated axons, for example).  
 
Fig. 5: Varieties of excitatory neurons using Izhikevich’s simple 
model (from Izhikevich, 2003 - Electronic version of the figure 
and reproduction permissions are freely available at 
www.izhikevich.com). 
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A larger spread of delays would avoid any implicit quantisation, and perhaps provide a more realistic 
blurring of the temporal attributes of a state of activation. This places clear emphasis on the binary state 
of a cycle (it is either ‘on’ or ‘off’) rather than the spatiotemporal pattern of spikes – and we will see how 
the methodology used in making stochastically designated workspace connections already has this effect 
later. Alternatively, it would be interesting if possible candidates for these long-range connections (such 
as myelinated axons making up the cerebral white matter) were found to have consistently similar delays 
– which could imply that the spatiotemporal information of a pattern of activation is important in these 
systems. 
The scaling factor of a connection, together with the synaptic weight, represents the overall strength of 
that connection – how much input current the postsynaptic neuron receives from a spiking presynaptic 
neuron. Ignoring for the moment unit-scaling, this can be considered to represent a variety of effects. In 
the current model, the synaptic weight is effectively absorbed into the scaling factor by setting the 
synaptic weights in workspace connections to one. This means the scaling factor can be seen to represent 
the strength of a connection, or the amount of influence the presynaptic neuron holds over the 
postsynaptic neuron, perhaps affected by some kind of long-term potentiation or depression. Another 
interpretation, in light of the relatively small neuron population sizes, might consider each connection to 
represent many related connections, where a higher scaling factor could signify more presynaptic neurons 
represented by that single model connection. Here it is considered generally as a measure of strength of 
connection between neuron populations, regardless of whether this comes about from more influential 
synapses or simply more neurons and more connections. 
3.2 Studying the Workspace 
The balance between excitation and inhibition in the workspace is a key feature of this model; this 
balance governs the strength of reverberation of a state, the sensitivity of the workspace to new patterns of 
activation, and the speed of decay of a state due to inhibition. The level of excitation and inhibition in the 
workspace is largely moderated by the choice of scaling factors to and from excitatory and inhibitory 
neurons. Here, we will see the nature of this balance between excitation and inhibition through a 
systematic investigation of the effect of different choices of scaling factors on the dynamics of states of 
activation in the workspace. After the previously outlined structural decisions, the balance between 
excitation and inhibition is the primary tool with which to modulate the dynamics of the workspace 
relevant to GNW-like behaviour. It is the starting hypothesis of this work that there exist points in the 
parameter space relating to this balance for which this model can reproduce winner-takes-all competition, 
37 
 
 
strong reverberation over hundreds of milliseconds, and high-fidelity broadcast of states across the 
workspace. Where this hypothesis breaks down, we can return to the primary structural differences 
separating this GNW model from the previous ‘successful’ one in an attempt to explain. 
With only the workspace excitatory and inhibitory groups of neurons, there are three kinds of connections 
– workspace excitatory to excitatory, workspace excitatory to inhibitory, and workspace inhibitory to 
excitatory. There are no inhibitory to inhibitory connections. For each of these a different scaling factor 
(Fww, Fwi, and Fiw respectively) is set for all pulses travelling via those connections. 
The progression and reverberation of a single state in the workspace is studied with a single pulse of 
35mA delivered to neurons belonging to the appropriate 37 cycles of connections in the workspace after 
20ms of rest. 
With three scaling factors representing synaptic weights, the model may seem initially overly simple. 
While there is little doubt more complexity could be added, this model represents an important step 
between a highly structured model which behaves as it does because it is designed that way (cf – 
Shanahan, 2008) and a model designed with a level of complexity such that any breakdown in theory 
would be difficult to attribute to a single (or combination of) model element(s). Here we see un-
predefined directionality, arrangement, and size amongst workspace cycles, a spread of neuronal types, 
and states involving multiple cycles – all plausible elements of such a structure instantiated in the brain. If 
behaviour such as that theorised for a GNW and seen in previous models is disrupted with these factors 
within most or all of the parameter space, we then learn more about the necessary and sufficient 
conditions of a GNW. A smaller or simpler network would have difficulty pushing such boundaries, 
while a more complicated one risks being indecipherable. 
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3.2.1 Workspace Excitatory to Excitatory 
Even without inhibition (Fwi and Fiw = 0), activation in the workspace does not reverberate in any circuits 
for workspace to workspace scaling factors (Fww) less than 25, and does not consistently reverberate in all 
stimulated circuits for Fww less than 40 (Fig. 6). For Fww greater than this, activation in the workspace has 
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an initial peak followed by a steady state, both of which increase in magnitude as the scaling factor is 
increased (Fig. 7a). 
The relationship between Fww and activity in the workspace (measured as the average steady state firing 
rate) is displayed in Fig. 7b. As one would expect, as Fww increases, so does activity in the workspace; 
however, the direct relationship between the two is not obvious. Initially, activity in the workspace shows 
a shallow linear progression as Fww increases, up to Fww ≈ 80. At this point, a phase shift occurs and a 
steeper linear increase is observed. This continues until Fww ≈ 130, where there is a significant change in 
the dynamic between Fww and activity in the workspace. A brief investigation using experimental setups 
with increased delays or adding connectivity within cycles (multiple connections between neurons of the 
same cycle) reveals that the size and nature if the self-excitatory cycles of connections, and neuron firing 
strongly overlapping with neuron recovery times are the largest contributors, though this is highly 
dependent upon neuron type and represents a different direction of study. 
Here what we are most concerned with is keeping consistent and robust reverberation in the workspace 
which is still sensitive to inhibition, so typically 60 ≤  Fww ≤  100 is used in experiments with specialist 
areas attached, though it is noted that a much more pronounced change in excitation, especially in the 
initial peak, occurs in the interval between 80 and 100. To best study the effect of increased activation in 
the workspace (and thus Fww) on other aspects of the model, 60 ≤  Fww ≤  100 is also used for subsequent 
experiments with only the workspace neurons.  
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3.2.2 Workspace Excitatory to Inhibitory 
Non-zero Fwi is introduced in this Subsection in order to study the dynamics of the workspace inhibitory 
neurons with unchanging activation in the workspace excitatory neurons (Fiw = 0). With these parameters, 
the inhibitory neurons fire due to input from the excitatory population, but without resulting in actual 
inhibition of the excitatory population. Unlike the excitatory neurons, there is a low ambient level of 
firing in the inhibitory population with just a low base current (2 mA). This firing is very small compared 
to increased firing due to workspace excitation (2.5 firings per ms), but is enough to cause a slow decay 
of workspace activation with non-zero Fiw.  
As connections from the excitatory workspace population to the inhibitory are diffuse (200 per inhibitory 
neuron), a much stronger proportional increase is expected in inhibitory firing from a change in Fwi when 
compared with the increase in excitatory firings from a change in Fww. Thus the interval over which Fwi is 
studied is lower than Fww with smaller increments (1-10). It should also be noted that inhibitory neurons 
tend to fire more regularly than excitatory neurons (a fact that is reflected in the neuron model parameters 
used here). This means that any direct comparison of the overall amount of inhibition must take into 
account disparities in the actual quantity of each type of neuron (4:1 excitatory to inhibitory ratio), the 
number of outgoing and incoming connections for each type of neuron (diffuse to and from inhibitory, 
focused between excitatory), and the average firing rates of the different types of neurons (compare the 
firing rates in 7a with 8a, for example).  
With non-zero Fwi, the dynamics of firing of the inhibitory neurons become tied to the dynamics of the 
excitatory neurons. A small peak or a high peak, followed by a steady state in the excitatory neurons leads 
to the same in the inhibitory neurons (Fig. 8a). Much like the analysis of the excitatory dynamics with Fww, 
the activity of the inhibitory population of workspace neurons is measured via the average firing rate of 
the inhibitory neurons once it has settled from the initial peak.  
Unlike the phase shifts in the dependence on Fww of the activity of excitatory workspace neurons, the 
inhibitory neurons show a much more direct increasing dependence on both the activity in the workspace 
and the scaling factor Fwi (Fig. 8b-c). The clear change in dependence of inhibitory activity on Fww 
between Fww = 80 and Fww = 90 closely mirrors the observed phase shift in excitatory activity with Fww in 
that range. This indicates, as one would expect, the inhibitory firing is directly dependent on the amount 
of activation in the workspace, not the scaling factor Fww itself.  
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While the inhibitory neurons fire far more often than the excitatory neurons, this is not completely 
unexpected (this is often true of real neurons). Moreover directly comparing the firings from the two 
groups can lead to deceptive results. With only one active state in the workspace, only 37 cycles of 
excitatory neurons are active. With 4-5 neurons per cycle, this gives a maximum of 185 active excitatory 
neurons (and often much less, as it is rare that many neurons of a single cycle are active at the same time). 
On the other hand, with highly diffuse connections and activity spread across the workspace, it is possible 
that all 320 inhibitory neurons are firing. Considering the differences in connectivity between the two 
groups as well as differing conduction delays, it is not obvious how to scale the firing rate data so that the 
two different groups are comparable. We must keep in mind, however, that what matters to us here more 
than relative firing rates is the strength of reverberation and the possibility for winner-takes-all 
competition, and it is only possible to explore this balance when all three major scaling factors are non-
zero. 
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Fig. 8a (top): Progression of firing rate in the workspace inhibitory population with time (as averaged in 10ms 
windows of time) in a few typical model runs with Fiw = 0, and varying Fwi and Fww. Fig. 8b (bottom): Plots of 
the average firing rate at steady state as changed by Fwi, for different Fww showing a generally linear 
progression. 
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3.2.3 Workspace Inhibitory to Excitatory 
Due to the isolated nature of the cycles in the workspace (there is no excitatory interconnection between 
them) an active cycle which stops firing due to inhibition will not start firing again without a new 
stimulus. With non-zero Fiw, the previously observed steady state of activation after a period of time 
instead becomes a steady decay in firing rate for both excitatory and inhibitory workspace neurons. 
Activation in the excitatory neurons increases activity in the inhibitory neurons, which then feed back into 
the excitatory neurons randomly and diffusely, thus inhibiting some of the reverberating cycles. The 
decreased activity in the excitatory neurons drives less activity in the inhibitory population, which in turn 
inhibits less, causing the speed of decay of the state of activation to drop.  
  
Fig. 8c: Plots of the average firing rate at steady state as changed by Fww, for different Fwi. The noticeable 
change at Fww = 80 mirrors the increased activation in the excitatory neurons, as opposed to representing a 
separate effect in the inhibitory neurons. 
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Fig. 9a-b: Some representative trial firing rate plots for Fww = 80 and 100, with varying Fwi and Fiw. There is 
increased inhibition in the Fwi = 2, Fiw = 5 case relative to the Fwi = 5, Fiw = 2 case. 
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Fig. 9c-d: Corresponding plots of the number of active cycles in the workspace as time progresses. In the 
Fwi = 0 case (not shown) all stimulated cycles remained active for the full time. 
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As with Fwi, Fiw are chosen in a range lower than Fww (1-10). Some representative trials with different 
parameter values are shown in Fig. 9. The most significant decay has typically finished by t = 200ms, and 
there is rarely observable ongoing decay after t = 300ms except in cases of high inhibition. After this, 
there seems to be a balance of excitation and inhibition, sufficient to sustain roughly constant 
reverberation. Activation in the workspace for times 500ms ≤  t ≤  600ms, measured via the average firing 
rate of the excitatory neurons, is shown in Fig. 10 for the full range of inhibitory parameters tested. 
The scaling factor Fwi is nearly interchangeable with Fiw in contribution to the total inhibition of the 
workspace, but it seems changes in Fiw have a slightly stronger effect (Fig. 8 and 9). Note also that 
Fig. 10a-b (Left top to bottom): Surface plots showing the relative change in workspace activation (measured 
as the average firing rate of excitatory neurons for time 500ms ≤  t ≤  600ms) over the full range of inhibitory 
parameters tested for Fww = 80 (top) and Fww = 100 (bottom). Fig. 10c-d (Right top to bottom): The number of 
cycles still actively reverberating in the measured timeframe for Fww = 80 (top) and Fww = 100 (bottom). 
Interestingly, though trials with Fww = 100 show double the activation of trials with Fww = 80, there are only 
consistently more active cycles in the Fww = 100 case at the mid-range of inhibition (5 ≤  Fwi + Fiw ≤  10). 
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inhibition has little effect at all for any amount of inhibitory firing with Fiw < 3. In general, equivalent 
inhibitory scaling factors are chosen here (Fwi = Fiw) for simplicity, with incremental changes possible in 
small (change in Fwi) or large (change in Fiw) increments. While there is strong decay in the state of 
activation for high combined inhibitory factors (Fwi + Fiw ≥  10), there are very few parameter choices 
which lead to total loss of activation (Fig. 9). This suggests there will often be at least small remnants of 
previously reverberating states if a series of states is considered. Already this implies there may not be a 
balance of excitation and inhibition such that there is winner-takes-all competition, but this will be 
discussed further in the next subsection. 
How, if at all, does the excitatory scaling factor, Fww, contribute to the balance between excitation and 
inhibition? Comparing Fww = 80 to Fww = 100, where there is a known large increase in activation due to 
the scaling factor, an increased amount of activation can be observed as expected, nearly twice as much in 
all cases (Fig. 10a-b). Interestingly, however, if the same comparison is made while observing only the 
number of active cycles, not the total activation, there is less difference between the two. Trials with Fww 
= 100 do not maintain all active cycles for much higher inhibition than those with Fww = 80, and in trials 
with increased inhibition, the increased excitatory scaling factor only serves to keep a few more circuits 
active (Fig. 10c-d). The largest difference can be observed with mid-range inhibition (5 ≤  Fwi + Fiw ≤  10), 
where trials with Fww = 100 maintain up to 15% more active cycles than trials with Fww = 80. 
This exploration of the parameter space of this model gives a general picture of the reverberation of a 
single state in the workspace. There is a balance between excitation and inhibition – while strong 
reverberation is desired for a state of activation, favouring strong excitation, a mechanism is required to 
allow a new state to take over from an old one, highlighting the need for inhibition. In order to maintain a 
state of activation in times of the order of hundreds of milliseconds (the reverberation required of a 
GNW), a combined inhibitory factor less than 8 seems ideal – beyond this there is a quick drop off in the 
reverberation of a state and not all of the state is maintained. The main purpose of this is to inform later 
experiments with this model, which we will see in the coming sections. However, though it is not done 
here, one could potentially extrapolate the average incoming inhibitory and excitatory current of an active 
neuron and relate this to the probability of an active cycle going quiet. This would be useful information 
both in making predictions for scaling a workspace model such as this up in number of neurons, and for 
generalisations to circumstances where inhibitory neurons compete with persistent excitatory firing (such 
as in Wang, 2001, and Durstewitz & Seamans, 2006).  
Even without competition between stimuli, we can begin to see differences in the behaviour of this model 
from the previous one. In a supplementary work, Shanahan (2008b) presented trials with significant and 
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consistent reverberation of states and winner-takes-all competition, with comparable numbers of neurons 
and levels of activity and scaling factors Fww = 90, Fwi = Fiw = 4.5. While reverberation in this model 
seems plausible for that balance of excitation and inhibition, it is not clear that competition in this model 
will be winner-takes-all, and we will see this in more detail in the next subsection, where we explore 
interaction and competition between multiple stimuli in the workspace. 
3.2.4 Dynamics of Multiple Stimuli 
All of these experiments have focused on the effect of varying scaling factors on the dynamics of a single 
stimulus. Although reverberation of a state of activation is a key predicted feature of the GNW model, it 
is also expected that such a structure is sensitive to new states, allowing them to enter the workspace and 
begin their own reverberation and broadcast in a winner-takes-all manner. A new state of activation 
competes with previously lingering states, each trying to inhibit the other while sustaining its own 
reverberation. In order to study the effect of parameter choice on this kind of competition in this particular 
model, the interaction between different states of activation entering the workspace at different times is 
important. 
A note on the differences between one and two stimuli in this model: many of the effects of varying 
scaling factors on the dynamics of multiple states of activation are similar to the effects on a single state. 
The previous observations with regards to Fww and Fwi (Fiw = 0) can be extended to multiple different 
states of activation, simply by considering states with twice the amount of activation, because the cycles 
themselves do not interact without inhibitory influence. Even with a non-zero choice of both inhibitory 
parameters, activation from two stimuli presented at or very near the same time (two pulses, each 
delivered to 37 different cycles of neurons with no overlap) inhibit each other in exactly the same way 
activation from a single stimulus with twice as much activation (a single pulse delivered to 74 different 
cycles of neurons) decays. Temporally overlapping stimuli have no way to distinguish themselves from 
each other, and thus there is a decaying mixed representation. 
As previously mentioned, different sizes and forms of states of activation (for example, states with 74 
active cycles instead of 37) in the workspace represent a significant avenue of future investigation. Here 
the scope of investigation is limited to temporally distinct stimuli, presented to the workspace greater than 
100ms apart, with non-zero choices of all scaling factors, such that the two states can interact due to the 
random, diffuse inhibition, which is not restricted to particular cycles. A full sweep of parameters (Fww = 
60-100, increments of 10, Fwi & Fiw = 0-10 increments of 1) was carried out, with 5 trials for each 
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parameter combination in order to test for variation between trials. Some examples of these trials are 
shown in Figs. 11 and 12. 
With non-zero Fiw, there is still a similar balance between excitation and inhibition as in the trials with a 
single presented stimulus. The inhibition is still comprised of roughly equal contributions from Fiw and 
Fwi with slightly greater contribution from a change in Fiw (Fig. 11a-d). The total amount of activation in 
the workspace which can be sustained over longer periods of time (more than 300ms) for a given amount 
of inhibition seems to be conserved – the total activation caused by both stimuli as they reach a steady 
state is roughly equal to the amount of activation observed at steady state for trials with the same scaling 
factors and only a single initial stimulus (though the amount of activation initiated by two competing 
stimuli can result in as much as 20% more total activation in the workspace, probably due to more total 
initial stimulation) (Fig. 11c-d).  
It is also interesting to note that the activation in the workspace a few hundred milliseconds after 
presentation of the second stimulus is often split evenly between the two different stimuli (Fig. 11c-d). 
This demonstrates that a novel state of activation entering the workspace is inhibited just as much from an 
older reverberating state as the older reverberating state is inhibited by the incoming novel state of 
activation. This seems to hold true even though one state of activation can strongly dominate the other for 
short periods of time (Fig. 12c-f). In such cases, it is not obvious from parameter choice alone which state 
will dominate (Fig. 12a-f).  
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 Fig. 11a-b: Raster plots for two trials with multiple stimuli that characteristically progress similarly over time. 
Inhibitory scaling factors, Fwi and Fiw, are roughly reversed, with (Fwi, Fiw) = (1, 5) in one (top) and (6, 2) in the 
other (bottom). Increased Fiw typically inhibits slightly more than increased Fwi. 
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Fig. 11c-d: Corresponding firing rate plots for the two trials shown. After some time it is difficult to distinguish 
which state of activation is ‘winning’. 
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Fig. 12: Two trials in which identical scaling factors were chosen and very different results are observed. Fig. 
12a-b: Raster plots for the two trials. In one there is clearly strong activation from the second stimulus (a) while 
in the other the second stimulus is almost completely blocked out initially, though maintains a workspace 
presence over time (b). 
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Fig. 12c-d: Firing rate plots of the same two trials shown in Fig. 12a, b. Despite only weak activation of the 
second stimulus in one trial (d), there is still a nearly even balance of activation from both stimuli. 
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Fig. 12e-f: Plots of the active cycles of each state for both trials. Neither trial shows strong reverberation of a 
state over hundreds of millisecond timescales, nor is there a clear ‘winner’ of the competition between the two, 
despite nearly complete initial blocking out of the second stimulus in one trial (f). 
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These latter cases (Fig. 12) resemble competition within a GNW, however ‘winner-takes-all’ dynamics 
are notably absent for all parameter choices. In addition, strong competition only appears with high 
inhibitory parameter choices – in the range where significant reverberation of a single state is impossible. 
Even with a restricted choice of scaling factors, the observed behaviour of the model can hardly be said to 
match a predicted GNW. There is limited reverberation of a state over the time span of a few hundred 
milliseconds (more than half the cycles of the state often cease activity), and the competition between 
different states in the workspace consists of finding an equilibrium between the two than the predicted 
winner-takes-all.  
These issues can be partially addressed through a more thorough look at the question ‘What is a state of 
activation?’ (eg – could a mixed state be considered a ‘winner’) but this seems like a question for GNW 
theory, not this model. A simpler possible solution can be tested which may account for the differences 
between a predicted workspace and the current model: driven stimulation. Though it is certainly possible 
a stimulus is presented to the workspace once, it seems more likely that a stimulus is presented over a 
Fig. 13a-c: Raster, firing rate and active cycle plots 
for a trial with driven stimulation (top, bottom left 
and bottom right, respectively). While being driven 
(a duration of 160ms from start of stimulation) each 
state shows significantly improved reverberation, 
though not after driven stimulation ceases. In 
addition, when the second state of activation, driven 
by repeated stimulation, enters the workspace, it 
strongly inhibits the un-driven first state of 
activation facilitating competition, though still 
failing to provide a complete ‘winner’. 
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span of time, through tetanic stimulation, for example. In theory, a distinction can be made between a 
strongly driven stimulus (presented many times or over a longer period of time) and a weakly driven 
stimulus. A driven stimulus may promote strong reverberation over the span of time in which it is 
presented. Once it ceases to be driven, reverberation continues but tails off with time so that a new driven 
stimulus presented to the workspace can compete and almost completely take over the state of the 
workspace. 
To explore this possibility, rather than presenting a single pulse at t = 20ms and a different pulse at t = 
300ms, tetanic stimulation is used, 10ms apart from each other for a duration of 160ms3. As predicted, 
driven stimulation promotes stronger reverberation and more clear competition. Fig. 13 shows a typical 
trial with the same scaling factors as in Fig. 12, but this time with driven stimuli. Unlike the single pulse 
stimulus trials, the second driven stimulus is consistently more prominent than the stimulus which begins 
driven but has since ceased. However, consistent reverberation predictably only remains during the driven 
stimulus (≈75% of the full state, which then drops to <50%) and traces (≈15%) of a previous state nearly 
always remain. Once again, this does not reflect strong agreement with GNW’s winner-takes-all and 
consistent reverberation predictions. 
This point is made even clearer in the case of temporally overlapping driving signals – while there is a 
slight favouring of a stronger or later stimulus, there is often simply more blurring of states. Additionally, 
experiments were performed which used tetanic stimulation of one stimulus and single pulse stimulation 
of the other. This unsurprisingly resulted in further favouring of the tetanically stimulated state in the 
workspace, but complete occlusion of the single pulse stimulus was still rare. 
  
                                                            
 
3
 The exact choices involved with a ‘driven stimulus’, such as the time between pulses and the overall 
time of the series of pulses, were varied to test for robustness. As one would expect, longer duration of the 
series of pulses and shorter times between pulses have a stronger effect. The particular values used here 
were chosen as sufficient to convey the overall point – a driven stimulus promotes stronger reverberation 
and clear-cut competition. Specifically, stimuli tested used anywhere from 4-16 pulses, over a total 
duration of 80-160ms. Any differences were quantitatively small, with no qualitative change in behaviour. 
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 Fwi = Fiw = 3 Fwi = Fiw = 4 Fwi = Fiw = 5 Fwi = Fiw = 6 
1 Stimulus, 80 100(±0)% 98(±2)% 76(±5)% 41(±8)% 
1 Stimulus, 100 100(±0)% 100(±0)% 86(±3)% 49(±6)% 
2 Stimuli, 80 
Stimulus 1 (of Sum) 
Stimulus 2 (of Sum) 
100(±0)% 
50(±0)% 
50(±0)% 
89(±3)% 
48(±1)% 
52(±2)% 
47(±2)% 
54(±11)% 
46(±8)% 
28(±3)% 
29(±9)% 
71(±6)% 
2 Stimuli, 100 
Stimulus 1 (of Sum) 
Stimulus 2 (of Sum) 
100(±0)% 
50(±0)% 
50(±0)% 
86(±1)% 
50(±5)% 
50(±5)% 
57(±3)% 
52(±13)% 
48(±18)% 
32(±5)% 
50(±12)% 
50(±22)% 
During Tetanic 
Stimulation 
Stimulus 1 
Stimulus 2 
   43(±3)% 
 
16(±6)% 
84(±6)% 
After Tetanic 
Stimulation 
Stimulus 1 
Stimulus 2 
   24(±4)% 
 
17(±11)% 
83(±11)% 
 
3.2.5 Summary of Results 
Before going further with this model, it makes sense to take a step back and survey the results thus far. 
While initial parameter sweeps of activity in the stochastically organised cycles of neurons are 
informative exploratory work, the real interest in this model is its potential maintenance or breakdown of 
the predictions of a GNW with the full use of excitation, inhibition, and stimulation. The percentage of 
topographic cycles associated with a single state, which continue to reverberate after hundreds of 
milliseconds of model time are a good indicator of the degree to which a state of activation has entered 
and remained in the workspace (Table 1). From these results, we can see reverberation, even strong or 
Table 1: Percentage of active cycles remaining after 700ms of model time (400 milliseconds after 
presentation of second stimulus in trials with two stimuli, and 100ms after first presentation of tetanic 
stimulation in the ‘during stimulation’ trials). Scaling factors are as listed (Fww = 80 or 100 as listed on 
left). In trials with a second stimulus, this is presented at 300ms. For tetanic stimulation, 8 pulses were 
presented with 20ms separation. All experiments were repeated in 5 trials. In trials with 2 stimuli, the 
percentage of total remaining active cycles is listed, followed by what percentage of these cycles 
included one stimulus, or the other. 
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complete reverberation, is attainable, though at the expense of competition between states (Fwi & Fiw = 3-
4). Even with increased levels of inhibition, competition takes the form of a blurring of states, not the 
winner-takes-all predicted of a GNW (Fwi & Fiw = 5-6), though note that there is significantly higher 
variance between trials of the individual states than there is of their sum, implying some level of anti-
correlation and thus competition. While a change in the strength or length of stimulation can create more 
of an imbalance between states, it still does not produce complete reverberation or winner-takes-all 
competition (tetanic stimulation). In addition, external tetanic stimulation like that which is used here 
probably implies some additional level of local reverberation outside of the workspace. This is a 
possibility, but further illustrates a failure by the modelled workspace alone to meet the GNW and GWT 
criteria.  
From this, it is fair to say that many of the predictions of a GNW fall under question, if not completely 
disappear, when the relay neurons used are not highly structured. In this model we have maintained strict 
cycles of excitatory neurons – a large assumption itself – while relaxing many indirect assumptions about 
organisation of topographic connections (cf – Shanahan, 2008a & b, with five workspace areas each 
connected, along with its associated inhibition, in a patterned fashion amongst the others). Despite this 
seemingly small change, winner-takes-all dynamics all but disappear, and while reverberation and 
broadcast are possible, they are hindered by a steady decay and ‘temporal mixing’ of the state (that is, the 
activation which a small area of the workspace ‘sees’ is asynchronous, though the initial stimulation is 
simultaneous). This work frames some conditions under which the idea of a GNW breaks down – it is 
clear the structural choices of focused, ordered connectivity of the previous model played a key role in 
supporting the dynamics, not simply the parameters or core concept of long-range topographic relay 
neurons. Possible reconciliation might involve biological evidence that these long-range neural relays or 
other potential neural substrates do in fact follow more strict organisational principles than those 
employed here. Alternatively, perhaps the criterion for winner-takes-all dynamics in GWT and GNW 
must be relaxed in favour of competition which allows for mixing of workspace states (or a different 
integrative theory of the brain altogether should be considered). At the very least, alternative forms of 
competition and reverberation to diffuse inhibition and self-excitatory cycles are likely to be necessary. 
In the following section, we will take this model a step further, adding specialist clusters to the workspace, 
and test an alternative form of competition between states: competition for access to the workspace 
between clusters before entering. 
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3.3 A More Complete Model 
The discussion thus far has revolved around the workspace neurons: broadcast, reverberation, and 
competition; how the balance between excitation and inhibition facilitates these phenomena; how 
modifying the scaling factors affects the excitation and inhibition; and the important role of driven 
stimulation. While stimuli until now were produced by a direct injection of current to the appropriate set 
of neurons, the model is designed for these to come instead from functionally distinct neuronal clusters – 
specialist areas – which are attached to the workspace. Specialist areas in this model are groups of 
neurons with many diffuse internal connections, representing close-range connections, in contrast to the 
long-range connections of the workspace neurons.  
Each specialist area goes through a period of training before an experiment, during which that group of 
neurons learns to associate a particular input state of activation with a different output state of activation. 
Several specialist areas, each trained in this way with different inputs and outputs, and connected to each 
other via the workspace discussed above, represent a model which can go through alternating periods of 
broadcast and competition, as theorised might occur in a GNW by Dehaene et al. (2003). 
In the next subsection we will see the choices involved in the construction of such specialist areas in the 
context of this model, as well as a reproduction of similar results to the comparable model of Shanahan 
(2008a, b). The addition of the specialist clusters justifiably allows better assessment of the broadcast 
capabilities of the workspace (does a trained cluster respond significantly), provides a more natural 
avenue for driven stimulation (via the strength of response from a specialist cluster), and, importantly, 
allows the modelling of competition for access to the workspace. While we saw that winner-takes-all 
dynamics were questionable at best in the workspace model alone, this form of competition relies on an 
inhibitory block out of the initial state rather than a fast decay, and is more analogous to a similar form of 
competition used in previous models (where it successfully produced winner-takes-all competition). 
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3.3.1 Specialist Structure and Connectivity 
Each specialist area can be divided into three groups: input, output, and generic internal neurons (Fig. 14). 
The input and output areas are groups of 256 excitatory neurons, each of which represents a mapping of 
possible workspace states. Each neuron in these areas is numbered for presentation purposes (1-256), and 
neurons in one area map directly to neurons with the same number in the other areas. As explained earlier 
in this chapter, the cycles of the workspace are similarly numbered; they also share this mapping.  
Specialist areas are each assigned a length of 384 workspace neurons (twice the short distance parameter 
α) which are ‘spatially close’ (see Fig. 1 and Subsection 3.1 for a reminder of the overall spatial 
arrangement of specialist areas and workspace). There are one-to-one connections from nearby neurons of 
the workspace to the input neurons of the specialist areas, and from the output neurons of the specialists 
to the nearby neurons of the workspace. These one-to-one connections are organized by the cycle 
numbers of the workspace and the appropriately mapped neuron numbers of the specialist input and 
output neurons. For example, activity in neuron number two of the specialist input is stimulated by 
activity of a nearby neuron in the workspace belonging to cycle number two, ensuring that the specialist 
area is sensitive to states of activation from the workspace. Firings of neuron number two in a specialist 
output area will stimulate firings in a nearby neuron in cycle number two of the workspace, thus 
attempting to pass a state of activation on to the workspace.  
Fig. 14: Connections to, from and within a 
specialist area. A specialist area with a 
competing neighbor would have an additional 
group of laterally inhibiting neurons receiving 
its input from the Sout group of neurons (not 
shown). Connections between the workspace 
and Sin or Sout are one-to-one. Within the main 
body of the specialist area, connections are 
initially diffuse and random, and are modified 
before the main trial using a form of STDP and 
test pulses.  
Sin Sout 
WS 
S1 
Sgen 
Nearby WS 
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The group of generic internal neurons is comprised of 1126 generic excitatory neurons and 410 inhibitory 
neurons4. Connections between the generic neurons, the input neurons and the output neurons, as well as 
internally within these subdivisions, are diffuse and their connection weights are initially drawn from a 
uniform random distribution in the interval [0, 1]. These connections are then strengthened or weakened 
according to an STDP rule during a training period prior to the full trial.  
3.3.2 Specialist Training 
All specialist areas go through a pre-trial training period. The purpose of this is to strengthen and weaken 
the internal connections of the specialist area such that it has some meaningful functionality. In this model, 
‘functionality’ takes the form of transforming a state of activation – given a particular state of activation 
of the input neurons, an associated state of activation arises in the output neurons. These states of 
activation are identical in organization to the states of activation of the workspace discussed previously (a 
subset of one of four quadrants simultaneously firing – see Subsection 2.2). 
While this training period is functional by design without specific regards to biology, it is at least possible, 
if not plausible, that a form of training takes place in the brain during memory formation or consolidation. 
Possible factors involved in this process include: increased or decreased plasticity through relevant 
neuromodulators (such as dopamine, Izhikevich, 2007b); temporarily decreased functional connectivity to 
other areas (McIntosh, et al., 2003); as well as repeated reactivation of the same neural patterns (eg. 
during REM sleep, Maquet, 2001). 
During the training period, the specialist areas are disconnected from all other structures, and are each 
alternately presented with a stimulus in the input area followed, after a delay, by a different stimulus in 
the output area. This is repeated while an additive form of STDP based on a negatively-weighted 
exponential is applied (see Chapters 4 and 5 for a full treatment of various forms of STDP rules). After 
several iterations, the internal neural connections which lead the specialist area to fire the response state 
in the output area after the appropriate state appears in the input area are strengthened, while other 
connections are weakened. 
                                                            
 
4
 Note that, excluding the laterally inhibiting groups of neurons, the specialist areas contain the standard proportion 
of excitatory to inhibitory neurons in a real mammalian cortex, 4:1 (Binzegger, et al., 2004, Gabbott, & Somogyi, 
1986). This ratio is maintained throughout the specialist areas and workspace. 
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The neurons for an input state are excited by four 10 mA pulses, 5ms apart from each other, followed by 
the same treatment for a response in the output, after a delay of 40ms. Each training lasts for 200ms of 
model time, and this process is performed three times for each specialist area before every trial. 
Even without changing the input and output states or generic set of neurons, different forms of training 
are possible. Rather than four pulses input, delay, four pulses output, many other choices exist and do 
indeed provide slightly different dynamics. One such choice attempted in this study was alternating from 
single pulse input to single pulse output, with a delay between each repetition of this. The overall 
behaviour of the model was found to be robust, but the choices involved in the STDP training of the 
model are numerous (see Chapter 4 for a review of many of the currently studied STDP rules observed in 
real neurons). We will see STDP discussed as a plasticity mechanism independent of the Global 
Workspace framework in Chapters 4 and 5, where the parameters and dynamics associated with it will be 
explored. How the so-called specialist clusters of neurons reach a state of having this functionality is 
easily the topic of a much broader study – here it is assumed it has reached the state of having such 
functionality, and the aforementioned STDP rule is used just as a method of emulating this process in a 
less engineered fashion than setting the connection weights as a parameter. Equally, the input-output 
mapping in the specialist clusters could be imposed without effecting the conclusions drawn here – the 
use of STDP is more a demonstration of the principle that the mapping can emerge with biological 
plasticity. 
Usually the different specialists have different inputs to which they respond, and can together be trained 
to give a series of activation states if the appropriate response states reverberate in the workspace, thus 
becoming inputs for other specialist areas. Each specialist is given a unique response state, so it is 
possible to tell at any one time where the state currently in the workspace originated.  
3.3.3 Competing Specialists 
There are a variety of different ways to allow competition in a model like this to emerge – anything which 
would allow one kind of activity to block out or reduce another. Here we model two different 
interpretations of competition, both using inhibition as a natural and plausible neuronal mechanism. In 
previous sections, we saw the diffuse inhibition of the workspace as a general form of competition 
between all activity, but it was non-specific and did not tend towards winner-take-all dynamics. With the 
addition of specialist clusters, a more focused form of competition is possible – competition for access to 
the workspace in the first place through direct inhibition between neighbouring clusters. In a larger more 
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complete model, this competition would be manifested between many adjacent clusters, however here 
three clusters, two of which are neighbours, suffices to model the basic dynamics of the system. 
This form of competition is prominent in the Shanahan model, and was the direct focus of work by 
Dehaene, et al. While it is clearly conducive to winner-takes-all competition (it is logically easier to 
completely block out a state of activation before it enters the workspace if the workspace is assumed to 
both sustain its contents and spread the contents across a wide array of areas and faculties), the question 
stands: is this truly indicative of winner-takes-all competition emergent as a prediction of the GNW 
model, or is it appended on independently? Those who have worked on this extensively before implicitly 
believe that competition for access goes hand-in-hand with the GNW model, but successfully manifesting 
winner-takes-all competition within the workspace remains an interesting point for further discussion an 
research. 
Two competing specialists are trained to react to the same input, but with different responses, and in all 
trials presented here the two specialists share the same stretch of local workspace neurons (though this is 
not necessary). An additional group of inhibitory neurons (one fifth the size of a specialist area) is 
connected randomly and diffusely from the output group of neurons of one specialist to the entirety of the 
other specialist. This is appropriately mirrored from the other specialist with a second group of laterally 
inhibiting neurons. Thus, when there is activity in the output group of neurons of either specialist, 
indicating an attempt to influence the workspace with a new state, the other specialist receives a diffuse 
inhibitory signal, attempting to shut down any competing attempt to access the workspace. This leads to a 
‘winner takes all’ property – the pattern of activation which enters the workspace is largely dominated by 
one of the competing specialists rather than a pattern that is composed of equal parts from each specialist 
(though traces of the ‘loser’ are possible) (Fig. 15a, b). 
3.3.4 Sample Trials 
Consider a single run with this model. The first specialist area is trained to associate an input state A with 
an output state B, the second specialist area associates an input state B with an output state C, and the 
third specialist area associates an input state B with an output state D. The experiment begins with the 
injection of a pulse representing state A directly into the workspace. With sufficient reverberation, the 
first specialist area picks this up and responds by attempting to influence the workspace with state B. If 
this reverberates and is broadcast to the second and third specialist areas, they will compete to place states 
C or D, respectively, into the workspace.  
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Fig. 15 shows several representative trials with this behaviour using scaling factors Fww = 100, Fwi = 5, Fiw 
= 6, with some sample trials taken from Shanahan (2008a, b) for comparison. In contrast to competition 
within the workspace alone, here there is a semblance of winner-takes all competition, but only between 
the neighbouring clusters. Note in Fig. 15c, d how the onset of the second workspace state disrupts but 
does not remove the first, and it is only when all four states attempt to compete, and lateral inhibition 
decides a winner between the final two, that there are few traces of competing states. We also know from 
the work of the previous sections that the parameters used here heavily favour inhibitory decay in the 
workspace – a wide variety of parameters were tested, however these were found to be the least inhibiting 
while still providing enough in-workspace competition for there to be an eventual ‘winner’. As a result, 
the final state quickly decays, compromising reverberation. There are also some minor differences 
between the results of the two models (eg – the appearance of the eventual ‘loser’ early in competition in 
the presented model as opposed to little trace at all in Shanahan, 2008a, b) but these represent slight 
divergences in structural choices rather than true phenomenological differences.  
In the case shown, the response is mostly bistable between states C and D (there are some traces of a 
‘loser’ state). However, this is sensitive to parameter choices – without sufficient excitation, no state is 
stable (even with the current parameter choices the stability is limited to a couple hundred milliseconds 
after an initial decay), and without sufficient inhibition, multiple states do not compete and the workspace 
acts like a single ‘on’ switch. Note that additional specialist areas and competitions could be included in 
the model, in which case there would be multistability for the workspace as a whole.  
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Fig. 15a-b (top left to right): Raster plots for a single trial shown over the whole 1000ms of the trial 
(left) and just for the first 300ms as in Shanahan (2008a, b) (right). Fig. 15c-d (middle left to right): 
Raster plots for two different trials with the same scaling factors, but with different competition 
outcomes. Note in 15c, when the initial competition between states C and D for access to the workspace 
does not produce a clear winner, the inhibition of the workspace does not facilitate competition so much 
as decay both states, as in previous experiments without access competition. Fig. 15e-f (bottom left to 
right): Raster plots for two different trials with different competition outcomes using the Shanahan, 
2008a, model for comparison (from Shanahan, 2008b). 
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3.4 Discussion 
With both the GNW-only model and the larger model with specialist areas, the aim is to present a 
possible instantiation of the GNW concept originally proposed by Dehaene et al. We have seen that three 
major components of the GNW theory (broadcast, reverberation, and competition between different states 
of activation) can be assessed in a model relaxing or reconsidering some of the structural choices of those 
already proposed. With this in mind, it seems there is a potentially large unexplored space of possible 
instantiations of a GNW. We have learned and begun to explain the limits of the structural choices made 
here in reproducing the expected behaviour of a GNW. Future work must necessarily address these 
concerns, by returning to previous structural constraints (eg – grouped workspace neurons, focused 
inhibition), relaxing the current constraints in such a way that the behaviour returns, or considering 
completely new constraints. 
In particular, the use of stochastic wiring with isolated cycles in the workspace, though it was chosen as 
an alternative to an arbitrarily engineered network, could be changed. It poses an interesting question for 
experimental neuroscience: do long-range topographic excitatory loops like those used in the model exist 
in the brain, perhaps amongst the projections suggested in Subsection 3.1.2? This is highly specific and 
perhaps unlikely in this exact form, but then it is also poses a direction of useful investigation: narrowing 
down what specific properties are not found in the brain and how the model behaviour would need to 
adapt to validate this interpretation of a GNW. In the case where exact topographic projections are not 
maintained or a model with cross-connections between cycles is more accurate, perhaps the right balance 
of inhibition and excitation could be used to overcome blurring of states of activation without the use of 
completely topographic connections (Wang, 2001). Alternatively, topographic connections of the kind 
used both here and in Shanahan (2008a, b) may be justified as emergent through the correct application of 
a synaptic learning rule like STDP in a model like that used in Izhikevich et al., (2004) or demonstrated in 
Bamford, et al., (2010). If topographic connections are maintained, but restriction to self-excitatory loops 
is found to be unrealistic, perhaps locally recurrent neural circuits (like those highlighted in Wang, 2008) 
can be modelled to similar effect, relaxing the need for self-excitatory cycles. Of course, also possible is 
the inability for reconciliation between the model and new experimental evidence, which would indicate 
different GNW interpretations or models supported by different integrative theories of brain activity 
altogether – an equally interesting possibility. 
Here the choice was made to separate the neurons with long-range connections into a distinct group, the 
workspace. However, this is not necessary. A more biologically plausible model might address the 
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distinct GNW qualities described here, but amongst clusters of neurons where no preference is given to 
the neurons with connections between clusters (long-range connections). An interesting, and potentially 
vast, avenue of study lies in determining the minimum rules and restrictions on the construction of 
connections within a set of neurons such that there is activity resembling a GNW within that set.  
It is also not yet clear what role the particular neuron model used plays in the overall network dynamics. 
The model used here (Izhikevich, 2003) was chosen for its balance between diverse, realistic neural 
dynamics and computational tractability. It would be an interesting exercise to confirm that these results 
remain largely unchanged for different neuron models, such as a simple integrate-and-fire model. 
Furthermore, any differences in dynamics could be analysed in order to judge whether there are 
interesting effects at work, or simply artefacts of the model. This could potentially lead to a better 
understanding of the limits or pitfalls of using one model rather than another, and its usefulness would 
extend beyond the scope of GNW models. 
Parameters other than the scaling factors, such as conduction delays between neurons and the connectivity 
of neurons, also play an important and un-discussed role in modulating the network dynamics. The 
decision to have tightly distributed delays was originally made with an eye towards maintaining the 
temporal aspect of a spatiotemporal pattern, however the dynamics shown in Subsection 3.2 show very 
little maintenance of temporal patterns. Thus, this constraint could potentially be lifted with few 
consequences to the overall dynamics, though our own preliminary work in this area has shown that 
delays which are too low can lead to network dynamics, such as reverberation, being disrupted by neural 
dynamics, such as individual neural recovery times. On the other hand, different methods for maintaining 
a temporal pattern could be investigated. Neural mechanisms which promote synchrony, such as those 
discussed in Chapter 2, or appropriate application of STDP (Izhikevich 2004, 2006) could assist towards 
this end.  
Increased connectivity between workspace neurons, with the same topographic cycles of neurons but with 
more connections within the cycles, seems likely to produce similar but potentially more robust dynamics. 
With multiple paths via which a state of activation can reverberate, the individual synaptic delays play 
less of a role in the temporal spreading of a pattern. Instead, the average delay between connected clusters 
of neurons plays an important role, potentially moderating the temporal evolution of a state of activation. 
In addition, reverberating states could be more resistant to the decay produced by inhibitory neurons, but 
tests exploring this particular parameter space are necessary to confirm such hypotheses. Work towards 
exploring more general principles governing the overall changes in behaviour due to changes in all the 
parameters discussed within the space of possible GNW instantiations is warranted. 
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3.5 Concluding Remarks 
The theory behind a GNW relies on the existence of biologically plausible instantiations of that theory. 
While recent advances in the measurement and analysis of the connectivity of the brain show promise (eg. 
Hagmann, et al., 2008), models are still an important bridge of the gap between architectural level theory 
and biology. In addition, models can be used to explore the possibility of using the ideas set forth in GWT 
to construct prototype cognitive systems with greater integration than previously seen, regardless of the 
models’ relation to the brain. 
Here we have seen one such neural network model, inspired by previous work (Dehaene, et al., 1998, 
Shanahan 2008a, b), which explores some of the space of model GNWs, with a particular focus on 
topographic recurrent long-range connections between specialist clusters. It was initially hypothesised 
that the effectiveness of this model as a GNW would depend on the choice of certain parameters, and it 
has been shown how behaviour is affected by the choice of one particular parameter (the scaling factor). 
Though the effects of modifying this parameter can at times be obvious (eg – increasing an excitatory 
scaling factor leads to more activation) the range of parameters for which GNW-like behaviour is possible 
is not. As we have seen, in the context of this model, modifying the scaling factors of connections within 
the GNW can lead to regimes of overly-strong reverberation (such that inhibition does not stop activation 
from increasing as more states of activation enter the workspace) or quick decay of states, such that they 
never have a chance to be broadcast around the entire workspace. Perhaps most importantly, it has been 
shown that even in more balanced regimes, the workspace structure itself is not conducive to winner-
takes-all competition, though this can be partially recovered through direct competition for access to the 
workspace in neighbouring specialist clusters. 
While the work discussed in this chapter continues the exploration of a niche of models with recurrent 
topographic long-range connections between simple specialist neural clusters, this is perhaps an 
idealisation of a GNW. However, it seems likely that these models can inform further attempts to produce 
networks with a balance between integration and segregation which make use of spatiotemporal patterns 
of activation. Models of the kind we have seen here are useful in exploring a complicated space of 
choices, restrictions and parameters. 
It can be easy to get lost in the minutia of parameters and specific model details, but it is important not to 
lose sight of the broader concepts, specific hypotheses, and more generalise-able messages. How do 
specialised segments of the network function? How do these segments communicate and ultimately 
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integrate their functions? Which aspects of the network are necessary for this, which are superfluous, and 
which allow for further exploration in the model space?  
In the case of this model, specialist neural clusters pass and respond to simple spatiotemporal patterns of 
activation. The patterns are passed through a global workspace of topographic long-range connections, 
competing with other such patterns to be integrated with many other specialist clusters. The high degree 
of connectivity within the specialist clusters with sparse, ordered long-range connectivity between 
clusters via the workspace allow the clusters to independently interact with a pattern with minimal 
interference, while competing to interact with each other in a more limited capacity.  
This model further extends this by adding an element of disorder, stochastically assigning long-range 
connections instead of grouping workspace relay neurons and ordering their outputs. However, we have 
seen that disordering of excitatory connections generally removes temporal fidelity from a state of 
activation, and disordering inhibitory connections creates a situation where any state of activation inhibits 
itself as much as any competing states. This causes a breakdown of winner-takes-all competition, a 
necessity for a GNW. Future models should note well that the balance of excitation and inhibition can be 
used to modulate reverberation and decay or competition, but a structure whereby states have the 
opportunity to inhibit others and not themselves is essential (such as in the workspace of Shanahan, 2008a, 
b, or the laterally inhibiting specialist clusters here), even in the case of strongly driven stimuli.  
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Section II 
Chapter 4: Network Connectivity and Synaptic Plasticity 
In the previous section, we saw a structural instantiation of a theoretical concept – Global Workspace 
Theory. As part of this work, the idea of synaptic plasticity was introduced briefly in order to train 
responses in specialist clusters. In this section, the dynamics of spike-timing-dependent plasticity (STDP) 
are examined in detail.  
We will first see some of the experimental evidence which defines this form of synaptic plasticity, as well 
as the currently ongoing experimental work which aims to characterise STDP in more detail (Subsection 
4.1). This experimental work, combined with theoretical considerations linking plasticity to memory 
formation and learning, has lead to multiple ‘phenomenological’ models (Subsection 4.2). Testing and 
expanding upon these phenomenological models is the aim of neural network modelling and theoretical 
work in this field, and we will then see what progress has been made in the network dynamics of STDP 
(Subsection 4.3). This will lead us to a discussion of what still remains to be confirmed, and to the 
modelling work presented in Chapter 5. 
4.1 Experimental Evidence for STDP 
Donald Hebb originally wrote: 
‘When an axon of cell A is near enough to excite cell B and repeatedly or persistently 
takes part in firing it, some growth process or metabolic change takes place in one or both 
cells such that A’s efficiency, as one of the cells firing B, is increased.’ (Hebb, 1949) 
This has set the stage for the study of learning and neural plasticity in modern neuroscience. It is only in 
the last few decades, however, that neuroscientists have had the tools and begun to put the empirically 
supported theory in place to study synaptic plasticity on the finest temporal and spatial levels. It is now 
generally accepted that this is the level, the interaction of individual spikes between a pre- and 
postsynaptic neuron (or perhaps even finer), at which we must work in order to best understand the 
dynamic processes through which neurons meaningfully mould plastic connections. 
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4.1.1 From Correlation to Spike-Timing 
We first look at the work of Levy & Steward (1983), who used stimulation of projections from the 
entorhinal cortex to the dentate gyrus in the rat to show that it is not simply simultaneous activation of 
converging neural systems which determines long-term associative plasticity. The findings show that the 
order of stimulation of converging neural systems is crucial in determining long-term plasticity effects. If 
activity in one system follows activity in the projections to that system, long-term potentiation (LTP) 
occurs. Conversely, if activity in the system precedes activity in the projections to the system, long-term 
depression (LTD) of those projections takes place. These effects occur on a timescale of the order of tens 
of milliseconds. This result is often amongst the earliest cited which calls attention to the importance of 
precise spike-timing – a quality of neural network models largely ignored in rate-based and correlational 
models of cortical learning and synaptic development (von der Malsburg, 1973, Bienenstock, et al., 1982). 
Markram, et al. (1997) took this a step further, observing voltage recordings in individual neighbouring 
pyramidal neurons of Layer 5 (L5) of the rat somatosensory cortex with known synaptic contacts. The 
aim was to test the effect of presynaptic and postsynaptic action potentials (APs) on the amplitude of the 
excitatory postsynaptic potential (EPSP) upon receiving a presynaptic AP. They found no noticeable 
change in EPSP amplitude when there were subthreshold EPSPs but no postsynaptic AP (that is, the 
presynaptic neuron fires but the postsynaptic neuron does not). On the other hand, there was a measured 
change in EPSP amplitude relative to presynaptic activity if postsynaptic APs were induced within a 
100ms window of an EPSP in bursts of a high enough frequency (10 Hz). Specifically, a postsynaptic AP 
just before an EPSP from a presynaptic AP (a post-pre pairing) induced a reduction in the amplitude of 
EPSPs induced by that presynaptic neuron, while the reverse timing (an EPSP followed by a postsynaptic 
Fig. 1: The ‘critical window for synaptic 
potentiation and depression’. Potentiation 
occurs in pre-post pairings (negative time of 
synaptic input), while depression occurs in post-
pre pairings (positive time of synaptic input) 
(adapted from Zhang, et al., 1998). 
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AP – a pre-post pairing) generated an increase in EPSP amplitude. This strongly reinforces the idea that 
precise spike-timing plays a crucial role in the plasticity dynamics of connected neurons. 
Zhang, et al. (1998) used in vivo whole-cell recording to confirm these results in the developing frog 
visual system, finding that spike pairing with a narrow inter-spike time window  (20ms between APs) is 
crucial (Fig. 1). It should be noted that these results were obtained at a frequency of spike-pair stimulation 
of 1 Hz, significantly lower than that of Markram, et al. (1997). This will become relevant when the 
relationship between rate-based learning rules and STDP is called into question (See Subsection 4.1.3).  
Debanne, et al. (1998) investigated the same timing effects in slice preparations from rat hippocampal 
cells. In agreement with the above, they found LTP induction when a single presynaptic AP was 
repeatedly paired with bursts of postsynaptic APs, as well as in the case of repeated pairing with a single 
postsynaptic AP. Likwise, LTD was induced when a single postsynaptic AP was repeatedly paired with 
bursts of presynaptic APs, or with single presynaptic APs. All results were obtained at a low frequency 
(0.3 Hz). These types of pairings are realistically found in a healthy brain, and suggest a mechanism for 
associative learning on the level of precise spike timing.  
4.1.2 Cell-Type Specificity and Differing STDP Rules 
Having begun to gather consistent evidence of the importance of precise spike-timing in synaptic 
plasticity, we can now begin to look at further evidence which aims to elaborate on the qualities which 
characterise STDP. It quickly becomes apparent that STDP rules are a family of many possible rules for 
the induction of LTP and LTD based on precise spike-timing, and that these rules can be highly cell-
specific.  
We first consider the results of Bi & Poo (1998) using cultures of dissociated rat hippocampal neurons, 
which agree with the ‘critical time window’ for pairings (tens of milliseconds, as in Fig. 2a, I) set out in 
previous work. It is additionally found that different cell types could have different synaptic plasticity 
rules, as glutamatergic (excitatory) synapses made onto GABAergic (inhibitory) neurons in the same 
preparations showed no modifications due to correlated activity, paired or otherwise. This same study also 
aimed to characterise the dependence of synaptic modifications on synaptic strength. We will see a 
continuing theme of apparently different STDP rules for different types of synaptic contacts throughout 
this chapter, and the apparent effect of synaptic strength will be examined later due to its role in 
phenomenological models (Subsection 4.2).  
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Before exploring the cell-type specificity of STDP fully, however, it is worth noting the results of 
Feldman (2000), who extended work with the L2/3 pyramidal neurons to precisely quantify the time 
window in which LTP and LTD are induced. He found that there may be an asymmetric time window for 
these neurons – LTP was induced only by pre-post spike pairs with a separation of up to 15ms, while 
LTD was induced consistently in post-pre spike pairs separated by up to 50ms as well as pre-post pairs 
with separations greater than 15ms (as in Fig. 2a, II). The author concludes from this that depression is 
therefore favoured in cases where EPSPs and postsynaptic APs are uncorrelated, as the window for LTD 
is greater than that of LTP, and we will revisit this idea later (Subsection 4.2). 
While Bi & Poo (1998) found no STDP in GABAergic neurons with afferent glutamatergic synapses, 
Bell, et al. (1997) found different results studying excitatory synapses connected to inhibitory 
GABAergic neurons (this time Purkinje-like cells of an electric fish) using a similar pre-post or post-pre 
pairing system. Rather than no modifications due to STDP, they instead found that a reverse STDP (or 
anti-Hebbian) rule (as in Fig. 2b, I), where post-pre pairings lead to potentiation and pre-post pairings 
lead to depression, takes effect. Some reviewers hypothesise that, despite the reversed STDP rule, the 
functional role played by this plasticity in the overall neural dynamics may be similar due to the 
inhibitory nature of the postsynaptic neuron (Dan & Poo, 2004, 2008). On the surface, this makes sense – 
potentiation of excitatory synapses which stimulate inhibitory neurons may be functionally similar to 
overall network activity as depression of excitatory synapses which stimulate excitatory neurons. 
However, this likely depends greatly on the network in which these neurons reside. Bell, et al., attribute 
the creation of a ‘negative sensory image’ in the electric fish to this anti-Hebbian plasticity. The negative 
image represents predicted sensory input, and is subtracted from actual sensory input to allow unpredicted 
inputs to stand out. The anti-Hebbian LTP and LTD result was further solidified as an accepted dynamic 
at the sites of excitatory connections to cerebellum Purkinje cells by Wang, et al. (2000). 
Interestingly, Egger, et al. (1999) used a similar spike-pairing protocol to many of the above results for 
spiny stellate neurons (excitatory) in L4 of the barrel field in young rat somatosensory cortex, and found 
the same anti-Hebbian result – LTD in pre-post pairings and LTP in post-pre pairings. As with previous 
results, this behaviour was unique to spike-pairs, and could not be reproduced with spike trains separated 
by 100ms. In the same slice preparation, the accepted standard STDP result – L2/3 pyramidal neurons 
undergo LTP with pre-post spike pairings and LTD with post-pre pairings – was also reproduced, 
confirming that this is a result specific to cell-type, as opposed to a function of the experimental methods. 
Tzounopoulos, et al. (2004, 2007) took the study of cell-specific STDP rules further through the use of a 
pairing protocol on parallel presynaptic fibres with a common source which extend to different types of 
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postsynaptic cells. The fibres extended to cartwheel neurons, making an excitatory connection to an 
inhibitory neuron, as well as extending to fusiform principal neurons, making an excitatory to excitatory 
pair. In the study of the excitatory to inhibitory pair, a previously undocumented STDP rule was observed, 
wherein a pre-post pairing leads to LTD within a short time window (<10ms), but post-pre pairings 
induce no change in synaptic strength (as in Fig. 2b, II). The excitatory to excitatory case reproduced the 
standard Hebbian STDP rule, however, further suggesting the cell-specific nature of this family of 
plasticity mechanisms, while highlighting the role of the postsynaptic target over the presynaptic fibres 
(though other studies, see below, identify the type of presynaptic neuron as a deciding factor in the type of 
STDP which takes place). 
Perhaps unsurprisingly, several studies have been carried out in order to characterise the properties of 
STDP with inhibitory synapses connected to different postsynaptic neuron types (Dan & Poo, 2008). 
Holmgren & Zilberter (2001) investigated the effects of paired firing between an inhibitory presynaptic 
neuron and an excitatory postsynaptic neuron (in this case inhibitory interneurons with pyramidal cells). 
They found that following a series of backpropagating APs (the postsynaptic spikes) with presynaptic 
stimulation delayed by at least 200ms led to significant potentiation of the inhibitory synapse, while post-
pre pairing with a shorter delay, or in fact pre-post pairing, led to consistent depression of the synapse (as 
in Fig. 2c, I). 
Woodin, et al. (2003) used rat hippocampal cultures to further test STDP in GABAergic synapses 
connected to pyramidal cells. They found LTP dominated in spike pair protocols with ±20ms separation 
(pre-post or post-pre), while there was instead slight but consistent LTD of the synapse when spike pairs 
were separated by greater than 50ms (as in Fig. 2c, II). This is nearly a complete reversal of Holmgren & 
Zilberter’s results, and while this is still an area of ongoing study, it strongly suggests that it is not enough 
to attribute an STDP rule to a type of synapse and corresponding postsynaptic contact, especially in the 
case of inhibitory connections. Notably, in a third experiment, Haas, et al. (2006) recovered the typical 
excitatory-excitatory Hebbian asymmetric STDP window for L2 excitatory stellate cells with afferent 
GABAergic synapses in the entorhinal cortex (as in Fig. 2c, III).  
In summary, many different types of STDP rules seem possible with varying time windows and the 
relative effect of spike pairings (Fig. 2). Some, like the standard excitatory-excitatory Hebbian 
asymmetric STDP window, seem abundantly present and well accepted. Others, like the rules associated 
with GABAergic synapses, are still poorly understood and widely varying. We will next see that STDP is 
complicated not only by cell-type, but by a dependence on the frequency of stimulation – an effect 
observed, but not accounted for in initial interpretations of STDP. 
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4.1.3 Incorporating Frequency Dependence – Beyond Pairs 
At this point in our examination of the evidence related to STDP, it is still not clear exactly how the 
dependence of plasticity on the rate of stimulation, the number of afferents stimulated, and the precise 
timing of stimulation interact in vivo, where cortical neurons often fire irregularly at varying frequencies. 
Fig. 2: Summary of many of the different types of STDP rules investigated by previous work. 
Time separation between spike pairs (where negative time represents post-pre pairings) is 
plotted against relative change in synaptic strength (adapted from Caporale & Dan, 2008). 
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So as not to keep the reader in suspense, this question still remains unresolved, however we can shed 
more light on the possible interactions of these different features of neural spiking and plasticity. The 
work we have seen suggests that the precise timing of pairs of pre- and postsynaptic APs are key to the 
induction of LTP and LTD, while the rate of stimulation and number of afferents are simply a means for 
otherwise subthreshold APs to cause a postsynaptic AP. However, Sjöström, et al., (2001) argue:  
‘Nearly all of these studies have varied a single parameter, such as frequency, while 
keeping other parameters, such as timing and number of afferents stimulated, constant… 
Moreover, the precise timing of correlated firing between synaptically connected neurons 
can vary significantly (Gray, 1999). In order to predict how in vivo firing patterns 
influence long-term synaptic strength, it is crucial to develop a quantitative description of 
how the induction of plasticity depends jointly upon the rate, timing, and strength of a 
group of stimulated afferents.’  
Furthermore, with the many variations we have seen on standard STDP rules, sometimes verified by 
subtly different experimental methods (recall the discrepancy in frequency dependence in some of the 
experiments above), it is clear that the interaction between frequency of stimulation, the arrival of nearly 
coincident spikes beyond simple pairs, and STDP rules requires investigation. 
Sjöström, et al. (2001) took whole-cell recordings from L5 neurons in the rat visual cortex (a similar 
experimental setup to that of Markram, et al. (1997), where frequency dependence was reported alongside 
STDP) in order to investigate this effect. They found that, as reported previously, LTP due to spike timing 
depends on high frequency bursts of pairs (contrary to the data obtained for L2/3 pyramidal neurons 
which are given extracellularly evoked inputs in many of the other studies we have seen). On the other 
hand, LTD due to post-pre pairings was invoked across a wide range of frequencies (0.1 Hz to 20 Hz 
stimulation). Confirmation of the precise timing window was obtained for Hebbian LTP and LTD – LTP 
takes place only in pre-post pairings closer than 20ms and separated by at least 10ms, while LTD occurs 
in post-pre pairings between -10ms separation and -50ms separation (as in Feldman, 2000). 
Further investigation by the same authors using the same L5 neurons but with extracellular inputs reveals 
that low frequency potentiation is possible, but only with strong enough presynaptic responses in the pre-
post pair (>2mV). Other aspects of the time course and strength of LTP and LTD which differ in this 
work from other similar experiments could be accounted for using this method. This leads the authors to 
suggest that STDP mechanisms at low frequencies, at least in this case, depend on ‘a sufficiently large 
number of inputs… activated in concert’. The studies we visited previously assumed neural ‘cooperativity’ 
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played a role in STDP in so far as invoking a postsynaptic spike, however this suggests a stronger 
dependence on the stimulation of multiple synaptic afferents. This theory is also confirmed in experiment 
by Sjöström, et al., who go on to suggest the important mechanism is the amount of postsynaptic 
depolarisation, not simply the postsynaptic spike (See also Sjöström, et al., 2004). With this in mind, the 
frequency dependence seems to be partially explained by residual depolarisation between spike-pairs at 
high frequencies, though predictions under such an assumption do not account for the full amount of LTP 
induced by high frequency stimulation.   
Before moving on, one final form of frequency dependence discussed by Sjöström, et al. deserves 
mention. At high enough frequencies (above 40 Hz), the same spikes may take part in both a pre-post pair 
and a neighbouring post-pre pair, and it is not clear how these interactions are integrated. Such 
interactions are further emphasised by the finding that LTD in these experiments showed little frequency 
dependence, until such high frequencies, at which point it flipped to LTP. A simple linear summing of 
pair interactions does not predict this behaviour well, and it becomes apparent that pair to pair interactions, 
or spike-triplet interactions, may be a necessary addition to a complete STDP description.  
Along these lines, Froemke & Dan (2002) studied STDP in the context of ‘more natural spike trains’ in 
L2/3 neurons of rat visual cortex slices. After confirming the typical pair-wise STDP interactions, a third 
spike was added to form triplets of either pre-post-pre or post-pre-post spikes, each with two different 
pairs of spikes relevant for STDP. They found that in most cases, the first spike pair is dominant while the 
effect of the second pair is suppressed, but when the first spike is separated by a significant delay (> 30ms, 
note that this is larger than the critical time window for STDP), the second pair dominates. This leads the 
authors to suggest a spike-suppression model, wherein STDP depends not only on spike-pair timing, but 
the efficacy of the relevant spikes, which decreases for a short period of time with each spike. This model 
was further tested with quadruplets of spikes, as well as spike trains measured in vivo in V1 neurons of an 
anaesthetised cat in response to time-varying natural scenes. It was found to predict the measured 
plasticity significantly better than a model of independent spike-pairs. We will see how this model is 
assessed and improved upon in light of new experimental data (Froemke, et al., 2006) in Subsection 4.2.4. 
Bi & Wang (2002) also used a triplet paradigm for spike stimulation in cultures of hippocampal neurons. 
The main finding is an inherent asymmetry in the integration of LTP versus LTD. In a pre-post-pre triplet, 
there was little change, while in a post-pre-post triplet, there was consistent strong potentiation. These 
results are more closely aligned with those of Sjöström, et al. (LTP dominates, though asymmetrically 
depending on pairing order) than Froemke & Dan (who suggest that the first pair tends to dominate), 
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however this could easily be due to the different cellular mechanisms at work in various types of 
pyramidal neurons.  
Wang, et al. (2005) extended the measurements of a triplet paradigm in cultured hippocampal neurons. 
They found that potentiation seems to dominate the integration of multiple pairs, as weak potentiation 
could overcome strong depression in post-pre-post triplets (modulated by the appropriate spike-timing 
gaps), but not the reverse in pre-post-pre triplets. Furthermore, potentiation often cancelled with 
depression of any strength when presented first in triplets. This idea is further supported by quadruplet 
data where the quadruplet pre-post-post-pre showed little change (as in pre-post-pre) and the reverse, 
post-pre-pre-post, induced significant LTP.  
Several experimental setups have been used to assess the most accurate form of integration of multiple 
interacting spike-pairs in STDP, as this is likely a phenomenon that occurs in natural spike trains 
regularly. We have seen pairs presented at increasing frequencies, as well as triplet and quadruplet 
paradigms, and some analysis thereof. These experiments will be considered further in Subsection 4.2.4, 
where we consider model STDP rules beyond pair-wise functions.  
We now begin to bring together the experimental evidence we have seen throughout this chapter to form 
phenomenological models abstracted from the biology. Ultimately, the goal is to produce a set of rules for 
neural network modelling studies to incorporate STDP sensibly and study its dynamics more completely 
than is currently feasible in cellular recordings alone. 
4.2 Phenomenological Models 
The experimental studies we have seen up to this point serve to highlight the diversity of effects which 
characterise STDP at the neural level on millisecond timescales. Understanding the biological substrates 
of these effects is necessary to grasp the fundamental concepts of STDP, as well as to predict potential 
further effects which have yet to be measured (see Dan & Poo 2008 for a review). However, a different 
direction of study which we have not addressed is the interaction of many neurons over larger periods of 
time, and the dynamics which arise in such a group due to a specific form of plasticity. While it is 
currently still unfeasible to directly measure network dynamics in great detail at a cellular level, neural 
network computational models can help. In order to create models which are both biologically accurate 
and computationally tractable we must first construct ‘phenomenological’ descriptions of STDP 
(Morrison, et al., 2008). These descriptions, when well constructed, capture the functionally important 
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dynamics of STDP, abstracted from the specific biological mechanisms, and also serve to help us predict 
analytically how dynamics in such models might unfold.  
We have seen varying amounts of evidence for different forms of STDP, with a strong dependence upon 
the type of neuron and synapse involved in the plasticity. For the purposes of constructing a 
phenomenological model of STDP, it seems unlikely that a single model will be able to satisfyingly 
capture effects measured across all neuron types in spike-pairing studies, while still being 
computationally useful. Moreover, we desire a strong foundation of evidence for any effects we do 
consider in such a model, as we have seen that a small difference in experimental method (e.g. frequency 
of spike pairs) can lead to significantly different STDP effects. As such, we focus here on the most 
commonly measured form of STDP, wherein LTP is induced by a pre-post spike pair and LTD is induced 
by a post-pre spike pair – Temporally Asymmetric Hebbian (TAH) STDP (Rubin, et al., 2001) – in 
excitatory-to-excitatory synaptic connections. 
STDP with a TAH-form has been measured repeatedly in a variety of experimental protocols between 
L2/3 and L5 pyramidal neurons, as well as in hippocampal neurons (e.g. Markram, et al., 1997, Debanne, 
et al., 1997, Zhang, et al., 1998, Bi & Poo, 1998, Egger, et al., 1999, Feldman, 2000).  While exact 
experimental conditions and conclusions vary, most agree that LTP is induced by pre-post spike pairs 
while LTD is induced by post-pre spike pairs. It should be noted that slightly different STDP effects in 
cortical pyramidal neurons have been measured than in those of the hippocampus (e.g. Wittenberg & 
Wang, 2006), as well as a significantly modified dependence on spike-timing in cortical spiny-stellate 
neurons, despite their excitatory nature (Egger, et al., 1999). However, without further evidence or a 
clearer theory of the biological substrates of STDP, we will put these results aside in favour of modelling 
standard TAH excitatory-excitatory STDP, acknowledging this limitation for future study. We will begin 
by focussing on a straightforward STDP model which modifies synaptic weights only when pre- and 
postsynaptic spike pairs occur within a critical time window. 
Over the course of this subsection, the groundwork is laid for the STDP rules and parameters which are 
later studied in the context of a neural network model in Chapter 5. Of particular importance here are 
discussions of the time course (Subsection 4.2.1) and amplitude functions (Subsection 4.2.2), but we will 
also see that there should be some consideration of the method by which plasticity from many spikes are 
integrated (Subsection 4.2.3). Finally, a model of additional spike-time interactions beyond pairs is 
reviewed for use in comparative experiments presented in Chapter 5 (Subsection 4.2.4). 
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4.2.1 Time Course of STDP 
The experiments confirming Hebbian STDP which we have looked at universally find that the change in 
synaptic strength due to a spike pair shows an exponential decay as the time difference between the 
individual spikes in a pair increases. In addition, there is negligible or no change shown for spike pairs 
with a time difference of more than 50 ms. We have already seen that most experimental paradigms frame 
the critical timing window for LTP as pre-post spike pairs with a separation no more than 20 ms, while 
the timing window for LTD varies between 20 ms and 50 ms (See Subsection 4.1).  
At this point, a model of the time-course of STDP can be formed. Kempter, et al. (1999) use a sum of 
exponential functions to approximate this form of STDP, while most modelling studies find that a single 
exponential factor for LTP and a separate exponential factor for LTD is sufficient to closely match the 
data (e.g. Abbott & Nelson, 2000, Song, et al., 2000, Izhikevich & Desai, 2003, Froemke, et al., 2006) 
(Fig. 3). The latter form has become generally accepted in models for its simplicity and good fit of the 
data. When a relevant spike pairing occurs (we will see how ‘relevant’ must be carefully defined later), 
the affected synapse increases or decreases in strength by an increment of ∆w according to the following: 
∆    ∆	/   if  ∆  0 ∆	/  if  ∆  0  (5) 
 
 
Fig. 3: Graphical representation of the time course of potentiation and depression due to STDP. Relative change 
in synaptic weight is plotted against time interval between spikes in a pair. In each figure, the pre-post (post-pre) 
pairing time interval is defined differently, but both agree that it induces potentiation (depression) a) STDP 
curve using a combination of different exponential terms for potentiation and depression (adapted from Kempter, 
et al., 1999). b) STDP curve with a single exponential factor for potentiation, and a separate factor for 
depression (adapted from Izhikevich & Desai, 2003)   
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where ∆t is the time between the pre- and postsynaptic spikes of the pair, defined such that a negative 
(positive) value represents a pre-post (post-pre) pairing, and no synaptic modification occurs when spikes 
are simultaneous (though treatment of this varies, e.g. Song, et al., 2000) or |∆t| is too large (-τ+ ≤ ∆t ≤ τ-). 
The parameters τ+ and τ- are the time constants for potentiation and depression, respectively. They are 
often fixed at the time window boundaries for LTP and LTD (roughly 20 ms and 50 ms, from the data 
above), but we will see these parameters explored in neural network models later (Subsection 4.3). First, 
we take an interest in the parameters which modulate the amplitude of synaptic changes, A+ and A-. 
4.2.2 Relative Amplitude of Synaptic Changes and Weight Dependence 
Put simply, the amplitude terms in the synaptic modification equations dictate how much a synapse 
changes for a given spike pair. There is some evidence to suggest these terms are dependent upon 
frequency of neural stimulation or the postsynaptic membrane potential (Sjöström, et al., 2001, 2004), 
however such effects are generally ignored, possibly due to the low amount of experimental evidence and 
the potential for these factors to complicate the model greatly (alternatively, these are sometimes partially 
absorbed into assumptions about the integration of multiple spikes, which we will address in Subsection 
4.2.4). However, one aspect of the amplitude terms which is often discussed, despite (or, more likely, due 
to) a lack of clear consensus amongst the evidence, is dependence upon the synaptic weight. STDP rules 
are often grouped broadly into one of two groups (though we will see these are just two points of a 
continuous spectrum later): those with no weight dependence (additive rules), and those proportional to 
Fig. 4: Change in peak synaptic amplitude as a function of initial synaptic amplitude. a) Change in amplitude as 
a percentage, as shown in Bi & Poo (1998). b) Data plotted in absolute values, with fitted curves: fitted power 
laws (solid straight lines, slopes 0.4 and -1), no weight dependence (straight dashed line), direct proportionality 
to weight (solid curve) (a and b adapted from Morrison, et al., 2008).    
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the weight (multiplicative rules). Additive rules simply have A+ and A- as constant amplitude terms, while 
multiplicative rules take the form: 
  1     (6) 
      (7) 
where a+ and a- are now amplitude constants, and the weight dependence prevents unbounded potentiation 
(depression) of a synapse, decreasing in magnitude as the weight of the synapse increases (decreases). 
Instituting an additive rule requires some form of maximum or stabilising effect so that weights do not 
simply diverge to arbitrarily high values. Often a hard boundary, at which synapses cease potentiating, is 
used. However, this is easily justified – many of the experimental studies involving STDP we have seen 
show that synapses quickly reach a point after which they can no longer be potentiated. 
Bi & Poo (1998) were the first to explicitly show there may be a relationship between the strength of a 
synapse and the amount of change it undergoes due to STDP. They find a strong inverse dependence upon 
the strength of the synapse in the case of LTP (stronger synapses were potentiated less than weaker 
synapses), while LTD remains constant relative to the strength of the synapse (the latter result is in 
agreement with a previous finding by Debanne, et al., 1996, while the former is corroborated in Debanne, 
et al., 1999). However, these conclusions can be misleading because the data is expressed as a percentage 
change in EPSP amplitude (this is often the case in experimental studies of STDP and can make it 
difficult to come to a definitive conclusion on this matter). After further examination, it is not clear to 
what degree this suggests a dependence, or lack thereof, on synapse strength before modification. 
Morrison, et al. (2008) recast the data as absolute increments in synaptic strength, and come to different 
conclusions than the original authors (Fig. 4). Rather than an inverse dependence for LTP and no 
dependence for LTD, Morrison, et al., conclude the data suggests an inverse dependence for LTD and a 
power law fit for LTP, which we will discuss further when we visit the work of Gütig, et al., (2003), 
below.  
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Rubin, et al., (2001) instead approached the weight dependence analytically. They used general 
expressions for a TAH-STDP rule (Kistler & van Hemmen, 2000) in a many-synapses-to-one-neuron 
scenario (a single neuron receiving 1000 uncorrelated Poissonian spike trains) in order to investigate the 
ramifications of the choice of additive rule versus multiplicative rule for equilibrium synaptic weight 
distributions. They find that the weight-dependence is crucial in deciding the form of the synaptic weights 
once given time to reach equilibrium. In the case where an additive rule is employed, weights diverge to 
the minimum and maximum allowed synaptic weight, resulting in spontaneous self-organisation into a 
bimodal distribution at the extremes (matching neural network model results of Song, et al., 2000). With 
a multiplicative rule, however, the distribution is unimodal – all synapses instead converge on an average 
synaptic weight and are generally insensitive to perturbations.  
Gütig, et al., (2003) take the analytical consideration further. Instead of considering additive or 
multiplicative, they place these two STDP rules on a continuous scale of possible weight dependences, 
defined by a parameter µ in a power law: 
  1     (8) 
     (9) 
where additive rules lie at µ = 0, and traditional multiplicative rules have µ = 1. On this scale, the authors 
find that the parameter region in which STDP produces a bimodal distribution is small compared to the 
Fig. 5: Distribution of synaptic weights at equilibrium for different values of 
the weight dependence variable, µ. µcrit is shown for a model neuron driven by 
1000 uncorrelated Poissonian spike trains at 10 Hz (from Gütig, et al., 2003).  
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region which produces a unimodal distribution for a model system with biologically reasonable 
assumptions for presynaptic population sizes and firing rates, perhaps even erring towards assumptions 
which are more generous towards a bimodal distribution (Fig. 5) (see Gütig, et al., 2003 for more details). 
Recall that Morrison, et al., (2008) matched the experimental data on the weight dependence of STDP to 
the power law defined by Gütig, et al. Using the Gütig, et al., power law model (Eqns 8 & 9, Fig. 5), the 
best fit of the data provided by Bi & Poo (1998) (Fig. 4) had exponents of µ = 0.4 for LTP and µ = -1 for 
LTD. While the inverse power law may seem out of place, there are no bounding problems for LTD, as 
depression is automatically bounded by zero. The LTP power law exponent suggests a unimodal 
distribution, and therefore a multiplicative-like STDP rule.  
Aside from this, justification favouring an overall unimodal equilibrium distribution in real synaptic 
weights over a bimodal one is unclear. Studies cataloguing synaptic weight distributions find they 
resemble unimodal distributions (e.g. Sjöström, et al., 2001, Song, et al., 2005, Barbour, et al., 2007), 
however it is difficult to draw conclusions about the form of STDP from this. The second mode in the 
additive rule bimodal distributions is at the minimum synaptic weight (usually zero), and it is not obvious 
that such a synapse would be easily measurable, if there is even a synaptic contact to measure at all. In 
conjunction with this argument, there is evidence for a large fraction of potential or silent synapses when 
the number of anatomically expected synaptic connections is compared with the number of actual 
measured active synapses in the cortex, hippocampus and cerebellum (Hellwig, 2000, Stepanyants, et al., 
2002, Le Bé & Markram, 2006, Barbour, et al., 2007). 
In addition, O’Connor, et al., (2005) use an experimental paradigm specifically intended to be sensitive 
towards individual synapses, avoiding detection of groups or clumps of synapses in an area or which 
share neural contacts. They find that individual synapses seem to go through quick and drastic shifts in 
synaptic weight when undergoing plasticity, appearing to be switch-like or binary, supporting the extreme 
bimodal form of additive STDP. The same authors go on to show how previous experimental results 
which found unimodal distributions and seemingly smooth plastic weight transitions are compatible with 
this finding, as such results often come from measurements which involve some sort of averaging over 
multiple local synapses. One possible reconciliation of the smooth unimodal synaptic weight distributions 
measured and binary transitions or a bimodal equilibrium (as in additive STDP) which has been 
considered and partially substantiated (O’Connor, et al., 2005, Barbour, et al., 2007) are smoothly varied 
synaptic maxima and minima. In this interpretation, synapses jump between two modes, but as the modes 
across different synapses vary, the measured overall distribution is unimodal. 
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From a theoretical perspective, the bimodal additive interpretation of STDP has some interesting 
properties beyond being analytically simpler. Song, et al., (2000), show there is strong competition 
between synapses with an additive rule. This leads to balanced excitation by afferent synapses for a 
neuron – increased input results in a decrease in the sum over all synaptic weights (and vice versa), and 
thus a stable output. Likewise, increased correlation of a neuron with a subgroup of its inputs will lead to 
competitive learning – correlated inputs are strengthened at the expense of uncorrelated inputs. Van 
Rossum, et al., (2000), show that this is not the case with a weight dependent multiplicative STDP rule, 
though competition can be recovered with an additional plasticity rule. 
In summary, the weight dependence (or lack thereof) of the STDP amplitude terms remains a subject of 
active and open study. Additive STDP began as a simple first interpretation of evidence for plasticity 
where spike timing is relevant, while multiplicative is a plausible, but dynamically different, improvement. 
Though Morrison, et al., (2008) posit weight-dependent STDP rules as the standard, this impression 
seems drawn from the indirect (but well-studied) evidence that real synaptic weights tend to form a 
unimodal distribution in the brain, as opposed to more direct and conclusive evidence in spike-timing 
studies (of which there is a distinct lack). However, the unimodal distributions of synaptic weights could 
plausibly be consistent with the bimodal equilibrium produced by an additive STDP rule in light of 
apparently binary synapses, a large fraction of potential or silent synapses, and synaptic weight maxima 
and minima which can themselves be a non-constant distribution. Furthermore, any discussion relating 
the overall synaptic weight distribution measured in the brain (whether unimodal or bimodal) to the 
dynamics of STDP operates under the assumption that STDP is the primary or dominant form of 
plasticity in distributing synaptic weights. We will visit this potentially naïve premise in more detail in 
Subsection 4.2.5, when considering the reconciliation of two very different plasticity rules. Later in 
Chapter 5, we will also see how these discussions and concerns allow us to make an informed decision in 
a novel neural network model, as well as guide us in making sense of the parameter space involved in 
such an endeavour.  
4.2.3 Multi-Spike Integration Spike Pairing Scheme 
Having now examined the form and parameters of a pair-wise STDP rule, we can construct a 
phenomenological model of the change in a synapse upon the occurrence of a spike-pair informed by the 
experimental evidence available. This model has an exponential time course as in Subsection 4.2.1.1, with 
an amplitude function that is either constant or weight dependent, as discussed in Subsection 4.2.1.2. 
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However, we have not explored the interaction between multiple spike-pairs falling within the same 
STDP time windows. We will visit this briefly here, as it is still an unresolved issue in the literature.  
The straightforward answer is that the contributions from different possible pairs integrate independently 
and linearly (Kempter, et al., 1999, Song, et al., 2000, Senn, et al., 2001). In this interpretation, each 
spike-pair is considered separately, and the resulting changes in synaptic weight summed. This approach 
has the advantage of being conceptually simple, and there is merit in the idea that leaving spike-pair 
interactions unrestricted allows a wider sampling of ‘information’ from nearby spikes. Each spike is 
affected by all of its possible spike-pairs in the temporal vicinity, not just the nearest one or a select few 
(though we must be careful how loosely ‘information’ is defined here and to what it is attributed). Pfister 
& Gerstner (2006) also find the data they model is matched better by an ‘all-to-all’ STDP rule, but they 
note there is only a small margin of difference with a nearest neighbour rule. Due to the precise 
timescales and relatively small contributions of individual spikes and synapses, there is a lack of 
definitive experimental evidence for or against a particular form of spike-pairing protocol, so the all-to-all 
approach is a reasonable default in the absence of such evidence. However, there are similarly justifiable 
alternatives, and varying degrees of experimental and theoretical evidence which deserve mention. 
Izhikevich & Desai (2003) observe that it is not trivial to attempt to place STDP in the same framework 
as a previously theorised and observed ‘classical’ form of plasticity, the Bienenstock-Cooper-Munroe 
(BCM) synapse, which draws on firing rates to decide application of LTP/LTD (Bienenstock, et al., 1982). 
In attempting to do so, they analytically find it is the spike-pairing protocol that makes a qualitative 
difference in dynamics, allowing the two to be reconciled, despite attempting analysis with a variety of 
other changes. While an all-to-all form of STDP does not match with the dynamics of a BCM synapse, a 
nearest-neighbour formulation centred around the presynaptic spikes (Fig. 6) recovers the predicted 
effects of pre- and postsynaptic firing rate (though see Pfister & Gerstner, 2006, for more on the 
requirements of mapping to a BCM plasticity rule). The authors point out that postsynaptic activity could 
override any trace of previous and proceeding spikes through membrane voltage resetting, desensitisation, 
and local ion saturation, potentially justifying the use of this form of STDP. The overall result supports 
the use of alternative spike-pairing schemes. 
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Burkitt, et al., (2004) address the space of possible spike-pairing protocols analytically, defining four 
general categories of spike-pairing: unrestricted pairs (all-to-all), output-restricted pairs (presynaptic 
spike-centric nearest neighbour, Fig. 6), input-restricted pairs (postsynaptic spike-centric nearest-
neighbour, Fig. 7), and input- and output-restricted pairs (Fig. 8). Within these distinctions, the authors 
further generalise, restricting pairs to the nearest N spikes in a given regime (N = 1 gives the nearest 
neighbour case, and as N → ∞ the unrestricted case is recovered). As with the work of Izhikevich & 
Desai, the authors here conclude that a form of spike-pair restriction is necessary for STDP to be capable 
of input selectivity in the same manner as rate-based Hebbian learning. However, here they find input-
restriction is crucial, in contrast to the output-restriction used in previous work. This may be due to 
differences in basic assumptions, as the authors take different analytical approaches to reach these 
conclusions.  
  
Fig. 6: Output-restricted nearest neighbour interpretation of STDP. Each presynaptic 
spike (below the timeline) contributes only to pairings with the nearest previous and next 
postsynaptic action potentials (above the timeline) (from Burkitt, et al., 2004).  
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Experimental evidence on the subject is mixed and inconclusive. Recall from earlier that there is some 
evidence of nonlinear STDP effects at high frequencies (Sjöström, et al., 2001), as well as complex 
interactions between triplets and quadruplets of spikes (e.g. Wang, et al., 2005, Froemke, et al., 2006). 
These ultimately lead the authors to suggest limited, often asymmetric, interaction between nearby pairs, 
which is ill-served by simple pair-based restrictions (Morrison, et al., 2008). Commonly cited fixes 
include the use of an STDP rule based on spike-triplet interactions rather than just spike-pairs (Pfister & 
Gerstner 2006), or suppression effects due to additional spikes within a critical time window (Froemke, et 
al., 2006). We will address these possibilities in Subsection 4.2.4.  
Our goal in visiting these STDP models is to provide a strong foundation of understanding upon which an 
STDP model with sensible assumptions can be built for use in the neural network experiments we will see 
in Subsection 5. The modelling experiments we explore later use a nearest-neighbour scheme, as this is 
easiest to implement with local variables, however the alternatives presented here characterise choices 
which must be considered and justified in any STDP model. We will now take the evidence for STDP 
effects beyond pairs and see how models have been constructed to take into account groupings of spikes 
greater than two.  
  
Fig. 7: Input-restricted nearest neighbour interpretation of STDP. Each 
postsynaptic action potential contributes only to pairings with the nearest previous 
and next presynaptic spikes (from Burkitt, et al., 2004). 
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4.2.4 Suppression and Trace Rules 
In Subsection 4.1.3, we saw evidence supporting the idea that the frequency dependence observed in 
several STDP experiments is best explained by a model which takes into account spike-timing 
interactions other than pairs. Froemke & Dan (2002) made the observation that the first spike pair is the 
best predictor of change in a series of coincident spike pairs, and formulated a suppression model 
whereby spikes have an efficacy which is set to zero with each spike and exponentially recovers to one 
with time. On the other hand, Wang, et al., (2005) found that potentiation interactions dominate in spike 
triplet or quadruplet paradigms. While the findings are somewhat contradictory, differences in 
experimental method make it difficult to reconcile the two analytically. We will instead examine two 
different STDP models constructed with these results in mind, a suppression model (Froemke, et al., 
2006) and a secondary trace model (Pfister & Gerstner, 2006). The trace model is of particular importance 
here, as we will see the effect it has beyond normal pair-wise STDP in a neural network computational 
model in Chapter 5.  
  
Fig. 8: Input- and output-restricted nearest neighbour interpretation of STDP. 
All pre- and postsynaptic activity contributes only to the nearest pairing, and 
only if there are no intervening spikes (from Burkitt, et al., 2004). 
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When calculating the change in synaptic weight due to a spike pair, the suppression model proposed by 
Froemke & Dan (2002) and later modified by Froemke, et al., (2006) considers the efficacy, ε, of the 
spike in addition to the relative spike-timing of pre-post pairs: 
∆    	!"∆   (10) 
where εpost and εpre are the efficacies of the post- and presynaptic spikes, respectively, ∆w is the 
unmodified synaptic weight change as in Subsection 4.2.1, and ∆W is the actual change in weight 
implemented once suppression is taken into consideration. The efficacies are modified according to the 
recent spike activity: 
#!"  ∏ 1  
%&%&'
()*+, #-./-   (11) 
# 	  1  0	&	&1/)*2)%   (12) 
where εpre is modified by the timing of all recent presynaptic spikes according to 3 !", the presynaptic 
time constant of suppression, and εpost is modified by only the most recent postsynaptic spike, but changes 
according to both 3  	 , the postsynaptic time constant of suppression, and c, an additional free parameter 
which reduces the postsynaptic suppression. This model was obtained through modifying an initial, 
simpler suppression model to reconcile the observed change from LTD to LTP with frequency (Sjöström, 
et al., 2001) and new data using spike bursts (Froemke, et al., 2006). With these parameters, the model 
could be fit to match experimental data from past studies and new data presented by Froemke, et al. As 
frequency increases in a post-pre spiking paradigm, the efficacy of the presynaptic spikes continues to 
drop while the efficacy of postsynaptic spikes becomes level according to c. This allows pre-post pairs 
which are numerous between early spikes in the high frequency spike trains to dominate the post-pre pairs, 
causing potentiation to dominate at high frequencies as predicted. The authors also show the accurate 
prediction of other experimental results to be minimally affected by this asymmetry. Several mechanisms 
have been suggested to explain the specific choices of the suppression model, but these have yet to be 
explored thoroughly. 
An alternative model was introduced by Pfister & Gerstner (2006), which instead assumes that multiple 
mechanistic traces are modulated by each spike. Two of these traces (r1 and o1) correspond to the typical 
pairwise STDP interactions – they increment positively with each pre- and postsynaptic spike respectively, 
decay exponentially (according to time constants τ+ and τ-), and modulate the change in synaptic weight at 
a subsequent post- or presynaptic spike. Two additional traces (r2 and o2) are added to simulate the 
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possible effect of a preceding presynaptic spike on a post-pre pair and a preceding postsynaptic spike on a 
post-pre pair. These traces also decay exponentially, but with different time constants (τy and τx), and the 
relative magnitude of each was estimated by fitting to data in Sjöström, et al., (2001) and Wang, et al., 
(2005). Summarised in equation form, the normalised traces act as follows: 
4!1
4	   !1  if presynaptic spike then @- A @- B 1  (13) 
4!C
4	   !CD  if presynaptic spike then @E A @E B 1 (14) 
41
4	   1  if postsynaptic spike then G- A G- B 1 (15) 
4C
4	   CH  if postsynaptic spike then GE A GE B 1 (16) 
and the synaptic weight update rule becomes: 
∆  IG-E B J@E   if there is a presynaptic spike@-E B JGE    if there is a postsynaptic spike (17) 
where E, E, J, and Jare magnitude terms estimated by comparison with experimental data. Beyond 
its usefulness in accounting for the experimental results we have already explored, this model suggests a 
mechanism by which complex spike-timing related effects can be modelled through local variables. The 
authors find that triplet, quadruplet and high frequency data can be accounted for by the addition of only 
the few variables stated here, suggesting there is no need for higher order expansions with more traces 
and variables. One final advantage of this model is that it maps exactly to a BCM learning rule (see 
Subsection 4.2.5 for a discussion of the importance of this). 
We have now seen two models, a suppression model and a trace model, where changes are suggested to 
standard STDP in light of preliminary experimental results which indicate that a simple pair-based model 
is not enough. Recall from earlier in this chapter, however, that there are many forms of STDP to consider, 
dependent upon a variety of factors, many of which have been left somewhat ambiguous by the evidence. 
In light of this, we will briefly consider the parameter space of the trace model when implemented in a 
recurrent neural network in Chapter 5, but many questions remain unanswerable without further 
experimental substantiation. 
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4.2.5 A Note on Plasticity Rules Historically – BCM and STDP 
We have touched upon theory and evidence for STDP as a method for describing neural plasticity, as well 
as the various parameters which must be taken under consideration when attempting to model it. However, 
STDP is not the first such mode of description to be adopted and studied by the neuroscience community 
(modellers, theorists, and experimentalists alike). It is worth briefly considering the relationship between 
STDP and another characterisation of plasticity, Bienenstock-Cooper-Munro synaptic modification 
(BCM), in an attempt to gain a deeper understanding of fundamental neural plasticity, before we move on 
to further considerations of modelling the dynamics of STDP. 
BCM is a theory of plasticity inspired by the notion that synaptic activity is well characterised by average 
firing rates. It was formed from experimental data showing that increased stimulation leads to long term 
potentiation, while systematic blocking of stimulation leads to long term depression. Simply summarised, 
BCM states that when a presynaptic neuron fires at a low frequency (a weak driving signal) LTD occurs, 
while the reverse (LTP) occurs when a presynatpic neuron fires at a high frequency (a strong driving 
signal) (Bienenstock et al., 1982). In such a protocol, the postsynaptic neuron is assumed to have an 
activity variable, which dictates the direction and magnitude of plasticity based on the average 
presynaptic stimulation, which itself is a supralinear function of pre- or postsynaptic firing rate. This 
agrees with experimental data and has been corroborated by applying what have become standard 
experimental methods to hippocampal and visual cortical neurons (eg Wiesel & Hubel, 1963, Bliss & 
Lomo, 1973,  Dudek & Bear, 1992, Mulkey & Malenka, 1992). 
Even with just this basic look at BCM, we can see difficulties in reconciling with STDP. Many STDP 
functions favour depression over potentiation (or set them equal), for stability. If it is assumed that the 
effects of spike pairs sum linearly (as in many early STDP models), then an increase in mean stochastic 
firing rate would result in a net depression (or equilibrium) of synaptic weights – an apparent 
contradiction with the evidence for BCM. Recall also in Section 4.1.3 how evidence we reviewed 
pertaining to the frequency dependence of STDP was inconclusive. The most thorough of accounts 
(Sjöström, et al., 2001 & 2004) showed LTD in post-pre pairing protocols over a relatively wide range of 
frequencies (0.1 to 20 Hz), flipping to LTP at high frequencies (>40 Hz), while LTP from pre-post pairs 
was rarely possible at low frequencies, largely dependent upon strong postsynaptic depolarisation 
(beyond a simple ‘spike or no spike’ interpretation). This promisingly resembles BCM, but incorporating 
this into the standard STDP models is still under consideration (though there have been preliminary 
results with higher order STDP rules, as we saw in the previous subsection – Froemke, et al., 2006, 
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Pfister & Gerstner, 2006). On the other hand, in many experimental studies validating BCM, postsynaptic 
response or timing was unmeasured and uncontrolled, making a true comparison of the evidence difficult. 
In Subsection 4.2.3, we saw the choice of spike-pairs (all-to-all versus restriction on which pairs induce 
plasticity) used as a means to create a mapping between STDP and BCM. The underlying assumption (to 
be confirmed or denied) is that one can emerge from the other given the appropriate dynamical 
restrictions. This is an appealing proposition, as STDP fundamentally deals in locally available variables 
(both temporally and spatially), the representation of which can be easily imagined through real 
neurotransmitters and neuromodulators and applied to rapid neural computations where each spike 
potentially contains information. BCM, on the other hand, assumes some means for biomechanical 
averaging of firing rates, which, while certainly possible, requires substantiation, and largely ignores any 
information that may be inherent in spike-timing. If BCM, or the evidence for BCM, can be reconciled 
with formulations of STDP, then a large body of theoretical and experimental work associated with both 
can be used in understanding more complex functions of plasticity in the brain, while representation 
through locally available variables remains possible. However, many attempts have not lead to a clean 
‘unified’ interpretation of STDP and BCM (see for example the different conclusions in Izhikevich & 
Desai, 2003, Burkitt, et al., 2004, and Pfister & Gerstner, 2006).  
Bush, et al., 2010, paint a more comprehensive picture, drawing on these previous results and novel 
modelling work and analysis. They investigate a wide variety of STDP-related parameters under the 
different circumstances already studied (additive, multiplicative, and triplet rule STDP) and identify, in 
agreement with the preceding work but expanding upon it, the key concept of an effective learning 
window. While the STDP learning rule is already temporally bounded, the potentiation and depression 
curves are sampled differently depending on the average spike-pair interval, which is clearly indicated by 
the inter-spike interval (ISI) – an important quantity in frequency-based interpretations of neural spiking. 
The effective learning window can be modified by the shape of the STDP learning curves (such that 
potentiation or depression dominate differently relative to the average ISI), or through the spike-pair 
restrictions we have seen (effectively cutting off which pairs are sampled and changing the average 
relevant intervals between spikes). Through modifying these characteristics of the STDP rule, regimes 
can be reached where the effective learning window indicates potentiation for increased mean stochastic 
firing rates, and depression for decreased firing rates, as dictated by BCM (though see Bush, et al., 2010, 
for a more complete treatment of restrictions, as well as experimental evidence which is as of yet 
unaccounted for). 
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It has been clearly shown that STDP and BCM can be reconciled, and the theoretical circumstances under 
which this is the case. However, it is still uncertain where the two descriptions are useful and appropriate 
in the brain, reconciled or separate, and where further description is needed. What then can we draw from 
this body of work, and use to inform further models, experiments and theories of neural plasticity? One 
direction of investigation, suggested by Shouval, et al., 2010, attempts to relate biophysically plausible 
mechanisms to a more fundamental form of synaptic plasticity which could underlie both STDP and 
BCM. While the method suggested does not encompass all experimental data, the authors visit the most 
prominent previous contradictions in a manner conducive to direct biological interpretation (and thus 
subject to experimental confirmation and modification). Simply the idea that something more 
fundamental remains to be discovered as a ‘first rule of plasticity’ – underlying STDP, BCM, and 
assumedly any other anomalous results – is a compelling one, given that one of the most consistent results 
amongst experimental characterisations of STDP as a learning rule seems to be inconsistency. 
With this discussion behind us but kept in mind for future consideration, we shall now continue to study 
the potential dynamics of STDP in a larger network setting than we have seen thus far. This is an 
endeavour still justified by the large body of evidence presented up to this point, and is useful in 
informing further theories both of STDP specifically and plasticity in general. Any results obtained can 
also clearly contribute to the discussion formed by the simultaneous scepticism and support of STDP 
within the research community. The conclusions drawn, however, must be considered in the broader 
context of plasticity research, not simply the niche of STDP on its own.  
4.3 Network Dynamics 
In our journey thus far, we have seen evidence supporting the existence of STDP, and narrowing the 
space of its possible structures. Phenomenological models have been pieced together from this evidence, 
setting the stage for computational neural network experiments and theoretical study with the goal of 
better understanding network dynamics induced by this form of plasticity. We now review some of the 
work which forms the knowledge base of network dynamics with STDP upon which we will see the 
further investigation in Chapter 5 built.  
Regarding the existing simulation and theoretical work on network dynamics, Morrison, et al., (2008) 
observe: 
‘Results on the consequences of STDP in large-scale networks are few and far between, 
and tend to contradict each other. Part of the reason for the lack of simulation papers on 
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this important subject is the fact that simulating such networks consumes huge amounts 
of memory, is computationally expensive, and potentially requires extremely long 
simulation times to overcome transients in the weight dynamics which can be of the order 
of hundreds of seconds of biological time. A lack of theoretical papers on the subject can 
be explained by the complexity of the interaction between the activity dynamics of the 
network and the weight dynamics…’ 
As pointed out above, the complexity of interactions involved with the interplay between activity and 
plastic synaptic weights dependent upon precise spike-timing can make it difficult to form an intuition 
about or rigorously study the dynamics of a neural network implementing STDP. While Hebbian learning 
rules in general are well studied, we have seen that not all forms of STDP map precisely to rate-based 
learning, complicating matters further. The situation is far from hopeless and there are examples both of 
large-scale simulations with STDP as a feature, as well as studies of more specific STDP-related 
dynamics. Examples include Iglesias, et al., (2005) examining the synaptic pruning of a modified STDP 
rule in a large-scale network, Izhikevich (2006), investigating a model of spontaneously emergent 
asynchronous but time-locked ‘polychronous groups’ of neurons due to STDP, and Izhikevich & 
Edelman (2008), demonstrating a large-scale simulation of thalamocortical systems. Both analytical 
theory and neural network model experiments have been used to varying degrees, and two key results 
stand out which allow us to build expectations about new models. 
First, STDP implemented in a network with uncorrelated stimulation has an overall stabilising effect on 
the mean synaptic weight, which converges on a value determined by the specific parameters of the 
network and STDP function used (Kempter, et al., 1999, Song, et al., 2000, van Rossum, et al., 2000, 
Burkitt, et al., 2007). Second, in additive forms of STDP, neurons with correlated stimulation are 
preferentially potentiated, causing an inherent competition between synapses for a restricted amount of 
‘total synaptic weight’ (Kempter, et al., 1999, Song & Abbott, 2001, Izhikevich, et al., 2004). We will 
review the evidence for both here. 
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4.3.1 Network Stability 
Classifying and understanding the effects of STDP on a network in fine enough detail to distinguish 
consequences for individual synapses on millisecond timescales is an inevitable goal of the study of this 
form of plasticity, as this is where STDP must by its nature distinguish itself from rate or ensemble 
average-based learning. However, before we can tackle this considerable topic, it is useful to consider 
average effects over an entire network of synapses, given long enough timescales to settle into an 
equilibrium (if such a state exists), in order to better understand the context around these subtler details. 
Kempter, et al., (1999) used an analytical approach with a few simplifying assumptions to accomplish 
this. The authors deal with the average behaviour on time scales much longer than those relevant to 
individual neuron dynamics, and consider only the incoming connections of a single neuron in a 
feedforward network given Poissonian noise. By defining the average synaptic weight change due to 
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STDP and the correlations between spikes5, Kempter, et al., describe the average behaviour in terms of an 
expression for the synaptic drift and variations around this drift. The synaptic drift leads to a fixed point, 
causing the average synaptic weight across all synapses to converge upon a steady state (Fig. 9). This is 
initially interpreted to lead to an even distribution of synaptic weights – however, recall from our 
discussion of the weight dependence of STDP that this depends crucially on the choice of additive or 
multiplicative STDP. The result still stands for additive STDP despite its bimodal nature, though the 
steady state average is achieved through several maximally strong synapses and many more minimised 
synapses. There is additional discussion of the effect of input correlation on the formation of structured 
synapse strengthening, which we will revisit later.  
Burkitt, et al., (2007) expand upon this theoretical approach to include the dynamics of a neural network 
with recurrent connections, showing similar steady state behaviour even when such recurrent connections 
are taken into account. In both theoretical discussions, a simple Poisson neuron model is used, and there 
is little discussion of how the conclusions of the work might be affected should the initial assumptions 
need to be relaxed. In Chapter 5, we will consider steady state equilibriums in detail alongside a recurrent 
neural network model with dynamically realistic neurons. 
Using a more experimental approach, Song, et al., (2000) model an integrate-and-fire neuron with 1000 
incoming excitatory synapses and 200 incoming inhibitory synapses, all with simulated spike trains and 
additive STDP. A variety of parameters were altered to test the overall effect on the model – these include 
initial starting weights, presynaptic firing rates, STDP amplitude parameters, the maximum allowed 
synaptic weight, and correlation between inputs, while the authors observed the distribution of synaptic 
weights, the postsynaptic firing rate, and the relative correlation between presynaptic and postsynaptic 
firing. 
                                                            
 
5
 In some studies (eg – Song, et al., 2000), emphasis is placed on the total area under the classic STDP curve as the 
deciding factor for network stability. If it is net negative, then plasticity due to random input will not force all 
synaptic weights to diverge to their upper bound and stable competition is possible, while if it is net positive, this is 
not the case. While this would be true in the absence of any correlations between inputs and outputs, it is vital to 
include considerations of correlations between the timing of spikes once we move from independent spike trains to 
neurons driven by synaptic inputs. We will see more of this in Chapter 5. 
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While additive STDP leads to the usual bimodal distribution of synapse strengths at the maximum and 
minimum allowed values, the authors make note of the stabilising effect STDP has on the firing rate of 
the postsynaptic neuron via the change in relative size of the two modes. In particular, an increase in 
presynaptic firing rate (and thus excitatory drive for the postsynaptic neuron) results in fewer strong 
synapses, effectively moderating the amount of excitation the postsynaptic neuron receives to a critical 
level (Fig. 10). This can be attributed to the balance between potentiation/depression in the STDP 
Fig. 11: The balance between STDP 
potentiation/depression function (dashed line) and 
correlation between pre- and postsynaptic spikes 
(solid line) before and after STDP. At high firing 
rates (a), a smaller proportion of presynaptic 
spikes correlate with postsynaptic firing, leading 
to net depression, while at lower firing rates (b) 
(after STDP has lowered many of the synapse 
strengths) there is higher correlation between the 
remaining synapses and the postsynaptic neuron, 
effectively balancing the disparity between 
potentiation and depression inherent in the STDP 
function (adapted from Song, et al., 2000). 
Fig. 10: Histogram showing the distribution of synaptic weights, binned by strength of synapse, for different 
presynaptic firing rates – 10 Hz (a) and 40 Hz (b). With increased excitatory drive for the postsynaptic neuron, 
far fewer synapses potentiate, keeping the postsynaptic firing rate nearly constant (adapted from Song, et al., 
2000). 
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function and the relative correlation of pre- and postsynaptic spikes (Fig. 11). At high firing rates, there is 
less correlation between presynaptic spikes and postsynaptic firing (more pairings are simply chance), 
leading to net depression according to the STDP function (which is often weighted in favour of 
depression). On the other hand, at lower firing rates, or as fewer synapses remain strong, there is a higher 
correlation, compensating for any potentiation/depression disparity in the STDP function and stabilising 
the synaptic weights, as in the theoretical studies above. 
 
 
 
 
 
Fig. 12: Normalised distribution of synaptic weights for 1000 synaptic inputs to a single postsynaptic 
target for cases where input is (a) completely uncorrelated, (b) half correlated, half uncorrelated, and (c) 
where inputs are divided into two groups, each internally correlated, but with no correlation between 
groups  (adapted from Song & Abbott, 2001). 
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We have seen theory and experimental modelling agree upon the stabilising effects of STDP on the 
activity of a limited network. The steady state of synapse strength and thus activity represents a 
background which is formed in the presence of general homogeneous stimulation, whether regular or 
stochastic. A far more interesting effect observed in the work we have seen thus far but that we have as of 
yet not discussed is the effect on network dynamics of inhomogeneous stimulation. In this case, STDP 
can pick out inherent correlations in stimulation, and strengthen the synapses which cooperate, forming 
structures within a network. This is the topic we address now.  
4.3.2 Stimulus Selectivity 
While it is important to understand the effect STDP has on overall network dynamics in the absence of 
specifically structured stimuli – the background synaptic equilibrium or steady state – we are most 
interested in how STDP acts as a learning rule, picking out correlations in stimulation and strengthening 
or weakening synapses as appropriate. The examples of theoretical and experimental modelling work we 
have already seen (Kempter, et al., 1999, Song, et al., 2000) serve as a first step, but there are several 
other interesting examples which show the potential of STDP as a precise learning mechanism. 
We have already seen above that Kempter, et al., analytically studied the average evolution of synaptic 
weights under the influence of STDP and uncorrelated noise. A further consideration is the same 
evolution with correlated input. The authors split the noisy input into two distinct groups, one which is 
more correlated than the other, and show that the synaptic weights of synapses with correlated input are 
potentiated preferentially to those with uncorrelated input. The average synaptic weight remains the same, 
but a form of competition has taken place where one group forces stable structure formation at the 
expense of the other in a Hebbian manner. Song, et al., observe the same effect in their model, though 
they clearly show that this happens only with correlations across tens of milliseconds, not hundreds. 
Song & Abbott (2001) continue this study, with additional attention to the effect of correlations in a 
model similar to that of Song, et al., as well as a new neural network model with recurrent connections. In 
the model with a single neuron and thousands of incoming synapses, Song & Abbott recreate the result of 
Song, et al., that structure forms as a result of preferential potentiation of synapses with correlated input. 
The correlation strongly divides the synapses into correlated, strong inputs and uncorrelated weak inputs, 
and they observe symmetry breaking when two groups of inputs are equally correlated internally but there 
is no correlation between groups (Fig. 12) – one group is preferentially potentiated due to random factors, 
while the other is depressed in a winner-takes-all manner. Furthermore, the authors explore the case of a 
neural network with feedforward (1000 input neurons with responses produced according to a 
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hypothetical spatial arrangement and simple stimulus) and recurrent (200 network neurons connected in 
an all-to-all manner recurrently) connections. They show that stimulus selectivity can arise in a variety of 
network situations and that parameters and the extent of recurrent connectivity dictate whether a unified 
column with a preference for a single stimulus forms, or if a more refined mapping occurs with network 
neurons showing selectivity for different stimuli. 
Several studies have shown selectivity and structure in more detail, including the formation of time-
locked neural firing groups due to synaptic delays (Izhikevich, et al., 2004) and temporal firing pattern 
detection (Masquelier, et al., 2008, 2009), however the use and understanding of STDP in a general 
neural network framework has not gone far beyond this point. The work we will see in Chapter 5 
primarily aims to expand upon this body of knowledge through the application of STDP in a fully 
recurrent neural network with realistic spiking neurons, a range of synaptic delays, and noisy or ordered 
stimulation. 
4.4 Concluding Remarks  
The aims of this chapter have been threefold: to provide the reader with a perspective on the body of 
experimental work which informs STDP modelling; to draw the reader’s attention to the construction of 
mechanistic or ‘phenomenological’ models of STDP from this evidence, and the choices made therein; 
and to place STDP in the context of network dynamics, reviewing a few of the key past results to this 
effect – drawing from neural network models in addition to theoretical analysis. In doing so, we prepare 
to approach the novel neural network simulation experiments presented in the next chapter. For 
convenience we review here some of the key concepts.  
The experimental evidence for plasticity based on precise spike-timing is extensive but varied. The form 
this plasticity takes can depend on the precise experimental method and the types of neurons studied in 
addition to the precise timing between pre- and postsynaptic spikes. There is some inconclusive evidence 
of a dependence on other factors like membrane potential and synaptic weight, but more data is needed. 
From the most well supported and common forms of STDP we can derive a general mechanistic model. 
This model is temporally asymmetric (pre-post pairs lead to potentiation while post-pre pairs lead to 
depression) and has an exponential time course characteristically of the order of tens of milliseconds. The 
amplitude of the synaptic weight changes due to STDP may or may not have weight dependence, and 
there is evidence and theory for either (here we focus on additive STDP, which has no weight 
dependence). The integration of many spikes within a short time span introduces unique difficulties, and 
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there is some merit in considering the effect of using one of a couple STDP rules which go beyond simple 
pair-wise interactions. 
STDP has been modelled and analysed in simple feedforward network situations as well as a few limited 
cases with recurrent connections, and two results stand out.. First, in a noisy, uncorrelated input regime, 
STDP stabilises output firing rate through a balance between net potentiation and depression. This leads 
to a stable average synaptic weight across the network, though this is often split between a few randomly 
favoured, maximally potentiated synapses and many more minimised synapses. The second result is that 
STDP preferentially potentiates correlated inputs, as would be expected of a Hebbian learning rule. As 
STDP maintains a stable average synaptic weight, this results in competition between synapses for 
potentiation, and stable network structures form which support correlated stimuli. 
In Chapter 5, this information is applied in a computational neural network simulation with recurrent 
connections which aims to first confirm and then expand upon the results we have seen here.  
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Chapter 5: STDP in a Recurrent Neural Network 
In Chapter 5, we will explore a computational neural network model with recurrent connections intended 
to allow investigation of the dynamics of its synaptic weights due to the application of STDP. The model 
itself is intentionally simple and has few structural assumptions. Its construction will be discussed 
alongside the choices that are necessarily made when deciding on a form of STDP (Subsection 5.1) – 
choices which will hark back to the deliberations of the previous chapter. As has already been mentioned, 
there are precious few studies of the effects of STDP on neural network dynamics. Here we will 
investigate three dynamics in particular which have already been introduced: steady state equilibriums of 
synaptic weight distributions (Subsection 5.2), structure formation in response to correlated stimulation 
(Subsection 5.3), and the effects, if any, of using a more complex STDP model (Subsection 5.4).  
The overarching research question is: what dynamics can be expected in a basic recurrent neural network 
when employing typical forms of STDP and stimulation? Three distinct sets of experiments aiming not 
only to explore but explain these dynamics follow. 
5.1 Methods 
In Chapter 3, we discussed a neural network model where structure was the fundamental contributor to 
the activity of interest. In contrast, here we are interested in the dynamics of the synaptic weights due to 
plasticity, and the structure is correspondingly simple in order to maintain this focus. The STDP model, 
on the other hand, involves numerous choices, many of which we have already established in Chapter 4. 
For each choice, there is often an unexplored parameter space, and we must focus on a few situations of 
interest – either forms of STDP or modes of stimulation. As such, here we review the structure of the 
neural network model, the forms of STDP employed and the choices therein, and the modes of 
stimulation on which we will focus our investigation.  
5.1.1 Model Structure 
The model consists of 100 excitatory and 25 inhibitory spiking Izhikevich neurons (see Subsection 3.1.4 
for more detail on the neuron model). The ratio of roughly 4:1 excitatory to inhibitory neurons matches 
earlier findings measuring such ratios in the mammalian cortex (Binzegger, et al., 2004, Gabbott, & 
Somogyi, 1986) as well as similar studies of STDP in computational models (eg – Song, et al., 2000, 
Izhikevich, et al., 2004). The network is fully recurrent, with all-to-all connectivity and integer 
millisecond synaptic delays drawn from a uniform random distribution over the interval [1, 20]. 
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Although simple, this model still merits explanation. 125 neurons is hardly a ‘large-scale neural network’ 
(cf. 100,000 neurons in Izhikevich, et al., 2004), but it provides enough synapses in an all-to-all 
connectivity scheme to account for statistical variability. The model has 15500 synapses, while most 
similar studies (eg – Song, et al., 2000, Burkitt, et al., 2007) have synapses numbering in the hundreds or 
thousands, many of which drop to the minimum synaptic weight (zero), thus making the effective number 
of active synapses even less. Initial trials were attempted with up to 1000 neurons, however this seemed 
to have little effect on overall dynamics, so a lower number was chosen to minimise run times. 
Several alternatives to the fully recurrent connectivity used here exist. A partially connected model or a 
model with specific subdivisions could be employed (cf. Song & Abbott, 2001, Izhikevich, et al., 2004). 
This relates indirectly to the size of the neural network, as well as to the research question at hand. A 
larger network with partial connectivity or subdivisions might have the smaller, fully recurrent network 
presented here as a basic building block – one can imagine several such neural clusters with a variety of 
cross-cluster connectivity rules (perhaps even reminiscent of the model we discussed in Chapter 3). While 
there is little doubt there would be increased functionality in such a model, structure necessarily becomes 
an important variable when studying the dynamics of the network in this case, and it can be difficult to 
distinguish the dynamics of the basic unit, a single recurrent cluster, from the dynamics of the whole 
network. The goal here is to keep structure as a basic but nontrivial constant and study the effects of 
plasticity and stimulation on recurrent network dynamics.  
5.1.2 STDP Model 
For the majority of this study, we will employ an additive, nearest-neighbour pair-wise TAH STDP model 
of the form discussed in the previous chapter. Changes in synaptic weight, ∆w, upon the occurrence of a 
spike pair with time separation ∆t are given by: 
∆    ∆	/   if  ∆  0 ∆	/  if  ∆  0   (5) 
where parameters are defined as in Eqn. 5 in Subsection 4.2.1 (reproduced above) and the amplitude 
parameters, A+ and A-, have no weight dependence and are fixed at 0.06 and 0.063, respectively. STDP in 
this model is activated only by synapses between excitatory neurons – all excitatory-inhibitory, 
inhibitory-excitatory, and inhibitory-inhibitory synapses are held constant. The time constants are fixed at 
τ+ = τ- = 20ms. 
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In Chapter 4, we saw many possible forms of STDP and singled out a particular mechanistic model for 
use here. A temporally asymmetric rule where pre-post spike pairs lead to potentiation and post-pre pairs 
lead to depression is in keeping with Hebbian learning rules in general, and, of all the forms of STDP, it 
has been measured across the widest variety of typical cortical excitatory neurons (Caporale & Dan, 
2008). While there is evidence both for and against using an additive, weight-independent STDP rule, it is 
chosen here for its interesting dynamics. While it has been shown that some competition between 
synapses, as well as associated structure formation dynamics, can be recovered from a weight-dependent 
STDP rule with additional forms of plasticity or weight restrictions, these are limited and involve further 
assumptions (Van Rossum, et al., 2000). Despite this, in light of the ambiguity in the evidence, we will 
consider the overall impact of these choices on the results presented (see Section 5.5 for this) 
While the choice of method for integrating multiple spike pairs can spark much discussion (Izhikevich & 
Desai, 2003, Burkitt, et al., 2004), this mostly falls in the domain of the firing rate dependence of STDP, 
and the connection with network dynamics remains to be clearly made. A nearest-neighbour interpretation 
has been chosen as it is easiest to implement with local variables in this model. Results which suggest the 
use of an STDP pairing method other than ‘all-to-all’ often support (as strongly if not more so) the 
hypothesis that pair-wise STDP itself, regardless of pairing method, does not account well for frequency 
dependence compared to alternative STDP rules (Morrison, et al., 2008). This is explored later on, where 
we will investigate the parameter space of a trace-model of STDP and its effects on the steady state 
equilibrium of synaptic weights. 
The exponential time constants were chosen to be of the order of magnitude typical of other neural 
network models, as well as that which is measured experimentally. Varying these parameters is generally 
found to change two things: the balance between potentiation and depression (which is just as easily 
modulated by the amplitude parameters), and the timescale over which correlations are favourably 
potentiated (Song & Abbott, 2001). We will not be dealing with correlations over long times in this study, 
so there is little to be gained in modifying these parameters further.  
The amplitude parameters were chosen with three factors in mind. First, the amplitude of plasticity must 
be small enough to put learning on a much longer timescale than that of the neural dynamics (Kempter, et 
al., 1999, Burkitt, et al., 2007). Second, this must be balanced with the desire for faster convergence to 
steady state equilibrium over the course of a trial, in order to keep run times down to reasonable durations 
(see Subsection 5.2.1 for more detail on the effects of scaling the amplitude parameter). Finally, the 
stability of the network depends on the balance of potentiation and depression, and some studies find a 
slight favouring of depression is important (eg – Song, et al., 2000). This further depends on the 
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correlations between spikes, which are nontrivial to predict in the case of a recurrent neural network 
(Burkitt, et al., 2007). With these things in mind, we choose roughly equivalent amplitudes for 
potentiation and depression, with slight (5%) preference given to the depression constant.  
5.1.3 Stimuli 
For the purposes of studying steady state dynamics in a recurrent network, we are interested in two major 
distinctions between external stimulation of the neurons: random noisy stimulation, and coherent or 
correlated stimulation. The former is implemented by converting a firing rate (often 5 Hz, although we 
will also see frequencies up to 20 Hz) into a probability for a given neuron to fire at each millisecond time 
step, and adding spikes according to a uniform random distribution using this probability. For the latter, a 
subgroup consisting of 30 excitatory neurons is stimulated simultaneously at random intervals. This can 
be done with noise or in the absence of it. In cases where stimulus and noise are used together, the 
probability of firing due to noise is reduced in stimulus neurons, in order to keep the firing rate across the 
network roughly constant. 
In agreement with experimental data, modeling studies of the network dynamics of STDP make the 
assumption that learning takes place stably over time periods longer than the typical neural dynamics. 
Random uniform noise is employed in trials lasting hundreds of seconds as a starting point for this 
investigation, using it to mark a baseline of activity for the network steady state equilibrium, which we 
can then compare to situations in which parameters and stimulation are varied. We saw in Chapter 4 that 
basic pair-based STDP is an unreliable model at higher frequencies (> 20 Hz), so we deal mostly with ~5 
Hz noise, however higher frequencies are used to compare the effect STDP has on synaptic weights in 
this recurrent network with the feedforward cases previously reported. 
Many different implementations of correlated stimuli are possible (see Song & Abbott, 2001, and 
Masquelier, et al., 2008, for two different approaches to the one used here). We will see later that the 
simple approach presented here, simultaneous stimulation of a subgroup of neurons, demonstrates effects 
of interest in this recurrent network and matches similar work (Gilson 2009d). 
5.2 Studying Steady States 
The first step in our exploration of a recurrent neural network model with STDP is the investigation of the 
synaptic weights given homogeneous noisy stimulation over long periods of time. In Subsection 4.3.1, we 
reviewed the evidence for the overall stabilizing effect of STDP on the synaptic weights of a network. 
Burkitt, et al., (2007) showed that a recurrent excitatory network of Poisson neurons subject to noisy 
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input and additive STDP ‘drifts’ to an eventual stable equilibrium of total synaptic weight in the network. 
Integrate-and-fire neurons in previous models (eg – Song, et al., 2000) were shown in a variety of 
networks to fill a maximum-minimum bimodal distribution, the stability of which depended crucially on 
the STDP parameters. Here we introduce non-plastic inhibitory neurons to the network, using a spread of 
Izhikevich neurons discussed earlier as an approximate sample of realistic spiking neurons. As in 
previous network models with spiking neurons and additive STDP, a bias towards a bimodal maximum-
minimum distribution is expected here, with a tendency towards a stable equilibrium synaptic weight. 
Experiments are carried out with the model outlined in the previous section varying the amplitude 
parameters of STDP, the frequency of stimulation, and the initial synaptic weights of the network, with 5 
trials per parameter set to ensure the significance of findings. Synaptic weights have been normalised 
such that the maximum allowed weight is 1, and the minimum is 0. 
By binning the synaptic weights according to their weight, and separating these bins into three important 
groups (the characteristic modes of additive STDP at maximum and minimum, as well as synapses in the 
mid-range between), the time course of the synaptic weights can be plotted (Fig. 1). In general, one such 
group is sufficient to demonstrate this convergence, so we will focus on the synaptic weights at maximum 
allowed weight (rather than all three groups) when necessary. The distribution resembles that of Song, et 
al., (2000), with many synapses at the minimum allowed synaptic weight, a shallow and flat mid-range 
distribution, followed by a peak at the maximum allowed synaptic weight (Fig. 2) while the time course 
follows a similar drift towards a stable average synaptic weight, as predicted by Burkitt, et al. (2007). 
5.2.1 Speed of Convergence and Increased Stimulation 
Experiments where the amplitude STDP parameters are modified but the ratios between potentiation and 
depression are held constant show that we can modulate the speed of convergence to equilibrium without 
affecting the final state appreciably (Fig. 3). If the stable equilibrium state is not significantly affected, the 
ideal amplitude parameter values for these and future experiments should allow for quick convergence 
without changing the overall dynamics. In the figure, one example of an excessively high amplitude 
parameter is shown (light blue – A+ = 1.0), which shows higher variance in synaptic weight as well as a 
significantly different equilibrium weight. Of the remaining amplitude values tested, the fastest shown in 
Fig. 3 (A+ = 0.06) is used for subsequent experiments as a balance between speed of convergence (within 
200 seconds, as opposed to greater than 500 or even thousands of seconds, with parameter values changed 
by as little as a factor of 2) and minimising in-trial variability.  
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Fig. 1: Representative run showing 
convergence of synaptic weights to 
equilibrium in three different ranges of 
synaptic weights, with initial synaptic 
weight given by Se = 0.5 (from top to 
bottom, maximum, mid-range, and 
minimum). Relative values show 
similar distributions to those of Song, 
et al., (2000) – many synapses at the 
minimum allowed synaptic weight, a 
shallow spread in the mid-range, and a 
peak at the maximum allowed synaptic 
weight. Note the change in scale in 
measuring the number of synapses at 
or near maximum synaptic weight – 
there are far fewer than in other weight 
bands. This is potentially deceptive as 
the middle ‘band’ is actually 8 times 
larger than the bottom and top bands. 
Compensating for this, there are 
actually on average similar numbers of 
synapses (≈850 synapses per weight 
band of the same size) in middle bands 
of synaptic weight as near the 
maximum. 
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Though a single frequency of stimulation is used for subsequent experiments (5 Hz), it is important to 
understand how we might generalise the results for further model experiments, which may have reason to 
use different frequencies of stimulation or average firing rates. Here, we demonstrate the prediction in this 
model that increased rate of stimulation produces a reactionary decrease in network-wide synaptic weight 
through experimental trials with stimulation varied from 5 Hz to 20 Hz (Fig. 4). This matches the 
expectations laid out by similar experimental setups in feedforward networks (see Subsection 4.3.1). Just 
as more strong synapses than would normally be allowed at equilibrium places the network in a state 
conducive to depression, increasing the induced firing rate has a similar effect. This effectively lowers the 
average synaptic weight of the equilibrium state, and keeps the non-induced firing rate of neurons nearly 
constant.  
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Fig. 2: Synaptic weight distribution at equilibrium. Representative of typical bimodal distribution due to 
additive STDP, with the mid-range filled with synapses temporarily displaced from maximum or 
minimum. 
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5.2.2 Factors in the convergence towards stable equilibrium 
In order to further explain the stable equilibrium, consider the convergence of synaptic weights from any 
initial value (Fig. 5). In order for the synapses to converge in this way, the combination of the STDP 
curve (slightly net negative, but constant) and the spike correlations (weight-dependent) must result in a 
net positive drift for regimes of low activity (low synaptic weights, low firing rates) and net negative drift 
for highly active regimes (high synaptic weights, high firing rates). In order to illuminate this subject 
further, we can examine the profile of STDP activations, counting each activation according to the time 
difference between the triggering spikes (Fig. 6).  
The trial shown has synaptic weights initialised at maximum, so early in the trial there is a high firing rate 
and many activations. The profile of STDP activations is characterised by several important and 
explanatory factors. First there is a steady decline of activations away from the minimum spike separation. 
Recall here that the model implements a nearest-neighbour form of STDP, and if nearer activations 
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Fig. 3: The convergence of the synaptic weights to steady state equilibrium is shown for different values of the 
STDP amplitude parameters (with ratio between potentiation and depression maintained as a constant). Dynamics 
remain the same so long as learning is not too fast, as in the case where A+ is excessively high. All others converge 
to roughly the same equilibrium given enough time (many hundreds of seconds, not shown). Of the remaining 
amplitudes,  A+ = 0.06 converges fastest while maintaining the same equilibrium. 
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override activations due to longer spike separation, this shape makes sense. In an all-to-all scheme, we 
could expect this to be flatter in a generally noisy or uncorrelated regime of firing. We also see a peak in 
pre-post activations, followed by a large dip – this is caused by two different aspects of this model. As 
observed in previously studied neural network models with STDP (eg – Izhikevich & Desai, 2003) non-
zero weights, unsurprisingly, cause correlations between spikes, even if the initial stimulation is 
uncorrelated, hence the increased pre-post activations at short separations.  
However, the dip, beyond what would be predicted simply by invoking nearest-neighbour biases, is 
unique to a model with constant inhibitory firing. Synaptic weights to and from inhibitory neurons are 
held constant, and so, just as there is correlation between non-zero excitatory weights, there is a later anti-
correlative bias from excitatory-inhibitory-excitatory neural circuits. The drop in activations is not 
immediate due to the spread of delays in the model and the fact that the effect is induced by neural 
circuits with a chain of two synapses between three neurons, not just one between two.  
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Fig. 4: The convergence of synaptic weights for different driving firing rates. As firing rate increases, 
fewer strong synapses are maintained, which keeps the firing rate of spikes not induced directly by noise 
nearly constant.  
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In periods of excessively high activity, the slight negative bias of the STDP rule as well as the inhibition 
cause a strong downward trend in synaptic weights. With less activity, however, there is both less 
inhibition and fewer random pairings, so pre-post pairing correlation has more of an effect and stabilises 
the synaptic weights. Conversely, in an experiment which initialises synaptic weights at their minimum, 
or below the stable equilibrium weight, random stimulation produces far fewer post-pre pairings than the 
pre-post pairings caused by the few small correlations which arise, producing a net increase in synaptic 
weight until activity rises to the point of evening out the post-pre and pre-post pairings. These results 
suggest a new factor for consideration in recurrent neural network models with STDP. In addition to the 
net area under the STDP curve (Song, et al., 2000), the effects of pairing protocol (Izhikevich &Desai, 
2003, Burkitt, et al., 2004, Bush, et al., 2010), and spike correlations (Burkitt, et al., 2007), a more 
complete network with excitation as well as inhibition can produce systematic anti-correlation. This 
highlights an additional possible role for inhibitory neurons in networks, both modelled and biological – 
modulation of synaptic plasticity. 
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Fig. 5: The convergence of the synaptic weights to steady state equilibrium is shown via the number of 
synapses at maximum synaptic weight for different initial normalised excitatory weight values. Despite 
completely different starting points, each case converges to the same synaptic distribution. 
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At this point, we have seen experiments to explore the parameter space, allow for some generalisation to 
future models, and, most importantly, explain the behaviour of a recurrent neural network which settles 
into a stable equilibrium, including the concept that anti-correlation introduced by inhibition can modulate 
the progression of synaptic weights due to STDP. Induced perturbation from this stable equilibrium, 
which can come in the form of modified synaptic weights or increased/decreased stimulation, naturally 
corrects for itself by nature of the spike correlations at low firing rates and net negative profile at high 
firing rates. We now move on to address a more interesting question from the standpoint of learning due 
to plasticity: how does the network react to heterogeneous stimulation?  
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Fig. 6: Plot of STDP activations against the triggering time difference for different points in a single trial. Early 
in the trial, synaptic weights and firing rates are high and there are many activations, more heavily weighted 
towards depression. Late in the trial, there are far fewer activations and equal potentiation and depression.  
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5.3 Structure Formation 
As a Hebbian-like learning rule, it is assumed that STDP can, in some way, pick out correlations in neural 
dynamics and strengthen them accordingly. Part of the potential of STDP as compared to previous rate-
based learning rules is the capability to distinguish correlations in spike timings on a millisecond scale, 
rather than needing averaging of rates over much longer times. We can draw on this aspect of STDP by 
introducing a coherent stimulus amidst noise to see what effect, if any, it has on the synaptic weight 
dynamics. Recall from above that a change in induced firing rate is likely to affect change regardless of 
correlations, so ideally the coherent stimulus would be presented without changing the induced firing rate. 
To this end, a subgroup of 30 excitatory neurons are chosen and stimulated coherently at 4 Hz (with 1 Hz 
noise) as a preliminary test (as described in Subsection 5.1.3).  
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Fig. 7: Control case for the projective and receptive fields of a subset of 30 neurons, and all neurons outside the 
subset. The network undergoes only noisy stimulation during this trial, so there is no reason one subset of 
neurons would be favoured over another. 
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In order to measure any change in the synapses of the subgroup of neurons, we can further classify strong 
synapses as ‘outgoing’ from the subgroup, ‘incoming’ to the subgroup, ‘outgoing’ from the remainder, 
and ‘incoming’ to the remainder. These categories are reminiscent of projective and receptive fields in 
neuroscience, which describe the set of neurons which are stimulated by or stimulate a chosen neuron or 
group of neurons. As a particular group of neurons receives repeated coherent stimulation, its projective 
field expands accordingly (Izhikevich, et al., 2004). As there are fewer neurons in the subgroup than out 
of it, these values are scaled to measure the average number of strong synapses in each of these categories 
per neuron. Fig. 7 shows how these groups are essentially identical in the case where there is only noisy 
stimulation.  
Fig. 8 displays the projective and receptive fields of the two groups of neurons. The projective field of the 
stimulated subset of neurons has nearly doubled in size, while both the receptive field of the subset and 
the projective field of the remaining neurons have been reduced by half. There has been a net decrease in 
the number of strong synapses at equilibrium, however it is a small variation, and could be a byproduct of 
the unorthodox ‘grafting’ of coherent stimulation on noise (cf – Masquelier, et al., 2008). In Fig. 9, we 
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Fig. 9: Projective and receptive fields for the subset of 30 stimulate neurons and the remaining neurons. At t = 
250s, ordered stimulation ceases, and homogeneous noise is resumed. The synapses restore to the original 
equilibrium accordingly. 
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see that this change is plastic in the presence of noise, as a return to homogeneous noise restores the 
equilibrium synaptic weights.  
The importance of this result goes beyond confirming that STDP can detect coherent stimulation and 
selectively potentiate it within recurrent connections. By favouring a subset of neurons with stronger 
outgoing synapses at the expense of that subset’s own incoming connections and the outgoing 
connections of the remaining neurons, STDP combined with a coherent stimulus has begun to change a 
completely recurrent neural network into a group-structured feedforward network with a few feedback 
connections. While a complete transformation has not been affected, it is easy to imagine a regime of 
correlated firing which, when applied alongside STDP, allows a formerly completely connected neural 
network to self-organise into a structure with more capacity for classification. More detailed consideration 
of this effect is warranted.  
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Fig. 8: Projective and receptive fields for the subset of 30 stimulated neurons and the remaining neurons. The 
subset of stimulated neurons have a greatly increased projective field, and correspondingly smaller receptive 
field. The remaining neurons, on the other hand, have a smaller projective field, and a receptive field of roughly 
the same size. Note that there is a net decrease in strong synapses, though not by a large amount. 
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Outgoing  \  Incoming Group 1 Group 2 Group 3 
Group 1 0(±0)% 12(±8)% 15(±7)% 
Group 2 14(±8)% 0(±0)% 15(±7)% 
Group 3 2(±1)% 1(±1)% 1(±0.4)% 
 
5.3.1 Effects of Externally Driven Correlation in the Presence of Noise and STDP on 
a Fully Recurrent Network 
In a series of papers, Gilson, et al., (2009a, b, c, d, 2010a, b) detail a theoretical discussion and model of a 
recurrent neuronal network, with multiple different possible combinations of correlated stimulation, 
uncorrelated stimulation, and neural group partitions, predicting and monitoring the resultant weight 
dynamics. This discussion relies on several restrictions in order to complete a tractable mathematical 
treatment of these dynamics. In particular, the use of Poisson neurons, a narrow spread of delays, and an 
additional homeostatic plasticity rule (where each spike, regardless of relative timing to other spikes, 
contributes to plasticity in addition to STDP) are used, and cited as potential subjects of further study of 
STDP in neuronal network models.  In addition, all presented models in which correlated stimulation is 
presented to a recurrent group of neurons, it is always via a second or third group of neurons which have 
no recurrent connections – within the group or between groups (though see Gilson, et al., 2009d for a 
similar structure). Each of these restrictions is relaxed in the work presented here, and we have already 
seen that structure formation (much like what is found by Gilson, et al.) is present.  
Outgoing  \  Incoming Group 1 Group 2 Group 3 
Group 1 0(±0)% 23(±2)% 24(±2)% 
Group 2 2(±2)% 1(±1)% 1(±1)% 
Group 3 2(±2)% 1(±1)% 1(±1)% 
Table 2: Summary of results for experiments in which Group 1 and Group 2 neurons are given correlated 
stimulation, but there is no correlation between the Groups. Group 3 receives uncorrelated noise. The Group 1 
and Group 2 connections show high between trial variance but low within trial variance (±1%). Averaging the 
sums of Group 1 and Group 2 strong connections across trials also has low variance, showing that the groups 
compete for a set amount of neural resources. 
Table 1: Summary of results for experiments in which Group 1 neurons are given correlated stimulation, while 
all others receive uncorrelated noise. Results are in the form of percentage of total synapses from Group X (row) 
to Group Y (column) which have been maximally strengthened. The control experiments with just uncorrelated 
noise gave a universal average of 7(±1)%, significantly lower than the outgoing Group 1 connections and higher 
than all other groups of connections. 
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The recurrent network previously presented in this section – 100 excitatory neurons, 25 inhibitory 
neurons, all-to-all connectivity, wide spread of delays, additive STDP – is used to perform 3 different 
experiments. In Experiment Set 1, no correlated stimulation is given, only 5 Hz random noise; for 
Experiment Set 2, a 30 neuron subgroup receiving the same average rate of stimulation with 80% of this 
stimulation organised into narrowly correlated (simultaneous) pulses, as described previously; and in 
Experiment Set 3, 2 different 30 neuron subgroups are stimulated in this way, with no correlation between 
stimulation of the two groups. The number of strong synapses between each combination of subgroups 
(Group1 – coherently stimulated in Experiment Sets 2 and 3, Group 2 – coherently stimulated in 
Experiment Set 3 only, Group 3 – always receives noisy stimulation) is then measured and expressed as a 
percentage of possible strong synapses. Data from each experiment is averaged over the final 100 seconds 
of model time, once an equilibrium has been reached, to account for within-trial variance, and each 
experiment is repeated 10 times to test for between-trial variance (due to effects of, for example, the 
spread of neuron types, or structural symmetry breaking) (Tables 1 and 2). Fig 10 also shows some 
sample weight distributions. 
For reference, Experimental Set 1 shows a network-wide average of 7(±1)% strong connections. To 
summarise the key results, in Experiment Set 2, there is more or less complete dominance by the outgoing 
connections of Group 1, and no recurrent connections within Group 1 at all. The only connections outside 
of Group 1 which receive some preferential strengthening are the connections from Groups 2 &3 back to 
1 (though this is still just a small portion of what is expected from the uncorrelated case).  In Experiment 
Set 3, strong connections are largely split evenly between Groups 1 & 2, again with no within group 
recurrent connections. These strong connections are spread between the two groups and outgoing 
connections from each to Group 3, which itself is left with few connections at all. For this experiment, 
there is a much higher between trial variance (±8%) than within trial variance (±1%).  
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Fig. 10:Two example weight matrices for correlated stimulation to Group 1 only (top) and correlated 
stimulation to Groups 1 and 2 (bottom). Darkened blocks are fully potentiated synapses. In both trials (and in 
most trials in general) there are vertical bands – strong connections all to a single or a couple specific neurons. 
These neurons do not change within a trial, and are an example of neuron type variability playing a part in 
synaptic weight distributions. In the bottom trial, synapses are split roughly evenly between the two groups. In 
some trials, however, one Group dominates over the other. 
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We can see that the relaxed restrictions from previous work still allow for structure formation in the 
network. Of the changes from the work presented by Gilson, et al., the most significant are probably the 
removal of an additional plasticity rule, and a different choice for starting structure. It is comforting that 
the results can be recreated with a more realistic neuron model and a spread of delays, but not entirely 
unexpected (though note the presence in Fig. 10 of certain neurons having consistently strong incoming 
connections – likely a function of neuron type and excitability). By remaining in a regime, with inhibitory 
neurons and this particular choice of STDP rule, which is conducive to stable synaptic equilibrium, it is 
possible the additional homeostatic plasticity rule is unnecessary to recreate the same qualitative 
behaviour. This serves to remove an unnecessary restriction which doubles as a parameter for tuning 
stability – both desirable and undesirable points to consider for future models. Others (eg – van Rossum, 
et al., 2000) have suggested the use of secondary homeostatic plasticity, and it is certainly feasible. 
However, similar effects can be achieved without additional rules in many cases, until such time as there 
is more evidence as to the specific interactions between different possible forms of plasticity in 
neurobiology.  
The experiments here strongly justify the work presented by Gilson, et al. – specifically models with 
predefined structure of groups of neurons with feedforward connections and correlated stimulation to 
downstream neurons with recurrent connections. It is clear here that, all other factors being equal (ie – 
there are no specific structural biases), a group of neurons recurrently connected with others and given 
correlated stimulation will organise to essentially become an upstream feedforward group of neurons. 
When multiple such groups have different correlation, there is competition for the synaptic resources. We 
can see that here in the high between trial variance of Experiment Set 3. However, with this alone it is 
impossible to tell if the groups compete (one is strengthened when the other is weakened) or change in 
synchrony (or have no bearing on each other at all). We can calculate the across trial average of the sum 
of strong connections in groups 1 & 2 in order to better explain this phenomenon. Discounting the nearly 
always zero recurrent within group connections, the total percent of strong connections in groups 1 & 2 is 
14 (±1)%. Note that the between trial variance is greatly reduced, implying that the two groups are anti-
correlated. When one has many strong connections, the other has few, and vice-versa. Individual trials 
show that there are also cases where both groups have roughly equivalent, mean levels of strengthened 
synapses.   
Of particular note in these results is the complete lack of recurrent connections within stimulated groups, 
as well as a significant decrease in what would be ‘feedback’ connections. Given the often significant role 
of recurrent and feedback connections in neurobiology, this could contribute to multiple interpretations, 
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including: an overestimation of the importance of STDP in long-term structure formation, the 
insufficiency of STDP alone to account for more plausible biological neural network structures, or 
additional need for dynamical changes to the structure or dynamics of the model to study STDP in a more 
plausible biological scenario. However, the findings here are still interesting in the study of STDP as a 
contributor to the dynamics of neural networks in general, and this model (like many models which are 
still useful for the investigation and explanation of important dynamics) is too far removed from the 
biology to draw conclusions through comparison directly with structural data of the brain.  
5.4 Expanding STDP with a Trace Model 
In Chapter 4, we visited the concept of a more complex STDP rule, with terms which are concerned with 
spike-timing beyond pairs. These were introduced in the context of fitting data that suggest a pair rule for 
STDP may be inadequate at capturing all the appropriate spike-timing dependent effects. Depending on 
the significance of the failings of pair-based STDP, modeling studies of the dynamics of neural networks 
using this form of plasticity could lose functionality both as prediction models of the biological reality, 
and as mechanistic abstractions looking to apply lessons learnt from biology.  
Here we begin to frame the study of more complex STDP rules as more than an avenue for data-fitting. In 
order to do this, a particular form of STDP is chosen, drawing on the discussions of the previous chapter, 
and an associated parameter space is identified. The equilibrium states that we have seen up to now are 
then recast as a convergence of average synaptic weight across the entire network, which is a measure 
conducive to exploring this new parameter space. This will assist us in coming to preliminary conclusions 
about the role of more complex STDP models in neural network dynamics. 
The form of STDP this investigation will be based on is the trace model developed by Pfister & Gerstner 
(2006). For convenience, we will review the model again briefly here. By assuming that pair-based STDP 
is modulated by traces with exponential time course τ and amplitude which is reset with each pre- or 
postsynaptic spike, the authors hypothesise the existence of two more traces beyond the two necessary to 
modulate classical STDP (note that these are mechanistic constructions, not statements about the 
biological reality). These new traces trigger changes in synaptic weight upon the occurrence of a triplet 
rather than a pair, and thus are less relevant than the pair terms at low frequencies. The traces, associated 
parameters, and the way in which they modify the synaptic weight are as follows: 
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4!1
4	   !1  if presynaptic spike then @- A @- B 1  (13) 
4!C
4	   !CD  if presynaptic spike then @E A @E B 1 (14) 
41
4	   1  if postsynaptic spike then G- A G- B 1 (15) 
4C
4	   CH  if postsynaptic spike then GE A GE B 1 (16) 
∆  IG-E B J@E   if there is a presynaptic spike@-E B JGE    if there is a postsynaptic spike (17) 
 
(see Subsection 4.2.4 for more detail). In the original paper, the time constants and amplitudes were fitted 
to multiple sets of data, showing the ability of the model to account for results that a pair-based STDP 
model could not. Some of these parameter regimes, however, required a few odd choices, including 
cancelling out pair-based potentiation completely in one case. Instead of following this lead, here we will 
address the mechanistic model in the absence of specific data, ideally framing a parameter space with 
preliminary results as to the nature of this STDP model in a network context. 
Assuming for now that the time constants of all traces have similar effects on dynamics – scaling which 
can be accomplished via the amplitude term, as well as establishment of the time span over which 
correlations can be detected – and that the triplet traces should act over a longer time course due to 
relative infrequency, the time constants are set as τ+ = τ- = 20ms, τx = τy = 40ms for the duration of this 
study. Using this as a starting point we will perform experiments to assess the relative strength of the 
triplet traces given similar parameter choices, as well as detect an effect on neural network dynamics with 
respect to frequency. To do this, a more precise measure of the overall synaptic weight distribution is 
introduced: the average normalised synaptic weight over all synapses (Fig. 11). This measure captures the 
progression to equilibrium of the synaptic weights of the network (though with a broader brushstroke than 
the sampling of individual bins of synaptic weights) and simplifies the comparison of the effects of 
different parameters on the equilibrium. 
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In the following experiments with varying trace amplitude terms, a binary interpretation of the terms is 
used to create stark contrasts between effects in this investigation. Each amplitude parameter is set at 
either 0 (completely nullifying that trace term) or 0.0065 (a small amplitude term to reduce variability), 
with experiments including the full parameter space of sixteen possible combinations of amplitude terms. 
Initial experiments show the evolution of weights for each STDP term in isolation to form a comparison 
point. All experimental results represent averages across 5 trials, where minimal between-trial variation 
was found.  
In isolation, the secondary trace terms act essentially as weaker versions of the primary pair-based traces 
(Fig. 12). While it is perhaps obvious that this would be the case (triplets are by definition less common 
than pairs), it is not obvious exactly how much weaker. In experiments isolating the different STDP terms, 
the triplet traces act at roughly 1/3 the rate of pair-based traces – in the cases of both potentiation and 
depression, it takes around three times as much time to saturate to the upper bound or empty to the lower 
bound as the pair-based STDP cases, even with a time constant of double length. The rate of increase of 
the synaptic weight due to the potentiation triplet term also indicates that triplet terms may become more 
relevant at high synaptic weights or firing rates. This is appropriate, as these are the conditions under 
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Fig. 11: Change in normalised average synaptic weight of neural network with time. Presented as trivial but 
familiar comparison points are J= J= E= 0, E= 0.0065 (black – pair-wise potentiation only), J= J= 0, E= E= 0.0065 (red – pair-wise STDP with equal potentiation and depression), and J= J= E= 0, E= 
0.0065 (yellow – pair-wise depression only). 
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which there are more occurrences of repeated firing in a short span of time, and experimental results 
under these conditions were the primary motivating factors for the use of this model of STDP. Fig. 13 
summarises the remaining combinations, further supporting the treatment of triplet terms as a ‘weak’ pair-
based contribution. It is interesting to note, however, that the triplet depression term does cancel with the 
pair-based potentiation term at high enough synaptic weights (and thus high firing rates). There are likely 
to be particular regimes of activity in which the triplet terms act on par with the pair-based terms, 
however it is not trivial to show this for certain (by contrast, additional experiment show that the 
potentiating triplet term does not cancel with the pair depression term even at high synaptic weights). 
In summary, qualitatively, the triplet terms act as weak pair terms. It should be noted, however, that the 
model was initially constructed to account for outlying data in the STDP literature (two different cases of 
frequency dependence and triplet/quadruplet experimental paradigms) and extreme conditions for activity 
(high frequency). With this in mind, it is possible more interesting conclusions can be made in a scenario 
with higher frequency firing – such as a network with a higher density of bursting neurons or with 
synaptic weights modulated such that the ‘maximum’ is higher (it is only very near the point of saturation 
of synaptic weights when the triplet depression term abruptly stabilised the pair potentiation). Back in 
Subsection 4.2.5, we discussed the relationship between STDP and BCM, and the difficulties of 
reconciling the two (though it clearly is not impossible). Using a triplet rule like the one discussed here 
has been shown to help reconcile rate-based learning with spike-timing based learning when used to 
increase potentiation beyond depression at short inter-spike intervals (high frequencies), while letting 
depression dominate at large inter-spike intervals (low frequencies). Again, much of this work (see Bush, 
et al., 2010) is performed at much higher frequencies than those visited here. The current results, however, 
validate, to some extent, other network dynamic studies (such as the ones presented in previous sections) 
which focus on pair-wise STDP, by showing that outside of high frequency regimes, the triplet terms do 
not substantially change synaptic weight dynamics. 
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Fig. 13: Change in average synaptic weight for remaining parameter combinations. This continues to suggest 
triplet terms as ‘weak’ pair terms which have greater effect at high firing rates (green - E= 0, dark blue - E= J= 0, light blue - J= 0, yellow – All = 0.0065, purple - J= 0, black - E= J= 0).  The secondary 
trace depression causes an equilibrium with pair-based potentiation at high firing rates (dark blue). 
Fig. 12: Change in average synaptic weight due to secondary trace terms (blue - J= 0.0065, black - J= J= 
0.0065, green - J= 0.0065). Both act as weaker versions of the pair-based terms, though the secondary trace 
effect of potentiation (blue) seems to increase dramatically as synaptic weight (and thus average firing rate) 
increases. 
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5.5 Concluding Remarks 
Having now completed our exploration of this recurrent neural network model, we can revisit the question 
initially proposed in this chapter: what dynamics can be expected in a basic recurrent neural network 
when employing typical forms of STDP and stimulation? In working towards framing and answering this 
question in specific, testable ways, we have studied, through model and experiment, steady state 
equilibriums in a recurrent neural network, the structure formation due to coherent stimulation of a subset 
of neurons amidst a noisy background, and the synaptic equilibrium dynamics with different 
combinations of terms from a complex STDP model. 
Significant work by others in the field (eg - Song, et al., 2000, Burkitt, et al, 2007) tells us to expect a 
stable equilibrium synaptic weight distribution from a recurrent neural network with uncorrelated input. 
Further experimentation here sought to justify the choice of STDP amplitude parameter by investigating 
the speed of convergence to this equilibrium without qualitative behavioural change as well as the effect 
of increased or decreased induced firing rate. More significantly, however, in Subsection 5.2.2, aided by 
the profile of STDP activations, we discussed in some detail the relative dominance of depression over 
potentiation or vice versa, citing previously considered factors (restrictions on STDP rule, spike 
correlations) as well as one novel to this model – the effect of inhibition on the activity of the network and 
thus the synaptic weight equilibrium.  The investigation of network dynamics presented here assumes use 
of a common TAH STDP rule, but it would be interesting to consider how other known STDP rules affect 
dynamics, especially in the context of the role of inhibitory neurons. 
In our review of the existing STDP literature, we came to a standstill on the issue of additive versus 
multiplicative STDP. Few experiments with direct measurements of synaptic weight change conclusively 
address this quandary, and the dynamics of each are different enough that it represents a significant 
decision. Evidence can be inferred, for example through measured synaptic distributions in real biology, 
however this method raises some questions of its own (discussed more fully back in Chapter 4, 
Subsection 4.2.2). What we can consider here is the effect this choice has on the work which has already 
been presented. In general, stable synaptic weight equilibriums are not lost with weight dependence – 
they become more stable. Rather than an average between two peaks, the large majority of synapses stay 
near the average weight. Without an additional homeostatic plasticity rule, competition between synapses 
is lost (van Rossum, et al, 2000). Despite this, Gilson, et al., (2009a, b, c, d) find that structure formation 
as detailed previously is still present with weight-dependent STDP, but it is more transient than structure 
formation with additive STDP (and it should be considered that the work presented by Gilson, et al., 
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assumes a form of homeostatic plasticity, though it is not cited for this specific purpose). In addition, 
preliminary results (not presented) similar to the trace-based triplet STDP experiments here, but with 
multiplicative STDP, suggest that these conclusions (triplet terms acting only as weak pair terms in 
frequencies <25 Hz) are still valid. The work presented here is still likely to be valid with multiplicative 
STDP, though some concessions, such as an additional homeostatic plasticity rule or the loss of strong 
competition, would be necessary. 
STDP, and the results here, can (and must, in order to glean useful generalise-able information) be 
considered in the wider scope of plasticity in general. We have already discussed how BCM and STDP 
might be reconciled (in Subsection 4.2.5) but have since largely left the discussion behind. Bush, et al., 
(2010) summarise quite well the conditions under which parameter and model choices can tip STDP 
towards the predictions of BCM, and this can be understood through the experiments presented here, 
specifically those of Subsection 5.2.2, where we analysed why the recurrent neural network with STDP 
tends towards a stable equilibrium in light of the profile of STDP activations. There we identified several 
factors which contribute to a net negative drift at high synaptic weights/high frequencies of stimulation, 
and net positive drift at low synaptic weights/low frequencies of stimulation. This is, of course, the 
reverse of BCM, and we can turn these same factors around to consider the conditions for overlap 
between BCM and STDP.  
In this and many STDP models, the curves are balanced to favour net depression, and spike correlations 
counteract this when firing rates are low enough. In order for depression to be induced at low frequencies, 
where spike-correlations tend to dominate activity, the STDP curve must remain net negative (a heavily 
positive-skewed STDP curve would naturally produce potentiation at high frequencies – because it would 
produce potentiation at all frequencies). However, we saw here that inhibition could contribute to anti-
correlation in the spike pairings, and future work could consider how this could also be used to modulate 
plasticity at low frequencies, where STDP traditional potentiates, perhaps with inhibitory neurons which 
themselves have firing rates anti-correlated with the excitatory neurons – firing maximally and becoming 
more sensitive during periods of low frequency stimulation, and tuning down during high points of 
activity, where potentiation is desired. At high frequencies, the sampling of the pre-post pairs can be even 
further supported by removing the nearest-neighbour restriction asymmetrically, allowing a larger 
sampling of the many random coincident firings at high frequencies.  Here we can also apply the triplet-
style STDP rules, discussed in Subsection 5.4. While the triplet depression term (providing increased 
depression at low inter-spike intervals) does not help relate to BCM, use of the triplet potentiation term 
without the triplet depression term would allow supralinear summing of overlapping potentiation pairs, 
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further tipping the scales towards potentiation. Ultimately, ‘standard’ STDP models produce potentiation 
and depression in reverse to the BCM model. Any attempt to reconcile the two ultimately aims to put 
STDP into a ‘non-standard’ parameter regime, wherein it always potentiates or always depresses, and 
then break the pattern through new, justifiable restriction, either by favouring depression at low 
frequencies in the former case (eg - anti-correlation supported by increased sensitivity of inhibition), or 
favouring potentiation at high frequencies in the latter (eg – extra triplet potentiation or increased 
sampling of an otherwise flat distribution of pairings).  
In Section 5.3, we saw that coherent stimulation introduced into the recurrent network can trigger self-
organisation into a group structure favouring the outgoing connections of neurons which have been 
stimulated. Assisted by the excellent theoretical framework of Gilson, et al., (2009a, b, c, d, 2010a, b), a 
thorough analysis of the relative strengthening between groups of neurons with either uncorrelated, 
individually correlated, or simultaneously correlated (but uncorrelated between-group) stimulation was 
carried out, ultimately validating the hypothesis that correlated stimulation with STDP can cause a fully 
recurrent network to re-organise into an upstream directly stimulated group of neurons, with the 
remainder of the neurons becoming downstream targets. When multiple groups are given correlated 
stimulation, they can compete for the generally preserved synaptic resources. Further work could aim to 
demonstrate how symmetries in this situation are broken and the details of a structure that emerges 
(interestingly, there were as many connections between the groups with correlated input as there were 
from the groups with correlated input to the remaining group with only uncorrelated input), relating this 
to the theoretical work of Gilson, et al., though relaxing some of the restrictions as demonstrated here. 
Furthermore, experiments implementing a more complex STDP model, with triplet terms, were carried 
out, in order to determine the effects, if any, on typical recurrent neural network dynamics, validate the 
continued use of pair-base STDP here, and frame a more thorough further investigation. The triplet terms 
act as weak pair terms (roughly 1/3 the effect), but allow for supralinear combinations of many spikes at 
high frequencies. Future experiments at much higher steady firing rates would do well to consider the 
parameter space which accompanies the complex STDP rule, above and beyond the limited (but 
fundamentally important) data-fitting it has been used for to date (Wang, et al., 2005, Froemke, et al., 
2006), especially in light of possible reconciliation between STDP and BCM (as discussed in Bush, et al., 
2010).  
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Chapter 6: Conclusion 
It is often the unenviable task of a conclusion to, somehow in brief, summarise, contextualise and reflect 
upon a body of work much larger than itself. This conclusion aims to be no different, if for no other 
reason than that we can better convince ourselves that we have in fact come out this side somewhat wiser 
than when we went in. More than this, however, by bringing together the most important discoveries and 
assertions of the thesis, previously separated by swathes of background, context and proof, we can set 
them next to each other, integrate them together, and gain more from what we have learned. To this end, 
the specific contributions of the thesis deserve repeating. 
In Section I, we first saw a novel computational model of a Global Neuronal Workspace with stochastic 
connections (pages 25-33). This was followed by experiments detailing the nature of the parameter space 
of scaling factors relevant to the balance of excitation and inhibition in the model workspace (pages 38-
49). We then used these and further experiments with multiple stimuli competing for limited workspace 
resources to refute the hypothesis that relaxing the structural assertions which have successfully lead to 
GNW reverberation, broadcast and winner-takes-all competition in the past (directed inhibition, ordered 
excitatory clusters) would maintain these qualities for some balance of excitation and inhibition (page 58). 
The winner-takes-all competition can be recovered by modelling competition for access to the workspace 
(page 65). 
In Section II,  we began work with a recurrent neural network implementing STDP by confirming 
previous results of the homeostatic properties of STDP in response to a change in frequency of 
stimulation – though in this case inhibition, a spread of delays, and a range of neuron types are all used as 
biologically plausible potential foils (page 108). Different orders of magnitude of STDP amplitude 
parameters were tested for speed of convergence and stability (Page 109). New experimental results then 
show anti-correlation due to the inhibition present in the network to be a contributing factor to the 
synaptic equilibrium – reducing the number of mid-late timed pre-post spike pairs (page 111). In 
conjunction with theory previously detailed by Gilson, et al., (2009), correlated stimulation was used to 
dictate synaptic structure formation – feedforward and group-to-group without recurrent connections from 
an initially completely recurrent network with nothing more than noise and correlated stimulation (Page 
118). Finally, the consistent use of pair-wise STDP in the face of existing (if not completely understood) 
complex triple STDP rules was justified through experiments which showed the triplet terms to act 
qualitatively similar to pair-wise rules, just weaker in magnitude (Pages 124-125). 
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Initially, Section II of this thesis began as a minor side-study – a few experiments to better understand the 
tools at a computational neuroscientist’s disposal. Questions like ‘What can and can’t STDP train, and 
under what conditions?’ ‘How could a structure like the one being modelled self-organise? Can it? Could 
STDP do it? What does STDP do under more ‘natural’ conditions?’ all arose from the (highly unrealistic 
and restrictive) use of STDP for training specialist clusters in the GNW model. Since the time these 
questions first surfaced, several years ago, highly illuminating new studies about STDP and its use, 
justification and dynamics in multiple neural network scenarios have popped up (Morrison, et al., 2008, 
the series of Gilson, et al, 2009 papers, Bush, et al., 2010, to highlight a few), always a sure sign that 
there is something of interest there.  
While the study of STDP went further than the initial idea of supplementing workspace structure 
organisation, I still believe it was a fruitful journey, and, though more focus is certainly necessary in 
future work, this is indicative of the effort and understanding which must go into more integrated theories 
of the many different characteristics of cognition, neural dynamics, and brain structure, the most 
successful of which almost certainly must draw on knowledge pools at least as disparate as these. In 
reintegrating the knowledge gained from experiments in both avenues of study, we can return to those 
initial questions which sparked the investigation. 
The initial STDP training used repeated pairs of pulses within periods of zero neural activity besides 
stimulated pulses. However, we now know STDP could more realistically pick out and strengthen such a 
structured connection, through correlated stimulation in the ‘input’ neurons, and background noise in the 
target neurons. Consider for a moment how a highly unplausible forced training period which barely 
made use of the nuances of STDP (on page 63 we even rightfully asserted it was simply a demonstration 
that mapping could arise, regardless of plausibility) could easily be replaced by highly natural dynamics. 
The input pool of neurons could already be receiving a form of correlated stimulation from their upstream 
neurons, hence our interest in them in them as ‘inputs’ for a larger group of neurons in the first place. In 
the presence of background noise, STDP will then strengthen connections from the inputs to some output 
neurons in a feedforward manner, but how does it get the ‘right’ neurons? In the training for the specialist 
clusters, associations from one input to a different output were chosen arbitrarily. It’s not hard to imagine 
that previous structural restrictions, or simply competition between synapses, relying on factors like 
neuron type and synaptic delays which converge relative to the temporal correlations of stimulation, make 
these choices, resulting in the structure capable of making the simple map-based associations that were 
used in the GNW model. As we have seen in this thesis, inhibitory signal-induced anti-correlations could 
also play an important role in steering a neural group’s synaptic strengthening away from a particular 
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group of downstream neurons. The possibilities of neural group association and dynamics are not difficult 
to imagine, just through the presence of STDP and correlated stimulation in the presence of noisy 
background firing, and this is just one example of structure formation linking STDP to more architectural 
theories of cognition. The time-scales of these synaptic events – how long it persistent correlated activity 
in the presence of noise would be needed to facilitate such structure formation – is an interesting 
tangential avenue of study, and is dependent upon the precise biological mechanisms involved in STDP, 
as well as the appropriate amplitude parameters, much like the experiments for speed of convergence 
performed here. 
On a different front, plastic neural pathways forming through activity to recruit and organise other 
neurons, and then ‘collapsing’ again with new activity, new correlations, bears more than a passing 
resemblance to the Dynamic Core integrative theory of consciousness discussed earlier, and the 
competition for synaptic resources we saw when multiple groups of neurons were given differently 
correlated stimulation represents a completely different level of ‘competition for neural resources’ as 
might be relevant for a different GNW model (though, much like the model experiments of this thesis, the 
synaptic competition also lacked the winner-takes all quality). Without jumping to conclusions too 
quickly, we can imagine a different relationship between plasticity and integrative theory of cognition 
than simply as a means to reach some ideal structure – conduit for the hypothesised integrative dynamics. 
If, for example, neural groups might dynamically organise into coalitions through synchrony, as we have 
touched upon, then it seems natural that plasticity sensitive to correlations could play an important role in 
forming such coalitions. 
Neural plasticity has long been associated with memory formation – an appealingly intuitive idea. The 
neurons, the ‘doers’ of the mind, communicate and associate via synaptic connections, writing and 
recording appropriate associations in the ‘code’ of synaptic strengths. In some ways, the activity 
dependent synapse strengths are seen like a neuron’s own memories, implicitly recording its interactions, 
creating an easy metaphorical association. However, as we begin to better understand the mechanisms of 
neural plasticity – the differences not just between short-term and long-term synaptic efficacy changes, 
but the differences also between synapse formation (or destruction) and long term plasticity – we can also 
consider the role plasticity rules like STDP could play when paired with pre-set structural backbones, 
performing more computation than just ‘memory storage’, or as dynamical elements themselves in 
synaptic pathway recruitment and competition. 
These are, of course, all possibilities. There is little surprise that I discuss them here with a level of 
enthusiasm sometimes matched by a child at a candy store – but, as always, evidence and understanding 
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are the best partners to a researcher-turned-explorer in the frontier of human cognition and neural 
dynamics (as, for as much as we know, it most certainly is still a frontier of untapped knowledge). Here, 
in this small corner of the vast frontier, we have looked in depth at distinct contributions to both GNW 
modelling and STDP dynamics, necessary steps in understanding both and using them as explanatory 
building blocks, but the prospect of reaching a level of understanding of each (and indeed other 
foundational concepts in neuroscience and the science of cognition) to form the experiments which will 
test these ‘possibilities’ holds these two ‘distinct’ Sections as part of one academic effort. 
As much as any internship or apprenticeship (or more so), the process in getting here has been one of 
humbling learning. Notwithstanding the experiment and field-related specifics, there are personal lessons 
which are worth reviewing here. The research, though representing a long period of work, could have 
been more focused. I paint the picture of the exciting possible experiments marrying the concepts studied 
here, but this would be less necessary if they were implicitly connected by the experimental work itself. I 
certainly do not regret the contributions contained here, but there is at least the lingering doubt that with a 
bit more focus and planning, I could be describing one of those exciting ‘possibilities’ as a real 
contribution right now (but of course that door remains open for future work, and the contributions here 
are a step on that path). 
There is also a careful balance to be had between planning and experiment. Extra time spent planning can 
save many days in experimental efficiency and more meaningful and generalise-able results. For example, 
the GNW model presented here, though useful for its contributions, finds itself awkward in the space of 
other models, an issue which could potentially have been rectified with a bit more planning of the work 
within a larger, more general scope. On the other hand, sometimes the best laid plans are no replacement 
for a direct experiment. With more experimental work, the contributions of the STDP recurrent model 
could be more compelling and general – incorporating more depth for each contribution and more breadth 
covering more aspects of STDP that were left to discussion (eg – the relationship between STDP and 
BCM and potentially more core governing rules of plasticity, or a more satisfying treatment of 
multiplicative STDP).  
And so, I end here revisiting words from Chapter 1, my ‘thesis’ (word, not document): the structural 
choices of a neural network model of a high-level theory of cognition, like GNW, can be tested, 
understood and minimised further than has been done, while the interaction of dynamics and structure, 
through plasticity like STDP, can be generalised and understood in a few key principles (stable synaptic 
equilibriums and structure formation favouring correlated activity)  – all with fewer restrictions and 
correspondingly broader scopes of application. The contributions contained in this thesis (document not 
134 
 
 
word) demonstrate the testing of structural choices for a novel GNW model with a minimalist core against 
appropriate predictions from higher level theory. In addition, network dynamics of STDP in a simple but 
biologically plausible (at least in its constituent parts) recurrent neural network are predicted, 
demonstrated, and, at least in part, explained. Both sets of contributions push towards understanding the 
models, choices and tools on a general level, such that someday we might perform the exciting 
experiment of modelling a big pool of neurons with rules and dynamics like the ones applied here in just 
the right way, and have a conversation with it. 
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