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CHAPTER 1 
INTRODUCTION 
1.1. The present dissertation is based on certain investigations in the theory of "T/?.fi 
Best Approximution of Function by Algebraic Polynomials^'. Before giving the resume 
of the work of the researches, it seem desirable to state various definition and notations 
which will required in the sequel. 
Approximation theory is a branch of mathematical analysis which gives relation 
between a polynomial and of arbitrary function by the analytic techniques. The basic 
property of the polynomial. 
n=0 
is that its value for a given x can be calculated in a number of steps. 
A central problem of mathematical analysis is the approximation to more general 
function by polynomials and the estimation of how small the discrepancy can be made? 
The main problem in the theory of approximation can be stated as follows: 
Let us siippose that two fimctions f{x) and P(.Ti;aia2 • •-On) of the point .r e 
B are defined with in a certain point set S in a space of any number of dimen-
sions. It is required to so determine the parameter that the deviation of the function 
P{x; Ci, 02, • • •, a„) from the function f{x) in B shall be minimum. By deviation we 
mean the distance between the polnomial P and function / . By an algebraic polyno-
mial of degree n we mean an expression of form J^ akX^ where a^ 7^  0 and ci, 02, • • •, a^  
are real number. 
In words, we shall resume that all the variable and the function used here are real. 
If f{x) is continuous in the [a, b] such that 
f{x)eC[a,b]. 
We shall denote by p{x) or q{x), a polynomial and by Pn{x) or Qn{3^) a polynomial 
of degree n. 
1.2 Approximation 
Let X he & Banach space of continuous functions on [a, b] with norm || || defined 
by 11/11 = sup 1 fix) I 
xG[a,b] 
Let $ be a subset of X. An element of X is called approximable by linear combination, 
P = ai(pi + 0202 -I ^ o„0n, </'t e $ 
Oj are real. 
If for each e > 0 there is a polynomial P such that 
If $ = {(/)„} then 
Kif) = Etif) = inf \\f-(aict>i + a2<f>2 + --- + an(f>n)\\ (1.2.1) 
is called as the n-th degree of approximation of f{x) by the sequence {0„}. If the 
infimum (1.2.1) is attained for some P, then this P is called a polynomial (a linear 
combination) of best approximation. 
Weierstrass 1st Theorem. Each continuous function f{x) on [a, b] is approximable 
by algebraic polynomial, that is, for each e > 0, there is a polynomial Pnix), defined by 
Pn{x) = ao + aix + a2X^ H h a„a;" 
(where o,- are real coefficents) and an integer N = N{t) such that 
\P^{x)-f{x)\<e, 
for all fi € ;V, for all x e [a, 6]. 
Weierstrass Ilnd Theorem. Let f{x) € C2-n- For each e> 0, there exists a trigono-
rnttnr polyriomtal T{x) such that for all real x, 
\T{x)-f{x)\<e. 
1.3. The ba^is of the theory of approximation of function of real variable is the above 
theorems by Weierstrass which is of great importance for the developments of whole 
mathematical analysis. 
The above theorem gives the remarkable constructive and characteristic property of 
continuous function apphes also to all functions of many variables which are continuous 
in the closed bounded region G of a given multi dimensional space. If f{x\,X2, • • •, Xn) 
is such a function, there exist a sequence of arbitrary polynomial 
ni n2 Tim 
Fn„„,,.,„„(rri,.r2,---,.Tj= ^ J ] • • • E (^^1^^, • • •Cfc„)(.7:^.T^^ • • • ,.r^-) (1.3.1) 
fcl =0^2=0 km=0 
which converges uniformly to it in G. There exists the number of proof of the funda-
mental theorem. Many of them including the Weierstrass himself reduce to the direct 
construction for each function f{x) of the corresponding sequence P„(a;). The simple 
proof is that of Lebesgue [53]. It is based on the important effect that there exists a 
sequence of polynomial which converges uniformly to | x | for rr G [—1,1]. Weierstrass 
proof of the theorem restict on the limit as n -* oo of the singular integral. 
- ^ r e-"'('-^ )V(0 dt (1.3.2) 
yTT J-oo 
If inlaxge the exponential kernel is small except in a small interval round t = x and so 
the interval merely equal to f{x). 
1.4. Another interesting proof of Weiestrass theorem due to Bernstein [5]. It has the 
advantages of imbodying a definite construction for the approximating polynomial 
Let /„,„(3:) = ( ; )3 :«( l -a ; )"— (0 < m < n) 
then n-th Bernstein polynomial of f(x) in (0,1) is definied by 
Br,{x) = BM;X) = t , f ( - ) In,n.{x) 
m=0 ^^^ 
where B„(T) has degree n (at the most). 
BeriLstein proved the theorem in the following way. 
L«'t /(.r) € C[0.1] then as n —> oo, 5„(rr) —> /(.r) uniformly. The proof of 
Wvii-st rsi.sii asually requires use of the following facts. 
(a) The set of all polynomials Pn{x) forms an algebraic ring (we mean by a algebraic 
ring of function P{x) that for only two functions of it these sum and product also 
exist it). 
(b) For any two distinct points Xi and X2 G [a, b] there exist the set of all polynomial 
which assumes distinct value at these point. 
. (c) For any closed set of the segment [a, b] the Borel [7] and Lebesgue [53] converging 
theorem holds. Hence if in place of the segment [a, 6] there is considered an 
arbitrary compact topological space G of point Xi and in place of set of polynomial 
Pn{x) and arbitrary family of real continuous function specified it, which contains 
all constants and is an algebraic ring, in which for any two points .ri ^ xioiG 
there exists a function which assumes distinct values at there point. It can be 
H.ss<Tte<i that every function j{x) continuous on G is the limit of sequence of 
function which converges uniformly to it. The above statement is generalization 
of Wt'lf-stra-ss theorem, and is known of Stone [75]. 
In {Kirticular if the arbitrary family in the set of trionometric polynomial 
n 
T„(.T) = ao + ^ (ajt cos A;3: + sin te) (1-4.1) 
n=l 
ttfc, bfe are real number and to length of segment [a, 6] does not exist 27r. All the condi-
tions of the above remark are satisfied and we can say that every continuous periodic 
function of period 27r is the limit of sum of the sequence of the polynomial (1.4.1) which 
converges uniformly to it. 
Concerning V space the theorem of Weiestrass has been generalized as follows: 
Theorem. If f{x) G Z/^[0,1], p > 1 then corresponding to every nurn.be.r e > 0 there 
exists a polynomial P{x) such that 
\\f-P\\p - {[\f{x)-P{x)n'/' < e 
Weierstrass theorem remains valid if instead of whole set of polynomial of P„{x). there 
is considered any part of this set which form a ring containing all constants and at 
least on poynomial which varies monotonically on [a,b]. 
Thus, not only if the set of all polynomial 
P(x) = Co + CiX + C2.T^ + • • • + Cr.x'', 
every where dense in the space of all continuous function on a finite segment (and also 
in the space W), but also certain part of it. This remark apply to the segment [a,b] 
{o. < b > 0) his mode precise by the following general assertain. 
P„,.W - ^ / ' , j , „ conUnuous 
. , is every «b«<^ "^""^ 
,„„erical constant . . 
(,„„lioii<min-''l-
' " " " " " ' •. n . f ( r i defined 
, , M e a t u s or Cont>nt^^ ^ ^ ^ ^ ^ ^ ^ , , , , , , ^ 0 . 1 ^ ^ ^ ^ ^ ^ ^ ^ 
^ ' ' ^ " • ^ > < ' ^ " ° t r v : t : t U * define tKe»odu.n .o . 
. h»a the following properties'-
An.od«lu.o£cont>nu.tyh^'b 
(i) ^(6) - 0 as 6 - 0. 
wive and increasing, 
(ii) ^(«) i^  ! « « ' " ' ' 
, , (6) . ssnbaddi t .ve . i .e . 
,iv) ^(i) i^^ continnous. 
' ' ' , . i - , X is any positive number. 
.,,« an element ,,' € S such that 
. • Tf there existis au t-^ T Definition. It tner ^ 
seSifr'i -> . ,^ then function/i;2 J" 
, , . . i s t h e l > e s t slmnltaneo. a p p r o — n t o the 
then we say that s 
m 
the I2 norin-

C H A P T E R 2 
SIMULTANEOUS REAL APPROXIMATION 
2.1. This approximation problem is generalization of the classical problem of Cheby-
shev approximation of a continuous function on an interval. Let /"*" and f~ be two 
continuous functions on a finite interval [«,&] with f'^{x) < f~{r). Let F{A.r) be 
a continuous approximating fmaction with parameter A which is unisolvent of degree 
n on [fl,fc]. This means for distinct points Xi,---,Xn of [a,b] and any real number 
wi,iV2. • • •, li'n, the system of equations 
F{A,x,,) = ^uk, A- = ! , • • • ,» (2.1.1) 
is satisfied by one and only approximant F{AQ,X). This implies that the difference of 
two distinct approximants can have at most (?? — 1) zeros. For s any superscript define* 
E^{A,X) ^ r{x)-F{Ax) 
and for g any function define 
ll^ ll = sup{| g{x) |: a<x<b} 
The Chebyshev problem of simultaneous approximation of / ~ and f'^ is to choose a 
parameter A* to minimize 
e(A) = max{||£+(A,x)||, \\E-{A,x)\\}. (2.1.2) 
Such a parameter A* and the corresponding approximant F{A*,x) are called best (to 
/ ~ and /"•" on [a,b]). Dunham [25] developed a theory for this problem which is quite 
closed to the classical theory of Chebyshev approximation of one continuous function 
on an interval, where / " = /+ . 
For completeness it was considered the more general case where /"•" is upper semi-
continuous, that is {x : f'^{x) > r} is closed for all real r and / " is lower semicontinu-
ous, that is, {x : f~{x) < r} is closed for all real r. This ensures that f'^{x) — F{A,x) 
attains its supremum on compact sets and f~{x) — F{a,x) attains its infimum on 
compact sets. Hence for any parameter A there is atleast one point of [a, b] at which 
/+(a:) - F{A,x) attains e{A) or f~{x) - F{A,x) attains -e{A). 
For the problem of characterizing" best approximation, let us suppose that for some 
point XQ of [a, b] and some parameter A. 
r(.ro)-F(A.To) = F(A,xo)-r{xo) = e{A) (2.1.3) 
Clearly, F{A,x) is a best approximation to /~ and /"*", as no approximant can make 
both errors smaller at the point XQ. Further more any best parameter must satisfy 
(2.1.5). The point XQ is said to be straddle point in the ca^ ie of approximation of / ' 
and /"'' if there exists a {)arameter A for which (2.1.5) is satisfied. In the chussieal ciisc 
of approximation of single continuous function a straddle point occurs if and only if the 
function being approximated is an approximant and in this case all {joints are straddle 
points. 
The symbol p(i) will stands for + if i is even and - if i is odd. The symbol a will denote 
a sign which may be -|- or -. 
An approximation F{Ao, T) will be said to have n alternations on an interval [a, b\ 
if there exists an ordered n + 1 point set {XQ, •••, .r„}, a < .TQ < • • • < .T„ < 6, and an 
integer i = 0 or 1 such that 
E''^'^'\Ao,x,) = (-1)'+'= e(^), k = 0,.-.,n (2.1.4) 
Lemma 2.1.1. Suppose for i = 0 or 1, E^^'^'^''\Ao, Xk) alternates in sign on an ordered 
n + 1 point set {XQ, • • •, Xn}, then if A^ AQ, 
max{E''^'^''\A,Xk)\: A: = 0,--- ,n} > min{| £;''('+'=)(Ao,.Tfc)| : fc = 0,--- ,n} 
Proof of the Lemma 2,1.1. If the inequality did not hold then, 
I fPii+k) _ ^ ( ^ ^ ^^) 1^ 1 _^ p(i+fc) _ p^^^^ :r,) I, A: = 0, • • •, n. 
Hence ^(^0,^:^) - F{A,Xk) alternates in sign on the ordered point set {3:0, • • • ,Xn} 
and the continuous function F{Ao, x) — F{A, x) must have n zeros on the interval [a, b]. 
This contradicts the unisolvence condition and hence the lemma is proved. 
Theorem 2.1.1. F{A*,x) is a best approximation to f~ and f'^ on [a,b] if and only 
if F{A*,x) has a straddle point or n alternations on [a,b]. 
Proof of the Theorem 2.1.1. Sufficiency: It follows from the lemma 2.1.1 and the 
remark on straddle points. 
Necessity : Let F , {A*,x) be an approximation with no straddle points. With a 
standing for the signs + or -, Dimham [25] defines a point x of [a, 6] to be a <T point if 
E'^{A*, x) = ae{A*), thus defining + points and - points. Define M"" to be the set of (7 
points, then because aE'^{A*,x) = a{f''{x) — F{A*,x)) is upper semicontinuous, the 
set M"^ is closed. Let us define 
u = inf{| xi -X2 I : xie M", X2 e M"^}. 
Now I xi — X2 I is a continuous hmction on the compact space M~ x M"*" and so attains 
its infimum for Xi € M~, X2 € M"*". If that infimum is zero, then there is a point 
X which is both a + point and a — point. Such a point is a straddle point and by 
hypothesis F{A*,x) has no straddle points. Hence // must be positive. Define 
V^ = {x : \x-xi\<r], a<x<b, xie M""}. 
Let C{T) denote the closure of a set T and define H'^ = ^ ( ^ % ) ~ ^%- Since 
/"•" is the infimum of a nonvoid family of continuous functions on [a,b] and f^{x) < 
F{A*, x) + e{A*) for any y G H'^ there exists a continuous function hy such that 
hy{y) < F{A*,y) +e{A*), hy > / + . Since hy and F{A*,x) are continuous, hy{x) < 
F{A*,x) + e{A*) on a neighbourhood Uy of y. Cover H'^ by a finite set S of such 
neighbourhood Uyoiy. Cover i/"*" by a finite set S of neighbourhood Uy and let hy be 
the corresponding functions. On C{V^,^) define 
/ ( T ) = ml\{hy{x) : UyeS}U{F{A\x) + e{A*)}l 
thfu / b< coiitiiiuojis on C{V^i^), being the infimum of a finite number of continuous 
fnnrtjuiLs. and 
fix) > /+(x), X e C(v;+3), 
fix) = f+ix), X e M+ (2.1.5) 
EiA\x)<eiA^), x^V;^,. 
Similarly on CiV~,^) it is possible to define the function / so that 
fix) < / - ( . T ) , X e ^(17/3), 
fix) - f-ix), X e M - , (2.1.6) 
EiA-,x)>-eiA*), x^V^i,. 
8 
Define H- = [fl,6] ~[V;73U\;%]. Let 
Pi = snp{E-^{A*,.r),-E-iA\x) : xeW}, 
then pi is attained on compact W and thus pi < e(A*). Let 
P2 = sxip{\f{x)-F{A*,x)\ : a; e Prontier(W)}, 
P2 < e{A*), and define p = m.ax{pi,p2}. There exists an extension of / to W such that 
/ is continuous on [a, 6], and 
\E{A*,x) < p, xeW, (2.1.7) 
by (2.1.5),(2.1.6),(2.1.7), \\E{A*,x) = e{A*). Further F{A*,x) has n alternations in 
the approximation of / ~ and /•*" if and only if F{A*,x) has n alternations in the 
approximation of / . Now suppose that F{A*, x) does not have n alternations. Define 
u^ = snp{-E-{A*,x) : a. G C(V;+3)}, 
i/- = snp{E^{A*,x) : xeCiV-^,)}, 
then u*^ < e{A*) since CiV^^^) contains no -a points. Let 6 = (l/2)[e(A*)-max{p, v>~, W^}] 
there exists a parameter Ao such that 
\\E{Ao,x)\\<\\E{A*,x)\\ = e{A*) 
and 
\\F{A\x)-FiAo,x)\\<6. 
The three following inequalities are direct consequences of earlier inequalities. 
| £ " ( . 4 o . r ) | < \nx)-F{A\x)\ + F(A*,x)-F{Ao,x)\ 
< p + 6 < e{A*)-S, xeW. 
-e{An + 6 < -U+-6 < f-{x)- F{AQ,X) < E^iAo^x) 
< fix)-FiAo,x)<eiA*), a: € V;,^. 
-e{A') < f{x)-F{Ao,x) < E''{Ao,x) < f+{x) - F{Ao,x) 
< u-+ 6 < e{A*) - 6, xGV-^^. 
Combining the three inequalities above, we have 
lE'^iAo, x)\ < e{A*), xeWU V'/, U V;% = [a, 6], 
hence e(i4o) < e{A*). Necessity of n alternations for best approximation not having a 
Straddle point has been shown and theorem is proven. 
Corollary 2.1.1. Let. two continuous functions f~ and /"*" have a best simultaneous 
approximation F{A*, x) with no straddle point. There exists a continuous function f 
whose error E {A'.x) with respect to the same approximant coincides with the errors 
E~{A',T) and E'^{A*,x) in the neighbourhood of their absolute m.axim,a and has no 
other ahsolute maxima. F{A^^x) is a best approxim.ation to f. 
Uniqueness of best approximations. For the uniqueness problem we need to 
<OI».SK1«T doubU' zeros, which are interior zeros at which a sign does not occur. 
Lemma 2.1.2. Let F he an approximating function unisolvent of degree n, then the 
difjmwf of two distinct approximations has less than n zeros, counting double zeros 
tunce. 
Lemma 2.1.3. / / F{A*,x) has n altem.ations and ^ o , ^ * o,fe best then 
F{A*,x) — F{Ao,x) has n zeros, counting double zeros twice. 
Proof of the Lemma 2.1.3. At a + point of F{A*,X),F{AQ,X) - F{A\x) > 0 
and a - point, of F{AQ,X) — F{A*,x) < 0. Let {-^ 0, • • • , .T„} be a set of ordered 
points on which alternation with respect to F{A*,x) takes place. On each interval 
[xk, Xfc+i], F{Ao, x) — F{A*, x) must have a zero. It is possible for two adjacent intervals 
to contain only one zero but it is readily seen by drawing a diagram that such a zero 
must be double zero. 
From Theorem 2.1.1, Lemma 2.1.2, Lemma 2.1.3 we have the following: 
Theorem 2.1.2. If F{A*,x) has n alternations it is a unique best approximation to 
f~ and f^ on [o, b]. 
In case only a straddle point occurs best approximations may not be imique. 
Let us now consider approximation problems which can be reduced to tiip approx-
imation problem studied in this note. First, suppose / is a bounded function on [n.b]. 
then it is clear that the problem of minimizing j|/(.r) - F{A,x)\\ can be replaced by 
the problem of approximation of two functions f~.f'^, 
f-{x) = lmiinf/(ii), /+ ( .T) = li_ni sup/(u) , 
which differ from / only at points of discontinuity. In caae / is continuous the best 
10 
approximation has n alternations and is unique (this is the classical case), whereas if 
/ is not continuous best approximations may have only one straddle point and not 
be imique. For example, let f{x) = - 1 for x < 0, f{x) = 1 for x > 0, then if / is 
approximated by first degree polynomials on [-1,1], all polynomials ao; for 0 < a < 2 
are hes\ approximations and the point 0 is a straddle point. 
S«Hx>nclIy. suppose g{x, y) is a continuous function on a compact subsets S of 2-
sytacv Aw\ w wish to find a parameter A to minimize 
sup{lg(3:,?/)-F(A,x)l : {x,y)eS]. 
In case {x : (x, y) € 5} is an interval we can define 
g^{x) = sup{5(.r,y) : (x,y) G 5} , g~{x) = 'mi{g{x,y) : (x,y) G S}, 
f~{x) = liminf 5f~(M), f^i.^) = limsup5'''"(w). 
A problem in multivariable Chebyshev approximation, for which very few results are 
known, has been reduced to a problem of approximation on an interval, for which many 
results are known. 
Thirdly, the problem of simultaneous Chebyshev approximation of a finite number 
of continuous function / i , • • •, /m is the problem of choosing a parameter A to minimize 
max{| | / ,( .r)-F(/l , .70| | : A: = 1, • • • ,n7,} 
it suffices to define 
/+(.r) = max{fkix) : /? = 1, • • •, m}, 
f-{x) - min{/fc(.r) : k=l,---,m}, 
and the problem of simultaneous approximation of / " and /''" is an equivalcni a])prox-
imation problem. 
2.2. Let F{x) and f{x) he real valued functions, defined on a < x < b, where a < b 
are real mmibers. Let 5 denote a nonempty family of real valued functions defined 
on [o, 6]. The problem with which Diaz and McLaughlin [15] are concerned is that 
of simultaneously approximating F and / by elements of S. More exactly, we are 
concerned with the expression 
inf max{ sup \F{x) - s{x)\, sup \f{x) - s{x)\}. (2.2.1) 
•'£•3 a < x < 6 o < i < 6 
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Problems involving the expression (2.2.1) are discussed by Dunhum [25], Diaz [14]. If 
there exists s* E S such that the value of (2.2.1) actually equals 
max{ sup iF(.T) - s*(.r)|, sup |/(.-r) - s*(.r)|}, 
a<x<b a<x<b 
then we say that s* is a best simultaneous approximation to / and F. 
For convenience, we use in what follows, the notation 
\\g\\ = sup \g{x)\, 
n<x<b 
for a real valued function g{x) {a < x <b). 
An intresting special case of the simultaneous approximation problem occiu's when 
F and / are chosen to be continuous functions, and S = P,,, the polynomials (with 
real coefficients) of degree n or less (7?, a fixed positive integer). One might (>xpect, at 
first glance, that the element q E. Pn which best approximates the arithmetic mean of 
F and / is also an element from P„ which best approximates F and / simultaneously, 
i.e., that, if g G Pn and 
\\l{F + f)-q\\ = ini WUF + f) -p\\, 
then, also 
m a x { | l F - 9 | U | / - 9 | | } = i n f m a x { | | i ^ - p | | , | | / - p | | } . 
If this were actually the case, then the problem of the simultaneous approximation of 
the two functions F and / would be simply equivalent to the problem of the Chebyshev 
approximation of a single function, the arithmetic average (F + / ) / 2 . However, in 
general, this is not true as seen by choosing any F not in P„, and then choosing f £ Pn 
such that 
0 < I I / - P | | < \\F-pl 
where p € Pn, and p is the unique element of P„ which best approximates F, that is 
| | F - ^ | | = inf | | F - p | | . 
p€Pn 
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(The polynomial / could be chosen, for example, to be p + ||F - p||). In this 
example, we have 
i i ^ i i = wliF+D-liP+m = ^iiwliF+f) - p\\ 
(i.e., l{p + f) is the unique element of P^ which best approximates ^{F 4- / ) ) ; and on 
the other hand, by the way / was chosen, 
| | F - p | | = max{ | | (F -p | | , II /-PII} = iuf max{||(F - p||. | | / - p||} 
(i.e., p is the miique element of P„ which best approximates F and / simultaneously). 
Clearly, p ^ | (p + / ) , since | | / - p\\ > 0. 
Diaz and McLaughlin [15] show, that the problem of approximating F and / si-
multaneously is equivalent to what may be described as "the problem of approximating 
1{F + f) with the additive weight ftmction l\F - / | " . 
Theorem 2.2.1. For a and b real numbers (a < b), let F{x) and f{x) denote real 
valued functions, defined on the interval a < x < b. Let S denote a nonempty set of 
real valued functions defined on the interval a < x <b. Then, 
II \l{F + f)-s\+^-\F-f\ II = m a x { | | F - s | | , \\f - s\\} 
for 5 e 5 and hence inf | | |1(F + / ) - 5| + ^ | F - / | | 1 = inf max{||F - 5|| | | / - 5||}. 
Proof of the Theorem 2.2.1, The proof is based on the following lemma. 
Lemma 2.2.1. Ifm and n are real numbers, then 
| - (m + n)| + | - ( m - n ) | = max{|m|, |n |}. 
Proof of the Lemma 2.2.1. In the first place, the equation to be proved remains 
unaltered, either when m is replaced by -m, or when n is replaced by -n or both at 
once, hence it may be assumed that both m > 0 and n > 0. In the second place, the 
equation to be proved remains unaltered when m and n are interchanged; hence it may 
be assumed that m>n. Therefore, it may be assumed, without loss, that m > n > 0. 
But then desired equality is obvious. 
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Returning to the proof of the theorem. First identify F{x) — s{x) with m and 
f{x) — s{x) with n in the lemma, to obtain 
ll(F{x) + fix))~s{x)\ + ^\Fix)-fix)\ = max{\Fix) - s{x)l \f{x) - six)\}, 
on a < X < b. Then, taking the supremum, on both sides of this last equation, over 
a <x <b, and noticing that 
sup max{\Fix) - six)l \f(x)-six}\} = max{\\F - si \\f - s\\}, 
a<x<b 
yields directly the desired conclusion of Theorem 2.2.1. 
Theorem 2.2.1 can be looked at from a different point of view. That is, the problem 
of approximating, with an additive non-negative weight, a given function, by elements 
of S, is equivalent to simultaneously approximating two appropriate functions F and 
/ by elements of S. Diaz and McLaughlin [15] state the result formally. 
Theorem 2.2.2. For a and b real numbers (a < b), let g{x) and h{x) denote real 
valued functions on the interval a < x < b. Let S denote a nonemepty set of real 
valueji functions defined on the interval a < x <b. Then, for every s e S the following 
relations holds: 
II \h-s\^\g\ II = mBx{\\{h + g)-sl\\{h-g)-s\\} 
«n«lhrm-e mfjl | / , - s | + | ^ | || = inf max{||(/i+ y) - s||, [[(/i - 5) - sjj}. 
Proof of the Theorem 2.2.2. The proof follows Theorem 2.2.1 by identifying h-\- g 
with F and h - g with / . 
The prohlrm of simultaneous Chebyshev approximation of two real functions fx 
and /2 define on an interval [0,1] has been studied by Dunhum [25], Diaz and Mclaughhn 
[15]. 
Diaz and Mclaughlin posed a natural question: 
Is an equivalent result, such as proved above for real valued functions, also valid 
for complex valued function? If there is, the method of proof cannot be identical to 
that in the real case considered above, because the crucial Lemma 2.2.1 does not carry 
over to complex numbers, as can be readily seen by taking n?, = 1 + i and n = I ~ i. 
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2.3. The problem of best simultaneous approximation of two function in abstracts 
cases (Normed linear space) has been discussed by Holland and Sahney [37]. 
Definition 2.3.1. Let X be a normed linear space and K he. a. subset of X. Given 
any two elements a:i,3;2 € X define: 
d{xi,X2 : A:) = inf m^(|!a:i - A;||, \\x2 - k\\). 
An element k* € K is siad to be a best simultaneous approximation to xi and X2 if: 
d{xi,X2 : k) = maxdixi - A;*||, \\x2 - k*\\) 
It was shown that the best simultaneous approximation exists if the set K is a finite 
dimensional subspace of the normed linear space X. 
Lemma 2.3.1. Let 0:1,3:2 G X and let k e X. Then 
(l){k) = maxdla?! - fcj|, \\x2 — A;||) is a continuous functional on X. 
Proof of the Lemma 2.3.1. Since the norm \\xi - k\\, \\x2 - ^|| are continuous 
functionals on k on X. (j){k) is clearly a continuous functional. 
Lemma 2.3.2. If K is a finite dimensional subspace of a normed linear space X, then 
there exists a best simultaneous approxim.ation k* E K to xi,X2 G X. 
Proof of the Lemma 2.3.2. Let p = maxdJa^iH, ||a:2||) consider the spheres S{xi,p), 
S(T2.p} in K and write: 
S = S(xi,p)uS{x2,p). 
Thru 
inf.max(||.Ti - A:||, \\x2 - k\\) = inf m^(||a:i - A:||, ||.T2 - k\\) < p. 
Since 5 is compact, the continuous functional 4>{k) defined on S attains its minimum 
over S. If min (l>{k) — 4){k*) then the element k* is a best simultaneous approximation 
to xi and X2. 
Lemma 2.3.3. Let K be a convex subset of X, andxi,X2 € X. Ifk\,k2 G K are best 
simultaneous approximations to .T],.T2 by the elements of K, then: 
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Xki + (1 — A)/i'2 = />• € A', 0 < A < 1, is also a best sinmltaneous approxirnafioTi 
to Xi,X2. 
Proof of the Lemma 2.3.3. Since 
max(l|.ri - A:l|, \\x2 - h\\) 
= max(||A(.ri - -^ i) + (1 - X){x^ - k2}\\, \\X{x2 - ki) + (1 - A)(.T2 - k2)\\ 
< max(Ai|.Ti - A:,|| + (1 - X)\\x, - kil X\\x2 - k,\\ + (1 - X)\\x2 - k^) 
< Amax(||.Ti-A^i||||.T2-A:i|| + ( l-A)max(| | . r i-A:2| | , \\x2-k2\\) 
< Xd{xi,X2;k) + {l-X)d{xi,X2;k) 
= d{xi,X2;k) 
and the reverse inequality always holds, Goel et.al [32] conclude that: 
max(i|3:i-fc||,||ar2-fc||) = d{xi,X2,k). 
If i^ is a subspace of a strictly convex normal linear space X, then it is known 
that there is at most one best approximation to any element x € X — K. Similar result 
for best simultaneous approximation is proved: 
Proposition 2.3.1. Let K be a subspace of a strictly convex normed linear space X, 
then there is at most one best simultaneous approximation from the elements of K, to 
any two elements Xx,X2 € X. 
Proof of the Proposition 2.3.1. Suppose ki and k^ are best simultaneous approxi-
mations to 2:1,2:2. Let d = max(||2:i — ki), jja;2 — h.\\), [i = 1,2). Then there are two 
cases to consider. 
(a) Let \\xi — ki\\ = d and j|3:2 — A;i|j = / < d (or vice-versa), and write d — l = e. we 
can find a convex neighbourhood U C. K oikx such that: 
d-e/A < \\xi-k\\ < d + e/A 
and 
l-e/A < \\x2-k\\ < l + e/A, k e U. 
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Thas tn<ix(l|.r, - A-j], \\x2 - k\\) = ||.TI - k\\ whenever keU. Further, ||.ri - A;]! > d. The 
clcnu'nt l- = Xkj + (1 - A)A:i € U provided A is sufBcently small and non zero. Since 
k i> alx) ,1 lM->t sinniltanooxis approximation by Lemma 2.3.3, we have \\xi — k\\ = d. 
Houfvrr i.f 1 - A] W — d and ||.ri — (A:i + k)/2\\ = d. From these last three relations and 
tin- -fru t cunvcxity of the norm we deduce that ki = k, thus k\ = k^. 
ih: A^>uiu<' ;, '1 - A-i|i = ||.T2 — A:i|| = d and also ||.TI — A:2|| = \\x2 — k2\\ = d (if not 
thru tii«' previous argument holds). Write: A: = (A-^i + k2)/2, then there are three 
p<»^ .^sihihti<•s. either 
(i) ||.r, - A-ll = II.T2 - A'll = d 
(ii) ||.ci - A-|| = d and Ij.r^  - A:|| < d, or 
(iii) ||.Ti -k\\<d and j|.X2 - A^ | = d. 
In all the three cases we have either: 
\\x:-k4 = \\xr-k2\\ = \\xr-ik^+k2)/2l 
or 
k2-A-i | | = ||.r2-A:2|| = l|.r2-(A:i + A:2)/2i|, 
or both. Using the strict con\-exity of the norm we deduce that A^i = A-2. 
Let K be a closed and convex subset of a Banach space X. If X is nnifornily 
com'ex, then e\'erv element in X has a unique best approximation from the elenicuts of 
A'. In this section Goel et.al [32] show that a similar result holds for best siuiultancoiis 
approximation. 
Proposit ion 2.3.2. Let K and X be as above, thev any two elements X].x2 € X hacf 
a unique best siw.ultaneous approximation from the elements of K. 
Proof of the Proposit ion 2.3.2. Let 
d = mfmax(||.r,-A-ll, ||.r2 - A-||) 
and {A-„} be a sequence of elements in A' such that: 
Jiin^max(i|.ri - A'„|i, j|.r2 - A-„||) -> d. 
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it can aiisume without los-s of generality that d = I. 
Let 4 , = max(l|.ri - A-„,||, ||.r2 - A-„,||), then d,„ > 1 and 
||.r, - A„ 
d 
< 1. (2.3.i; 
m 
Consider 
and write 
2 rf,„ d„ d,„ + d„ 2d„4„ 
Since A'is convex ,i/,„„ € A'. Hence max(jl.r, - (/„,„j|. ii:r.2-,(/,„„i|) > 1 ami c(M\se<iueu(ly 
max' •• 24,f/,, 2'rf,n dn 2d,„d„ 2 d,„ r/„ 
= max(||.7-i - i/„.„l|, 11.7-2 - y„,n\\) > • 
Therefore atleast one of the following is trne: 
Iji^llA + £1^ 1^ 11 > ^ ^ ± ^ (2.3.2) 
||fLZi™ + ££_l:^|| > ^ ^ ± ^ (2.3.3) 
Urn Ujj flm'^i Tn^-n 
Suppose (2.3.2) is true, then, from (2.3.1) and the imiform convexity of the norm it 
follows that for any given e > 0, there exists a A^  such that 
d n 
Using (2.3.4) and the fact that rf„ —^  i it can be shown that the sequence {kn} is a 
Cauchy sequence, hence it converges to some k in X. Since K is closed, k e K. The 
element k is the unique best simultaneous approximation. 
In an inner produce space the problem of best simultaneous approximation is 
relatively much easier. Let H he a real inner produce space and G be a subspace 
of H. Consider two elements .Ti,.r2 € H, which have best approximations, say gi,g2 
from the elements of G. If ||.ri — g2\\ < \\^'2 ~ 92\\i then §2 is also a best simultaneous 
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approximation. Similarly if H.rj — £/i|| < \\.TI ~ g\\\, then g\ is also a best simultaneous 
approximation. If the above two conditions are not satisfied then 
r, -= ,V;, +(1 - A)(/,.. (()< A< 1). 
is the best simultaneous approximation, where A is given by 
i k i - 5 l l = ! N - 5 l i - (2.3.5) 
For this it need to show that 
max( | l . r i -^ + 5||, \\x2 - g + g\\ > \\x, - g\\ = (||.r2-^|!) V r/e G. 
on the contrary suppose that there exists a. g E G such that 
W-^h - 9 + 9\\ < W^i - g\\, (2.3.6) 
and 
\\-r2 - g + 9\\ < \\xr - 9\\- (2-3.7) 
from (2.3.6) and (2.3.7) we obtain 
and 
/ ^ ^  {9,9) 
{x2-9i,9)<—2X"-
Adding these two 
ixi-92 + x,-g„g)<-^-i^[^ + ^ ] 
or 
{xi - 91,g) + {X2 - 92,9) < - ^ ^ \ \ + Y^A^ 
i.e. 0 < —(p,^)/2[(l/(l - A)) -(- 1/A] since by hypothesis xi — gi, X2- g2 -^ G, which 
is a contradiction. 
In 1976, Brondsted [10] point out that the result of Goel et.al [32] on best simul-
taneous approximation are easy consequences of simple facts about convex functions. 
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Given a noiiixtl linear space X, a convex subset K of X, the points xi,X2 in A^ , Goel 
et al. i32j (lisc\issed existence and \miqueness of k* 6 K such that 
max(ll.r,-A:*i|, 11.7:2-ril) = inf max(||.Ti - A:||, |l.r2 - A:|i), 
fcSK 
If consider ipi{k) : — ||.r,- - A-|| for z = 1,2, v? := <^ i V c/?2 and 
then existence of k* means that A is non-empty, and imiqueness of k* means that A 
is at most one-pointed. Now. 91 and <p2 are norm continuous and convex functions on 
A', and therefore ip is norm continuous cind convex on K. In particuhir, the le\-(4 sets 
L{a): - {keK\^{k)<a} 
are norm-closed (relatively to A') and convex. Furthermore, they are bounded. 
Note that 
.4 = n{L{a)\ mi^{K) <a}. 
The above discussion conclude the following: 
The set 4^ is convex: (Lemma 2.3.3). Infact. .4 is level set. 
When A' is (a closed subset of) a finite dinu^nsional subs{)ace of A', then .4 7^  0: 
Lemma 2.3.2. In fact, under the conditions stated the level sets are compact. (Here 
convexity is not involved). 
When X is reflexive Banach space (e.g. when A' is a uniformly convex Banach 
space), and K is closed then A ^ (li; the existence statement of Proposition 2.3.2. In 
fact, being norm-closed and convex, the level sets are weakly closed. By the bounded-
ness and the reflexivity of X it next follows that the level sets are weakly compact. 
In order to obtain uniqueness of statements one needs the following easy result: 
Lemma 2.3.4. If X is a strictly convex space, then (f is not constant on any segm.ent. 
Proof of the Lemima 2.3.4. Suppose that (f = a on a, segment [ko, ki]. By the strict 
convexity of X,ipi cannot be constant on [ko, ki]. Therefore, we must have ipi{k) < a 
for some k € [ko, ki]. By the continuity of ipi on [^ O) ^ 1] it next follows that we have 
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ifi < a on a whole aubsegment of [A^o, A:i]. But then we must have (/?2 = « on this 
subsegment, which is contradicted by the strict convexity of X. 
Now it follows from the Lemma if X is strictly convex, then A is at most one-
pointed. This proves Proposition 2.3.1 and the uniqueness statement of Proposition 
2.3.2. 
2.4. Phillips and Sahney [60] have considered the problem of simultaneoxis approxi-
mation of two functions with respect to the Li and L2 norm. 
Holland and Sahney [37] studied the following two questions: 
(i) What is the behaviour of the simultaneous approximation of n functions, in the 
L2 norm? 
(ii) What is the behaviour, in the Lp norm, of the simultaneous approximation of 
two functions which are Lp-integrable, given that p is an even natural number. 
They dealt with the first question. Let S be the non empty set of real or complex-
valued square integrable functions defined on an interval [a, 6]. 
The following theorem is based on definition of simultaneous approximation. 
Theorem 2.4.1. For s and fi defiined as above., 
¥X\\f'-4l = -^^M^tfi-4l + ^j:\\fi-fjf2 (2.4.1) 
Corollary. An tUmrnt s* € S is the. best simultaneous approximMion to the n func-
t'uiu- f.. fy • • . fn fi'i an Z,2 norm.) if and only if it is a best approximation to the mean 
i(ih.' <if tilt fi,tirti(>ii>. i.e. to 
1 " 
Proof of the Theorem 2.4.1. The following identity can be easily verified, 
(X:a,)^  + E(«^-«.)' = n±a^. (2.4.2) 
i=l i<j 3=1 
Let \is choose o,; — fi — s where s £ S. Then we have 
itiM-r) ~ s{.r)r + EiM-^-) - ./.(•^O)' = " tifA^) - ^(-^0)' (2.4.3) 
i = l i<j j=l 
21 
integrating each side form a to 6 and dividing by n. we obtain 
n 
(2.4.4) 
1=1 '" i<j j=l 
taking the infimum over all s G 5, we obtain the theorem. 
Holland and Sahney [37] studied the second question. 
L<'i us iussiiine that / i , /2 and all s € 5 are Lp integrable. 
Definition 2.-4.1. If there exists an element s E S such that 
(2.4.5) 
'111 I, wf -sav th.if >* i.s the best simultaneous approximation to the function / i and /2 
ill ilif A,, norm. 
Thf toli'Aviiij; theorem is about in the case when p is an even natural rmmber. 
Theorem 2.4.2. For s,f\ and f2 as above, and p an even natural number, 
p/2 
inf[ | | / i-6' | |^+| | /2-s| |^] = 2inf{E P 
ses ^es^^^\2kj Ja 
/ l ( . r ) - / 2 ( . T ) 
fM±m_,^j''' 
2k 
dx] (2.4.6) 
This theorem essentially says the following: the best simultaneous approximation 
to the two functions (in the L,, norm), is equivalent to the best apjjroximation to the 
mean value of th(^  fmictions in a certain sense, such that weight functions become 
involved as multipliers. 
Proof of the Theorem 2.4.2. We first show the existence of the right hand side in 
iense ( 
Since 
the s  of the Lj, norm 
g{x)h{x)dx < {/ cf(x)dxY''~{[ h'(x)dxY'' 
•la .In 
(2. 
where - + - = 1, and gix) and /?(.?•) are .suitably integrable. we have for aii\- .s £ .5'. 
2(1: C^ t i ^ ^ -^  .,,,,-„-. w£)^^i^p.-„„,) 
A-=0 V 9 
99 
-M>:'{.;;.)!!^-^irMi^ii?}- (2.4.8) 
, „/.U-/' ' 2 "^  " 2 
\vhi( h iiiiplit- thi' <'xist('nce of the right hand side of (2.4.6). 
i5\ u i^iiv; the identity 
p/2 / \ 
,„ ^ /,)/• ^^n-b)" = 2Y,{oi ]"^~^''b'"' (2.4.9) 
fc=o \2''7 
for p wen, and writing a + b = fi — s, a — b = f2 — s we have 
{h'sr + {f2-sr = 2 | : ( 2 ' l ) ( H ^ - ^ ) " ' ' ^ ^ ^ ' " ^2.4.10) 
integrating the last expression from a to b and taking the infimnm over all s e 5, hence 
the result. 
To establish the error bound they from the follow^ing 
(i) Since 
^\^ ( ^\\\-^^^ -^'^ ,\\P-2k ufl - f2n2k _ r | | / l + / 2 ii , \\f]_zJl II V 
+ [ | | ^ ^ - ^ l l p - | | ^ ^ l l p r (2.4.11) 
if 5* is the best simultaneous approximation to f\ and /2 in the Lj, norm and if .s** i> 
the best approximation to — - — in the Lp norm then 
/ l + 1-2 . , | | , ||./l — /:• \\fi-s*\\'; + \\f2-sx < [II^^V^-.^*ll.+ 2 9 " '^J 1/' 
+ [||^ ^^ - nip - W^^U" (2.4.12) 
(ii) Let if be a Hilbert space with the inner product (•, •) and let ||a||^ = {'''•(') '^ <^  ^ ii<' 
norm induced by the inner product. If we define the best simultaneous approximation 
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to 7? elements fi- fi-' - • - fn ^vith respect to some set S C H, by an element ,s* € .9 
which satisfies 
Wo can obtain a resnlt similar to theorem (2.4.1). 
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CHAPTER 3 
BEST Li-APPROXIMATION BY POLYNOMIAL 
3.1. Lot L\[0,1] be the space of real-valued Lebesgue integrable functions on [0,1] with 
norm |]/||i = /J | f{x) \ d{x)\ C[0,1] C -LiiO, 1] the subspace of continuous function; 
U„ C C\(). 1] an n-dimensional Harr subspace. 
Bv thf (liL-^ sical theorem of Jackson [40], for any / € C[0,1] there exists a unique 
i)<.i\i;.>i!i:.i] />„(/) € Vn such that 
ll/-/>»(/)lli = mf | | / - 9 n | | i . (3.1.1) 
In what ftillows. /J„(/) will always denote the best Li-approximation to / G C[0,1]. 
I h-' \\>\\A approach to the Li-approximation problem consists in replacing in 
(3.1.1 i the 11-norm by a discrete Li-norm. 
Let 0 = .7\, < .Tj < ••• < XN < .TAT+I = 1 be a discrete set of points on [0,1]: 
A.Tj = Xi+i — .T,;, X* = {xi + .Tj+i)/2, i = 0, N taking the abbreviation n7?n = {n, n + 
1, •••,??? — 1,777,}), 6 — maxo<i<N A.r^. Then we can define the discrete Li-norm by 
Il/lk6 = E I /(.<) I A.r, (3.1.2) 
t=0 
and look for solutions of the Li-approximation problem for this (semi) norm: 
Wf-MDehs = inf \\f-qn\\i,6. (3.1.3) 
The best discrete Li-approximation PniDd is not unique in general. Andras Kroo [50] 
denoted by Y^,{f)6 ^he .set of polynomial Pnif)s satisfying (3.1.3). A detailed di.scu.ssioii 
of best discrete Li-approximation can be foimd in Rice [63] and Riviliu [65]. In [65] it is 
.shown that the solution of (3.1.3) can be obtained as a solution of a linear j)r<)};ranmuu^ 
problem. 
It is natural to expect that for / G C[0.1] all p„{f)s tend to p„{f) as (^ -- 0. i.e., 
-sup | | p „ ( / ) - / ^ „ ( / ) « | | c - 0 (6^0). 
i>,.(f)ey„(.n, 
where || • \\c is the suprenium norm. This result was first proved by Motzkin and Walsh 
[56]. It also follows from a general theor(nn of Kri])ke [48]. 
Andnvs Kroo [50] interested in the rate of convergence oi pn{f)d fo/;„(/) as S —> 0. 
This problem was attacked by Usow [78]. Set LipA/(a) = {f e C[0.1] : uJf(h) < A//?"}, 
where uJf{h) = sup|,,, ,._,|.„/, | /(.c,) - /(.r,,) |; M > 0. 0 < n < 1: and let {<!>,)]' , he a 
basis in U„. Usow [7(i] iias sliown that if / and (y?, (U < /' < n) belong to Lip,\/i and 
the set of zeros of / — ViXJ) i^  of nieasnre zero and contains at least // isolated points, 
then 
•sup WPnU) - Pn{f)6\\c = 0{^b). ( 3 . 1 . 1 ) 
where the constant in 0 dejiends only on / and ('„. 
The question of sharpness of the estimation (3.1.4) remained ojx'n. 
The main residt is that for a wide class of fimctions 
•sup \\PM)-Pn{m\c = Oi^-f{S)). (3.1.5) 
and this rate of convergence is the best possible in general. Evidently. (3.1.5) is a 
strong improvement of (3.1.4). (it is interesting to observe that the rate of con\-ergenc(> 
in discretization of Chebyshev approximation is also u>f{6) as reported in Cheney [13]. 
3.2. In what follows {v'JILi will always be a basis in f/„ and Andras Kroo [50] assmne 
that ifi ~ 1 and cpi G Lip^/.l (2 < i < 7i) for some M* > 0. 
Andras Kroo [50] start with a generalization of Usow's theorem. 
Theorem 3.2.1. / / / € Lip^ja andO < 6 < ci {a,M,Un) then 
sup \\Pn{f)-Pn{f)s\\c < C2{a, M, Un)6^^^''-''\ (3.2.1) 
Pnif)6€Yn(fh 
where the constants Cj{a, M, Un) (i = 1, 2) depend only on a, M, [/„. 
Theorem 3.2.1 is a generalization of Usow's result because it does not impose any 
restriction on the set of zeros of / —pn{f) and estimation (3.2.1) is uniform on the class 
of functions Lip^f a. But from the point of view of the rate of convergence it does not 
improve (3.1.4), because the proof of Theorem 3.2.1 goes essentially along the same 
lines as that of (3.1.4). 
The main result is as follows: 
Theorem 3.2.2. Let f £ C[0,1] and<pi{\ <i<n) be twice continuously differentiable. 
26 
If f — Pnif) has a finite numher of zeros and 5 is small enough, then 
^UP \\Pn{!)-Pn[!Uc < C;{f,U„)wj{b), 13.2.2) 
Pn{fh€Y„(f), 
where the constant c^{f.Uri) depends only on f and U„. Moreover estimatiov (3.2.2) 
ca.n not he im.proved in f/eneral. 
Remark 1. The condition / £ hipj^ja is not essential in Ttieorem 3.2.1. An r.stiiiiatioii 
for the rate of conx'ergence also can be given in case / G C[0. 1]. But in general ca.Ne. 
the order of convergence cannot be obtained explicitly; it will dejx'ud on ^7. 
R e m a r k 2. In gen(>ral th<> discrete Li-norni o f / can hv deiined l>y )Z'iLo I / ( 6 ) I ^•'^• 
where ^, G| .T,. .7-,_,_I | are arbitrary fixed points. In particnlar Usow considers the ca.se 
^, = .T, bnt his proof still goes for any ^j. Theorem 3.2.1 remains also true when ^, are 
arbitrary, but in the i)roof of Theorem 3.2.2 the choice of ^, to be middle i)(>int of the 
interval ] .7T,:,.T,_,_] | is es.sential. 
Remark 3 . The proof of Theorem 3.2.1 is baaed on a standard method, applying 
a strong unicity type result. This method waa used by Cheney [13]. In the case of 
Chebyshev approximation, by Peetre [59] for ip-approximation (1 < p < ex:) and by 
Usow [78] for Li-approximation. In contraat with Lj-approximation, this standard 
method gives sharp estimations in discretization of Chebyshev approximation. The 
proof of Theorem 3.2.2 which gives already the best possible estimation for the rate 
of convergence of discrete Li-approximation is based on more delicate considerations 
connected with specific features of approximation in Li-norm. 
3 .3 . Andras Kroo [50] need some simple propositions. In what follows c,(---) will 
denote constants depending only on quantities specified in the brackets. 
Proposi t ions 3 .3 .1 . For any Qn G Un and 0 < h < 1 
uJ,Ah) < C4{Un)\\qn\\ih, (3.3.1) 
where it may assume that c^lUn) > 1. 
Proof of the Propos i t ion 3 .3 .1 . Using that ipi G Lipj^l {I < i < n) and the 
equivalence of norms in finite-dimensional spaces Andras Kroo [50] have for 
n 
i=l 
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^'9„(/0 < ) ^ i fli I ^<p,W < ArhY^ I Oi |< C4{Un)\\q„\\h 
? = i 7:=i 
Propositions 3.3.2. For aiiij q„ G U„ and 0 < (5 < l/c4(t/„) 
Iknili < 2||9„||i,^, (3.3.2) 
lk.|lM < ^Iknlli, (3.3.3) 
Proof of the Proposition 3.3.2. Obviously, for any / 6 C[0,1] 
i ll/lli - ll/lli/ I < ^/(<5/2). (3.3.4) 
Hence and (3.3.1) 
Mknill - llgnlll,^  I < Wg„{5/2)< \\qn\\l < ^ — 
This immediately implies (3.3.2) and (3.3.3) 
Propositions 3.3.3. Let f G C[0,1], Pn{f)s e Yn{f)s, where 0<6 < l/c^iUn). Then, 
for any 0 < h < 1 
O^pAfW < C5{Un)Uf{h), (3.3.5) 
^pM{h) < c,{Un)uJf{h). (3.3.6) 
Proof of the Proposition 3.3.3. Set /(.r) = /(.r) - /(O). Evidently p„(/) = 
/ ' j / i - /lO). I>,Af)s-f{0)=Pn{f)s e y„(/)6. Therefore by (3.3.1), it have a;^ (^/)(/?.) = 
- • , . . , r ' - i < <-iir„)\\p,Af)hh < 2c4{Un)\\f\\lh < 2c4(f/„)||/| |e/?. < 2C4(t/„)cJ;(l)/?^ < 
}r , / ., - ,(//' h.T.- we u-sod the inequality ojfil)h < 2uf{h)). Further by (3.3.1), (3.3.2) 
-•I'mnAf') = ^Pn(fh(^-) ^ Ci{Un)\\Pn{f)6hh 
< 2c,{Un)\\Pn{f)6h,6h<Ac,{Un)\\fh,6h 
< 4c4(f/„)(||/||i+a;;(<5))/,, 
< 8c4(t/„)u;/(l)/?, < 16c4([/„)u;/(/;.)-
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Proposit ions 3.3.4. Let f € C[0,1], PniDs e Yn{f)s, where 0<6< l/c^iUn). Then 
\\f-Pn{f)sh < \\f-Pnif)h+C7{Un)u;f(6) (3.3.7) 
Proof of the Proposit ion 3.3.4. Equation (3.3.4) and Proposition 3.3.3 imply 
\\f-Pn{f)6h < \\f - PnimU + UJj{6) + Up„^j^,{6) 
< \\f-Pn{mi,6 + {l+Ce{Un))uJfi6) 
< 11/ - Pn{f)\\l + ^f{S) + U,^{f){6) + (1 + C,{Un))u;f{8) 
< \\f-Pn{f)h+Cy{Un)Uf{6). 
The following strong unicity type theorem is proved in [49]. 
Proof of the Theorem 3.2.1. Let /* e C[0,1], p„(/*) = 0 and ujp{h) < uih), where 
uj{h) is a fixed modulus of continuity then 
^Mknh : Qn e Un, Wf* ' 9n||i < Wfh + 2e} < csi^v, f/„)/.(e), (3.3.8) 
when' /.(f) i.s the inverse of S^ie) = JQ (e — u{t))dt and e > 0 is an arbitrary real 
for /.^^ ' IS (irfiiHHl. i.e.. 0 < e < JQ{UJ{1) -u{t))dt. 
F..r / € I J I ) \ , 0 .s<'t f* = f - Pnif); Qn = Pn{f)6 " Pn{f), where Pn{f)s ^ K(/)« 
.in.! II • -^  - I < i>rj. ThenPnif*) = 0 and by (3.3.5), ujf.{h) < cg{A4, UrCjh". Setting 
- i l> ... M.l\ h" vv.' ()l)tain I^{e) = cio(a, M, f/„)e"/("+^). Further by (3.3.5) 
r - ' / . . l l i - l i r l i l - l l / - ? ^ n ( / ) . | i l - | | / - P n ( / ) | | l 
< MCj{Un)S''. 
Heuce by (3.2.8) for any 0 < (5 < cn (a, M, t/„) 
lbn(/)-Pn(/)6||c < Ci2(f/„)|bn(/)-Pn(/)6||l 
3.4. Andras Kroo [50] start with verifying the upper boimd of Theorem 3.2.2. 
Evidently they assumed that /;„ = 0 and / has finite numbers zeros. Let 0 < /j < 
• • • < ,^„. < 1 be all the zeros of / inside (0,1). Set to = 0, tm+i = 1 (^ o aiid f,„+x may 
also be zeros of / ) and / = mino<,<m(^+i — t,). 
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Throughout the rest of the proof they assume that 8 < mm{t/A, l/c4{Un)}-
For aii\- k- = 0.77? + 1 set 
= 0; i,. = max{j : xj < h. - 6/2} {k=l,m+l), 
N iiiinfj : Xj>tk + 6/2} {k = 0,m) : s,n+i = N + 1. 
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T^ < tk-.rr, <— (A: = 1,777+1), 
6 36 ,, ^ , 
- < Xsk-tk < Y (A: = 0,777,); 
(3.4.i; 
hence .7\.^ . < .r,^ .^ , [k = 0,777.) and 
6 
2 < :r., - .T., < 3<5 (A: = 0,777. + ! ) . (3.4.2) 
Further by {fk]'^^Q and {-Tilj^ o^ we define a Unear operator D acting from C[0,1] 
into Loo[0,1]. F o r ^ e C [ 0 , l ] . 
D{g) = g, X G[.r,:,.,.r,J (A: = 0,m + 1), 
(3.4.3) 
= ^(.?-;). .7- G [.r,. .7v+i] (-7 = 0, iV); i ^ k, Sk - I; k = 0, //7 + 1). 
Obviously for any .7- G [0,1], 
.sign/ = s i g n D ( / ) (3.4.4) 
Andras Kroo [50] establislied some properties of D. 
Propos i t ion 3.4 .1 . Let g e C[0.1], 1 < A- < m. Then for any x € [0. l] 
\D{g.x)~-g{f,)\ < 2w,{\x~f,\). (3.4..-;) 
Proof of Propos i t ion 3.4 .1 . A.ssume. that x > f),.. then for x G [^A-. 'SJ. D{g.x) = 
g{x)\ thus (3.4.5) is evident. Fiutlier if x > .J-.,^ . tlien x G [:r,.. .r,.+ i] for some r and 
tlierefore D{g,x) is equal to g[x) or g{x*.). Thus by (3.4.1) 
\D{g.x)^g{f,.) < \9{.T)-g(f,.)\ + \D{g.x)-gix)\ 
< ^^{r-t,) + u;g{6/2) 
< ujg{x -tk) + ujgixs, -fk) < 2ujg{x -ik). 
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for r < /i th«' {)roc)f can be obtained analogously. 
LK'tnnia 3.4.1. For or/// </„ € U„, 
! f' Diqn)sign D{f) dx < ci^{Un)\\qn\\c6^ • (3.4.7) 
• ' 0 
Proof of the Lemma 3.4.1. By Andras Kroo [50] assumption Pnif) = 0 and / hem 
a linit.' imnibfT of zeros. Then (3.4.4), for any q^ G Un 
/ qn sign D{f) dx = I q^ sign / dx = 0. (3.4.7) 
Further again using (3.4.4) gives 
/ D{qn) sign D{f) dx = J^ ' 9» ^^S^ fd^+Y^lk Y. ' 
• '0 k=0 •'^•'k k=Q i=si,. 
where fi, = sign / while x e\ Xs^.,Xi^,_^^ \. Thus by (3.4.7) 
/ ' D(Q„) sign D{f) dx I = I / £>((?„) sign D{f) dx - I ?„ sign D{f) dx | 
./o ./o ./o 
m U + i ~ l "J. U + i - 1 /•.T, + i 
ZTA: E 97j(-OA.r,—5];7A. ^ / q„dx 
(r=0 i = s ^ . fc=0 i=.S)i. 
7(1 U + i - 1 
fc=0 J=S/t ,. A . • ^ . •AT:, 
Hence, using the representation 
9.(.T) = g„(.r;) + (.r - .r;)g„(.r;) + / ' ( . r - fKit) dt 
I q„ix^)Ax, - f q„ dx I < i r"' Hx - t)q:{t) dt dx | 
• '.r, •IT, • ' T ' 
< A.r,||g;;i|,<^^, (3.4.9) 
Set T = maxi<,<„ ||v'"||c- Then 
! = 1 i=\ 
(3.4.6) directly obtained by (3.4.8) and (3.4.9). 
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Corollary 3.4.1. For any q„ € U^,. 
\\D{J)-D[qr,)h-\\D{r)h >2 I \D{f)-D{q„)\ dx-cMU,,M>t^'- (•^ .^ I-ID) 
whrre A[f.q„) = {.r € [0.1]: 0 < D{f) < D{q„) or D{q„) < D[f) < 0}, 
Proof of the Corollary 3.4.1. By (3.4.6) it gives 
||i^(./")-/^('7.)||.-||/^(./")ll 
•1 / • ! 
/O 
= / {D{f) - D{q„Wign{Dif) - D{q„)) - signD(/)]ci.r - / D(q„)s^guD[f)dr 
.o -A) 
> 2/' \D[f)~D[q„)\ d.r-v,,[U„)\\q„l^-. 
•I.Uf.Q.,) 
Lemma 3.4.2. For any g 6 C[Q. 1] 
I lP(p)lli - ll^llu I < ci7(/)HW- (3-4.li; 
Proof of the Lemma 3.4.2. By simple calculations 
I \\D{9)h - MWe I 
m+l i-x m 'fc+i + 1 N 
= I E / 'l^U-^ + E E UCr*! A.T, - E I (^-O I A.r, 
= lEZ i\9\-\ 9{^*) \)dx 
m+l 
k=0 
Thus (3.4.11) follows from (3.4.2). 
Corollary 3.4.2. LetpniDs € Yn{f)s. Then 
f I D{f) - D{p4f)s) I dx < crsif, Un)6u>f{6) (3.4.12) 
Proof of the Corollary 3.4.2. By (3.3.2) and (3.3.4), 
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l>u{f)A\c < CMUn)\\Pn{f)6h<2CiQiUn)\\Pnif)6\U,6 
< 4Ci9([/„)||/||i,^ 
< 4ci9(^„)( | | / | | i+a;/(l)) = C2o{f,Un). 
Thrr.io:,.. according to (3.4.10) (3.4.11) and (3.3.6), 
/ \ D{f) - D{p„{f)s) \ dx 
'A{f,PnU)6 
< l/2{\\D{f) - D{pMs)h - \\D{f)h} + c-nif, Un)6' 
= 1/2{||D(/ - ;;„(/),||i - | |D(/)| | i} + c,,{f, U„)S' 
< 1/2(11/ - PniDshs - WfWiA + cu{f)Sujf{6) 
< C22{f.U„)6u;f{6). 
Thus estimation (3.4.12) is proved. 
Now Andras Kroo [50] was able to prove the upper bound of Theorem 3.2.2. the\- nun-
assume that ujf{h) is strictly increasing for any 0 < h < I, because ujf{h) < ^•f{li) + h < 
{l + 2/a^'/(l)} ij{h). where cj(/?) + /? is already a strictly increasing modulus of contiuuitN-. 
Let {f*}'^i G (0. 1) be the points of change of sign of / . Evidently / > /;. (Otherwise, 
by a well known theorem, there exists a q* 6 i'„ \ 0 with sign (7* = sign / \\iu<ii 
contradicts (3.4.7). 
Therefore for any q„ G U„ 
WcjnWc < C23(^„) max I 9„(f*) I (c23(f/„) > 1) (3.4.13) 
1 < J < 1 •> 
Set: 0^ = 0, t^_^_l = 1, F = mino<j</max '^<.T</* | f{x) |, F > 0. Assume that 6 is so 
small that 
«iip \\Pr,{f)s\\c < min{l ,F}. (3.4.14) 
Pr,{f)6eY„{f)6 
Take an arbitrary 7;„(/)i G Y„{f)s\0. According to (3.4.13) there exists a ^ G (0,1) 
such that / changes its sign at ^ (thus / ( ^ = 0) and \\Pn{f)s\\c < C23{Un) \ Pnif^Os I-
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Wirhour 1(.» of sf^nrrality it can be assumed that Pn{f,Os > 0 ^^^ f(^) > 0 while 
.'• •; s,.'/) where ;/ is the next point where / changes its sign. By (3.4.5) 
0<D{f)<2ufix-O, rei^,v)- (3.4.15) 
Analogously by (3.4.5), (3.3.1) and (3.4.14), 
D{Pn{f)6) > Pn{f,0s-2LU,^^^Jx-0 
> -^JPM)S\\C - 2c,{Un)\\Pn{f)sUr - 0 
C23(c/rJ 
> -^JPn{f)s\\c-C2A{Un){x-0, ^^{i,V)- (3-4.16) 
It follows from (3.4.14) that there exists x G (^ ,77) such that 
2 ^ / ( . r - 0 = -^JPn{f)s\\c-C2M>.)i^-0- (3.4.17) 
Further, (3.4.17) implies that 
•f>^ + ^ 'jHc2o{f.Ur,)\\Pn{f)s\\c) = ^ + Uj'i2uJf(h)). ( . 1 1 . I M 
where h is defined as solution of the equation 
WMDsWc = -77-r7-,M>>)- (3.4.19) 
By (3.4.15), (3.4.16) and (3.4.17) Andraa Kroo [50] find for x e (^,.r) 
D{pM)6)-D{f) > 2 { ^ v ( . r - 0 - - ' / ( . r - 0 } > 0; D{f) > Q. 
Hence applying (3.4,12) and (3.4.18) 
C,s{fMn)SuJf{S) > fjD{pM)s) - D{f)} dx 
> 2J\uj{x-i)-ujf{x-i)}dx 
> 2 / {2uf{h)-Uf{x)}dx 
J (J 
rh 
> 2 {2uf{h)-uf{x)}dx > 2ujf{h)h. 
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This immediately implies that h < C2(){f.U„)6. Finally, substituting this estimation in 
(3.4.19) 
| |p.(/)^| |x < C27{f,Un)^'f{S). 
The upper bound of Theorem 3.2.2 is proved. 
Andras Kroo [50] gave now a counterexample showing that estimation (3.2.2) is 
in general the best possible. 
Consider the system of function {<y?,})Lj spanning U„. By a theorem H()l)l)y and 
Rice [35] there exist points 0 = yo < yi < • • • < yn < Vn+i = 1 such that for any 
l<j<n 
j^i-iy r^\i{x) dx = 0. (3.4.20) 
i=o •'y-
Let 0 < 6 < mino<i<„(yi+i - yi)/2 and set ai = yi- 6/A; bi = yi + 36/4 [i = l ,n) . 
Evidently, we can choose the finite point set 0 = XQ < a^ i < • • • < x^ < .x^ v+i = 1 in 
such way that {.Xijj^ 'o^  fl {oi.bi) = 0 (z = l ,n) and maxo<j<Ar A.TJ = 6. Let uj be an 
arbitrary modulus of continuity and define / by 
2/i + 2/i+i' f{x) = {-iyu{x-y{)l2, 
= (-l)M2/w-.^)/2, 
= u ; (y i - .T) /2 , 
= (-l)"a;(.r-y„)/2, 
Then C2sU){h) < w/ih) < u{h), 
xe 
x e 
Vi, 2 
yi + yt+i 
(i = l,n- 1), 
-, Vi+i (2 = 1 ,77, -1) , 
^- e | yn-yn+i I • 
1 
l / (^*)l > ^(4)72 > ^u;i6), z = 0,N. 
and by (3.4.20), p„(/) = 0. To prove that 
sup |b„(/), | |e > ^ . 
Takr .tu arbitrary /7„(/)^ e V'„(/)g. It may assume that 
wiS) 
(3.4.21) 
(3.4.22) 
!/>.(/).^lic< 64 (3.4.23) 
35 
(In the opposite case there is nothing to prove). By the characterization theorem of 
best discrete Li-approximation for any g„ € Un [65], for any Qn G [/„ 
I f; qn{x*)Ax, sign{/(.<) - PM. X*)S} | > E I 9n(.<) I A.r,, (3.4.24) 
i=0 i = / 
where 7 = {z : /(x*) = p„(/,.r*)5)}. But by (3.4.21) and (3.4.23), I is empty and 
sign{f{x*)-pn{f,x*)s} = sign/(x*)(z = C^V). Thus it follows from (3.4.24), that for 
any q„ € f/„ 
f:g„(.<)Aa:,sign/(a:*) = 0. (3.4.25) 
2=0 
Set Qn = pn{f)s + u;(<5)/32. Then by (3A23), ||9„||e < u{6)/lQ. Thus by (3.4.21), 
sign{/(x^) - g„(x*)} = sign f{x*) {i = 0j7). Using (3.4.25) Kroo [50] by the charac-
terization theorem that ^„ 6 Ki(/)«- But (3.4.23) yields 
ll^ nllc > ^ u;{6) - WpniMc > ^ w{6)- (3.4.26) 
hence (3.4.24) is verified. 
The proof of Theorem 3.2.2 is complete. 
3.5. The Li-approximation on finite sets was discussed Andras Kroo [50]. Who has 
given the rate of convergence of the best discrete Li-approximation. It is evident to 
find out the best Li-approximation for the Cauchy continuous function on [0,1]. Let Q 
denote the Banach space of Cauchy continuous function defined on the interval [0,1]. 
Let M denote the closed convex cone in Q comprised of non decreasing function for / 
in Q and 1 < p < Q. Let f(p) denote the best [/ approximation of / by elements of 
M 
If / Is a Ixjunded Lebesque measurable function defined on [0,1] and A is a subset of 
LacjO. 1] such that, for each p, 1 < p < oo, there exists a unique best Lp-approximation 
/p to / hy elrm<'iits of A, then / is said to have the Polya property if /oo = limp_oo fp 
Is wf'll d»»{in<Hi as a bounded measiurable function: if p„ —> oo, then lim„/p„ exists a.e. 
on [0. 11 Thbi limit is known to exist in a number of situations, and in each case the 
limit function i.-« a best £oo-approximation which is better in some way than all other 
iM t^ J[.3^-apj)roxinuition. Some of the investigations into the existence and the nature 
of this limit may be seen in [16,17,18,19,20,61,62,63]. A related question concerns the 
limit as /; —> 1. / i s said to have the Polya-one property if / i = limpn fp is well defined 
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as a bounded measurable function. In [18] it was shown that the Polya-one property 
obtains in the case where / is bounded and approximately continuous and A is the 
set of nondecreaiiing functions. Huotari [38] established the same result in the casv 
where / is any quasi continuous function. They begin by showing that the Polya-one 
])roperty holds if / is a real valued functions with finite domain. 
Let X — {.Ti, • • • ,.r„} be a finite subset of R with .TI < X2 < ••• < .r„. Let 
V = V{x) be the linear space of bounded real functions on X and M„ = M{X) C \' 
the convex cone of nondecreasing functions in V, i.e., functions h satisfying h{.v) < h{y) 
whenever x,y G X and x < y. For each p, 1 < p < oo, define a weighted /j,-norm || • ||P 
by 
t = i 
where / G V is identified with its set of values {/(xj); i = 1, • • •, n}, denoted by {/j}, 
and 10 = {wi : i = 1, • • •, n} > 0 is a given weight function satisfying 5Z"_i Wi = I. 
Let f = {fi} in V be fixed. For each p,l < p < oo, denoted by Pp the following 
optimization problem: find gp = {gp^i : i = 1, • • •, n} in M„, if one exists, such that 
ll/-^pll^ = inHWf - h\\l; he Mr,}. 
To describe the known solutions to these problems, They first defined L C AT to be 
lower set if Xi E L and Xi e X, Xj < Xi, implies that Xj e L. Similarly, it call U C X, 
an upper set if Xi e U and Xj e X, Xj > Xi implies that Xj G U. To simplify the 
notation writing i eY C X to indicate that Xi G Y. Let p in (1, oo) be fixed. Let 
L and U be lower and upper sets, respectively, such that LnU is not empty. Define 
Up{L n U) to be the unique real numbers minimizing I]{tOj | /j — u j ^ : jf G L fl [/}. Let 
9p ~ {9p,i • 2 = 1, • • •: ^ } be the function defined on X by 
gvi= max min UJLnU). . (3.5.1) 
The solution of the problem Pp for 1 < p < oo is known to be given by (3.5.1) see [27]. 
Ubhaya [77] studied the convergence of gp as p ^ oo. His first objective was to show 
that convergence also results if p is allowed to decrease to one. 
Lemma 3.5.1. Suppose [a,b] C M and F = {fx : X e A] is a family of strictly 
convex functions on R such that, for all A in A, the minimizer, xx, of fx is contained 
in (a, 6). Define ip : {F.\\ • JJoo) —^Rby tp{fx) = xx- Then ip is continuous. 
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Proof of Lemma 3.5.1. Let / i in F and a < max{3:i - a,b - xi} be given. Let 
2P = min{/i(a;i - a) - fiixi),fi{xi + a) - fiixi)}. Then \ x - Xi \> a implies 
that fi{xi) > fi{xi) + 213. Suppose that max{| fi{x) - f2{x) \: x e (a, 6)} < p. If 
\x2 — Xi j> a, then 
f2{Xl) > f2ix2) > /l(.T2) -0> fM) + P, 
a contradiction. Thus \ X2 — x-^ \ a. 
Definition 3.5.1. Let a = - | | / | |oo, b = \\f\\oo and define functions Tp : [a, b]" -^ R 
and Kp : [a, 6] —> i? for 1 < ;>< oo by 
i=l 
n 
wherp u = (ui, • • •,Un) € [a,6]" and u G [a,b]. 
Lcmnia 3.5.2. For each p, 1 < p < oo, Kp is strictly convex and has a unique 
mmtmtzfr Uj,. utth Up in [a,b]. 
Proof of Lemma 3.5.2. Whenever 1 < p < oo and 1 < i < n | /j — u |^  is a strictly 
con\i'x function of u. Since w > 0, Kp is also strictly convex, which entails the existence 
cin<i uaiciucness of Up. It is clear that a < Up < b. 
Lemma 3.5.3. In the present context 
and 
lim(rp(u)VP = ri(u) 
limiKpiu)'^^ = m{u), 
pli 
the convergence being uniform, on the compact sets [a, 6]" and [a, b] respectively. 
Proof of the Lemma 3.5.3. Whenever u G [a, 6]". I <i <n and p <2, 
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where m(/) = 2^  inax{||/||^, 1}. Let e > 0 be given. For any u in [a, 6]" and 0 < a < 1 
- , , . l\V(l+a) 
.=-1 i=l 
n 
+ \{E^i\fr-Ui |}V(i+")} _ ^ ^ . I / . _ ^, I (3.5.2) 
t = i 1=1 
Since the map .r »-» .r'/(^+'*) is continuous for rr > 0, there exists <5 > 0 such that the 
first sunimand of (3.5.2) is less than e/2 whenever 
| r i + a ( u ) - r i ( u ) | < ( 5 (3.5.3) 
To see that there is an a small enough to satisfy (3.5.3), consider the function F{x, a) = 
xi+" - X. Then dF/dx = (1 + a).T" - 1, dF/dx = 0 only when x = XQ = (1 + a ) - i / " 
and F{xo) = (1 + a)-(i+i/") - (1 + a)-i/'^. Let 
5 (a ) = 2max{| F{xo,a) \, \ [m(/)]^+'^ - m(/) |} 
Then sup{| F{x, a) : 0 < .r < m{f)} < B{a), so for u in [a, 6]" and 1 < / < n, 
Thus 
| r i + , ( u ) - r i ( u ) | < X : ^ i l l / ^ - « i P ^ " - | / ^ - ^ > l l 
i = l 
n. 
< B{a)J^Wi - fi(Q). 
! = 1 
Since hniQjo F{xo, a) = 0, it is clear that there exists QQ > 0 such that, for 0 < a < oo. 
5 (a ) < 6. This establishes (3.5.3). 
To treat the second summand of (3.5.2), let x = Yl"=i '^i I fi — w, |. Then 0 < .?• < 
Et tv2 | | / | | oo-2 | | / |U . Define G by 
G{x,0) = .r(i+^)-.T. 
Then dG/dx = (1 + /?)-i.r-^/(i+^) - 1, dG/dx = 0 only when x = XQ = (1 + /?)-(i+i/^) 
and G{xo, /?) = (! + P)'^/'^ - (1 + /?)-(i+i/'3). Since G{xo, a) = -F ( .TO, a) , the device 
of the previous paragraph shows that there exists /?o > 0 such that, for 0 < /? < /?o, 
| , ^ l / ( l + / 3 ) _ . ^ | < , / 2 
39 
Let 7o = min{Qo, /?o}- Then for 0 < 7 < 70, and for any u in [a, 6]", 
| n + » ^ / ( ^ + - ^ ) - n ( u ) | < 6 . (3.5.4) 
The second Umit follows from the first if taking u = {uu, • • • ,u). This conchides the 
proof of Lemma (3.5.3). 
A consequence of the proof of Lemma (3.5.3) may be noted of this time: for 
1 < p < 00, let 
dn{p)=M{\\f-^\\l- ueM„} = i n f { | l / - u E : u e M „ n [ a , 5 r } . 
Then 
limdnip) = dn{l). (3.5.5) 
Indeed, from (3.5.4), for all e > 0, there exists 70 > 0 such that, for 0 < 7 < 70, 
iii/-ur^-ii/-uii:i<e. 
Then 
i n f { | | / - u | | i , - 6 : u e M n n [ a , 6 n 
< i n f { | | / - u||i,+^ : u e M „ n [ a , 6 n 
< i n f i l l / - u | | i , + e: u e M „ n [ a , 6 n ; 
so I d„(l + 7) — d„(l) |< e. That a similar statement holds for d(p) = inf{| | / - w||^ : 
u€ R} can be seen by letting u = {u,u,---,u) in (3.5.5). 
Theorem 3.5.1. For 1 <p < 00, let Up be the unique minimizer of Kp. Then limpj] Up 
exists, ifu\ — limup then Ui is a minimizer of KI. 
Proof of the Theorem 3.5.1. By Lemma (3.5.2) {Kp : 1 < p < 00} is a family 
of Ktrictly convex functions on R with each Up in [a,b]. Thus by Lemma 3.5.1, a > 0 
an<l \ < q < oc implies that there exists 0{Kq, a) > 0 such that, for 1 < r < 00 and 
nuix{| K,(u) - AV(M) |: U G [a,b]} < /3{Kq,a). We have \ Uq - Ur \< a. By reasoning 
similar to thai •'stablishing (3.5.3), Kp —> Kq uniformly on [a,b] as p -^ q so there exists 
f' > 0 ^uch that \q - r \< 6, 
max{| Kq{u) - Kr{u) |: u G [a, 6]} < B{Kq,a). 
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Thus, the map p ^-^ Up is right continuous on (1, oo). Similarly, p i-> Up is left continu-
ous. Suppose hnipji u,, does not exist. Let v' = Imip^itip and v" = limpnUp. Choose ?/o 
so that v' <uo < v" and, for 1 < i < n, fi-UQ^ 0. Since p-^ Upis continuous, there 
exists an infinite sequence [pt,] such that pt, [ 1 and, for all A" > 1, Up^. — UQ. Consider 
the fimction 
n 
F{p) = K'p{uo) = pYlwi I fi - tio r~^ sgn (/i - uo). 
7 = 1 
for all k > 1, F{pk) = 0 so 1 is a limit point of the set of zeros of F . Since f{z) is entire, 
it is identically zero, whence Up = UQ for all p > 1, a. contradiction. Thus lini,jjij (/,, 
exists. 
Since ^ w, = 1. we can apply inequality of Hardy [34] for any p> \. 
d{i) < wf-uji < wf-upw:,. 
Since d{p) —> rf(l), by (3.5.5), and Up —» u^, by the previous paragraph | | / — «] \\l, = 
d{l), whence ui is a minimizer of KJ. 
Theorem 3.5.2. The solution Qp = {gpi : i = 1, • • •, n} of the problem. Pp converges 
as p [1 to a solution 
9i = {gi,i •• i = l , - - - , n } (3.5.6) 
of the problem. Pi. 
Proof of the Theorem 3,5.2. The solution pp of the problem Pp, 1 < p < oo, is 
given by (3.5.1). Considering L n [/ instead of X in Theorem 3.5.1, we conclude that 
limpji Up {L n U) exists. Let ui(L n U) denote this limit. Since the number of lower 
and upper sets is finite, from (3.5.1) it follows that the Hmit of Qp^i exists as p j, 1 for 
all i. It remains to be shown that gi is a solution of the problem Pj. Since gp is non 
decreasing for each p> 1, gi, also has this property. 
As in the proof of Theorem 3.5.1 
dn(I) < \\f-9p\\l < \\f-9p\C. 
Since d„(p) -^ d„(l) by (3.5.5), and Qp —>• gi by the previous paragraph, 
ll/-^illi, = 4(1), 
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whence ^i is a solution to the problem Pi. This concludes the proof of Theorem 3.5.5, 
and accomplishes first objective. 
A function / : [0,1] —> 1? is said to be quasi continuous if it has discontinuities of 
the first kind only. Let Q denote the set of all quasi continuous functions, their goal 
wpfp to generalize Theorem 3.5.2 to the case where f E Q-
I>'t P (U'uote the set of partitions TT = {ij : i = 0,1, • • •, n} of [0,1] (i.e., 0 = J^o < 
1^ < •• < /„ = 1). let /£• denote the indicator function of a subset E of [0,1] (i.e., 
It. 11 - I if '• i> ui £ and IE{^) = 0 otherwise), and let S denote the dense linear 
.siil»>|)ar«' of Q txMuprised of simple step functions of the form 
n n 
For a subset A oi Q, let A* denote the set of left continuous elements of A. Then 
/ is in S* if there exists TT in P such that 
i>\ 
For a bounded function / and TT in P, /„ in S* is defined by 
U{x) = sup{/(2/); y G [^o,^i]}, x e [to,ti] 
= sup{/(y); y G [fi-uti]}, ^ € [^,;-i,^,]. '• > 1 
/TT is defined by replacing sup with inf. 
A bounded function / is in Q* if and only if, for any e > 0, there exists IT in P 
such that Q < J-n — fji_< e. This allows the use of Theorem 3.5.5. 
Because Lp is a \miformly convex Banach space, 1 < p < oo, for each / in Q* there 
exists a unique nearest point fp in M*. Recalling the following result of Darst [20]. 
Theorem 3.5.3. Let f in S* he given hy 
n 
Let w = {wj : / = 1. • • -, /?} be defined hy xu, = /, - f,_i for all. i. For I < p < oo, let 
Qp he as defined hy (3.5.1). Then fp is given hy 
1=2 
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Theorem 3.5.4. Let f in S* and fp be. as given in Theorem. 3.5.3. Then fp converges 
as p i 1 to the monotone increasing function / i in S* given by 
n 
i=2 
where gi^i = linipji^p,, is given by (3.5.6). Moreover, fi is a best Li-approxim.ation to 
f by nondecreasing functions. 
Proof of the Theorem 3.5.4. For each i, I < i < n, let Xi = {U + ti_i)/2 and let 
X = {xi, • • •, Xn}. Consider {fi = f{xi) : i = 1,- • • ,n} as a finite real valued function 
on X. Let w be defined as above. Then Theorem 3.5.2 impHes that gp converges to pj. 
Therefore linipiifp exists and is given by (3.5.7). 
For the second part of the theorem, note that the conclusion of Theorem 3.5.2 
holds for any weight function w = {wi : i = 1,• • • ,n} which satisfies the conditions 
w > 0 and J2wi = 1. For each i, I <i <n, let Wi = 1/n: then Theorem 3.5.2 implies 
that 
n n 
T,^~^\fi-9i,i\ < E'^~M/i-^L h = {hi: i = l,---,n}eMn, 
i= l 1=1 
whence 
J2\fi-9i,i\ < El/ i- /*l , heMn. (3.5.8) 
t = l i = l 
Thus / i is a best Li-approximation to / by elements of 5"*. Let hhe a, nondecreasing 
fimction defined on [0,1]. Huotari [38] show that there is a nondecreasing function g 
in 5* such that 
11/-Pill < Wf-hh. 
Indeed, for each i. I < i < n, let gi be the reaLnumber in the interval [h{ti^i), h{ti)] 
nearest to /,. Then for each i, 
/ ' • \f.-9i\ < r \fi-h{x)\. 
Now define g on [0,1] by 
9 = 9JlOM]+J29J[ti-uU]-
i=2 
Then g is in 5* and it follows from the last inequality together with (3.5.8) that 
II / - /1II1 < II / -5II1 < JlZ-z^Jii. 
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This concludes the proof of Theorem 3.5.4. Theorem 3.5.4 is sHghtly altered form of 
Theorem in [38]. 
The remainder of the proof in [20] is now easily adopted to yield principal result. 
Theorem 3.5.5. Let f ^ Q- Then there exist nondecreasing functions fp. 1 < p < oc. 
such that each fp is (up to equivalence) a best Lp-approxim-ation to f by nondecreasing 
functions and fp converges uniformly to f\ as p decreases to one. 
Example 3.5.1. If g is ho\mded nieasiirable function on an interval [d.b]. then g 
has the uniform Polya-one property if gp converges uniformly as /; -^ 1 to a best L\-
approximation to g by elements of M. An example of a bounded measurable function on 
a compact interval which does not have the uniform Polya-one property is constructed 
as follows: For n > 1, let 
a„ = X:(2i-' + 4-), 
A = [0,l/2]u(J[a„,6„], 
n=2 
7 
and g = /^[O, 7/3). Since m = [g = 0] > -, gi = 0. U t > 0 and n > 1 are given, let 
F{x) = 2 - " ( 1 - J : ) 1 + ' - | - ( 2 - " + 4 - " ) X ^ + ' 
Then F(x) = 0 implies that x = XQ(t,n) = {(1 + 2-")i/ ' + l}-\ which is the value of 
gi^t on the interval [a„,c„+i]. Since Xo{t,n) increases to 1/2 as n -^ oo, there exists 
N such that, for n > N, Xo{t,n,) > 1/4. Thus \\gi+t - gi\\oo > 1/4 so gi+t does not 
converge in Loo to ^i as i j 0. Let 
oo 
B = [0,7/3]-(2-l-4-^2-l+4-3)-^J{(an-4-^G„+4-3")U(6„-4-^6„+4-^")}. 
n=2 
Then g\B may be extended to a function which is continuous [0,7/3] and does not have 
uniform Polya-one property. 
3.6. Let u!i,---,Un {n > 2 be n-times continuously diflferentiable, strictly positive 
fvmctions defined on the real interval (a,/?) and let a e {oi,P) be fixed. Zwick [80] 
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d«*fiiMxl an extended complete Chebyshev system (£'CT-system) {UQ, 
Uuir) = uJ„{x) 
Ja 
ii„_i(.r) = uJnix) u;„_i(Cn-i) / • • • / Wite)rf6-- ' 
Ja Ja Ja 
,Un-i} by 
d^n-
This is, in fact, an ECT system: i.e., all of the Wronskions W[uo,- • • ,Ui] are 
strictly positive for / = 0, • • •, n — 1. ECT-systems, which are related to the notion 
of extended total positively were extensively investigated in [43]: Other good source 
in [72]. In approximation theory their importance lies in the fact that they share 
many of the properties of algt^braic polynomials (which may be constructed in this 
way by making all the Ui constant). Associated with this system of functions is a 
sequence of differential operators: Li = (l/a;„_j)Z) • • • D{l/un) (i = 0, • • • ,n— 1), D := 
dy/dx. Setting L := D{1/UJ\) • • • D{l/un) they saw that U = span{wo, • • •, '"n-i} is the 
nuUspace of the disconjugate differential operator L. 
Definition 3.6.1. A function (^  is generalized convex with respect to the J5CT-system 
{UQ, • • • ,Un-\} if the "augmented generalized Vandermonde" determinant 
UQ{XQ) 
UI{XQ) 
Uo{Xn) 
Ui{Xn) 
u„-\{x„) 
is nonnegative for all a < .TQ < • • • < .7:„ < (3. 
This set of generalized convex functions is a convex cone and is denoted by 
C{uo,- • • ,Un-i) Generahzed convex fimctions enjoys certain differentiabihty proper-
ties as described in [12,43]. In particular, their {n — 2)nd derivatives are continuous. 
If they have defined 
Lt^:= -D±-D---D-
then, for ^p G C{UQ, • • •, Un-i)-, L'^-i^ is right-continuous and nondecreasing and L~_i(f 
is left-continuous and nondecreasing. To a generahzed convex function (p we may 
associate a nonnegative, regular Borel measure fj. on (a,/?) by setting fi{[c,d]) = 
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Ln^i(p{d) — Ln-i<p{c) > 0. Then on any interval [a,b] C (a,/?), they had the rep-
resentation 
ip(x) = u(x)+ [ Kn{x,t) dii{t), xe[a,b] (3.6.1) 
V[a,6] 
with 
n-2 
i=0 
and Kn as defined below. This representation may be extended to all of [a, p] only if 
both of I/^-iV aJ^ 6 bounded in (a,/?). However, the set of generalized convex functions 
with such representations on [a,/?] is (uniformly) dense in C{XIQ, • • •,u„-i) (see [43]). 
Definition 3.6.2, Let / G L:(C[a,/3] and g e C{UQ,---,Un-\) r\L\[ot,0\ be given. 
Then p is a best Li-approximation for / from C{UQ^-- •, Wn-i) if 
\\f-9\\i--= f\f{^)-9i.^)\ dx = inf{ | | / -vp | | i : </. € C(tio, • • • ,^n- i)} . 
The concept of the "dual system" to an £^CT-system will be important in the 
considerations. The dual system is a basis for the null space of the formal adjoint of 
L, which is given by L* = (-l)"(l/a;„)Z) • • • (l/ui)D, D := d/dt. One such basis is 
ul{t) = 1^ 
u]{t) = j ^ a;i(ei) dCi, 
" ; - i ( 0 = / ^ i ( 6 ) / - - - / u;„-i(en-i)rf^n-i---rfe, 
Xtm- {«i^ . • • •. «Ii_i} is an £JCT-system, but not an £^CT-system; however, it may be 
triia*»fornied by a change of basis into the following (dual) jE'CT-system: 
ro = 1 
rt 
Mf) = /a;i(ei)a!6, 
J a 
Vn-lit) = UJii^l) • • • / UJn-l{^n-l) d^n-1 • • • d^. 
Ja Jo Jo 
Both of these dual systems play a role in the proof of Theorem 3.6.1. 
In order to introduce the notion of Chebyshevian spline, they first define the 
fundamental kernel, the Green function for L ([43] [72]): 
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= 0, ' ' ' t>:r 
A Chobyshevian spline is a function of tho form 
s{x) = u(.r) + ^Q,K„( . r , r , ) , (3.6.2) 
with knots a < TQ < • • • < n.+\ < p and u G U. Like polynomial splines, Chel)\-she\-i;ui 
splines are (/?, — 2)-times continuously differentiable and have jump discontinuities in 
the (77 — l)st derivative at the r, (provided the corresponding a, is not zero). 
Theorem 3.6,1. Let Ui,Ui, and {a, (3) be. as above and let g G C(uo. • • • • "n-i) be 
given. If [o, b] is contained in (a, (3) then there are Chebyshevian splines s and s on 
(a, f5), such that if ^ ^ C{UQ, • ••, Wn-i) coincides with g in (a, /?) \ (o, b) then 
s{x) < (p{x) < s{x), xG[a,b]. 
These extrem.al splines have the form. (3.6.2) with 
^•^•) = Y.'^Lig){a){ui{x)^{L-_^g){a)un-i{x). 
i=0 
Furthermore, s and s are unique, in [a, b] and we have: 
n even: For s, k = n/2 — 1, a = TQ < Ti < • • • < Tk+i = b; for s,k = n/2, 
a < Ti < • • • < Tk < b, ao = ak+i = 0; 
n odd: For s, k = [n — l ) /2, a = TQ < TI < ••• < Tk < b, a t^+i = 0; for 
s,k = {n— l ) /2, a <Ti < ••• < T^+I = b, ao = 0. 
The Chebyshevian splines s and s will be referred to as lower and upper extremal 
splines, respectively. Thiis s and s form the boundary of the "interpolating envelope" 
on [a, b] of generalized convex functions that agree with g outside of (a, b). 
Examples 3.6.1. For n = 2 and Wj = 1, a generalized convex function g is convex in 
the usual sense. In this case the upper extremal spUne s for an interval [a, b] is just the 
Hnear polynomial interpolant, and the lower extremal splines s is the piecewise linear 
function with at most one knot, which agrees with g at the endpoints and satisfies 
s'{a) = g'_{a), s'{b) = g'^{b). The interpolating envelope in this case is, thus a triangle. 
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In rho next oxainplo. n = 3, w.-, = I, and [a.h] = [-1, Ij. so tlial / ' ^^  sj)an{ 1, (,/• I 
1)](.T + 1)72} and g{x) = .r'^  - x is gonoralizoKl convex ("3-conv(>x"). Th(> iii)por and 
lower external splines in this case are quadratic polynomial splines with two knots each. 
Figure (1) shows s and s restricted to [—1,1]. 
s k 
/ 
1 
» - i \ ' 0 
! 
/ 
T 
Fig. 1 Example of an interpolating envelope for n = 3 
Proof of Theorem 3.6.1. If y? agrees with g outside of (a, 6) then (/? may be repre-
sented as in (3.6.1) with « as in the statement of the theorem and with // satisfying 
/ ul{i)dii{i)= [ ldfi{t) = fi{[a,b]) = Lt_^g{b)-L;[^,gia) (3.6.3) 
J[a,b] JWM 
Moreover 
/ K-i-i{t) dfi{t) = [ {UKn){b, t) diJ,{t) = Liiif-u){b) = U{g-u){b) (z - 0, • • •, n -2) 
J[a,b] J[a,b] 
Thus, this interpolation problem may be transformed into a moment problem for the 
dual fCT-system [UQ-,- • •,I'n-i]'-
f\,{t) dfi.{t) = a (z = 0, • • • ,n - 1) (3.6.4) 
.'a 
LvX M, denote the set of nonnegative Borel measures for which the moment condition 
i3.(i. I) are Silt i>h<'<i. Since an £'CT-system is also a Chebyshev system, by the Markov-
Kr»'iii 1 ln-op-ni '43.44..j.j] there are imique extermal measures // and p. in Ale such that 
foi .ill /( c M, <ind all f € C{UQ, • • •, i^n-i) 
/ iif)dii{t) < f mdiiit) < f mdm (3-6.5) 
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Th«>e extermal measures are discrete measures with mass distributed as follows: 
u rvjMi: fi has maiis at a and 6, and a,t k = n/2 — 1 intermediate points; fi has mass 
at k — u/2 inttTniediato points; 
ti luUi: fi has uo mass at a, and has mass at b, and at fc = (n — l) /2 intermediate 
tKHjjtx; fi has uo at b and has mass at a and at A: = n — 1/2 intermediate points. 
It should 1M» mentioned that these conclusions are valid provided // has sufficient 
UUIUIMT of nuiss points ("index n" [44]), otherwise, ^ is a spline on [a,b] and s,s and g 
all coincide. 
Functions ijj € C{i^o, • • • i J^n-i) have the representation 
^ W = Ht)+ f {-irKn{x,t)dn(x), te[a,b], 
with u G span{i/o, • • •, i^n-i} and //, a nonnegative Borel measure. In particular, for fixed 
X the function ip{t) := (—l)"^i^„(.r,^) is an element of C{uo, ••• ,1/^-1) and therefore 
(3.6.5) holds. The proof is now completed by adding (—1)"U(.T) to each term of (3.6.5) 
and setting 
s{x) := uix) + / Kn{x,t) dfiit), six) := uix) + [ A^,(.r,t) dp.{f) 
•i[a.b} -'[aM 
if n is even, and vice versa if n is odd. 
Remark 1. It can be shown that the knots of s and s strictly interlace. 
A simple consequence of (3.6.1) and the definition of Kn is the following estimate: 
Proposition 3.6.1. Let the conditions and conchisions of Theorem. 3.6.1 prevail. 
Then, for all a < r < q < b and x G [r, q\. 
0 < . - ( . r ) - . ( . r ) < A ^ i | - - i ^ n n , , 
where K = L'^_^g{b) — Lj,^ig{a) < oc and niy = max[a,6] | a;^  |, 
3.7. Let (Q,, fi.) be a finite measure space. The space of Bochner p integrable hmctions 
defined on (fi,/i) with values in a Banach space X is denoted by LP{H,X). It is well 
known [21] that i^(//, X) is a Banach space imder the norm 
ii/iip = {jmwd^i{t)y/^ i<p<oo. 
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A subspace £^  in a Banach space F is said to be proximinal if for each x e F there 
is at least one y £ E such that 
\\x-y\\ = d{x,E) = mi{\\x - z\\ : z e E} 
The element y is called a best approximant of x in E. 
Light and Cheney [54] proved that if y is a finite dimensional subspace of the 
Banach space X, then L^{(i,Y) is proximinal in L^{fi,X). Khalil [45] proved that 
Li(/x, y ) is proximinal in L^(fi^X). If Y is reflexive. Khalil and Deeb [46] prove that 
L^{fi,Y) is proximinal in L^{iJ.,X) if and only if lJ'{fj,,Y) is proximinal in i /( / i , A"), 
1 < p < 00. As a consequence, the result in [45] follows immediately. Further, if Y is 
a separable proximinal dual space then L^{^,Y) is proximinal in L^{fj,,X). 
Throughout KhaUl and Deeb [46], if A" is a Banach space, then X* denotes the 
dual of X. If y is a subspace of X, they set Y^ = {x* e X* : x*{y) = 0 for all y e T). 
The set of real numbers is denoted by R. 
All Banach space are assumed to be real Banach spaces. 
Let X be a Banach space and let y be a closed subspace of X. The following is 
the main result of KhaUl and Deeb [46]: 
Theorem 3.7.1. Let 1 <p < oo. The following are equivalent: 
(i) L^i/t, Y) is proximinal in L^ifi, X) 
(ti) 0(^i,Y) is proximinal in L^{fi,X). 
Proof of the Theorem 3.7.1. (ii)-^(i) Let / € D'{fi,X). Since the measure space 
(U./i) .^^  finit<\ / € L^{fi,X). By assumption there exists g E L^{fj,,Y) such that 
11/ - 9\\ < 11/ - fih for all h G L\fi,Y), by Lemma of [26], 
wm-mw < m-y\\ 
//.-alniocst «'ver>'where and for all y EY. Hence 
wm-gm < 11/(0-^ )^11 
/i-almost everywhere for all w e LP{fi, Y). Since 0 e y , it follows that \\g{t)\\ < 2||/(^)||. 
Hence g G LP{fi, y),and 
Wf-gWp < ll/-^llp 
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for nil IV eLP{ti,Y). 
Conversely (i)-^(ii) consider the map 
Jim) = wmr^'-'m 
If f{t) ^ 0, and J{f){t) = 0 otherwise. Then 
ii./(/)(oii = wmr^'-
Hence \\J{f)\\P = ll/ih- Clearly J is (1,-1). Further, if y G D'{ii,X). then /( /) = 
\\g(t)\r' g{t) € X and |i/{f)|| - \\g{t)f. Thus / € L ' ( / ' . ^ ) . Fiuther 
A.m) = [ii/(oii]'/"-'-Noir'i/(o 
Hence J is onto. Also J ( lH /^ ^)) = ^''(/'- >")• 
Now, let / e L^{ii.X). With no loss of generahty they assumed that f{t) ^ 0 
//-almost everywhere, for otherwise they restrict their measure to the support of / . 
Since J ( / ) € LP{fi.,X) then by assumption (ii), there exist some g € L'(//., F) such 
that 
\\Jif)-Ji9)\\p < \\j{f)-Amp 
for all h G L^ili, Y). Using the some argument as in Lemma [26], Khalil and Deeb [46] 
get 
\\Af){t)-A9m\\ < \Wm-y\\ 
//-almost everywhere for all ?/ G K. Hence 
Piim-Agmw < pum-wmr^'-'yi 
/i-almost everywhere for all y ^ Y. Multiplying both sides of the last inequality by 
| | /(i) |p-i/^ they get 
\\m-\\fm'-'^'-Mt)\\gm < \\m-y\\ 
for all yeY. Set w{t) = \\fit)\\^~'^/P\\git)\\^^P-'^g{t). Since g(t) is a best approximant 
of fit) in y , and 0 G y, it follows that \\g{t)\\ < 2\\f{t)\\. Hence w G L\fi,Y). 
Consequently 
||/(i)-^^)|| < \\m-e{t)\\ 
51 
//-almost everywhere for all Q € V-{^i,Y), and so ^ is a best approximant of / in 
L^(/i, Y). This ends the proof of the theorem. 
3.8. Let Pn denote the set of all real polynomials of degree not exceeding n and put 
(for any continuous / : [—1,1] —^  R) 
EJf) = inf / ' \f{t)'P{t)\ dt, n = 0,1,2,-•• 
/ I- -^ .ui! to Ix' i!i The Morkoff class Af^ , provided that {f — pf) f/n does not change sign 
oil ; 1 , w iifif / „( 0 denotes the /?-th Chebyshev polynomial of the second kind and 
jif (icnoio il,»> iiitcri)olation polynomial of / with respect to the zeros of t/„-
I' 1- ufii known that by [2] 
£ „ _ , ( / ) = \ fj{t)sgnUnit)dt\ for any / G M„ (n > 1) 
H. Brass [9] points out that 
msgnUAt)dt = 2 ^ W ) ( n - M ) - i (3 3^^ 
provided that tlu^ expansion 
oc 
is known. He remarks further that in many known examples the coefficients 6^ . tend 
rapidly to zero and that in these cases 2 | fe„ |= 2 | 6„(/) | yields an asymptotic 
expansion of En-iif) (all of his examples he in the Markoff class i\f„). 
Fiedler and Jurkat [30] derived upper and lower estimates for En-\{f) — 2b„ which 
are applicable even if / does not lie in the Markoff class A/„, such as 
/ ( / ) = cos(^'^) with i^ ' |>7r/2 
we have 
2K{f) = {A/TT) j_J{f)UAm-f')"''dt. (3.8.2) 
If / is an /?-fold integral of a real integrable function then (see [29]} 
fj{t)sgnU„it)dt= f^Vn{t)f^"\t)dt, (3.8.3) 
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where the kernel Vn{t) is given (as in [29]) 
\V„{t)\ < 23-" ( l - f2)" ,,,1/2/,,,! (3.8.4) 
for natural n and — 1 < ^ < 1-
Proposition 3.8.1. For neN , f e L^[-l, 1], bj = bj{f), 
< SEsn+iif). (3.8.5) Y ^ 0(2fc+l)(n+l)-l h 2A: + 1 
Proof of the Proposition 3.8.1. Define the Cj by 
3n+l 
^3.+i(/) = 11/- E^^^fclli 
fc=0 
From (3.8.1) gives 
.1 3n+l 
E3n+i{f) > I / ( / - Y.('kUk)sgnUndt 
•'—1 I—n fe=0 
= |2(6„-c„) + 2X; OO L 0(2fc+l)(n+l)-l 
2k+1 
The proposition follows since (observe (3.8.2) and | f/„(/)(l - f^)^^^ |< 1) 
k=0 
3n+l 
< (4 /7r ) | | / - E CfcC/fc(^ )||i = (4/7r)£;3n+i(/). 
fc=0 
Follow'iiii; pro[x»sition yields immediately the following general lower estimate: 
Corollary 3.8.1. For n eN , f e L^[-l, 1] 
^•.-i(/) > 2 | E ^ ^ ^ ^ S T T ^ I >2|tJ-3£;3n+i(/) 
fc=o 2A: + 1 
Proof of Corollary 3.8.1. The first inequality is an immediate consequence of 
and (3.8.1) and second inequality follows from the proposition. 
Remark. The lower estimate as given in the corollary is in general better than the 
trivial estimate (let p e Pn yield the best approximation) 
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E„M.n = l\ 1/(0-MOI df 
= \f_J{t)Un{m-t^y"dt\ = (7r/2)|6„(/)| 
Using (3.8.2) and the fact that U„{f){l - ff/'^ is orthogonal to P„_i. 
If b„, > 0 for //) > n tlien the corollary implies En-i{f) > '2b„{f) without aii\-
oo 
error term. This is the case. e.g.. if f{t) = Yl fk^ on [—1,1] with nj,. > 0 for /.• > /;, 
k=0 
since always 6„,(/*") > 0 as in [74]. 
3.9. One knows that / belongs to the Markoff class 7l/„, provided that /<"' > 0 on 
[-1,1], and then (3.8.1) is applicable for handhng £'n-i(/)- If /'"^ > 0 liokls true onlv 
in a neighbourhood of 0. then / will lie outside ,1/,, in general. Nevertheless wv havr 
the following result. 
Theorem 3.9.1. For n eN ; f E C" [-1,1]; /<"'(•?•) > 0 for \.r\ <8 <l. 
94-77 ,„ l /2 /. °o /i 
I E„^,{f) - 2bM) \< ^ ^ / (1 - t'r I /^ "HO \dt + 2\Y: ^%"'^ t^'^ "^ I . 
Proof of the Theorem 3.9.1. We get by [29] 
En-Xif) < I V,,{t) \ f^^'^t) \ dt 
- 1 
< 2 / Vn{t)\f^^Ht)\dt+ IVnif^f^'^HfUt 
S<\t\<l - 1 
= 1 + 11 (3.9.1) 
Now (3.8.3) and (3.8.1) yield 
II = 2Z P(2fc+l)(n+l)-l 
.=1 2A: + 1 
Thus the theorem follows from (3.8.4). 
Following Corollary 3.9.1 is a special case of Theorem if we use Proposition 3.8.5. 
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Corollary 3.9.1. For neN ; f e C" [ - l , 1]; /("^(.T) > 0 /or | a: | < <5 < 1. 
24-n^l/2 ,. 
It is obvious if we apply (3.9.1) and (3.8.4) 
Corollary 3.9.2. For neW ; f E C^^'^^l-l, 1]; /("^(.T) > 0 /or | .r | < (5 < 1. 
En-M - 26„(/) |< — ^ ^ p - y^  (1 - f'r I f^^Ht) j dt + 3£;3n+i(/). 
24-n j^\/2 
F.„ , . / ) - 2/)„(/) I < ^ r — / (1 - ^ ' )" I /"^(O dt 
94-3n „ l / 2 ,1 
l.t r / i / - 1 )*'cosu;.r. The case |u;| < 7r/2 was treated in [29]. Let | u \> 7r/2 
<iii«i put <• ~ '^z 'l)/\^'\ and q — l — S"^. Corollary 3.9.1 implies that (replace n by 2/7; 
26-2n 1/2 
i ^ 2 n - , ( / ) - 2 6 2 „ ( / ) | < ^^^^, g ^ V " + 3E6n^i(/). 
The right-hand side is exponentially smaller than E2n-i{f) by [29]. 
2l-2n 2n 
E2n-2{f) = ^2n-l(/) = (2n)! {^  + ^'-(V^')}-
It follows that 
£^2n-2(/) - £^2n-l(/) - 262„(/){l + OUn^/^?'")}. 
Using [74], the formnla 2b„ — n„ — o„+2 from Brass [9] with 
toobtam " " ; - ' ^ ' OS-^^9-)^ 
2b2nif) = 2{J2„(u;)-J2„+2(^)} ^ • • - . 
with Snyder [74] ' - ^ ,.., - ^ . ^ - ' ' ' • ' 
,k oc I ,2\r '^S ' ' • ' • • 
'^"^ - 2^-fr',4rr]{k + r)] 
So. in the present case, bon i^ explicitly known and can ea^ sily l)e expanded into 
an asymptotic series. In other cases it might lie useful to remember the formula 
Abramowitz and Stegun [1] 
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where 
and 
26„(/) - l'y:{t]f"Ht)dt, 
^^^'•^-'^"-^A'-^r 
^" r(??, + 3/2) ^ 
As another apphcation of (3.8.1) they remarked that the above theorem on the asymp-
totic behaviour of En-i{f) is connected with Fiedler and Jurkat [29]. In order to get 
asymptotic results from these theorems, one needs the quantities 
cnk = ^""' |^^|,^^^' £ V;(^)P dt for n > 1 and A: > 0 
explicitly. Applying (3.8.3) to f{t) = t""*"^ *^  and using (3.8.1) afterwards yields 
cnk = 2--'j\^'-''sgnUnit)dt 
= 2" V ^12r+lKn-fl)-l(/) 
r=o 2r + 1 
(n +1) t '^^^) ' 1 / n + 2k \ 
where the last equation is consequence of Snyder [74]. In particular they have 
(n + l)(n + 2k)\ , „ , 
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CHAPTER FOUR 
CHAPTER 4 
BEST POLYNOMIAL APPROXIMATION IN SPACES 
4 . 1 . The problem of best approximation (A) and best simultaneous approximation 
have been studied extensively by Singer [73], Diaz and Mclaughlin [15] and many others. 
A relationship between these two notions in inner product spaces and norm(xi linear 
spaces is establishcHl here. A suHici(>nt condition for the existence of best approximation 
(J5) of every element of a general normed linear space in an arbitrary subspac(> is also 
provided. A uniqueness theorem on best simultaneous approximation in metric space 
is proved. 
Let X be a normed linear space and G a subspace of X. 
Definition 4 .1 .1 . An element QQ 6 G is said to be a best aj^proximation (A) of the 
element .r G A' if and only if 
Ik-^oll < \\r-g\\ [cj^G). 
Definition 4.1.2. An element QQ ^ G \s said to be a best approximation (B) of the 
element .r 6 A^  if and onl>' if 
\\9o-9\\ < \\x-9\\ (geG). 
Definition 4.1.3. An element go E G is said to be a best simultaneous approximation 
of the pair .TJ , X2 in X if and only if 
max( | | .Ti-po | | , | |-T2-5o||) < raax(||.Ti - 5||, ||.T2 - ^||) (geG). 
In an inner product space, 
X ly ^ (x,y) = 0 
whereas in a normed linear space, 
x±y <^ \\x + ty\\ > \\x\\ 
for every scalar t. 
There are other definition for the notion of orthogonality in a normed hnear space, 
which are not used here (see James [41]). 
Definition 4.1.4. Let G be a subspace of an inner product space X (or a normed 
hnear space). Then G^ is defined as 
G^ = {x&X: X Lg for all g € G). 
Let y be a normed Hnear space and M a subspace of Y. Diaz and McLaughUn 
[15] have proved that the element q £ M which is a best approximation (A) of the 
arithmetic mean of F and f iuY need not be a best simultaneous approximation of 
the pair F. f. i.e.. the equality 
\\\{F + f)-q\\ = '^l\\\^F + f) - P\\ 
i i f f i ii"t iiiijiK ?hf f i p i a l i t y 
n - x ( „ r - 9 l l , II/-91I) = inf max( | | F -p | | , | | / - p | | ) . 
III fli;-^  <iirc< tioii the following theorems shall be proved. 
Theorem 4.1.1. Let X he an inner product space and G he a subspace of X. Then 
every pair .ri,X2 in G^ has a best simultaneous approximation in G, which is also a 
best approximation (A) of the ari.thm.etic mean of Xi and X2. 
Proof of the Theorem 4.1.1. Let ||.ri|! > ||.r2||. For all g^G. 
IkilUINll ^ \\xA? + \\gf > \\x2f + \\gf 
=> h'l-gf > \\x2-gr, a«.r,,.T2 6G-^  
^ W^i-gW > \\r2-9\\ 
=> max(||.r, -.911, ||.r, - ^||)= i|.r, - .9||. 
Since 
Ikif < lU'if + yf ig^G) 
it follows that 
and hence 
ll-''i|| = inf ||-''i -.911 
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I.e.. 
max(!l.ri||,l|.T.3il) - iuf max(||.r, - .(/H. ij.r., - .g|l) 
i.e.. O is a best simultaneous approximation of .rj and X2. 
Since, for all g G G 
it is obvious that 
Hence 
l^^^^f < ii^^^^-#-
•'''1 + - ' ^ 2 M • r II-"^l + • ' ^ 2 
mi 
" 2 " S6G" 2 
i.e., O is also a best approximation of | ( .TI + X2) in G. Similar proof if ||.T2|| > ||.ri||. 
Theorem 4.1.2, Let B be a norm.ed linear space and M be a subspace of B. Then 
every pair .Xi,3:2 in M^ has a best simultaneous approximation in M, which is also a 
best approximation (A) of ^{xi +.T2), ifxi and X2 are linearly dependent. 
Proof of the Theorem 4.1.2. Let \\xi\\ > \\x2\\. Then, for every g £ M and a 
(scalar), 
max(||.Ta||, H-T^H) = ||,ri|| 
< ll-'Ti + ag\\ 
< max(||a;j + ag\\, \\x2 + ag\\). 
Therefore 
max(||.Tx||, ||.r2||) = inf max(||xi - ^||, \\x2 - g\\) 
i.e., O is a best simultaneous approximation of X\ and X2. 
Since O is a best approximation (A) of every element 3:1 e M-'- and since whenever 
xi 6 M-"-, ax I G M^ {a scalar), it follows that 
.T1+.T2 Xx + \Xx A + '^\ ,f u 
has O as its best approximation (A). Similar proof if ||3:2|| > \\x\\\. 
Theorem 4.1.3. //. for every subspace V of X there exists atleast one elem.ent x G 
X\' *uth that r has a best approximation (B) in V, then for any subspace V of X 
lit 114 tlniimt in X has a best approximation (B) in V. 
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lor tilt' proof, we need lemma. 
Lemma 4.1.1. Let V,\V be two suhspaces of X such that V C W. If x ^ W has a 
best approximation (B) in W and if every element ofW has a best approxim.ation {B) 
in V, then x has a best approxim.ation (B) in V. 
Proof of the Lemma 4.1.1. Lot yo he a best approximation (B) in W of .r 
i.e.. l|.r-|/l| > \\yo-y\\ for all y e W. 
Let zo be a best approximation (B) in V of yo 
i.e.. ||,(;o-~ll > \\H-,-Z\\ for all z e V. 
Then 
ll^o-^ll < \\yo-z\\ < \\r~zl for all z e V. 
i.e., Q is a best approximation (5) of x in V. 
Proof of the Theorem 4.1.3. Let V be the eollection of all snbspaces (' (oiitaiiiiiii; 
V such that every element of U has a l^ est approximation (B) in V. Then V is not 
empty. Introduce partial ordering (set inclusion) in Y^. Clearly every chain in Y^ has 
an upper l^ound in Yl- Therefore by Zorn's lenuna. Yl has a maximal elenieut in Y^. 
Let W be a maximal element in Y-
Now, if 14' 7^  X. let ,r 0 W. Then, by assumption, x has a best approximation 
(B) in 11'. Every element of the subspace (:r,ll') has a best approximation (5) in V. 
which contradicts the maximality of W. 
Theorem 4.1,4. Every convex proximinal set in a strictly convex metric linear space 
is Chebyshev. 
Proof of the Theorem 4.1.4. Let A' be a convex proximinal set in a strictly convex 
metric hnear space {X, d) (see Ahuja et al. [3]). For a given pair .TI, .T2 in X, if possible, 
let ATJ , A-2 G iT be such that 
ma^{d{k*^,xi),d{k\,X2)] = ma.x{d{k2,Xi),d{k:^,X2)} = r 
where 
r = in{{max{d(k,Xi),d{k,X2)) : k E K} 
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Then 
d{k*,x^) < r, d{k;,x,) < r 
and 
d{klx2) < r, d{klx2) < r. 
X being strictly convex, 
rf(-J-2-^,.Ti)<r 
and 
k* + it* 
rf(-~—-,X2) < r, unless k^ = k2, 
whicii contradicts the definition of r, since \{k\ + ^2) ^ -^- H^nce k^^k*^. 
4.2. Th<' notion of approximately compact set was introduced by Efimov and Steckin 
'}.< 1.) -^ tudv the proi)lom of best approximation. Singer [73] has shown that if G is a 
iio!i-v(.)d .ipproxiinatoly compact set in a metric space (X,rf) then G is proximinal i.e. 
foi f . u h / • .V tii«> M't 
o -^(.j> = {5 eG|d( . r ,G)} = d{x,G)} is non - void. 
Soiiif properties of this set have been already proved Singer [73]. Here, Narang 
and Khanna [58 c] showed Theorem 4.2.1 that Q.G{X^ is compact if G is approximately 
compact, and also proved Theorem 4.2.2 than an approximately compact Cebysev set 
in a metric space (X, 0?) is a retraction of X. Finally, Narang and Khanna [58 c] estab-
lished Theorem 4.2.3 a relationship between best approximation and best simultaneous 
approximation in metric linear spaces by showing that if M is a subspace of a metric 
hnear space (X, rf) in which orthogonality is homogeneous then every pair -TI, .r2 in M^ 
has a best simultaneous approximation in M which is also a best approximation of 
\{x\ -f- x-^ if xx and .ro are linearly dependent. 
Definition 4.2.1. A set G in a metric space {X,d) is said to be 'approximatively 
compact" if for each x £ A' and every sequence (5„) in G with 
jkn fi(.T.^„) = dix.G) 
there exists a subsequence {gr^^) converging to an element of G. 
Definition 4.2.2. A set G in a metric space [X.d) is said to be •proximinal" if for 
each X € A' there exists a j)oint g E G which is nearest to x i.v. 
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ac,{-r) — {g & G : d{:t\g) = d{.r.G)} is non-empty for x G X. If oa{-r) consists of 
exactly one point for each x G A" then G is called a 'Cehysev spt\ 
Definition 4.2.3. If G is a proximinal set in a metric space {X,d) then the set-vahied 
mapping PG{^) defined on X, which takes each point x of X to the set aa{x) is called 
the 'nearest point map'ov metric projection. Clearly Paid) — 9 for each g € G. 
Definition 4.2.4. A snbset G of a metric space (X, d) is said to be a 'retraction' of X 
(notion due to Borsnk [6]) if there exists a continuous functions r : X -^ G such that 
r(y) = y for all y eG. 
Definition 4.2.5. An element x of a metric linear space {X, d) is said to be 'orthogonal' 
to another element y £ X (notion introduced in Narang [58 a]) .r ± ?/ if 
d(x, 0) < d{x, Xy) for each scalar A. 
If M is a subspace of a metric linear space {X, d), they defined M-^ as 
M-^ = {x eX : X Ig for all g € M}. 
Orthogonality in X is said to be 'homogeneous' if .-rj £ M^ implies axi € M-^ for 
every scalar a. 
Definition 4.2.6. Let G be a subspace of a metric space {X, d). An element go & G 
is said to be a 'best simultaneous approximation' of the pair Xi, X2 6 X if 
max{d{xi,go),d{x2,go)} = mlmax{d(xi,g),d{x2,g)}. 
The following theorem shows that the set of best approximation in G to an element 
x 6 X, i.e. the set Q(J(.T) is compact if G is approximately compact. 
Theorem 4.2.1. IfG is an approximatively compact set in a m.etric space {X,d) then 
the set Qc{x). is compact. 
Proof of the Theorem 4.2.1. Let {g„) be a sequence in adx). This means that 
<l r. g„ ) = d{x, G) for all n and so 
lini dir.g,,) = d{x,G). 
hint <• G i> .ipprnxiniately compact, {g^) has a subsequence (p„^) converging to an 
elruK-nf g'. .\> <\(:{x) is closed (Singer [73]), g* G acix)). 
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Coro l l a ry 4 . 2 . 1 . ar;(.r) is compact if G is spherically compact. 
This follows from the fact that every spherically compact set in a metric space is 
approximatively compact. 
Coro l l a ry 4.2.2. ac{^') is compact if G is boundedly compact closed set. 
This follows from the result that every boundedly compact closed set in a metric: 
space is approximatively compact (Singer [73]). 
Narang and Khanna [58 c], showed that an approximatively compact set in a 
nu^tric space (A',(/) is a refraction of .Y. For compact spaces this result was proved hy 
Kurtow.ski [51]. 
T h e o r e m 4.2 .2 . An appTOximatively compact Cehysev set in a jnetric space {.X.d) /.s 
a retraction of X. 
P r o o f of t h e T h e o r e m 4.2.2. Let G be an approximatively compact C'clnscx- sen in 
{X.d). Consider the nearest point map FG(-1")-
Since Pci^^) is continuous (The nearest point map onto an approximaii\-('ly com-
pact Cebysev set in a metric space is continuous (Singer [53])) and Pcig) — [] for all 
^ e G, G is a retraction of X. 
The problem of besf approximation and best sinniltaneous approximation has been 
studied by many investigator (Singer [73]. Ahuja and Narang [4]). Narang and Khanna 
[58 b] derived a relationship betw-een these two notions in metric linear spaces. (In 
normed linear spaces this result was given by Muthukumar [57]). 
T h e o r e m 4 .2 .3 . Let M he a subspace of metric linear space {X,d). Then every pair 
.7:1,.T2 G M-'- has a best simultaneous approximation in M which is also a best approx-
imation of arithmetic mean of xi,X2 if xi,X2 are linearly dependent and orthogonality 
in X is homogeneous. 
P r o o f of t h e T h e o r e m 4 .2 .3 . Let xi,X2 E M^ and let d(xi,0) > d{x2,0) 
(The case d{x2,0) > d{xi, 0) is similar). 
Then 
max{c?(:ri,0), 4 x 2 , 0 ) } = 4 ^ i , 0 ) 
< d{x, ag) for all g e M as xi e M^ 
< max{o?(.ri, ag),d(x2, ag)} for all g £ M 
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This implioH 
rf(.ri,0),d(.r2,0)} 
< max{4r],0),rf(.r2,0)} 
Thus 
max{ i,0),d(.r2,0)} < mimax{d{xi,ag),d{x2,ag)} 
geM 
max{d(xi,0),d(x2,0)} < ini max{d{xi,ag),d{x2,ag)} 
geM 
i.e. O is a best simultaneous approximation to X\ and X2. 
Now if xi and X2 are hnearly dependent then — - — = = tor 
^ ^ ^ 
some scalar A. Since O is a best approximation of every element x^ € M-^ (Narang [58 
a]) and as orthogonahty in X is homogeneous, Xi £ M-*- implies —-—Xi G M"^  and 
^ , . (1 + A) . X1+X2 
so O IS best approximation to — - — . T J . i.e. to — - — . 
Remark 1. The homogeneity of orthogonaUty is necessary in Theorem 4.2.3. It 
f<tlltm-« fnini the n-suh (Narang [58 a]). "Let G be a subspace of a metric Unear space 
:\.<lr € -V : (>' and (/o G G. Then go is a best approximation to x if and only if 
r </,] (,' () i> a best apj)roximation to 5(1 + A).TI if and only if ^(1 + A).^! — O e M^ 
!,.• if and nnlv if ^(1 + A).ri € A/^). 
Remark 2. Tiie hrst part of Theorem 4.2.3 can be generalized for n, n > 2 
(•l<'iiiciii>. wliciiicr the .second part of the theorem also holds for hnear metric spaces 
is not known Narang and Khanna [58 c]. However, this does hold in inner product 
spaces. A proof similar to that given in Muthukumar ([57], Theorem 4.2.3), can be 
easily constructed. 
4.3. Diaz and AIcLaughin [14,15] and Dunhum [25] have considered the problem 
of simultaneously approximating two continuous functions / i and /2 by elements of 
C, a nonempty family of real-valued continuous functions on [o, 6]. These results in a 
general setting have been given by Holland et al. [36] and Bosznay [8]. It is the aim 
to prove some further results under relaxed conditions. 
Let C be a subset of a normed linear space X. Given any bounded subset F in 
X, define 
d{F.C) = i n f s u p | | / - c | | . 
ceC f(,ir 
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An clcincnt c in C is Sriid.to he H best sirnultHiiroiis Hpijroxiiiiation to set /•' if 
d[F.C) = s u p | i / - c | | . 
The following main thoor(>ni is giv(>u in [3G]. 
Let X be a uniformly convex Banach sf^ce and let A be a closed boiuided and 
convex subset of X. For any compact subset F of X. there* exists a \uii(iue best 
sinniltaneous ai)proximation to F from <>lements of .4. 
The following theorem where the condition of uniform convexity haa been relaxed. 
Theorem 4.3.1. Lei X he. a strictly convex, Banach space, and C a weakly compact, 
convex subset of X. Then there exists a unique best simultaneous approximation from 
the elements of C to any given compact subset F of X. 
Proof of the Theorem 4.3.1. By Definition c in C is said to be a best simultaneous 
approximation to F if 
diF,C) = s u p | | / - c | | . 
It is proved in [36] that the ftmction $ defined by 
$(c) = s u p | | / - c | | 
is convex and continuous and is, therefore, a weakly lower semicontinuous function on 
C. Since C is a weakly compact subset of X, $ attains its infimum at c in C, say. 
Therefore, 
d{F,C) = s u p | | / - c i | . 
feF 
Thus the best simultaneous approximation is unique. 
Let Ci and C2, ci 7^  C2, be two best simultaneous approximations by elements of F, i.e., 
s u p | | / - c i | | = SUPII/-C2II = d, say. 
feF feF 
Then sup^e^ | | / - (cj + C2)/2i| = d. 
Since F is compact there exists a f G F with 
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1- t i n !, f n i l o w - Th.tf 
f -<i!l = d a^ iid ||f — C2II = d. 
SiiK <• .V i" stric tly coiivox, which gives Cj = C2. 
1 iu' following theorem, due to Holland et al. [36], can be obtained as a corollary. 
Let C he a closed, bounded and convex subset of a uniformly convex Banach 
space A'. Then for any compact subset F of X there exists a unique best simultaneous 
approximation to F from the elements of C. 
Since a uniformly convex Banach space is strictly convex and reflexive. Also. C is 
weakly compact so the result follows from Theorem 4.3.1. 
In [36] the following interesting theorem has been proved. 
Let C be a finite dimensional subspace of a strictly convex normed linear space A'. 
Then there exists one and only one best simultaneous approximation from the elements 
of C to any given compact subset F oi X. 
A natural question is suggested by this theorem. In this hypothesis of finite di-
mension really necessary? Sahney and Singh [69] prove the following. 
Theorem 4.3.2 . Let X he a strictly convex normed linear space and C a rcflexin 
subspace of X. Then for any nonempty compact subset F of X there r.r/sts one and 
only one best stmultaneous approximation in C. 
Proof of the Theorem 4.3.2. By Definition 
d{F.C) = m f s u p | | / - c | | . 
The function $ : C —> i? defined by 
$(c) = s u p | | / - c | | 
is continuous and convex on C [36]. Since F is compact, so | | / | | < A/ for every f E F. 
Take a bah B = B{Q, 2M) C C. 
Then 
i n f s u p | | / - c | | = i n f s u p | | / - c | | < M. 
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The ball B is weakly compact in C and $ is a weakly lower semicontinuous function 
on B. Therefore $ attains its infimum in B for some c e B, say, which is a best 
simultaneous approximation to F, i.e., 
d{F,C) = s u p | | / - c | | . 
Uniqueness follows as in Theorem 4.3.1. 
The above theorem is given in [8]; we have proved Theorem 4.3.2 along the lines 
given in [36]. 
4.4. Several mathematicians have studied the problem of best simultaneous approxi-
mation [4,70]. Recently Sahney and Singh proved two results (Theorem 1 and Theorem 
2 of [68]) extending results of Holland et al. [36 b]. The uniqueness part of Theorem 
1 of [68] is incorrect and the uniqueness part of Theorem 2 of [68] was given by the 
Ahuja and Narang [4]. A more general form of Theorem 2 is available [71]. In this 
note Narang [58 b] proved a result which corrects the existence part of Theorem 7 of 
[4], the imiqueness part of Theorem 1 of [68] and also note that the two results proved 
by Sahney and Singh [69] are particular cases of the earlier proved results by Sastry 
and Xaidu [71] and Sahney and Singh [68]. 
Definition 4.4.1. Let C be a subset of a normed linear space X. Given any bounded 
>ul»4't F of .V. (ichnc 
,I(FC) = infsup((t/-.r | | . 
An tlriucnt / ' ill C i.s said to be a best simultaneous approximation to F if 
(l{F,C) = suplly-.7:*||. 
yeF 
Definition 4.4.2. A bounded subset F of a normed hnear space X is said to be 
remotal with respect to a subset C of X if for each x G C there exists a point f E F 
farthest from x, i.e., 
Il--^ - - f\\ > 11-^  - y\\ for all yeF 
F is said to be uniquely remotal if such an / exists and is unique. 
It is easy to see that every compact subset of a normed linear space is remotal 
with respect to the whole space. 
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The following two lemmas given in [36 b] will be used in the proof of the next 
theorem: 
Lemma 4.4.1. Let C be any subset of a normed linear space X and F he a hounded 
subset of X. Tlien the rawppvruj <I> ; C —' R defined by 
$(.r) = .sup||,y-./;|j. 
is contiDiioiis. 
Lemma 4.4.2. Let C be a convex subset of a normed linear space X and F b( aittj 
subset of X. If Ci and 02 are best sim.ultaneous approximation to F by elements of C 
then \c\ + (I — \)c>. 0 < A < I. /,s' also a best sinitiltuncous approxiuHitron to /•'. 
The following theorem, which corrects the existence part of Theorem 7 of [68] 
and the uniqueness part of Theorem 1 of [68], giws the existence and uniqueness of 
elements of l)est siniultaniHMis approximation. 
Theorem 4.4.1 (Best Simultaneous Approximation Theorem). Let X be a 
strictly convex normed linear space, C a compact convex subset of X and F be a subset 
of X which is rem.ot.al with respect to C. Then there exists a unique best simultaneous 
approximation in C to F. 
Proof of the Theorem 4.4.1 (Existence). Consider the fimction $ defined previ-
ously. By Lemma 4.4.1, this function is continuous. Since C is compact, $ attains its 
infimum at some x* € C, i.e., 
sup||2/-.r*|| = $(.T*) = inf$(.T) = inf sup||y - .T||. 
yeF f^iC' xec y^f 
This establishes the existence of an element of best simultaneous approximation. 
Uniqueness. Suppose xl,X2, x\ ^ x*2 in C are two best simultaneous approximation, 
to the set F , i.e., 
infsup||3T-?/|| = sup | | y - . r ; | | = s u p | | t / - 4 | | = r (say). (4.4.1) 
a:ec y^p y^p y^p 
By Lemma 4.4.2 and the convexity of C, {x\ + j;^)/2 e C, is also an element of best 
simultaneous approximation to F , i.e., 
sup l b - \ 'II = T 
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Since F is remotal with respect to C, there exists an element /* in F such that 
I!/* - ^^^^^y^ll = r (4.4.2) 
Now M l ; ini|)li<s 
r - . r t l l < r and Wf* - x*,\\ < r 
ami -!ii< <• thf >i).i<<' IS .strictly convex, then 
\\r-K + xl)/2\\<r 
unless x] = .Co. This contradicts (4.4.2) and hence the uniqueness. 
Remarks 
(1) Uniqueness of the element of best simultaneous approximation is also guaranteed 
if the function $ defined above attains its infimum at exactly one x* ^ C. 
(2) The unique remotality of F does not guarantee the uniqueness of element of best 
simultaneous approximation aa claimed by Sahney and Singh in ([68]. Theorem 
1). 
(3) Theorem 2 of [68] was proved in a more general form by Sastry and Naidu ([71]. 
Theorem 3). 
(4) Using arguments similar to those of Theorem 2 of [68] or Theorem 1 of [71]. it 
can be shown that the above theorem holds if C is a botmded weakly seciuentiallx-
compact convex set. 
Sahney and Singh [68] pro\'ed the following two theorems on best simultaneous approx-
imation: 
Theorem 4.4.2. Lei X be a strictly convex Bavach space, and C a weaklij compacf. 
convex subset of X. Then there exists a unique best simultaneous approximation from 
the elements of C to any given subset F of X. 
Theorem 4.4.3. Let X be a strictly convex norm.ed linear space and C a reflexive 
subspace of X. Then for any nonempty compact subset F of X there exists one and 
only one best simultaneous approximation in. C. 
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Since every compact set is remotal, Theorem 4.4.2 is particular case of the following 
result proved by Sastry and Naidu in Theorem 3 of [71] (see also remark (4) above). 
Theorem 4.4.4. If X is a strictly convex norm.ed linear space, K is houndedly weakly 
sequentially compact and convex and F is farthest point set with respect to K, then 
there exists a unique best simultaneous approximation to F from K. 
Theorem 4.4.3 is a particular case of the following result proved by Sahney and 
Singh in Theorem 2 of [68]. Similar result was also proved by Bosznay [8]. 
Theorem 4.4.5. Let X be a strictly convex normed linear space and C a reflexive 
subspace of X. Then there exists one and only one best simultaneous approximation 
from the elements of C to any set F that is remotal with respect to C. 
4.5. Let {Vt, A, fJ.) be a finite measure space. For 1 < p < oo, denote by Lp(fi, A, /i) the 
collection of all equivalence classes of >t-measurable real valued functions on Q, with 
norm||/ | |p = [/|/| ' ']Vp<cx). 
Let C C Li be a nonempty convex Li-closed subset of Li. For / and g in Li, let 
D stands for the set of all best Li-simultaneous approximants of / and g by elements 
o f r . iv.. heDxi 
•I - /'111 + h - h\U = infill/ - c||i + 11^  - c||i : ceC}. (4.5.1) 
III i^ riHTiil I) hits infinitely many elements, as in the case with single best Lx-
iipproxniiant- '')'2 However in [52], it was shown that there is a best Li-approximant 
( al!<'<i th<' natural host £i-approximant satisfying the following definition: let f E Li D 
C \u <'lcnirnt //* € C is called the natural best Li-approximant of / if for each best 
Li-ap})roxiniant h / /?', there exists a real number p* — p*{h) > 1 such that 
11/-/'lip < 11/-/'•lip for all P G ( 1 , P 1 . 
Moreover h* was characterized to be the best Li-approximant minimizing 
11/ ~ h.\ln\f — h\ among all best Li-approximants h. It was also shown that hp -^ h* 
strongly in Li as p J. 1, where hp is the unique best Lp-approximant of / by elements 
of a 
Sahab Salem [67 b] generalized the results of [52] to the simultaneous case, par-
ticularly Theorem 2 in [52]. Basically, there are three parts to this important result: 
Existence, characterization and Convergence. 
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Definition 4.5.1. Let {Q^Aji) be a finito nioasurc space. Let / , r/ € Li{Q.A,ii) and 
C be an Lj closed subset of Lj. Let, D C C he the set of all best Li-sinmltaneous 
approxiniants of / and y. An element /;* € D is called a natural best Li-siniultaneous 
approximant of / and g if for each h ^ D with h ^ /?*, there exists a real number 
p* =})*{})) > 1 such that 
11/ - m + il^  - hX < \\f - H';, + h - K (4.5.2) 
for all /)€ (!.;>*]. 
Clearly there is at most one such /?* for every pair / and g. 
Theorem 4.5.1. Lv^ (Q.>4.//) he ajinife iiimsiiir spacf and C C Li{i},A.ii) an 
L\-closed convex set. Then for J and g in Li+ with <^ ^ D C. L\+ 
(i) Existence, there exists a natural best Li-simultaneous approximant of / and g 
by elements of C, say /?*. 
(ii) Characterization, h* is the unique best Li-simultaneous approximant of / and 
g minimizing / [ | / - h\ln\f - h\ ^•\g- h\l'n\g - /?-|] d^i for all h € D. 
Proof of the Theorem 4.5.1. Clearly D is convex. Since both / and g are in Li, 
D C Ln- and // is finite, then for each h e D there exists a real number p* = p*{h) > 1 
such that f,g and h are in Lp for all p E [1,P*]- Hence 
Qh{p) = f\f- h\^ dii + j\g- h\P dfi < oo, (4.5.3) 
for all p € [l,p*]- Clearly 
QhA^) = QhA^) = d for all hiMeD (4.5.4) 
The existence of h-Q E D such that 
Ql{l)<Q'dl) (4.5.5) 
for h e D, h ^ ho, where Q'f^{l) = {d/dp)Qh{p)\p=i. Thus, if Sahab Salem [67 b] 
established (4.5.4), and combine it with (4.5.4). They will be shown here for each 
he D with h ^ ho 
Qhoip) = / 1/ - hof dfi + j \ 9 - hof' dfi<J\f- hf dfi + J\g- h\P df, = Q,ip) 
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for sufficiently small;; > 1. i.e.. /'o satisfies (4.5.2) and proves (i). 
Let us see that 
{d/dp){\f - h\" + \g - h\n = (1/ - h\^'in\f - h\ + \fi - hPn\c, - h\. 
> - 2 / e . 
for all p> 1. Thus (4.5.3) iinphes that 
sup{|(rfM))(|/ - h\" + \g- k\")\ : 1 < P < P*} e L, 
By the Lebesgue Theorem can interchange the order of integration and differentiation 
to obtain 
QM = (d/dp)j{\f-h\^'+\9-hndti 
= l{d/dp){\f-hr + \g-hndt, 
= / ( I / - hfln\f - h\ + \g- h\Pln\g - h\) dp.. 
So for heD 
Qhil) = J{\f - h\ln\f - h\ + \g - h\ln\g - h\) dp. (4.5.6) 
Now, let $(.T) = X In x for .r > 0 and $(0) = 0. Let M be the set of all h* e D 
such that 
/ [ * ( ! / - h*\) + H\g - h*\)] dp = inf / [ * ( ! / - h\) + mg - h\)] dp = a< CX). 
So to prove (4.5.3) and hence both parts of the theorem we need to show that M 
consists of one and only one element. 
Sahab [67 b] start by showing that M is non-empty. Indeed, let {/?,„} be a sequence 
in D with 
Jmf-hn\) + mg-hn\)]dpia as n ^ oo. 
Notice that hmx—oo ^ {x)/x = Um3;_,oo /n a: = oo so fo a: > e, we have x < ^{x), 
and \imxio^{x) = limxio'"- ^'^ — lim„^oo/n(l/n)^/" = /n(lim„_oo l / " v ^ ) = In I - 0. 
Hence $ is bounded below, so that for all n = 1,2, • • • we have | / — hn\ and \g — hn\ 
are bounded everywhere by integrable functions and consequently they are uniformly 
integrable. It follows that {/?,„} is also uniformly integrable, and hence there exists an 
element ho 6 Li and a subsequence {hn^}^^-^ such that /i„^ . -^ ho weakly. Without loss 
of generality suppose that n^ = n, so /?,„ —> ho weakly. But D is convex and Li-closed 
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imply that D C Li is weakly closed and so HQ G D. Clearly / - hn —> / - /'o weakly 
and g - hn-^ g - h.Q weakly, so by (£') 
and 
/ 1/ - /?o| d^L lim„->oo / 1/ - hn\ dfi, 
J \g- ho\ dfi lisin-oo j \g-hn\ d/i. 
Thus by (4.5.4) 
d = / (1/ - ho\ + \g- ho\]dfi < ]mn-*oo j \f ~ ^"1 ^/^ + ilmn-oo j \g- hn\ dfi, 
< lim^^oo / 1/ ~ ^ri\ + \9- hn\) dfi = d. 
Hence equality holds everywhere in the last four inequalities, so 
/ 1/ - ho\ dfi = Jirn^ \f - hn\ dfi, 
and 
I \g- /?.o| dfi = Jim^ J \g - hn\ dfi. 
Applying (C) and conclude that \f — hn\ -^ \f — ho\ weakly \g — hn\ -^ \g — ho\ weakly 
in L1. By (A) and obtain that 
l-^ilf-h^\) + mg-ho\)]dfi 
:: lillin-oc / * ( i / - hn\) dfi + lim„-.oo / "^ (15 - hn\) dfi, 
- lm„_.^ Im\f-hr,\) + mg-hr,\) dfi = a. 
Tins ><v\^^ that /),) = /)* G M or M ^ $. 
It is still have to show the uniqueness of /?* in order to complete the proof of (ii). 
Suppose /?!, /?2 ^ ^^- We show h\ = /?,2 a.e. Let 
Bi = {x: h,{x)<f{x)<h2ix)}, B2 = {x: h2{x)<fix)<h,ix)}, 
B, = [x : h,{x) < g{x) < /7.2(.r)}, B, = {x : h2{x) < g{x) < hr{x)]. 
Now fiBi = 0, i = 1,2.3,4. It suffices to show fiB\ = 0. The others follow by 
symmetry. Notice (l/2)(/?i + /?2) £ C by convexity, and in general 
\f-{ll2){h,+h2)\ + \g-{l/2){h,+h2)\ 
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< (1/2)0/ -hx\ + \g- hi\ + 1/ - h2\ + \g- hal (4.5.7) 
with strict inequality holding on B\. Thus, ii fiBi > 0, investigate (4.5.7) to get 
11/ - (l/2)(/ii + h2)\\i + \\g - {l/2){h, + h2)h 
< ( i /2 ) [ ( l | / - / i i | | i + | |^- / , , i |h) + ( l | / - / i2 | | i + lb- / i2 | | i ) ] = d, 
i.e., (l/2)(/?.i + /?.2) is a better best Li-simultaneous approximant by elements of C. 
Contradiction! so ^iB\ = 0 = //5i, z = 2,3,4. 
It remains to consider the set 
B = {T h,{.r) < f{.r)}U{x : hiix) > f{x)}U{x : hiix) < g{x)}U{x : hi{x) > g{x)}, 
/ -- 1, 2 Cl«'Hrlv iiiB) = / /(^). Since $ : 1? + ^ JR is strictly convex, 
a'i;,i->l.2)(6,+62)1) < ( l / 2 ) $ ( | a - 6 i | ) + (l/2)«l>(|a-62|), (4.5.8) 
if 61.6-.. V, a ut bi.b-2 > rt- Moreover it is easy to see that strictly inequality holds if in 
iui(iitu)ii />i ^ bj. Applying (4.5.8) pointwise on B with a = f{x), hi = hi{x), and once 
more to (I = y{.r). 6, = hi{x), i = 1,2, and then adding for almost every x E Q 
$(1/ - {\/2){h, + h2)\) + mg - {ll2){h, + h2)\) 
< (1/2)[$(|/ - h,\) + ^{\g - h,\) + * ( | / - h2\) + $(|5 - h^\)\, (4.5,9) 
where strict inequahty holds on the set G = {x : hi{x) 7^  h2{x)}. Thus, if //G > 0. 
integrate (4.5.9) to obtain 
"[$(1/ - (l/2)(/7,i + h2)\) + mg - (l/2)(/,,i + h^m rf//, 
< (1/2) | / [ $ ( | / - //il) + mg - h,\)] df< + |[<l>(|/ - h2\) + ^{\g - h^l) rf//} . 
= ( 1 / 2 ) ( Q + Q) = Q. 
Contradiction! Since {l/2){hi + h^) G D, and a is the minimum value defined earlier. 
Therefore //G = 0 and the proof of the theorem is complete. 
Since C is convex and Li-closed. d y^ D C. C C\ Li+ for p close to } . o ^ C P. 
Lp is convex and Zp-clcsed. For f.g E Lp, let /?p denote the best Lp-shuulTHU('()u> 
approximant to / and g by elements of C fl Lj,. i.e.. 
Il/-/'pll^ + ||<7-/',||^ = nm\f-f^p\\; + \\g-hX-- hecni,,]. (4.5.1O) 
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Lemma 4.5.1. Let f.fj.li* he as in llicorrni J,.5.1. Let {/>»,} i^ l><' " •'<r(/iiinci of 
nurnhers de.c.re.a.Htn(j to 1, and let. /?,„ = /?,j,,, 6 C fl Lj,^ he. the unique elemrrit saft.sfiiinii 
(4.5.10). ;; = I.2.---. Then 
Mi„-,^l'm\f-h„\) + mg-h„\)]di, < l'[^(\f-h*\) + mg-h*\)]diL (4.5.11) 
Proof of the Lemma 4.5.1. By the Mean Value Theorem for .7- > 0, /; > 1 
(d/dp)(.T'')Up' = [(•'•'' - '^y(P ' 1)] = •'•''' '"^  ••'• ^  •''' ' " •^' f°^ "O™^ P' ^ C^^P) "^^ ^ hence 
for e •^ery n = 1. 2. • • • we luu'e 
* ( | / - hr,]) < [\f - /?,„r - 1/ - Ky{Vn - 1), (4.5.12) 
and 
^{\9 - hn\) < [\9 - /?.nr -\9- hn\]/{pn - 1). (4.5.13) 
By definition of /i„ and h* we have 
/ [ I / - hnr + \9- hr^n dfi < j[\f - h*r + ip - h*r] dti, (4.5.14) 
and 
J[\f - h*\ + \g- h*\] di, < J[\f - hn\ + \g- K\] dfi. (4.5.15) 
Adding (4.5.12) to (4.5.13) and integrating and using (4.5.14) and (4.5.15) we obtain 
Jm\f-hn\)+H\9-hr.\)]d^l 
< l/{pn - 1) { / [ I / - hr-^ + \g- hr-] dfi - jilf - h*\ + \g- h*\] rf/x} (4.5.16) 
Thus 
Q'hW = ^l^ilQ'^i^ + <5) - Qh{l)]m = llm{[Q,iS) - QH{1)]/{S - 1)}, 
= Iim{[g,(p„) - QniWiPn - 1)} = }^{[Qh{Pn) - QhiWiPn " !)}• (4.5.17) 
Take h = h* in (4.5.17) and let n -^ oo in (4.5.16) to obtain (4.5.11). 
Lemma 4.5.2. Let /?,„ he as in Lem.m,a 4-5.1. Ifhn —* ho weakly in Li, then 
ho G D and 11/ - /?,„||i + 11^  - /?,„||i -^ 11/ - hoh + \\9 - hoh- (4.5.18) 
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Proof of L<>n)ina 4.5.2. Since h„ G C for all n and C is weakly closed, then HQ e C. 
L«'t // *' /). SiiK f f - h„ -^ f — ho weakly, then using (E) and Properties of Lp-norms 
i<)j;«'thfr with fh«' definitions of /?.„ and h we obtain 
| | / - / ' o | | i + ||5-/?.o||i 
< i i m „ . ^ c o l l / - / ' n | | l + i i m „ ^ c o l b - ^ - n | ! l 
< lim„^oo[||/ - i^vh + Wg - lh,\\\] < lim„_oo[||/ - /?.„||,,„ + ||.g - //,,||i] 
< lim[||/ - h„\\,„ + \\9^.^U < lim„^oc[||/ - h\\,„ + \\g - h\U 
< lim„_cx.||/ - h\\p^ + lim„^oo||p - ^-lU 
= 11/-/'111+ 115-^111 = d (4.5.19) 
Hence IIQ G D. Since h e D w<:\y arbitrary in (4.5.19), suppose /? = /?o so that (4.5.18) 
holds and the lemma is proved. 
Lemma 4.5.3. Let /?„ be as above. Then /?.„ -^ h* weakly in Ly. 
Proof of Lemma 4.5.3. By Lemma 4.5.1, we conchide that ( j / - f>n\}'^=\ ^md hence 
{/?„}^i are uniformly integrable. Therefore for each subsequence of {h„}'^^^ there 
exists a subsubsequence {/^ n^ .j^ Li ^^'^ ^^ element ho G Li such that /?.„^ . —^  //o \veakl\-
as k -^ oc. We show that hg = h*. By (A) and Lemma 4.5.1 we conclude' that 
m\f - ho\) + m - hoD] d/i 
< I m - ^ ^ I ^{\f - h„J)dti. + linii.^^ I mg - h„J)di,, 
< \jm,^ocJm\f - K,\) + mg - /^,J)] rf//. 
< in^,^oc / [ * ( ! / - h„,\) + mg - hr,,\)] df,,, 
< lm\f-h*\) + ^g-h*\)]d,,.. (4.5.20) 
Since HQ ^ Dhy Lemma 4.5.2, and h* is unique by Theorem 4.5.1 we must have //Q = /(* 
and /?.„ —> h* weakly. This establish the lemma. 
Theorem 4.5.3 (Strong Convergence). Let {/?n}^i andh* be as defined in Lemma 
4.5.1. Then hn -^ h* strongly in. L^. 
Proof of the Theorem 4.5.3. By Lemma 4.5.1 we must have either 
ISH„_oc/*(|/-/?.„|)c?//. < lmf-h*\)dfi, (4.5.21) 
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or 
lim„^3c I H\g - lh,\)di,. < I <!>{\g - h*\)dii.. (4.0.221 
Assume without loss of generality that (4.5.21) holds. By Leuuua 4.5.3. \v(> hHV(> 
h„ -^ h* weakly, so f — h„ -^ / — h* weakly. Replacing /?.o and h by //* in (4.5.19) 
we have | | / — /?„||i —> jj / - /(*||i. Applying (C) we conclude that | / - /;„| —» | / - /'*| 
weakly. By (4.5.21) and (B) we have | / - hn\ —> | / - h*\ weakly in Lj. Finally by (D) 
we conclude that / — /?„ -^ f — h* strongly in Li or /?„ —>• h* strongly in Li. The proof 
is now complete. 
Example 4.5.1. For ?? = 2,3, • • •, let 
n - l 
a„ - 5 ] ( 2 i - ' + 4 - ' ) , bn = a„ + 2-" 
1=1 
Then fiA = 1 and fi.B = 7/12. Let Q. = [0,7/3] and / and g be function defined on 
fiby f = IA and g = IB- Let C be the closed convex cone comprised of all monotone 
non-decreasing functions on Q. Since / and g are both step functions, then by [67 
a], for each p > I, the best Lp-simultaneous approximant is also a step function. For 
p = 1, it is easy to see that a function h E C is a, best Li-simultaneous approximant of 
5 5 7 
/ and g if and only if /?, = 0 on [0, - ) and 0 < h <1 on [-,-]. 
We compute hp where p = l + ^ > l o r f > 0 . First of all we find the constant 
value a of hp on [0,5/4) which minimizes the function 
F{a) = (1/2)(1 - a ) i + ' + (3/4)a*+^ + (5/4)a^+*. 
Setting F'(a) = 0, we obtain a = (1 + i^/*)'^ ^ Oast 10. 
Next, let a„ be the value of hi+t on the intreval [a„,a„+i]. Then a = an m\ist 
minimize the function 
F{a) = 2 - " ( l - a ) i + * + (2-" + 4-")ai+* + 2-"ai+* + (2-" + 4 - " ) ( l - a ) i + S 
= (2-"+i + 4-")[ai+* + ( l - a ) i + * ] . 
Setting F'{a) = 0 gives a = 1/2. So the value of hi+t = 1/2 on [5/4,7/3] regradless of 
n. Thus 
(l + 4V')-i, 0 < . r < ^ , 
fii^t{.r) = < 1 . 7 . > > ^ ^ ^ ' ' i ^ V ^ 
1 5 . 7 y v^>-- ^ -^r < 3 ; < - . 
2 4 - - 3 
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0 ^ - 3 ^ p ~ \ 
i. 
" .^:i4:rr< -^'. 
Kui.iilN. \r\- ioinpuTp h* which is the unique best, Li-simuhaneous approximant 
iiiiniiiu/iui; I ' f - h\hi\f — h.\ -\- j \g — h.\ln\g — h\ over all such h in the set of all best 
5 5 7 
A; •-ininltantivu- apjiroximants. Clearly h* = 0 on [0, - ] . On [-, - ] , h* = jS minimizes 
t h e ftuii t idl l 
W ) - (^)[(l-/?)/n(l-/?)+/3/n/?]. 
Setting F'(P) = 0 gives (3 — -• Thus h* = {\)I\5. i\ which is not only the strong limit 
of /;.,„ but it is also the uniform limit of hp as p [ 1. 
Example 4.5.2. For n > 2, let an,bn,A,f be as defined in Example 4.5.1. Let 
c„ = b, + 2~" , G = U^^,[bn,c,l 
Then /iG = - . Let g = la- Let h = o be an Li-simultaneous approximant of / and g. 
Then a uiinimizes the function 
F{a) = ( l - « ) + ( l ) a + ( ^ ) ( l - a ) + ( i + ^)a 
= - + 00/3. 
So Q = 0 and hence we have a tuiique best Li-simultaneous approximant which vanishes 
7 
everywhere on [0. - ] . This is apparent because of the fact that //.{.r : f(.r) = ( ) } > -
3 '^ 
and //,{.r : g{x) = 0} > -. 
Now. as in Example (4.5.1). for ;> = 1 -)- / > 1 we have 
/;,+, = (I + 4I/ ')" ' on [0.^] 
Let a = a„ be the value of /?i+, on the sub-interval [«„, fl„+i] = /„. Then Q must 
minimize the function 
F{a) = 2-"(l - Q)1+' + (2-" + 4-")Q-^+* -f- 2-"a^+* + 4-"ai+' + 2-"(l - a)^+', 
= 2 - "+ i ( l - a ) i+* + 2(2-"-f4-")ai+* 
Setting F ' ( Q ) = 0, we obtain 
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Clearly Q;„ increase to 1/2 as n —> oo, so far a fixed t, there exists an A^  such that 
a„ > 1/4 for all /(. > V^. Thus h\^, docs not converge uniformly to /?* = hx = 0 as 
t [ Q. However Theorem 4.5.2, we maintain the strong convergence of hi^t to h* as 
t i 0. Indeed 
r OO 
^ n=2 
which converges to 0 as ^ J. 0, because each term in this infinite sum converges to 0 as 
no. 
4.6. Let £• be a hnear space over real or complex number field K. A mapping (, )s of 
ExE into K will be called subinner product on E if the following conditions (P1)-(P3) 
are satisfied: 
(PI) {x,x)s ^ 0 if .r 7^0; 
(P2) (A.r. u)s = A(.r, y)s and (.T, Xy)s = X{x, y)s for all A G iC and x, y in E; 
( VA) (.r -^  //. z)s = (.r, z)s + (y, 2)5 for all x, y, 2 in E. 
'\\A^ coia ••[It is a natural generalization of inner product, of semi-inner product in 
tli< -^  u-M' of c; l.uuKT (54 b], of semi-inner product in the sense of R.A. Tapia defined 
Dii •'iiHM f^ii UDriutHl .spaces [76] and of i?-semi-inner product which was introduced in 
Definition 4.6.1. Let £• be a linear space and (, )s be a subinner product on it. The 
element .r £ £" is said to be orthogonal over y E E in the sense of subinner product or 
5-orthogonal, for short, if {y.,x)s = 0. We denote x J_ y. 
The following properties of 5-orthogonality are obvioiis from the above definition: 
(i) X ± y, X ± z imply x J_ {y + z); 
(ii) X ± y, X e K imply x ± Xy and A.r ± y. 
Now, let G be a nonvoid subset of E. Then 
G ±^ — {ye E\y ± x for all x 6 G}, 
will be called the orthogonal complement of G in the sense of subinner product or 5-
orthogonal complement of 6', for short. We also remark that: 0 G G ±-''', GOG l ' ' C {()} 
and .?• e G 1^, a G K imply ax E G 1^. 
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The above orthogonality extend usual orthogonality in inner product spaces or-
thogonality in the sense of Giles [31] and Tapia [76] and /?-orthogonalifv which was 
introduced in [23]. 
Now, we recall some concepts and results in best approximation theor\' in normed 
linear spaces that will be used in the sequel. 
Let E be normed space and .r, y two elements in E. The vector x is called orthog-
onal in the sense of Birkhoff over y if ||.r + \y\\ > \\x\\ for all A e A". We denote this 
X J_ y. 
If G is a nondense linear subspace in E and: 
Pcixo) ••= {go e G\ \\xo - goW = inf ||^ - .TO1|}, 
denotes the set of best approximation element referring to XQ G E\G in G, then the 
following simple characterization lemma in term of Birkhoff's orthogonality holds (see 
[73]). 
Lemma 4.6.1. LeA E,G,xo he as above and go E G. Then go G Vai^o) if and only if 
For other characterizations of best approximation element in normed linear spaces 
see the monography [22,24,73]. 
The following result is also valid. 
Lemma 4.6.2. Let E be a sm.ooth normed linear space [, ] he the semi-inner product 
in the sense of Lum.er which generates its norm and x, y two elements in E. Then xLy 
(i.e., [y,x] = Oj if and only if x ± y. 
Definition 4.6.2. Let £• be a linear space (, )s be a subinner product on E, G be 
a proper linear subspace in E,xo G E\G and ^o ^ G. The vector ^o is called the 
best approximation element of xo in G in the sense of subinner product or 5-best 
approximation element of XQ, for short XQ — go -i- G. Denote ^o ^ 'Pci^o)-
The following simple characterization holds. 
Proposition 4.6.1. Let E, (, )s, G, .TQ and go he as above. Then go G VQ{XO) iff there 
(Tists an tU ITU rii «•(, G G _L'^  such that: 
Xo = go + WQ. (4.6.1) 
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I hf prcM.f i> obvious from the definition of S'-best approximation element. 
Kri.ui thf .t'f.ovc proposition we have the following corollary. 
Corollary 4.().1. Jf E.{,)s, G,xo and go are as above, then the following statem.ents 
III' KjiindUiit: 
[\) PG'*''O) contains at least one [at most one (a imiqne)] element; 
(ii) There exists at least one [at most one (a unique)] element go E G and at least one 
[at most one (a unique)] element wo E G ±^ such that (4.6.1) holds. 
The following result is important in the sequel. 
Proposition 4.6.2. Let E, (, )s he as above and f be a non-zero linear functional on 
E,XQ G £'\Ker(/) and go G Ker(/). Then the following statem.ents are equivalent: 
(i) 5oePL(/)K): 
(ii) The following representation holds: 
f{x) = /(.ro)(.r,(.ro-.go)/(.7^o-.9o)|)5 for all .r 6 ^ , (4.G.2) 
where (.TQ - gofs denotes (.TQ - go-Xo - go)s-
Proof of the Proposition 4.6.2. Let ^o G ^Ker(/)(-'^ o) and put xvo := .''o - go ^ 0, 
Then ICQ G Ker(/) .L^ .^ Since f[x)wQ - /(u'o) x G Ker(/) for all x G E. hence 
(/(•''')^t'o - f{ico):r. »'o)s = 0 what implies: 
f{x){u'o.ivo)s = f{i^'o){-r-1^0)3 for all x e E. 
Because {u'o)'s ¥" 0. we obtain the desired representation. 
Conversely, if (4.6.2) is vahd and since /(.TQ) ^ 0, then xo — go 1 Ker(/), i.e.. 
The next corollary 4.6.2 is also valid. 
Corollary 4.6.2. Let f and .TQ be as above. Then the following statem.ents are equiv-
alent: 
(i) "^ KerC/)(-"^ o) contains at least one [at most one (a unique)] element; 
(ii) There exists at least one [at most one (a unique)] element go G Ker(/) such that 
the representation (4.6.2) holds. 
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By the use of Proposition 4.6.2 we can prove the second characterization of 5-best 
approximation element. 
Proposition 4.6.3. Let G be a linear subspace in E, (, )s be a subinner product on 
E,X(i e E\G and go E G. Then go G 'PG'I^O) if o-f^d only if for all linear functional 
defined in G ® Sp{xo) such that Ker(/) = G, the following representation holds: 
fix) = f{xo){x,{xo-go)/{xo-go)l)s for all xeG®Sp{xo). (4.6.3) 
The following result is valid too. 
Corollary 4.6.3. Let G andxQ be as above. Then VQ{XO) contains at least one [at most 
one (a unique)] elem.ent if and only if for all linear functional defined on G © Sp{xo) 
such that Ker(/) = G there exists at least one fat most one (a unique)] elem.ent go E G 
such that (4-6.3) holds. 
Firstly, we recall these concepts in the classic sense. 
A proper linear subspace G in normed linear space E is called proximinal [semitcheby-
chi'hjiii Mchehyrhefian)] in E if for every .TQ € E the set Vci^'o) contains at least one 
|at rii<»>t (»n<' la uui(iue)] element. 
h'r M)[ii<' < haracfcrizations of proximinal [semitchebychefian (tchebychefian)] sub-
j^>.i( .-> in a lioniifii spa(«> .see the monography [22,24,73]. 
.\> Hi the I ,LM' of normed spaces, we can introduce the following classes of linear 
Mi!»pa«c>. 
Definition 4.6.3. Let £ be a linear space and {,)s be a subinner product on it. 
The linear subspace G, G ^ E, will be called proximinal [semitchebychefian (tcheby-
chefian)] in the sense of subinner product, or S'-proximinal [S'-semitchebychefian (5-
tchebychefian)], for short, if VQ{XO) contains at least one [at most one (a unique)] 
element for all XQ in E. 
The following theorem of characterization holds. 
Theorem 4.6.1. Let G be a linear subspace in E and (, )s be a subinner product on 
it. Then G is S-semitchebychefian [S-proximinal (S-tchebychefian)] if and only if for 
all x E E there exists at most one fat least (a unique)] elem.ent x' € G and at m.ost one 
]at least one (a unique)] element x" G G 1.^ so that 
X = x'-^.r". (4.6.4) 
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and we denote that: E = G Q) G 1^ [E == G + G l"^ {E = G Q) G I'''')]. 
The proof is obvious from the definition of seinitchebychefian [{iroxiniinal (tcheh\-
chefian)] Hnear siibspac'(>s in the s(>use of subinner prodtict and from Corollary- of Projx)-
sition 4.6.1. 
The following proposition contains an example of S'-proximinal Hnear subspaces in 
hnear spaces endowed with a subinner product. 
Proposition 4.6.4. Let E and {,)s he as above. Then every finite-dimensional linear 
subspace in E is S-proximmal. 
Proof of the Proposition 4.6.4. Let Gn be a n-dimensional linear subspace in E 
and XQ e E\Gn- Put G„+i := G„ ® Sp{xo). Then Gn can be regarded as hyperplane 
in Gn+i-
On the other hand, let {.T2, • • • ,^n+i} be a base in Gn and Xi G G„+i\G„ such 
that {xi, X2, • • •, Xn+i} is also a base in Gn+i- We construct the vectors (as in the case 
of inner prodiict spaces): 
n 
ei=Xi/{Xi)s, 62 = . T 2 - (372, 61)561 , • • • , e „ + i = Xn+l-J2i^'n+l^^i)ser. 
i=l 
It is easy to see that: 
( e2 , e i ) s = (63,61)5 = • • • = (6n+ i ,6 i ) s = 0 
and since: 
n 
3^ 1 = (3^ 1)5 61,.T2 = (.^ 72,61)5 61+e2,---,Xn+i = 5];(a;„+iei)5ei + e„+i, 
i= l 
we have {61,62, • • •, e„+i} is a base in Gn+i and {e2, • • •,6„+i} is also a base in Gn-
Then (u, 61)5 = 0 for all u e Gn and since ei = XQXQ + UQ with AQ G A'yfO} and 
uo G G„ we obtain: (u, XQ - Vo)s = 0 for all u e Gn, where VQ := -I/XQUQ G G „ , i.e., 
To - I'o ± G„, what is equivalent to VQ G VQ{XQ) and hence proposition is proved. 
Corollary 4.6.3. Lei E and {,)s be as above. Then for all G a finite-dimensional 
Itrifur >uh.sjkiff in if. wr have the decom,position: 
E = G + G^'. (4.6.5) 
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The following theorem establish a connection between proximinal [semitcheby-
chefian (tchebychefian)] linear subspaces in the sense of snbinn(!r product and the 
representation of linear functional on a linear space endowed with a subinner product. 
Lemma 4.6.3. Let H he a hyper-plane containing the null elem.ent and (, )s he a 
subinner product on it. Then H is S-proximinal if and only if there exists a nonzero 
elem.ent u in E such that M ± /f. 
Proof of the Lemma 4.6.3. If H is 5-proximinal and .ro G E\H then there exists 
an element go E H such that go E Vf[{xo) and putting u :— xo — go we have u ± H 
and r ^ 0. 
Conversely, assume that XQ G E\H, u E E, u L H and 7/ ^ 0 and let / 
be a nonzero linear functional on A' such that H — Ker(/). If w(> choose /y,, :-
•'^ •0 - {f{^'o)/f{u)u){f{u) ^ 0) so we have go E Ker(/) and since: 
{y,-rQ-9o)s = ( / K ) / / ( " ) ) (2/,w)5 = 0 foraU y E H. 
we deduce that f^o E T f^ (.TQ), i.e., H is 5-proximinal. 
Now, we can give the main result of this section. 
Theorem 4.6.2. Let f he a nonzero linear functional on linear space E and (, )§ he a 
subinner product on it. Then the following statements are equivalent: 
i) Ker(/) is S-proximinal [S-semitchehychefian (S-tchebychefian)]; 
u) There exists at least one [at m.ost one (a unique)] elem.ent uj E E, {uf)s = 1 such 
that the following representation holds: 
/ W = f{uf){x,U})s for all .r in £;. (4.6.6) 
Proof of the Theorem 4.6.2. "(!)-*(")" a. Let Ker(/) be 5-proximinal. Then by 
Lemma 4.6.3 there exists WQ E E\Ker{f) such that WQ -L Ker(/). By an argument 
similar to that in the proof of Proposition 4.6.2 we have: 
f{x) = f{wo){x,wo/ (wo)l)s for all x in E. 
Put Uf := Wo/{wo)s, then we obtain the representation (4.6.6). 
"(ii)-^(i)". a. Suppose that uj E E, {uf)s = 1 and Uf verifies (4.6.6). Then Uf ± 
Ker(/) and by Lemma 4.6.3 it follows that Ker(/) is S'-proximinal. 
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"(i)—>(ii)". b. Assume that Ker(/) is ^-semitchebychefian and suppose, by absurd, 
that there exists two distinct elements Uf,Vf € E, {uf)s = it'f)s = 1 such that they 
satisfy (4.6.6). Then Uf,Vf e Ker(/)^^. Now, let x e E\KeT{f) and put: 
yo = ^•- f{^')uf/f{uf) and V'Q := x - f{x)vf/f{vf). 
Then f{yo) = M) = 0, i.e., yo, y'o € Ker(/). 
On the other hand, for all y € Ker(/), we have 
{y,-'?^-2/o)s = {fix)/f{uf)){y,Uf)s = 0 
and a similar relation for t/p. Consequently x — yo, x — y^ ± Ker(/) i.e., yo,yQ G 
^Ker(/i< '"!''• '^"^ •^- if \^ 'f' assume that t/o = ^o '^^ derive uj/f{uf) = Vf/f{i!f) and since 
/(IIf I - /(»•/) OIK" gets iif = Vf. Thus 1/0 7^  2/0 ^ ^^ ^^^^^ ^o, 2/0 ^  ^KeT(f)i^o) '^^ obtain a 
((diir.idn tion to tiiat fact Ker(/) is ^-semitchebychefian and the implication is proven. 
'ii: • 1 t> .-\--uiu«' that (4.6.6) holds for a unique elements uj € E,{uf)s = 1 and 
xiipjHrv.' hy absurd that there exists XQ € E\Kev{f) and two distinct elements ^o and 
<f'u !!' ^K.-t(/)' '" -^ ^ above, we obtain: 
/ ( ' • ' = f{.ro){-r. (.To - 9o)/{xo - go)l)s for all x in E, (4.6.7) 
and a similar representation for Q'Q. Put: 
Uf := {XQ - go)/{xo - go)s and Vf := {XQ - go)/{xQ - ^0)5. 
Then (w/)s = {^'f)s — 1 and z/.y, Vf satisfy (4.6.6). Now, if we assume that Uf — Vf, 
we derive [XQ - go)/{xQ - go)s = {XQ - gQ)/{xQ - 50)5 and since (XQ - go)s = {XQ - ^^)s 
(from (4.6.7)) we obtain ^0 = 9o- Consequently, there exists two distinct elements 
Uf.Vf € E, {uf)s = {t'f)s = 1 and they satisfy (4.6.6), what produce a contradiction 
and the proof is finished. 
"(i)'^(ii)'- c. The statement: Ker(/) is 5-tchebychefian if and only if there exists 
a unique element uj € E. {uf)s — 1 such that (4.6.6) holds follows l)y the above 
arguments. 
The next corollary contains a characterization of 5-proximinal [5-semitchebychefian 
(S'-tchebychefian)] linear subspaces in terms of linear ftmctionals. 
Corollary 4.6.4. Lei G he a linear suhspace E,G ^ E and (. )s he a sxih/niu r producf 
on it. Then the following statements are equivalent: 
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(i) G is 5-proximinal [S'-semitchebychefiaii (5-tchol)ychofian)]; 
(ii) For all .TQ G E\G and for any / a nonzero linear functional on G ® Sp{xa) 
sncli that Ker(/) = G, there exists at least one [at most one (a unique)] element 
«xo,/ ^G® Sp{xo), («xo,/)s = 1 with the property: 
/(.r) = f{u:,^j){x.u^^j)s for all xeGWSp{.ro). 
The proof follows by the previous theorem for the linear space E'^ .g := G 0 Sp{xo). 
We shaU omit the details. 
Corollary 4.6.5. Let E and (,) be as above and G be a finite-dimensional linear 
subspace in E. Then for all nonzero linear junctional on G there exists at least one 
elem.en.t UQJ in G, {UGJ)S — 1 such that: 
fix) = fiuGj)ix,UGj)s for all x e G. 
Further on, some applications of the above results in the case of the smooth normed 
linear spaces. 
Let E be a linear space over real or complex number field K. A mapping [, ] of 
E X E into ii' is a semi-inner product in the sense of Lumer or L-semi-inner-product, 
for short, if the following conditions (P1)-(P4) are satisfied (see [5] or [4]): 
(PI) [x, x] > 0 for all x ^ E and [x, x] = 0 implies x = 0; 
(P2) [Xx, y] = X[x, y] and [x, Xy] = X[x, y] for all A e i^ and x, y in E; 
(P3) [x + y,z] = [x, z] + [y, z] for all x, y, z in E; 
(P4) I [x, y] |2< [.T, x] [y, y] for all x, y in E. 
It is easy to see that the mapping E £ x -^ [x,x]^^'^ G i?+ is a norm on E and if 
E is a normed space, then very L-semi-inner product on E which generates the norm 
is of the form: 
[x,y] = {J{y),x) for all x,y e E, 
WIHTJ'./ i> a siKtion of normahzed dual mapping [66]. It is also known that a normed 
liiKMi ^jwue K i- smooth if and only if there exists a unique L-semi-inner product which 
L;<'ij«'ra»»^  !h<' norm or if and only if there exists a continuous L-semi-inner product 
whi< h i;<ti<T.if<-- rhc norm, i.e., a L-semi-inner product satisfying condition; 
liniRe[(/.,r + fy] = Re[y,x] for aU x,y e E ([31]). 
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On the other hand, in a smooth normed space the Giles orthogonahty is eqnivalent 
to BirkhofF's orthogonahty, i.e., 
[y,x] = 0 if and only if ||.T + Xy\\ > \\x\\ for all A G K, 
and since a L-semi-inner product is a subinner product, it have the following results. 
T h e o r e m 4 .6 .3 . Let E he a smooth normed space, [, ] he the L-semi-inner product 
which generates its norm., G he a nondense linear subspace in E,XQ G E\G and QQ G G. 
Then the following stn.tcme71.ts are equivalent: 
(i) ^oePcK); 
(ii) There exists a.n element g'^ e G^ := {y G f^ig^y] = 0 for all g E G} such that: 
.To = go + g'o- (4.(i .N) 
(iii) For all linear functional f E (G (B •S'p(.ro))* such that G = Ker( / ) the following 
representation holds: 
/ ( . r) = [r.f{x.o){xo-go)/\\xo-gof] for all .r G G ® 5/>(.ro). (4.6.9) 
The proof is obvious from Proposition 4.6.1 and Proposition 4.6.3. 
Co ro l l a ry 4 .6 ,6 . Let E,G,XQ and [, ] he as above. Then the following statements are 
equivalent: 
(i) ^G(-^O) contains at least one [at most one (a unique)] element; 
(ii) There exists at leaat one [at most one (a imique)] elements QQ in G and at least 
one [at most one (a unique)] elements gQ in G^ such that (4.6.8) holds; 
(iii) For all linear and continuous functional / defined on G®SP{XQ) such that Ker( / ) — 
G there exists at least one [at most one (a unique)] element go E G with the property 
(4.6.9). 
T h e o r e m 4.6.4 . Let G be a [(closed)] linear subspace in sm,ooth norm.ed space E 
(G ^ E). Then, the following sentences are equivalent: 
(i) G is semitchebychefian \proxi.m.inal (tchebychefian)]\ 
(ii) The following decom.position holds: 
E = G ® G^[E = G + G^{E = G®G^)]] 
87 
(iii) For all XQ € E\G and for any f a nonzero continuous linear functional on 
G ® SP{XQ) such that Ker(/) = G, there exists at most one [at least one (a unique)] 
element Ux^j E G ® SP{XQ), \\UXOJ\\ = 1 with the property that: 
f{x) = f{uxQj)[x,Uxo,f] ioT al\xeG®Sp{xo). 
The proof follows by Theorem 4.6.1 and Theorem 4.6.2. 
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