Optimised loading patterns for intermodal trains by Corry, Paul & Kozan, Erhan
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Corry, Paul & Kozan, Erhan (2008) Optimised loading patterns for inter-
modal trains. OR Spectrum, 30(4), pp. 721-750.
This file was downloaded from: http://eprints.qut.edu.au/30944/
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
http://dx.doi.org/10.1007/s00291-007-0112-5
 1 
OPTIMISED LOADING PATTERNS FOR INTERMODAL TRAINS 
 
Paul Corry
1 
and Erhan Kozan
2
 
 
1 
Maunsell Australia Pty Ltd 
12 Cribb Street, Milton Qld 4064, Australia 
paul.corry@maunsell.com 
 
2
Queensland University of Technology 
School of Mathematical Sciences 
2 George Street GPO Box 2434 
Brisbane  Qld 4000 Australia. 
e.kozan@qut.edu.au 
 2 
Abstract. This paper considers one important aspect of operations planning referred to 
hereafter as train planning.  Train planning is the process of spatially assigning containers to 
specific wagons (also known as railcars) on an intermodal train.  The spatial arrangement of 
containers on a train can have a significant influence over the amount of time and energy 
consumed in the handling of containers.  Efficient train planning can also maximise 
utilisation of wagon carrying capacity.  This study proposes a mixed-integer programming 
model to determine the arrangement of containers on a train to minimise a weighted sum of 
number of wagons required and equipment working time.  Due to the large number of 
variables, the proposed model cannot be solved in a timely manner for practical problems.  
This is addressed by applying heuristic algorithms local search and simulated annealing.  
Discrete-event simulation of an intermodal terminal is used to evaluate the proposed methods 
and to illuminate various properties of the model. 
Key words: intermodal container terminal, train planning, Metaheuristics 
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1  Introduction 
 
The complexity and diversity of container transport systems around the world has yielded a 
vast array of decision making problems for researchers to address.  Continued growth in 
containerised transport has resulted in an international effort on the part of researchers to 
improve efficiency in this area.  Intermodal transport is an important sub-system in the 
container transport chain and is emerging as a research field in its own right (Bontekoning et 
al. 2004).  In a general sense, intermodal transport describes the transportation of 
containerised cargo using more than one mode of transport from origin to destination.  Within 
this transportation system intermodal terminals are the points of transfer from one 
transportation mode to another.  Typically, intermodal terminals transfer containers between 
rail and road transportation although barges on inland water courses are used instead of rail in 
some regions.  Trimodal terminals are another variant which provide an interface between 
rail, road and waterway combined. 
 
Currently the common practice in terminals is that train planning is done on-the-fly by 
handling equipment operators.  This opens the possibility of time consuming rehandles due to 
poor decisions caused by lack of situational awareness, inexperience or a high mental load on 
operators.  There is an opportunity to improve the efficiency of handling operations by 
providing human operators with real-time decision support in train planning.  In the future 
there may also be a need for real-time train planning algorithms to control the actions of 
autonomous handling equipment. 
 
This paper considers the problem of train planning which decides where each particular 
outbound container should be loaded on a given train.  The objective is to minimise the 
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weighted sum of number of wagons used for the train plan, and time incurred due to carrying 
out the train plan.  An effective train plan would ensure that empty wagons are sequenced in a 
contiguous block at the rear of the train and may be detached before departure. 
 
There are often many constraints involved with train planning.  The core constraint of all 
train planning problems is that each wagon is restricted as to what combinations of container 
types it can carry.  Other operational constraints and objective functions are interchangeable 
depending on regional circumstances.  Operational constraints typically relate to safety 
regulations such as dangerous goods separations, maximum gross wagon mass and train 
height. 
 
A mixed-integer programming model is proposed for train planning in the described terminal 
system.  Various solution techniques are developed and are evaluated using discrete event 
simulation of an intermodal terminal.  The paper is organised into sections which address the 
following topics: the related research; definition of a base model, a case study of model 
customisation; solution techniques; numerical investigation and concluding remarks. 
 
2 Related Research 
There is a large body of recent literature related to intermodal terminals.  Readers are referred 
to Bontekoning et al. (2004), Macharis and Bontekoning (2004) for comprehensive review of 
this literature.  There have been several studies on train planning but they have mostly 
focused on different aspects of intermodal transport to what is considered here. 
 
One related study is that of Bostel and Dejax (1998).  Some intermodal networks include not 
only intermodal terminals but also rail-to-rail transfer facilities at major intersections in the 
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network.  Bostel and Dejax consider this type of system and propose a model to determine 
optimum locations of containers on origin trains, destination trains and short term storage.  
Their model minimises handling time but does not consider containers to have different 
lengths which is unrealistic in most intermodal networks.  The model proposed in the present 
study overcomes this limitation.  Containers of various sizes and properties can be handled 
explicitly. 
 
In the USA an intermodal transport system called piggy-back is commonly used.  Containers 
are delivered by truck to an intermodal terminal and the trailer is detached from the truck.  
The entire trailer with the container attached is loaded onto the train and “piggy-backed” to 
the destination terminal where it is unloaded and collected by another truck.  Feo and 
Gonzalez-Velarde (1995) consider train planning in this context to maximize utilization of 
trailer hitches on the wagons.  In some ways, their problem is conceptually similar to what is 
considered in this paper; however their formulation relies on the assumption of at most two 
trailers assigned to a railcar.  This assumption would be too restrictive in the type of system 
considered in this paper. 
 
 Powell and Carvalho (1998) treat a broader version of this problem by considering an entire 
network and controlling the flow of wagons between terminals to ensure that the availability 
is maintained.  Their focus was strategic resource allocation across an intermodal network, 
and did not treat train planning in sufficient detail to be useful at a real-time operational level. 
 
Our study is a significant extension of the developments made in several previous studies 
Kozan (1997), Kozan (1999), Corry and Kozan (2004) and Corry and Kozan (2006).  The 
first two of these studies consider a wider view of container terminal operations whereas the 
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second two are precursors to the train planning model developed in this study.  Corry and 
Kozan (2006) considered a much simplified abstraction of the train planning problem.  Apart 
from ignoring technical constraints (e.g. dangerous goods) the study assumed that all 
containers are of equal length.  This assumption meant that the model could be solved rapidly 
and the study focused on tuning the model to capture uncertainty in the system.  Corry and 
Kozan (2004) dropped the assumption of equal length containers and included technical 
constraints which resulted in a model that could not be solved in reasonable time.  Several 
heuristics were developed and an extensive numerical investigation compared the heuristics 
and variants of the model. 
 
This study presents a new formulation of the train planning model which is a more accurate 
representation of the real system than the studies by Corry and Kozan (2004 and 2006).  
Additional benefits have resulted from this new formulation including a less complex 
mathematical model, and a model that is amenable to decomposition.  Another benefit is that 
this model could potentially be adapted to other systems of intermodal transport including 
double stacked trains and piggy-back systems.   
 
3  BASE MODEL 
In this section the problem of train planning is described at its most fundamental level.  The 
first subsection defines wagon loading patterns which are the foundation of any train 
planning model.  This is followed by a mathematical representation of the base train planning 
model. 
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3.1  Loading patterns 
When containers are placed on wagons they must be secured by fastening devices called pins.  
Pins are located at particular locations along a wagon and four of them must be aligned with 
special castings located at certain points on containers, usually (but not always) in the 
corners.  Pins which are not used at fastening points must be retracted.  In the case study 
presented later it is considered desirable to minimise time spent changing the pin settings. 
 
The core assumption of the train planning model (TPM) is as follows - Each wagon is 
restricted to a finite number of possible loading patterns.  The set of allowable patterns for a 
given wagon is predetermined and defines all possible arrangements of containers on the 
wagon.  Fig. 1 gives an example of a set of allowable patterns for a given wagon.  Although it 
is not shown, an empty wagon is always included in the set of allowable patterns. 
 
Each pattern consists of a certain number of slots.  For example, the pattern at top-left of Fig. 
1 has three slots whereas the pattern at the bottom has two slots.  The number of slots in a 
pattern is the number of containers carried.  Slots are indexed from front to rear of the wagon 
in the direction of travel.  For the purposes of this study each slot in a loading pattern can 
accommodate containers of a prescribed length.  In some applications it may be desirable to 
associate other attributes in addition to length, for example refrigerated containers. 
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Fig. 1. Example of a set of allowable loading patterns. 
 
In this paper, it is assumed that double stacking of containers on wagons is not permitted.  
However, the flexibility of this loading pattern representation means the proposed model may 
be adaptable to double stacking or alternatively to a piggy-back system.  This would be 
possible since both train types consist of wagons each with a finite set of allowable 
container/trailer loading patterns.  For double stacking in particular the number of allowable 
patterns may increase significantly.  Further development of the presented model and 
algorithms may be required to effectively treat double stacking. 
3.2 Formulation 
The following notation is used to define the train planning base model (TPM-base) and is 
used throughout the paper. 
Indices 
i container indices (i = 1, ..., n). 
j wagon index (j = 1, ..., m). 
a, b loading pattern indices. 
k, q indices referring to slots in wagon loading patterns. 
6.1 m 12.2 m 
13.8 m 14.7 m 
6.1 m 6.1 m 6.1 m 6.1 m 6.1 m 6.1 m 
7.6 m 7.6 m 6.1 m 7.6 m 7.6 m 
12.2 m 
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Parameters 
n number of outbound containers. 
m number of wagons. 
cj number of possible patterns for wagon j. 
sja number of slots in pattern a of wagon j. 
lijak equals 1 if container i has same dimension as slot k in pattern a of wagon j, 0 otherwise. 
Variables 
Uijak equals 1 if container i assigned to slot k in pattern a of wagon j, 0 otherwise 
For a given objective function, ( )Z  TPM-base can be described as follows. 
in ( )M Z U   (1) 
subject to 
ijak ijakU l  , , 1,..., , 1,...,j jai j a c k s  (2) 
1ijak
i
U  , 1,..., , 1,...,j jaj a c k s  (3) 
1 1
1
j jac s
ijak
j a k
U  i  (4) 
1
1
1
jc
ija
i a
U  j  (5) 
1
1
jas
ijak ja ija
i k i
U s U  , 1,..., jj a c  (6) 
{0,1}ijakU  , , 1,..., , 1,...,j jai j a c k s  (7) 
 
The first constraint (2) ensures that containers are only assigned to slots of the same 
dimension.  The second constraint (3) ensures that slots are assigned to at most one container.  
Constraint (4) ensures that containers are assigned to only one slot.  Constraint (5) ensures 
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that at most one pattern is assigned on each wagon.  This is followed by (6) which forces 
every slot in an assigned pattern to be filled. 
 
There are a large number of variables in TPM-base for realistically sized problems.  Consider 
a problem with 50 containers, 40 wagons with an average of 10 patterns each and an average 
of 2 slots per pattern.  TPM-base would have 40000 binary variables. 
 
TPM-base defines a generic foundation for all train planning models.  Logic which is specific 
to individual terminals must be layerd over top of TPM-base on a case-by-case basis.  The 
following section describes how the model can be adapted to a dynamic setting within the 
context of a specific test case. 
 
4 A Dynamic Model Adaptation 
 
The type of terminal under consideration here consists of several adjacent rail tracks on 
which stationary trains are loaded/unloaded with containers.  Along these transshipment 
tracks is a platform on which trucks can park and be loaded/unloaded with containers.  Also, 
an in-process storage area is available on the platform that can be used as a buffer for 
transfers between truck and train.  A number of handling machines transfer containers to and 
from the trucks.  There is a variety of possible handling machines including gantry cranes, 
reach stackers and forklifts. 
 
Trains arrive and depart from the terminal according to a predetermined timetable.  For each 
outbound train service, the terminal declares a time window in which trucks can arrive to 
deliver containers.  We assume that all outbound containers are pre-booked on a given train 
so their size and weight are known beforehand.  Trucks arrive randomly during this time 
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window and often deliver one or more containers and collect one or more containers in a 
single trip.   
 
An important part of this system is the temporary storage area.  An inbound container would 
be placed in storage if it was unloaded from the train before a specific truck arrived to collect 
it.  The container may stay in storage for a limited time before being collected.  Conversely, 
outbound containers are placed in storage if there is no available wagon space when the truck 
has arrived.  This would occur if the container was delivered before the loading time window, 
or if the container was delivered when no wagon space was available at that time. 
It is assumed that an inbound train is stripped of its containers and back-loaded with new 
containers and turned around as an outbound train.  The stripping of inbound containers and 
loading of outbound containers can occur simultaneously.  This policy can result in limited 
available wagon space at the time of delivery for an outbound container.  It is common 
practice in Australian intermodal terminals. 
4.1 Model Assumptions 
 
The assumptions listed in this subsection were used to formulate the test case considered for 
this paper.  Note that many terminal systems exist where different assumptions and objectives 
apply.  In these cases the alternative assumptions can be layered over the base model 
provided that the core assumption holds (see Section 3.1).  This approach of defining a 
customisable model is necessary for the practicality of the proposed methodologies.  For 
intermodal terminals which are so varied in operational circumstances, it is impractical to 
formulate a single model that covers all contingencies.   
 
Most of the listed assumptions reiterate what has been discussed so far.  Some of the 
assumptions introduce more detail regarding system behaviours. 
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i. Trucks arrive randomly throughout the given window of operation and the move 
sequences of handling machines are unpredictable. 
This assumption is the source of uncertainty in train planning which introduces the need for a 
rolling horizon approach (see Section 4.2). 
 
ii. Trucks will either collect one or more containers, or deliver one or more containers, or 
collect and deliver in a single visit. (see Section 4.3.2)  Which containers are to be 
delivered and collected by each truck is known before loading begins. 
Knowing which containers will be carried together on the same truck allows future carry 
travel to be predicted.  This relies on predicting the platform location a truck will be assigned 
to on arrival, based on the current train plan  (see assumption iii). 
 
iii. When a truck arrives it is directed to a location on the platform.  This location is 
calculated as the average location of all containers to be collected and delivered by the 
truck.  Locations of inbound containers being collected are assumed to be known.  They 
are either sitting on wagons or grounded adjacent to the wagon they were on.  Locations 
of outbound containers being delivered is dictated by the train plan. 
This allows the platform location assigned to each truck to be predicted from the train plan 
before the truck arrives.  Selecting the average location of all the containers minimises the 
carry travel required.  
 
iv. When containers are grounded, they are placed directly adjacent to where they were lifted 
from (their platform location does not change). 
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This assumption allows carrying of containers when being grounded to be eliminated from 
carry travel calculations.  It also means that each container will be carried at most one time 
which is a sensible strategy. 
 
v. The properties and current state of all containers, wagons and trucks is known along with 
the current standing train plan.  It is also known whether any given container was 
grounded at any previous time during loading of the train. 
This assumption ensures that when revising the train plan, all the information necessary is 
available to compute the objective function and ensure a feasible train plan based on 
containers that have already been loaded. 
 
vi. Any contiguous block of empty wagons at the rear of the train is detached from the train 
before departure. 
This assumption leads to the objective of minimising the number of wagons hauled by a train.  
From another perspective it maximises the number of wagons in a contiguous block at the 
rear of the train. 
 
To assist readers, some conventions for notation is applied throughout this paper.  All static 
parameters are represented by lower-case roman letters.  The values of these parameters 
remain fixed throughout the time horizon of loading a train.  Dynamic parameters are denoted 
by Greek letters.  The values of these parameters change throughout the time horizon and are 
dependent on the current state of the system and earlier train plans.  Variables are denoted by 
upper-case Roman letters. 
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4.2 Rolling Horizon Framework 
In the considered terminal system, train planning is a dynamic process because of the 
uncertainty of truck arrival times and unpredictable move sequences of handling equipment.  
For this reason, a rolling horizon approach has been applied.  The train planning model must 
be re-solved whenever relevant changes occur in the system.  Within the context of this 
study, the train plan is revised when a container is moved or a truck arrives. 
 
For the problem considered in this study, the time horizon of train planning begins before the 
first outbound container is delivered.  The train plan is revised progressively as more 
containers arrive or get moved by handling machines.  Once the final container has been 
loaded, the train plan is complete which marks the end of the time horizon. 
 
In reality, the time horizon could begin when the first container is booked for the train.  An 
initial train plan could be progressively revised as more containers are booked.  In this regard, 
train planning could be used as a tool in the booking process so that terminal operators would 
know exactly how much space was available and whether safety regulations could be met. 
 
When revising the train plan, the current status of all containers in the system must be known 
so the most recent information is used to revise the train plan.  It is assumed there is perfect 
knowledge of containers booked to the train prior to loading operations.  Dealing with 
conflicts that may arise as a result of imperfect knowledge is an operational issue left for 
future consideration. 
 
As a container enters the terminal and moves through handling operations to be loaded, it 
passes through the following defined states, (Corry and Kozan 2006). 
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O : outside of the terminal, yet to arrive; 
A : onboard a truck waiting at the gate for directions to the platform, recently arrived; 
P :  onboard a truck waiting on the platform; 
G : grounded in temporary storage; and 
L :  loaded onboard the train. 
 
Thus, whenever the train plan is revised it must be possible to categorise every outbound 
container as being in one of these states.  From one train plan revision to the next, the state of 
individual containers can change which may result in changes to the train plan.  Note that all 
outbound containers will pass through states O, A, P, and L.  Some containers will pass 
through state G which signifies they have incurred double handling. 
 
It is important to ensure that each train plan revision is consistent with the spatial 
arrangement of containers on the partially loaded train.  Assigning a loaded container to a 
new position is considered infeasible.  Assigning any container to a position which is fully or 
partially occupied by another loaded container is also infeasible.  In order to eliminate these 
infeasibilities, two additional constraints are proposed for the dynamic model.  These 
constraints are presented in (8) and (9) and require the following parameters. 
Parameters 
djak platform location of the midpoint of slot k in pattern a of wagon j. 
ejakbq equals 1 if slot k in pattern a has same position and dimension as slot q in pattern b of 
wagon j (i.e. djak = djbq and lijak = lijbq,  i ), 0 otherwise. 
i current state of container i ( O,A,P,G,Li ). 
i wagon assigned to container i in the existing train plan. 
 16 
i pattern slot assigned to container i in the existing train plan. 
j pattern assigned to wagon j in most recent train plan ( j = 0 initially). 
1 1
0
j ja
i
c s
ijak
j a k
U  : Lii  (8) 
j iijak jbq
U e  : L,  ,  1,..., ,  1,...,i i j jai j a c k s  (9) 
Containers that have been loaded are restricted from being reassigned to different wagons by 
constraint (8).  Constraint (9) ensures that loaded containers are assigned to slots that have the 
same position and dimension as in the existing train plan.  This means that the assignment of 
loading patterns can be changed, as long as the positions of loaded containers are retained. 
4.3 Objective Function 
For the considered terminal there are two weighted objectives for train planning: minimise 
train length; and minimise handling time.  Handling time can itself be split further into three 
components.  Each component of the objective function will be defined individually in the 
following subsections.  This will be followed by definition of the full objective function 
which is a weighted sum of the various components. 
4.3.1 Train Length 
The intermodal terminal considered in this paper is assumed to handle trains of variable 
length as opposed to fixed length trains.  As a result, an objective of train planning is to load 
containers onto the minimum possible number of wagons.  This can be achieved by finding 
an optimal assignment of loading patterns to the prescribed sequence of wagons such that the 
total number of slots of a given length equals the number of containers of that length.   This 
ensures that every container can be accommodated in the train plan and that there will be no 
empty slots. 
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To incorporate train length into the model it is necessary to add a new variable which 
measures train length and a constraint to calculate the variable. 
Variable 
N number of wagons used on the train. 
1
1
jc
ija
i a
jU  j  (10) 
This constraint exploits the fact that any loaded wagon will have exactly one loading pattern 
assigned. Since any non-empty loading pattern will have at least one slot, summing over the 
first slot of all loading patterns gives the value one if a given wagon is non-empty.  Since (10) 
applies for all j, N must be greater or equal to the largest index of all loaded wagons which 
gives the train length. 
4.3.2 Handling Time 
The second objective of the proposed model is to minimise any handling time which is 
directly influenced by train planning.  Handling time included in TPM can be divided into 
three components, double handling, pin changes and carry travel.  Double handling occurs 
whenever an outbound container is grounded because its assigned position is blocked by 
inbound containers still onboard the train. 
 
Any particular outbound container waiting for loading will be located at a particular position 
on the platform.  When a handling machine loads the container, it must be carried along the 
platform to the wagon assigned in the train plan.  This is called a carry and part of the 
handling time objective is to minimise the total carry time. 
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When containers are loaded onto a train the appropriate wagon pins must be locked into place 
whilst other pins may need to be retracted.  The pattern of locked pins initially on a wagon 
depends on the pattern of inbound containers when the train arrived (or from the most 
recently used pattern on the wagon).  If a container is loaded such that pins need to be locked 
or retracted, a certain amount of time is required to change the pin setup of the wagon.  In 
some terminals the handling machine operator leaves the machine cabin to perform this task 
and in other terminals pin changes are performed by a yard crew.  The final component of 
handling time in the proposed train plan model is to minimise the time incurred by pin 
changes. 
 
It should be noted that the proposed model only includes aspects of handling time that are 
predictably affected by the train plan.  Because we assume that move sequences of handling 
machines are unpredictable, the model does not include transfer times of inbound containers, 
nor does it include travel time between container transfers. 
 
There is a persuasive reason why inbound transfers and travel between transfers are not 
included in the objective.  Being able to predict the sequence of transfers relies on a model of 
future handling movements based on the current state of the system.  Integrating such a 
model into train planning would be vastly more complex than train planning alone.  Even if 
this could be accomplished, most terminals are such that handling machines are operated by 
human operators, each with their own unique behaviour.  This may change in the future if 
automated handling systems are widely adopted but until then an integrated model would be 
impractical for real systems. 
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The obvious question this raises is whether it is worth trying to partially minimise handling 
time if a significant portion of total handling time is unpredictable.  The answer to this 
question is “yes” if a positive correlation exists between the component of handling time 
being minimised and the unpredictable handling time.  This is largely dependent on the 
unique behaviour of individual systems and needs to be assessed case-by-case.  In Section 
6.3.2 it is demonstrated that such a correlation exists for the test case considered in this paper. 
 
In the following sub-sections we describe the handling time aspect of the proposed train 
planning model. 
 
 
Double Handling 
The double handling component of the objective is given below. 
Parameters 
i equals 1 if container i was ever grounded (i.e. Gi , or Li  with Gi  in an 
earlier train plan), 0 otherwise. 
jak equals 1 if slot k in pattern a of wagon j overlaps with an inbound container waiting to 
be unloaded from wagon j, 0 otherwise 
Scaling Coefficients 
ijak scaling parameter for double handling of container i when assigned to slot k in pattern a 
of wagon j ( 0 1ijak ). 
1 1
j jac s
i ijak jak ijak
i i j a k
DH U   (11) 
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The first term of DH sums to a constant that counts the number of containers that have 
already been grounded.  Because this term is constant, it could be omitted with no impact on 
the quality of train plan.  However, it is a useful inclusion because it allows for meaningful 
comparisons of objective values between train plan revisions from different points in the 
planning horizon.  Note that for containers with i = 1, the corresponding scaling parameters 
ijak for all j, a, k are set to zero.  This is to ensure that the double handling of these 
containers is only counted once. 
 
Containers that have not been grounded (i.e. i = 0) are dealt with in the second term of DH.  
Consider slot (j, a, k) which is currently occupied by one or more inbound containers waiting 
to be unloaded (this is indicated by jak = 1).  If container i is waiting to be loaded onto slot (j, 
a, k) there is a possibility that the slot will still be occupied when container i is ready to be 
loaded.  This may result in the grounding of container i.  The scaling parameter ijak attempts 
to quantify the risk of this occurring based on the state of container i and the state of inbound 
container(s) occupying slot (j, a, k).. 
 
Due to the complexity and uncertainty of interactions in intermodal terminals it is impractical 
to theoretically determine the probability of double handling for a given container-slot 
assignment.  Thus we turn to a combination of insight and experimentation to calibrate the 
ijak parameters. 
 
The current state of outbound container i and the state(s) of inbound container(s) blocking i, 
are the obvious properties to which double handling is most correlated.  Thus we propose to 
determine the scaling parameter ijak as a function of these states. 
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For outbound containers the possible states which are relevant to ijak are: O (yet to arrive); A 
(arrived awaiting direction); and P (waiting on the platform).  For inbound containers which 
are blocking i, the possible states are: a truck has arrived to collect i, a truck has not arrived to 
collect i.  Taking the known states of inbound containers into account we introduce the 
following parameter. 
, if at least one container blocking the slot ( , , ) is awaiting truck arrivalˆ
0, if trucks have arrived to collect every container blocking the slot ( , , )
jak
jak
j a k
j a k
 
The parameter ˆ
jak
 is similar to jak  except that it does not consider inbound containers as 
blocking a slot if trucks have arrived to collect them. 
 
It is then logical to determine ijak as a function of i and ˆjak .  This is achieved by grouping 
container-slot assignments into several categories where every member of a given category 
will have approximately equal probability of incurring a double handle.  Based on known 
states of containers, a container-slot assignment (i, j, a, k) with 1jak  falls into one of the 
following categories. 
1. ˆA or P, 1i i jak : Container i has arrived at the terminal and is blocked by at 
least one inbound container awaiting a truck to arrive. 
2. ˆO, 1i jak : Container i has not arrived at the terminal and is blocked by at least 
one inbound container awaiting a truck to arrive. 
3. ˆA or P, 0i i jak : Container i has arrived and is blocked by one or more 
inbound containers, all for which trucks have arrived. 
4. ˆO, 0i jak : Container i has not arrived and is blocked by one or more inbound 
containers, all for which trucks have arrived. 
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Equation (12) expresses ijak in terms of these categories. 
1
2
3
4
ˆ, A or P, 1;
ˆ, O, 1;ˆ,
ˆ, A or P, 0;
, otherwise.
i i jak
i jak
ijak i jak
i i jak
w
w
w
w
 , , 1,..., , 1,...,j jai j a s k c  (12) 
The parameters w1, ..., w4 are constants for which appropriate values must be determined.  
Typically we would expect that 4 3 2 10 1w w w w .  This expectation is based on the 
understanding that outbound containers blocked by inbound containers without trucks 
available are most likely to incur double handling.  Also, outbound containers in this situation 
are more likely to incur double handling if they have already arrived at the terminal. 
 
The values, 1 1w  and 4 0w  have been assumed because categories 1 and 4, respectively, 
represent high likelihood and near-zero likelihood of double handling.  Suitable values for the 
remaining parameters,  w2 and w3,  have been determined through experimentation the results 
of which are presented in this paper. 
Pin Changes 
The following expression is used to determining the total number of pin changes in a train 
plan. 
Parameters 
pja number of pin changes required if wagon j assigned pattern a. 
1
1
jc
ja ija
j i a
PC p U   (13) 
For a given wagon j, the loading pattern can be confirmed by the existence of any container 
assigned to the first slot, that is, there exist i such that Uija1 = 1. This property is used in (13) 
 23 
to determine the loading patterns of each wagon and therefore how many pin changes are 
required.  
 
Note that it is possible for no containers to be assigned to wagon j.  In this instance, wagon j 
is assigned the empty loading pattern and no pin changes are incurred. 
 
Carry Travel 
The following notation is used in this in the description of carry travel. 
Index 
u truck index (u = 1, ..., n
(tr)
). 
Parameters 
n
(ib)
 number of inbound containers. 
di
(ib)
 platform position of inbound container i when waiting to be unloaded. 
n
(tr)
 number of trucks. 
riu
(ob)
 equals 1 if truck u delivers outbound container i, 0 otherwise. 
riu
(ib)
 equals 1 if truck u collects inbound container i, 0 otherwise. 
u platform location of truck u when waiting on platform, if truck u has not arrived then 
arbitrarily assign u = -1. 
 
In order to calculate how far containers have been carried before loading, two pieces of 
information are required: the location where the container was lifted from (either from truck 
or ground); and the location of the wagon upon which the container is finally loaded.  To 
describe this process the following notion of location is defined.  To begin, one end of the 
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platform is chosen as the origin point.  The location of a container or wagon is then defined 
as the distance along the platform from the origin point.  
 
It is assumed that the location of each wagon is known and at a more detailed level the 
location of slots within each wagons’ loading patterns are known.  The location of slot k in 
pattern a of wagon j is denoted djak which was defined in Section 4.2. 
 
To calculate carry travel, the location from which a container was or will be lifted must also 
be known.   How this position is determined depends on the container’s state.  There are two 
possibilities: the container is already on the platform; or the container is yet to arrive. 
 
Recall from the list of notation that u  denotes the location at which truck u is waiting on the 
platform and that riu = 1 if container i is carried on truck u, 0 otherwise.  For the following 
discussion consider container i which is carried by truck u and assigned to wagon slot (j, a, 
k). 
 
First consider the simplest case where truck u has already arrived and is waiting on the 
platform for i to be lifted.  The location of truck u on the platform is known to be u .  Thus, 
for this case the carry travel for container i is simply 
jaku d . 
 
Now consider the case where truck u is yet to arrive.  In this case we need to make some 
prediction about the future location of truck u waiting on the platform.  This will depend on 
the operational policy of the terminal which dictates where trucks are told to wait on the 
platform.  A sensible policy is to send each truck to a location which minimises the carry 
travel of outbound containers being delivered and inbound containers being collected. 
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This is where we invoke assumption (iii) defined earlier.  The truck u will be sent to the 
location which is the average of wagon locations assigned to its outbound containers and 
wagon locations of its inbound containers.  For example, if truck u is delivering one outbound 
container i and collecting one inbound container h, it would be sent to location 2
ib
hjak dd . 
 
Let us now define the variable Du (which only applies to trucks yet to arrive) as the future 
location of truck u once it arrives.  Note that Du can change throughout the time horizon of 
loading the train subject to changing conditions in the terminal.  Based on assumption (iii) the 
following expression defines Du. 
( )
( )
( ) ( ) ( )
1 1 1
( ) ( )
1
ib
j ja
ib
c s n
ob ib ib
iu jak ijak iu i
i j a k i
u n
ob ib
iu iu
i i
r d U r d
D
r r
      : 1uu  (14) 
Recall from previous definition that 1u  is a flag indicating that truck u is yet to arrive at 
the platform.  Note that 1u  implies all outbound containers carried by truck u are in 
either of the states Oi  (yet to arrive) or Ai  (waiting at the gate).  The numerator of 
(14) is the sum of locations assigned to all outbound containers and locations of all inbound 
containers associated with truck u.  The denominator is the count of these containers; hence 
the average location is the result and assumption (iii) has been applied. 
 
Based on the preceding arguments of this subsection, the initial and final location of every 
inbound and outbound container being carried is known.  The total carry travel, including 
what has already been incurred along with future planned carry travel, can be calculated 
using the expression. 
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Carry travel of outbound containers is calculated in the first term whilst that of inbound 
containers is calculated in the second term.  Note that absolute values are used in this 
expression which makes it nonlinear.  It is a well known procedure to linearise such 
expressions so we have omitted the linearised representation here. 
4.4 Combined Objective Function 
The combined objective function calculates a weighted sum of handling time and train length.  
Each of the handling time components have coefficients that transform them into the 
common measure of time.  From here on the test case model shall be denoted (TPM). 
Scaling Parameters and Coefficients 
g1, g2 objective function scaling parameters for handling time and train length respectively. 
t
(mv)
, t
(pc)
 time required for one container transfer and one pin change respectively. 
v average velocity of handling equipment. 
 
( ) ( )
1 2in
mv pcM z g t DH t PC CT v g N   (16) 
 
4.5 Operational Constraints 
 
Intermodal terminals are typically subjected to a unique set of operational constraints.  
Examples of common constraints include: wagon mass limits, draw gear capacity, 
refrigerated containers, destination grouping and dangerous goods. 
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This study focuses on train planning at a fundamental level.  To maintain this focus, a 
rigorous analysis of the operational constraints is not conducted here.  The analysis of 
operational constraints is limited to dangerous goods separation.  This scope should be 
sufficient to give an indication of the ability to incorporate specific operational constraints 
into TPM. 
 
Let )(sepihd  be the required separation distance between containers i and h, and let li be the 
length of container i  The required separation distance should be precalculated based on the 
known dangerous goods categories of containers and regulatory tables of required separations 
distances between dangerous goods categories. 
 
The following constraint ensures that containers satisfy their required separation distance.  
The left hand side determines the separation distance between containers i and h. 
)(
1 1 11
2/)(
sep
ih
j
c
a j
c
a
ih
s
k
hjakjak
s
k
ijakjak dllUdUd
j j jaja
 , :i h h i  (17) 
This constraint is presented in absolute value form.  Its linearisation uses a well known 
procedure and is omitted.  
5 Solution Techniques 
A series of preliminary experiments was performed to tune the model and solvers.  It was 
found in preliminary experiments that problems of twenty containers or more could not be 
solved in less than one hour using exact methods.  This computation time is unacceptable 
because train plans need to be revised and communicated to handling equipment and gate 
operators in real time therefore solutions need to be obtained in seconds.  For this reason, 
several heuristics were developed to obtain solutions within this time constraint. 
 28 
5.1 Loading Pattern Sub-Model 
It was found that solving a sub-model of TPM, considering only loading patterns whilst 
ignoring container-slot assignments, provided a good initial solution for the proposed 
heuristics.  It was also found that the sub-model could be solved exactly in less than one 
second (using CPLEX) for all problems solved in the course of this study.  The sub-model 
works by assigning a loading pattern to each wagon to minimise the length of train with the 
minimum number of pin changes. 
 
In presenting S1, definitions of some TPM parameters and variables have been modified.  
Unless otherwise stated, the original variable and parameter definitions apply.  The following 
notation is used in the formulation of S1. 
njar number of slots in pattern a of wagon j for container type r 
nr number of containers of class r (r = 1, ..., n
class
) 
Wja equals 1 if pattern a assigned to wagon j, 0 otherwise 
 
1 1 pc 21
in
ic
S ja jaj a
M Z g t p W g N   (18) 
Subject to 
1
1
jc
a ja
W  j  (19) 
j r
c
a jajar
nWn
j
1
 r  (20) 
jc
a ja
WjN
1
 j  (21) 
{0,1}jaW  , 1,..., jj a c  (22) 
 
The objective function minimises the weighted sum of pin changes and train length.  
Constraint (19) ensures that wagons are assigned at most one pattern.  The next constraint 
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(20) ensures that the number of slots dedicated to a particular container class equals the 
number required.  Constraint (21) forces N to be equal to the number of wagons used in the 
train. 
 
Container classes differentiate containers by length.  Therefore, all containers of a given 
length will form their own container class set.  Slots are also categorised into these classes 
corresponding to the classes of containers they carry.  For a given container class, the number 
of containers must be equal to the number of slots. 
5.2 Local Search (LS) 
The local search procedure is a general purpose heuristic based on the principal of steepest 
descent.  LS requires the definition of a neighbourhood which uses some defined operation to 
transform one solution into a set of new solutions.  This set is called the neighbourhood of the 
original solution.  Beginning with a supplied initial solution, LS examines the entire 
neighbourhood and selects a new solution that results in the lowest objective function value.  
The process is repeated on each new solution until no further improvements can be achieved. 
 
The solution obtained is locally optimal with respect to the defined neighbourhood and initial 
solution.  It is important to note that superior solutions may exist beyond the region of 
attraction for this locally optimal solution.  This is the limitation of LS which is the tradeoff 
made for savings in computation time. 
 
The proposed LS heuristic is based on containers being grouped by class.  For this discussion 
we define r as a general purpose index for container class, r = 1, ..., n
class
.  For example, if 
containers came in sizes of 6.1m, 7.6m and 12.2m then there would be three classes, that is 
n
class
 = 3.  Also, let classi be the class index of container i and let classjak be the class 
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accommodated by slot k of pattern a on wagon j.  By definition slots are dedicated to a single 
container class. 
5.2.1 Alternative Representation of TPM Solutions 
To assist in describing the LS heuristic, it is convenient to define an alternative representation 
for TPM solutions.  Firstly, the decision variables are defined differently to the original 
binary representation.  Let Aj be the index of the loading pattern assigned to wagon j.  Thus, 
in terms of the loading pattern sub-model (see Section 5.1) we have 1
jjA
W . 
Given a complete assignment of patterns to wagons, the loading position of containers can be 
defined by imposing a sequence on each class of container.  Let us define Sr as a sequence of 
(yet to be loaded) containers in class r where Srq is the q
th
 container in the sequence.  The 
transformation of class sequences into a train plan shall be described with an example. 
 
Consider the three wagons in Fig. 2 with their assigned loading patterns as indicated: wagon 
1 (7.6m, 6.1m); wagon 2 (6.1m, 12.2m); and wagon 3 (7.6m, 6.1m).  Here there are three 
container classes and six containers to be loaded such that: containers 1, 2 and 3 are of 6.1m 
class; containers 4 and 5 are of 7.6m class; and container 6 is of 12.2m class.  Let us now 
impose the following class sequences S1 = {3, 1, 2}; S2 = {5, 4}; S3 = {6}.  Fig. 2 shows how 
these class sequences translate into a train plan.  For each container class, it is a simple 
process of placing containers into accommodating slots in sequence order taken from front to 
rear of the train. 
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Fig. 2. Example of container class sequences defining a train plan. 
 
An issue with class sequences is the question of how to account for loaded containers.  The 
method employed is to exclude loaded containers from the sequences.  Say for example that 
container 1 was recently loaded into the position assigned in Fig. 2.  Then the sequence S1 
then becomes {3, 2}.  When using S1 to fill the 6.1m slots, the slot loaded with container 1 is 
ignored, as shown in Fig. 3. 
 
Fig. 3. Container class sequence accounting for a loaded container. 
 
Thus, a complete train plan is defined by the set of loading patterns Aj, j  and the set of class 
sequences Sr, r .  It is straight forward to transform a solution of this form into the original 
Uijak representation. 
 
3 5 1 6 2 4 
S11 = 3 S12 = 2 6.1m 
Class Sequence 
front of train rear of train loaded 
3 5 1 6 2 4 
S11 = 3 S12 = 1 S13 = 2 
S21 = 5 S22 = 4 
S31 = 6 
6.1m 
7.6m 
12.2m 
Class Sequences 
front of train rear of train 
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With this alternative representation of train plans, the description of the LS neighbourhood 
operators is much simplified. 
5.2.2 Neighbourhood 1: Loading Pattern 
Before assigning a new loading pattern to a given wagon, it is necessary to determine which 
loading patterns are feasible given the wagon’s current partially loaded state.  Let us first 
define the parameter Ljk to equal 1 if the k
th
 slot on wagon j is loaded, and 0 otherwise. 
otherwise0,
loaded is on wagon slot th '  theif,1
L
,,,
jk
UL
i
j
i
kAjijk  
Note that kAji jU ,,,  is taken from the existing train plan which is to be revised with LS.  Given 
the current loading pattern and loaded slots, feasible loading patterns for a given wagon must 
have slots compatible to those already loaded.  Thus, the set of feasible loading patterns for a 
given wagon j is given by the following. 
)1(:1::)( ,,,, qbkAjjk jeqLkbjF  
Recall that ejakbq equals 1 if slot q of pattern b is identical in size and position to slot k of 
pattern a (see Section 4.2). 
 
A neighbourhood for loading patterns can now be defined.  The concept behind the 
neighbourhood is to simultaneously change the loading pattern of two different wagons.  Let 
U represent the current train plan and let annotated variables refer to a neighbouring solution 
of U, denoted Uˆ .  Any neighbour of U is defined by two wagons j1 and j2 with new loading 
patterns b1 and b2. 
),,,,(ˆ 21211 bbjjN UU  
where 
21 21
ˆ,ˆ bAbA jj  and 21,,
ˆ jjjAA jj  
 33 
There are two conditions which must be satisfied for a pattern change to be feasible.  Firstly, 
pattern changes must be compatible with any containers which are already loaded.  Secondly, 
the number of slots available in each container class is preserved.  Thus, the set of feasible 
neighbours of U can be defined as follows. 
21
22112211
,...,1,,...,1,:),(
,,),(),(:),,,,(
),(
211221
,,,,,,,,221121211
11
jj
rbjrbjrAjrAj
cbcbjjjj
rnnnnjFbjFbbbjjN
N
jj
U
UC
 
Note that njar is defined as the number of class r containers in pattern a of wagon j.  The 
number of solutions in the neighbourhood of U is of the order 
2
2 max j
j
cmo . 
5.2.3 Neighbourhood 2: Container Sequences 
The concept behind the neighbourhood of container sequences is a simple exchange of 
sequence position between two containers.  Let classrn  be the number of containers of class r 
and let classrL  be the number of these already loaded.  The neighbourhood operator for container 
sequences is defined as follows. 
),*,,(ˆ 212 qqrN UU  
where 
1221 *,*,*,*,
ˆ,ˆ qrqrqrqr SSSS  and 
classclass
,, ,...,1*,,
ˆ
rrqrqr LnqrrSS  
 
Thus the entire neighbourhood of solutions about U is the following. 
12
classclass
2121222 ,,...,1,,:),,,(),( qqLnqqrqqrNN rrUUC  
The number of solutions in this set is of the order 
2classmax r
r
no . 
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5.2.4 Local Search Algorithm 
Step 1. If there is no existing train plan, solve loading pattern sub-model S1 (see Section 
5.1) and assume an arbitrary ordering for container sequences, else use the existing 
train plan as the initial solution.  Set Ubest to the initial solution and evaluate the 
objective function zbest.  
Step 2.  Evaluate every neighbouring solution in ),( 1best1 NUC and ),( 2best2 NUC , recording 
the best solution found as Uiter. 
Step 3.  If ziter < zbest then set Ubest = Uiter and go to step 2, else go to step 4. 
Step 4.  Report best solution found Ubest and zbest. 
 
5.3 Simulated Annealing (SA) 
Simulated annealing (SA) (Kirkpatrick et al. 1983) was applied using the same 
neighbourhood as LS.  The algorithm as applied to TPM is described below.  Note that P, T0, 
f, s and niter are control parameters of the algorithm which are discussed later. 
 
Step 1. Apply Local Search algorithm to obtain an initial solution Ucur.  Initialise all 
variables: T = T0, iter = 0, sub_iter = 0, Ubest = Ucur. 
Step 2.  Update counters: increment iter and sub_iter. 
Step 3.  Generate a random number ]1,0[X .  If X < P then select a random neighbour from 
),( 1cur1 NUC , else select a random neighbour from ),( 2cur2 NUC .  Denote the 
selected neighbour as Uiter. 
Step 4.  If ziter < zcur then set Ucur = Uiter and go to 6, else go to step 5. 
 35 
Step 5.  Accept an inferior solution with non-zero probability: generate a random number. 
]1,0[X . If 
T
exp curiter
zz
X  then set itercur UU , else discard Uiter and go 
to step 7. 
Step 6.  Update best solution: If zcur < zbest then set Ubest = Ucur. 
Step 7.  Update temperature: If sitersub _  then set sub_iter = 0 and TfT . 
Step 8.  If iter < niter then go to 2, else go to 9. 
Step 9.  Report best solution found Ubest and zbest. 
 
Guided by the results of preliminary experiments, SA was implemented with a restricted 
version of the loading pattern neighbourhood ),( 11 NUC .  Any solution in ),( 11 NUC  which 
results in an increased train length was forbidden. 
 
Step 3 chooses at random whether to select a neighbour from the loading pattern 
neighbourhood or container sequence neighbourhood.  The control parameter P defines the 
probability of selecting a solution from ),( 11 NUC .  A solution is selected from ),( 22 NUC  
with probability (1-P).  Apart from this aspect the algorithm is a straight forward 
implementation of simulated annealing. 
 
A standard geometric cooling schedule was used for SA.  Control parameters for the cooling 
schedule include the initial temperature, T0, the cooling factor, f, the number of temperature 
steps s and the number of iterations niter. 
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A series of preliminary experiments was conducted to determine suitable values for the SA 
control parameters used in this study.  The values used were P = 0.75, T0 = 1, f = 0.99, s = 
1785 and nit = 250000. 
6 Numerical Investigation 
A series of computational experiments were performed to calibrate and analyse TPM, 
compare solution techniques, and assess the behaviour of TPM with operational constraints.  
The model calibration was performed to determine suitable values for the parameters w1, ..., 
w4.  Recall that these parameters influence how the model estimates the risk of future double 
handling based on the current system state.  The proposed heuristics, SA and LS were 
compared for the quality of train plans and computation time.  LS provides a useful 
benchmark for assessing SA since the initial solutions were generated using LS. 
 
Discrete-event-simulation was used to provide realistic inputs to TPM within the context of 
the rolling horizon scheme described earlier.  It also provided measures of system 
performance beyond which is captured by the TPM objective function.  All simulation and 
TPM code was written in C++ and experiments were conducted on an Intel Pentium III 
2.4GHz processor. 
 
Some experiments performed in this study required exact solutions of TPM and S1.  CPLEX 
Concert Technology (ILOG 2001) was used in these instances.  Concert Technology provides 
a range of C++ classes allowing MIP solvers to be incorporated directly into the simulation 
code. 
 
Whilst problem instances were generated artificially, the parameters used in the study are 
based on a combination of sources: interviews with industry experts; site visits to several 
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intermodal terminals; and confidential data supplied by Queensland Rail and Pacific 
National. 
 
6.1 Computer Simulation Model 
The terminal simulation model developed for this study consists of a terminal gate, and 
several handling machines.  Truck arrival times are generated randomly according to an 
exponential distribution.  The order in which trucks arrive is also random.  Whenever a truck 
arrival occurs, the truck enters a queue at the gate until one of several servers becomes 
available.  The truck then proceeds to the server and processing occurs for a fixed amount of 
time.  During this processing, the train plan is revised to determine where the truck should be 
directed.  Once processing is complete, the truck proceeds to the platform as directed which 
takes a fixed amount of travelling time. 
 
On the platform, trucks wait for servicing by one of the handling machines.  The handling 
machines operate based on two priority queues.  When a handling machine becomes available 
for another job, it selects the nearest job from the highest priority queue.  The high priority 
queue contains all trucks waiting on the platform.  The low priority queue consists of inbound 
containers waiting on wagons to be grounded and outbound containers waiting to be loaded 
from the ground.  
 
When a truck is serviced by a handling machine, outbound containers (if any) are transferred 
first and then inbound containers (if any) are collected.  The truck then departs the terminal.  
If a particular outbound container is unloaded from a truck to the ground, it is positioned 
directly adjacent to where the truck is parked on the platform.  The final note on container 
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transfers is that a fixed amount of time is incurred when loading a container for which a pin 
change is required.  Values for the simulation parameters are given in Table 1. 
 
The system performance is most sensitive to the ratio of truck inter-arrivals (parameter 1) and 
the handling rate of machines (parameters 5 to 8).  Parameters relating to the handling rate 
are based on real data.  Some preliminary simulations were performed to calibrate truck inter-
arrival times so the handling rate was reasonably balanced with the servicing requirements of 
incoming trucks. 
Table 1. Simulation parameters. 
1 average truck inter-arrival 240 seconds 
2 number of servers at gate 2 
3 processing time at gate 30 seconds 
4 travel time to platform 60 seconds 
5 number of handling machines 2 
6 container transfer time 90 seconds 
7 pin change time 30 seconds 
8 average machine velocity 15 km/hour 
 
6.2 Problem Data 
Problem instances for this study were randomly generated using parameters based on an 
intermodal terminal in Australia.  Generating problem data consisted of three phases: 
generating specifications of outbound containers; generating a wagon sequence and inbound 
loading patterns; and generating truck consignments.  
 
Each dataset contained a mix of container lengths selected randomly from: 5% (4.9 meters); 
50% (6.1 meters), 5% (7.6 meters), 30% (12.2 meters), 5% (13.8 meters), 5% (14.7 meters).  
The quoted percentages represent the probability of a given container being assigned to that 
category. 
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The mix of wagons used was taken from Queensland Rail (2004).  Ten types of wagons were 
selected ranging in length from 13.3 meters to 19.4 meters.  The maximum number of 
containers that can be carried on these wagons is three and some can carry no more than two.  
Fig. 1 gives an example of a set of allowable patterns for wagon type 1.  The sequences of 
wagons and inbound loading patterns were randomly generated for each problem. 
 
The final stage in generating a random problem instance was to generate the truck 
consignments.  It was assumed that trucks could carry two containers of up to 7.6 meters in 
length.  For containers larger than this, only one could be carried.  Trucks were generated 
randomly with random consists of inbound and/or outbound containers. 
6.3 Experiments 
In the numerical experiments of this study, train length was given highest priority over 
handling time and so objective coefficients g1 = 0.0001 and g2 = 1 were used.  The value of g1 
is low because the handling time component of the objective returns values in the order of 
1000 seconds. 
 
These coefficient values ensure that the handling time component of the objective always 
contributes to the objective function by a value of less than one.  This effectively gives the 
highest priority for minimising the number of wagons.  It makes no sense to give number of 
wagons and handling time shared priority in the objective because their respective units of 
measure are incomparable.  By giving priority to number of wagons, the problem is to load a 
train using the minimum number of wagons in the shortest possible time. 
 
The remaining objective coefficients were set to be consistent with parameter inputs to the 
simulation model (see Table 1).  The coefficients used were: tmv = 90; tpc = 30; and v = 4.167 
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(note: 15 km/h = 4.167 m/s).  The double handling parameters used were w1 = 0, w2 = 0.75, 
w3 = 0 and w4 = 1  The values for w2 and w3 were tuned through experimentation which is 
presented later in this section. 
 
Experiments presented here use two main performance measures to compare train plans.  The 
obvious measure is to compare the objective values.  Recall that the handling time component 
of the objective only includes handling time that is directly influenced by the train plan.  The 
model does not consider empty travel of handling machines or double handling of inbound 
containers.  It is therefore necessary to use total observed handling time as the second 
performance measure.  This will provide an indication that the train planning objective 
function is adequately capturing the dependency of handling time upon the train plans. 
6.3.1 Tuning TPM 
The purpose of this experiment was to determine values for the double handling related 
parameters w2 and w3 yielding train plans with the smallest handling time component.  Every 
combination of the two parameters in the set of values 0, 0.25, 0.5, 0.75 and 1 was tested on 
10 datasets each with 50 containers. 
 
Fig.  4 a) shows that the best results were achieved with parameter settings of w3 = 0 and w2 = 
0.75.  This result means that zero objective penalties should be applied to an outbound 
container which has 1) not arrived, and 2) is blocked by at least one inbound container, and 3) 
the blocking inbound containers have trucks waiting on the platform.  The result also means 
that an objective penalty of 0.75 double handles should be applied to an outbound container 
which has 1) not arrived, and 2) is blocked by at least one inbound container, and 3) at least 
one blocking inbound container has no truck waiting on the platform.  
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Fig.  4 b) shows that the relationship of w2 and w3 with double handling is consistent with 
total handling time shown in Fig.  4 a).  As expected, this suggests that double handling 
drives the influence of w2 and w3. 
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(a) Average total handling time vs model 
parameters w2 and w3. 
(b) Average number of double handling 
moves vs model parameters w2 and w3. 
Fig.  4. Effects of different combinations of w3 and w2 on handling time.  Results averaged 
over 10 problem instances of 50 containers. 
 
6.3.2 Total Handling Time vs TPM Handling Time 
The results of the previous subsection were analysed to assess the effectiveness of TPM 
handling time as a predictor of total handling time.  This is an important issue because a lack 
of correlation would imply that TPM is failing to capture all the effects of train planning on 
handling time. 
 
It was found that on average, TPM handling time constituted about 17% of the total handling 
time.  Fig. 5 shows a plot of total handling time against TPM handling time for all 250 train 
plans generated in the experiment.  A group of observations from each of the 10 problem 
instances is represented by a unique marker.  Each point corresponds to a particular problem 
instance and a particular pair of values for w2 and w3. 
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Fig. 5.  Total handling time vs. TPM handling time for 250 train plans. 
 
 
Visual inspection of Fig. 5 suggests there to be a reasonably uniform correlation between 
TPM handling time and total handling time.  To quantify this correlation, Table 2 shows the 
correlations observed for each of the ten datasets.   
Table 2. Correlations between total handling time and TPM handling time for 10 datasets 
each with 25 observations. 
1 2 3 4 5 6 7 8 9 10
correlation 0.92 0.88 0.87 0.85 0.83 0.81 0.71 0.27 0.13 -0.29
spread 728 582 585 353 527 484 602 405 305 151  
 
Seven of the correlation coefficients were in the range 0.71 to 0.92 which explains the 
seemingly uniform correlation of bands in the graph.  The low correlations corresponded to 
groups of points with a limited spread (in terms of TPM handling time) so that a true 
indication of correlation had not emerged. 
6.3.3 Comparing Heuristics 
The proposed heuristics were compared with exact solutions generated by CPLEX.  Ten 
problem instances each with 15 containers were used for comparison.  Larger instances with 
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20 containers proved extremely time consuming for CPLEX and often failed because the 
dynamic memory requirements of CPLEX exceeded the 512 Mb of available RAM.  Table 3 
summarises the results for each of the three methods averaged over ten problem instances of 
15 containers.  Table 4 gives the results achieved in each individual run along with CPU 
times.  
 
With such small problem instances, the difference between methods was no more than 17 
seconds of average handling time (a difference of about 2%).  CPLEX-generated train plans 
yielded the best results based on TPM handling time, however this did not translate to total 
handling time.  Because of the limited spread of TPM handling times, random variation in 
non-TPM related handling time has dominated the results.  The conclusion of this experiment 
is that LS and SA were competitive in solution quality to an exact solution method.  In terms 
of CPU time, LS and SA are faster and predictable. 
 
It is worth noting that the presented results refer to the final train plan at the end of the rolling 
horizon process.  Whenever TPM is solved to revise the train plan, it does so based on the 
best available knowledge at current the time.  Uncertainty surrounding future events means it 
is impossible to guarantee an optimal final outcome, even if each TPM revision is solved 
exactly.  This explains why the final train plan produced by LS and SA were sometimes 
superior to that obtained using CPLEX. 
Table 3. Comparison of solution techniques on problems of 15 containers.  Results averaged 
over 10 simulations. 
heuristic objective pin changes
carry 
travel
double 
handling TPM - HT total HT
exact 9.3698 10.70 1457.33 0.30 697.73 6523.01
LS 9.3700 10.80 1452.48 0.30 699.57 6506.38
SA 9.3699 10.80 1448.85 0.30 698.69 6511.95  
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Table 4. Comparison of heuristics to exact solution technique on problems of 15 
containers over 10 problem instances. 
problem 
instance objective
TPM 
handling 
time
total 
handling 
time
initial 
solution 
CPU (s)
avg CPU 
per train 
plan (s)
max CPU 
per train 
plan (s)
number of 
train plan 
revisions
CPLEX
1 8.0629 629.1937 6433.3333 3 2.31 6 68
2 8.0754 754.1973 6332.3686 6 5.15 33 61
3 11.0763 762.7118 6949.1337 5 2.74 10 72
4 9.0679 678.5361 6540.8135 5 4.16 26 69
5 9.0747 747.4298 5981.2839 7 2.13 8 62
6 9.0554 554.0677 6488.3369 18 4.18 38 62
7 14.0827 827.4298 7189.5848 2 1.76 3 71
8 8.0611 611.1423 6461.5239 3 6.89 131 64
9 9.0718 717.9818 6317.5402 30 6.23 30 61
10 8.0695 694.6220 6536.1819 6 2.95 7 63
LS
1 8.0616 616.1891 6318.7785 0 0.00 0 67
2 8.0750 749.7408 6325.8819 0 0.00 0 61
3 11.0801 801.1711 6978.5337 0 0.01 1 72
4 9.0679 678.5361 6535.2268 0 0.00 0 69
5 9.0747 747.4298 5975.6156 0 0.00 0 61
6 9.0553 553.3357 6472.6854 0 0.00 0 65
7 14.0827 827.2498 7169.4672 0 0.00 0 70
8 8.0607 606.5659 6443.1749 0 0.00 0 64
9 9.0720 720.1008 6313.9885 0 0.00 0 61
10 8.0695 695.3540 6530.4896 0 0.00 0 63
SA
1 8.0616 616.1891 6317.9146 2 2.28 3 67
2 8.0775 774.9868 6369.0017 3 2.10 3 61
3 11.0763 762.7118 6990.0192 2 2.29 3 72
4 9.0679 678.5361 6538.6393 2 2.19 3 69
5 9.0747 747.4298 5975.6156 3 2.34 3 58
6 9.0553 552.6158 6480.3936 2 2.31 3 62
7 14.0827 827.3842 7175.3108 3 2.40 3 70
8 8.0611 610.9215 6426.6355 3 2.19 3 63
9 9.0722 721.5527 6316.1723 3 2.16 3 61
10 8.0695 694.6220 6529.7576 2 2.21 3 63  
 
Ten larger problem instances of 50 containers were used to give a more insightful comparison 
between LS and SA.  Table 5 and Table 6 show the results of this experiment. 
Table 5. Comparison of LS and SA on problems of 50 containers. Results averaged over 10 
simulations. 
heuristic objective pin changes
carry 
travel
double 
handling TPM - HT total HT
LS 30.5729 36.4 8926.0 5.5 3729.1 20671.6
SA 30.5677 36.1 8745.5 5.5 3676.8 20568.1  
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Table 6. Comparison of LS and SA on problems of 50 containers over 10 problem 
instances. 
problem 
instance objective
TPM 
handling 
time
total 
handling 
time
initial 
solution 
CPU (s)
avg CPU 
per train 
plan (s)
max CPU 
per train 
plan (s)
number of 
train plan 
revisions
LS
1 32.4222 4222.1 19234.9 3 0.05 1 176
2 30.3563 3562.8 20889.5 3 0.05 1 184
3 30.3960 3960.2 20909.6 2 0.05 1 188
4 30.3316 3315.7 19663.8 2 0.06 1 182
5 32.3942 3941.7 21266.2 3 0.05 1 184
6 28.3662 3661.9 21129.4 2 0.05 1 178
7 32.3674 3673.5 22059.9 3 0.05 1 199
8 31.3727 3726.8 21096.9 4 0.04 1 185
9 28.3026 3026.2 21540.1 3 0.05 1 186
10 29.4200 4199.6 18925.5 2 0.06 1 175
SA
1 32.4548 4548.3 19327.0 13 9.98 11 180
2 30.3508 3508.1 20628.3 13 9.86 12 186
3 30.3716 3716.0 20973.2 13 10.34 17 186
4 30.3185 3185.0 19429.2 14 9.87 11 180
5 32.3792 3791.6 21374.2 14 9.90 11 185
6 28.3644 3643.9 20823.7 13 9.89 12 178
7 32.3492 3491.9 21552.9 13 9.95 11 195
8 31.3496 3495.6 20839.5 13 9.82 11 181
9 28.2993 2992.8 21394.1 14 9.69 11 186
10 29.4395 4394.5 19338.5 13 9.77 11 176  
 
The results of this experiment show simulated annealing to be superior in terms of TPM 
handling time and to a lesser extent total handling time.  The differences between LS and SA 
are small, to within 2% for TPM handling time and 1% for total handling time.  In terms of 
CPU time, LS is certainly the better performer.  Given the marginal improvement on total 
handling time LS would probably be the heuristic of choice for the case studied here. 
6.3.4 Demonstration of Operational Constraints: Dangerous Goods 
The train planning model was modified to incorporate a dangerous goods separation 
requirement.  This was achieved by converting the technical constraint (16) into a penalty 
function on the objective.  This is defined below. 
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The parameter M is a coefficient defining the scale of penalty applied.  For the purpose of this 
experiment, the value M = 100 was sufficient to enforce the constraint. 
 
A problem instance of 50 containers was generated to investigate how TPM would be 
affected by the addition of a dangerous goods penalty function.  The problem instance was 
input to the terminal simulation with 0, 5, 10, ..., and 50 dangerous goods containers which 
were selected at random. 
 
Simulated annealing was used to generate train plans.  The algorithm as stated was modified 
slightly by relaxing the restriction of rejecting train plans which increase train length from 
any incumbent solution.  This was necessary to allow containers to be spread over more 
wagons if dangerous goods separations could not be satisfied. 
 
Fig. 6 summarises the results of this experiment.  It shows that TPM was able to absorb up to 
50% dangerous goods containers into the train plan before train length and handling time 
were adversely affected.  This result is not intended to be generalised to all intermodal 
terminals, but it suggests is that TPM is sufficiently flexible to incorporate a range of specific 
operational requirements. 
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Fig. 6. Response of TPM to increasing proportion of dangerous goods containers.  Results 
expressed in terms of train length and total handling time. 
 
7 Conclusion 
Planning the positions of containers on an intermodal train has received little attention in the 
literature and is largely a manual task in real terminals.  This study has laid the groundwork 
for operations planning systems which can provide decision support for train planning and 
possibly play a role in future automated handling systems. 
 
A mixed-integer programming model was proposed along with several heuristics and tested 
using computer simulations of an intermodal terminal test case.  The experimental results 
demonstrated that a process of tuning the model and heuristics was necessary to achieve the 
best results.  Although simulated annealing was generally superior to local search in terms of 
solution quality, the improvement was not significant enough to justify the additional CPU 
time required.  It should be noted that this result holds for the specific terminal system 
modelled and may not generalise to other types of terminal. By using the example of 
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dangerous goods separation, it was demonstrated that the model could readily adapt to 
incorporate specific operational requirements. 
 
From a broader viewpoint, the practical impact of this work is its potential to be adapted and 
implemented within a wide range of terminal systems.  Each individual case would require 
careful consideration but the proposed methodologies provide a flexible modelling 
framework.  Carrying out a successful adaptation and implementation of the model would 
involve the following steps. 
1. Formulate an objective function to capture operational performance measures and 
objectively account for any uncertainties in the system. 
2. Develop penalty functions and/or model constraints to enforce any operational 
constraints which would affect train planning. 
3. Conduct a series of simulation experiments to determine the best combination of 
model parameters and heuristic based on relevant performance measures. 
4. Implement methodologies as a software tool for operations planning. 
In the future, this work could be improved by integrating real-time routing of handling 
equipment with real-time train planning since both processes are strongly connected.   
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