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With the advances in comparative genomics methods in the past decade, bioin-
formatics has become a feasible approach to reconstructing ancestral genomes. It
reconstructs an ancestral genome by aligning extant genomes and inferring dif-
ferent types of evolutionary events in the evolutionary history, among which two
important events are substitution event and duplication event. In this thesis, we
study three mathematical issues arising from this approach.
The first issue is the seed optimization for homology search and sequence align-
ment. It is known that the performance of a seed-based alignment program depends
largely on the quality of the seed used in the program. However, seed optimization
is a difficult task. No polynomial-time algorithm is known at present. Aiming
for fast algorithms for identifying good seeds, we first formulate a high-order seed
pattern to model different types of seeds used in seeded programs. Then, we the-
oretically study the following two probabilistic parameters that are related to the
performance of a seed: hit probability and the average distance between succes-
sive non-overlapping hits. We establish a recurrence formula for computing the
hit probability of high-order seeds and analyze asymptotically the hit probability.
vii
Summary viii
We also present a matrix-based formula and a tight upper bound for the average
distance between successive non-overlapping hits. Based on our theoretical results,
an algorithm for identifying good transition seeds is designed. This algorithm can
also be adopted to identify multiple seeds. Our algorithm outperforms existing
deterministic methods in running time and random algorithms in seed quality.
The second issue arises from the reconstruction of ancestral sequences, which is
usually represented by an evolutionary tree. Given a rooted evolutionary tree and
a group of states on its leaves, the Fitch method is used to reconstruct the ancestral
states at interior nodes. The reconstruction accuracy of the Fitch method is the
probability that it reconstructs correctly the true state at root. We assume that
the conservation probability of each state on every branch is equal to a common
value p, and let Paccuracy(Tn) be the reconstruction accuracy of the Fitch method


















2(1−2p)2 , if p > 7/8.
We give a rigorous proof to this observation and study the convergence for p < 1
2
.
The third issue arises from reconstructing duplication events, among which com-
mon events are tandem duplication events. A tandem duplication history resulting
in n repeated segments is modeled by a (rooted or unrooted) tandem duplication
tree with n ordered leaves. We first present a simple recurrence formula for the










rn−k if n ≥ 3.
and then give a non-counting proof that the number of rooted duplication trees for
n segments is twice the number of unrooted duplication trees for n segments.
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Chapter 1
Introduction to the Reconstruction of
Ancestral Genomes
In the past decades, advances in molecular biology have led to a rapid increase
in genomic sequence data. More and more genomes have been sequenced. As we
can see from the “NCBI Entrez Genome Project” database, since the first complete
genome Haemophilus influenzae Rd KW20 was sequenced in 1995, 626 bacteria and
52 archaea genomes have been sequenced and these numbers are still increasing.
(see Figure 1.1).
Facing this deluge of information, scientists begin to take note of the importance
and contributions of comparative genomics, a field to investigate the relationships
between genomes of different species using computational approaches. Many com-
parative methods are developed to compare different genomes and infer different
types of evolutionary events.
The development of genomic databases and advances in comparative genomics
methods have made bioinformatics a feasible approach to reconstructing ancestral
genomes. It reconstructs an ancestral genome by aligning extant genomes and
1
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Figure 1.1: Microbial genome growth – from “http://www.ncbi.nlm.nih.gov/”.
then inferring different types of evolutionary events like substitution events and
duplication events. Reconstruction of ancestral genomes contributes to inferring
the functions of human genes and thus suggests drug targets for hereditary diseases.
In this thesis, we study three mathematical issues arising from the bioinformatics
approach to ancestral genome reconstruction. We begin this chapter with an in-
troduction to DNA and Genome to serve as a background for this research work
and for further discussions.
1.1 DNA and Genome
The human body consists of various kinds of components called organs. Each organ
is composed of tissues and each tissue is made up of cells that are grouped together
to perform a biological function. Cell is the ‘building block’ of life. It mainly
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performs functions for maintaining daily life and passing the genetic instructions to
the next generation. The former function is mainly facilitated by proteins whereas
the latter function is mainly achieved through Deoxyribonucleic acids (DNA).
DNA is a polymer that contains the genetic instructions needed by the cell to
perform daily life functions. The monomer units of DNA are nucleotides. Each
nucleotide in a DNA has 3 parts: a pentose sugar (deoxyribose), a phosphate and
a base. Nucleotides can be classified into 4 types corresponding to their distinct
bases: Adenine(A), Cytosine(C), Guanine(G) and Thymine(T). A and G are called
purines, having a two-ring structure. C and T are called pyrimidines, having a
one-ring structure (See Figure 1.2). For simplicity, DNA is simply represented as
a sequence over the alphabet {A,C,G,T}.
Figure 1.2: Four nucleotides: Adenine, Cytosine, Guanine and Thymine – from
“http://www.genome.gov/”.
A molecule of DNA usually consists of two interwoven strands, resembling a dou-
ble helix. Between these two strands, each nucleotide can only pair up with one
particular nucleotide. Specifically, A only binds to T, and C only binds to G. We
call A the complement of T (and vice versa), and C the complement of G (and vice
versa). As a result of base pairing, the two strands of DNA are antiparallel, one
strand being the reverse complement of the other. (See Figure 1.3 )
DNA does not directly perform functions to maintain our daily life. It serves as
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Figure 1.3: Structure of base pair – from “http://academic.brooklyn.cuny.edu/”.
a recipe to build protein molecules. The process of synthesizing proteins from
DNAs begins with a template polymerization called transcription, in which DNA
sequences are used as templates to guide the synthesis of ribonucleic acid or RNA.
RNA is similar to DNA, but consists of only a single strand of the bases A, C,
G and U . The RNA transcribed from a DNA template in the transcription stage
is called messenger RNA or mRNA, which serves as a messenger to direct the
synthesis of proteins according to the information stored in DNA. The process of
building proteins from RNAs is called translation.
Protein is a large organic compound made from 20 different amino acids. The
translation from the four-letter alphabet of RNAs to the twenty-letter alphabet of
proteins starts with reading out the messenger RNA in groups of three nucleotides
at a time. Each of this three consecutive triplet of nucleotides, called codon, spec-
ifies a single amino acid in the corresponding protein. The process of synthesizing
protein from the genetic information contained in DNA by transcription and trans-
lation is known as the central dogma.
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The codons do not one-to-one correspond to the twenty amino acids. The corre-
spondence between the codons and amino acids is determined by the rules called
the genetic code. (see Table 1.1)
T C A G
TTT Phe [F] TCT Ser[S] TAT Tyr[Y] TGT Cys[C] T
T TTC Phe [F] TCC Ser[S] TAC Tyr[Y] TGC Cys[C] C
TTA Leu [L] TCA Ser[S] TAA Ter[end] TGA Ter[end] A
TTG Leu [L] TCG Ser[S] TAG Ter[end] TGG Trp[W] G
CTT Leu [L] CCT Pro[P] CAT His[H] CGT Arg[R] T
C CTC Leu [L] CCC Pro[P] CAC His[H] CGC Arg[R] C
CTA Leu [L] CCA Pro[P] CAA Gln[Q] CGA Arg[R] A
CTG Leu [L] CCG Pro[P] CAG Gln[Q] CGG Arg[R] G
ATT Ile [I] ACT Thr[T] AAT Asn[N] AGT Ser[S] T
A ATC Ile [I] ACC Thr[T] AAC Asn[N] AGC Ser[S] C
ATA Ile [I] ACA Thr[T] AAA Lys[K] AGA Arg[R] A
ATG Met [M] ACG Thr[T] AAG Lys[K] AGG Arg[R] G
GTT Val [V] GCT Ala[A] GAT Asp[D] GGT Gly[G] T
G GTC Val [V] GCC Ala[A] GAC Asp[D] GGC Gly[G] C
GTA Val [V] GCA Ala[A] GAA Glu[E] GGA Gly[G] A
GTG Val [V] GCG Ala[A] GAG Glu[E] GGG Gly[G] G
Table 1.1: Genetic code.
Take Alanine as an example, it can be coded from four possible codons GCT, GCC,
GCA, GCG. Ala is the three-letter abbreviation for Alanine and A is the one-letter
abbreviation.
Proteins can perform various functions. The most important function is to catalyze
chemical reactions within a cell. The specific function of each protein is specified
by the gene that codes the protein.
A gene is a segment of DNA sequence that encodes a protein or a RNA molecule,
that is, the basic physical and functional unit of heredity. Not all gene regions
will encode products like proteins. The genes of eukaryotic organisms contain
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regions that are removed from the messenger RNA in a process called splicing
These regions are called introns. In contrast, the regions encoding gene products
are called exons.
The total information stored in all chromosomes is referred to as a genome.
Genome size can be extremely huge. As an example, the human genome has
around 3 billion base pairs, and is organized into 23 pairs of chromosomes.
1.2 Genome Evolution
Genomes evolve over time. There are tens of millions of genomes today. This
tremendous diversity is attributed to genome evolution. Genome evolution is
the process of evolving various genomes from their common ancestors by mutations,
and selections.
1.2.1 Mutation
Mutations are changes to the nucleotide sequence of the genetic material of an
organism. They are often caused by copying errors in DNA or RNA during cell
division. Though mutations happen rarely, they play a very important role in
shaping genomes.
According to the length of the DNA sequence involved, mutations can be classified
to point mutations, which only affect a single nucleotide, and large-scale mutations,
which affect large regions in a genome. Mutations can also be classified by the types
of change into substitution, insertion, deletion, duplication and inversion.
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Substitutions are mutational events that exchange a single nucleotide with an-
other. There are two types of substitutions: transitions and transversions. Transi-
tions are exchanges between purines (A↔ G) or pyrimidines (C ↔ T ). Transver-
sions are exchanges between purine and pyrimidine bases (A ↔ C,A ↔ T,G ↔
C and G ↔ T ). Usually, transitions occur approximately twice as frequently as
transversions, but the ratio can be much higher (Lio and Goldman, 1998).
There are various models for nucleotide substitutions, among which Jukes-Cantor
one-parameter model (Jukes and Cantor, 1969) and Kimura 2-parameter model
(Kimura, 1980) are the two simplest ones.
The Jukes-Cantor model assumes that substitutions occur randomly among {A,C,
G, T}. That is, the probability of changing from one letter to a different letter
during a fixed time slot called unit time is always equal to a constant α. The








Figure 1.4: Jukes-Cantor one-parameter model.
The Kimura 2-parameter model is quite similar to Jukes-Cantor model except that
the probability of transitions α differs from that of transversions β. The Kimura
2-parameter model is illustrated in Figure 1.5.








Figure 1.5: Kimura’s two-parameter model.
Jukes-Cantor model and Kimura’s model can be generalized to an alphabet of any
size.
Insertions add one or more extra nucleotides into the DNA. Deletions remove
one or more nucleotides from the DNA. They are usually caused by transposable
elements, or errors during replication of repeating elements.
Insertion and deletion of even one nucleotide in coding region of genes will affect all
following triplets read from mRNA transcribed from that region. They may result
in critical changes in the final proteins the genes produce. As a result, though
insertions and deletions may only affect a few nucleotides, they play an important
role in shaping the genomes during the long evolutional history!
Duplications are the mutational events that replicate DNA regions. Duplications
may range from extension of short tandem repeats, to duplication of a cluster of
genes, and all the way to duplications of the entire chromosomes or even entire
genomes (Ohno, 1970). They are fundamental to the creation of genetic novelty.
In this thesis, we mainly study tandem duplications. Tandem duplications are
the duplications of short DNA segments. A major mechanism for tandem duplica-
tions is unequal crossover, which is illustrated in Figure 1.6.
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Insertion
Deletion
Figure 1.6: Unequal crossover.
As we can see from Figure 1.6, unequal crossover results in the duplication of a
DNA segment in one daughter strand while in the deletion of the segment in the
other daughter strand.
Large genomes are full of short repeated DNA sequences. It is estimated that over
half of the human DNA consists of repeated sequences (Baltimore, 2001; Eichler,
2001; Leem et al., 2002). Thus, tandem duplications play a very important role in
genome evolution.
Inversions are the mutational events in which a segment of a chromosome breaks
off and is reinserted in the same place but in the reverse direction relative to the
rest of the chromosome. This may or may not affect gene function.
We use Figure 1.7 to illustrate various types of mutations.
1.2.2 Selection
Some mutations make the individuals more adaptive to the environment. Under
selection, these mutations are more likely to be kept. When a mutation becomes
universal to the genome of some species, we say that the genome has evolved.
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A B C
Substitution A B’ C
Duplication A B C A B C A B C
Deletion A C
Insertion A B D C
Inversion C B A
Figure 1.7: Different types of mutations.
1.2.3 Homology
Two biological sequences or structures are homologous if they evolve from a com-
mon ancestor. So homologous sequences are highly similar. In practice, for DNA
sequences, if more than 70 percent of the nucleotides are identical, we call them
homologies. For proteins, this similarity decreases to 25 percent and the range
of similarity below 25 percent is called the twilight zone.
Sequence regions that are homologous are also called conserved. There are two
important kinds of homologous sequences. If the homologies have resulted from
gene duplication events within a species’ genome, we call them paralogs. In
contrast, if the homologies are in different species’ genomes, we call them othologs.
Usually, homology cannot be directly observed, we must calculate the similarity of
sequences or structures to infer homologous DNAs or proteins.
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1.3 Ancestral Genomes Reconstruction
In a bioinformatic approach, ancestral genomes are reconstructed by first aligning
extant genomes and finding homologies between them, and then inferring different
types of evolutionary events in the evolutionary history. Among these events,
substitution events and duplication events are the two most important ones.
1.3.1 Sequence Alignment
Homology search is a procedure to find all highly similar segments or homologies
between two given sequences. It is one of the most important tasks in bioinfor-
matics. Homology search problem is solved by sequence alignment programs. A
sequence alignment is a way of arranging the primary sequences of DNA, RNA,
or protein to identify regions of similarity that may be a consequence of functional,
structural, or evolutionary relationships between the sequences.
Very short or very similar sequences may be aligned by visualization; however,
our objective is to align genomes, which have lengths varying from thousands of
base pairs to hundreds of millions of base pairs. For example, the human genome
size is around three billion base pairs. In addition, most of the genomes are quite
different. As a result, genomes cannot be possibly aligned merely by visualization.
Instead, one should take effort in constructing algorithms to produce high-quality
sequence alignments. Computational algorithms for sequence alignment generally
fall into two categories: global alignments and local alignments. Global alignment
is to force the alignment to span the entire length of query sequences. In con-
trast, local alignments only identify highly similar regions within long sequences.
Mathematically, homology search is to find local alignments with score larger than
a predetermined threshold.
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According to the number of sequences aligned, sequence alignment can be classified
into pairwise alignment and multiple alignment. Pairwise sequence alignment
is the alignment of two sequences. Common pairwise alignment methods include
dynamic programming and seed-based methods, among which seed-based methods
have become the mainstream in recent years. In contrast, multiple sequence
alignment is the alignment of at least three sequences. In this thesis, we focus on
pairwise alignment methods, especially seed-based methods.
Provided with aligned genomes, the next step is to infer different types of evo-
lutionary events in the evolutionary history. The evolutionary history is usually
represented in the form of a phylogenetic tree.
1.3.2 Reconstructing Evolutionary History
A phylogenetic tree or evolutionary tree is a tree showing the evolutionary
relationship among a group of objects which are referred to as the taxa (plural of
taxon). The taxa can be various biological species or other entities that are believed
to have a common ancestor. In a phylogenetic tree, each node is a taxonomic
unit. The leaf nodes are called operational taxonomic units (OTU), while
internal nodes are generally called hypothetical taxonomic units (HTUs) as
they cannot be directly observed. The branches or edges define the relationship
among the nodes in terms of ancestry and descent. The branch length represents
the number of changes that have occurred in that branch.
A natural problem is how to construct a “true” phylogenetic tree from the given
taxa. There are many approaches to reconstruct phylogenetic trees. Commonly
used methods are unweighted pair group method with arithmetic mean or UPGMA
(Sokal and Michener, 1958), neighbor-joining (Fitch, 1981; Saitou and Nei, 1987),
parsimony (Eck and Dayhoff, 1966; Fitch, 1977) and maximum likelihood methods
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(Felsenstein, 1981), among which we focus on the parsimony methods.
Given a group of aligned sequences, parsimony methods are usually used to infer
a phylogenetic tree and reconstruct ancestral sequences in a manner requiring a
minimum number of evolutionary changes. The inferred phylogenetic tree is called
the most parsimonious tree, which is believed to be very close to the “true” phylo-
genetic tree. However, all present algorithms to finding the most parsimonious tree
require to examine all possible phylogenetic trees. Thus, a subordinate problem to
finding the most parsimonious tree is inferring the best ancestral sequences at the
internal nodes of a given phylogenetic tree.
We will illustrate the problem with a small example. Suppose that we have 5
aligned sequences each with length 5 (see Table 1.2).
site
Sequence 1 2 3 4 5
1 A C A T A
2 G G A C C
3 G T A T G
4 G C A T T
5 G T A T G
Table 1.2: 5 aligned genomic sequences.
Suppose that one proposed phylogenetic tree is shown in Figure 1.8.
1 2 3 4 5
Figure 1.8: A phylogenetic tree that we want to evaluate using parsimony.
We reconstruct one site per time and then combine the information on all sites.









































Figure 1.10: Alternative reconstructions of site 2 on the tree in Figure 1.8.
Figure 1.9 reconstructs site 1 by a minimum number of 1 change. Similarly, one
can reconstruct site 2 by a minimum number of 3 changes (Figure 1.10), site 3 by 0
change, site 4 by 1 change (Figure 1.11(a)) and site 5 by 3 changes (Figure 1.11(b)).
Thus, the total minimum number of changes needed is 1 + 3 + 0 + 1 + 3 = 8.

















Figure 1.11: (a) Reconstruction of site 4 on the tree in Figure 1.8; (b) Reconstruc-
tion of site 5 on the tree in Figure 1.8.
Then a possible parsimony reconstruction of ancestral sequences at the interior








Figure 1.12: A possible reconstruction of ancestral states.
Therefore, we need to solve the following problem to reconstructing the most par-
simonious tree and ancestral genomic sequences from a group of aligned genomic
sequences.
Problem 1.3.1. How to find all possible, most parsimonious assignments of the
nucleotides to any given tree?
The problem is a special character evolution problem. A character is a heritable
trait of an organism. Characters are usually described in terms of their states. An
example is “eye brown” and “eye blue”, where “eye” is the character, and “brown”
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and “blue” are its states. Thus, Problem 1.3.1 can be formulated as inferring
a character’s evolution on a given phylogenetic tree by a minimum number of
changes of character states, in which the characters are the sites of the sequences
and character states are the four nucleotides A, C, G and T .
In 1971, Fitch gave a linear time algorithm to solve Problem 1.3.1. In general,
the Fitch method can be used to infer a character’s evolution on a given rooted
evolutionary tree with any number of character states. The reconstruction ac-
curacy of the Fitch method is the probability that it reconstructs correctly the
state at the root. This reconstruction accuracy on a rooted complete tree Tn with
two states, say 0 and 1, has been widely studied recently. (Steel, 1989; Hillis et al.,
1994; Maddison, 1995; Yang, Kumar and Nei, 1995; Elias and Tuller, 2007)
1.3.3 Inferring Tandem Duplication Events
Another important step to reconstructing ancestral genomes is to infer duplication
events especially tandem duplication events. It is observed that large genomes are
full of repeated DNA sequences. Tandem duplication is one of the most important
evolutionary mechanisms for producing repeated DNA sequences. Fitch (1977)
first observed that tandem duplication histories are much more constrained than
speciation histories and proposed to model them assuming that unequal crossover
is the biological mechanism from which they originate. He used a special type
of (rooted or unrooted) trees to represent the duplication history. These trees
are now called tandem duplication trees. In recent years, two problems on tandem
duplication trees have been widely studied: (1) how to count the number of tandem
duplication trees for n ordered segments and (2) the relationship between the
number of rooted and unrooted duplication trees for n ordered segments (Benson
and Dong, 1999; Tang et al., 2002; Elemento et al., 2002; Zhang et al., 2003; Yang
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and Zhang, 2004; Bertrand and Gascuel, 2005).
1.4 Contribution and Organization
This thesis studies three mathematical issues that are just mentioned above arising
from the bioinformatics approach to reconstructing ancestral genomes.
1.4.1 Issue 1: How to Optimize Seeds for Homology Search?
A first crucial step towards ancestral genomes reconstruction is homology search.
The Smith-Waterman algorithm is the first exact program to perform homology
search. However, it is so slow and space demanding that it becomes awkward to
deal with the exponential growth of genomic sequence data. Many heuristic algo-
rithms are developed to meet this demand, among which seed-based programs are
a major advance in attempts to accelerate homology search. Seed-based programs
involve a two-step process:
• ‘Search step’— identifying short identical matches in specified positions called
seed hits. A pattern of these identical matches is defined as a seed.
• ‘Alignment step’— extending the identified short matches on two sides for
approximate matches called local alignments.
One important issue for seed-based programs is the seed optimization for homology
search and sequence alignment. It is known that the performance of a seed-based
alignment program depends largely on the quality of the seed used in the program.
However, seed optimization is a difficult task. No polynomial-time algorithm is
known at present (Brejova` et al., 2004; Nicolas and Rivals, 2005; Li, Ma and
Zhang, 2006; Li and Ma, 2007; Ma and Yao, 2008). In Chapter 2, aiming for fast
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algorithms for identifying good seeds, we first formulate a high-order seed pattern
to model different types of seeds used in seeded programs. Then, we theoretically
study two parameters related to the performance of a seed: hit probability and
the average distance between successive non-overlapping hits. We establish a re-
currence formula for computing the hit probability of high-order seeds and analyze
asymptotically the hit probability. We also present a matrix-based formula and
a tight upper bound for the average distance between successive non-overlapping
hits. Based on our theoretical results, an algorithm for identifying good transition
seeds is designed. This algorithm can also be adopted to identify multiple seeds.
Our algorithm outperforms existing deterministic methods in running time and
random algorithms in seed quality.
This analysis generalizes previous work on basic spaced seed (Choi, Zeng and
Zhang, 2004; Choi and Zhang, 2004; Li, Ma and Zhang, 2006; Preparata, Zhang
and Choi, 2005; Zhang 2007), and part of this study has been published as a joint
paper (Yang and Zhang, 2008). Following Zhang’s instructions, the author mainly
generalizes the theoretical results related to the hit probability and the average
distance between successive non-overlapping hits, and realizes the algorithm by a
program called TSeed.
1.4.2 Issue 2: Analysis of the Accuracy of the Fitch Method
on Complete Trees.
The second issue arises from inferring the evolutionary history, which is usually
represented by an evolutionary tree. Given a rooted evolutionary tree and a group
of states on its leaves, the Fitch method is used to infer a character’s evolution on
the tree by reconstructing the ancestral states at interior nodes. The reconstruction
accuracy of the Fitch method is the probability that it reconstructs correctly the
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state at the root. This accuracy is calculated in terms of conservation probabilities
on each branch in the evolutionary tree, that is, the probabilities that the states
remain unchanged along the branch during the character evolution. We assume
that the conservation probability of each state on every branch is equal to a common
value p, and let Paccuracy(Tn) be the reconstruction accuracy of the Fitch method


















2(1−2p)2 , if p > 7/8.
In Chapter 3, we give a rigorous proof to this observation and study the convergence
for p < 1
2
.
The main part of this analysis has been submitted as a joint paper (Zhang, Shen,
Yang and Li, submitted), in which the author does the simulations of the recurrence
forumlas for the reconstruction accuracy of the Fitch method on a rooted complete
tree Tn with two states.
1.4.3 Issue 3: How to Count the Tandem Duplication Mod-
els?
The third issue arises from reconstructing duplication events, among which com-
mon events are tandem duplication events. A tandem duplication history resulting
n repeated segments is modeled by a (rooted or unrooted) tandem duplication tree
with n ordered leaves. In Chapter 4, we first present a simple recurrence formula










rn−k if n ≥ 3.
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and then give a simple non-counting proof that the number of rooted duplica-
tion trees for n segments is twice the number of unrooted duplication trees for n
segments.
The main part of this analysis has been published as a joint paper (Yang and Zhang,
2004), in which the author presents the idea of the simple recurrence formula for
rn.
Chapter 2
Sensitivity Analysis of Spaced Seed in
Homology Search
Transition seeds exhibit a good tradeoff between sensitivity and specificity for ho-
mology search in both coding and non-coding regions (Sun and Buhler, 2006; Zhou
and Florea, 2007). However, identifying good transition seeds is a difficult task.
Here we study the run probabilities of high-order seed-like patterns, which include
spaced seeds and transition seeds as special cases. We generalize the theoretical
study of spaced seeds in (Zhang, 2007) to high-order seed-like patterns. Using
these results, we propose an efficient method for ranking transition seeds for the
purpose of seed design.
The rest of the chapter is divided into 6 sections. In Section 2.1, we define global
and local alignment, and introduce various scoring schemes. In Section 2.2, we
introduce the most important technique for seed-based alignment, namely seeding
technique, and various seed types. We also describe seed sensitivity and specificity.
In Section 2.3, we establish a high-order seed pattern. In Section 2.4, we study the
hit probability of the high-order seed pattern. In Section 2.5, we study the average
distance between non-overlapping hits.
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By applying the theoretical results, in Section 2.6, we present an efficient algorithm
for identifying good transition seeds and list good transition seeds for six different
Bernoulli models. The insight gained from our theoretical study and the list of
good transition seeds form a useful resource in guiding the selection of seeds in the
developing practical applications.
2.1 Sequence Alignment
In bioinformatics, homology search is mainly done by aligning DNA, RNA or pro-
tein sequences. From now on, we use the word “alignment” to denote pairwise
alignment for convenience.
2.1.1 Global Alignment
Definition 2.1.1. Let s1 and s2 be two sequences over an alphabet Σ. A global
alignment of s1 and s2 is a pair (S1, S2) satisfying the following conditions:
• S1 and S2 are formed by inserting one or more spaces, denoted by the char-
acter ‘−’, between two adjacent characters of s1 and s2 respectively. Thus,
S1 and S2 are sequences over the alphabet Σ ∪ {−}.
• S1 and S2 have the same length.
• There are no two spaces in the same position of S1 and S2.
As we see, there is a pair of characters (c, d) with c, d ∈ Σ ∪ {−} in a position of
the alignment (S1, S2). If c = d, we say that a match happens in the position.
Similarly, if c 6= d and c, d ∈ Σ, we say that a mismatch happens in the position;
if c = − and d ∈ Σ, we say that an insertion happens in the position; and if c ∈ Σ
and d = −, we say that a deletion happens in the position.
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For example, let s1 = AGGTTTAACCGT and s2 = AGGAGCCCGT . A global
alignment of s1 and s2 is shown in Figure 2.1.
S1 : A G G T T T A A C C – G T
S2 : A G G – – – A G C C C G T
↓ ↓ ↓ ↓
Match Deletion Mismatch Insertion
Figure 2.1: A global alignment between two sequences s1 and s2.
There are many possible alignments between two sequences, the objective of the
global alignment between two sequences s1 and s2 is to maximize the similarity of
S1 and S2 by making more matches happen.
2.1.2 Scoring Schemes
To measure a global alignment, we associate scores to matches, mismatches, in-
sertions and deletions, and maximize the total score. The way of associating the
scores is called a similarity function δ or a scoring matrix. For example, a common
similarity function is: each match has a score 2; each mismatch, insertion and
deletion has a score −1 (see Table 2.1). The alignment score is the sum of scores
in all positions and the objective of global alignment is to maximize the alignment
score.
– A C G T
– -1 -1 -1 -1 -1
A -1 2 -1 -1 -1
C -1 -1 2 -1 -1
G -1 -1 -1 2 -1
T -1 -1 -1 -1 2
Table 2.1: A score matrix.
Take the alignment in Figure 2.1 as an example, the score of the alignment is
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2× 8− 5 = 11 if we use the scoring matrix in Table 2.1 (see Figure 2.2).
A G G T T T A A C C – G T
A G G – – – A G C C C G T
2 2 2 -1 -1 -1 2 -1 2 2 -1 2 2
Figure 2.2: Calculate the score of the alignment in Figure 2.1.
We define a succession of insertions or deletions to be a gap. Then, there is an
issue related to scoring gaps. For the score matrix in Table 2.1, we use linear gap
penalty scheme, that is, the penalty for a gap is proportional to the length of the
gap.
However, this scheme may not be reasonable. It is known that insertions and
deletions sometimes appear successively as a result of biochemical process such as
large-scale deletions. Insertion and deletion of a large substring may be as likely
as insertion and deletion of a single base. Thus, it is more practical to introduce so
called affine gap penalty scheme. In this scheme, the penalty for a gap is divided
into two parts:
1. A penalty (h) for initiating the gap.
2. A penalty (s) depending on the length of the gap.
For a gap with x spaces, the gap penalty is h+ (x− 1)s.
Take the alignment in Figure 2.1 as an example. If we use the affine gap penalty
scheme: each match has a score 2; each mismatch has a score −1; initial gap
penalty h = −1 and s = −0.5, then the alignment score is 12.
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2.1.3 Local Alignment
Definition 2.1.2. Let s1 and s2 be two sequences over an alphabet Σ. An align-
ment between a segment of s1 and a segment of s2 is called a local alignment.
The difference between a global alignment and a local alignment is that the global
alignment is used to align the entire sequences while the local alignment is just to
find the pair of subsequences with high global alignment scores among all the pair




be two DNA sequences. We can find three good local alignments between them. If
we use the score scheme in Table 2.1, then the three local alignments have global
alignment scores 18, 13 and 13 respectively (see Figure 2.3).
ACGTACGTC AATCGG–T TACATGCA
ACGTACGTC AATCGGAT TAGATGCA
Figure 2.3: Local alignments of s1 and s2.
2.1.4 Local Alignment Programs
Mathematically, homology search is to find all local alignments with scores larger
than a predetermined threshold. Therefore, we focus on local alignments. There
are many local alignment algorithms, among which the first important one is the
Smith-Waterman algorithm (Smith and Waterman, 1981). The Smith-Waterman
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algorithm is an exact algorithm using dynamic programming. However it is very
slow and space demanding.
Since 1980s, public genome databases such as Genbank have been growing expo-
nentially, which requires faster and less space demanding alignment algorithms.
To meet these demands, many techniques such as “suffix tree” and “seed-based
technique” are used for designing efficient homology search tools.
2.2 Seed Types
Based on the principle of filtration, seeding technique is a main technique to ac-
celerate large-scale genomic sequence comparisons. The main programs that use
seeding technique are BLAST (Altschul et al., 1990 and 1997), BLAT (Kent, 2002),
Pattern Hunter (Ma et al., 2002 ), BLASTZ (Schwager et al., 2003) and YASS (Noe
and Kucherov, 2005).
Seeding technique involves a two-step process:
• ‘Search step’— identifying short identical matches in specified positions called
seed hits. A pattern of these identical matches is defined as a seed.
• ‘Alignment step’— extending the identified short matches on two sides for
approximate matches called local alignments.
The main difference among various seed-based programs is the design of seeds.
Typical seeds include consecutive seeds, basic spaced seeds and transition seeds.
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2.2.1 Consecutive Seed
Definition 2.2.1. A consecutive seed of weight w is a pattern of w consecutive
matches specified by a string
w︷ ︸︸ ︷
11 · · ·11.
Two sequences S1[1, · · · , m] and S2[1, · · · , n] exhibit a consecutive seed hit at po-
sitions x and y if, for 1 ≤ k ≤ w, S1[x+ k − w] = S2[y + k − w].
Consecutive seeds are mainly used in BLAST (basic local alignment search tool)
family (Altschul et al., 1990 and 1997; Gish, 2001). BLASTN usually uses a consec-
utive seed of weight w = 11 (Altschul et al., 1990 and 1997), while MEGABLAST
usually uses w = 28 instead of 11.
Consecutive seed-based programs face a key trade-off: increasing weight w de-
creases the probability that the seed detects a true alignment, while decreasing w
slows down the speed.
2.2.2 Basic Spaced Seed
Definition 2.2.2. A (basic) spaced seed Q is defined as a list of indices {i1, i2,
. . . , iw} satisfying i1 = 1 and ik < ik+1 for k = 1, · · · , w− 1. In literature, it is also
specified by a string 1 ∗i2−1 1 ∗i3−i2−1 1 . . . 1 ∗iw−iw−1−1 1 over the alphabet {1, ∗},
in which 1s represent match positions, and ∗s ‘don’t care’ positions. The number
of match positions w is called the weight of the seed; the span of the checked
positions, iw, is called the length, which is denoted by LQ.
Two sequences S1[1, · · · , m] and S2[1, · · · , n] exhibit a seed match at positions x
and y if, for 1 ≤ k ≤ w, S1[x+ik−LQ] = S2[y+ik−LQ]. For example, if the spaced
seed Q = 1 ∗ 11 ∗ ∗1 is used, there are two seed hits between two DNA sequences
AGGATTGCGAC and ATGATTGAGCA, which are at positions x = y = 7 and
x = y = 9.
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In 2002, Ma, Tromp and Li introduced the basic spaced seed 111∗1∗∗11∗∗1∗1∗111
in their program Pattern Hunter (Ma et al., 2002). According to their study, such
a spaced seed led to a surprising higher sensitivity as well as speed.
2.2.3 Transition Seed
Recall that Transitions are exchanges between purines (A ↔ G) or pyrimidines
(C ↔ T ). Transversions are exchanges between purine and pyrimidine bases
(A↔ C,A↔ T,G↔ C and G↔ T ). We define transition seed as follows.
Definition 2.2.3. A transition (spaced) seed is a pair of disjoint lists of indices:
M = {i1, i2, . . . , iwm}, Z = {j1, j2, . . . , jwz}
satisfying (i) i1 = 1 or j1 = 1 and (ii) ik < ik+1 for k = 1, · · · , wm−1 and jk < jk+1
for k = 1, · · · , wz − 1.
The positions in M are called match positions ; wm is called the match weight
of the seed. The positions in Z are called transition positions; wz is called the
transition weight of the seed. The length of the seed is defined as max{iwm, jwz}.
Equivalently, we specify a transition seed of length LQ by a string of length LQ over
alphabet {1,#, ∗} in which 1s represent match positions, #s transition positions,
and ∗s other so-called ‘don’t care’ positions.
Two sequences S1 and S2 exhibit a hit of the transition seed at positions x and y
if, for 1 ≤ k ≤ wm,
S1[x+ ik] = S2[y + ik]
and for 1 ≤ k ≤ wz,
S1[x+ jk] = S2[y + jk],
or two residues S1[x+ jk] and S2[y + jk] are both purines or pyrimidines.
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For example, if the transition seed 1#1 ∗ 1 is used, there are two seed hits between
two DNA sequences ACGTAATCTGGTTCT andATGTCGACCGATGCT ; such
two hits are at positions x = y = 12 and x = y = 14.
Transition seed was first introduced by Schwartz et al. in BLASTZ (Schwartz
et al., 2003). BLASTZ makes use of the fact that transitions happen twice as
frequently as transversions in the gene coding regions. Transition seed has also
been adopted in the program YASS (Kucherov et al., 2005).
There are other types of seed like BLAT seed (Kent, 2002) and vector seed (Brejova`
et al., 2005). Since these seeds are beyond the scope of this study, we do not
introduce them in details.
2.2.4 Seed Sensitivity and Specificity
The performance of different seeds is evaluated according to two measures: sensi-
tivity and specificity.
Definition 2.2.4. The sensitivity of a seed is the probability that a biologically
meaningful alignment contains a hit to the seed.
The biological meaningful alignments are usually given through a probabilistic
model on nucleotides. Here, we restrict ourselves to the Bernoulli or zero-th order
Markov ungapped alignment model. We assume the pair of residues in each position
are independently and identically generated from {A,C,G, T} × {A,C,G, T}.
To study the sensitivity of a basic spaced seed, we use 1s and 0s to represent
matches and mismatches in an ungapped alignment between two sequences as
shown in the following example:
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Alignment: C C G A T G G A C C
C G A A T G G A G C
Encoding String : 1 0 0 1 1 1 1 1 0 1
where there are 7 matches and 3 mismatches. A seed hit can be viewed as a hit of
the spaced seed in the corresponding binary sequence.
Therefore, in the Bernoulli sequence model, the sensitivity of a spaced seed is
defined as the hit probability of a spaced seed pattern in a random binary sequence
of a fixed length L (which is 64 by default).
To study the sensitivity of a transition seed, we use 1s, 2s, 3s to represent matches,
transitions and transversions in an ungapped alignment between two sequences as
shown in the following example:
Alignment: A C C G T A G C T T G C
A A T G C A A T T G A C
Encoding string: 1 3 2 1 2 1 2 2 1 3 2 1
where there are 5 matches, 5 transitions and 2 transversions. Similar to basic
spaced seeds, each hit to a transition seed in an ungapped alignment can be viewed
as a hit of the seed in the corresponding sequence over {1, 2, 3}.
Definition 2.2.5. The specificity of a seed is one minus the probability that the
seed match occurs in an alignment between two unrelated random sequences by
chance.
Therefore, the specificity is related to hit probability in a probabilistic alignment
model.
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2.3 High-order Seed Patterns
Motivated by analyzing seed sensitivity and specificity, we define the high-order
seed patterns and study their run probabilities in this section. Consecutive seed,
basic spaced seed and transition seed are special cases of this high-order seed
pattern.
Definition 2.3.1. Let Σ = {b1, b2, · · · , bm}. A tth-order seed pattern P over Σ
consists of a sequence Q of length LQ over an alphabet Σ
′ = {a1, a2, · · · , at} and
an ordered list of subsets {Σ1,Σ2, · · · ,Σt} such that Q[1] 6= at, Q[LQ] 6= at, and
Σ1 ⊂ Σ2 ⊂ · · · ⊂ Σt = Σ.
We say the pattern Q hits a sequence S over Σ in position k if the following
condition is satisfied: for 1 ≤ i ≤ LQ, if Q[i] = aj , then, S[i+ k − LQ] ∈ Σj .
Example 2.3.1. (1) A consecutive seed B is a 1st-order pattern over {1} con-
sisting of a sequence over {1} and the subset list: {1}.
(2) A basic spaced seed π is a 2nd-order pattern over {1, 0} consisting of a
sequence over {1, ∗} and the subset list: {1}, {0, 1}.
(3) A transition seed Q is a 3rd-order pattern over {1, 2, 3} consisting of a se-
quence over {1,#, ∗} and the subset list: {1}, {1, 2}, {1, 2, 3}.
We study the hit probability of a tth-order pattern in the Bernoulli random se-
quence over an alphabet Σ = {b1, b2, · · · , bt}, in which a letter bi is generated with
probability pi in each position and
∑
1≤i≤t pi = 1. We use M(Σ, p1, p2, · · · , pt) to
denote this Bernoulli sequence model.
Given an order-t pattern P with sequence Q and ordered list of subsets of Σ =
{b1, b2, · · · , bm}: {Σ1,Σ2, . . . ,Σt} and a sequence S over Σ. By encoding the letters
in Σi−Σi−1 by a new letter b′i, we transform the sequence S into a sequence S ′ over
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Σ′′ = {b′1, b′2, . . . , b′t}. Let P ′ be the order-t pattern with sequence Q′ and ordered
list of subsets {{b′1}, {b′1, b′2}, . . . , {b′1, b′2, . . . , b′t}}. It is easy to see that the hit
probability of P on sequence S in i.i.d. model M(Σ, p1, p2, . . . , pm) is equal to the
hit probability of P ′ on sequence S ′ in i.i.d. model M′(Σ′′, p′1, p′2, . . . , p′t), where
p′i =
∑
j:bj∈Σi−Σi−1 pj. Therefore, for simplicity, we will focus on tth-order patterns
with a sequence over Σ and an ordered list of t subsets of Σ. Because of this, we
just give its sequence when we say a high-order pattern in the rest of this thesis.
2.4 Hit Probability qn
For a tth-order pattern Q and a Bernoulli random sequence S, we use qn to denote
the hit probability that the pattern Q hits S in the first n positions.
We also use fn to denote the probability that Q first hits S in position n. Let
the length of the pattern Q be LQ, and recall that Q is over the alphabet Σ
′ =
{a1, a2, · · · , at}. Obviously,
fi = 0, 1 ≤ i ≤ LQ − 1,
fLQ = p
w1
1 (p1 + p2)









fi, n ≥ LQ. (2.1)
The rest of the section is divided up as follows. In Subsection 2.4.1, we establish a
recurrence system for computing qn. In Subsection 2.4.2, we introduce an inequality
which relates first hit probability to hit probability. In Subsection 2.4.3, we analyze
asymptotically the hit probability.
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2.4.1 A Recurrence System for Computing qn
Let Q be a tth-order pattern and S be a random sequence in the Bernoulli model
M(Σ, p1, p2, · · · , pt), where Σ = {b1, b2, · · · , bt}. We use En to denote the event
that Q occurs in sequence S at position n and E¯n the complement event of En.




obtained from Q by replacing each occurrence of ai with a letter in {b1, b2, · · · , bi}.
Taking a transition seedQ = 1∗#1 as an example, we haveMQ = {1111, 1211, 1311,
1121, 1221, 1321}. So, h = 6 in this case.





n are disjoint for 1 ≤ i 6= j ≤ h. Define
f (i)n = Pr[E¯1E¯2 · · · E¯n−1E(i)n ],
the probability that Q first hits S in position n and S[n−LQ+1, n] = Qi. Clearly,
Q hits S in position n if and only if some Qi occurs S in position n and so En =⋃
1≤i≤hE
(i)




f (i)n . (2.2)
Let x be a sequence with length |x|. For an integer k ≤ |x|, we use x〈k] and x[k〉 to
denote the length-k suffix and prefix of x respectively. Obviously, x[k〉x〈|x|−k] = x.






Pr[ Qj〈LQ − k] ] if k ≤ LQ − 1 and Qi〈k] = Qj [k〉
1 k = LQ and i = j
0 otherwise
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Since
E¯1E¯2 · · · E¯nE(j)n+LQ
= (∪LQ−1k=1 E¯1E¯2 · · · E¯n+k−1En+k)E(j)n+LQ
⋃




(∪hi=1E¯1E¯2 · · · E¯n+k−1E(i)n+k)E(j)n+LQ
⋃




(∪hi=1E¯1E¯2 · · · E¯n+k−1E(i)n+kE(j)n+LQ)
⋃




(∪LQ−1k=1 E¯1E¯2 · · · E¯n+k−1E(i)n+kE(j)n+LQ)
⋃
E¯1E¯2 · · · E¯n+LQ−1E(j)n+LQ,





occurs if and only if the suffix Qi〈k] of Qi is identical to














for 1 ≤ j ≤ h, where pj is the probability that Qj occurs in the position LQ.
Equations (2.1), (2.2) and (2.3) form a recursive linear system to calculate hit
probability qn for any n.
Example 2.4.1. Consider the transition seed Q = 1∗#1 in the Bernoulli random
model M({1, 2, 3}, p, q, 1− p− q). By definition, LQ = 4, w1 = 2, w2 = 1, w3 = 1
and
MQ = {1111, 1211, 1311, 1121, 1221, 1321}.
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Let r = 1− p− q. By Equation (2.3), we have
f (1)n = (1− qn−4)p4 − pf (1)n−1 − p2(f (1)n−2 + f (2)n−2 + f (3)n−2)− p3fn−3,
f (2)n = (1− qn−4)p3q − pf (4)n−1 − p2qfn−3,
f (3)n = (1− qn−4)p3r − p2rfn−3,
f (4)n = (1− qn−4)p3q − pq(f (1)n−2 + f (2)n−2 + f (3)n−2)− p2qfn−3,
f (5)n = (1− qn−4)p2q2 − pq2fn−3,
f (6)n = (1− qn−4)p2qr − pqrfn−3.




n and qn =
∑n








Applying the recursive formula to consecutive seed, we have
Theorem 2.4.1 (Choi and Zhang, 2004). Let B be a consecutive seed of weight
w. For n > w, the hit probability qn of B in the Bernoulli random model
M({1, 2}, p, 1− p) satisfies,
qn = (1− p)pw + qn−1 − (1− p)pwqn−w−1 (2.4)




0, if 0 ≤ n < w
pw, if n = w
For n > 1, MB = {
w︷ ︸︸ ︷







and thus for n > w,
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Noticing that fi = qi − qi−1 for i ≥ 1, we have



























= (1− p)pw + qn−1 − (1− p)pwqn−w−1
There are several other formulas to calculate fn for consecutive seeds in the Bernoulli
random modelM({1, 2}, p, 1−p) (Balakrishnan and Koutras, 2002). Let q = 1−p.
(1) By considering the position in which the first mismatch occurs, we have





(2) When the consecutive seed first hits the random sequence in position n, the
last w + 1 positions of the random sequence must be of the form ‘0
w︷ ︸︸ ︷
11 · · ·1’
and the consecutive seed will not hit the n − w − 1 prefix of the random
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(3) For n > w, a simple recurrence formula for fn is
fn = fn−1 − qpwfn−w−1. (2.7)
It can be easily deduced from Equation (2.5), since
fn − fn−1 = qpw{1−
∑n−w−1




(4) Philippou and Muwafi (1982) gave the following non-recurrence formula
fn =
∑(m1 +m2 + · · ·+mw








where the summation is over all non-negative integers m1, m2, · · · , mw, sat-
isfying
∑w
i=1 imi = n− w.
2.4.2 An Inequality on qn
In this section, we present an inequality that relates the first hit probability to hit
probability. It was proved for the basic spaced seeds by Choi and Zhang (2004).
Let’s first introduce an important inequality called Tchebycheff’s Inequality.
Lemma 2.4.1 (Tchebycheff’s Inequality). If
x1 ≥ x2 ≥ · · · ≥ xn
y1 ≥ y2 ≥ · · · ≥ yn
and
∑n
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Theorem 2.4.2 (Yang and Zhang, 2008). Let Q be a tth-order pattern of length
LQ. Then, for any 2LQ − 1 ≤ k ≤ n,
fk(1− qn−k+LQ−1) ≤ fn ≤ fk(1− qn−k) (2.9)
in any Bernoulli sequence model.
Proof. Recall that En is the event that the pattern Q hits a Bernoulli random
sequence in position n and E¯n is the complement event of En. First, we have
fn = Pr[E¯LQE¯LQ+1 · · · E¯n−1En]
= Pr[E¯LQE¯LQ+1 · · · E¯n−1]− Pr[E¯LQE¯LQ+1 · · · E¯n−1E¯n]
= Pr[E¯LQ+1E¯LQ+2 · · · E¯n]− Pr[E¯LQE¯LQ+1 · · · E¯n−1E¯n]
= Pr[ELQE¯LQ+1 · · · E¯n−1E¯n].
For 1 ≤ j ≤ LQ − 1, let Wj be the set of length-j sequences over the alphabet Σ.
Let k be a fixed index. For any ω ∈Wj , let Cω be the event that S[k−LQ+2, k−
LQ + j + 1] = ω Then, Cω =
⋃
b∈Σ Cωb, where ωb is the concatenation of ω and b.




Pr[Cω] = 1, and the events
ELQE¯LQ+1 · · · E¯k | Cω
and
E¯k+1E¯k+2 · · · E¯n | Cω








Pr[Cω]P [ELQE¯LQ+1 · · · E¯k−1E¯k | Cω] Pr[E¯k+1 · · · E¯n−1E¯n | Cω].
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On the other hand,
fk = Pr[ELQE¯LQ+1 · · · E¯k−1E¯k] = Pr[ELQE¯LQ+1 · · · E¯k−1E¯k | Cǫ],
1− qn−k+LQ−1 = Pr[E¯k+1E¯k+2 · · · E¯n | Cǫ].
Thus, fk(1− qn−k+LQ−1) ≤ fn will follow by induction if, for any 1 ≤ j ≤ LQ − 1,∑
ω∈Wj




Pr[Cω] Pr[ELQE¯LQ+1 · · · E¯k−1E¯k | Cω] Pr[E¯k+1 · · · E¯n−1E¯n | Cω].
Since the event Cωbi+1 favors the happening of ELQE¯LQ+1 · · · E¯k−1E¯k more than
Cωbi for 1 ≤ i ≤ t− 1, we have
Pr[ELQE¯LQ+1 · · · E¯k−1E¯k | Cωb1 ]
≤ Pr[ELQE¯LQ+1 · · · E¯k−1E¯k | Cωb2 ]
≤ · · ·
≤ Pr[ELQE¯LQ+1 · · · E¯k−1E¯k | Cωbt ],
and similarly,
Pr[E¯k+1 . . . E¯n−1E¯n | Cωb1 ]
≤ Pr[E¯k+1 . . . E¯n−1E¯n | Cωb2 ]
≤ · · ·
≤ Pr[E¯k+1 . . . E¯n−1E¯n|Cωbt ].
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Combining with Pr[Cω] =
∑t
i=1 Pr[Cωbi ] and Tchebychev’s inequality, we have




pi Pr[ELQE¯LQ+1 · · · E¯k−1E¯k | Cωbi])(
t∑
i=1








Pr[Cωbi ] Pr[ELQE¯LQ+1 · · · E¯k−1E¯k | Cωbi ] Pr[E¯k+1 · · · E¯n−1E¯n | Cωbi ],
where pi is the probability that letter bi is generated in the given Bernoulli sequence
model. This proves that fn ≥ fk(1− qn−k+LQ−1).
Since ELQE¯LQ+1 · · · E¯n−1E¯n is a subevent of (ELQE¯LQ+1 · · · E¯k−1E¯k)(E¯k+LQ · · · E¯n−1E¯n),
we have that fn ≤ fk(1− qn−k).
Corollary 2.4.1 (Yang and Zhang, 2008). Let Q be a t-th order pattern of length
LQ. For any 2LQ − 1 ≤ k ≤ n,
(1− qk)(1− qn−k+L−1) ≤ 1− qn ≤ (1− qk)(1− qn−k) (2.10)
Proof. Since
∑∞
j=n+1 fj = 1− qn, applying the Inequality (2.9), we have






fn−k+j = 1− qn.







fj(1− qn−k) = (1− qk)(1− qn−k).
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2.4.3 Asymptotic Analysis for Hit Probability
Buhler, Keich and Sun (2003) proved that for any basic spaced seed Q, there
exist two constants αQ and λQ such that 1 − qn ∼ αQλnQ. Similar results were
established by Solov’ev (Solov’ev, 1966). Such an approximation also exists for
high-order patterns.
Theorem 2.4.3 (Yang and Zhang, 2008). For a tth-order pattern Q, there exist
constants αQ and λQ that only depend on the structure of Q such that qn ∼
1− αQλnQ in the Bernoulli model M(Σ, p1, p2, · · · , pt).
The Perron-Frobenius theorem plays an important role in the proof of Theorem
2.4.3. A nonnegative matrix W is called primitive if there is an integer k such that
Mk > 0.
Lemma 2.4.2 (Perron-Frobenius Theorem). Any nonnegative primitive matrix
W has a real simple eigenvalue ρW such that |α| < ρW for any other eigenvalue
α of W . Equivalently, det (λI −W ) = 0 has a real simple root λ = ρW such that
|α| < ρW for any other root α.
Proof of Theorem 2.4.3. Recall that an alignment is represented as a sequence
over Σ = {b1, b2, · · · , bt} and we use MQ = {Q1, Q2, · · · , Qh} to denote all h :=∏t
i=2 i
wi distinct sequences obtained from Q by replacing each occurrence of ai





Let τ = tLQ−1 and V = {v1,v2, · · · ,vτ} be the set of all length LQ − 1 sequences
over Σ. For any vi,vj ∈ V and bk ∈ Σ, 1 ≤ i, j ≤ τ and 1 ≤ k ≤ t, we define a




pk, if vi[2]vi[3] · · ·vi[LQ − 1]bk = vj and vi[1]vj /∈MQ ;
0, otherwise,
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where vi[l] denotes the l-th character of vi for 1 ≤ l ≤ LQ − 1.
Let Sijn be the set of all sequences s of length n ≥ LQ satisfying: (1) The LQ − 1
prefix of s is vi and the LQ − 1 suffix is vj; (2) Q does not hit s. Then, Sn =⋃
1≤i,j≤τ Sijn contains all the sequences of length n which Q does not hit. Thus, we






[T n−LQ+1]ij denotes the (i, j)-element of the matrix T n−LQ+1.







[T n−LQ+1]ij . (2.11)
Let P = (Pr[v1],Pr[v2], · · · ,Pr[vτ ]) and 1 = (
τ︷ ︸︸ ︷
1, 1, · · · , 1). Then, Equation (2.11)
can be writhen as a matrix form
1− qn = P · T n−LQ+1 · 1′,
where 1′ is the transpose of the vector 1.


















zi + zLQ−1P · (
∞∑
n=0
znT n) · 1′,
where T 0 = I, the τ × τ identity matrix.
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By von Neumann’s Lemma1,
∞∑
n=0
(zT )n = (I − zT )−1 = B(z)
det(I − zT ) ,





zi + zLQ−1P · B(z)
det(I − zT ) · 1
′.
By definition, matrix T is nonnegative. For every vi and vj , 1 ≤ i, j ≤ τ , vibLQt vj
is a length 3LQ − 2 sequence which Q does not hit, since Qk in MQ does not start
or end with bt for any 1 ≤ k ≤ h. Therefore, [T 2LQ−1]ij > 0 for all 1 ≤ i, j ≤ τ ,
and T is primitive.
Observe that det(I − zT ) = 0 implies z 6= 0 and det(1
z
I − T ) = 0. By the Perron-
Frobenius theorem, det(1
z
I − T ) = 0 has a positive simple real root z = λ1 such




zi + zLQ−1P · B(z)


























λk − z ),
where ij is the multiplicity of the root λi,
ρ1 = P · B(λ1)
det′(I − zT )|z=λ1
· 1′,
1von Neumann’s Lemma: For any matrix A with ‖A‖2 < 1,
∑∞
n=0 A
n = (I − A)−1. The
condition for von Neumann’s Lemma is satisfied: since at most one pk can appear at each row of
the matrix T for 1 ≤ k ≤ t, ‖T ‖2 ≤ ‖T ‖∞ = max1≤i≤τ
∑τ
j=1 |Tij | ≤ 1; combining with |z| < 1,
we have ‖zT ‖2 < 1.
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and ρ
(ij)
l , l = 2, · · · , k are constants.
Noticing that
ρ1












zi, 2 and 1− qn is the coefficient of zn
in U(z), we have,





Let αQ = ρ1λ
LQ−2
1 and λQ =
1
λ1
. We have, 1− qn ∼ αQλnQ.
Remark 2.4.1. λQ is actually the eigenvalue of T with the largest modulus.
The single term 1 − αQλnQ gives a very close approximation to qn. Consider the
transition seed 1 ∗ 1, which does not contain any #s. In the Bernoulli sequence
model M({1, 2, 3}, p = 0.6, q = 0.3, r = 0.1), we obtain that λQ = 0.7291502607
and αQ = 1.058452825 by Maple. Figure 2.4 shows the difference between qn and
1− αQλnQ for 4 ≤ n ≤ 30.
In general, it is not easy to compute αQ and λQ for a tth-order pattern when t and
LQ are large. However, we will establish good bounds for λQ using the average
distance between successive non-overlapping hits in the next section.
2.5 Average Distance between Non-overlapping
Hits
Renewal theory studies recurrent events connected with repeated trials. A re-
current event qualifies for the theory if the number of trials between successive
occurrences of the event are jointly independent random variables with identical





is the dominant coefficient of zi in the term
ρ1













when i becomes large.
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Figure 2.4: The qn and 1−αQλnQ for transition seed 1∗1, which does not contain#’s,
where 4 ≤ n ≤ 30.
following assumption: If a hit in position i is selected as a non-overlapping hit,
then the next non-overlapping hit is the first hit in or after position i+ LQ.
The average distance between successive non-overlapping hits µQ is a very impor-








fj = 1 and 1− qi =
∑∞
j=i+1 fj for all i ≥ LQ, µQ can be rewritten as




The rest of the section is divided into 3 subsections. In subsection 2.5.1, we present
a formula for computing µQ. In subsection 2.5.2, we provide several bounds for
µQ. Most importantly, in subsection 2.5.3, we establish a relationship between the
hit probability and µQ.
2.5 Average Distance between Non-overlapping Hits 46
2.5.1 A Formula for µQ












n is the probability that the pattern Q does not hit the random sequence
S before n but S[n− LQ + 1, n] = Qi.
Since 1− qn = 1− qn−1 − fn = 1− qn−1 − f (1)n − f (2)n − · · · − f (h)n , we have
(1− z)U(z) + F1(z) + F2(z) + · · ·+ Fh(z) = 1. (2.12)






















k , 1 ≤ j ≤ h.
This implies that for 1 ≤ j ≤ h,











C11(z) C21(z) · · · Ch1(z)





C1h(z) C2h(z) · · · Chh(z)

 ,




1− z 1 1 · · · 1
−p1zLQ C11(z) C21(z) · · · Ch1(z)
















By definition, µQ = LQ +
∑






This formula was first shown for basic spaced seeds in (Kong, 2007) and (Zhang,
2007).
Applying the formula to consecutive seed, we have


















Example 2.5.1. For spaced seed Q = 11 ∗ 111 in the model M({1, 2}, p, q),
MQ = {110111, 111111},




 1 + p2q + p3q + p4q p3q + p4q





p7q + 2p6q + 3p5q + 2p4q + p3q + p4 + p3 + 2p2 + p + 1
p5(1 + pq + p2q + p3q)
.






i p2 + p3 p2 + p3 p3 p3 p3
p2q 1 + p2q p2q p+ p2q p2q p2q
p2r p2r 1 + p2r p2r p2r p2r
pq + p2q pq + p2q pq + p2q 1 + p2q p2q p2q
pq2 pq2 pq2 pq2 1 + pq2 pq2






q3p2 + p5q2 − p2q2 + p5q − 2p4q − 2p3q + pq − p4 + p3 + 2p2 + p+ 1
p2(pq3 + p4q2 − pq2 + p4q − 2p3q − p2q + pq + q − p3 + p2 + p) .
2.5.2 Bounding µQ
It is not easy to calculate µQ by the matrix-based method even for a simple seed.
In the following, we introduce some bounds to µQ.
Bounding µQ by Hit Probability
Recall that we have proved fk(1−qn−k+LQ−1) ≤ fn ≤ fk(1−qn−k) for any 2LQ−1 ≤
k ≤ n in Inequality (2.9). Applying the Inequality, we have
Theorem 2.5.1 (Yang and Zhang, 2008). Let Q be a t-th order pattern over
alphabet Σ′ = {a1, a2, · · · , at} with seed length LQ. Then
LQ + (1− q3LQ−2)/f2LQ−1 ≤ µQ ≤ LQ + (1− q2LQ−1)/f2LQ−1. (2.16)
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Proof. Substituting k = 2LQ − 1 in fk(1− qn−k+LQ−1) ≤ fn, we have 1− qn−LQ ≤
fn/f2LQ−1. Thus,
µQ = LQ +
∞∑
n=LQ







fn/f2LQ−1 = LQ + (1− q2LQ−1)/f2LQ−1.
Similarly, substituting k = 2LQ − 1 in fn ≤ fk(1− qn−k), we have 1− qn−2LQ+1 ≥
fn/f2LQ−1. Thus
µQ = LQ +
∞∑
n=LQ
(1− qn) ≥ LQ +
∞∑
n=3LQ−1
fn/f2LQ−1 = LQ + (1− q3LQ−2)/f2LQ−1.
The bounds for basic spaced seeds were proved by Choi and Zhang (2004). The
lower and upper bounds are quite tight as the difference is
(1− q2LQ−1 − 1 + q3LQ−2)/f2LQ−1 =
3LQ−2∑
i=2LQ
fi/f2LQ−1 ≤ LQ − 1.
Though Inequality (2.16) gives very tight bounds for µQ, they are not easy to
calculate. We next introduce a simple upper bound for µQ.
A Simple Upper Bound
Let Q be a tth-order pattern over alphabet Σ′ = {a1, a2, · · · , at}. For 1 ≤ k ≤ t,
we define RP(k) to be the ordered list of indices i such that Q[i] = ak. For any
1 ≤ j ≤ LQ, we define
RP(k) + j = {i+ j | i ∈ RP(k)}.
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For example, let Q = 11##1 ∗ #11 be a transition seed. Then, by definition,
a1 = 1, a2 = # and a3 = ∗. We have
RP(1) = {1, 2, 5, 8, 9}, RP(2) = {3, 4, 7}, RP(3) = {6}
and
RP(1) + 1 = {2, 3, 6, 9, 10}, RP(2) + 2 = {5, 6, 9}, RP(3) + 3 = {9}.
For 1 ≤ k, k′ ≤ t and 1 ≤ j ≤ LQ − 1, set
OjQ(k, k
′) = |RP(k) ∩ (RP(k′) + j)|,
which is the number of common indices in RP(k) and RP(k′) + j. Note that
OjQ(k, k







′, k) +OjQ(k, k
′)).
Example 2.5.3. For the transition seed Q = 11##1 ∗#11, we have
Q: 1 1 # # 1 * # 1 1
1st shifted Q: 1 1 # # 1 * # 1 1
and thus
O1Q(1, 1) = |RP(1) ∩ (RP(1) + 1)| = |{2, 9}| = 2,
O1Q(2, 1) = |RP(2) ∩ (RP(1) + 1)| = |{3}| = 1,
O1Q(2, 2) = |RP(2) ∩ (RP(2) + 1)| = |{4}| = 1,
O1Q(1, 2) = |RP(1) ∩ (RP(2) + 1)| = |{5, 8}| = 2.











Q(1, 2) = 4.
Similarly, we can obtain
O1Q(3) = 2.
Lemma 2.5.1. Let Q be a tth-order pattern over alphabet Σ′ = {a1, a2, · · · , at}
and S be a random sequence in the Bernoulli sequence modelM = {Σ, p1, p2, · · · , pt}.
Recall that En denotes the event that pattern Q hits S in position n. For 1 ≤ j ≤
LQ − 1,









Proof. LetQ = x1x2 · · ·xLQ , xi ∈ Σ′ and S = s1 · · · sn−1sn, si ∈ Σ = {b1, b2, · · · , bt}.
We say that a single letter pattern ai hits the sequence S in position j if S[j] ∈
{b1, b2, · · · , bi}. Thus, the event En occurs if and only if, for each 1 ≤ i ≤ LQ,
xi hits S in position n − LQ + i; the event En−j occurs if and only if, for each
1 ≤ i ≤ LQ, xi hits S in position n− j − LQ + i. Then both En and En−j occur if
and only if
1. xi hits S in position n− j − LQ + i for 1 ≤ i ≤ j;
2. both xi and xi−j hit S in position n− j − LQ + i for j + 1 ≤ i ≤ LQ;
3. xi hits S in position n− LQ + i for LQ − j + 1 ≤ i ≤ LQ.
For 1 ≤ i ≤ i′ ≤ t, we define
ai ∨ ai′ = ai′, ai ∧ ai′ = ai.
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Since {xi∨xi−j , xi∧xi−j} = {xi, xi−j}, multiplying
∏LQ
i=j+1 Pr[En−j−LQ+i(xi∨xi−j)]
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Therefore,









Using above lemma, we obtain a tight bound for µQ.












Proof. For any 1 ≤ j ≤ LQ − 1 and n ≥ LQ,
Pr[E¯1E¯2 · · · E¯n−j−1En−jEn]
= Pr[En−jEn] Pr[E¯1E¯2 · · · E¯n−j−1 | En−jEn]
= Pr[En | En−j] Pr[En−j ] Pr[E¯1E¯2 · · · E¯n−j−1 | En−jEn−1]
≤ Pr[En | En−j] Pr[En−j ] Pr[E¯1E¯2 · · · E¯n−j−1 | En−j ]










where the inequality holds since En is negatively correlated with the joint event
E¯1E¯2 · · · E¯n−j−1.
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= Pr[E¯1E¯2 · · · E¯n−LQ] Pr[En]
= Pr[E¯1E¯2 · · · E¯n−LQEn]
= Pr[E¯1E¯2 · · · E¯n−1En] +
LQ−1∑
j=1












Combining the above inequalities for all n ≥ LQ, and noticing that
∑∞
i=1 fi = 1
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This is a generalization of a result proved for basic spaced seeds in (Keich et al.,
2004).
Restricting Theorem 2.5.2 to consecutive seeds, basic spaced seeds and transition
seeds, we have







in a Bernoulli sequence model M({1}, p).









in a Bernoulli sequence model M({1, 2}, p, q).













in a Bernoulli sequence model M({1, 2, 3}, p, q, r).
The upper bound for consecutive seed is actually the exact value of µB. For other
seeds, the upper bounds are also quite tight when the generating probabilities are
large.
Example 2.5.4. Let Q = 11##1 ∗ #11 be a transition seed in the Bernoulli
sequence model M({1, 2, 3}, p, q, r). Figures 2.5 ∼ 2.8 show both exact µQs and
their upper bounds calculated by Corollary 2.5.4 when p varies from 0.5 to 1, 0.6
to 1, 0.7 to 1 and 0.8 to 1, respectively. As shown in the figures, µQ and its upper
bound get closer when one of the generating probabilities becomes large.
























Figure 2.5: The comparison of µQ and its upper bound when p varies from 0.5 to
1 and q ranges from 0 to 0.5 for Q = 11##1 ∗#11.


















Figure 2.6: The comparison of µQ and its upper bound in when p varies from 0.6
to 1 and q varies from 0 to 0.4 for Q = 11##1 ∗#11.



























Figure 2.7: The comparison of µQ and its upper bound in when p varies from 0.7
to 1 and q varies from 0 to 0.3 for Q = 11##1 ∗#11.






















Figure 2.8: The comparison of µQ and its upper bound in when p varies from 0.8
to 1 and q varies from 0 to 0.2 for Q = 11##1 ∗#11.
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We define a uniformly spaced seed to be a seed where the non-∗ positions form an
arithmetic series. For example, 1 ∗ ∗1 ∗ ∗1 ∗ ∗1 ∗ ∗1 is a uniformly spaced seed.
For any non-uniformly spaced seed, a simple upper bound can be derived from
Corollary 2.5.3.












)wQ−2 − 1]. (2.22)
2.5.3 Using µQ to Bound λQ
Recall that we have defined an important constant λQ in Theorem 2.4.3. In this
subsection, we will present lower and upper bounds for λQ in terms of µQ. A
similar result was proved for basic spaced seeds in (Zhang, 2007).
Theorem 2.5.3 (Yang and Zhang, 2008). For any t-th order pattern Q of length
LQ,
1− 1




Proof. For n ≥ 2LQ and k ≥ 2, by Theorem 2.4.2,

















1− qn = 1− limn→∞
fn+1
1− qn ≥ 1−
1
µQ − LQ + 1 .
Similarly, by Theorem 2.4.2, fn+1+j ≤ fn+1(1− qj) for any j ≥ LQ. Hence,



















λQ = 1− lim
n→∞
fn+1




For consecutive seed B of weight w, this bound can be further improved.
Corollary 2.5.6 (Zhang, 2007). For any consecutive seed B of weight w,
1− 1∑w
i=1(1/p)
i − w + 1 ≤ λB ≤ 1−
1∑w
i=1(1/p)
i − w +∑w−1i=0 pi .
2.6 Transition Seed Selection
Transition seeds exhibit a good tradeoff between sensitivity and specificity for
homology search in both coding and non-coding regions (Sun and Buhler, 2006;
Zhou and Florea, 2007). However, identifying good transition seeds is a hard task.
This is because computing sensitivity is much harder for transition seeds than for
basic spaced seeds of the same weight. Recall that the weight of a transition seed
is defined as its match weight plus half of its transition weight. By definition, an
optimal seed is the seed with the highest sensitivity.
2.6.1 Selection Methods
Kucherov et al. (2005) gave an automata-based method for computing the sensi-
tivity of a basic or transition seed. Such a method takes an exponential number
2.6 Transition Seed Selection 62
of bit operations in the worst case. Another method for searching good spaced
seeds is to use the hill-climbing strategy (Sun and Buhler, 2006). Here, based on
our theoretical study in the previous sections, we propose an alternative method
for the purpose. The efficiency of this method has already been demonstrated for
basic spaced seeds (Kong, 2007; Yang et al., 2004).
Motivation
Recall that the sensitivity of a spaced seed is defined as the hit probability of the
seed in a random sequence of a fixed length L (which is set to 64 traditionally).
By Theorem 2.4.3, the sensitivity of a transition seed Q is closely related to the
value of λQ. For two transition seeds P and Q, if λP < λQ, the sensitivity of P
is asymptotically larger than Q. Moreover, Theorem 2.23 indicates that λQ can
be approximated by a function of µQ. Therefore, we propose to identify good
transition seeds using the tight bound of µQ established in Theorem 2.5.2.
Our Method
Our method of identifying good transition seeds consists of the following steps:










(2) Given a weight and a Bernoulli model, we identify the top ten transition
seeds of the weight.
(3) We use the sensitivity in a region of length 64 to select the best one among
these ten seeds.
Given a transition seed and a Bernoulli sequence model, the value of the upper
bound VQ can be simply calculated in a polynomial number of bit operations in
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terms of the structure of Q. Therefore, our heuristic method is much faster than
using the sensitivity on a length-64 region to select good transition seeds
2.6.2 Good Transition Seeds
In Table 2.2 ∼ 2.6, we list the ranks of the optimal transition seeds of weight nine
to seventeen and transition weight two or four in six different Bernoulli sequence
models. In all the cases considered, the optimal transition seeds are among the top
ten transition seeds selected according to VQ.
In the Bernoulli model M({1, 2, 3}, 0.7, 0.15, 0.15), the best transition seeds re-
ported in Table 2.5 are identical to those reported in (Kucherov et al., 2006) for





















w Optimal seeds with w=2 Sensitivity Rank Optimal seeds with w2=4 Sensitivity Rank
9 111#*1*1**1#*11 0.27367 2 11#1*#*1**1#*#11 0.22682 1
10 111*11*##*1*111 0.17482 5 11#1**1#*1*1*##11 0.14364 1
11 111*#1**11*1*1#11 0.10910 2 11#1*1*1#**1#*1#11 0.08919 2
12 1111*#1**11*1*1#11 0.06704 1 11#1*1*#11**1#*1#11 0.05445 1
13 1111*1*#11**11*1#11 0.04057 2 111#1*#1**11#*1*1#11 0.03287 1
14 1111*1*1#1**11*11#11 0.02437 3 111#1*11#*11*#*11#11 0.01973 6
15 1111*11*1#1*11#*1111 0.01459 1 111#1*1*1#*11*#11*#111 0.01179 1
16 1111*11#*1*111*#1*1111 0.00868 3 1111*#1#1*11*#11*1#111 0.00701 2
17 1111*11*1#*111*1#1*1111 0.00515 7 111#1*11#1*11*#11*1#111 0.00416 1




















w Optimal seeds with w2=2 Sensitivity Rank Optimal seeds with w2=4 Sensitivity Rank
9 111*1**1#1*#11 0.34061 1 11#1*#1*#*1*#11 0.35171 2
10 111*1*1#*1#*111 0.22181 1 111##*1*1*#1*#11 0.23060 1
11 111#*1*1#*11*111 0.13986 1 111#*1*#*11*#1#11 0.14623 1
12 1111*#1**11*1*1#11 0.08653 1 111#1*#1*1*#1#*111 0.09073 4
13 111#1*11*1*#11*111 0.05272 2 111#1*1*#1*#11*#111 0.05545 1
14 1111*1#1*11*11*#111 0.03185 6 1111#*1#1*1#*11*#111 0.03354 3
15 1111*11*1#1*11#*1111 0.01911 1 111#11*1#*11#1*1#111 0.02012 1
16 1111#*111*1#1*11*1111 0.01139 3 111#11*#11*1#11*1#111 0.01201 4
17 1111#1*11*11#*111*1111 0.00676 2 1111#1*11#*1#11*11#111 0.00715 9




















w Optimal seeds with w2=2 Sensitivity Rank Optimal seeds with w2=4 Sensitivity Rank
9 111*1**1#1*#11 0.41001 3 11#1*#*1#1#*11 0.50000 2
10 111#*1*1*#11*11 0.27220 2 111#*1*1*#1##11 0.34304 1
11 111*1*11*#*11#11 0.17395 4 111#*1#*1#1*1#11 0.22373 4
12 111#1*1**11*1#*111 0.10816 9 111##1*1*1#*11#11 0.14181 1
13 111#11**1*11#1*111 0.06654 2 111#1#1**11*1##111 0.08788 1
14 1111*1#11*1*#11*111 0.04024 6 111#11#*1#11*1#111 0.05357 1
15 1111*11*1#1*11#*1111 0.02422 4 1111#1*#11#*11*1#111 0.03240 1
16 1111#11*1*111*11#111 0.01445 1 1111#1*#11*1#*111#111 0.01942 10
17 11111#*111*1*11*11#111 0.00861 2 1111#1*11#*11#11*1#111 0.01158 8




















w Optimal seeds with w2=2 Sensitivity Rank Optimal seeds with w2=4 Sensitivity Rank
9 111#*1*1**1#*11 0.73745 2 111*#*#1**1#*1#1 0.73806 5
10 111#*1*#*11**1*11 0.60424 8 111#**1#*1*#1*1#1 0.60692 5
11 111*1*1#*1**1#*111 0.47610 1 111#*1*1*#1**1##11 0.48016 1
12 111#*1*1**11*#1*111 0.36368 4 111##*11**1#*1*1#11 0.36692 1
13 111#1**11*1**1#1*111 0.27085 1 111#*1#*11*#*1*1*#111 0.27420 1
14 1111*1*1*#*11*11*#111 0.19760 6 1111#*1*1*#1*#11*#111 0.20077 1
15 1111*#1*1*11**11*1#111 0.14251 3 1111*#11*#1*1#*1*1#111 0.14494 10
16 1111*1*11#*1*11**11#111 0.10165 2 111#11*#*11*1*#11*1#111 0.10360 1
17 11111*#11**11*1*11*1#111 0.07185 3 1111#1*#11*1*1#*11#*1111 0.07333 5




















w Optimal seeds with w2=2 Sensitivity Rank Optimal seeds with w2=4 Sensitivity Rank
9 111#*1*1**1#*11 0.97266 2 111*#*#1**1#*1#1 0.97026 6
10 111*1**1*#1#*111 0.93711 8 11#1**1*1#**1#*#11 0.93405 3
11 111*#*11**1**1*1#11 0.88361 1 111#*1*#*1*#1**1#11 0.88046 1
12 111#*1*1**11*#1*1111 0.81402 4 111#*1*1*#1**1#*#111 0.81037 1
13 111#1**11*1**1#1*111 0.73263 5 111#*1#*11*#*1*1*#111 0.73019 5
14 1111*1*#*11**1*11*#111 0.64523 10 1111*#1**1#*1*1*1#*#111 0.64336 2
15 1111*#1*1*1*11**1#*1111 0.55886 9 111#1*1*1#*1*#1**11*#111 0.55729 6
16 1111*11*#1**11#*1*1*1111 0.47593 7 1111#*1#1**1*#11**1*1#111 0.47507 7
17 11111*1*1#*1*11**11*#1111 0.39955 1 1111#1*1*1#*11**1#1*#1111 0.39915 1
Table 2.6: Good transition seeds in Bernoulli model M({1, 2, 3}, 0.8, 0.1, 0.1).
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Comparing with Other Methods
Hedera is a seed-design program based on the automate approach (Kucherov et
al., 2006). We compared Hedera and our program in Cygwin environment on a
PC with 2.40GHZ CPU and 1.0GB RAM. As indicated in Table 2.7, our program
is 3 to 8 times faster than Hedera for identifying the optimal transition seeds with
specific match and transition weight.
Match weight Transition weight Our method Hedera
8 2 2m57s 16m58s
8 4 42m28s 303m33s
9 2 27m32s 130m48s
9 4 914m53s 3055m31s
10 2 304m11s 969m28s





Table 2.7: Comparing the running time with Hedera.
Mandala is a seed-design program using a hill-climbing strategy (Sun and Buhler,
2006). Similarly, we compared Mandala and our program in Cygwin environment
on a PC with 2.40GHZ CPU and 1.0GB RAM.
We run Mandala program in a transition model with p = 0.7 and q = 0.15. As
recommended by inventors, we choose the option -M, which means that we use
Monte Carlo evaluation of a seed’s probability; and the option -N 10, which means
that we restart Mandala’s hill-climbing search 10 times. For the cases weight 8 and
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9, we use span s ≤ 18. And for other weights, we choose the default span s ≤ 22
since the length of the best seeds found by our program is larger than 18.
However, the hit probability calculated by Monte Carlo evaluation is not very
accurate. So we use the exact method in Section 2.4.1 to calculate the exact hit
probability of good transition seeds found by Mandala (the time is not included in
the Table 2.8).
As indicated in Table 2.8, our program is more accurate and faster than Mandala
for small weights (e.g. weight 8 and 9). However, with the increasing of weight,
though our program is still more accurate, Mandala becomes faster. The reason is
clear. In our program, the time for calculating the exact hit probabilities for the
top ten seeds identified by the upper bound of µQ increases exponentially with the
increasing of seed length. But the running time of Mandala hasn’t been affected
a lot since it never calculates the exact hit probabilities. However, using inexact
hit probability leads to a defect: Mandala cannot identify optimal seeds in nearly
all the cases. For example, in Table 2.8, all good seeds identified by our program





















Weight Transition weight Hit probability Running time Hit probability Running time
8 2 0.856096 2m57s 0.854074 136m21s
4 0.854376 42m29s 0.852699 241m37s
9 2 0.737453 27m32s 0.73657 110m50s
4 0.738059 914m53s 0.735577 239m44s
10 2 0.60424 304m11s 0.604181 213m32s
4 0.606915 1056m46s 0.603179 280m25s
11 2 0.476101 680m52s 0.474698 216m37s
4 0.480159 1145m5s 0.477047 323m39s
Table 2.8: Comparing the hit probability and running time with Mandala.
Chapter 3
Reconstruction Accuracy for the Fitch
Method on Complete Trees
Parsimony methods are often used to infer a character’s evolution on a given
phylogenetic tree by reconstructing the ancestral states at interior nodes of the
tree. There are various parsimony methods to reconstructing the ancestral states
on rooted or unrooted phylogenetic trees (Farris, 1970; Fitch, 1971; Sankoff and
Rousseau, 1975), among which one important method is the Fitch method on
rooted trees.
In this chapter, we study the reconstruction accuracy of the Fitch method on
phylogenetic trees. To study this reconstruction accuracy, one should have the
following assumptions: (1) the phylogenetic tree is given, (2) the possible states
of the character are known, and (3) the stochastic evolutionary model is available,
which specifies the probability that one state changes to another state on a branch
of the tree. Let Paccuracy(Tn) be the reconstruction accuracy of the Fitch method
on a rooted complete tree Tn under a simple Jukes-Cantor model (which will be
introduced in Section 3.2). Steel (1989) observed that, for the 2-state Jukes-Cantor
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2(1−2p)2 , if p > 7/8.
We give a rigorous proof to this observation and study the convergence for p < 1
2
.
The rest of this chapter is divided into 5 sections. In Section 3.1, we define rooted
and unrooted phylogenetic trees. In Section 3.2, we introduce Jukes-Cantor model
for a character’s evolution on a given phylogenetic tree. In section 3.3, we in-
troduce the Fitch method. In Section 3.4, we define the reconstruction accuracy
of any reconstruction method on a given tree. In Section 3.5, we first review a
recurrence system to calculate the reconstruction accuracy Paccuracy(Tn) and then
asymptotically analyze this reconstruction accuracy.
3.1 Phylogenetic Tree
We have already defined phylogenetic trees in Section 1.3.2. Phylogenetic trees
can be either rooted or unrooted. A rooted tree has a unique node called root
representing the most recent common ancestor of all nodes (see Figure 3.1(b)),
while an unrooted tree only shows the relationship of the nodes but not identifies
the most recent common ancestor (see Figure 3.1(a)).
One can root an unrooted tree by inserting a root in some branch of the unrooted
tree. There are two methods to place the root: the method of outgroup and the
method of molecular clock. The method of outgroup looks for a taxon which is
known to be phylogenetically outside the group of other taxa. Then the root will be
in the branch from the taxon to the group of other taxa. The method of molecular
clock looks for a root that makes the number of changes approximately equal on all
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leaves. Since rooting unrooted phylogenetic tree is beyond the scope of this study,



























Figure 3.1: (a) An unrooted tree with 6 OTUs. (b) A rooted tree corresponding
to the unrooted tree.
For a rooted phylogenetic tree, a direct edge uv from u to v indicates that v is
a child of u and u is a parent of v (see Figure 3.1 (b)). A rooted phylogenetic
tree is called bifurcating or binary if every node has at most two children. In
contrast, a rooted phylogenetic tree is called multifurcating if at least one node
has three or more children. Multifurcating phylogenetic trees are beyond the scope
of this study. From now on, all the phylogenetic trees are referred to bifurcating
phylogenetic trees.
In the following, we introduce a popular stochastic character evolution model called
the Jukes-Cantor model.
3.2 The Jukes-Cantor Model
Given a rooted phylogenetic tree and a set of states Ω, we assume that the character
evolves by a Markov process: the evolution starts with a state at the root R of the
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tree, and proceeds downwards node by node to leaves; the state of any non-root
node v depends only on the state of its parent node, say u, and the conditions
on the branch uv. We use tw to denote the state of any node w. For any states
a, b ∈ Ω, the evolutionary model species Pr[tv = b | tu = a], that is the probability
that a state a evolves to a state b on branch uv. The probability Pr[tv = a | tu = a]
is called the conservation probability of the state a on branch uv.
In this thesis, we study a simple Jukes-Cantor model in which there are only two
states 0 and 1, and Pr[sv = 0 | su = 0] = Pr[sv = 1 | su = 1] = p for any branch
uv. That is, the probability of a change of any sort of states on any branch is the
same. Clearly, p is the conservation probability for 0 and 1 on any branch. Let
q := 1− p.
Example 3.2.1. Figure 3.2 shows a possible character evolution on a rooted com-
plete tree with 8 leaves under the simple Jukes-Cantor model, in which the root






























Figure 3.2: A possible character evolution.
The leaves would receive one of many possible distributions of states 0 and 1.
3.3 The Fitch Method 76
Provided with the states at leaves, we study the problem of reconstruction of
ancestral states, which is formally defined as
Problem 3.2.1. Given a particular phylogenetic tree and a group of states at the
leaf nodes, how to reconstruct the ancestral states at the interior nodes of the tree?
Parsimony methods solve Problem 3.2.1 in a manner requiring a minimum number
of changes of the states on all branches. There are several parsimony methods to
reconstructing ancestral states (Farris, 1970; Fitch, 1971; Sankoff and Rousseau,
1975), in which the Fitch method is the most popular one. We focus on this
method.
3.3 The Fitch Method
Given a rooted tree and the states which are assigned to the leaves, the Fitch
method assigns a set of states to each node starting from the leaves and proceeds
to the root. The Fitch method consists of the following steps:
(1) Assign the state sets of leaves. Suppose that the state assigned to a leaf node
is a state, say a, then the state set of the leaf node is {a}.
(2) Assign the state sets of non-leaf nodes. Suppose that the state sets assigned
to the two children v, w of a node u are sv and sw, then the set assigned to
u is su = sv ∗ sw with
sv ∗ sw =


sv ∩ sw if sv ∩ sw 6= ∅,
sv ∪ sw otherwise.
For example, we reconstruct the character’s evolution from the states of leaves in
Figure 3.2 by the Fitch method (see Figure 3.3). In Figure 3.3, the root state












Figure 3.3: An example of the Fitch method.
set {1} reconstructed by the Fitch method contains only the true root state 1.
However, sometimes the method may reconstruct an incorrect state set or the
state set {0, 1} at the root.
The method is said to unambiguously reconstructing a state a at the root if the
reconstructed state set is {a} and ambiguously reconstructing the state if the
reconstructed state set is {0, 1}.
3.4 Reconstruction Accuracy
Given a phylogenetic tree with root R and a set of character states Ω, we assume
that a character evolves by a stochastic evolutionary model. For any state a ∈ Ω,
we use Pr[tR = a] to denote the probability that the root state is a.
After the evolution, the leaves will receive one of many possible distributions of the
states (see Example 3.2.1). Let Ψ be the set containing all the possible distribu-
tions. For any state a ∈ Ω and distribution A ∈ Ψ, let Pr[A | a] be the probability
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that the leaf nodes receive the distribution A, given that the state at the root is a.
Let Z be a reconstruction method and C(a, A,Z) be the probability that Z re-




Pr[tR = a] Pr[A | a]C(a, A,Z). (3.1)
For the simple Jukes-Cantor model we considered, Ω = {0, 1} and two states 0 and
1 are symmetric. For any distribution A, let Ac be its complement. For example,
A = 10101101, then Ac = 01010010. A method Z is called symmetric under the
simple Jukes-Cantor model if C(0, A, Z) = C(1, Ac, Z) for any distribution A.
For any symmetric method Z under the simple Jukes-Cantor model, the recon-





Pr[A | 1]C(1, A,Z) =
∑
A∈Ψ
Pr[A | 0]C(0, A,Z).
Paccuracy for the Fitch method has been widely studied recently (Steel, 1989; Hillis
et al., 1994; Maddison, 1995; Li, Steel and Zhang, 2008).
3.5 Accuracy Analysis of the Fitch Method on
Complete Trees
3.5.1 Definition
Let Tn be the complete tree of 2
n leaves with root R. Assume that a character
evolves by the simple Jukes-Cantor model on Tn with conservation probability p.
Recall that we denote the true state (state obtained by character evolution) at any
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node v by tv and the state set reconstructed by the Fitch method by sv. By the
definition of Paccuracy, the unambiguous reconstruction accuracy of the Fitch
method on Tn is
Paccuracy(Tn) = Pr(sR = {1} | tR = 1) = Pr(sR = {0} | tR = 0), (3.2)
and we also define the ambiguous reconstruction accuracy on Tn to be
APaccuracy(Tn) = Pr(sR = {1} | tR = 1) + 1
2
Pr(sR = {0, 1} | tR = 1). (3.3)
Since Paccuracy(Tn) is a function of p, we let
Pn(p) = Paccuracy(Tn) = Pr(sR = {1} | tR = 1), (3.4)
Qn(p) = Pr(sR = {0} | tR = 1). (3.5)
Noticing that sR can only be the state sets {0}, {1} and {0, 1}, we have
Pr(sR = {0, 1} | tR = 1) = 1− Pn(p)−Qn(p).
By symmetry, we also have
Qn(p) = Pr(sR = {1} | tR = 0),
1− Pn(p)−Qn(p) = Pr(sR = {0, 1} | tR = 0).
In the following, we focus on Pn(p) and Qn(p). If there is no confusion, we omit
“(p)” and denote Pn(p) and Qn(p) by Pn and Qn, respectively. Clearly, P0 = 1 and
Q0 = 0.
3.5.2 A Recurrence System for Reconstruction Accuracy
In the supplementary of the paper (Li, steel and Zhang, 2008), the following re-
currence formula for Pn and Qn was presented.
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Lemma 3.5.1.
Pn = (pPn−1 + qQn−1)[2− (1 + q)Pn−1 − (1 + p)Qn−1], (3.6)
Qn = (pQn−1 + qPn−1)[2− (1 + q)Qn−1 − (1 + p)Pn−1]. (3.7)
Proof. We use the method proposed by Maddison (1995) to calculate Pn and Qn.






Figure 3.4: A complete binary tree.
By the Fitch method, sR = {1} if and only if: (1) sL = {1} and sU = {1}; (2)
sL = {1} and sU = {0, 1}; or (3) sL = {0, 1} and sU = {1}.
Noticing that the three events (1), (2) and (3) are mutually independent, we have
Pr[sR = {1} | tR = 1]
= Pr[(sL = {1} ∩ sU = {1}) ∪ (sL = {1} ∩ sU = {0, 1})
∪ (sL = {0, 1} ∩ sU = {1}) | tR = 1]
= Pr[(sL = {1} ∩ sU = {1}) | tR = 1] + Pr[(sL = {1} ∩ sU = {0, 1}) | tR = 1]
+Pr[(sL = {0, 1} ∩ sU = {1}) | tR = 1].
3.5 Accuracy Analysis of the Fitch Method on Complete Trees 81
We first calculate the term Pr[(sL = {1} ∩ sU = {1}) | tR = 1]. Since, the events
sL = {1} and sU = {1} are independent given tR = 1, we have
Pr[(sL = {1} ∩ sU = {1}) | tR = 1]
= Pr[sL = {1} | tR = 1] Pr[sU = {1} | tR = 1]
= Pr[sL = {1} | tR = 1]2.
Since tL can only be the state 1 or 0, we have
Pr[sL = {1} | tR = 1]
= Pr[(sL = {1} ∩ (tL = 1 ∪ tL = 0)) | tR = 1]
= Pr[(sL = {1} ∩ tL = 1) | tR = 1] + Pr[(sL = {1} ∩ tL = 0) | tR = 1]
= Pr[sL = {1} | (tL = 1 ∩ tR = 1)] Pr[tL = 1 | tR = 1]
+Pr[sL = {1} | (tL = 0 ∩ tR = 1)] Pr[tL = 0 | tR = 1]
= Pr[sL = {1} | tL = 1] Pr[tL = 1 | tR = 1] + Pr[sL = {1} | tL = 0]
Pr[tL = 0 | tR = 1]
= pPn−1 + qQn−1,
where Pr[sL = {1} | (tL = 1 ∪ tR = 1)] = Pr[sL = {1} | tL = 1] and Pr[sL = {1} |
(tL = 0 ∪ tR = 1)] = Pr[sL = {1} | tL = 0] since tR tells us nothing about the
probability of sL beyond what tL tells us.
We next calculate the term Pr[(sL = {1} ∩ sU = {0, 1}) | tR = 1]. Since, given
tR = 1, the events sL = {1} and sU = {0, 1} are independent, we have
Pr[(sL = {1} ∩ sU = {0, 1}) | tR = 1]
= Pr[(sL = {1}) | tR = 1] Pr[(sU = {0, 1}) | tR = 1]
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and
Pr[(sU = {0, 1}) | tR = 1]
= Pr[(sU = {0, 1} ∩ (tU = 1 ∪ tU = 0)) | tR = 1]
= Pr[(sU = {0, 1} ∩ tU = 1) | tR = 1] + Pr[(sU = {0, 1} ∩ tU = 0) | tR = 1]
= Pr[sU = {0, 1} | tU = 1] Pr[tU = 1 | tR = 1] + Pr[sU = {0, 1} | tU = 0]
Pr[tU = 0 | tR = 1]
= (1− Pn−1 −Qn−1)p+ (1− Pn−1 −Qn−1)q
= 1− Pn−1 −Qn−1.
Thus, we have
Pr[(sL = {1} ∩ sU = {0, 1}) | tR = 1] = (1− Pn−1 −Qn−1)(pPn−1 + qQn−1).
By symmetry,
Pr[(sL = {0, 1} ∩ sU = {1}) | tR = 1] = (1− Pn−1 −Qn−1)(pPn−1 + qQn−1).
Therefore,
Pn = (pPn−1 + qQn−1)2 + 2(1− Pn−1 −Qn−1)(pPn−1 + qQn−1)
= (pPn−1 + qQn−1)[2− (1 + q)Pn−1 − (1 + p)Qn−1].
Similarly, we also have
Qn = (pQn−1 + qPn−1)[2− (1 + q)Qn−1 − (1 + p)Pn−1].
We draw figures of Pn and Qn for p = 0.1, 0.4, 0.6, 0.9 and n from 0 to 100 (Figure
3.5, 3.6, 3.7 and 3.9), and p = 0.875 and n from 0 to 10000 (Figure 3.8). As we
can see, Pn and Qn are divergent if p = 0.1, and convergent if p = 0.4, 0.6, 0.875
and 0.9. In particular, the limit is 1
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Figure 3.9: Comparing Pn and Qn for p = 0.9 and 0 ≤ n ≤ 100.
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Lemma 3.5.1 gives a recurrence system to calculate Pn and Qn. However, this
system is complex. To simplify the calculations, we define
Cn = Pr[sRn = {0, 1} | tRn = {1}] = 1− Pn −Qn, (3.8)
Dn = Pn −Qn. (3.9)
Applying Lemma 3.5.1, we have







− Cn−1)2 − (2p− 1)2D2n−1, (3.10)
Dn = (2p− 1)Dn−1(1 + Cn−1). (3.11)
Proof. Recall that by Lemma 3.5.1, we have
Pn = (pPn−1 + qQn−1)[2− (1 + q)Pn−1 − (1 + p)Qn−1],
Qn = (pQn−1 + qPn−1)[2− (1 + q)Qn−1 − (1 + p)Pn−1].
Thus, we have
Pn −Qn = 2p(Pn−1 −Qn−1) + 2q(Qn−1 − Pn−1)
−p(1 + q)[P 2n−1 −Q2n−1]− q(1 + p)[Q2n−1 − P 2n−1]
= (Pn−1 −Qn−1)[4p− 2− (Pn−1 +Qn−1)(2p− 1)]
= (Pn−1 −Qn−1)(2p− 1)[1 + (1− Pn−1 −Qn−1)],
from which Equation (3.11) follows.
Similarly, we have
Pn +Qn = 2(Pn−1 +Qn−1)− (1 + 2pq)(P 2n−1 +Q2n−1)− 2(1 + p2 + q2)Pn−1Qn−1
= 2(Pn−1 +Qn−1)− (1 + 2pq)(Pn−1 −Qn−1)2 − 6Pn−1Qn−1
= 2(Pn−1 +Qn−1)− (1 + 2pq)(Pn−1 −Qn−1)2
−3(Pn−1 +Qn−1)
2 − (Pn−1 −Qn−1)2
2
,
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and thus








− Cn−1)2 − (2p− 1)2D2n−1.
3.5.3 Asymptotic Analysis on Reconstruction Accuracy

















2(1−2p)2 , if p > 7/8.
We also study the case when p < 1
2
, and obtain the following theorem.
Theorem 3.5.1 (Zhang, Shen, Yang and Li submitted). Pn and Qn have the
following asymptotic properties:


























(3) If 0 < p < 1/8, Pn and Qn are divergent; however, the odd series of Pn and





2(1−2p)2 , and the even series
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, and Dn > 0 when
p > 1/2 and alternating when p < 1/2. In order to prove the theorem, we first
establish several lemmas about Cn and Dn.
Lemma 3.5.2. Cn(p) = Cn(1− p) and |Dn(p)| = |Dn(1− p)| for all n ≥ 1.
Proof. We prove by induction on n.
For n = 1,
C1(p) = 2p(1− p) = 2(1− p)[1− (1− p)] = C1(1− p)
and
|D1(p)| = |2p− 1| = |1− 2p| = |2(1− p)− 1| = |D1(1− p)|.
Suppose the lemma is true for n− 1; that is,
Cn−1(p) = Cn−1(1− p)
|Dn−1(p)| = |Dn−1(1− p)|.
Then by Corollary 3.5.1,
2Cn(p) = 1− 2Cn−1(p) + 3Cn−1(p)2 − (2p− 1)2Dn−1(p)2
= 1− 2Cn−1(1− p) + 3C2n−1(1− p)− [2(1− p)− 1]2D2n−1(1− p)
= 2Cn(1− p)
and
|Dn(p)| = |2p− 1||Dn−1(p)|(1 + Cn−1(p))
= |2(1− p)− 1||Dn−1(1− p)|[1 + Cn−1(1− p)]
= |Dn(1− p)|.
Thus, Lemma 3.5.2 follows by induction.
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By Lemma 3.5.2, Cn(p) and |Dn(p)| are symmetric with respect to p. Without loss
of generality, we assume that 1/2 ≤ p ≤ 1.
Lemma 3.5.3. Cn ≤ 1/2 for all n ≥ 1.
Proof. We prove the lemma by induction on n.
For n = 1,






Suppose Cn−1 ≤ 1/2. Then






















from which Lemma 3.5.3 follows.
Corollary 3.5.2. Suppose 1/2 ≤ p < 5/6. Then Dn+1 ≤ Dn ≤ 2p − 1 for all
n ≥ 1.
Proof. By Lemma 3.5.3,
Dn+1 = (2p− 1)(1 + Cn)Dn ≤ (2 · 5
6
− 1)(1 + 1
2
)Dn = Dn.
The Corollary follows from induction since D1 = 2p− 1.
Lemma 3.5.4. Suppose Cn−1 ≤ 1/3 and Dn−2 ≤ 1 for some n ≥ 3. Then
Cn ≤ 1/3.




− Cn−1) = (2p− 1)2D2n−2 − 3(Cn−2 −
1
3








































from which Lemma 3.5.4 follows.
Lemma 3.5.5. If Cn−1 ≥ 1/3, then Cn ≤ Cn−1.
Proof.
2Cn = 1− 2Cn−1 + 3C2n−1 − (2p− 1)2D2n−1
= 2Cn−1 + (1− Cn−1)(1− 3Cn−1)− (2p− 1)2D2n−1
≤ 2Cn−1.
Lemma 3.5.6. Suppose 5
6
≤ p ≤ 7
8
. Then Cn ≤ 13 and Dn+1 ≤ Dn ≤ 2p − 1 for
all n ≥ 1.
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Proof. We prove the lemma by induction on n.
For n = 1,





D1 = 2p− 1
and
D2 = (2p− 1)(1 + C1)D1 < (2 · 7
8
− 1)(1 + 1/3)D1 = D1.








































































D3 = (2p− 1)(1 + C2)D2 < (2 · 7
8
− 1)(1 + 1
3
)D2 = D2.




and Dn−2 ≤ 2p− 1 < 1.






Dn+1 = (2p− 1)(1 + Cn)Dn ≤ (2 · 7
8
− 1)(1 + 1
3
)Dn = Dn.
The lemma follows by induction.









Proof. By Lemma 3.5.2, it suffices to prove the lemma for 1/2 ≤ p ≤ 7/8. By
Corollary 3.5.2 and Lemma 3.5.6, Dn is a decreasing non-negative sequence. Thus
limn→∞Dn exists. Let D = limn→∞Dn.
We claim thatD = 0. Otherwise, supposeD 6= 0. SinceDn+1 = (2p−1)(1+Cn)Dn,




























≤ p < 7
8
,
contradicting Lemma 3.5.3 (when 1/2 ≤ p < 5/6) and Lemma 3.5.6 (when 5/6 ≤
p < 7/8). Thus p = 7/8 and limn→∞Cn = 12p−1 − 1 = 1/3. But since 2Cn =









)2 − (2 · 7
8
− 1)2D2,
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and thus D = 0, contradicting to the assumption D 6= 0.
We now prove the existence of limn→∞Cn. The proof is divided into two cases.
Case 1: Cn ≥ 1/3 for all n. By Lemma 3.5.5, Cn is a decreasing positive sequence
and thus limn→∞Cn exists. Since 2Cn = 1−2Cn−1+3C2n−1−(2p−1)2D2n−1, taking
limits on all terms of the equation implies
2 lim
n→∞









that is, limn→∞Cn = 1/3 or 1. By Lemma 3.5.3, limn→∞Cn 6= 1. Thus limn→∞Cn =
1/3.
Case 2: CN < 1/3 for some N . If 1/2 ≤ p < 5/6, by Corollary 3.5.2 and
Lemma 3.5.4, Cn ≤ 1/3 for all n ≥ N . Together with Lemma 3.5.6, for all
1/2 ≤ p ≤ 7/8 and all n ≥ N ,
0 ≤ 2(1
3
− Cn) = (2p− 1)2D2n−1 − 3(Cn−1 −
1
3
)2 ≤ (2p− 1)2D2n−1.







− Cn) = 0,
and thus limn→∞Cn = 13 .
In the following, we deal with the case when p > 7
8
.
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Set Cn = 2(1− p)/(2p− 1)− cn and dn = D2n. Then we have
2(
2(1− p)








2p− 1 + cn−1)






3(2p− 1) + cn−1)








2p− 1 cn−1 + 3c
2
n−1 − (2p− 1)2dn−1.
Hence,
2cn = (2p− 1)2dn−1 − 2(8p− 7)




(2p− 1)2 . (3.12)
Furthermore,
dn = (2p− 1)2dn−1( 1
2p− 1 − cn−1)
2 = dn−1(1− (2p− 1)cn−1)2. (3.13)
Lemma 3.5.8. For any k ≥ 2 and p > 7/8,
(1) ck ≥ 0.
(2) dk+1 ≤ dk.
(3) ck ≤ 5(1−p)4(2p−1) .
Proof. We prove it by induction on k. The facts is obviously true for k = 1, 2.
Assume they hold for k ≤ n− 1. We now prove they hold for k = n.
(1) By induction, cn−2, cn−1 ≤ 5(1−p)4(2p−1) . Hence,







2p− 1 − 2(2p− 1)cn−2 −
3
2
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Setting ∆ = (8p−7)(4p−3)
(2p−1)2 , we have
2cn
= (2p− 1)2dn−1 − 2(8p−7)2p−1 cn−1 − 3c2n−1 −∆





cn−1][(2p− 1)2dn−2 − 2(8p−7)2p−1 cn−2 − 3c2n−2 −∆]−∆
= (2p− 1)2
{














[1− (2p− 1)cn−2]2 − 8p−72p−1 − 32cn−1
}
[2(8p−7)













2p−1 cn−2 + [3 + (8p− 7)(4p− 7)]c2n−2
+4(2p− 1)(4p− 5)c3n−2 + 3(2p− 1)2c4n−2
By assumption, cn−2 ≤ 5(1−p)4(2p−1) and 4p − 5 < −1. Replacing c3n−2 with 5(1−p)4(2p−1)c2n−2
in the right-hand side of the last inequality, we have that
2cn
≥ 8(8p−7)(1−p)
2p−1 cn−2 + [3 + (8p− 7)(4p− 7)]c2n−2
+5(1− p)(4p− 5)c2n−2 + 3(2p− 1)2c4n−2
= 8(8p−7)(1−p)
2p−1 cn−2 + 3(1− p)(9− 4p)c2n−2
+3(2p− 1)2c4n−2
≥ 0.
(2) Since 0 ≤ cn < 1 when p ≥ 78 , dn+1 = dn(1− (2p− 1)cn)2 ≤ dn.
(3) Since dk decreases for k ≤ n,
dn ≤ d2 = D22 < (2p− 1)2 (3.14)
Let q = 1− p. Note that p ≥ 7
8
and q ≤ 1
8
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and




















[(2p− 1)2dn−1 − (8p−7)(4p−3)(2p−1)2 ]
= 1
2(2p−1)2 [(2p− 1)4dn−1 − (8p− 7)(4p− 3)]
≤ 1
2(2p−1)2 [(2p− 1)6 − (8p− 7)(4p− 3)]
= 1
2(2p−1)2 [(1− 2q)6 − (1− 8q)(1− 4q)]
= q
(2p−1)2 [2q(7− 40q + 60q2 − 48q3 + 16q4)]
≤ q
(2p−1)2 [2q(7− 40q + 60q2 + 16q4)]
≤ q











Since q ≤ 1
8
and 1
1−2q ≤ 43 , cn ≤ 16q15(2p−1) ≤ 5q4(2p−1) .
Lemma 3.5.9. Cn and |Dn| are convergent if p < 1/8 and p > 7/8. In particular,
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Proof. We first deal with the case p > 7/8. Obviously, dn = D
2
n ≥ 0. By Lemma
3.5.8, dn is decreasing. Thus dn has a limit as n goes to ∞.














combining with cn ≥ 0 as proved in Lemma 3.5.8, we have
dn−1 ≥ (8p− 7)(4p− 3)
(2p− 1)4 ,
which is strictly larger than 0 when p > 7/8.
By Equation (3.13), dn = dn−1[1 − (2p − 1)cn−1]2. Since dn is convergent, we
claim that cn is also convergent. Let c = limn→∞ cn. We have c = 0, 1and thus
d = (8p−7)(4p−3)
(2p−1)4 .
























1c = 22p−1 is rejected since cn = 2(1 − p)/(2p − 1) − Cn ≤ 2(1 − p)/(2p − 1) < 22p−1 when
p > 7/8.
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Now, we prove Theorem 3.5.1.

























≤ p ≤ 7
8
.
For p > 7
8
, we have Dn > 0 for n ≥ 1. By Lemma 3.5.9, we have limn→∞Dn =√
(8p−7)(4p−3)






















For p < 1
8
, we have {Dn : n ≥ 1} is an alternating series with D1 = 1, and thus Pn
and Qn are divergent.





















Count Tandem Duplication Models
Gene duplication is believed to play a very important role in biological evolution.
Therefore, inferring duplication events is one of the important problems in genome
reconstruction. Among various kinds of duplication events, tandem duplication
event is the most common one. To give a better understanding, the history of
tandem duplication events are usually represented as a (rooted or unrooted) tree
with a special structure called tandem duplication tree. In this chapter, we deal with
the problem of counting tandem duplication trees and the relationship between the
number of rooted and unrooted duplication trees.
The rest of the chapter is divided into 3 sections. In Section 4.1, we introduce
tandem duplication. In Section 4.2, we introduce the tandem duplication model
and tandem duplication trees. In Section 4.3, we first present a recurrence formula
for counting the number of rooted duplication trees and then give a simple non-
counting proof that the number of rooted duplication trees for n segments is exactly
twice the number of unrooted duplication trees for n segments.
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4.1 Introduction to Tandem Duplication
Tandem duplication is one of the important evolutionary mechanisms for producing
repeated DNA sequences.
Definition 4.1.1. Tandem duplication is a mutational event in which a se-
quence of DNA (which itself may contain several repeated DNA sequences) is
transformed into two adjacent copies.
Fitch (1977) first introduced the problem of reconstructing the tandem duplication
history of a set of repeated DNA sequences. He proposed to model tandem dupli-
cation history assuming that unequal crossover is the biological mechanism from
which they originate (Fitch, 1977). The validity of the unequal crossover model
was also shown by other researchers (Elemento et al., 2002; Jeffreys and Harris,
1981; Smith, 1976).
Reconstructing the duplication history of repeated sequences will benefit scientists
studying the function and evolution of these sequences. However, due to the lack
of repeated DNA sequences, the problem did not receive much attention in the
past. In recent years, with more and more genomic sequences becoming known,
inferring tandem duplication history has renewed researchers’ attention (Benson
and Dong, 1999; Tang, Waterman, and Yooseph, 2002; Elemento, Gascuel, and
Lefranc, 2002; Zhang et al., 2003; Yang and Zhang, 2004; Bertrand and Gascuel,
2005).
4.2 Tandem Duplication Model
Assuming that unequal crossover is the only mechanism to generate repeated se-
quences, Fitch (1977) introduced the following tandem duplication model.
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Let n repeated sequence segments {1, 2, · · · , n} be formed from a locus by tandem
duplications. We assume that the locus had grown from a single copy through
a series of tandem duplications. Each duplication replaces a stretch of DNA se-
quences containing one or several repeats with two identical and adjacent copies
of itself. If the stretch contains k repeats, the duplication is called a k-duplication.
When k ≥ 2, the duplication is called a multi-duplication. For example, Figure 4.1
shows a tandem duplication process resulting in 18 repeated segments. The process
starts with a 1-duplication, in which the stretch r is duplicated. We use a and c to
denote the two resulted repeats, in which a is the original stretch (actually r). To
distinguish the original stretch with its copy, we denote a by a black rectangle and
c by a normal rectangle. Similarly, in the 5th line, there is a 2-duplication event
involving d and f . The resulted repeats are h, i, n and j. h and i are the original
stretch (that is, d and f) and are denoted by black rectangles. There are overall 8
1-duplications and 4 2-duplications in the process.
r
a c
b k o g
d f k o l m
h i n j k o p 16 17 18
1 2 q 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1-duplication
2-duplication
repeat resulted from duplication events
Figure 4.1: A duplication process resulting in 18 repeats. The original repeats in
each duplication are represented as black rectangles.
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4.2.1 Rooted Duplication Trees
A duplication model for tandemly repeated segments {1, 2, · · · , n} can be repre-
sented as a rooted binary treeM that contains blocks. A node inM represents
a repeat. A direct edge uv from u to v denotes that v is a children of u. Every
internal node u has a left child denoted by lc(u) and a right child denoted by rc(u).
The leaves are the repeats that result from the duplications and the root represents
the original copy at the locus.
As an example, the duplication tree in Figure 4.2 represents the duplication history




h i n 
d f 






1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
Figure 4.2: A rooted duplication tree M. Multiple duplication blocks are [d, f ],
[h, i], [j, k] and [l,m].
A block in M represents a duplication event. Each non-leaf node appears in a
unique block; no node is an ancestor of another in a block. If the block corresponds
to a k-duplication, it has k nodes u1, u2, . . ., uk listed from left to right. Assume
lc(ui) and rc(ui) are the left and right children of ui, 1 ≤ i ≤ k. Then, in the
model M,
lc(u1), lc(u2), . . . , lc(uk), rc(u1), rc(u2), . . . , rc(uk)
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are placed from left to right. Hence, for any i and j, 1 ≤ i ≤ j ≤ k, the directed
edges (ui, rc(ui)) and (uj, lc(uj)) cross each other. But no other edges cross in the
model. For simplicity, we will only draw blocks corresponding to multi-duplication
events that contain more than one internal node.
An r-duplication event in a rooted duplication tree is visible if none of the 2r
copied segments produced by the event have been duplicated subsequently. It is
easy to see that the children of the nodes contained in a visible duplication block
are leaves.
For example, there are five visible duplications in the rooted duplication tree in
Figure 4.2: [q], [n] [j, k],[o],[p]. For a visible r-duplication event, if there are i given
segments remaining to the right of the 2r copies produced by the event, we refer it
as a (i, r)-duplication event. When a sequence of n segments are resulted, we have
1 ≤ r ≤ n
2
and 0 ≤ i ≤ n − 2r. In Figure 4.2, the visible 2-duplication [j, k] is a
(7, 2)-duplication.
To further our study, we also list all 22 possible rooted tandem duplication trees
with 5 ordered leaves {1, 2, 3, 4, 5} in Figure 4.3.
4.2.2 Unrooted Duplication Trees
Usually, both the order of the duplication events and the root location are impossi-
ble to reconstruct since the evolutionary history is unknown. In this case, we only
infer unrooted duplication trees. An unrooted duplication tree is a tree derived
from a rooted tree by removal of the root.
Take for example, in Figure 4.4, we list all 11 possible unrooted tandem duplication
trees with 5 ordered leaves {1, 2, 3, 4, 5} by removal the roots of rooted tandem
























1 2 3 4 5
(1)
1 2 3 4 5
(2)
1 2 3 4 5
(3)
1 2 3 4 5
(4)
1 2 3 4 5
(5)
1 2 3 4 5
(6)
1 2 3 4 5
(7)
1 2 3 4 5
(8)
1 2 3 4 5
(9)
1 2 3 4 5
(10)
1 2 3 4 5
(11)
1 2 3 4 5
(12)
1 2 3 4 5
(13)
1 2 3 4 5
(14)
1 2 3 4 5
(15)
1 2 3 4 5
(16)
1 2 3 4 5
(17)
1 2 3 4 5
(18)
1 2 3 4 5
(19)
1 2 3 4 5
(20)
1 2 3 4 5
(21)
1 2 3 4 5
(22)


























































































Figure 4.4: The 11 unrooted tandem duplication trees with 5 ordered leaves {1, 2, 3, 4, 5} and their corresponding
rooted duplication trees in Figure 4.3.
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We list the correspondence between rooted duplication trees and unrooted dupli-
cation trees in Table 4.1. For example, unrooted duplication tree Figure 4.4 (a)
can be obtained from rooted duplication trees Figure 4.3 (1), (4), (7) and (12) by
removal of their roots.
unrooted duplication trees the corresponding rooted trees
(a) (1), (4), (7), (12)
(b) (2), (6), (9)









Table 4.1: The correspondence between the unrooted duplication trees and rooted
duplication trees with 5 ordered leaves.
One can also create rooted duplication trees by rooting an unrooted tree U at some
edge. We say that U can be rooted at an edge e if a rooted duplication tree can
be formed by rooting it at e. Take for example, unrooted duplication tree Figure
4.4 (a) can be rooted at 4 edges r1, r2, r3 and r4; and unrooted duplication tree
Figure 4.4 (f) can be rooted at 2 edges r1 and r2 (see Figure 4.5).
It was shown that the root of a duplication tree must lie on the tree path from leaf
1 to n and the root is always “above” all multiple duplications (Elemento et al.,
2002; Bertrand and Gascuel, 2005). For example, the unrooted duplication tree in

















Figure 4.5: (1) 4 edges r1, r2, r3 and r4 at which unrooted tree Figure 4.4 (a)
can be rooted; (2) 2 edges r1 and r2 at which unrooted tree Figure 4.4 (f) can be
rooted.
Figure 4.5 (2) can be rooted at edges r1 and r2 but not at the edge adjacent to leaf
5 since the edge is involved in a 2-duplication.
4.3 Counting Tandem Duplication Trees
We use rn and dn to denote the number of rooted and unrooted tandem duplication
trees for n segments, respectively.
4.3.1 Number of Rooted Trees
For n ≥ 2 and 0 ≤ i ≤ n−2, let p(n, i) denote the number of all the rooted tandem
duplication trees for n segments in which the leftmost visible tandem duplication
is an (i, r)-duplication for some r, 1 ≤ r ≤ (n− i)/2. Then





For i = 1, · · · , n− 2, p(n, i) satisfies
p(n, 0) = p(n− 1, 0) + p(n− 1, 1), (4.2)
p(n, i) = p(n− 1, i+ 1) + p(n, i− 1), (4.3)
p(n, n− 2) = p(n, n− 3) = p(n, n− 4) = rn−1, (4.4)
4.3 Counting Tandem Duplication Trees 110
where p(n, i) = 0 for i < 0 and i ≥ n− 1; and p(2, 0) = 1.
By applying Lemma 4.3.1, we obtain the following simple recurrence formula for
rn.










rn−k if n ≥ 3.
Proof. Obviously, r2 = 1. Now, we only consider the case n ≥ 3. By Lemma 4.3.1,
p(n, n− 2) = p(n, n− 3) = p(n, n− 4) = rn−1, n ≥ 3. (4.5)
This can be generalized to









for any k from 2 to n.
Now, we show Equation (4.6) by induction on k. When k = 2, 3, Equation (4.6)
becomes Equation (4.5) and hence is true. Assume it is true for k ≤ j. For
k = j + 1 > 3, by Equation (4.3),
p(n, n− (j + 1)) = p(n, n− j)− p(n− 1, n− j + 1)





































































for two integers a, b such that 1 ≤ a, a− 1 ≤ b. This concludes the
induction proof and hence Equation (4.6) holds for any k from 2 to n.
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Now, by Equation (4.1),
rn =
∑n









































for two integers 0 ≤ a ≤ b. This
finishes the proof.
The recurrence formula in Theorem 4.3.1 allows us to find a closed formula for
computing rn. Let X = (rn, rn−1, . . . , r3, r2)T . Then, by the recurrence formula,
AX = (0, 0, . . . , 0, 1)T ,







if i ≤ j ≤ (n+ 2 + 2i)/3,
0 otherwise.
Since A is an upper triangular matrix having 1s along the diagonal, its determinant
is 1. Hence, the fact that only the last entry ‘1’ is non-zero in the right-hand vector
implies that rn is the co-factor of the row n− 1 and column 1 in A.

























4.3.2 Number of Unrooted Trees
Let a(n, k) be the number of rooted trees RT satisfying one of the following con-
ditions: (1) the root of RT is the direct ancestor of segment n; (2) the root of RT
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is the ancestor of segment n and involved in a multiple duplication. Gascuel et al.
(2003) proved the following recursive formula for the number of unrooted trees dn.





For 1 ≤ i ≤ n− 3, a(n, i) satisfies:
a(n, 0) = a(n− 1, 0) + a(n− 1, 1), (4.8)
a(n, i) = a(n− 1, i+ 1) + a(n, i− 1), (4.9)
a(n, n− 2) = a(n, n− 3) = a(n, n− 4) = rn−1 (4.10)
with initial values a(2, 0) = 1, a(3, 0) = 0 and a(3, 1) = 1.
4.3.3 Relation between the Number of Rooted and Un-
rooted Trees
One can create rooted tandem duplication trees by rooting unrooted trees at some
edge. The number of potential root placements on an unrooted tree is on average
2 (Gascuel et al., 2003; Yang and Zhang, 2004). Thus, we have
Theorem 4.3.2 (Gascuel et al., 2003). For n ≥ 3,
rn = 2dn, (4.11)
i.e., the number of rooted duplication trees for n segments is twice the number of
unrooted duplication trees for n segments.
Gascuel et al. (2003) proved the theorem by using the recursive formula in Lemma
4.3.1 and Lemma 4.3.2. The theorem is true for n = 3 and n = 4. For n > 4, they
proved that p(n, i) = 2a(n, i), 0 ≤ i ≤ n−2, by induction on n and thus concluded
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rn = 2dn since rn =
∑n−2
i=0 p(n, i) and dn =
∑n−2
i=0 a(n, i). In the following we give
an alternative non-counting proof for this result.
Proof. Let U be an unrooted duplication tree for n segments {1, 2, . . . , n}. By
definition, at least one rooted duplication tree can be obtained from U by rooting
it at some edge in the path from 1 to n. Recall that U can be rooted at an edge e
if a rooted duplication tree can be formed by rooting it at e. Let Si denote the set
of unrooted duplication trees that can be rooted at exactly i edges, i ≥ 1. Then,
the following facts are true:
(1) If the unrooted duplication tree U can be rooted at two edges e and e′, then
it can be rooted at any edge between e and e′ in the path from segment 1 to
segment n.
(2) Let U ∈ Sk for some k ≥ 3. Assume the edges in the path from 1 to n in U
are
e1, e2, . . . , em, m ≤ n
where ei = (ui−1, ui), u0 = 1, and um = n. If U can only be rooted at the
edges ej (i ≤ j ≤ i′) where i′ − i+ 1 = k. Then, ui−1 must be contained in a
multi-duplication block and so is ui′.
Assume U ∈ Sk , k ≥ 3 and i and i′ are as in (2). Let Tj denote the sub-
tree of U rooted at a child of uj that is off the path from 1 to n. We also let
Uj(j+1) denote the unrooted duplication tree obtained from U by interchanging Tj
and Tj+1 as illustrated in Figure 4.6. Then, we attain i
′ − i − 2 unrooted trees
U(i+1)(i+2),U(i+2)(i+3), . . . ,U(i′−2)(i′−1) from U . It is easy to see that, for each j from
i+ 1 to i′ − 2, Uj(j+1) can be rooted uniquely at the edge ej+1.
Conversely, if U can be rooted uniquely at some edge ei+1 = (ui, ui+1) in the path
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Figure 4.6: (a) An unrooted duplication tree U . It can be rooted at 5 edges e3, e4, e5, e6, e7. The rooted duplication
tree derived from U by rooting it at e5 is given in Figure 4.2. (b) An unrooted duplication tree U45 obtained from U
by interchanging subtrees T4 and T5. U45 can only be rooted at e5.
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hence the right subtree of ui and the left subtree of ui+1 are swapped). Thus, Ui(i+1)
obtained by interchanging Ti and Ti+1 can be rooted at three edges ei, ei+1, ei+2.
This implies that Ui(i+1) is an unrooted duplication tree that can be rooted in at
least three ways.
Therefore, the mapping from U to C1U = {Uj(j+1) | i+1 ≤ j ≤ i′−2} is one-to-one
from unrooted duplication trees U ∈ Sk(k ≥ 3) to the (k− 2)-subsets of S1. Recall
that rn and dn denote the number of rooted and unrooted duplication trees for n



































where we use the fact |C1U | = j − 2 for U ∈ Sj, j ≥ 3.
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