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Abstract: The self-training based discriminative tracking methods use the classification results to update the 
classifier itself. However, these methods easily suffer from the drifting issue because the classification errors are 
accumulated during tracking. To overcome the disadvantages of self-training based tracking methods, a novel 
co-training tracking algorithm, termed Co-SemiBoost, is proposed based on online semi-supervised boosting. The 
proposed algorithm employs a new online co-training framework, where unlabeled samples are used to 
collaboratively train the classifiers respectively built on two feature views. Moreover, the pseudo-labels and weights 
of unlabeled samples are iteratively predicted by combining the decisions of a prior model and an online classifier. 
The proposed algorithm can effectively improve the discriminative ability of the classifier, and is robust to 
occlusions, illumination changes, etc. Thus the algorithm can better adapt to object appearance changes. 
Experimental results on several challenging video sequences show that the proposed algorithm achieves promising 
tracking performance. 






跟踪算法 [3 12]- ，大致分为生成式算法 [3 5]- 和判别式





*通信作者：李绍滋  szlig@xmu.edu.cn 
算法 [6 12]- 。判别式目标跟踪算法 [6 12]- 将跟踪视为目
标和背景的 2 类分类问题，受到学者的广泛关注。







踪 算 法 (Co-training based on online Semi- 
supervised Boosting，简称 Co-SemiBoost)。本文的























































第 j个视图中第 n个选择器Sel jn包含的M个弱分类
器记为 ,1 ,2 ,{ , , , }
j j j







个选择器。假设第 1 帧的目标位置已知，则从第 1
帧中获取有标记数据 1 1 | |={ , , , ,L
L
X
X y< > <x x  
| |
{1, 1}}L iXy y> = - ，即目标区域作为正样本，非目
标区域作为负样本。初始时，在两个特征视图上分
别利用有标记数据 LX 训练先验分类器 1( )pH x 和 
 
图 1 Co-SemiBoost目标跟踪算法流程图 
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图 2 Co-SemiBoost算法的在线协同训练框架 
2( )pH x ，这里采用 boosting 方法进行训练。其次，
在两个视图中分别利用先验模型预测未标记样本的
类别和权重，并用于更新对方视图的选择器 1Sel
j (j = 
1, 2)中的M个弱分类器。然后，当选择器 1Sel
j











基于在线半监督 boosting 算法 [8]， Co- 
SemiBoost 算法通过衡量未标记样本与有标记样本
的相似度来判断未标记样本的类别标记。为了更新
第 j个特征视图(j = 1, 2)中的每个选择器Sel jn (n = 1, 
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x x x  (2) 
其中 3 ( )jpH
- x 是第 3 j- 个视图的先验分类器；  
13 3 3
1 1






= åx x 是根据第 3 j- 个视图 
中前 n-1个选择器学习得到的强分类器；X+和X-
分别表示有标记的正样本和负样本的集合； (, )S ⋅ ⋅ 是
相似度函数，其利用先验模型 3 ( )jpH
- x 来估计未标记
样本x 属于正类或负类的概率。 
为了更新第 j 个视图的第 n 个选择器Sel jn，本
文结合式(1)和式(2)得到未标记样本x 的伪软类别
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( ) sign( ( ) ( ))j j jn n ny p q= -x x x           (4) 
( ) ( ) ( )j j jn n np ql = -x x x               (5) 
其中 sign( ⋅ )是符号函数。权重 ( )jnl x 也用于计算弱
分类器的更新次数[19]。样本权重越高，则表明对样
本的分类置信度越高。当目标被遮挡时，在线分类















h h += ( ,argmin ( )
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n mh 的分类错误率，具体计算如式(6)： 
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e e += 是最优弱分类器的分类错误率。分类
器的错误率越高，投票权重越低，反之亦然。最后，
两个视图中每个选择器选出的最优弱分类器 jnh (j = 













个特征值 , ( )
j
n mf x ，并构建 , ( )
j
n mf x 对应的弱分类器
, ( )
j
n mh x ： 
, , , ,( ) sign( ( ) )
j j j j
n m n m n m n mh p f q= ⋅ -x x      (8) 
其中 sign( ⋅ )是符号函数； , | |/2
j
n mq m m
+ -= + ; ,
j
n mp  






LBP直方图特征，然后构建该特征 , ( )
j
n mf x 对应的弱
分类器： 
, , , , ,( ) sign( ( ( ), ) ( ( ), ))
j j j j j
n m n m n m n m n mh D f P D f N= -x x x (9) 
其中，距离函数 (, )D ⋅ ⋅ 采用 Chi square( 2c )距离度量，
,
j
n mP 和 ,
j




















( )pH x 和
2
( )pH x ；
强分类器
1 2
0 0( ) ( )H H=x x =0；每个弱分类器的分类权值
, ,
j
n m cl = , ,
j
n m wl =1。 
输入：未标记的训练样本 x  
for n= 1, 2, , N 
for j = 1, 2 
(1)利用式(4)更新 x 的伪类别标记 ( )
j
ny x ； 
(2)利用式(5)更新 x 的权重 ( )
j
nl x ； 
(3)for m = 1, 2, , M 
(a)利用 ( )
j
ny x 和 ( )
j
nl x 更新 ,
j
n mh ； 
(b)如果 , ( )
j
n mh x 等于 ( )
j
ny x ，则 , , , ,= ( )
j j j
n m c n m c nl l l+ x ；
否则 , , , ,= ( )
j j j
n m w n m w nl l l+ x ； 
(c)利用式(6)计算 ,
j
n mh 的分类错误率 ,
j
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Coupon Book 86.16 69.75  7.35 
Cola Can 68.91 95.74 21.81 
Tiger 1 68.35 53.47 24.22 
Tiger 2 76.29 83.11 33.09 





















表 3 4种对比算法的目标中心位置平均误差值(像素) 
和运行速度(平均帧数/s) 
视频序列 SemiBoost OAB MIL Co-SemiBoost 
Coupon Book 27.40 64.88 22.36  7.35 
Cola Can 80.22 39.51 84.74 21.81 
Tiger 1 78.14 41.25 82.41 24.22 
Tiger 2 63.53 75.30 97.00 33.09 













视频序列 SemiBoost OAB MIL Co-SemiBoost 
Coupon Book 18.18 39.39 27.27 89.39 
Cola Can  1.69 25.42  5.08 59.32 
Tiger 1  2.82 40.85  1.41 49.30 
Tiger 2  1.37 21.92  2.74 41.10 
 
图3 4种对比算法的目标跟踪精确度图 
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