The current suite of numerical landscape models suggest that, under steady forcing, erosional landscapes evolve to a static steady state in which erosion everywhere balances uplift. Among other things, this implies that the only limitation on our ability to predict the future configuration of a landscape is imperfect knowledge of initial conditions and stochastic forcing events (e.g. storms, earthquakes). These are formidable obstacles to prediction, but they are apparently not the only ones. We have constructed a physical model of a drainage basin which erodes through several units of relief. We conducted several constantly forced runs at various base level fall and rainfall rates. The landscapes develop 3 rd to 5 th order stream networks, and erode by surface runoff, hillslope failures, and upstream migrating knickpoints. Within the constraints of an overall balance between uplift and erosion, interactions between streams and hillslopes result in spatially and temporally variable erosion rates. These results suggest that eroding drainage basins at steady forcing are intrinsically dynamic structures. Current numerical models do not exhibit the same level of erosional variability at steady forcing, suggesting that some feedback mechanisms may be missing from model formulations. The presence of inherent dynamism in eroding landscapes could seriously complicate predictions of local erosion rate, even if an average balance between uplift and erosion rate has been attained for a given drainage basin.
INTRODUCTION
The legacy of chaos theory is the recognition that there are systems that we may not be able to predict even with perfect knowledge of their governing equations. We approach prediction in a chaotic system differently than in a classical deterministic system. For a chaotic system, at least part of our effort must be aimed at predicting statistical properties of the system rather than exact sequences of events. Predicting statistical properties of a geomorphic system (e.g. mean and variance) is no less "rigorous" than predicting classical deterministic properties (e.g. wavelength), though it may require considerably more computational effort.
Before proceeding further, it is worth defining some terms. We follow convention and use stochastic to describe dynamics that for all practical purposes cannot be predicted exactly, i.e. that must be described probabilistically. Random behavior is a type of stochastic behavior in which the probability structure is very simple, e.g. white noise. Stochastic behavior in a system may be the result of stochastic forcing, in which case we refer to it as externally forced, or it may arise spontaneously as a result of the system's internal dynamics, in which case we refer to it as intrinsic. The idea that a geomorphic system may show strongly unpredictable behavior with no external cause is well known in sedimentary geology, where it is associated with processes like avulsion and is known as autocyclicity. The use of 'cycle' in this context has historical roots and does not imply a welldefined repeat period. Steady state refers to a system that is balancing inputs (i.e., uplift) to and outputs (i.e., erosion) from the system. Static steady state implies uniform flux divergence at any scale (time or space), and no deviation from the average divergence exists. A static steady state system may or may not be forced at the boundaries of the system. Dynamic steady state implies non-zero forcing at the boundaries of the system, and global fluxes into and out of the system balance. The local fluxes, however, may exhibit deviations from the global average. Erosional landscapes have been described in stochastic terms at least since the pioneering work of Shreve on random drainage networks [Shreve, 1975; Shreve, 1967] . Numerical landscape models [Whipple and Tucker, 1999; Moglen and Bras, 1995; Howard, 1994; Beaumont et al., 1992; and Willgoose et al., 1991] generate geometrically reasonable networks, and capture one important part of landscape unpredictability: sensitivity to initial conditions. One could not generally predict the final form of the landscape from a given initial topography, and slight changes in initial topography can produce quite different-looking landscapes. Nonetheless, as far as we are aware, stochastic dynamics in current landscape models are limited to the relation between initial conditions and final network configuration. None of these models produces ongoing, intrinsically generated stochastic dynamics. Forced with steady uplift and rainfall, and constant substrate conditions, these models evolve to a steady state that, while dependent in its details on the exact starting topography, is everywhere adjusted so that erosion rate locally balances uplift rate (static steady state). In this condition, the topography cannot continue to evolve.
It is difficult to know to what extent this is a good description of the behavior of natural landscapes. Landscape modelers are as aware as anyone else of dramatic, discrete erosional events (e.g. landslides, knickpoints) that suggest that erosion is discontinuous on short time scales. What is not known is the extent to which these events are just minor 'noise' about a condition that would be effectively static (given steady forcing) on the length and time scales for which the models are intended, or whether they portend a more fundamental instability that would prevent an eroding landscape from ever reaching the static condition that current models predict.
In order to address dynamics that might exist beyond event scale fluctuations, longer term measurements of landscape form are required, preferably over some time or length scale in which an average erosion rate is well-characterized. A simple and natural choice for this length scale might be drainage basin relief. The difficulty of investigating erosion dynamics at this scale is that the time required to erode through a significant portion of relief is quite long. For instance, a landscape eroding at 1 mm/yr with maximum relief of 1 km requires 100 kyr to erode through 1/10 of the relief. If we could observe erosion across the landscape on this time scale, what would it look like? Is the entire surface eroding at a uniform rate? If not, what kinds of behavior are possible? Are erosion events distributed randomly in space and time? Or is erosion organized locally in some way?
Physically-based numerical models of eroding drainage basins offer a means of studying erosional behavior over longer time scales [Whipple and Tucker, 1999; Moglen and Bras, 1995; Howard, 1994; Beaumont et al., 1992; Willgoose et al., 1991] . A commonly employed erosion law is the shear stress or stream power law:
where z is elevation, t is time, U is tectonic uplift rate, A is cumulative upstream area draining to an element, S is the local slope in the steepest downstream direction, b and c are constant coefficients related to the erosive potential of the process, and m and n are calibrated scaling parameters that incorporate erosivity (downstream width-depth-velocity scaling relations, shear stress and entrainment relations, and average climatic conditions) and erodibility (rock properties). Three dimensional landscape models are usually allowed to evolve from an initial random topography. Some evolution of the network occurs after a global balance of uplift and erosion has been attained. Howard [1994] notes that after eroding through 3 relief distances, the landscapes are stationary, and erode everywhere at the same rate (static steady state).
Interestingly, this erosion law has kinematic wave solutions to perturbations. An abrupt change in uplift rate, for instance, would propagate as a wave across the landscape [Whipple and Tucker, 1999] . While theory for erosional wave propagation across a numerical landscape exists, we point out that the mechanism of wave propagation is an external change in forcing. No existing model for drainage basin erosion spontaneously generates knickpoints in the absence of changes in forcing conditions. At steady forcing, stability of the landscape is inevitable in current numerical models.
Reported erosion rates in natural drainage basins show substantial spatial variability. Average hillslope erosion rates in the Oregon coast ranges vary ~50%, with a range three to four times the minimum erosion rate [Reneau and Dietrich, 1991] . Erosion rates vary by a factor of 10 over a small drainage basin in northeastern California, USA [Granger et al., 1996] . Deep-seated landsliding accounts for a large fraction of hillslope erosion in the Southern Alps of New Zealand for short time scales (tens of years) [Hovius et al., 1997] , and in Taiwan [Hovius et al., 2000] . Power law distributions for shallow landslides have been reported for Queen Charlotte Islands, Canada [Martin et al., 2002, in press] . A power law relation between landslide magnitude and frequency implies large spatial and temporal variations in erosion rate. Erosion rates derived from cosmogenic nuclides for small catchments in the Sierra Nevada of California exhibit order of magnitude ranges [Riebe et al., 2000] . Spatial erosion rates during the Holocene for several small (<100 km 2 ) drainage basins in Nevada, USA exhibit comparable variability [Miller et al., 2001] . These field studies all point to substantial variability in erosion rates. Is this due to external effects, such as variability in climate, tectonics, or lithology, or could it be due to intrinsic interactions between hillslopes and streams?
Long-term system behavior in natural eroding landscapes remains somewhat hypothetical. Significant progress has been made toward obtaining surface exposure ages and erosion rates on a land surface using cosmogenic nuclide concentrations [Heimsath et al., 1999; Granger et al., 1996; Brown et al., 1995; Bierman, 1992; Lal, 1991] , and low temperature geochronometry is yielding exhumation rates [e.g., Armstrong et al., 2000; Brandon et al., 1998 ], but we know of no study that has detailed surface ages and erosion rates in an eroding drainage basin at a resolution required to make statements concerning long term patterns of erosion. Natural landscapes are also subject to significant fluctuations in climatic, tectonic, and base level conditions that further complicate study of dynamic systematic behavior in an eroding drainage basin.
An alternative means of investigating landscape evolution has been the use of small-scale erosion facilities [Lague et al., 2002; Davy et al., 2000; Hasbargen and Paola, 2000; Hancock, 1997; Czirok et al., 1993; Parker, 1977] . Small scale physical experiments allow manipulation of boundary conditions, and hence allow for a range of conditions to be explored, such as changes in landscape form due to rainfall rate [Hancock, 1997; Parker, 1977] , or the effect of initial surface slope on network development [Phillips and Schumm, 1987] . Further, measurements of landscape form and mass fluxes across system boundaries can be used to test numerical model predictions. There are limitations to physical experiments, in that some forces become important in the total force balance at small scales, such as water surface tension and molecular viscosity, that are not representative of anything at a larger scale, and may not be well-represented in a numerical model either. Physical experiments offer, however, a view into the dynamics of drainage basins eroded by surface runoff and slope failures, and thus may offer insight into longer term evolution of larger drainage basins that erode with similar processes.
We designed an experiment to investigate the systematic erosional behavior of a drainage basin at steady forcing. Our experiment is a simplified model of an eroding drainage basin experiencing constant, uniform rainfall and uplift rates, and a homogeneous substrate. We have eliminated vegetation and chemical weathering, and minimized substrate, rainfall, and uplift variability in an effort to isolate basic physical processes of surface runoff, incision, and mass transport within the framework of a dendritic (i.e., convergent flow) drainage basin. The goal of these experiments is to test the idea that drainage basins erode at spatially uniform rates under constant forcing conditions, and ultimately to understand the kinds of behavior that are possible within an eroding drainage basin.
EXPERIMENTAL DESIGN AND RUN CONDITIONS
Our experimental drainage basin is an elliptical tank, with a surface area of 6477 cm 2 (99 cm long and 87 cm wide), and depth of 100 cm. A motor-controlled sliding gate (1 cm wide) functions as the outlet to the basin (Figure 1) . A radial mist apparatus located 1.5 m above the tank generates rainfall. Oscillating 23 cm fans situated 2 m above the tank are used to break up stable air circulation patterns and promote mixing of rainfall in the facility. The tank was constructed from sheet metal, and rests on a plywood base supported by concrete blocks. An electric variable speed motor allows us to drop the outlet at rates from 0.5 to 50 µm/s. During the course of each run, outlet elevation above datum was measured on a fixed mm scale tape. Base level curves were constructed from these measurements, and base level fall rates were derived from the regression coefficient of elevation against time. We note that this configuration (a dropping base level) is equivalent to spatially uniform uplift across the basin (block uplift). The substrate consists of kaolinite and silica flour (d 50 = 45 µm) mixed in a cement mixer (1:100 clay/silt), with water added until the mix is capable of flowing. We then poured the mix into the basin, and allowed it to settle overnight. Settling produces a standing body of water, which upon draining reveals a flat surface pocked with small mud volcanoes (< 2 cm in diameter).
Rainfall spatial patterns were measured by collecting rain in pans scattered over the basin prior to each run. The coefficient of variation of rainfall for short time intervals (5-10 minutes) is ~15%, and decreases to ~5% for measurement intervals longer than 30 minutes. Total water discharge (runoff) was measured at the outlet during each run, and provides an additional measure of temporal rainfall variation. This measure includes runoff from rainfall as well as groundwater contained in the substrate. The coefficient of variation for total runoff ranges from 1.8% for Run 6 to 12.5% for Run 3.
We have conducted five runs at various uplift and rainfall rates (held constant during each run) that eroded through several relief units (see Table 1 for run conditions). We define a relief unit (H r ) as the maximum relief at complete dissection of the initial flat surface. After complete dissection, the run continues until the outlet has reached the bottom of the tank. One run (Run 1) was turned off overnight, and the surface dried out. The response time to balance uplift and erosion during rehydration for Run 1 was ~ 1 hr, or ~0.04 H r of erosion. Run 1 eroded through ~1.5 H r . We noted that the landscape was still evolving at the end of the run, so we added 20 cm to the tank walls for subsequent runs to allow the landscape to erode for a longer time at dynamic steady state conditions. The remaining runs were conducted continuously, with minor interruptions in base level fall and rainfall for photographs.
We organize our runs according to the ratio of rainfall/uplift mass rates (r/u), i.e., rainfall rate (L/T) divided by uplift rate (L/T) multiplied by their respective densities. In essence, r/u is the average vertical mass flux of rainfall over a unit area, divided by the vertical mass flux of substrate per unit area due to uplift. This nondimensional number can be thought of as a water to rock ratio, or qualitatively as a measure of forcing conditions that range from dry uplift to wet uplift, or more simply as dilute (high r/u) or concentrated (low r/u) erosion conditions. For runs presented in this paper, r/u varies from 0.6 to 8.2. We hypothesize that for a given substrate at steady forcing, the topographic form is set by surface shear stress (runoff) and substrate resistance to gravitational forces (hillslope failures). At high r/u, surface runoff is sufficient to remove all of the material supplied by uplift. A higher drainage density results, and hillslope failures decrease in size. At low r/u, slopes develop that enhance hillslope failures, resulting in a larger range of hillslope failure size.
MEASUREMENT METHODOLOGY
Our data collection was initially guided by the concept that a landscape develops a static form at constant forcing conditions. In order to test this idea, we developed methods to measure topography and monitor planform changes, as well as collect detailed records of sediment and water leaving the erosion facility.
In order to address overall planform stability of drainage basin features, we used a VHS video camcorder modified for time-lapse image collection. An automated shutoff valve was inserted into the rainfall water line for runs 3,4, and 6, to allow for clearer images for time-lapse video. Shutoff times varied for the runs, in the range of 5-10 s in duration every 250 to 500 s. Time lapse video capture rates varied from 2 s of video (30 frames/s) every 250 s to 1 s every 500 s. We later subsampled the videotape, and transferred the record to digital format for viewing on a computer. Time-lapse records allow us to compress time, and reveal process interactions at longer time scales not readily accessible at real time conditions, such as interactions between hillslope failures and knickpoint propagation. Longer term divide migration is also more readily detectable.
For detailed measurements of landscape form, we used stereo digital photographs to develop gridded elevation models of the landform. The process involves several steps. Photographic coordinates of measured benchmarks on the basin were used to orient the images in the ground reference frame. Correlated features (pixels) were automatically extracted from stereo pairs. Given known image orientations, elevations can be derived from solutions to collinearity equations for correlated points [Wolf, 1983] . The precision of photogrammetric solutions using a 1280 x 960 pixel resolution camera is modest. Elevation changes calculated for single pixel shifts range from 7 to 20 mm, depending on the distance between the ground surface and camera, and the field of view. However, a fair amount of detail can be discriminated from the elevation fields derived from this method (Figure 2) .
Typically, 30,000 to 40,000 correlated points are collected from each stereo pair of photographs. After computing ground coordinates from correlated photographic points, the ground coordinates are read into a grid at 7 mm spacing (there are 12,757 grid points in a 7 mm grid with boundaries coincident with the erosion facility walls). We then filter the grid for extreme slopes (>250%), and average the grid with three passes of a moving window (3x3 pixels). We performed this set of operations on all of the grids. Filtering extreme slopes removes faulty correlations introduced by automated image correlation. Smoothing removes stepped increments in elevation due to the resolution of the digital images (1280x960 pixels).
OBSERVATIONS AND MEASUREMENTS
At the beginning of each run, streams incise headward from the outlet into the initial flat surface. Measurements of sediment flux at the outlet indicate that erosion balances uplift roughly at the time of complete dissection of the initial surface. Sediment flux varies modestly after complete dissection, with a coefficient of variation ranging from ~15% for run 3 to ~7% for run 1. The dominant erosive process is surface runoff that self-organizes into a dendritic stream network. The landscape is forced with continuous uplift and hence is predominantly erosional. However, we note there are always some valleys with temporary sediment storage. This is true for all of the runs we have conducted. Knickpoint (an oversteepened section in a stream) generation and migration are common in all of the runs. Knickpoints propagate upstream through the network, and have the appearance of waves, wrapping around and lapping against ridges, and re-excavating valleys with stored sediment. Knickpoint propagation experiences significant interference from hillslope failures in lower r/u runs, and incised stream reaches are frequently overwhelmed with sediment, temporarily halting the advance of the knickpoint. While surface runoff performs the bulk of the work in eroding and transporting sediment out of the system, knickpoints clearly assist in excavation of stored sediment and incision into the substrate.
We also observe areas of very low relief, strongly resembling terraces, bounded by incising streams. The areas tend Average topographic measures plotted against forcing conditions. Local slope is the average steepest descent slope. Regional slope is the average regression coefficient derived from plots elevation against distance from the outlet. Total relief is the average maximum range in elevation. Valley area is the fractional area of the basin occupied by cells with local relative height values <0.375 in a moving 5 x 5 pixel window (recall local relative height ranks a cell from 0 (depression) to 1 (peak)). Ranges in measured values vary~10% (See Table 3 ). Note slope and relief closely track each other. Valley area increases slightly with r/u, suggesting stream networks advance into smaller areas at higher r/u conditions. to be rather small, on the order of 10-50 cm 2 , and somewhat lenticular in plan view. Over time these areas can grow into well-defined ridges, though frequently they are annihilated by migrating stream channels.
As noted above, we used time series of stereophotographs to derive elevation data sets for each run. The number of data sets varies between runs from 3 for Run 3 to 32 for Run 6 (see Table 1 ). We computed the distribution of elevation and slope, average and standard deviation of elevation as a function of distance from the outlet, and the exponent and intercept for the slope-area relation for each data set. Average values of maximum relief, local slope, and regional slope are plotted graphically against r/u in Figure 3 , and demonstrate that these measures vary systematically with forcing conditions. Time-averaged values for area-slope parameters are given in Table 2 . Coefficients of variation (derived from the range in average values in all data sets after complete dissection) for these values are listed in Table  3 . Note that we did not compute variances for area-slope parameters. Average values of relief and slope vary less than 10% for each run at steady state conditions, indicating that a stable statistical form develops in our experimental landscapes.
TEMPORAL MEASURES OF DYNAMISM
We now show that within a statistically stable form at steady forcing, temporal and spatial erosion rates vary substantially. We calculate local erosion rates by differencing gridded elevation data sets on a cell by cell basis, and dividing by the time separation between the data sets. The result is a spatial pattern of erosion rate between the two data sets (Figure 4 ). We performed this operation for all possible grid pairs for Runs 1,2,4, and 6.
To assess the spatial variance of erosion rate, we calculate the mean (µ) and standard deviation (σ) of erosion rate for each pair of grids. We then plot the coefficient of variation (σ/µ) against the time separation between the grids. We perform this set of operations for all possible pairs of grids for each run. We did not perform this calculation for run 3, due to the limited number (three) of gridded data sets. If the landform were eroding at a spatially uniform rate, the coefficient of variation would be zero. If the time separation between grids is very long, such that the average vertical distance between grids is large relative to the local relief, the coefficient of variation again approaches a value of zero. Short and intermediate time scales for steadily forced landforms offer a means of discriminating between spatially uniform or spatially nonuniform erosion. In order to eliminate scale dependence of time in our experiment (we measured time in seconds), we multiplied time by uplift rate, which yields a distance h, and divided h by the relief at dissection (H r ). This yields a nondimensional temporal measure in units of fractional relief. We plot the coefficient of variation of erosion rate against fractional relief for runs 1,2,4, and 6 ( Figure 5) . A power law relationship exists between the variance of erosion rate and vertical eroded distance, with a characteristic exponent about -2/3. Data from different runs plot on the same trend, implying that erosional variability is not sensitive to forcing conditions in our experiments. We attribute erosional variability to knickpoint migration, hillslope failures, and ridge migration. For comparison, we plot the typical erosion rate variability of an evolving stream power based gridded numerical model (simplified after Howard, 1994) after a balance between uplift and erosion rate has been attained. Numerical erosional variability is roughly an order of magnitude lower than for experimental landforms. Note that ultimately the variability goes to nil for all numerical models at steady forcing.
LOCAL EROSION RATE IN ERODING LANDSCAPES
Changes in local flow direction offer another measure of landscape stability. We first calculate the flow direction vector in the steepest descent direction on a cell by cell basis for a gridded data set. We then compute the change in flow direction on a cell by cell basis by taking the dot product of the flow direction vectors between two grids. The dot product (that is, cos(α), where α is the angle between vectors) returns values between -1 (flow in opposite direction) and 1 (flow in the same direction). Summing the individual dot products, and dividing by the number of cells in the grid yields an average flow direction change. If a surface is eroding at a spatially uniform rate, we expect the relation to be a flat line with a flow direction change value of 1, i.e., no change in flow directions with time. If the landscape experiences variable spatial erosion, directional changes plot as a curve. We plot average flow direction change for all possible time separations after complete dissection (Figure 6 ). Note we again convert time into fractions of H r . The data show that the change in flow direction asymptotically approaches unity as eroded relief approaches nil, and flattens to a constant average change at longer times. At higher r/u conditions, experimental landscapes develop smaller sub-basins (higher drainage density), hence a wider distribution of flow directions are possible. This results in a larger possible average flow direction change at longer times (see r/u = 8.2, Figure 6 ). Average flow direction change varies between runs, suggesting dependence on forcing conditions and process activity (such as frequency and size of hillslope failures). organized variation. These are hard to separate in natural settings because atmospheric and tectonic forcing are highly variable. The experiments we report here illustrate intrinsic ("autocyclic") erosional variability at steady forcing. In an average sense, these experimental landscapes are 'adjusted' to forcing from climate and uplift, as reflected by a characteristic relief and slope for each set of uplift and rainfall conditions that we impose. We note, however, from timelapse video and animation of time series elevation data that ridges and valleys are mobile features. Such mobility requires erosional variability. Our experimental landscapes are clearly not eroding at spatially uniform rates.
What is the source of such variability? We have tried to minimize external variability by maintaining constant rainfall and uplift rates, and using a homogeneous substrate. As with any physical experiment, perfect uniformity is not possible. We observed short-term fluctuations in rainfall, on the order of 10-100 s duration, due to pressure variations in the laboratory water supply. Minor stick-slip sliding of the outlet also occurred (<1mm/slip). We mixed the substrate thoroughly in a cement mixer, but small-scale heterogeneity in clay concentration in the substrate is possible. We do not think that minor fluctuations in any of these quantities can explain the temporal changes we observe in our experiment. For instance, Run 1 dried out overnight. The coefficients of variation for slope and relief are no larger than those for other runs that were conducted continuously, suggesting that dry-out (3 dry-out events over 1.5 H r , in this case) does not significantly alter long-term behavior and form.
The gradual change in flow direction over time suggests that lateral migration of topography occurs over time scales much longer than perturbations from rainfall and uplift. Time series animation of elevation shows that small ridge spurs (and even some longer ridge segments) are mobile over time scales of the order 0.1 H r / u . Migrating knickpoints are a common feature in all of the runs we have conducted. Our landscapes always store some sediment in valleys. The presence of temporary sediment storage implies that our experimental trunk streams are at or near carrying capacity, and cannot both incise and transport sediment on the slopes they develop. Knickpoints are the assistance mechanism to locally steepen channel slopes, and allow streams to both transport and incise. Knickpoints also interact with hillslope failures, especially in low r/u conditions. Interactions work both ways, i.e., a migrating knickpoint can destabilize a hillslope, and a hillslope failure can bury a channel. For higher r/u, hillslope failures decrease in size and frequency, and knickpoints propagate as a wave away from the stream and up to the ridge crest, frequently generating some wobble in ridge crest location as waves reach the crest from opposite sides of the ridge slightly out of phase.
Our experiments aim at the behavior of eroding drainage basins at dynamic steady state. We already know that erosion in natural landscapes can be highly localized spatially and temporally. This is also true in our experiments. But with the added perspective of seeing the model landscape evolve through several relief distances (H r ), we find that this short-term variability is not just minor noise on an essentially static topographic pattern. Rather, short-term variability cascades up in scale, through a set of feedbacks we have not fully identified, to induce variability in the basic ridge and valley structure of the landscape itself. The general landform characters of local and regional slope develop and fluctuate within modest limits. Within this general framework, the system behaves somewhat loosely. Ridges and valleys can migrate, extend, shorten, or be annihilated. Spatially uniform erosion displays itself only over longer time periods, on the order of the time required to erode through a relief of topography.
These results for a small steadily forced erosional drainage basin raise the possibility that natural eroding drainage basins may show strong intrinsic stochastic dynamics. Current numerical models of landscape evolution do not exhibit the same level of variability. We think that numerical models are missing some key feedback elements. Possible sources of destabilizing feedback could include sediment concentration in streams and stream incision [Sklar and Dietrich, 1998 ]; local erosion and deposition of sediment for streams at transport capacity; and the destabilizing influence of knickpoint propagation on adjacent hillslopes. For natural landscapes, vegetation might play a role by increasing resistance to erosion, hence steepening hillslopes. Episodic changes in vegetation, perhaps due to drought or fire, might force fluctuations in erosional resistance and increase the scale of 'erosive events' over longer times, particularly for uplifting landscapes.
CONCLUSIONS
Spatial erosion rates for our experiments are strongly dependent on the time scale of observation. Erosion rate variability increases at shorter observation times, and can be characterized by a power law relation with an exponent ~-2/3. The exponent in the relation does not appear to be sensitive to forcing conditions. Steady state erosion rate variations on the order of ~50% of the average erosion rate are still common after eroding through ~0.1 H r . Temporal flow direction changes indicate a significant amount of lateral migration in experimental landscapes. Changes in flow direction exhibit greater variability at higher r/u forcing conditions. Both of these measures indicate that spatial variability in erosion persists long after a balance between uplift and erosion has been established. We attribute variability to both small scale erosive events, such as hillslope failures and knickpoint migration, and larger scale landscape instability, such as ridge growth, migration, and annihilation.
The possibility of continuous, internally generated landscape instability raises interesting new questions about the idea of optimality in drainage networks [Rigon et al., 1993; Rinaldo et al., 1992] . If a network is constantly reconfiguring itself, can it be said to be 'optimal'? If not, does it vary about a state that is near optimal? More generally, how close are the mean properties of an ever-changing (but statistically stable) landscape to those predicted by any of the present numerical landscape models?
If natural drainage basins are capable of feedback such as we observe in our physical experiment, then prediction of erosion in landscapes may be comparable in difficulty to predicting more classical chaotic systems such as earthquakes or weather. However, if erosional variability is spatially organized in some way, (for instance, near knickpoints or migrating drainage divides), then as a first step we should be able to identify the most active regions in the basin based on knickpoint location, breaks in slope in hillslope profiles, or perhaps asymmetric ridges.
