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We propose a quantum tomography scheme for pure qudit systems which adopts random base
measurements and generative learning methods, along with a built-in fidelity estimation approach
to assess the reliability of the tomographic states. We prove the validity of the scheme theoreti-
cally, and we perform numerically simulated experiments on several target states including three
typical quantum information states and randomly initiated states, demonstrating its efficiency and
robustness. The number of replicas required by a certain convergence criterion grows in the manner
of low-degree polynomial when the system scales, thus the scheme achieves high scalability that is
crucial for practical quantum state tomography.
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I. INTRODUCTION
With the fast developing techniques of fabricating
quantum devices, we can now manipulate a growing num-
ber of entangled qudits. Medium sized quantum devices
(10∼100 qubits) have been implemented in the platforms
of superconducting circuits, trapped ions and ultra-cold
atoms [1–7]. Quantum state tomography (QST), which
aims at reconstructing an unknown quantum state from
suitable measurements on replicas of the state, is a gold
standard for verifying and benchmarking the merits of
the implementations. In particular, QST is necessary for
proving the completeness of information that could be
provided by all practical operations and measurements
on a quantum processor.
Early studies of QST focused on mixed states and
found that it requires the information provided by projec-
tive measurements on a minimal set of O(d) mutually un-
biased bases [8–10] or by O(d2) expectations of positive-
operator-valued measures (POVMs) [11–14]. This soon
becomes impractical as Hilbert space dimension d grows
exponentially with the number of constituents (e.g. par-
ticles). For pure states, it was recently proved that in
terms of information the adequate number of POVMs can
be drastically reduced to O(d) [15–17] and that of mea-
surement bases can be reduced to four [18–20]. However,
it is still experimentally intractable to realize these del-
icately designed non-local measurements and to acquire
corresponding converged probability distributions, since
the size of the sample space d is exponentially large [21].
After a long history of developing its mathematical
ground, we are now at a stage to consider the prag-
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matic aspects of QST. Specifically, for example, the time
efficiency, which is largely determined by the cost of
preparing multiple copies of the state and measurements,
is crucial for large-scale many-body states tomography.
There have been several efforts towards scalable QST
schemes [22–30], mostly by the mean of exploiting the
property of short-range entanglement in a matrix product
state (MPS) [31]. Some colleagues [32–42] applied theo-
ries and techniques such as compressed sensing [43, 44]
from the thriving field of machine learning to this classi-
cal problem. We note that there are indeed similarities
between QST and unsupervised machine learning tasks
such as density estimation [45]. In both tasks, one aims
at modeling high-dimensional probability functions from
observed data. While QST is more complicated because
probability distributions under different bases are inher-
ently related and modeled simultaneously.
Besides the efficiency issue, another important practi-
cal concern called fidelity estimation [46–48] is drawing
attention, that is, how to assess the proximity between
the tomographic state and the target state in laboratory?
Our work tries to resolve both problems as concen-
trating on reconstructing pure states in qudit systems
through local projective measurements. Viewing the
whole quantum state as an integrated generative model
and QST as an unsupervised learning task, we make in-
novations in its key components, measurement and re-
construction. We design a compressed-sensing-inspired
approach to acquire data via single-shot measurements
on random bases, which avoids full statistics on any spe-
cific set of physical observables. Adapting MPS and the
associated optimization algorithm proposed by our pre-
vious work [49] as the model and learning approach re-
spectively, we devise a cost function based on the av-
eraged negative log-likelihood with an entanglement en-
tropy penalty. All these efforts help the scheme achieve
high efficiency in our computer-simulated experiments for
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FIG. 1: A flow chart of the QST scheme.
several typical target states that have compact MPS de-
scription. Moreover, our scheme allows a fidelity estima-
tion approach that requires no overhead in measurements
nor priori knowledge in the target state.
In this paper, we will first present the workflow of the
scheme and argue its validity in Sec. II, then demonstrate
its efficiency and robustness in Sec. III by computer-
simulated experiments.
II. PROCEDURE
The proposed QST scheme includes iterative projec-
tive measurements on the target state and training of
the model, until the stop criterion concerning the fidelity
estimation is met, as shown in the flow chart in Fig. 1.
The target and the tomographic states are denoted by
their density operators σ, ρ˜ respectively. We emphasize
that the theoretical arguments in this section are not con-
fined to pure states, although the following experiments
are; the general validity of the scheme does not depend
on the property of the target state, though the efficiency
may.
A. Measurement
The bases on which one performs projective measure-
ments are required to comprise an informationally com-
plete set of bases in order to avoid candidate states
that are indistinguishable based on the measurement
outcomes. In practice, one should also consider the
complexity of implementing these measurements. Local
measurements are often preferred because of the sim-
plicity of single qudit gates. We note that arbitrary
local spin measurements could be expediently realized,
e.g. in cold atoms experimental platforms [50]. Here
we use the spin-S picture to demonstrate our sets of
bases on a qudit system, where the qudits have dimen-
sion q = 2S+1 and S is a half-integer. The base denoted
by B({n1, · · · ,nN}), sometimes B({n}) for short, refers
to the eigenbase corresponding to the product of local
spin operators n1 · s1 ⊗n2 · s2 ⊗ · · · ⊗nN · sN , where ni
is the unit vector indicating the spin measurement direc-
tion on site-i, and si = (s
x
i , s
y
i , s
z
i ) are the single site spin
operators.
We propose to perform measurements on random
bases. This is an analogy of compressed sensing, which
recovers a sparse signal by utilizing observations from
random perspectives. Each time in demand of a measur-
ing outcome accumulation, one can randomly sample a
measuring base B({n}), from a certain probability dis-
tribution f({n}) on S⊗N2 .
In each projective measurement on base B({n}), one
obtains an outcome {m} = (m1,m2, · · · ,mN ), |mj | ≤ S
and the repilica state collapses to the corresponding prod-
uct state |{n,m}〉 = ⊗Nj=1|nj ,mj〉. Hence with a cer-
tain base sampling distribution, a generic state ρ is nat-
urally a generative model whose sample space comprises
all this kind of product states. Note that |−nj ,−mj〉 =
|nj ,mj〉, the probability density is
P[ρ](|{n,m}〉) =
∑
cj=±1
f({cjnj}Nj=1)〈{n,m}|ρ|{n,m}〉.
(1)
From this perspective, our scheme is a generative mod-
eling process based on only the outcome product states
from the target σ. It is proved in Appendix A that in-
formation consist in the probability density is complete,
for the Kullback-Leibler (KL) divergence DKL(P[σ]||P[ρ˜])
bounds the matrix norm ||ρ˜ − σ|| as long as f is not ill-
shaped, which means DKL(P[σ]||P[ρ˜]) specifies the target
as its unique minimum.
Though some schemes have mentioned random base
measurements[51] for QST, ours is radically different in
terms of whether a statistical quantity under a certain
base is necessary. Since our scheme do not deliberately
repeat measurements on any single base, it is possible
to avoid the unbearable efforts introduced by complete
statistics over exponentially large number of possible out-
comes.
We mention here that in qubit systems, a prescribed
set of O(N) fixed bases corresponding to local measure-
ments also suffices the reconstruction, though it may not
achieve high efficiency. See Appendix B for details.
After accumulating a batch of measurement outcomes,
we append them into dataset V, whose size |V| is also the
number of replicas of the target, and subsequently train
the model with the updated V.
B. Training
The model for pure states in our scheme is the wave
functions under B({z1, z2, ...,zN}) represented with an
MPS. Under another base B({n}) the wave function is
straightforwardly obtained by performing local unitary
transformations, schematically:
Ψ˜({m}; {n}) =
A(1)
U1
m1
A(2)
U2
m2
· · · A(N)
UN
mN
. (2)
3where each box denotes a tensor in the MPS, and the
circle Uk denotes the single qudit unitary transformation
U(nk) that rotates the direction nk to ez. For intro-
duction to the graphical notations of tensor networks,
we refer to [52, 53]. For n in (θ, φ) direction in con-
ventional spherical coordinate, U(n) could be realized as
exp(iθsy/~) exp(iφsz/~).
When the model ρ˜ minimizes the KL dievergence
DKL(P[σ]||P[ρ˜]), it is exactly the target state σ, yet σ
itself is what we are reconstructing and currently inac-
cessible. According to Eq.(1), with both σ, f being fixed,
it is equivalent for the model to minimize
LN ≡ −
∫
d{n}
∑
{m}
P[σ] ln〈{n,m}|ρ˜|{n,m}〉 . (3)
Thus with a finite V, LN is estimated as
LN = −1|V|
∑
|{n,m}〉∈V
ln |Ψ˜({m}; {n})|2, (4)
whose minimum approaches the target σ as outcomes
accumulate in V, so we employ it as the cost function for
training the MPS.
LN is indeed highly similar with the negative log-
likelihood (NLL) especially when f is uniform, yet gener-
ally |Ψ˜({m}, {n})|2 is not the probability density. More-
over, one can optionally add penalty terms in the cost
function L = LN + λP as long as he finally converges
λ → 0. For instance, when training the merged kth and
(k + 1)th tensors, take P as the second order Re´nyi en-
tropy − ln Tr ρ2R,k, where ρR,k is the reduced density ma-
trix. It renders the MPS preference in low entanglement
description of the data in training, and thus make the al-
gorithm converge faster. Encoding information from dif-
ferent bases in the cost function, we may not worry that
the MPS overfits the probability distribution on certain
bases.
To minimize the cost function, we improve the un-
supervised learning approach proposed in our previous
work [49]. The algorithm is similar with 2-site Density
Matrix Renormalization Group [54] method and adjusts
the parameter allocation as well as the parameters of the
MPS to the best description of the measured data.
The major difference from the previous work is the
gradient calculated for tuning, which results from the
complex-value form of quantum wave-functions and the
application of unitary transformations. Details about
calculating the gradients of L are in Appendix C.
C. Fidelity Estimation
Estimating the proximity between the tomographic
state and the target enables one to determine whether
to measure more in practice. Quantum fidelity F ≡√
Tr[ρ˜σ] and the distance R ≡ ||ρ˜− σ||/2 are constantly
used for this quantification, but we cannot use these def-
initions for fidelity estimation, since we only have access
to the measurement outcomes and the training history
instead of the target σ itself.
We assume that similar states’ tomography have simi-
lar converging behavior when all the scheme parameters
are fixed. Thus, when our tomographic state is trained to
be a sufficiently good approximation, we use it as a vir-
tual target state σvir = |Ψ˜〉〈Ψ˜| to simulate the tomogra-
phy scheme in a computer: generate measuring outcomes
from σvir and train a new model ρ˜vir in the same way.
Since we have access to σvir, this process could be com-
pletely monitored and be used to approximate the real
process at the same measurements accumulation stage.
For two pure states, F = |〈ψ|φ〉| and R =
√
1
2 (1−F2)
quantify their proximity. In our experimental tests, it
is observed that the distance between the tomographic
MPS and the target state, Rreal, is asymptotically pro-
portional to |V|−1/2, and the distance between two suc-
cessive tomographic states, Rsucc, is asymptotically pro-
portional to |V|−1, at large |V|. This indicates that R2realRsucc
gradually approaches to a constant C as measurements
accumulate. By our assumption that similar states’ to-
mography have close converging processes, we can extract
a good approximation of this unknown constant through
R′real andR′succ monitored in the virtual tomography pro-
cess, so that we can use
√
CRsucc to estimate the actual
distance Rreal and therefore the fidelity between ρ˜ and
the target σ. Moreover, one can extrapolate |V| that is
adequate for the fidelity criterion from the asymptote so
that the batch size of measurement outcomes could be
properly increased to save training efforts. We notice
that similar asymptotic behavior of Rreal has been gen-
erally observed in previous QST methods [55–57], thus
the procedure here may also be adapted for them.
To meet the desired accuracy, we may have to iterate
the measurement (Sec. II A) and the training (Sec. II B)
steps until the convergence criterion of real fidelity is sat-
isfied. When successively trained MPS’ as virtual target
states give converging estimate of C, the confidence in
the fidelity estimation also increases.
III. EXPERIMENTAL TESTS
In this section we test our QST scheme on N -qubit sys-
tems in computer-simulated experiments. We represent
the target states with compact MPS’ [58] and employ
the direct sampling approach [49] to generate indepen-
dent samples as measurment outcomes.
A. Efficiency
Three typical states with compact MPS expres-
sion are invoked: W, cluster and dimer states. W
states are decorated with local phases , |W 〉 =∑N
k=1 e
ikθ|0102...1k...0N 〉, θ = 0.1rad.
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FIG. 2: Efficiency of the scheme tested on the typical
states. The number of single-shot outcomes for a
fidelity criterion is recorded when the real fidelity get
stably higher than that level. The error bars
corresponds to the standard deviation of 24 cases with
different random seeds.
As shown in Fig. 2, the number of replicas |V| suffices
the criterion of F = 0.995 linearly scales with N , and the
test on randomly initiated states show the same linear
dependence on N in Fig. 3. To better illustrate the scal-
ability, we consider fixed “per-site fidelity” Fps ≡ F1/N ,
which could be viewed as a normalized criterion for sys-
tems with different sizes. In this case, only nearly con-
stant number of replicas are necessary, which is a gen-
eral corollary of the linear dependence combined with the
asymptotic behavior of Rreal. This remarkable relation
could also be intuitively interpreted with the fact that
MPS with finite bond dimensions imposes sparse con-
strains in their Schmidt space so that the compressed-
sensing-inspired approach could optimize the utility of
the information from the measurements on random bases.
To describe a MPS, we only need O(ND2max) parameters,
while a single shot projective measurement could provide
about N bits of information. Hence the nearly constant
demand of measurements is comprehensible.
To further confirm our argument, we perform experi-
ments on randomly generated target state with maximal
bond dimension Dmax. As it is shown in Fig. 3, for fixed
F = 0.995, we observe quadratic and linear scaling re-
spectively when varying Dmax and N , which are exactly
what we expected. We thus confirm the both the general
validity and scalable complexity of our scheme.
B. Fidelity Estimation
It has been generally observed that in our scheme
the model has the asymptotic behavior that Rreal ∝
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FIG. 3: Efficiency of the scheme tested on randomly
initiated states. The standard deviation of the number
of replicas |V| over 72 different random targets are
covered in the shades. (Left) Linear dependence of |V|
on system size N ; (Right) Quadratic dependence of |V|
on the maximal bond dimension of the random target
states Dmax at N = 14 (indicated by the dashed line on
the left), and the solid line is the fitting |V| = γDβmax
with the resulting parameters being
β = 2.1(1), γ = 7.2(1).
|V|−1/2,Rsucc ∝ |V|−1. Fitting the asymptotic his-
tory into R = C|V|α for all cases in the experiments
mentioned above, we obtain αreal = −0.52(7), αsucc =
−1.03(4), and no dependence on N or Dmax has been
observed. These results solidly support our claim about
the asymptotic behavior.
Our fidelity estimation approach is tested on those
typical states and random states mentioned above. We
demonstrate the result on an N = 30 W state in
Fig. 4, and more results are available in Appendix D.
Aside from confirming the asymptotic behaviors and that
R2real/Rsucc approaches to a constant, we note that when
ρ˜ is in the vicinity of the target σ and plays the role of
a virtual target state, it provides a good estimate of the
constant C that the actual target state’sR2real/Rsucc con-
verges to. Therefore, with C properly estimated through
the virtual process, we are able to assess the real fidelity
of our tomographic state to the physical target state.
C. Robustness
Concerning more pragmatic aspects, errors and noises
in the implementation of transformations and states are
inevitable, and QST is sometimes applied to evaluate the
quality of implementation. As it has been shown in the
experiments on the typical states and random states, as
long as the measurement outcomes obey the probability
density, our scheme is acute in the reconstruction of the
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FIG. 4: Fidelity estimation in the tomography for a
N = 30 W state. A MPS is trained up to |V| = 10000
outcomes per our scheme, and Rreal,Rsucc and
R2real/Rsucc in this process are plotted in dotted lines.
Then we set it as the virtual target state and simulate
our scheme in 24 different random cases. We plot the
averaged virtual process in dashed lines.
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FIG. 5: Robustness over noises in measurement
outcomes. Noise is simulated as: when measured on a
base, by a probability of , the target state generates
uniformly random binary strings instead of obeying its
probability distribution. The number of replicas
necessary for stably F ≥ 0.995 are displayed, and the
error bars indicate the standard deviation over 24 cases.
target state, which means that it can faithfully reflect the
systematic deviation of the implementation from what
it is supposed to be. Noises in the outcomes that re-
sults from the differences between the replicas, however,
should be addressed as well. In Fig. 5 we demonstrate
the robustness of our scheme over the noises. We mix
the target with a portion of quantum noise through de-
polarizing channel, namely the measurement is simulated
on
σ = (1− )σ + 
qN
I, (5)
where I is the identity. Within  < 0.05, the number
of outcomes for a certain F does not significantly rise,
yet some states are more sensitive than the others. The
asymptotic behaviors are also noticed not to be signifi-
cantly affected by noises.
IV. CONCLUSION AND OUTLOOK
As the size of implemented quantum devices have in-
creased to medium size, the conventional quantum state
tomography approaches are on the verge of intractability.
We propose a scalable QST scheme for qudit system from
an unsupervised learning perspective, which employs pro-
jective measurements under random bases, a learning al-
gorithm with MPS model, and a built-in approach to
estimate the fidelity of the tomographic state through
the process history. The scheme is featured by multiple
advantages: the bases setting in our scheme enjoy ex-
perimental accessibility of local spin transformations and
measurements; the algorithm enables adaptive parameter
allocation in the model; the fidelity estimation requires
no measurement overhead. Most importantly, the scheme
does not acquire statistics on any single base or any set
of observables, and thus achieves high efficiency in sim-
ulated experiments on the three typical quantum infor-
mation states and randomly initiated states: the number
of replicas needed for prescribed fidelity scales linearly
and quadratically when we scales the system size and the
maximal entanglement spectra size of the target states,
repsectively. We justify the efficacy of the fidelity esti-
mation method and also demonstrated the robustness of
the scheme.
We note that our arguments validating the measure-
ment bases and the optimization function are universal
for any target quantum states, even for mixed states.
We thus expect that our work paves a path to a more
general practical tomography scheme by reasonably ex-
ploiting other suitable models like multi-scale entangle-
ment renormalization ansatz [59, 60] and neural networks
[32, 61]. Moreover, in a sense that the success of QST
marks the full characterization of a quantum device, our
work suggests that the more operations we could feasibly
choose from, the higher efficiency of information contrac-
tion from a quantum resource we would achieve.
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Appendix A: Proof of the Validity of Random Bases
Denoting d{n} = (4pi)−Ndn1 . . . dnN and
∫
d{n}∑m1,··· ,mN as ∫ d{n,m} for short, we shall prove that the KL
divergence
DKL(P[σ]||P[ρ˜]) =
∫
d{n,m}P[σ]({n,m}) ln P[σ]({n,m})
P[ρ˜]({n,m}) (A1)
bounds the Schatten norm ||σ − ρ˜||.
There are two physical implications. First, because it distinguishes arbitrary two different mixed states, the
information it based on is complete for QST; Second, if we know the distribution function P[σ] of the tar-
get state, then the KL divergence is valid for quantifying the proximity between ρ˜ and σ, and so is the NLL
− ∫ d{n,m}P [σ]({n,m}) lnP [ρ˜]({n,m}) because it only differs from the KL divergence by a constant depending
on σ and f . The distribution P[σ] can be attained by an infinite number of measurements, by the law of large
number, and the speed of convergence of the distribution is governed by the central limit theorem.
Pinsker’s inequality reads [62]: √
1
2
DKL(P||Q) ≥ δ(P,Q), (A2)
where δ(·, ·) is the total variation distance defined by δ(P,Q) = sup{|P (A) − Q(A)|∣∣A is a measurable event}, and
P,Q refer to the probability measure given by the probability density functions P,Q, respectively.
Taking an event A = {x ∈ sample space | P(x) ≥ Q(x)}, with A¯ being the complementary event, we obtain∫
|P−Q| =
∫
A
P−Q+
∫
A¯
Q− P
=
∫
A
P−
∫
A
Q+ 1−
∫
A
Q− 1 +
∫
A
P
= 2(
∫
A
P−Q) = 2|P (A)−Q(A)| ≤ 2δ(P,Q)
8Connecting the two inequalities above, KL divergence bounds the L1 distance:
√
2DKL(P[σ]||P[ρ˜]) ≥
∫
d{n,m}|P[σ]− P[ρ˜]| =
∫
d{n,m}F ({n})∣∣〈{n,m}|σ|{n,m}〉 − 〈{n,m}|ρ˜|{n,m}〉∣∣, (A3)
where we define F ({n}) = ∑cj=± f({cjnj}Nj=1).
As 〈{n,m}|ρ|{n,m}〉 ≥ 0,∑{m}〈{n,m}|ρ|{n,m}〉 = 1, we have 〈{n,m}|ρ|{n,m}〉 ∈ [0, 1], thus the L1 distance
further bounds the L2 distance between the probabilities∫
d{n,m}|P[σ]− P[ρ˜]| × 2 ≥
∫
d{n,m}F ({n})(〈{n,m}|σ|{n,m}〉 − 〈{n,m}|ρ˜|{n,m}〉)2. (A4)
In order to prove that this L2 distance bounds the usual matrix distances, we introduce a product for the linear space
of qN by qN hermitian matrices (q = 2S + 1):
(α, β) ≡
∫
d{n,m}F ({n})〈{n,m}|α|{n,m}〉〈{n,m}|β|{n,m}〉, (A5)
with which
√
(α, α) directly relates to the L2 distance between probability distributions. Its bi-linearity being obvious,
in order to justify it as an inner product we prove its positivity as follow:
As long as F ({n}) ≥ 0 is not ill-shaped, 0 = (α, α) requires the integrand to be 0 almost everywhere in (S2 ×
{S, S − 1, · · · ,−S})⊗N , i.e.
〈{n,m}|α|{n,m}〉 = 0,∀m ∈ {S, S − 1, · · · ,−S}, a.e.nj ∈ S2. (A6)
In order to show the conditions in Eq.(A6) restrict α to be 0, let us look into N = 1 case first.
1. N = 1 case
Denoting |m〉 = |z,m〉 for short, with n in (θ, φ) direction (θ ∈ [0, pi], φ ∈ [0, 2pi)) we have
|n,m〉 = e−iφsze−iθsye−iϕsz |m〉 = e−imϕ
S∑
m′=−S
e−im
′φ|m′〉d(S)m′m(θ) (A7)
where ϕ can be arbitrary, and according to Wigner’s formular
d
(S)
m′m(θ) ≡ 〈m′|e−iθs
y |m〉 =
∑
k∈Z
(−1)k+m′−mW (S,m′,m, k)
(
cos
θ
2
)2S−(2k+m′−m)(
sin
θ
2
)2k+m′−m
(A8)
W (S,m′,m, k) ≡
√
(S +m′)!(S −m′)!(S +m)!(S −m)!
(S +m− k)!k!(S − k −m′)!(k −m+m′)! , (A9)
where the summation over k takes whatever makes the arguments in the factorials in the denominator are non-negative.
Thus 0 = 〈n,m|α|n,m〉 gives
0 =
∑
m1,m2
ei(m2−m1)φdmm2(−θ)αm2m1dm1m(θ), where αm′m ≡ 〈m′|α|m〉. (A10)
Since {eimφ|m ∈ Z} is a linear independent set of φ ∈ [0, 2pi) functions, in Eq.(A10) the coefficient of eiµφ is zero
0 =
∑
m1
dm,m1+µ(−θ)αm1+µ,m1dm1,m(θ), (A11)
where m1 runs in the range that m1,m1 + µ ∈ {2S, 2S − 1, · · · ,−2S} in the sum.
9Plugging in Eq.(A8), ∀µ ∈ {2S, 2S − 1, · · · ,−2S},∀m ∈ {S, S − 1, · · · ,−S}
0 =
∑
m1
αm1+µ,m1
∑
k1,k2
(−1)k1+m−m1−µ(−1)k2+m1−mW (S,m,m1 + µ, k1)W (S,m1,m, k2)
(
cos
−θ
2
)2S−(2k1+m−m1−µ)(
sin
−θ
2
)2k1+m−m1−µ(
cos
θ
2
)2S−(2k2+m1−m)(
sin
θ
2
)2k2+m1−m
=
∑
m1
αm1+µ,m1
∑
k1,k2
(−1)k1+k2+m−m1W (S,m,m1 + µ, k1)W (S,m1,m, k2)
(
cos
θ
2
)4S−2(k1+k2)+µ(
sin
θ
2
)2(k1+k2)−µ
(A12)
k1, k2 considered in the sum are confined so that in the denominators of
W (S,m,m1 + µ, k1) =
√
(S +m)!(S −m)!(S +m1 + µ)!(S −m1 − µ)!
(S +m1 + µ− k1)!k1!(S − k1 −m)!(k1 +m−m1 − µ)! (A13)
W (S,m1,m, k2) =
√
(S +m1)!(S −m1)!(S +m)!(S −m)!
(S +m− k2)!k2!(S − k2 −m1)!(k2 +m1 −m)! (A14)
there are no negative arguments of the factorials. Thus 2(k1 + k2)− µ ≥ 0 and 4S − 2(k1 + k2) + µ ≥ 0. Meanwhile,
note that {cosN−n x sinn x|n = 0, 1, · · · , N} is a linear independent set of x ∈ [0, pi/2] functions. Hence ∀µ ∈ {2S, 2S−
1, · · · ,−2S} and ∀k = k1 + k2 ∈ {0, 1, · · · , 2S} ∩ {µ, µ+ 1, · · · , µ+ 2S}, the coefficient of
(
cos θ2
)4S−2k+µ (
sin θ2
)2k−µ
in Eq.(A12) is zero
0 =
∑
m1
αm1+µ,m1
∑
k1
(−1)k+m−m1W (S,m,m1 + µ, k1)W (S,m1,m, k − k1) . (A15)
Consider conditions required by m = S, the k1!(−k1)! in the denominator of W (S,m,m1 + µ, k1) confines k1 to 0
in the sum. Similarly, the sum over m1 only takes m1 = S − k because of the (S − k2 −m1)!(k2 +m1 − S)!, thus we
confirm
0 = αS−k+µ,S−k(2S)! ((2S − k + µ)!(k − µ)!(2S − k)!k!)−
1
2 (A16)
which suffices α = 0 as k, µ runs over whatever they are allowed.
Since all the q by q Hermitian matrix constitute a q2-dimension R space, denoted by H, it is implied that
{|n,m〉〈n,m|∣∣n ∈ S2,m ∈ {S, S − 1, · · · ,−S}} includes a basis of H.
2. Back to general N case
The space of all qN by qN Hermitian matrices is q2N -dimensional, and it is also H⊗N , thus
{⊗Nj=1|nj ,mj〉〈nj ,mj |
∣∣nj ∈ S2,mj ∈ {S, S − 1, · · · ,−S}} includes a basis of H⊗N . Hence Eq.(A6) suffices α = 0 .
Thus we confirm that (·, ·) is an inner product in the qN by qN hermitian matrices space. Since all inner products
in the same space are equivalent to each other, (α, α) = C||α||2. In summary,√
2DKL(P[σ]||P[ρ]) ≥2δ(P [ρ], P [σ]) ≥
∫
d{n,m}∣∣P[ρ]− P[σ]∣∣
≥1
2
∫
d{n,m}F ({n})(〈{n,m}|σ − ρ˜|{n,m}〉)2
=
C
2
||σ − ρ˜||2
Appendix B: An Alternative Way of Choosing Bases in Qubit System
Due to the limitation of experimental apparatus or the feature of reconstruction algorithm, one may prefer mea-
surements on a prescribed set of fixed bases constituting of local measurement along certain directions, for example,
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the 2N + 1 bases used in [32]: the first base B({z1, z2, ...,zN}) determines the amplitudes of the wave-function, and
the other 2N bases, Bkx,y rotate one of the N directions from z to either x or y, determining the local relative phases
of the state. We prove completeness of the information that could be provided by this set of bases in this appendix.
We first choose the standard base in N -qubit state space as {|i1i2...iN 〉}, which are eigenstates of σz1⊗σz2⊗ ...⊗σzN .
In our construction of local operators, it is important to think this set of base as a N -dimensional cube, and the
adjacency relation (quantum mechanically a flip of spin) will be exploited. For the purpose of notational convenience,
these basis vectors, or vertices of N -dimensional cube C, are identified with a Z/2Z vector space: CN ∼= (Z/2Z)N .
That is to say, we allow the addition between the labels i1 · · · iN for the base vectors, with periodic boundary
condition applied. For instance, the label for all down spin 11 · · · 1 added by the label 10 · · · 0 will be 01 · · · 1, because
2 = 0 mod 2. One can see this addition operation is equivalent to applying a flip operator σx on the first spin.
If we go back to the N−dimensional cube, the operation gives a adjacent vertex. For convenience, we define a set
of unit vector {ei}1≤i≤N in CN , where ei means 1 in the i-th digit, and 0 in all others. Suppose the unknown
pure state is |ψ〉 = ∑i1···in ci1···in |i1 · · · in〉 = ∑v∈Cn cv|v〉. In the following we will allow addition on the state
labels, i.e. |v + w〉 represents another state in N -qubit space if |v〉, |w〉 are also states in the space. For example,
|11 · · · 1 + 10 · · · 0〉 = |01 · · · 1〉.
Now we define a set of hermitian operators {T kv , T˜ kv }1≤k≤N,v∈CN which helps us determine the quantum state.
T kv = |v〉〈v + ek|+ |v + ek〉〈v|
T˜ kv = −i|v〉〈v + ek|+ i|v + ek〉〈v|
Taking the expectation value of these operators under |ψ〉 gives
〈ψ|T kv |ψ〉 = c∗vcv+ek + c.c.
〈ψ|T˜ kv |ψ〉 = −ic∗vcv+ek + c.c
2c∗vcv+ek = 〈ψ|T kv |ψ〉+ i〈ψ|T˜ kv |ψ〉 (B1)
Now we write T kv , T˜
k
v in terms of rank-1 operators, i.e. density matrices for a pure state.
T kv =
1
2
(|v〉+ |v + ek〉)(〈v|+ 〈v + ei|)
− 1
2
(|v〉 − |v + ek〉)(〈v| − 〈v + ei|)
T˜ kv =
1
2
(|v〉+ i|v + ek〉)(〈v| − i〈v + ei|)
− 1
2
(|v〉 − i|v + ek〉)(〈v|+ i〈v + ei|)
Then the bases Bkx = {|v〉+|v+ek〉, |v〉−|v+ek〉},Bky = {|v〉+i|v+ek〉, |v〉−i|v+ek〉} gives complete information of the
Eq. (B1). We notice that Bkx, Bky are eigenvectors of the local measuring operator σz1⊗σz2⊗...⊗σzk−1⊗σxk⊗σzk+1⊗...⊗σzN ,
and σz1 ⊗ σz2 ⊗ ... ⊗ σzk−1 ⊗ σyk ⊗ σzk+1 ⊗ ... ⊗ σzN respectively. Thus of total we have 2N + 1 such local measuring
operators.
In the case of cv, cv+ek 6= 0, the preceding equation allows us to compute one from another. Diagrammatically we
draw an edge connecting v and v + ek. Do this repeatedly for all v, and finally we get a graph. Alternatively we can
also consider the vertices v with coefficient cv = 0, and by our procedure, those vertices are exactly those whose edges
are missing in the final graph. Then one can for exmaple suppose c00···0 = 1, and compute the coefficients of the
vertices connected to 00 · · · 0, by our equation of cv and cv+ek . Maximally extended, the coefficients in the connected
component of 00 · · · 0 are determined. We then see if the graph is connected, i.e. the only connected component by
the graph itself, the state is determined up to an overall constant. If the graph is not connected, the coefficient in each
component is determined up to an overall constant, but the ratio between the overall constants are undetermined. To
be more clear, we choose representatives r1, . . . , rk from each of the connected components. Once we know cri , the
coefficients of the connected component containing ri are known. Then in order to determine the state, what remains
to be done is to determine the ratios between cri and crj .
Define Ω as the set of quantum state with no zero coefficient cv 6= 0 for any v. The states in Ω can be uniquely
determined, according to the previous discussion, and the complement A = H−Ω is a finite union of 2N−1 dimensional
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hyperplane Av = {|ψ〉|〈v|ψ〉 = 0}, thus is of measure zero. Projective measurement of operator σz1 ⊗σz2 ⊗ ...⊗σzN will
determine whether the state is in Ω. Thus we have constructed 2N + 1 local measurements valid for determination of
almost all states.
Since the (Z/2Z)N is abelian and has exponent 2, the least number of generators for this group is N . Then if we
wish to use another set of vectors fj instead of ei to make the graph connected, we still need N vectors, and the
2N + 1 result cannot be improved in this sense.
We now discuss the measure zero set A = ∪v∈CnAv a little bit further. We now allow a experimental and com-
putational error of ε, which means if |cv| < ε, we will regard it as cv = 0. Such vectors form a set Aε, and
Aε ⊂ ⋃v∈CN Aεv), where Aεv is the tabular neighborhood of Av of radius ε. Suppose after normalizing vectors in
A,Aε, Aεv we get B,B
ε, Bεv respectively, the probability of finding a vector in the normalized Hilbert space is
P (Aε) =
VolBε
α(2× 2N ) ≤
2NVolBεv
α(2× 2N )
≤ 2
Nα(2(2N − 1))piε2
α(2N )
= ε2
where α(k) is the volume for k-dimensional ball.
In order to reduce the measure of the states we cannot determine, we rotate the whole system by some axis and
angle. For example, in our practical choice of the bases, the z axis is rotated to former x and y axises. We denote
the state with small components in the new coordinate system as N ′ε. If the rotation is “large” in SU(2N ), we could
expect the two events Aε and A′ε are independent, thus the probability is P (Aε ∩ A′ε) = ε4. By performing the
“large” rotations repeatedly for K times, the probability can hopefully be reduced to order ε2K . This conclusion
indicates that even when considering the possible error in the experiment and computation, the expectation of the
number of needed bases is still bounded by O(N).
Furthermore, there are states whose coordinates do not change under any spatial rotations, i.e. total spin 0 states.
If those states happen to have zero components and the corresponding graphs happen to be disconnected, they can
not be uniquely determined by any single set of bases we proposed. One simplest example of such states is the
singlet state 1√
2
(|10〉 − |01〉). The state has total spin 0, thus its components are not changed under rotation. The
corresponding graph is B2 with vertices 00, 11 removed, and is disconnected. While this can be fixed, by combining
the information from measurements under several rotated sets of bases.
We note here that, in experimental tests, we found that sometimes exponentially large amount of measurements
are needed for the convergence of probability on these fixed bases. For example, the product state
(
|0〉+|1〉√
2
)⊗N
has
at least 2N−1 non-zero component on every base, so the needed number of measurements grows exponentially in N
to converge. Moreover, performing tomography on these fixed bases can be biased for finite dataset since there exist
special space directions in the measurements.
Appendix C: Computing the Gradient
A state of an N -qudit system has a general form:
|Ψ〉 =
∑
v1,v2,··· ,vN
Ψv1,v2,··· ,vN |v1v2 · · · vN 〉 (C1)
With vk ∈ {S, S− 1, · · · ,−S} convention, |v1v2 · · · vN 〉 could be an eigenstate of the operator sz1 ⊗ sz2 ⊗ · · · ⊗ szN . The
tensor Ψv1,v2,··· ,vN could be decomposed to a matrix product state (MPS):
Ψv1,v2,··· ,vN =
∑
i1,i2,··· ,iN−1
A
(1)v1
i1
A
(2)v2
i1i2
· · ·A(N−1)vN−1iN−2iN−1 A
(N)vN
iN−1 (C2)
where the summation of ik runs over 1 to Dk. Schematically
Ψ
v1 v2 vN· · ·
= A(1)
v1
A(2)
v2
· · · A(N)
vN
(C3)
With bond dimensions Dk permitted to be sufficiently large, this decomposition is precise.
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When the algorithm sweep to bond k, the cost function is subjected to a penalty proportional to the Re´nyi entropy
S2,k = − ln Tr
(
ρ2R,k
)
, where ρR,k is the reduced density matrix of one of the two parts separated by bond k.
L =NLL + λS2,k (C4)
=
−1
|V|
∑
(r,{n})∈V
ln
|ΨMPS(r; {n})|2
N − λ ln Tr
(
ρ2R,k
)
(C5)
where
N = · · ·
· · ·
(C6)
Tr
(
ρ2R,k
)
=
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
bond k
(C7)
In practice we take λ to be an annealing parameter, so that as the MPS becomes well trained, the penalty is fading
away. After merging A(k) and A(k+1) as shown in Eq.(C8), gradients are calculated as Eq.(C9). Notice that Ψ takes
complex value, so in order to decrease L, A(k,k+1) should vary in the direction of −∂L/∂A(k,k+1)∗.
As in [49], we adapt the gauge for MPS so that whenever merging two adjacent matrices, the matrices on their left
are left-canonical and right-canonical on their right. As long as this gauge is kept, tensors such as N ,Tr
(
ρ2R,k
)
that
are for the calculation of gradient are greatly simplified as shown in Eqs.(C10)-(C14).
A(k) A(k+1)
vk vk+1
ik−1 ik+1
= A
(k,k+1)ik−1 ik+1
vk vk+1
(C8)
−∂L
∂A
(k,k+1)∗ wkwk+1
ik−1ik+1
=
1
V
∑
(r,{n})∈V
Ψ′(r, {n})
Ψ∗(r; {n})
−N
′
N +
λτ
Tr
(
ρ2R,k
) (C9)
in which
N = · · · · · ·
· · · · · ·
=
A(k)
A(k)†
(C10)
Tr
(
ρ2R,k
)
=
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
=
A(k)†
A(k)
A(k)†
A(k)
(C11)
Ψ′(r, {n}) =
A(1)†
U
†
1
r1
· · · A(k−1)†
U
†
k−1 U
†
k
U
†
k+1
U
†
k+2
rk−1 rk rk+1 rk+2
wk wk+1
A(k+2)† · · · A(N)†
U
†
N
rN
ik−1 ik+1
(C12)
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N ′ = · · ·
· · ·
· · ·
· · ·ik−1 ik+1
wk wk+1 = A(k,k+1)
wk wk+1
ik−1 ik+1
(C13)
τ/2 =
· · ·
· · · · · ·
· · ·
· · · · · ·
· · · · · ·
ik−1 ik+1
wk+1wk
=
A(k,k+1)
A(k,k+1)†
A(k,k+1)
wk+1
ik+1
ik−1
wk
(C14)
Appendix D: Supplementary Demonstrations for the Assumption about Fidelity Estimation
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FIG. 6: Fidelity estimation in the tomography for three other states. For each one of the three, a MPS is trained up
to |V| = 10000 outcomes per our scheme, and Rreal,Rsucc and R2real/Rsucc in this process are plotted in dotted lines,
and then we set it as the virtual target state and simulate our scheme in 24 different random cases. We plot the
averaged virtual processes in dashed lines.
