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Abstract. Information security awareness (ISA) is a vital component of infor-
mation security in organizations. The purpose of this research is to descriptively 
review and classify the current body of knowledge on ISA. A sample of 59 peer-
reviewed academic journal articles, which were published over the last decade 
from 2008 to 2018, were analyzed. Articles were classified using coding tech-
niques from the grounded theory literature-review method. The results show that 
ISA research is evolving with behavioral research studies still being explored. 
Quantitative empirical research is the dominant methodology and the top three 
theories used are general deterrence theory, theory of planned behavior, and pro-
tection motivation theory. Future research could focus on qualitative approaches 
to provide greater depth of ISA understanding. 
Keywords: Organizational Information Security Awareness, Literature Review. 
1 Introduction 
Information security is still a cause of significant concern for modern organizations 
despite the variety of technological solutions developed to combat this problem [1] as 
the literature repeatedly stresses that humans are the weakest link in the information 
security chain [2, 3]. Information systems (IS) and organizations require the interac-
tions of humans to exist. Humans build systems; humans use networks and services; 
humans manage organizations; organizations render services to humans; humans attack 
IS and organizations and not computing devices. With the impact that humans have on 
organizations and IT, it should be of no surprise the effect humans can have on infor-
mation security [4]. 
Information security ensures business continuity and limits the impact of security 
incidents which can harm the organization [5]. The importance of human behavior in 
the context of information security has been recognized [e.g. 6, 7], particularly regard-
ing user compliance to organizational information security policies (ISPs) [8, 9]. ISA 
is a vital component of information security [10, 11] and consists of general knowledge 
of information security and cognizance of organizational ISP awareness [9]. Infor-
mation security challenges can be managed more successfully when the human factor 
is considered in combination with technological solutions [12]. 
This research aims to descriptively review and classify the current body of 
knowledge on organizational ISA research to answer the question: What is the current 
state of organizational information security awareness research? Okoli and Schabram 
[13] argue that literature reviews, per se, can constitute valuable and original work and 
it can be a starting point for individuals interested in a specific topic. An interpretive 
research stance was taken, with an inductive approach used to analyze secondary data 
and identified themes and patterns from the data. 
The remainder of this paper is organized as follows: Section 2 reviews ISA key con-
cepts and the extant literature in general. In Section 3, the research methodology is 
presented where the approach, philosophy, and methodologies used to carry out the 
research is explained. The classification and descriptive review provide a detailed anal-
ysis of the data in Section 4, and in Section 5, a discussion on the findings is presented. 
Finally, the conclusion summarizes the key findings, describes the practical implica-
tions, and provides recommendations for future research. 
2 Background 
ISA is a vital component of an effective information security management program 
[14]. Kruger and Kearney [15] state that the primary objective of ISA is to ensure that 
individuals are conscious of threats related to the use of IT and comply with the organ-
ization’s policies and procedures. This definition recognizes a cognitive state of mind 
whereby the user’s perception concerning secure information practices within the or-
ganization is pertinent and framed by ISPs [6]. Bulgurcu et al. [9] note that to have ISA, 
you should not only be information security conscious (understand that passwords are 
a necessary precaution) but also ISP conscious (understand the organizational require-
ments for passwords). 
Due to its social nature, there is no general approach, definition, or method to ISA 
[16, 17]. Many studies consider ISA to be a cognitive state of mind which knows and 
understands information security risks, threats, organizational processes, policies, se-
curity objectives [9, 10, 18]. Bulgurcu et al. [9] and Parsons et al. [3] define ISA as the 
staff’s cognizance of information security and ISPs of their organization. Rhee et al. 
[19] define ISA as alertness in understanding the different security threats and one’s 
exposure to these threats, which contrasts with Tsohou et al. [20] who consider the 
procedural aspect to ISA, i.e. the process required to achieve secure information prac-
tices. One can define ISA as a process which changes user perceptions, behavior, 
norms, habits, attitudes and organizational culture and structure towards information 
security practices [21]. 
Defining a measurable criterion for a security conscious person is an important and 
challenging component for assessing ISA [11]. Based on the above definitions of ISA, 
we define ISA as an individual’s general knowledge of information security and cog-
nizance of their organization’s ISPs. This definition is suitable as it contains both a 
cognitive state of mind where users know and understand the security mission of their 
organization [9] and the importance and significance of information security [3]. 
2.1 Measuring Information Security Awareness 
IT has evolved to a point where actual behavioral monitoring of individuals is possible. 
However, researchers still find it difficult to conduct such studies due to factors such as 
company buy-in, legal ramifications, and community relations [7]. Most studies on ISA 
therefore use self-reporting measures, such as surveys, to measure perceptions of risk. 
The advantages of self-reporting measures are that they are easy to develop, distribute, 
and analyze. The disadvantages are that they are prone to demand effects and well-
known biases such as demand bias, common methods bias, subjectivity bias, and social 
desirability bias [22]. 
2.2 Information Security Awareness Antecedents 
Organizations recognize that staff can either be a risk or an asset in the fight against 
information security threats [9]. Awareness remains a vital issue of information secu-
rity. Increasing individuals ISA through training and awareness programs could lead to 
safer technology use. However, such solutions are often overlooked by organizations 
[23]. Tsohou et al. [24] conclude that training and awareness programs are not efficient 
due to inadequate investments by organizations. Khan et al. [25] mention several rec-
ommended solutions which can be used to improve ISA such as computer-based train-
ing, video games, newsletters, information sessions, posters, and messages. They con-
sider group discussion as the most effective method for measuring ISA as it enables 
two-way communication whereby each user can share experiences and knowledge. 
Individual Antecedents. This level focuses on factors originating from the individual. 
Individuals with higher levels of ISA usually had prior security training or has a higher 
level of education [9]. Haeussinger and Kranz [16] noted that previous negative expe-
riences with information security, such as malware or phishing attacks, are also likely 
to increase individuals’ levels of ISA. 
Organizational Antecedents. This level focuses on factors originating from the organ-
ization. This includes formalization of work procedures which identifies that security 
awareness controls exist and heightens individuals ISA [21]. Top management support 
is a crucial factor in ensuring staff compliance with ISPs [26] and organizational culture 
change [27]. Merete Hagen et al. [28] exclusively looked at non-technological solutions 
for information security and found ISPs to be a vital and critical component for the 
success of these solutions. The importance of ISPs has been established by several 
sources [9, 29, 30]. Another crucial antecedent is awareness campaigns such as security 
education, training and awareness (SETA) programs which strengthen individuals ISA 
[31]. SETA programs ensure the sustainability of ISPs by educating individuals of their 
importance and necessary precautions [29]. Other solutions include procedures [32], 
guidelines [29], campaigns, incentive programs [33], and fear appeals [34]. 
2.3 Theoretical Perspectives 
Studies on behavior have stemmed from the disciplines of psychology and sociology 
which have been used and adapted by criminology. Information security researchers 
have often adapted criminology theories [35, 36] for investigating information security 
[e.g. 6, 25]. Reasons to use behavioral theories include a more profound consideration 
and understanding of the behavior problem and solutions to address the problem [6]. 
However, the main aim of behavioral research in information security is to understand 
why only specific individuals adhere to organizational ISPs [36]. Lebek et al. [36] con-
ducted a theory-based review of security awareness in behavioral research and identi-
fied 54 theories. Below, the three most used theories in ISA research are summarized. 
General Deterrence Theory. General Deterrence Theory (GDT) in relation to infor-
mation security comes from the discipline of criminology, which is used as a deterrent 
mechanism by heightening the perceived threat of penalties or punishments for IS mis-
use [29]. Classic deterrence theory posits that individuals will be deterred from illicit 
acts with greater certainty, severity, and celerity of sanctions [37]. 
Theory of Planned Behavior. A literature review conducted by Sommestad et al. [38] 
and Lebek et al. [36] on contributing factors of security compliance and information 
security behavior, found the Theory of Planned Behavior (TPB) to be the most used 
theory by researchers. TPB is an extension of the Theory of Reasoned Action (TRA), 
and posits that human behavior is moved by three forms of beliefs: behavioral, norma-
tive, and control. Humans are prepared to behave a certain way if it is favorable unto 
them or if they perceive social pressure from important others. The necessary extension 
of TPB would be the perception of control over the behavior [39, 40]. In addition, if 
humans assess behavior as positive (attitude), or they believe that influential others 
would like them to perform the behavior (subjective norms) this should lead to higher 
intentions and they would be inclined to perform a behavior [41]. 
Protection Motivation Theory. Protection Motivation Theory (PMT) originated in 
health psychology and explains the coping procedure towards possible threats by con-
sidering various protective behaviors [36]. There are two main parts to the theory: threat 
appraisal and coping appraisal. Threat appraisal relates to the individual’s assessment 
of risk for misuse of IS. Perceived vulnerability and perceived severity are the two main 
components of threat appraisal. The coping appraisal is the individual’s ability to deal 
with the potential threat or risk [42]. 
3 Methodology 
An interpretive approach was used for this study as the purpose of this research was to 
review and classify the literature. Interpretive research starts with the assumption that 
access to reality is shaped by social construction such as shared meanings, language 
and consciousness [43]. The research attempted to make sense of the publications being 
reviewed by analyzing secondary data and identified themes and patterns from the data. 
King and He [44] state that there are four main approaches to reviewing literature 
namely, narrative review, descriptive review, vote-counting, and meta-analysis. The 
purpose of a descriptive review is to explore the literature to find propositions and in-
terpretable patterns in data. The descriptive review is positioned on the qualitative-
quantitative continuum and an appropriate method for achieving the research objective. 
The descriptive review’s main component is qualitative. However, quantitative ele-
ments are present in specific processes, e.g. statistical analysis [44]. 
3.1 Grounded Theory Literature-Review Method 
The research strategy followed a five-stage approach, referred to as the Grounded The-
ory Literature-Review Method (GTLRM), developed by Wolfswinkel et al. [45]. While 
this is not a grounded theory study, aspects of the grounded theory method were used 
in the coding and classification process. 
The first (Define) stage of the GTLRM consists of the inclusion and exclusion crite-
ria, as well as the scope of the review for articles in the data set. In step one, the criteria 
for inclusion or exclusion of articles is defined, such as determining a time frame for 
the publication, as an example, the last five years. In step two appropriate research 
fields are stipulated, step three involves the selection of appropriate database sources, 
and in step four the possible search terms, methods, and criteria are identified. 
The second (Search) stage consists of the search process using the criteria defined in 
the first stage. The search process can be long and tedious, with possible outcomes 
ranging from many to few. It may transpire that specific synonyms required to complete 
the search are missing and that the first stage needs to be revisited. New search terms 
may possibly be found during this process. Documentation of searches, sources used, 
and results is important for the transparency and replicability of the study. 
In the third (Select) stage, qualifying sample articles get selected. This process in-
volves the removal of duplicates and confirming that the selected articles meet the re-
quirements. This can be accomplished by reviewing the title, abstract, introduction, full 
text and by executing a forward and backward citation for additional articles. If new 
articles are found the process is repeated. 
The fourth (Analyze) stage is where the fundamental principles of grounded theory 
are implemented. The researcher starts reading articles individually and performs three 
steps of coding in a systematic process. The three stages of coding which is used are 
open, axial and selective coding. Open coding utilizes a bird’s eye view of the data 
collected to abstract high-level classes from sets of variables or concepts. This can be 
in the form of a word, statement or paragraph. Next, axial coding identifies the interre-
lationships between categories and their subcategories. Finally, the categories identified 
will be integrated and refined in the selective coding process; categories and subcate-
gories can evolve during the reading and analyses of excerpts. 
Finally, the fifth (Present) stage, presents the research findings and the documented 
steps taken to acquire these findings. This empirical data can be exhibited using various 
methods such as diagrams, tables, graphical representations. 
3.2 Sampling and Data collection 
This study utilized theoretical sampling, which is a form of purposive sampling. Theo-
retical sampling pursues theoretical lines of enquiry for the identification of core 
themes, relationships or processes on which to focus the research. Theoretical satura-
tion occurs when the collected and analyzed data stops producing new properties which 
are relevant to a category and where the relationships among classes have been verified 
[46]. 
For practical purposes the sample range was over a period of ten years, ranging from 
2008 to 2018. Initially, this research study was restricted to the basket of 8 IS journal 
databases which are listed by the Association for Information Systems. However, due 
to an insufficient number of articles which were found in the journal databases, the 
search source criteria had to be amended. The inclusion of two specialized information 
security journals namely, ‘Computers & Security’ and ‘Information & Computer Secu-
rity’ were added to the list of AIS basket of eight journals as this was not only an IS 
study but also an information security study and these journals contained relevant arti-
cles on the topic. ‘Information Management & Computer Security’ or ‘Information & 
Computer Security’ was selected as it is listed in the Google Scholar Top 20 publica-
tions for information security, and it was from an IS field. ‘Computers & Security’ is a 
highly ranked information security journal in Google Scholar and SCImago Journal & 
Country Rank. 
Only peer-reviewed academic journals were considered for this research. Non-peer-
reviewed articles, publications not written in English, books, working papers or confer-
ence proceedings were excluded. Articles which were not in an organizational setting 
(such as home users) or only marginally included ISA (such as studies focused on spe-
cific systems such as email, BYOD, or malware) were excluded. The pre-defined search 
terms that were used to conduct the literature search for relevant articles were: Infor-
mation Security Awareness, awareness program, security education, information secu-
rity cognizance, information security behavior, information security knowledge, secu-
rity awareness. The search terms were split, combined and the use of Boolean operators 
was used under the search options of the journal databases. Table 1 lists the journal 
databases used, and total articles found in the initial search. 
Table 1. Journal database and initial search count 
Journal Database Initial Search Count 
Journal of Information Technology 341 
Journal of Association for Information Systems 107 
European Journal of Information Systems 684 
Journal of Strategic Information Systems 70 
Journal of Management Information Systems 530 
Information Systems Research 799 
Information Systems Journal 333 
MIS Quarterly 469 
Computers & Security  688 
Information & Computer Security 532 
 
A total of 4553 articles were found. Using the select stage of the GTLRM and the 
exclusion criteria above, the final sample was brought down to 59 articles which were 
used for the data analysis. 
3.3 Analysis 
The coding methods from stage four of the GTLRM was used to analyze the sample 
collected. The first step was open coding, which utilizes a bird’s eye view of the data 
collected to abstract high-level classes from sets of variables or concepts. In the next 
step, axial coding was used to identify the interrelationship between categories and their 
subcategories. The categories identified was integrated and refined in the selective cod-
ing process [45]. NVivo 12 Pro was the Computer-Aided Qualitative Data Analysis 
Software (CAQDAS) used to assist with the analysis process. The collected sample was 
added to the NVivo project, and the data was analyzed, classified and developed into 
themes. 
4 Classification and Descriptive Review 
The classification and descriptive review consists of two sections. First, a detailed 
breakdown of the classification framework which was developed through the analysis 
process is provided. Second, a further breakdown of the articles and categories are ex-
plored in the descriptive review. 
4.1 Classification 
A classification framework was developed through the analysis process of open, axial 
and selective coding as recommended by Wolfswinkel et al. [45]. The rereading of ar-
ticles ensured the effectiveness and relevancy of the framework. Themes and categories 
were highlighted and extracted from the articles which have also led to the formation 
of subthemes and subcategories. 
The results of the analyses’ resulted in four top-level categories and eight subcate-
gories. The top-level categories which were developed from the full-text review of the 
59 articles are ‘Behavior’, ‘Antecedents’, ‘ISP’ and ‘Theory Development’. The ‘Be-
havior’ category focuses on the behavior of insiders within the organization, while the 
‘Antecedents’ category looks at how individuals and organizations can increase or im-
prove their levels of ISA. The ‘ISP’ category focuses on the compliance and violations 
of ISPs within the organization. ‘Theory Development’ use existing theories, extends 
theories or proposes new theories, frameworks or technologies to improve or under-
stand behavior. 
The subcategories were derived by assigning individual articles according to their 
specific research interest. Many of the themes and views expressed in the articles were 
similar, and it is more than likely that articles could contribute to more than one sub-
category. However, by utilizing only one subcategory for each article, the classification 
of the main categories and subcategories of ISA Research is simplified, structured and 
the relationships between the two are conceptualized. 
Behavior. This category focuses on the human attributes of the individual/s towards 
secure information security practices within the organization. These attributes can con-
sist of perceptions, attitudes, behavior, knowledge, work habits and values [47]. The 
success or failure of the organization’s approach to information security ultimately lies 
in the way employees conduct themselves [48, 49]. 
Analysis. This subcategory covers articles focusing on research studies attempting to 
understand the behavior of individuals. The motivation behind the behavior of Individ-
uals towards secure information security practices can vary from individual to individ-
ual, and there seems to be no one-size-fits-all approach to address the problem cur-
rently. Öʇütçü et al. [50] used data collected from surveys to rate behavior on a four-
scale system, which are: Risk Perception Scale (RPS), Exposure to Offence Scale 
(EOS), Conservative Behavior Scale (CBS) and Risky Behavior Scale (RBS). Snyman 
and Kruger [51] exploratory investigation found behavioral threshold analysis to be 
feasible for constructing ISA programs. 
Culture. The articles listed in this subcategory focuses on the habitual practice of doing 
things by the organizations and its individuals. The way things are done around here is 
the common theme found in the articles about organizational culture [48, 52]. The way 
things are done around here to protect organizational information assets is the common 
theme to describe information security culture [48, 53, 54]. Da Veiga and Martins [55] 
state that organizations with a strong security culture have higher compliance with ISPs 
and regulatory requirements by employees. 
Future Research Areas. This subcategory consists of two articles which discuss future 
directions for information security behavioral research. Crossler et al. [7] found that 
future research should focus on: separating insider deviant behavior from insider mis-
behavior; behavioral research; approaches to understand cyberattacks and to improve 
ISP compliance. 
Antecedents. This category contains articles which focus on ways in which organiza-
tions can increase or improve their levels and the levels of their employees ISA. The 
effectiveness of information security requires the participation and commitment of all 
parties [28]. 
Non-technological. This subcategory has the highest article count and provides non-
technological solutions to prevent Information Security threats or improve ISA. The 
human element within the organization is the central theme. Adequate SETA programs 
are the most effective non-technological solution for both staff and the organization 
[31, 55, 56]. 
Information Security Policies. Articles in this category focus on the compliance and 
non-compliance of ISPs and covers how ISP effectiveness can be achieved or increased. 
Theories used in criminology, social psychology and other related disciplines are ref-
erenced extensively for testing user ISP compliance/non-compliance [9, 34, 57, 58]. 
Many techniques used by security managers are listed such as SETA programs [29], 
guidelines and policies [9]. Other techniques such as positive reinforcement strategy 
(reward), negative enforcement strategy (punishment) [57] and campaigns [33] were 
also used. 
Compliance. This subcategory examines approaches for ensuring ISP compliance. It 
looks at various strategies for management to consider such as stick vs carrot approach 
[57]. Sommestad et al. [38] conducted a review of 29 quantitative studies dealing with 
individual ISP compliance/non-compliance and found that factors such as self-efficacy, 
subjective norms, response cost, perceived severity and certainty of sanctions can be 
used to identify compliant behavior. Perceived severity of security breaches, perceived 
probability [30] and habits are also antecedents of ISP compliance [58]. 
Violation. This subcategory contains articles discussing the non-compliance of ISPs by 
staff. Like the compliance subcategory above, researchers try to understand the ra-
tionale behind information security policy violations. Findings reveal that employees 
are not the same and that individuals have different reactions to information security 
interventions [34]. 
Theory Development. This category consists of articles which use existing, extends, 
or proposes new theories, frameworks or technologies to improve our understand em-
ployee behavior. 
Application of Existing Theory. The articles listed in this in this subcategory use exist-
ing theories or technologies to understand, explain or deter behavioral traits. Thomson 
and van Niekerk [59] use goal-setting theory from social sciences to encourage em-
ployees to contribute to good information security practices. 
Advancement in Research. This subcategory contains the second largest article count 
dealing with new or extended theories, frameworks or technologies. Johnston et al. [33] 
created an Enhanced Fear Appeal Rhetorical Framework as they felt that the current 
fear appeal rhetorical framework was inadequate. Liang and Xue [49] developed the 
Technology Threat Avoidance Theory (TTAT) to understand users’ IT threat avoidance 
behavior using elements from cybernetic theory and coping theory. 
4.2 Descriptive Review 
The map in Fig. 1 displays the article count by the first author’s country. The USA had 
the highest article count with 20 articles (34 percent). South Africa had nine articles (15 
percent). Norway and Finland had four articles (7 percent) while Greece, Australia, 
England and Sweden had three articles (5 percent). Canada and Germany had two arti-
cles (3 percent) with Malaysia. Austria, Qatar, Ireland, Turkey and China only having 
one article (2 percent). 
 
 
Fig. 1. Distribution of articles by the first author’s country 
Distribution of Articles by Year. Fig. 2 displays the distribution of articles published 
from the year 2008 to 2018. From 2011 to 2013 there was a decline in the number of 
articles published. From 2014 to 2018 the number of published articles increased with 
the highest published article count being for the year 2017, which had 12 articles. The 
sudden increase in published articles for 2017 could possibly be related to stricter pri-
vacy/regulatory laws such as the General Data Protection Regulation (GDPR) which 
was adopted in April 2016. Due to data collection occurring in the second quarter of 
2018, only five articles were recorded for the year. Therefore, this is not a complete list 
of articles for the year 2018. 
 
 
Fig. 2. Distribution of articles per year 
Distribution of Articles by Category. ‘Theory Development’ is the most published 
research category with 18 articles (30 percent). The remainder of the categories, 
namely, ‘Behavior’ and ‘Antecedents’ have 14 articles (24 percent) while, the ‘ISP’ 
category has the lowest article count with 13 articles (22 percent). In Fig. 3 the articles 
distributed by category per year are displayed. 
 
 
Fig. 3. Distribution of articles by category per year 
The category 'Antecedent' research articles appear throughout the review period, ex-
cept for 2012 and 2013 which had no articles.  The ‘Theory Development’ category 
was prevalent throughout the review period except for 2012, 2013 and 2016 where no 
articles were recorded. From the year 2013 to 2018, the research articles for the 'Be-
havior' category appeared each year, and before this, except for two articles in the year 
2010, no other articles were listed. The years’ 2010, 2014, 2017 and 2018 features all 
the main categories appearing together with 'Antecedents' being the dominant category 
for the year 2010, 'ISP' for 2014, 'Behavior' and 'ISP' for 2017 and 'Behavior' the dom-
inant category for 2018. 
Distribution of Articles by Applied Research Methodologies. The chart in Fig. 4 
displays the research methodologies used throughout the publications. Four different 
research methodologies were identified, namely, literature review, empirical research, 
proposed model/method and action research. ‘Empirical Research’ clearly stands out 
as the dominant applied research methodology with 42 articles (71 percent) of which 
30 articles (72 percent) were ‘Quantitative’, nine articles (21 percent) were ‘Qualita-
tive’, and three articles (7 percent) used a ‘Mixed Methods’ approach. This was fol-
lowed by ‘Literature Review’ eight articles (13 percent) and ‘Proposed Model/Method’ 
eight articles (14 percent). ‘Action Research’ was only used in one article. 
 
 
Fig. 4. Applied research methodologies 
Theories used in articles. Twenty-six different theories were used in the research ar-
ticles. Some theories were combined to form a new one, while other theories were ex-
tended. The most commonly used theories in the reviewed articles were: General De-
terrence Theory in eight articles (14 percent); Theory of Reasoned Action or Theory 
Planned Behavior in seven articles (12 percent); and Protection Motivation Theory in 
six articles (10 percent). Other theories, appearing once each, were: Actor-Network 
Theory; Theory of Cognitive Moral Development; Theory of Contextualism; Control 
Balance Theory; Elaboration Likelihood Model; Fairness Theory; Health Belief Model; 
Information Foraging Theory; Theory of Interpersonal Behavior; Theory of Motiva-
tional Types of Values; Neutralization Theory; Organizational Justice Theory; Rational 
Choice Theory; Reactance Theory; Regret Theory; Self-Determination Theory; Theory 
of Self-Regulation; Social Bond Theory; Structuration Theory; Technology Threat 
Avoidance Theory; Unified Model of Information Security Policy Compliance; Uni-
versal Constructive Instructional Theory; and Value-Based Compliance Theory. 
5 Discussion 
Although 26 theories were identified during the data analysis most of these theories 
were only used once except for GDT, TRA/TPB and PMT which were the dominant 
three applied theories. GDT is the most applied theory in the articles for this research 
study as with the case of D’Arcy and Herath [37] who found GDT to be the most widely 
applied theory in IS security research. While GDT, TRA/TPB and PMT provides es-
sential insights for behavioral IS security studies, some researchers have doubts regard-
ing their effectiveness. D’Arcy and Herath [37] argue that deterrence theory in the con-
text of IS security provides inconsistent and sometimes contradictory findings while, 
Johnston et al. [33] found the conventional PMT to be inadequate due to its focus being 
on individual’s things (e.g. data) instead of physical self, as is the case in the healthcare 
context. Bulgurcu et al. [9] note that a problem with TPB is that nearly an infinite num-
ber of variables can affect the performance or non-performance of any behavior. This 
would explain why ‘Theory Development’ is the number one category in this research 
study as researchers are still using theories from other fields to try and understand this 
phenomenon. 
Behavioral research studies seem to be on the rise over the last few years. Behavioral 
research has mainly used self-reporting measures to understand the factors leading to 
ISA [22]. These factors such as individuals' attitudes, satisfaction, motivations or in-
tentions are only verifiable through self-reporting [36] which makes it unsurprising that 
most empirical studies in the reviewed publications used quantitative methods. John-
ston et al. [33] and Menard et al. [60] state that the use of intentions rather than actual 
behavior is the biggest challenge for behavioral information security research. Crossler 
et al. [7] emphasize that this is a challenge that researchers need to overcome as it is a 
limitation to theory development or theory validation. 
This research study looked at antecedents from an organizational perspective to in-
clude everything operating within the organization setting such as technology, staff and 
managers. At the organizational level, management’s understanding and identification 
of the factors influencing ISA is required for effective ISA training and ISA programs. 
Management ISA support and commitment to information security are positive attrib-
utes to increased staff ISA. The most crucial non-technological security management 
practices, protecting the organization and increasing staff ISA, are the provisioning of 
ISPs and SETA programs. At the individual level, higher education or security training, 
prior negative experiences with information security or previously reprimanded for se-
curity violations have found to increase individual’s ISA. 
6 Conclusion 
This research presented a review of organizational ISA research. A total of 59 articles 
which met the search criteria were used for the data analysis, which resulted in four 
high-level categories and eight subcategories. The review revealed that ISA research is 
evolving with theory development having the highest research focus. The top three the-
ories used for ISA research are GDT, TPB, and PMT. Various approaches are used to 
ensure ISP compliance ranging from sanctions to campaigns, of which SETA programs 
are the most common. 
Like most academic studies, this descriptive review and classification has limita-
tions. First, only articles that were published in English were considered for this review. 
Furthermore, this study used a predefined list of search terms which was not refined as 
new search terms arose during the search or analysis process. Second, non-peer-re-
viewed journals and other potential sources of information such as whitepapers, con-
ference proceedings and books were excluded. These limitations may put this study at 
a disadvantage of presenting a complete picture of the ISA research landscape. Future 
studies could include all relevant IS journal databases, specialized information security 
journals, and other relevant potential sources of ISA research such as books, whitepa-
pers or conference proceedings. Also, search terms should be refined as new terms arise 
and the use of backward and forward citations should also be considered to increase the 
sample size. 
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