We first give a brief survey of some aspects of orthogonal polynomials. The three-term recurrence relation gives a tridiagonal matrix and the corresponding Jacobi operator gives useful information about the orthogonalizing measure and the asymptotic behavior of the zeros of the orthogonal polynomials. The Toda lattice and other similar dynamical systems (Langmuir lattice or Kac-Van Moerbeke lattice) can be solved explicitly using Jacobi operators. Then we present multiple orthogonal polynomials, which are less known. These multiple orthogonal polynomials are defined using orthogonality conditions spread out over r different measures. There is a higher order recurrence relation with r + 2 terms, which gives a banded Hessenberg matrix and a corresponding operator which is essentially nonsymmetric. We give some examples and indicate how one can start working out a spectral theory for such operators. As an application we show that one can explicitly solve the Bogoyavlenskii lattice using certain multiple orthogonal polynomials.
Orthogonal Polynomials
In this paper we will introduce multiple orthogonal polynomials and show how they are related to certain nonsymmetric linear operators that correspond to a finite order linear recurrence relation. In this section we will first recall some relevant facts from orthogonal polynomials (see Szegő [25] or [27] for a more thorough treatment) and in the next section we will see how some of these facts have an extension to multiple orthogonal polynomials, but that the new setting is richer and still needs further study (see Nikishin and Sorokin [20] and Aptekarev [2] for more information on multiple orthogonal polynomials).
Let µ be a positive measure on the real line for which all the moments exist and for which the support contains infinitely many points. Without loss of generality we will normalize µ so that it is a probability measure. The monic orthogonal polynomials P n (n = 0, 1, 2, . . .) for the measure µ are such that P n (x) = x n + · · · has degree n and P n (x)x k dµ(x) = 0, k = 0, 1, 2, . . . , n − 1.
(1.1)
These polynomials always exist and are unique. Often one considers the orthonormal polynomials p n (x) = γ n P n (x), with γ n > 0 and p n (x)p m (x) dµ(x) = 1, n,m≥ 0.
(1.2)
Recurrence relation
A very useful fact is that orthogonal polynomials on the real line always satisfy a threeterm recurrence relation of the form
with initial values P 0 = 1 and P −1 = 0 and with a 2 n+1 > 0 and b n ∈ R for all n. The recurrence relation for the orthonormal polynomials is given by xp n (x) = a n+1 p n+1 (x) + b n p n (x) + a n p n−1 (x), n ≥ 0 (1.4)
with a n+1 > 0 and b n ∈ R the same coefficients as in (1.3) and p 0 = 1, p −1 = 0. To show that (1.4) holds, one expands xp n (x) into a Fourier series in the orthonormal polynomials,
with Fourier coefficients given by a k,n = xp n (x)p k (x) dµ(x).
Obviously xp k (x) is a polynomial of degree k + 1 and by orthogonality it follows that a k,n = 0 whenever k + 1 < n. Therefore the Fourier series only contains three terms and we put a n−1,n = xp n (x)p n−1 (x) dµ(x) := a n , a n,n = xp
By comparing the coefficient of x n+1 in (1.4) we find that a n+1 = γ n /γ n+1 , and if we use p n (x) = γ n P n (x), then we indeed obtain (1.3).
There is also an important converse of this connection between orthogonal polynomials and three-term recurrence relations, known as Favard's theorem. It states that any sequence of monic polynomials P n that satisfies a three-term recurrence relation (1.3) with a 2 n > 0 and b n ∈ R for all n and initial conditions P 0 = 1 and P −1 = 0, is always a sequence of monic orthogonal polynomials for some positive measure µ on the real line. This means that the orthogonality conditions (1.1) and the three-term recurrence relation (1.3) are two equivalent ways to characterize orthogonal polynomials. This gives two important problems in the theory of orthogonal polynomials:
1. Given the recurrence coefficients, how can one obtain the orthogonality measure?
(the direct problem)
2. Given the orthogonality measure, how can we find the recurrence coefficients? (the inverse problem)
A numerical analyst usually knows the measure (or its moments) and wants to compute the recurrence coefficients, hence problem 2 would be the relevant problem. On the other hand, there are many situations when one knows the recurrence coefficients (e.g., they may be birth and death rates in a birth and death process) and then one is interested in obtaining the measure µ, in which case problem 1 is the relevant problem. Later we will see that both the direct and inverse problem are needed for solving the differential equations for the Toda lattice and other similar dynamical systems.
Jacobi matrix and Jacobi operator
Starting with the recurrence relation (1.3) we can construct a tridiagonal matrix
and we can write the recurrence relation (
. . .
This shows that each zero x j,n of P n is an eigenvalue of J n . Zeros of orthogonal polynomials can therefore be identified with the spectrum of a tridiagonal matrix. The disadvantage of the matrix J n is that it is not symmetric. One can easily symmetrize the matrix:
where R n is the diagonal matrix with on the diagonal the vector (γ 0 , γ 1 , γ 2 , . . . , γ n−1 ). This symmetric Jacobi matrix corresponds to the recurrence relation (1.4) for the orthonormal polynomials and has the same eigenvalues as J n . SinceJ n is symmetric, it follows immediately that the zeros of p n are all real.
Spectral theory and perturbations
More interesting is the infinite Jacobi matrix
which acts as a linear operatorJ : 2 → 2 . If the recurrence coefficients are bounded, thenJ is a bounded symmetric operator, hence selfadjoint. For unbounded recurrence coefficients the operatorJ is unbounded, but well defined on elements of 2 with only finitely many non-zero elements. One can extend this matrix to its maximal domain, but there may be several selfadjoint extensions. Let us assume that we are dealing with bounded recurrence coefficients. The tridiagonal structure implies that e 0 = (1, 0, 0, 0 . . .) ∈ 2 is a cyclic vector, i.e., span{J
henceJ has a simple spectrum and the spectral theorem tells us that there exists a positive measure µ (the spectral measure) such that 2 and L 2 (µ) are isometric. The operatorJ :
2 → 2 corresponds to the multiplication operator M :
The isometry mapsJ n e 0 to x n and the three-term recurrence relation (1.4) shows that the unit vector e n ∈ 2 is mapped to the polynomial p n . Obviously the orthogonality e n , e m = δ m,n holds in 2 , hence the isometry also gives p n , p m = δ m,n in L 2 (µ), which gives (1.2). The spectral theorem therefore proves the Favard theorem.
The infinite Jacobi matrix (operator) therefore gives the orthogonality measure (which is the spectral measure ofJ ) and the finite sectionsJ n give the orthonormal polynomials. A very useful class of orthogonal polynomials is the class for which the recurrence coefficients converge lim n→∞ a n = a ≥ 0, lim
This class is known as M(a, b) and has been studied intensively by Nevai [17] and others. Consider the constant Jacobi operator
then in the class M(a, b) the operatorJ −J 0 has diagonals that converge to 0, which means thatJ −J 0 is a compact operator. Weyl's theorem (see, e.g., [15] ) then implies thatJ andJ 0 have the same essential spectrum. The spectrum ofJ 0 for a > 0 is the interval [b − 2a, b + 2a] and the spectral measure has a density
Hence Weyl's theorem implies that the spectrum ofJ in M(a, b) is equal to [b−2a, b+2a]∪ E, where E is bounded, at most denumerable and the accumulation points (if any) are at b ± 2a. One also knows the asymptotic distribution of the zeros x 1,n < x 2,n < · · · < x n,n of the orthogonal polynomials p n in M(a, b):
which holds for every bounded and continuous real function f . The limit measure for this asymptotic zero distribution is the equilibrium measure for the set [b − 2a, b + 2a] in logarithmic potential theory.
Application: Toda lattice
An important application of Jacobi operators and the direct and inverse problem for orthogonal polynomials is the explicit solution of the differential equations for the Toda lattice, as was observed by Moser [16] . Consider the chain of differential equations
It is well known that this is an integrable system which can be written aṡ
In order to find the solution a n+1 (t), b n (t) for t > 0 we first solve the direct problem for the Jacobi operator L(0) with the initial data. This will give the spectral measure µ 0 and the spectrum E, with corresponding orthogonal polynomials p n (x; 0) for which
We modify the spectral measure and use the measure µ t for which dµ t (x) = e −xt dµ 0 (x) which has the same spectrum as µ 0 (isospectral deformation). Now we have to solve the inverse problem for the measure µ t to find the orthogonal polynomials p n (x; t) for which
The recurrence coefficients a n+1 (t), b n (t) for these orthonormal polynomials then give the solution of the equations (1.6).
A related dynamical system is the Langmuir lattice (or Kac-Van Moerbeke lattice [9] ) for which we have the chain of differential equationṡ a n = 1 2 a n (a
with a 0 ≡ 0. This can also be solved using the direct and inverse problem for orthogonal polynomials for initial data a n (0) > 0 whenever n > 0. Indeed, consider the Jacobi matrix
then we solve the direct problem to find the spectral measure µ 0 and the corresponding orthogonal polynomials p n (x; 0). We now modify the measure and define a measure µ t for which
so that µ t has the same spectrum as µ 0 . Now solve the inverse problem for this new measure µ t to find the orthogonal polynomials p n (x; t). The Jacobi operator L(0) has zeros on the diagonal, which implies that the spectral measure µ 0 is symmetric with respect to the origin. As a consequence the orthogonal polynomials p n (x; 0) are also symmetric in the sense that p n (−x; 0) = (−1) n p n (x; 0). The new measure µ t is also symmetric (since the modification e −x 2 t is symmetric in x), hence the orthogonal polynomials p n (x; t) are also symmetric and therefore satisfy a recurrence relation of the form xp n (x; t) = a n+1 (t)p n+1 (x; t) + a n (t)p n−1 (x; t), n ≥ 0.
The recurrence coefficients a n (t) then give the solution of the differential equations (1.7) for the Langmuir lattice. For the symmetric orthogonal polynomials one can write
where q n (x; t) (n ∈ N) and r n (x; t) (n ∈ N) are two new sequences of orthogonal polynomials for the measures µ 1 t and µ 2 t respectively, which now have a spectrum on the positive real axis and for which
Using the recurrence relation twice, we have
n (t)]p n (x; t) + a n (t)a n−1 (t)p n−2 (x; t), so that the recurrence relation for q n (x; t) becomes
with A n (t) = a 2n (t)a 2n−1 (t) and B n (t) = a 2 2n+1 (t) + a 2 2n (t). For the r n (x; t) we have in a similar way xr n (x; t) = C n+1 (t)r n+1 (x; t) + D n (t)r n (x; t) + C n (t)r n−1 (x; t),
so that the new recurrence coefficients (A n+1 , B n ) satisfy the chain of differential equations (1.6) for the Toda lattice. The same is true for (C n+1 , D n ). The transformations (a n+1 :
are known as Miura transformation and correspond, in the theory oforthogonal polynomials, to the well known transformation from a symmetric system of orthogonal polynomials on (−∞, ∞) to a system of orthogonal polynomials on (0, ∞), the classical example being the relationship between Hermite polynomials and Laguerre polynomials:
Multiple Orthogonal Polynomials
For multiple orthogonality we will spread the orthogonality conditions over several measures. Let r ≥ 1 be an integer and let µ 1 , µ 2 , . . . , µ r be r positive measures for which all the moments exist and each with infinitely many points in their supports E 1 , E 2 . . . , E r . We will use multi-indices n = (n 1 , n 2 , . . . , n r ) ∈ N r . The multiple orthogonal polynomial p n is the monic polynomial of degree | n| = n 1 +n 2 +· · · n r which satisfies the orthogonality conditions
This polynomial need not be unique; we need to put some extra conditions on the r measures µ 1 , . . . , µ r in order that p n is uniquely defined by (2.8)-(2.10). Two useful systems of measures are:
• Angelesco systems [1] for which each E i is a subset of an interval ∆ i with all ∆ i mutually disjoint:
For such a system one can easily show that p n has exactly n j zeros in the interval ∆ j , for j = 1, 2, . . . , r.
• An AT system is such that dµ j (x) = u j (x) dµ 0 (x), where µ 0 has support E 0 ⊂ ∆ 0 and u j ≥ 0 on ∆ 0 . Furthermore we require that each linear combination
with P n j −1 a polynomial of degree at most n j − 1 has at most | n| − 1 zeros on ∆ 0 . Hence for an AT system all the measures are supported on one interval ∆ 0 but we require that {(1, x, x 2 , . . . , x n 1 −1 )u 1 (x), . . . , (1, x, x  2 , . . . , x nr−1 )u r (x)} are a Chebyshev system. In this case p n is unique and all its zeros are in ∆ 0 .
Recurrence relation
We will take a closer look at the multiple orthogonal polynomials for which all the indices in the multi-index n are nearly the same. In particular for n = kr + j we will consider the multi-index s(n) = (k + 1, k + 1, . . . , k + 1 j times , k, k, . . . , k) and investigate the polynomials P n = p s(n) . A very useful relation for these polynomials is that they satisfy a linear recurrence relation of order r + 1, generalizing the second order linear recurrence relation (1.3) for ordinary monic orthogonal polynomials (for which r = 1). Indeed, we have
with initial conditions P 0 = 1 and P −1 = P −2 = · · · = P −r = 0. To see why this is true, we will expand xP n (x) using the basis functions P k , (k = 0, 1, . . . , n + 1):
with a n+1,n = 1. Suppose n = kr + j, then we will show that a mr+ ,n = 0 for m = 0, 1, . . . , k − 2 and = 0, . . . , r − 1, and when m = k − 1 also for = 0, 1, . . . , j − 1 so that the sum reduces to n+1 i=n−r a i,n P i (x), which is of the form (2.11). We will use induction on m. First suppose m = 0, then we want to prove that a ,n = 0 for = 0, 1, . . . , r − 1. Integrate both sides of the equality (2.12) with respect to µ 1 , then (2.8) implies that the right hand side reduces to a 0,n µ 1 (E 1 ), and the left hand side is 0 whenever n > r, hence we see that a 0,n = 0. To see that a 1,n = 0 we integrate both sides of (2.12) with respect to µ 2 , and in general integration with respect to µ +1 will show that a ,n = 0 for = 0, 1, . . . , r − 1. Now suppose that a M r+ = 0 for M ≤ m − 1 and = 0, 1, . . . , r − 1, with m ≤ k − 2, then we will show that a mr+ = 0 for = 0, 1, . . . , r − 1 as well. Multiply both sides of (2.12) by x m and integrate with respect to µ 1 , then the right hand side only contains a mr,n E 1 x m P mr (x) dµ 1 (x). The integral can't be zero, since otherwise we would have an orthogonality condition too much which would imply that P mr ≡ 0. The left hand side is also zero, which implies that a mr,n = 0. In a similar way, we can integrate with respect to µ +1 to find that a mr+ ,n = 0 for = 0, 1, . . . , r − 1. Now finally, assume that m = k − 1, then we multiply (2.12) by x k−1 and integrating with respect to µ +1 still gives 0 on the left hand side, but only for = 0, 1, . . . , j − 1, whereas the right hand side is proportional to a (k−1)r+ ,n , which implies that a (k−1)r+ ,n = 0 for = 0, 1, . . . , j − 1. This is what we wanted to prove.
Banded Hessenberg matrix
We can now introduce the banded Hessenberg matrix
(2.13) and the recurrence relation (2.11) now becomes
so that each zero of P n is an eigenvalue of H n . But the matrix H n is not symmetric and there is no simple way to make it symmetric (unless r = 1), so there is no reason in general that the eigenvalues (zeros) should be real. Nevertheless in many cases (e.g., for an Angelesco system or for an AT system) the zeros turn out to be real, which already gives some indication that there is some relationship between the sequences a 0 , a 1 , . . . , a r . In general we do not believe that every banded Hessenberg matrix will lead to a system of multiple orthogonal polynomials with r measures on the real line, but that one needs extra conditions on these recurrence coefficients for a bona-fide Favard theorem. An important case is a banded Hessenberg matrix with entries only on the extreme diagonals, i.e.,
with a k > 0 for k ≥ r. In this case, Aptekarev et al. [4] proved that the corresponding polynomials P n will be the multiple orthogonal polynomials p s(n) on a (r + 1)-star in the complex plane, i.e., the measures µ 1 , . . . , µ r are supported on 15) and they are all radially symmetric in the sense that they are invariant under a rotation over an angle 2π/(r + 1). It is therefore sufficient to restrict the measures µ 1 , µ 2 , . . . , µ r to [0, ∞) and to consider the measures dν
).
Some examples
As a typical example we will take a generalization of the Jacobi polynomials, first considered by Pineiro [22] , see also Nikishin and Sorokin [20, p. 162] . The r orthogonalizing measures are given by
where α i > −1 for i = 0, 1, . . . , r and α i − α j / ∈ Z for 1 ≤ i = j ≤ r. The multiple orthogonal polynomials can be found explicitly using a Rodrigues type formula
where the product of the differential operators can be taken in any order. For r = 1 we have the Jacobi polynomials. For r = 2 we have the recurrence relation
with rather involved recurrence coefficients. Asymptotically they behave as
There is a similar generalization of the Laguerre polynomials by taking
where α j > −1 for j = 1, 2, . . . , r and α i − α j / ∈ Z for 1 ≤ i = j ≤ r. The recurrence relation for these multiple Laguerre polynomials is
Spectral theory and perturbations
The operator H : 2 → 2 associated with the infinite matrix 
is an interesting object for further study. One would hope that the spectral theory of this operator will give useful information about the orthogonalizing measures (µ 1 , . . . , µ r ), in particular about the support of these measures. Partial results in this direction have been obtained by Kalyagin [11] , [12] , but there are still various open problems. The main open problem is to find conditions on the sequences a 0 , a 1 , . . . , a r on the diagonals that lead to multiple orthogonal polynomials on the real line. The next problem is to find out from the operator H when one is dealing with an Angelesco system or an AT-system (in particular a Nikishin system), or any of the mixtures which where recently analyzed by Gonchar et al. [7] . The main difference with the spectral analysis of the Jacobi matrix for orthogonal polynomials is that there is no way to symmetrize H and that H therefore is essentially nonsymmetric. We can therefore not use the spectral theorem for selfadjoint operators. Furthermore, there is not a cyclic vector, but one needs to work with a cyclic set, which can be taken as {e 0 , e 1 , . . . , e r−1 }. If all the recurrence coefficients are bounded then H is a bounded operator and
A possible way to do the spectral analysis is to work with the resolvent (zI − H) −1 and the resolvent functions
If one looks for the Hermite-Padé approximation (type II) for the vector (f 1 , f 2 , . . . , f r ), i.e., the rational approximation with common denominator p n,0 of degree | n| and numerators (p n,1 , p n,2 , . . . , p n,r ) for which
then this common denominator is precisely the multiple orthogonal polynomial p n that we are interested in. The connection between the limit behaviour of the zeros of multiple orthogonal polynomials and the spectrum of the operator H is not as strong as in the case of Jacobi operators. For Jacobi operators in the class M(a, b) the limit set of the zeros coincides with the spectrum of the operator. For r > 1 this is no longer true, as can be seen by the following extension of the class M(a, b). Suppose we take r = 2 and that we examine the multiple orthogonal polynomials for which the recurrence coefficients have the following asymptotic behaviour
This class is not empty since the Jacobi-Pineiro polynomials belong to it for a = 4/27. If we consider the constant Hessenberg operator 17) then H − H 0 will be a compact operator so that the essential spectrum of H and H 0 is the same. The spectrum of H 0 has been studied before, since H 0 is a Toeplitz matrix associated with a Laurent polynomial (see, e.g., Schmidt and Spitzer [23] and Hirschman [8] ). Without loss of generality we take a = 1, then the corresponding Laurent polynomial is g(w) = w + 3 + 3/w + 1/w 2 = w(1 + 1/w) 3 . Consider the sets S t = {g(w) : |w| = t} and the sets S + t consisting of the interior and the boundary of S t , then for t large the curves S t look like circles and are analytic. As t decreases these curves will schrink until t = 2 in which case the curve has a cusp at the real point 27/4. If t decreases, then the curve S t has a double point on the interval [0, 27/4] and this double point takes any value on the interval (0, 27/4) starting from 27/4 for t = 2− and ending at 0 for t = 1+. The winding number of the curve S t is one for each point in the interior of S + t . For t = 1 the curve S 1 has an inward cusp at 0 and for 0 < t < 1 the curves S t have a double point to the left of 0. The winding number of the curve S t is one or two for each point in the interior of S + t . The spectrum σ(H 0 ) is precisely S + 1 (the shaded area in Figure 1 ). On the other hand, the set of limit points of eigenvalues λ j,n (1 ≤ j ≤ n) of the truncated n × n matrices obtained from H n , i.e., the set B = {λ j,n : 1 ≤ j ≤ n, n ∈ N} is a strict subset of σ(H 0 ) and is given by t>0 S + t , which turns out to be the interval [0, 27/4]. Another description of the set B is to look at the zeros of z
There are three zeros z 1 (λ), z 2 (λ), z 3 (λ) and we order them so that |z 1 (λ)| ≤ |z 2 (λ)| ≤ |z 3 (λ)|. These zeros can be found explicitly using Cardano's formula. Then the set B is also equal to the set {λ : |z 2 (λ)| = |z 3 (λ)|}. In order to determine the supports of the orthogonalizing measures (µ 1 , µ 2 ), the set B seems to be more relevant than the spectrum of the operator.
The asymptotic distribution of the zeros of multiple orthogonal polynomials P n for which the recurrence coefficients satisfy (2.16) with a = 4/27 is given by
This limiting measure appeared earlier in [14] . Observe that the density has a stronger singularity at 0 than at 1 so that the zeros are shifted towards 0 as compared to the zero distribution in the class M(1/4, 1/2) which also lives on [0, 1]. If we take the balayage of this measure to the boundary S t for t > 0, then this balayage measure is the equilibrium measure for the set S + t . So even though the limit distribution is supported on B = [0, 1], it is still characterized as an equilibrium measure for the spectrum S 
Application: Bogoyavlenskii lattice
Consider the higher order chain of differential equations for the Bogoyavlenskii lattice [5] [6]ȧ n = a n r j=1 a n−j − r j=1 a n+j , n ≥ 1, (2.18) with a 0 ≡ 0 and initial data a n (0), n ≥ 1. If the initial data is such that a n (0) > 0 then one can find the solution of this dynamical system by using banded Hessenberg operators for multiple orthogonal polynomials, much as for the Toda lattice and the Langmuir lattice [21] [24] [3] [4] . Indeed, start with the Hessenberg operator for the initial data by putting them on the rth subdiagonal under the main diagonal, with r zero diagonals up to the subdiagonal just above the main diagonal which contains ones: We will now apply the dynamics and consider the measures dµ j,t (x) = e −x r+1 t dµ j,0 (x), j = 1, 2, . . . , r, then the system (µ 1,t , µ 2,t , . . . , µ r,t ) lives again on the (r + 1)-star Γ r and these measures are again invariant under the rotation over an angle 2π/(r + 1), thanks to the presence of x r+1 in the exponential function. Let p n (x; t) be the multiple orthogonal polynomials for these new measures, then the polynomials P n (x; t) satisfy a recurrence relation (2.11) for which all the recurrence coefficients, except for the last one, are identically zero. Hence the Hessenberg operator is of the form 
and the a n (t) on the lower diagonal are the solution of the differential equations (2.18).
Observe that the case r = 1, corresponds to the Langmuir lattice if we replace a n by a 2 n .
