The recent epidemiologic and clinical literature is filled with studies evaluating statistical models for predicting disease or some other adverse event. Risk stratification tables are a new way to evaluate the benefit of adding a new risk marker to a risk prediction model that includes an established set of markers. This approach involves cross-tabulating risk predictions from models with and without the new marker. In this article, the authors use examples to show how risk stratification tables can be used to compare 3 important measures of model performance between the models with and those without the new marker: the extent to which the risks calculated from the models reflect the actual fraction of persons in the population with events (calibration); the proportions in which the population is stratified into clinically relevant risk categories (stratification capacity); and the extent to which participants with events are assigned to high-risk categories and those without events are assigned to low-risk categories (classification accuracy). They detail common misinterpretations and misuses of the risk stratification method and conclude that the information that can be extracted from risk stratification tables is an enormous improvement over commonly reported measures of risk prediction model performance (for example, c-statistics and Hosmer-Lemeshow tests) because it describes the value of the models for guiding medical decisions. T he recent epidemiologic and clinical literature is filled with studies evaluating statistical models that predict risk for disease or some other adverse event (1-5). Because risk prediction models are intended to help patients and clinicians make decisions, evaluation of these models requires methods that differ from those used to assess models describing disease etiology. This is because the characteristics of the models are less important than their value for guiding decisions.
T
he recent epidemiologic and clinical literature is filled with studies evaluating statistical models that predict risk for disease or some other adverse event (1) (2) (3) (4) (5) . Because risk prediction models are intended to help patients and clinicians make decisions, evaluation of these models requires methods that differ from those used to assess models describing disease etiology. This is because the characteristics of the models are less important than their value for guiding decisions.
Cook and colleagues (1, 6) recently proposed a new approach to evaluate risk prediction models: a risk stratification table. This methodology appropriately focuses on the key purpose of a risk prediction model, which is to classify individuals into clinically relevant risk categories, and it has therefore been widely adopted in the literature (2) (3) (4) . We examine the risk stratification approach in detail in this article, identifying the relevant information that can be abstracted from a risk stratification table and cautioning against misuses of the method that frequently occur in practice. We use a recently published study of a breast cancer risk prediction model by Tice and colleagues (2) to illustrate the concepts.
BACKGROUND
A risk prediction marker is any measure that is used to predict a person's risk for an event. It may be a quantitative measure, such as high-density lipoprotein cholesterol level, or a qualitative measure, such as family history of disease. Risk predictors are also risk factors, in the sense that they will necessarily be strongly associated with the risk for disease. But a large, significant association does not assure that the marker has value in predicting risk for many people.
A risk prediction model is a statistical model that combines information from several markers. Common types include logistic regression models, Cox proportional hazard models, and classification trees. Each type of model produces a predicted risk for each person by using information in the model. Consider, for example, a model predicting breast cancer risk that includes age as the only predictor. The resulting risk prediction for a woman of a given age is simply the proportion of women her age who develop breast cancer. The woman's predicted risk will change if more information is included in the model. For instance, if family history information is added, her predicted risk will be the proportion of women her age and with her family history who develop breast cancer.
The purpose of a risk prediction model is to accurately stratify individuals into clinically relevant risk categories. This risk information can be used to guide clinical or policy decisions, for example, about preventive interventions for persons or disease screening for subpopulations identified as high risk, or to select persons for inclusion in clinical trials. The value of a risk prediction model for guiding these kinds of decisions can be judged by the extent to which the risk calculated from the model reflects the fraction of persons in the population with actual events (its calibration); the proportions in which the population is stratified into clinically relevant risk categories (its stratification capacity); and the extent to which participants with events are assigned to high-risk categories and those without events are assigned to low-risk categories (its classification accuracy).
Risk prediction models are commonly evaluated by using the receiver-operating characteristic (ROC) curve (4, 7), which is a standard tool for evaluating the discriminatory accuracy of diagnostic or screening markers. This curve shows the true-positive rate plotted against the falsepositive rate for rules that classify persons by using risk thresholds that vary over all possible values. Receiver-operating characteristic curves are generally not helpful for evaluating risk prediction models because they do not provide information about the actual risks that the models predict or about the proportion of participants who have high or low risk values. Moreover, when comparing ROC curves for 2 risk prediction models, the models are aligned according to their false-positive rates (that is, different risk thresholds are applied to the 2 models to achieve the same false-positive rate). This is clearly inappropriate. In addition, the area under the ROC curve or c-statistic, a commonly reported summary measure that can be interpreted as the probability that the predicted risk for a participant with an event is higher than that for a participant without an event, has little direct clinical relevance. Clinicians are never asked to compare risks for a pair of patients-one who will eventually have the event and one who will not.
Neither the ROC curve nor the c-statistic relates to the practical task of predicting risks for clinical decision making.
Cook and colleagues (1, 6) propose using risk stratification tables to evaluate the incremental value of a new marker, or the benefit of adding a new marker (for example, C-reactive protein), to an established set of risk predictors (for example, Framingham risk predictors, such as age, diabetes, cholesterol level, smoking, and low-density lipoprotein cholesterol levels). In these stratification tables, risks calculated from models with and without the new marker are cross-tabulated. This approach represents a substantial improvement over the use of ROC methodology because it displays the risks calculated by use of the model and the proportions of individuals in the population who are stratified into the risk groups. We will provide an example of this approach and show how information about model calibration, stratification capacity, and classification accuracy can be derived from a risk stratification table and used to assess the added value of a marker for clinical and health care policy decisions.
EXAMPLE
Tice and colleagues (2) published a study that builds and evaluates a model for predicting breast cancer risk by using data from 1 095 484 women in a prospective cohort and incidence data from the Surveillance, Epidemiology, and End Results database. Age, race or ethnicity, family history, and history of breast biopsy were used to model risk with a Cox proportional hazard model. The study focused on the benefit of adding breast density information to the model. The hazard ratio for breast density in the multivariate model (extremely dense vs. almost entirely fat) was estimated as 4.2 for women younger than age 65 years and 2.2 for women age 65 years or older. This suggests that breast density is strongly associated with disease risk-that is, that breast cancer rates are higher among women with higher breast density. However, it does not describe the value of breast density for helping women make informed clinical decisions, which requires knowledge of the frequency distribution of breast density in the population.
To evaluate the added value of breast density, Tice and colleagues defined 5-year breast cancer risk categories as low (Ͻ1%), low to intermediate (1% to 1.66%), intermediate to high (1.67% to 2.5%), and high (Ͼ2.5% 
Calibration
Assessing model calibration is an important first step in evaluating any risk prediction model. Good calibration
Key Summary Points
Risk prediction models are statistical models used to predict the probability of an outcome on the basis of the values of 1 or more risk factors (markers).
The accuracy of the model's predictions is typically summarized with statistics that describe the model's discrimination and calibration.
Risk stratification tables are a more informative way to assess and compare the models.
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That illustration allows users to assess 3 key measures of the models' value for guiding medical decisions: the models' calibration, ability to stratify people into clinically relevant risk categories, and accuracy at classifying patients into higher-and lower-risk categories. This information is contained in the margins of the risk stratification table rather than in its cells.
The tables should only be used to compare risk prediction models when one of the models contains all of the markers that are contained in the other (nested models); they should not be used to compare models with different sets of markers (nonnested models).
The table predictions require corrections when case-control data are used. is essential; it means that the model-predicted probability of an event for a person with specified predictor values is the same as or very close to the proportion of all persons in the population with those same predictor values who experience the event (10) . With many predictors, and especially with continuous predictors, we cannot evaluate calibration at each possible predictor value because there are too few participants with exactly those values. Instead, the standard approach is to place persons within categories of predicted risk and to compare the category values with the observed event rates for participants in each category.
The calibration of the risk prediction models for breast cancer can be assessed by comparing the proportions of events in the margins of Table 1 with the corresponding row and column labels. For the model without breast density, the proportions of observed events within each risk category are in the far-right "Total" column and they generally agree with the row labels. That is, the proportion of observed events within the risk category of 0% to less than 1% is 0.7%, which falls within the range of the risk category; the same is true for the risk category of 1% to 1.66% (proportion of events, 1.3%), 1.67% to 2.5% (proportion of events, 1.8%), and greater than 2.5% (proportion of events, 2.9%). Thus, the model without breast density seems to be well calibrated. Similarly, when participants are categorized according to their risk as calculated by the model that includes breast density, the proportion of events in each category falls within the range of risk in the column label (for example, for the risk category of 0% to Ͻ1%, the proportion of events is 0.7%; for 1% to 1.66%, the proportion is 1.3%). Therefore, the model with breast density is also well calibrated.
The Hosmer-Lemeshow test (11), a common test of model calibration, is based on this notion. The test sums the squared differences between observed event rates in the row (or column) margins and average predicted risks for people in each category, typically using 10 categories. Low P values (for example, P Ͻ 0.05) indicate that observed and predicted risks are significantly different, implying poor calibration. We find the display of event rates in the margins of Table 1 to be a useful adjunct to the P value from the Hosmer-Lemeshow test because it makes the calibration assessment more concrete.
Event rates in the inner cells of the risk stratification table do not provide useful information about calibration, despite suggestions to the contrary (12, 13) . Consider, for example, the cells in the second row of Table 1 labeled "1% to 1.66%," in which the proportion of events ranges from 0.8% in the "0% to Ͻ1%" column to 3.1% in the "Ͼ2.5%" column. All but 1 of these event rates fall outside the range of risk in the row labels. Remember that participants are selected into each cell on the basis of breast Table 6 of Tice and colleagues (2).
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Assessing the Value of Risk Predictions density, as well as other baseline factors. For example, the 1025 women in the last cell of the row (i.e., in the "Ͼ2.5%" column) presumably have higher breast density values than those in the row as a whole (n ϭ 201 927). However, the model that does not include breast density is not designed to capture the higher risk (3.1%) in this subgroup because breast density is not included in the model. The model without breast density is still well calibrated, however, because of the good agreement between the row label (1% to 1.66%) and the event rate in the margin (1.3%). Nevertheless, the event rates in the inner cells of the risk stratification table are informative in one respect. Event rates in the second row of Table 1 increase from left to right, suggesting that risk increases with breast density. However, the standard and more straightforward way to express this gradient of risk is to use the coefficient of breast density in the risk prediction model that includes breast density and baseline predictors. This coefficient can be transformed into a commonly used measure of association, such as an odds ratio or a hazard ratio. As noted, Tice and colleagues (2) provided a measure of risk gradient when they reported hazard ratios for breast density that adjusted for baseline risk factors, estimating that, among women younger than age 65 years, the rate of breast cancer is 4.2 times higher for women with breasts that are extremely dense than for those whose breasts are almost entirely fat, whereas for women age 65 years or older, the rate is 2.2 times higher.
Risk-Stratification Capacity
Having established that a model can reliably be used to calculate the chance of an event (that is, it is well calibrated), it is appropriate to consider the model's value in terms of its capacity to stratify the population into clinically relevant risk categories. After all, it is possible to have a perfectly calibrated model that, if based on relatively uninformative markers, will predict risks close to the average for all participants and be useless for clinical decision making.
A model's capacity for risk stratification can be described by the proportions in which the population is allocated into clinically relevant risk categories. A better model places more participants at the extremes of the risk distribution, in which there are clear implications for future actions. A perfect model would assign the entire population to the very highest or very lowest risk categories and leave no one in the middle categories, in which there are still uncertainties about the appropriate course of action. A useless model resulting from uninformative markers would assign the same risk to the entire population, that value being the overall event rate or prevalence.
The capacity for risk stratification of the model without breast density can be calculated from numbers in the final column of Table 1 . We see that it puts 34% of women (215 402 of 629 299) at lowest risk (0% to Ͻ1% row); 10% of women (63 105 of 629 229) at highest risk (Ͼ2.5% row); and 56% in the 2 middle categories. The corresponding values for the model with breast density can be calculated from the table's bottom row. This model puts 40% of women (249 959 of 629 229) at lowest risk (0% to Ͻ1% column); 11% of women (68 744 of 629 229) at highest risk (Ͼ2.5% column); and 49% in the middle categories. Therefore, adding breast density to the model has a small benefit in terms of moving an additional 7% of people to the most determinant highest and lowest risk categories. The value of this movement, and any further value of adding breast density, depends on the cost of ascertaining breast density (which is presumably small because it is routinely assessed with standard mammography [2] ), and the benefits of moving individuals to the highest and lowest risk categories.
Once again, the risk stratification table must be interpreted carefully. It may be tempting to focus on movements of persons between risk categories, but the cells in the table cannot be interpreted in isolation (14) . For example, in Table 1 , the fact that adding breast density to the model moves 23 267 participants from the 1.67% to 2.5% risk category to the highest-risk category must be paired with the fact that 15 891 of those at highest risk are moved down a risk group. The net changes in risk category allocation are of most interest (15) and are displayed in the margins rather than in the cells of the table.
Classification Accuracy
The third perspective from which to evaluate a risk prediction model is its classification accuracy. High-and low-risk designations based on the model are typically associated with medical decisions about interventions. Table  2 shows the possible risk assignments separately for participants who do and those who do not have events. The benefit of measuring the marker in the population can be characterized by 2 proportions: the proportion of participants with subsequent events who are identified as high risk and the proportion of participants without events who are identified as low risk. The former group can potentially receive an intervention that may prevent their events, whereas the latter can avoid unnecessary interventions. The cost of measuring the marker can also be characterized by 2 proportions, the proportion of participants without subsequent events who are classified as high risk and the proportion of participants with events who are identified as low risk. The former group may be subjected to unnecessary medical interventions and burden the medical system, whereas the latter group will not receive the interventions they need. Because the proportions for any given group (events or nonevents) sum to 1, the benefit and cost can be summarized by just 2 numbers. The benefit is represented by the proportion of participants with subsequent events who are classified as high risk according to the model (16) . This is simply the true-positive rate or sensitivity associated with classifying in terms of the high-risk threshold. The cost is represented by the proportion of participants without subsequent events who are designated as high risk; this is the false-positive rate or 1 minus specificity (16) . We stress, however, that these differ from the true-and falsepositive rates that make up the ROC curve because they use a specific, clinically meaningful threshold for high risk. Public health practitioners use information about true-and false-positive rates to determine the value of the model for guiding decisions in clinical practice. Clinicians and patients may also find this information helpful when deciding whether to measure the markers (or have them measured).
The true-and false-positive rates for the breast cancer risk prediction models can be estimated by using information displayed in the margins of the event and nonevent rows of the risk stratification table. From Table 1 , we calculate that by using the model with breast density and a high-risk threshold of 1.67%, 53% of participants ([2513 ϩ 2120])/8784 ϫ 100) who develop breast cancer within 5 years are identified as high risk. These individuals can presumably benefit from additional screening and chemoprevention with tamoxifen or raloxifene (2). However, this benefit comes at a cost of falsely identifying 30% of participants ([121 907 ϩ 66 624])/620 445 ϫ 100) who remain free of breast cancer as high risk. These participants may be needlessly sent for additional screening and perhaps even be given unnecessary medications, causing undue stress and burden to the medical system. The performance of the model when considered in this light depends on the relative importance one places on these benefits and costs.
MISUSES OF THE RISK STRATIFICATION METHOD
We next caution against 2 misuses of the risk stratification method.
Risk Stratification Tables for Head-to-Head Model Comparisons
Risk stratification tables were originally proposed for evaluating the value of adding a new marker to a set of baseline predictors, but they have recently been applied to head-to-head comparisons of risk models (2) (3) (4) . That is, instead of cross-tabulating risk stratifications of 2 models, in which 1 includes baseline predictor variables and the other includes baseline predictor variables plus the new marker (nested models), risk stratification tables have been used to contrast models that include entirely different sets of markers or predictors (nonnested models).
We caution against this practice. Cross-tabulation of nonnested models gives information only about the extent of correlation between the risks calculated from the 2 models. Large amounts of reclassification suggest low correlation, and low amounts suggest high correlation. However, correlation provides no information about differences in model performance. Table 3 compares 2 nonnested logistic regression models for predicting cardiovascular disease risk, one including systolic blood pressure only and the other including total cholesterol level only, on the basis of simulated data. The 2 markers have been simulated to be normally distributed with the same mean and variance, so they have the same performance.
When the markers are simulated to be uncorrelated (Table 3A) , the model with systolic blood pressure reclassifies a substantial proportion (69%) of participants compared with the model with total cholesterol level. In contrast, when the markers are simulated to be highly correlated (Table 3B) , there is relatively little overall reclassification (24%). Therefore, the amount of reclassification does not represent differences in model performance, remembering that the markers are simulated to have the same performance. The large amount of reclassification in Table 3A , which reflects the low correlation between the markers, suggests that the information in the 2 models might be usefully combined to predict risk. However, a more informative way to evaluate this combination would be to compare the composite model, including both systolic blood pressure and total cholesterol level, with each of the individual models, as shown in Table 4 . This is the original nested model setting.
A second problem with using risk stratification tables to evaluate nonnested risk prediction models is that the proportion of events displayed in the table's inner cells may be misleading. Because the cells contain participants selected on the basis of factors in both models, there is no reason to expect that the proportion of events in any cell will fall within the ranges in either the row or column labels. Instead, as before, calibration can be evaluated by observing whether the proportion of events in the table margins (the "Total" column or row) falls within the risk ranges in the corresponding labels. Cell event rates that fall outside of these ranges give some information about the value of combining systolic blood pressure and total cholesterol levels into a single model, but again, a more informative way to assess the combination of markers is by using nested models, such as Table 4 .
Risk Stratification with Case-Control Data
Risk stratification tables have also been used to evaluate risk prediction models fit by using case-control data (4). It is well known that absolute risk estimates from casecontrol samples are biased, as the risk for an event is artificially fixed in the data by choosing the number of case patients and control participants in the design (17-19). Table 4 and compare the performance of 2 logistic regression models for cardiovascular disease, one with total cholesterol level only and the other with systolic blood pressure and total cholesterol level. Table 5A uses data randomly sampled from the population with an event rate of 10%. Table 5B uses data sampled under a case-control design with a 1:1 case-control ratio or an event rate of 50%. The risks estimated by using the case-control data are higher than those in the population sample; the population is shifted to higher risk categories in Table 5B compared with Table 5A . This is to be expected, because the event rate is much higher in the case-control sample. The risks estimated from the case-control data are not representative of risks in the general population. Nor is classification accuracy in the case-control data set representative of that in the general population. For example, by using a risk threshold of 15%, the model with systolic blood pressure and total cholesterol level detects 97.4% of events (the true-positive rate) and 70.2% of nonevents (the false-positive rate); this is in contrast with the same risk threshold detecting 65.2% of events and 15.0% of nonevents in the general population. The difference is due to the artificially high risks in the case-control sample.
When logistic regression is used for risk modeling, as in this example, the intercept of the model can be adjusted to correct for the bias in the risk estimates due to casecontrol sampling (17) (Appendix, available at www.annals .org). Table 5C shows the results of this correction. The distributions of risk among participants with and without events are now very similar to those observed in the population shown in Table 5A . Among participants with events, the correct population proportions are in each risk category. The same is true for participants without events. In other words, the true-and false-positive rates are correctly estimating the population true-and false-positive rates shown in Table 5A .
However, even with the correction to the model-predicted risks, the model's capacity to stratify the population into clinically relevant risk categories in the case-control sample is not representative of its capacity to do so in the general population. In Table 5C , the proportions of participants in the various risk categories are very different 
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from the sample in part A. This is because there are more events in the case-control sample than in the general population. The distribution of risk can be corrected for the case-control sampling by calculating the distribution of risk separately for participants with and without events and combining these estimates by using the event rate in the population (20) , as shown in the Appendix (available at www.annals.org). By using this approach with the casecontrol data of Table 5C , we calculate that the model with total cholesterol level classifies 37.1%, 28.0%, 14.3%, and 20.6% of participants into each of the 4 risk categories, whereas for the model with total cholesterol level, the values are 52.3%, 18.5%, 9.2%, and 20.1%. Both sets of values agree closely with those estimated by using the population sample, shown in Table 5A . When participants with and without events are matched with respect to factors known to predict risk, the risk estimates and distribution of risk need to be corrected in a more complex fashion (21) .
These strategies can be used for case-control data to evaluate 2 of the criteria pertaining to model performance: capacity for risk stratification and classification accuracy. For the third criterion, calibration, the Hosmer-Lemeshow test is a valid test of model calibration even with casecontrol data. If a model is well calibrated in the casecontrol sample, it is well calibrated in the population.
ADDITIONAL ISSUES IN EVALUATING RISK PREDICTION MODELS
In some applications, one might want to measure a new marker only in a subpopulation. The value of the marker for this subgroup can be evaluated by restricting the summaries we have described to the subpopulation of interest. One subpopulation of interest may be those at a specified risk according to the baseline model. Our simulated example (Table 4) shows that systolic blood pressure may be useful in predicting cardiovascular disease risk among those at 10% to 15% risk according to total cholesterol level alone, as it puts 1947 of 7057 (28%) of these participants in the highest risk category and 2082 of 7057 (30%) in the lowest risk category. Cook and colleagues (1) used this approach to evaluate the added benefit of C-reactive protein level for predicting cardiovascular disease risk. Focusing on the middle rows of the risk stratification table, they concluded that C-reactive protein level may be useful in subpopulations at intermediate risk according to standard predictors (12% of the population). However, the margins of the table indicated no major benefit for the population as a whole.
Careful thought should be put into choosing thresholds for defining risk categories. One approach is to specify benefits (and costs) associated with high-risk designations for participants destined to have (or not to have) an event. A standard result from decision theory shows that, given specified cost (C) and benefit (B) values, the optimal threshold (that is, the one for which the expected benefit is above 0) is 1/(1 ϩ B/C) (22, 23) . Presumably this kind of reasoning underlies the choice of thresholds in practice. For example, in the breast cancer setting, solving 1/(1 ϩ B/C) ϭ 0.0167 yields a benefit-to-cost ratio of 59. Put another way, the working risk threshold of 1.67% for initiating preventive treatment of breast cancer corresponds with the assumption that the benefit of correctly identifying a woman who develops breast cancer is 59 times greater Table 3A , in which the 2 markers are uncorrelated. One risk prediction model includes total cholesterol level only, whereas the other model includes both SBP and total cholesterol level.
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Assessing the Value of Risk Predictions than the cost of falsely designating as high risk a woman who will not develop breast cancer. Viewing the thresholds in this manner may be helpful in some contexts. We note that predictiveness curves avoid the issue of choosing thresholds entirely; the same information contained in the margins of the risk stratification table is shown for all possible thresholds (16, 24) .
It is important that uncertainty in the estimates of model performance be acknowledged. This means reporting CIs for all parameters, including the proportions of participants stratified into each risk category, overall and separately for participants with and without events. There are 2 sources of uncertainty: uncertainty in the predicted risks due to estimating the coefficients in the risk predic- FPR ϭ false-positive result; SBP ϭ systolic blood pressure; TPR ϭ true-positive result. * One risk prediction model includes total cholesterol level only, whereas the other model includes both SBP and total cholesterol level. Part A shows the same data as in Table 4 . This is a random sample from the population; the event rate is 10%. In part B, a case-control sample is drawn from the population; the sample event rate is 50%. In part C, the estimated risks from the case-control data are corrected for the case-control sampling. † TPR is the number of events in this category and higher risk categories divided by total number of events. ‡ FPR is the number of nonevents in this category and higher risk categories divided by total number of nonevents.
tion model, and variability in the distribution of the predictors in the population. With small sample sizes or in subpopulations with small sample sizes, uncertainty can be substantial. We recommend bootstrapping both the model fit and model evaluation to capture both sources of variability in the CIs (10) . Using the data from 20 .6%) for the model with systolic blood pressure and total cholesterol level. The CIs around the true-and falsepositive rates are similarly narrow in this large data set. Finally, we note that the same data should not be used to fit and evaluate the risk prediction model. To avoid overoptimism associated with fitting and evaluating the model on the same data, a training and test data split or internal cross-validation should be used (10) . The model may also perform differently in another population because of different risk (that is, different model coefficients) or because of different distribution of the model's predictors (25) (26) (27) .
CONCLUSION
When used appropriately, a risk stratification table can be used to gauge the value of adding a marker to a risk prediction model. The key attributes of a model are its calibration, its capacity to stratify the population into clinically relevant risk categories, and its classification accuracy, all of which can be extracted from the margins of the risk stratification table. These summaries represent an enormous improvement over the commonly reported c-statistic and Hosmer-Lemeshow test, because they describe the risks that are estimated by the model, the reliability of these risks, the distribution of the risks in the population, and the benefit and cost of classifying individuals using clinically relevant risk thresholds. These are key elements for understanding the value of the model for guiding medical decisions. 
