1. The question to be investigated here can be formulated as follows: Let Ω be an open set in C n and let G be a measurable subset of Ω. Let A be some space of analytic functions on Ω and E some space of functions on G such that /(^ G E for all / G A. The question: when will {/| G :/Eyί}bea closed subspace of EΊ Here the investigation will be limited to L p norms. Let Ω be as above and let w be a non-negative measurable function on Ω. Let dV denote the 2«-dimensional volume measure onC". For p > 0, define (1) is a Hubert space with a reproducing kernel. That is, there is a function 2? Ω (z, ζ) on Ω X Ω such that
The function B Q is called the Bergman kernel. The subscript will be omitted when clarity will not suffer so B a becomes B. So that certain results are not vacuous, it will always be assumed that Ω is such that A 2 contains sufficiently many functions. Specifically, I shall work in the setting set forth in Coifman and Rochberg [3] . Actually, I shall only need three properties of Ω beyond the existence of non-trivial elements in A 2 . The first of these is that Ω is homogeneous. This means the automorphism group of Ω is transitive, i.e. that for any z l9 z 2 G Ω there is a biholomorphic map Q of Ω onto Ω such that Q(z x ) = z 2 . The other two properties of Ω that are needed require the introduction of the Bergman distance function d (z, ζ) . This distance is invariant under biholomorphic automorphisms of Ω and on compact subsets of Ω it is equivalent to the Euclidean distance. The definition of d and B and further properties can be found in books by Bailey [1] and Kobayashi [4] .
The second property Ω is to have is that d(z 0 , ξ) -> + oo as ζ tends to any boundary point of Ω (including oo), where z Q G Ω. Note that this property is preserved under biholomorphic maps because the Bergman distance is preserved. The third property needed is that there exist positive constants η and C such that
Notice that if there exists such a C for some η then there exists one for any η.
All of these properties are satisfied by balls and half-planes. The last property is satisfied by a class of domains called "symmetric Siegel domains of type two". This is an easy consequence of Lemma 2.3 in [3] .
The major result of this paper is the following sufficient condition for the closure of the range of a restriction operator on certain weighted Bergman spaces. Here | | denotes 2«-dimensional volume and S(a, r) = {z GΩ: d(a, z)<r).
n be a domain with the following properties (i) Ω is homogeneous
(iii) There exist η, C >0 such that B(z, z) < CB(ζ,ζ) As a consequence the restriction map R:
This result was proved in [5] for the case where D is the unit disk in C. Two of the lemmas needed for that proof go through for the present case with little change. The third requires technical adjustments but its spirit is the same. The proof of the above theorem is the subject of §2, where a converse will also be presented under additional assumptions. Section 3 will deal with sufficient conditions that the restriction of functions in A p (w) to a sequence in Ω defines an operator with closed range in a certain sequence space. This will use techniques from §2. Other restriction operators will be briefly considered.
In §4, the case p = oo will be discussed for comparison. In addition an example will be presented which shows that the phrase "/ E A p (w)" in (1) cannot be omitted. That is, there is an example of a function, /, holomorphic in Ω such that j Ω \f\ p wdV = + oo but j G \f\ p wdV< + oo for a certain G satisfying the hypotheses of the theorem. Thus the finiteness of the right-hand side of (1) does not imply the left-hand side is finite, but if it is finite then the inequality is valid.
2. The proof takes three lemmas, the first of which does not depend on the analyticity of the functions in question and is used only in the proof of the second and in §3. Constants are denoted by C which may indicate a different constant from one occurrence to the next. Subscripts serve merely to indicate the difference between nearby occurrences and, for example, C λ in Lemma 1 need not equal C λ in Lemma 2. 
Proof. For a E: A ε
Multiply by w(a) and integrate over A ε . Then apply Fubini's theorem to the right-hand side. This gives
f\f(a)fw(z)dV(a) \ dV(z).

Observe that X S{a r) (z) = X S(2r) (a) and that w(a) < Cw(z) for some C > 0 provided a G S(z, r). This yields
It must be shown that the expression in brackets is bounded independent ofz.
Let b E Ω be fixed. The invariance property of the Bergman kernel gives where Q is any automorphism of Ω. Now, Let b again be a fixed point in Ω (the same one as in Lemma 1) and observe that
Thus, with g=f°Q
Without loss of generality, we suppose the integral on the right equals one. Let K be a compact Euclidean ball in S(b, r) centered at B. Then I grad g I< C 10 , where C 10 depends only on K and S(b, r). Thus provided | z -b |< (εC 9 ) 1/ V2C 10 . On the ball about b of radius (εC 9 ) 1/ V(2C 10 )wehave where the symbol ~ means the quantities have ratio bounded above and below, independent of / and a E Ω. Now the right-hand side is equal to the same expression with b replacing a and £ λ (/° β, b) replacing E λ (a), where Q is an automorphism taking b to a. Similarly
B λ f(a)~B λ (f°Q)(b).
So the general inequality follows from the one for a = b. D These lemmas are now put together exactly as in [5] to obtain the proof of the theorem. Choose the ε in Lemma 2 so that εC < 1/2. Then, for this choice of ε. The argument used in Lemma 1 shows that the integral in brackets has a bound independent of z and the result has been proved. D
\ffwdV<l( \ffwdV.
The converse of the theorem (i.e. that (1) implies there exists r > 0 such that L r holds) requires some means of constructing a function in A p (w) which has appropriate behavior on S(a, r). Suppose, for example, that Ω has finite volume and that w(z) = B (z, z) a is integrable on Ω, then r > 0 can be chosen so that Changing variables z -» Q(z) in (4) gives
Combining (4), (5) and (6) gives
The integral on the left is dominated by Since the S(z k9 γ/2) are disjoint,
Thus, the restriction map/ -»f\ F takes ^( w) into L P (F, μ) where μ is the measure on F that assigns to z k the mass B (z k9 z k ) a~~ι . (This can be found in the paper by Rochberg [6] .)
There are two possibilities. Either the restriction map is one-to-one or it is not. In the former case, it will have closed range if and only if
for some constant C. Referring to Lemma 1, let ε be chosen so that εC < 1 giving
As we saw in Lemma 2, this means there is a set containing a with volume proportional to ε 
S(a k ,r)
Sum over M and define G : = U^e Λ/ 5(fl λ , r).
If G satisfies the condition in the main theorem then (7) will be satisfied. Unfortunately the set A ε varies with / and the above argument does not lead to a condition on {z k } alone. This can, however, be rectified. (8) is obtained. This follows from some arguments in [3] . However, {z k } need not be a β-net to obtain (8).
Proof. Let C x denote the constant in Theorem 1 for the present G and let C 2 denote the constant in Lemma 1. Choose ε so that εC 2 < \/2C λ . Then and f \f\ P wdV>^rί\f\ P wdV.
The argument preceding the theorem can be applied. It has to be shown that each a E G\A ε satisfies z k E K a for some k. This will be the case if β is chosen so that S(a, β) C K a . To see that this can be done, note that This shows that {z^,} can be very far from being a /?-net. The {z^} can occur in "clumps" which are arbitrarily far apart (i.e. r > 0 is arbitrary) as long as the clumps have sufficiently many points.
Take nth roots and let n -> oo to get 11/11^ < WRfW^-Thus {z^} is a dominating set in the terminology of Rubel and Shields [7] . Brown, Shields and Zeller [2] showed {z k } is dominating if and only if almost every point of I z I = 1 is a non-tangential limit of some subsequence of {z k }. This gives the following solution for H°°.
PROPOSITION. (Brown, Shields, Zeller.) Thus, Theorem 1 is valid with (9) replacing L r in any domain biholomorphic to a domain satisfying the hypotheses of the theorem. In case p φ 2 and α^l the validity of this argument depends on the existence of certain analytic powers of det Q'. Thus, domains equivalent to a ball or a half-plane satisfy the Theorem (and its converse) with (9) replacing L r . If Ω is a product of domains for which the hypotheses (i)-(iii) hold then Theorem 1 holds in Ω provided S(a, r) is replaced by the product of Bergman balls in the component domains. Thus, the result in [5] is valid in the polydisk.
Finally, one wonders how important the hypotheses on Ω are. In particular, does (L Γ ) =>(1) hold in, say, a smoothly bounded domain of holomorphy (non-homogeneous)? Also just when is hypothesis (iii) valid?
Added in proof. It has been pointed out to me that hypotheses (ii) and (iii) of Theorem 1 follow from (i) when Ω is bounded.
