Several models have suggested that information transmission in the basal ganglia (BG) involves gating mechanisms, where neuronal activity modulates the extent of gate aperture and its duration. Here, we demonstrate that BG response duration is informative about a highly abstract stimulus feature, and show that the duration of 'gate opening' can indeed be used for information transmission through the BG. We analyzed recordings from three BG locations: the external part of the globus pallidus (GPe), the substantia nigra pars reticulata (SNr), and dopaminergic neurons from the substantia nigra pars compacta (SNc) during performance of a probabilistic visuo-motor task. Most (>85%) of the neurons showed significant rate modulation following the appearance of cues predicting future reward. Trial to Trial mutual information analysis revealed that response duration encoded reward prospects in many (42%) of the responsive SNr neurons, as well as in the SNc (26.9%), and the GPe (29.3%). While the low-frequency discharge SNc neurons only responded with an increase in firing rate, SNr and GPe neurons with high-frequency tonic discharge responded with both increases and decreases. Conversely, many duration-informative neurons in SNr (68%) and GPe (50%) responded with a decreased rather than an increased rate. The response duration was more informative than the extreme (minimal or maximal) amplitude or spike count in responsive bins of duration-informative neurons. Thus, response duration is not simply correlated with the discharge rate and can provide additional information to the target structures of the BG.
Introduction
One of the most important questions in neuroscience is how neuronal activity represents different aspects of the world (Bialek et al. 1991; Averbeck et al. 2006 ). It is especially interesting to trace how these representations are conveyed along a particular neuronal pathway (Barlow 1959 These models rely on physiological evidence that BG neurons, as in most areas of the nervous system, change their firing rate in response to behaviorally and emotionally relevant events. However, visual examination of our data suggested that response duration is also modulated by behavioral events (Fig. 1 , and see additional example in Fig 3G of reference Morris et al. 2004) . This motivated us to study the response duration as an encoding strategy of BG neurons that does not necessarily rely on firing rate alone. Response duration is an attractive encoding candidate since it naturally emerges from models of the basal ganglia that emphasize the role of information gating in BG processing (Deniau and Chevalier 1985; Hikosaka and Wurtz 1983) and the recent suggestion of duration encoding of reward omission by SNc neurons (Bayer et al. 2007 ).
Unlike rate models, gating models emphasize not only the extent of the gate opening (firing rate amplitude) but also the duration of the opening (e.g., response duration). The required processing of response features such as response duration, may result in a decrease in information (according to the information processing inequality, processing a response feature can only decrease the amount of information that could be provided by the original feature (Cover and Thomas 1991) ). However, in gating models, the next neuronal station will not be required to estimate the duration, but to make use of the information passed/blocked through the gate. We therefore used mutual information (MI) to quantify the modulation of response duration and to compare it quantitatively with other carrier of behavioral information in the basal ganglia. The MI is a non-parametric measure of the association between two variables; in our case the visual stimuli (with four different future reward conditions) and the neural responses. We used the MI as a measure of the association, since the MI is able to detect statistical dependence beyond the linear relationships that are detected by the correlation coefficient. When MI=0, the two variables are statistically independent, and the neuronal activity does not encode information regarding the cues. When the MI is equal to the entropy of the stimulus set, in our case about 2 bits (depending on the actual frequency of the four cues, which varied somewhat from session to session), the stimuli can be perfectly distinguished by the response on a single-trial basis. Intermediate values correspond to intermediate resolvability of the stimuli by observation of the neural responses on a single trial basis (Cover and Thomas 1991) .
Methods
We studied recordings from 4 monkeys (Y, E, C and G) engaged in a probabilistic visuo-motor task. In each trial one of a set of 4 visual cues was briefly presented to monkeys in one of two possible locations on a computer screen. After a constant delay of two seconds, a go signal instructed the monkeys to indicate the cue location by pressing one of two keys. Correct performance was rewarded in a probabilistic (p=0.25, 0.5, 0.75 and 1) manner, depending on the preceding visual cue. The inter trial interval was 4-7s. Our database consisted of 61 neurons from the GPe (32 from Y, and 29 from C), 56 neurons from the SNr (10 from Y, 15 from E and 31 from G), and 109 dopaminergic SNc neurons (22 from Y, 71 from E, and 16 from C). The spike waveforms of all neurons were judged to be well isolated during the experiment, and the longest period with discharge rate stability was off-line selected for each neuron. In addition, in this study we only included neurons that were recorded during at least 10 correct trials of each of the possible trial types. The behavioral paradigm, recording methods and data pre-processing are detailed in Nevet et al. 2004; Arkadir et al. 2004 ).
We limited our study to the first 500 ms of the cue epoch to avoid the confounding effects of the limb and the reward licking movements. To study the response on a trial-by-trial basis, we divided the spike trains into 50 ms bins aligned on the onset of the cue signal indicating future reward prospects. We then characterized the type of activity in each bin of each trial as either no response, decrease in firing rate, or increase in firing rate by comparing the number of spikes in that bin to baseline activity. The baseline activity was calculated as the mean spike count (firing rate) during inter-trial intervals. In more than 43% of the responses, we found that the peak response deviated by more than 2 standard deviations (SD). However, the changes in firing rates could be gradual, and at the response onsets and offsets the changes in firing rates were often substantially smaller. Therefore, decreases/increases in firing rate were detected by changes of at least 1.25 SD with respect to baseline activity. We repeated the same analysis with a criterion at 1.5 SD, with no appreciable difference (data not shown). For each trial, we defined the duration of the negative/positive responses as the number of bins in the longest sequence during the time period between 150 ms to 500 ms after cue onset (allowing single or multiple gaps of no more than one bin) in which the activity was characterized as either a negative or positive response. We denoted this time period as the "firing rate response period". Figure 1 depicts this process in 5 different neurons from the three BG structures.
We estimated the MI between the cues and the neuronal responses, using explicit bias-information loss tradeoff optimization . Four response features were used: (i) response duration (as defined above), (ii) the response spike count -the cumulative spike count during the response period, (iii) the extreme response amplitude (maximal for positive response and minimal for negative response), (iv) the total spike count -the cumulative spike count during the entire tested time period (i.e. the period between 150ms and 500ms after cue onset). Although calculating the total spike count over a shorter epoch could have produced more information in some cases it might have also induced a bias between the different events and the different neural populations.
We therefore preferred the conservative choice of a fixed window that enabled better comparison of the different populations. The 150-500ms time window was chosen since it captures the response in the tested data.
In the SNr and GPe, but not in the SNc, neurons responded to the future direction of movement indicated by the cue as well as to the reward probability In order to check whether the information provided by the other response features was redundant or synergistic with the information provided by response duration, and to evaluate the exclusiveness of the information to one of the different response features (duration, extreme responses or spike count) we used a normalized synergy measure. In synergistic encoding the information provided by two response features simultaneously is greater than the sum of the information provided by each one of them separately, while in redundant encoding the sum of information is smaller than the information provided by both features together. The normalized synergy between the information provided by a response feature R 1 on a stimulus S and the information provided by a response feature R 2 on S is given by (Schneidman et al. 2003) :
This measure tests whether the information provided by R 1 is redundant or synergistic to the information provided by R 2 assuming MI(S;R 1 ,R 2 )≠0. It ranges from 1 (total synergy, MI(S;R 1 )=MI(S;R 2 )=0); through 0 (MI independent variables, when MI(S;R 1 )+MI(S;R 2 )=MI(S;R 1 ,R 2 )); to -1 (total redundancy, when MI(S;R 1 )=MI(S;R 2 )=MI(S;R 1 ,R 2 ))).
The synergy measurement does not indicate how the information is distributed between the two variables. For example, norm syn(R 1 ,R 2 )=-0.5 can occur in a number of scenarios: a) both variables have equal amount of information on S, and they share 2/3 of their information ( MI(S;R1)=MI(S;R2)= 0.75MI(S;R1,R2) ). b) R 1 has twice as much information on S than R 2 , and all the information R 2 has is already provided by R 1 (MI(S;R1)=MI(S;R1,R2)=2MI(S;R2)). In the similar way, ambiguity exists when norm syn(R 1 ,R 2 )=0 ( Fig. 2 ). We therefore also used a different measure, the normalized contribution. The normalized contribution of R 2 to the information on S carried by the pair R 1 and R 2 is the fraction of information that could not have been extracted without R 2 :
The normalized contribution ranges between 0 (observing R 2 does not contribute to the information in addition to R 1 ) and 1 (none of the information could have been extracted without observing R 2 ). Note that
i.e. the sum of the norm. contributions is 0 in cases of total redundancy (all the information could be extracted with either one of the parameters alone), and 2 in total synergy (the information is totally dependent on both parameters). In addition, this measurement is not defined when MI(S;R 1 ,R 2 )=0.
In summary, we used three measures of the information encoded in the neuronal responses regarding the prospects of future reward. The MI is a measure of the information encoded on future reward probability by each of the tested reduced response measures (duration, extreme response and response count). The normalized synergy quantifies the overlap between information encoded by two reduced measures of the responses, and the normalized contribution indicates how much each of the reduced measures contributes to the total information.
Results
We reanalyzed recorded data from the GPe, SNr and SNc of four behaving monkeys to assess the encoding of reward probability by response duration.
Most neurons in the SNr, SNc, and GPe showed significant spike rate responses (Mann-Whitney test on spike counts of response bins vs. inter-trial-interval bins, p<0.05) to the appearance of at least one of the four possible cues ( Table 1 , % responding neurons). Hereafter, we refer to the significant decreases in firing rate as "negative responses" and the increases in firing rate as "positive responses".
Raster plots of neural recordings revealed that the duration of the single-trial response often varied with the cue (Fig. 1 ). We used the MI between cue (indicating reward probability) and neuronal response to measure the amount of information that could be extracted from the response duration and from other response features on the probability of future reward. In all three BG structures, the response duration of many neurons provided a significant amount of information on the reward probabilities ( Table 1, In both figure 4 and table 2 the results are displayed separately for each of the three structures and for positive vs. negative responses. For neurons with negative responses, duration was more informative than either extreme (maximal or minimal) response or response spike count. For neurons with positive responses, extreme response and response spike count were as informative as response duration.
We therefore further tested whether combining response features could increase information about reward probability ( Table 2 ). As expected, in almost all cases, there was clear redundancy between the response features (negative normalized synergy). Thus, on average the information provided by the extreme amplitude or by the response spike count was highly redundant with the information provided by the response duration. Unexpectedly, we found that the additional information supplied by extreme response and by response spike count when used in association with response duration was close to zero (see 'Methods' and average "norm contribution" in Table 2 ). Thus, the information that can be decoded from response duration encompasses essentially all the information that can be decoded from response spike count or extreme amplitude.
Extracting response duration from single trials is rather complex (Fig. 1) , since it involves classifying each time bin in the responses of each single trial.
Different ways of decoding the neuronal responses may be more informative.
The standard way of quantifying responses is by counting the total spike count in a fixed, long window. Whereas total spike count encompasses time bins that may not be really important, possibly diluting the information it carries through the addition of noise, it also may take into account the responses during time bins that were wrongly classified as non-responsive. In practice, the second effect probably dominated since we found that total spike count carried as much or more information than the response duration. This can be seen in Fig. 4 where the MI extracted from the total spike count over the fixed 350 ms window for both positive and negative responses was typically higher than the MI carried by response duration (as also reflected in Table 2 ). Nevertheless, since the duration did not add significantly to the information provided by the total spike count, the information provided by both the total spike count and the duration is actually provided by the total spike count alone. Therefore the amount of information given by both features exclusive to the total spike count (see 'norm contribution'
in Table 2 -32%, range 20-50%) is the amount of information given by the total spike count and not by the response duration, i.e. most (68%, range 50-80%) of the information provided by the total spike count was encoded by the response duration as well. Thus, the difference between response duration and total spike count as a carrier of information was not substantial. In addition, we tested more detailed temporal representations of the response (such as analyzing the activity as a sequence of responsive and non-responsive bins). However, the biascorrected amount of information did not significantly increase with greater detail, suggesting that there is no easily decoded additional information in the temporal pattern of the 50 ms bins of the BG responses (data not shown). Our results are in line with models of the basal ganglia in which information transmission is carried through gating mechanisms -where the neuronal activity determines the extent of gate aperture and its duration (Deniau and Chevalier 1985; Mink 1996) . GPe is probably involved in gating the inputs to the subthalamic nucleus, striatum and the output structures of the BG, whereas the SNr gates the reciprocal thalamo-cortical neuronal loops. Contrary to other models (Mink 1996) , gating models suggest that the basal ganglia output enables, rather than selects or initiates (Mink 1996; McHaffie et al. 2005) movements or other voluntary behaviors. We suggest that the duration of the gate aperture might take part in the competition between possible actions (giving advantage to those BG-thalmic channels with longer opened gate duration). In addition, reward expectation has been shown to influence response latency (Lauwereyns et al. 2002) , therefore it is possible that response duration is part of the mechanism that modulates or affects the action's vigor through the multiple channels of the basal ganglia output to the reciprocal thalamo-cortical networks. 
Discussion

Appendix A
This appendix proves that a decrease in firing rate response can be detected faster than an increase of the same magnitude in neurons with Poisson-like firing pattern.
The sequential probability ratio test (SPRT) (Wald A 1947) is a serial Bayesian test designed to determine which of two hypothesized distributions is used to generate data samples. In this test we obtain data samples, and examine the log likelihood (the probability of a given distribution to generate these data points) ratio of the two distributions. The test sequentially inputs data samples until the ratio is above an acceptance or below a rejection threshold. At that time the test can determine (with a reliability that depends solely on the thresholds) which of the two distributions generated the data.
We assume that the spike trains are generated by a Poisson distribution and that an external/internal event can cause the neuron to switch from one firing rate (λ 1 ) to a different firing rate (λ 2 ). We wish to evaluate how many samples (spike counts/rates) are needed (using SPRT) in order to determine the neuron's firing rate after the switch has occurred.
The likelihood ratio for the two hypotheses is: 
, which is also denoted as the Kullback-Leibler distance (Cover and Thomas 1991) : 
n -the number of samples needed to detect a distribution switch from λ=R to λ=R(1-Δ), and S th is the ratio acceptance threshold (the threshold to detect the distribution change). We can express the required sample sizes as:
The ratio between the number of samples needed to detect a distribution switch from λ=R to λ=R(1+Δ) and the number of samples needed to detect a distribution switch from λ=R to λ=R(1-Δ) is always greater than 1, and reaches 2.6 as Δ reaches 1. Thus, detecting a decrease in firing rate will require fewer data samples, i.e. less time than detecting an increase of the same magnitude. 
Figure and table legends:
