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CHAPTER I

INTRODUCTION

A knowledge of the behavior of a material under loading similar
to expected service loading is required before that material can be
used effectively in the design process.

Without sufficient mechanical

properties data, the design process degenerates to a time consuming
and often costly "build, test and modify" type of program.

Obviously,

this trial and error approach leaves much to be desired.
Traditionally, the response of a complex structure to a given
set of loads is predicted using the methods of strength of materials
or theory of elasticity with mechanical data obtained from simple
uniaxial tests.

The specimens used for these tests must meet rigid

dimensional requirements, and testing conditions are tightly con
trolled.

In order to characterize a material, it is necessary to

test a large number of specimens under various environmental conditions
using a variety of strain rates.

Each test is repeated a sufficient

number of times to establish statistical reliability.

A typical

materials testing program takes many months to complete.
The advent of the new composite materials has greatly com
plicated the problem of mechanical properties determination.

For

most engineering metals it is sufficient to assume that the material
is isotropic, i.e. material properties do not vary with orientation.
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However, most composite materials are anisotropic or, at best, ortho
tropic, i.e. the properties have three mutually orthogonal planes of
symmetry.

Even with an orthotropic material, the component made from

it may exhibit an overall anisotropic behavior due to the use of
multiple layers with differing orientations.
The amount of data required to characterize the new composite
materials is much greater than for isotropic materials.

For example,

orthotropic materials require the determination of nine independent
elastic constants compared to the two required for isotropic materials.
Characterization of a fully anisotropic material requires twenty one
elastic constants.
Use of these new materials prompted significant advances in
the analytical methods, which in turn produced more pressure to obtain
reliable materials data.

Early efforts followed traditional lines

using test specimens similar to those used for metals.

The specimens

were cut from the material in various directions to evaluate the
anisotropy.

This approach proved to be very inadequate and much work

has been expended to determine what type of specimen to use in uniaxial
tests and in the development of new tests.

The work summarized in

references 1 through 4 is representative of this effort.
The mechanical data required by the analyst fall into two basic
categories.

First is that data required to predict the response of

the structure: elastic constants and damping coefficients.

The second

is that data required to predict failure: ultimate and yield strengths,
limit elongations, fatigue life, etc.

This paper is concerned with
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the former category.

The approach presented herein is a radical

departure from the traditional method of evaluating mechanical
properties both in the type of testing and the specimens used.

It

is an attempt to take advantage of the recent advances in analytical
methods, thereby reducing the complexity and amount of testing
required.
Briefly stated, the method consists of fitting the response
predicted by a mathematical model to the response measured in a test
by systematically manipulating the material properties input to the
model.

The properties which minimize the deviations are assumed to

be the correct ones.

The minimization is accomplished with the

methods now being used in design optimization programs.

This pro

cedure allows the determination of all the mechanical properties
affecting the model from one test.

(Statistical reliability must

still be established by repetitive testing.)
There are three basic requirements for the test:
1)

A suitable model of the test must be available.

2)

The test must excite the specimen sufficiently.

3)

Enough data must be collected to describe the response.

The modeling requirement is significant since the method is
subjective, i.e. the validity of the results is dependent on the
accuracy of the model.

The more closely the model approximates the

real conditions, the more accurate will be the material property data
obtained.

It is not always economically feasible nor justifiable to

use the most accurate model.

Higher degrees of complexity add greatly
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to the computation and may not add sufficiently to the improvement
of the results to justify the cost.

One may vary the complexity

of the model using the same set of test data to determine what degree
of complexity is needed for the desired accuracy in the results.
The remaining two requirements for the test are concerned
with obtaining enough information about the test material to describe
the influence of all of the parameters being determined.

For example,

if one of the properties being sought is a shear modulus, the test
must induce a sufficient amount of shear deformation as well as the
test measurements to evaluate it.

If the test does not excite signi

ficant response influenced by the parameter, that parameter will have
no effect in the optimization procedure.

Further, if the response

has been excited and not measured, we are no better off.
The testing freedom and modeling flexibility of the method is
particularly well suited to the characterization of composite
materials.

It is possible to deal with a much more complicated test

specimen in a situation which corresponds more closely to the intended
use of the material..
The test selected for this paper is a dynamic test of a
cantilevered plate.

The properties to be determined are elastic

moduli, shear moduli, Poisson's ratios, and damping coefficients.
Dynamic testing is probably the most efficient use of the method since
complex loading can be induced and large amounts of data collected
from a relatively simple test such as a controlled drop or a sudden
release of a deflected specimen.
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The following sections of this paper deal with the theoretical
basis of the method and describe the testing required.
results of some elementary tests are presented.

Finally, the

Considerable emphasis

is placed on the development of the mathematical model and the
associated optimization computer program since the validity of the
results depend heavily on them.

CHAPTER II

THE OPTIMIZATION APPROACH

In its most elementary form the optimization approach used in
this paper is similar to the trial and error method.
illustrated in Figure 1.

The concept is

The distinguishing characteristic of the

optimization approach is found in the methods used to modify the para
meter estimates.

The problem is very closely related to the minimiza

tion problem treated in calculus.

Basically, it involves the

determination of the minimum of a scalar function of several variables.
(In our case the variables are the desired mechanical properties.)
How this scalar function is formed will be discussed later.

First

we shall consider the minimization problem.
From calculus we know that if we let 0 (x , x ,...x ) represent
< 1 2
n
the scalar function, an extremum is indicated at any point where
^ ^ = 0 for i = 1, 2........,n. The vector formed by using these
5 xi
partial derivatives as components is called the gradient of <j> . Thus
the gradient is zero at an extremum.

That we have found a minimum

can be verified by the examination of the second partial derivatives.
Although this approach is analytically sound, it is not computationally
feasible.

We need a systematic method for locating extremia which

allows us to identify a minimum without directly evaluating the second
partial derivatives.

6
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Figure 1.— Optimization Concept
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One method available to us is the steepest descent or gradient
search technique^^.

The basic steps are as follows:

1)

Select an arbitrary point (a set of x^’s).

2)

Calculate the gradient of ^

3)

Take a step in the downward direction (the negative

at that point.

gradient direction) to obtain a new point.
4)

Repeat steps 2 and 3 until the gradient is sufficiently
close to zero.

Although this method works, it is time consuming and may require an
excessive number of steps (with a gradient calculation at each step)
to reach a minimum.

A further difficulty is in the determination

of the step size.
A significant variation on the steepest descent technique
was developed by Davidon.

Reference 6 treats the method in detail.

A gradient calculation is still involved but it is not required at
every step.
1)

The basic steps of the Davidon method are:

Begin with a positive definite matrix (II) which is used
to develop information regarding the curvature of the
surface.

This is second partial derivative information

and is developed on an iterative basis rather than taking
the derivatives directly.

If no prior knowledge of the

curvature is available use H = I (the identity matrix).

1 Superscripts in parentheses relate to the reference at the
end of this paper.
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2)

Select an arbitrary point.

3)

Calculate the gradient at the point.

4)

Determine three points on the surface which lie along the
line having the direction given by the negative of the
product of the H matrix and the gradient vector.

These

three points are determined such that a minimum along the
line is enclosed by them.

(That a minimum has been enclosed

is indicated by an increase in (f) for a step in the downward
direction.)
5)

Fit a parabola to the three points and get the minimum
of the parabola.

Locate the point on the surface which

corresponds to that minimum.
6)

Calculate the gradient at the new point.

7)

Update the H matrix using the gradient information from
the old and new points.

8)

Repeat steps 4 through 7 with the new point until the
gradient is sufficiently close to zero.

The one dimensional minimization of steps 4 and 5 is
accomplished in the following manner.
the gradient at the point x^.

Let g(x^) = g^ represent

The step along the line defined by

the direction of -H^g^ is

* xi = " V i S i
where

C<. is the step size.
1

The line is defined by

X = x^ + A x^
The minimum along the line is determined as function of

o<r

10
at the minimum be ol.
the new point
imin*

Letting the value of
is represented by

Xi+1 = Xi " ^ i m i n Hi §i *
Now we let
A

§i+i

§i

The update of the H matrix is given by

H.
= H. +
i+1
i

A^i<to<i 1

<Hi 4 St> ("i A gi)T

T

iji

Ao< ± A g±

A g± % A gi

The H matrix is updated by assuming the surface in the vicinity of
the new point is a second order surface.

If the surface really is

second order, the H matrix converges rapidly to G \

where G ^ is

the inverse of the matrix of second partial derivatives.

A second

order approximation to higher order surfaces is generally quite good
in the vicinity of an extremum.
The Davidon method will generally converge in fewer steps than
the steepest descent technique and requires significantly fewer
gradient calculations.

The step size problem is partially solved by

successively increasing the value of
of the one dimensional search.
be still remains a problem.

by a factor of ten each step

What the starting value of d , should

Some trial runs on a given surface are

required before a reasonable starting value of

can be determined.

The main problem is to be sure the first step is not too large but
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large enough to approach the minimum rapidly.

If the first step of

the one dimensional minimization causes an increase in (f> , it is
necessary to successively decrease 0^ instead of increasing it.
is done until the value of <j) is lower than the initial value.

This
If

this condition develops consistently, a need for decrease in the
starting value of oC is indicated.

Having the starting value of

too large creates a serious problem with higher order surfaces since
the first step may be out of the region of one minimum into the region
of another.

In such a case, the first step may very well cause a

decrease in the value of <j> .
Inherent with virtually all numerical minimization techniques
is the problem that once a minimum has been found, there is no direct
way of determining whether it is the absolute minimum.

Further, even

if the absolute minimum is obtained, one does not generally know if
it is unique.

Unless something is known of the nature of the scalar

function, one is faced with the task of increasing his faith in the
minimum by the use of his intuition or by laboriously recalculating
the minimum from a number of widely divergent starting points.
Recognizing the limitations of our numerical technique, we now
proceed to define the scalar function

(f> . We want a function such

that some of the numerical problems may be avoided.

Since there are

physical constraints on our variables (each of the mechanical
properties are non-negative, Poisson’s ratio is less than 0.5, etc.),
we have some guide to our intuition.

It is possible to reduce the

demands on our intuition by employing penalty functions to impose the

physical constraints after the manner of Schmit^^.

However, that

degree of sophistication is considered to be beyond the scope of
this paper.
A convenient scalar function for our purposes is formed from
the time integral of the squared deviations between the measured
response and the simulated or calculated response.

If there are no

measurement or calculation errors and the model is exact (i.e. per
fectly simulates the actual conditions) we would expect this function
to have a minimum of zero.

In reality, these conditions are never

met and our scalar function will have some positive value for a
minimum.
There are still some difficulties we must consider.

The

complexity of the mathematical model precludes the possibility of
writing explicit expressions relating the response to the mechanical
properties.

This then prevents us from developing expressions for

the derivatives.
the gradient.

Thus we must resort to numerical approximations of

The price we pay is a response solution for each compo

nent of the gradient.

Likewise, no analytic expression is available

for the measured response and we must be content to fit the calculated
response to the measured response only at a finite number of points.
Now we are prepared to give a more precise definition of our
scalar function.

Given a set of m points on a test specimen at which

response is measured at n distinct times, we can represent the
measured response data by the array

13

^

1,2,...,,m
j = 1»2
n

ij ’

.

The calculated response data (which are functions of the mechanical
properties) can then be represented by the array b

Then
ij-

<t>

-

(a
- b )'
ij
ij

I

i = 1

j - 1

CHAPTER III

DESCRIPTION OF DYNAMIC RESPONSE TESTS

The Test Specimen
The specimen to be tested is a rectangular flat plate with
constant thickness, a width of 5 inches and a length of 12 inches.
The plate is clamped in the middle as shown in Figure 2.
sults in two 5 inch by 5 inch cantilevered plate sections.

This re
Symmetry

is maintained as much as is possible to better approximate the
cantilever boundary conditions.
The plate structure may vary in complexity from a single
isotropic layer to a multilayered composite.

The most complex specimen

to be considered is a balanced layer composite.

Such a plate is

formed from a number of layers of unidirectional filament composite
with the filament orientation varying from layer to layer.

In order

to avoid warping during the cure process, the layers are arranged
symmetrically about the middle surface of the plate.

A variety of

overall properties may be obtained by varying the orientations of
the layer pairs.

If all of the layers are oriented to correspond to

the principal axes of the plate, then overall orthotropic behavior is
obtained.

Changing the orientation from layer to layer results in

overall anisotropic properties.
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The Drop Test
The test chosen to demonstrate the method is a relatively
simple drop test.

The main objective of the test is to obtain impact

loading which is primarily transverse to the plate.

All other

accelerations are to be held to a minimum to reduce the complexity
required of the mathematical model.
approximately ten inches.

The assembly is dropped vertically

Impact is taken on a layer of modeling clay

or other suitable material mounted on a large block.
A drop tower was designed and built for the test.

The tower

consists of two vertical shafts which guide a rack containing the test
specimen.

The rack travels down the shafts on four linear ball

bushings.

The ball bushings are nearly frictionless thus allowing

the rack and specimen to approach free fall conditions.

When the

specimen impacts the block, the rack drops clear and hits a crushable
material which absorbs the rack's energy.

The block has no direct con

tact with the tower or rack except through the floor so secondary
impact effects are minimized.
Three accelerometers are mounted on the center clamp of the
drop specimen to measure the input to the plate boundary.

The response

at two of the free corners have dummy weights mounted to maintain
specimen symmetry.

The accelerometer locations were chosen to obtain

as much information as possible with a minimum of instrumentation.
The corners experience the greatest deflections and the bending and
twisting modes may be detected by the combination of the two measure
ments.
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Some preliminary drop tests were made in which the clamp
accelerometers were Endevco model 2242-M5 and the plate accelerometers
were Columbia Research model 606.
mounted.

All of the accelerometers were stud

The data was fed through Kistler model 504 charge amplifiers

and recorded on two oscilloscopes and photographed with Polaroid
cameras.

The scopes were set on single sweep and were triggered by

a switch which was tripped by the drop rack just before impact.

The

drop tower and data acquisition set up is shown in Figure 3.
Figures 4 through 7 show some typical test results.
shown.

Two tests are

The first used a sheet of 7075-0 Alcoa aluminum.

The second

test used a sheet of Scotchply®type 1002 composed of twelve layers
oriented in a pattern plus and minus 15 degrees from the longitudinal
axis of the plate.
composite.

The material is a fiberglass and epoxy resin

The layer orientation gives a nearly orthotropic overall

response.

The Initial Deflection Test
Due to its ease of modeling with the same model as the drop
test, another test is worthy of discussion.

In this test the center

clamp is held rigidly and the plate is deflected to some predetermined
shape.

The plate is then released and the response recorded.

The

main difficulty with this test is the need for detailed measurements
of the initial deflection.

17

Figure 2.— Drop Test Specimen

Figure 3.— Drop Tower and Data Acquisition Set Up
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Time - 2 msec/div
Figure 4.— Clamp Accelerations - Aluminum Plate

Time - 5 msec/div
Figure 5.— Plate Accelerations - Aluminum Plate

Figure 6.— Clamp Accelerations - Fiberglass Plate

Figure 7.— Plate Accelerations - Fiberglass Plate

CHAPTER IV

DEVELOPMENT OF MATHEMATICAL MODEL

One half of the test specimen closely approximates a five inch
by five inch plate with one edge built into a moving support.

The

accelerometers on the clamping fixture provide information about the
movement of the built in edge.

The plate is idealized as a set of

discrete elements such that the equations of motion can be represented
by the equation

Mu + Cu + Ku = f(t)

(4.0-1)

where
M

is a matrix of discrete masses.

C

is a viscous damping matrix.

K

is the stiffness matrix for the plate,

u

is a vector representing the possible deflections^at the element junctures (nodes),

f

is a vector representing the forces^- applied
at the nodes.

The symbol ( * ) represents differentiation with respect to time.

1 Throughout this paper the terms "force" and "deflection" are
used in their general sense. Thus a moment or torque is a force and
a rotation is a deflection.
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The generation of M, C and K matrices follow the direct stiffness
method developed by Turner et a l ^
Christiansen^ .

and expanded by Melosh and

The flat triangular shell element (Facet) of Melosh

and Christiansen is used as the basic element in the model.

The

details of the method are well documented in the two references cited
and elsewhere in the literature, thus only enough of the theory will
be presented here to maintain continuity.

Receiving particular

emphasis will be coordinate system definitions and transformations
and material property influences.

Development of the Facet Element
Description of the Facet Element - The Local Coordinate System
The Facet element is a flat triangular shell having constant
thickness.

Nodal points are considered to coincide with the three

corners of the triangle at the middle surface.
to be in a state of plane stress.

The element is assumed

Potential energy considerations are

used in the development of the stiffness coefficients from an assumed
displacement function which is continuous over the Facet and assures
continuity along the edges.

Figure 8 shows a typical Facet element

with its local coordinate system indicated.

The local coordinate

system is defined such that the x-y plane corresponds with the middle
surface of the element.

The x and y directions are chosen to corres

pond with the material axes of symmetry.
Using the notation of reference 9, the displacements at any
point "j" on the middle surface of the Facet can be represented by

9
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Figure 8.— Facet Geometry and Coordinates
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U/j

^xj

6>rt

where the u's are translations of the point j in the x, y and z
directions, and the © 's are rotations about the x and y axes.

The

displacements are assumed to vary linearly over the middle surface
such that at any point "i" the following relation holds:

d
i

= ax + by + c
i
i
i

where a., b and c. are constants and x and y are the coordinates of
1
i
i
the point.

The constants are determined by evaluating the expression

at the three nodes and solving the resulting system of equations for
the constants in terms of the displacements at the nodes.

By using

strain/displacement and stress/strain relationships, an expression
for the strain energy can be written in terms of the nodal displace
ments.

The second derivatives of the strain energy with respect to

the nodal displacements yield the small deflection stiffness
coefficients.

Some difficulty is encountered with the shear strain/

displacement relations which result in an inadequate representation
of the out-of-plane shear stiffness.

The difficulty is avoided by

considering only constant shears on the element.
this procedure are presented in reference 9.

The details of
*
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The resulting matrix of stiffness coefficients relates the
nodal displacements to the corresponding nodal forces represented by
the vector

F.s

fi

where the F's are the forces at node j in the x, y and z directions,
and the M ’s are the moments about the x and y axes.

The stiffness

matrix is constructed such that rigid body movement results in no
nodal forces.

Stress/Strain Relations
For a material which exhibits a linear elastic behavior,
a generalized version of Hooke's Law may be written as

D„

0

T>«
y
^44-

O

0

O

^yy

O

O

e t/

O

^11

O

$YM.
<Tn
hi
»

•

1*

(4.1-1)
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where
3 *

are the components of stress
are the components of strain
are the elastics coefficients for a material with
one plane of symmetry.

In order for a real material to be represented, the matrix of
elastic coefficients must be positive definite or positive semidefinite.
For an orthotropic material
/)

_
"

h X .)
'T y ^ y

-l~> r

D ,-j =

4 r "^5^ t o

The remaining elastic coefficients expressed in terms of the
customary elastic constants are
; ( I - Oyi 4 / ) 3 7
" b jl.

-

W y

4

dci

^•1 r (^2. 4 Jxy
^

7 ( l - ^ X lis

N

: (* n

^

:

/

Xb

*4 y)

2 s)

)

t Pyx i ? „ ) |y.
-5 ;
’* t ; ( i - p « y , x )
t

(l? yK

<**y

s (j>t / +

^ y)

“S'.

- ($ XI
where

represents Poisson’s ratio relating the strain in the

x direction due to a load in the y direction.
~D„ =

“ A'fc ^ y ~ ^ 2*

~ ^

)
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In the case of a unidirectional filament composite with the x
axis assumed to correspond to the filament direction we have:

- 0
: ^4X

G y* ' $2/
Gr*} : & yx> :
-

; ^ ®*
(4.1-2)

Thus we can use the following six terms to define the elastic

Ex > £ y t

coefficients:

, G«y ,(3rY2

y ,

The results are:
D,,

r

TV

:
r

^

)

(

s

f i- )f

( l^xliy)
+
C

a

0

Oty

( )+

(

E
H

E

!>•
£y
>p

Jyx &
~

G

Xy

:

(4.1-3)
and Dq reduces to

£»

I?y£ -

2 ( l+

-gr ^

]

The strain energy expression discussed earlier takes its most
convenient form when the material axes coincide with the local
coordinates of the Facet.

This allows the stress/strain and strain/

displacement relations to be used without a coordinate transformation.

27
Facet Damping Matrix
A simplified damping model is assumed for the Facet element.
The assumed form in matrix notation is given by:

f,
h

«

►

*

CM
>

0

u,

Cm
0
•»

c
„ •»

(4.1-4)
where

cu

\

\

. °

c' c ' *

The damping coefficients c^ and C2 are determined in the optimiza
c2
C1
tion process along with the elastic constants.

These two coefficients

are, in a sense, "lumped" parameters and no attempt will be made to
give a physical interpretation of them other than to say they account
for the decrease in vibrational amplitude with time.

As was noted

earlier, the optimization method is subjective to the extent that
the results are a function of the model.

Thus we are assured that

when convergence is obtained on a minimum, the damping coefficients
will be the best ones that fit the assumptions of the model.

Use of

the damping coefficients determined by this manner in subsequent
analyses which make the same sort of modeling assumption will give
valid results.
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Facet Mass Matrix
There are at least two approaches available for the development
of an inertia or mass matrix.

One involves the expression for the

potential energy of the Facet and results in a non-diagonal formulation
of the mass matrix.

The other is a finite difference approximation

which amounts to lumping one third of the Facet mass (M^) at each
of the three nodes.

(Rotational inertia is neglected.)

Melosh and

Christiansen state that the finite difference method yields lower
estimates of the natural frequencies and gives generally better
results.

The fact that it leads to a diagonal matrix has significant

advantage in the solution of the differential equations.

The finite

—I 1

difference methods yields the mass matrix in the form expressed by:

Ms

-

► -1
o'

s

£

Ui

0

M„

GO
(4.1-5)
where

\
.

o

O

o

3

1-----

1

-

J

M

• Ml

0
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The Overall Coordinate System
An arbitrary rectangular coordinate system may be established
which is used as a common reference for all of the elements in the
model.

This overall system may be rotated and translated from the

local system of a given Facet.

The Facet coordinates expressed in

terms of its local system are transformed into the overall system by
an orthogonal matrix such that

X
y

%

S /x

S *

S fc

z

4
2

*

(4.1-6)
where vy,? are the coordinates in the overall system.
are the coordinates in the local system.
is the cosine of the angle between the overall i axis
and the local j axis.
The inverse transformation is simply
«■r

m

• **

X

b

*»

I

m m

s

V
y
2
.» 4
(4.1-7)

since

is orthogonal.

Translations are ignored in the transforma

tion since they don't affect the load and deformation equations.
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The Substitute Grid Transformation
Even though the Facet derivation is for an idealized elastic
plane (the effects of the thickness are ignored), the element can be
used to represent structures where the thickness has a significant
influence by the use of what is referred to as a substitute grid point
by Melosh and Christiansen.

The substitute grid point may be an arbi

trary point in space at which the loads from the node in the elastic
plane are assumed to be carried.

The loads at the substitute node are

assumed to be statically equivalent to those at the elastic node.

Thus

the equations of equilibrium are used to express a relationship between
the loading at the nodes.

Figure 9 shows an elastic node and a sub

stitute node in a common geometry coordinate system.

From equilibrium

we have

Fy£

r Fy*

F*X r
r

f

■■

-' (

-*«)

FyE •
- ( y * -■ y s ) r i e F**

+ (Ys -y«) F

where

k

£ - ( * *

Fys

are the coordinates of the elastic node, and

are the coordinates of the substitute node.
represented in matrix form as

The above equations can be
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Figure 9.— Substitute Grid Notation
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This transformation assumes the nodal coordinates and forces are in the
same geometry coordinate system.

The general form of the transformation

is

£

(4.1-9)
where

w

is the transformation matrix.

Force and Displacement Transformations
The two transformation matrices presented in the previous sections
can be used to define a general coordinate transformation matrix which
will allow us to obtain the forces and deflections in one coordinate
system from the forces and deflections in another system.

A discussion

of this type of transformation is presented by Hurty and R u b i n s t e i n .
The general form of the transformation for displacemehts is

U - T LL
(4.1-10)
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where

U

is the set of original displacements

U.

is the set of new displacements

T

is the transformation matrix.

Using equation (4.1-7), the matrix for a transformation involving only
elastic nodes in a change of geometry coordinate systems is

(4.1-11)
where the subscripts indicate the Facet node numbers.
The matrix for a transformation between the elastic and sub
stitute grid systems in the same geometry system, based on equation
(4.1-8), is

(4.1-12)
where the subscripts again indicate the Facet node numbers.
A transformation matrix for accomplishing both operations simul
taneously is obtained from the product of (4.1-11) and (4.1-12).

(The

order of the multiplication depends on which geometry coordinate system
is used to express V / .)
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Substituting (4.1-10) into (4.0-1) we obtain

M T U + C T(I + kfU :
(4.1-13)
which is an expression of the equations of motion with the forces in
the old coordinate system and the displacements in the new coordinate
system.

In order to obtain the forces in the new system, we appeal to

the principle of w o r k ^ ^ .

Simply stated, the principle of work re

quires the work done by two statically equivalent systems to be the
same.

In order words, it states that work (energy) is invariant under

coordinate transformations.

Letting the forces in the new system be

■
p , the principle of work requires

=fT,,

i'r r.

(4.1-14)
Substituting from (4.1-10)

f T u

= f T r u

thus

f( T~ -pTT ) H

which implies

£

"KT - f TT*

-O
since

*■*

U

is arbitrary.

By transposing

f

=

r T f
(4.1-15)

Finally by substituting from (4.1-13)

f= r rM ra <-Trc r i i + T Ticra
If we compare this equation with equation (4.0-1), we recognize
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rvir

as the mass matrix in the new coordinate system.

Likewise, T rC T

and T rK T are the transformed damping and stiffness matrices.

Letting

<_ T _
M ‘ T M i etc., we have

f : M u

+

c

a

\

K CL
(4.1-16)

We shall have need of a more general form of this transformation
a little later, so we will develop it here.

Assume the displacements

are expressed as a linear combination of some known and unknown com
ponents in the following form:

u = T CU-J
(4.1-17)
where

J

is a vector of the same order as

U

ponding to the known components of
u

U

is a vector of generalized displacements of order less
than Li

T

with entries corres

by the number of known components of

H

is a rectangular matrix constructed such that rows corres
ponding to known values of

The construction of T"

and

d

U

are null.

Further, T 7 T r L

result in the following property:

Trd = o
This is so since columns of T f (rows of
non-zero entries in J

7 “ ) corresponding to any

are null.

Substituting (4.1-17) into (4.0-1) yields

n(rfi 4d )

-

v

c

(

r

a

+d) + k(r a + j j - f
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Again appealing to the principle of work, we find
f

=

T r (

Thus

■f= Tt« T
1

u

+ Tc T u + T t K T u +T

M i l -t CO. + E.U +

+

+

+CJ+ kd)

(4.1-18)
Further simplifications may be obtained if h\

r *1

diagonal matrices.

and

C

are

r*

If this is so, T Aid:^andTC<i -0 since premultiplying

a vector by a diagonal matrix merely scales the components of the vector.
A form that will be useful to us later is obtained when
i.e. we constrain some of the movement of the plate.

J -Q

,

Then (4.1-18)

becomes
“•

••

-P-Mu

. »

+ CU + KU
(4.1-19)

This result appears to be the same as (4.1-16) but in this case the order
of the system is reduced since the

7* matrix is rectangular rather than

square.

Idealization of the Flat Plate Using the Facet Element
Now that we have at our disposal a convenient structural element
which is easily dealt with in an arbitrary rectangular coordinate system,
we are ready to consider our modeling assumptions.

We will consider the

most complex structure (the balanced layer composite) and construct the
model so that it can degenerate to the simple case.

9
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Each layer of the balanced layer composite is assumed to be an
elastic plane and is divided into a system of triangles by defining a
grid using the rectangular pattern shown in Figure 10.

Figure 10.— Grid Pattern Block

To avoid excessive machine calculations, the most complex grid
treated in the analysis uses four of these blocks as shown in Figure 11.
The same grid pattern is repeated for each layer.

The elastic nodes

numbering begins at the bottom layer and proceeds layer by layer to the
top layer.
The overall coordinate system is selected to have the y axis coin
cide with the clamped edge at the middle surface of the plate.
overall system is shown in Figure 12.

The
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Figure 11.— Typical Layer Model

Figure 12.— The Overall Coordinate System
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The local coordinate system varies from layer to layer.
x axis is selected to coincide with the filament direction.

The
Since

the material axes are constant for a given layer, all of the elements
on one layer have the same local coordinate system.

A typical co

ordinate system is shown in Figure 13.

Figure 13.— Typical Local Coordinate System

The entire system of layers is degenerated into one equivalent
layer using the substitute grid transformation.

The transformation is

accomplished by assuming the equivalent layer coincides with the mid
dle surface of the plate and has a grid pattern identical with the
others.

Corresponding elastic grid points through the thickness are

transformed to the substitute node at that position.

This amounts to
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connecting the layers at each grid position with a rigid link, which
is equivalent to requiring plane sections to remain plane during bend
ing.
The overall stiffness and damping matrices are formed in the over
all coordinate system by the following steps:
1)

Express all of the nodal coordinates in the overall system.

2)

Identify the local system for each layer.

3)

Relate the element numbers and node numbers.

4)

For each element, transform the nodal coordinates to the
local system and form the coefficients.

5)

Transform the coefficients to the substitute grid system in
the overall coordinates.

6)

Insert the coefficients in the overall matrix using the sub
stitute node numbers to determine the position.

It is desirable to keep the model as free of unnecessary complexity
as possible, so at this point we can take advantage of some of our test
information.

If the test is conducted properly, there will be negligi

ble translation in the overall x and y directions as well as negligible
rotation about the z axis.

By using a transformation of the type used

to obtain equation (4.1-19) we can make a significant reduction in the
number of displacement coordinates used to describe the plate motion.
Thus the model assumes the displacement components at each node consist
of a deflection in the z direction and rotations about the overall x
and y axes.
The mass matrix can be formed directly in the overall coordinate
system since we are neglecting translations in the x-y plane and the
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coordinate transformations to the local coordinates are rotations about
the z axis.

The mass of the accelerometers on the free corners can be

included in the model by lumping each mass at the nearest node.

The

accelerometers are mounted as near as possible to the corner so this
should be a reasonable approximation.

Boundary Conditions and the Transient Response Solution
The system of equations developed from the idealizations of the
previous sections still leave us a long way from a solvable set of
differential equations.

Two areas require our attention.

The first

is the singularities in the mass matrix due to the neglecting of the
rotary inertia.

The second is the specification of suitable boundary

conditions.
i

At this point, the system of equations we have developed is a
combination of first and second order linear differential equations
with constant coefficients.

If the equations are arranged such that

the vector of displacement coordinates may be partioned into transla
tions and rotations, we may write:

«
0
0
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%
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■a

(4.3-1)
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where

represents the translation coordinates
represents the rotation coordinates

The reordering of equation (4.1-19) required to obtain the equations
in this form can be accomplished using a congruent transformation of
the type expressed in equation (4.1-10).
The mixed system of equations (4.3-1) may be reduced to a first
order system of equations by making the substitution

(4.3-2)
Expanding (4.3-1) using this substitution we obtain the following two
sets of equations:

(4.3-3)
Solving the second of these equations for

©

and substituting the result into the first equation we obtain:

+
or

Then if we solve for

, we obtain:

(4.3-4)
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Equations (4.3-2) through (4.3-4) represent a system of first
order linear differential equations which may be written as:
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(4.3-5)
This system of equations is in the form

(4.3-6)
The remaining boundary conditions may be conveniently imposed
at this point.

To do this, we again resort to a transformation.

We

begin by noting that for a drop test the forces are applied only at
the clamped boundary.

The drop test can be treated as a moving bound

ary problem and the initial deflection test becomes a special case where
the boundary movement is zero.

The main difference in the two test

simulations is in the initial conditions.

Thus we will concern our

selves with the drop test from here on.
In the drop test, if we obtain an adequate description of the
boundary movement, we not only describe the boundary conditions on our
problem we also describe the forcing function.

That this is so may be
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seen from the following discussion.
Consider the system described by equation (4.3-6).

Let ^

be

expressed as a linear combination of known and unknown components as
was done in equation (4.1-17).

We emphasize here that the £ vector

has velocity components as well as displacement components.

Thus we

write

(4.3-7)
where

a

is a set of known displacements and velocities

f

is the set of unknown components

r

is a rectangular matrix similar to the one
in equation (4.1-17).
T T

Consider

(4.3-8)
Substituting (4.3-7) into (4.3-6) we obtain

{

-

A r r £ t A d + "Bf

Then differentiating (4.3-8) and substituting the above result we
have

f

+

t

t
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a

U

b

?
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(4.3-9)
If the only non-zero components of
of

J

correspond with known components

, thenT re<t-o and (4.3-9) reduces to
f

? r rs \ T i

+ ~

a
t

J (4.3-10)

which is of the form

X

r A

X

+ *2;
(4.3-11)

The solution of this system of equations may be obtained by
various numerical integration techniques.
paper is the matrix exponential.
see Appendix I.

The method chosen for this

For a brief discussion of the method,

References 11 through 14 may also be helpful.

The

general form of the solution of equation (4.3-11) using the matrix
exponential is

(4.3-12)
where

is a vector of initial displacements and velocities
is the matrix exponential... an infinite series of
matrices which is analogous to the scalar series expan
sion of <2

"t

ds

is the time interval over which the response is to be
determined.

It is shown in Appendix I that if we approximate the forcing
vector

2

with a sequence of steps over a small time interval

equation (4.3-12) may be simplified to

(4.3-13)
where

j

is the response at the beginning of the time step
is the response after the time step

A ~t

A t
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is the forcing function step
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Equation (4.3-13) allows us to begin with

and proceed stepwise

through time to determine the response.

Use of the Test Data with the Model
The test data has a two fold usage in the drop test.

The pri

mary function is to provide optimization control information as was
discussed earlier.

The other is to provide data about the boundary

conditions and forcing functions.

The three accelerometers on the

center clamp are used to identify the translational and rotational
input at the plate boundary.
clamp.

Rigid body movement is assumed for the

The initial conditions are assumed to be zero initial dis

placement and free fall terminal velocity at impact.
The initial displacement test does not require the clamp ac
celerometers, and initial conditions are simply the imposed deflec
tions and zero velocity.

CHAPTER V

THE COMPUTER PROGRAM

A FORTRAN IV computer program has been written to perform the
optimization operations.

The program reads the dynamic response test

data and test specimen description and generates the scalar function

(f> and

determines the minimum of

(j).

The following paragraphs discuss

the programming philosophy and principles of operation.

A detailed

description of the input to the program is given in Appendix II.

The

program listings will be maintained with the office copy of this thesis
at the Department of Mechanical Engineering Science of Brigham Young
University.

General Programming Philosophy
The major intent of the computer program is to reduce the hand
calculations to a minimum.

Input requirements were held as low as

possible without imparing the versatility of the program.

The input

is used as near as possible to its most elementary state.

Thus from

a very few geometry parameters, the entire grid system and coordinates
are generated, and the response test data are read as accelerations
and numerically integrated to get displacements and velocities.

Where

ever it is possible, the program allows the generated data to be saved
on tape so that it may be rerun without regenerating the data.
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The program is written for a Librascope L-3055 digital computer
with a maximum core size of 28,000 words.

Since the analysis requires

significantly more storage than that, the program is segmented into
links using the CHAIN routine.

This allows the analysis to be performed

in a piecewise fasion, with logical blocks of the program being read in
from tape as they are needed.

A master control program is maintained in

core to oversee the logic.
The storage limitations restrict the model complexity to a maxi
mum of four grid blocks (16 elements) per layer.

The logic has been set

up to handle a variable number of blocks so that less than the maximum
may be used.

If more storage becomes available, the limits may be in

creased by simply changing the array dimensions.
The generation of the Facet element stiffness matrices is essentially the same as the BILD routine from the computer program SAMIS

(9)

SAMIS is designed to handle much more general structures than the one
we are dealing with, so only the routines for the coordinate transforma
tions and stiffness matrix generation are used.

These routines have

been modified extensively to reduce the storage requirements.

A check

run on the SAMIS program using element data generated by the optimiza
tion program was used to verify the stiffness matrix generation.
The remainder of the program was developed in modular form and
checked out individually before being incorporated in the program.

For

instance, the subroutine to evaluate the matrix exponential was used in
a program to obtain the transient response of a system where the mass.

damping and stiffness matrices were known.

Various simple systems were

49

analyzed and the results were checked against known solutions.

The

Davidon's minimization routine and numerical derivative scheme were
checked on known test surface.
Final checkout of the total program was accomplished by assuming
a loading on a typical plate and determining the response.

This re

sponse was then assumed to be test data and an arbitrary set of material
properties were chosen for an initial estimate.

This data was then pro

cessed by the program.

Principles of Operation
The program is set up to treat data from the tests described in
Chapter III.

Most of the operations are the same for the two analyses,

and the differences are controlled through a single input parameter.
The drop test option uses an input velocity as the initial condition
and the initial deflection test option reads in the initial displace
ments.

Since no forcing function is used in the initial deflection

test, the input for the clamp accelerometers is deleted and the F matrix
is not generated.
Two material model assumptions are also available in that the
material may be assumed orthotropic (unidirectional filaments) or iso
tropic.

The isotropic assumption requires four transient response solu

tions to define the derivatives while the orthotropic assumption re
quires nine.
The accelerometer data is read in as linear segment approximations
to the measured data.
the curve.

The time intervals may vary as needed to describe

It is possible to give the data in any units and specify the
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conversion factor for inches/second .
each curve.

Up to 500 points are allowed for

The data is integrated using the trapezoidal rule and lin

ear interpolation is used to obtain the data at the time steps desired
for the analysis.

No extrapolation of the input curves is allowed so

the user must be sure the number of time steps requested will not go
out of the time interval defined in the curves.
is then placed on tape.

The data in final form

An option is provided which allows the response

data to be read in directly in the form ready to be put on tape without
doing the integration.

This data consists of the clamp displacements

and velocities and the plate displacements.

The method used to obtain and

use the forcing function places no restrictions on the number of time
steps; however, the routine which generates the tape uses an array dimen
sion of 500.

This limit could possibly be increased if it was desired to

have more time steps.
Using the dimensions of the plate and specifications of how many
layers and the number of grid blocks per layer, the program generates
the detailed geometry and element data and puts it on tape, element by
element.

The clamp response data is then converted to forcing function

data and put on the tape, time step by time step.

(This tape may be

saved and the program started at this point on subsequent runs.)

The

tape is used because the computer storage limitations preclude maintain
ing the data in core while the response solution is obtained.

Each time

the coefficient matrices are generated, the element data is read back in.
The forcing function data is read in one step at a time during the re
sponse calculations.

This is a somewhat tedious and time consuming
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operation but it is necessary if a significant number of time steps are
to be used.
With these preliminary operations completed, the main program then
directs the determination of the gradient.

Each of the material proper

ties are changed in turn by a factor of one per cent.

A response solu

tion is obtained for each perturbation and the value of the scalar func
tion $

is determined.

A response solution for the unperturbed proper

ties is then obtained and the derivatives are approximated by the ratio
of the differences.
The response solution is accomplished using three links.

The

first generates the coefficient matrices, the second sets up the first
order differential equations and the third generates the matrix expon
ential and forms
when necessary.

<f> .

The coefficient matrices are regenerated only

Thus the mass matrix is generated only once and the

stiffness and damping matrices are generated only when a parameter is
changed which affects them.

Sparse and abbreviated operations are used

on all of the coordinate transformations.

The matrix exponential is

evaluated using sparse operations and convergence is checked row by row
as the terms of the series are calculated.

If the sum of the absolute

values of the elements in any row changes a negligible amount in any
step, computation on that row is deleted for the rest of the terms in
the series.

Convergence is assumed when none of the row norms change

significantly.

If convergence has not been obtained in fifty terms of

the series, computation is stopped.
step is too large.

This is an indication that the time
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When the gradient calculation is completed, the current value of

(p

and its derivatives are passed to the optimization subroutine.

This

routine determines what changes to make in the parameters and returns the
new estimates to the main program.

It also signals the main program

whether to obtain a single response solution or define a new gradient.

CHAPTER VI

RESULTS, CONCLUSIONS AND RECOMMENDATIONS

This effort has produced six major achievements:

1)

The general theory has been set forth.

2)

A fairly sophisticated mathematical model of the drop test
has been developed.

3)

A major computing system has been developed and checked out.
A number of new general purpose subroutines were developed
in the process.

Most significant of these are the matrix

exponential evaluation routine (MTXEXP), a subroutine ver
sion of Davidon's minimization (OPTIM) (previously available
only as a main program), and a generalized coordinate trans
formation routine (SHIFTY).
4)

A multipurpose drop tower was designed, built and tested.

5)

Some preliminary test measurements were taken.

6) Some of the limitations of the method were explored.
The last two items on this list are discussed in more detail in the fol
lowing paragraphs.

Results of the Drop Tests
The drop tests discussed in Chapter III were accomplished under a
number of serious handicaps.

These are all related

to the data acquisi€

tion and recording equipment.

The use of the oscilloscopes as recorders

is not very satisfactory in this application.
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They were chosen as a last
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minute substitute for a malfunctioning multi-channel tape recorder.
(The original intent was to record the accelerometer output on tape
and play back each channel separately at a convenient speed and record
the data with a Visicorder on a reasonable scale.)

The main problem

with the scopes is in the time span covered coupled with the resolution
available.

The tests had to be repeated a number of times before the

time scale was adjusted to give a reasonable span.

In order to avoid

overlapping of traces recorded on the same scope, it was necessary to
keep the acceleration scale quite small (approximately 40 g's per centi
meter) .

Reading points from that type of scale is very inaccurate.

Very little trouble was had with the actual drop after a suitable
impact material was found.

On the first attempts, the specimen was

dropped on a 5" x 8" x 12" steel block which was cushioned with a 0.1"
thick layer of asbestos.

Unless the block and specimen were carefully

aligned, the uneven impact caused the specimen to rebound off the block.
The steel block was replaced with an 8" x 8" x 12" fir block and a 1/2"
thick layer of modeling clay was placed on it to take the initial impact.
The clay was wrapped in plastic (to help retain its shape) and taped to
the block.

A thin coating of clay was smeared on the plastic to help

restrain the specimen after impact.

A few dabs of clay were placed

between the block and the floor to hold it in place.

This virtually

eliminated the rebound problem and it also spread out the acceleration
pulse.

It worked so well that after a few drops to deform the clay, a

relatively high degree of repeatability was attained.
Integration of the clamp accelerometer data for the initial pulse
of the fiberglass test indicated displacements in the vicinity of 1/2"
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(deeper than the impression in the clay after the test).

This error

is probably due in part to error in the impact velocity estimate.

The

extent of the error caused by the free fall velocity assumption could
not be determined from the data collected because all of the sources
of error were not defined.

Such things as reading errors on the graphs

and calibration errors in the equipment also contribute to the problem.
An attempt was made to determine the impact velocity using the integrated
response data on the clamp and solving for the velocity represented by
the pulse.

Reading errors still have a great influence on this calcula

tion and the results were not satisfactory.

Impact into the clay hamp

ered this effort since it is more difficult to identify the instant of
impact in the soft material.
A resonance phenomenon was encountered in the test of the fiber
glass plate.

This is indicated by the high frequency hash in the curves

shown on page 19.

This occurred some two or three milliseconds after

impact and was characterized by an audible buzzing in the specimen.
This buzzing precludes the use of any data beyond that point; however,
the interval before then should provide enough data to supply our needs
if better resolution is obtained.

Test Runs on the Computer Programs
Although the test data is admittedly in error, an attempt was made
to use in the optimization program.

A number of interesting things re

sulted from this and the dummy runs used for checkout of the program.
The first (and much expected) problem encountered was that of run
ning time.

The Librascope L-3055 and its present software are too slow
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and inefficient to perform the optimization in a reasonable length of
time.

A run was made on a single layer plate using 16 elements and

it required roughly a half of an hour to get one response solution in
volving 200 time steps.

About one quarter of the time was spent in

coefficient matrix generation and equation setup and the rest of the
time was divided nearly equally between the evaluation of the matrix
exponential and the response steps.

Although the tape operation slowed

the process somewhat, that time was not significant compared to the time
required to manipulate the matrices.

At that rate, it would require over

four hours to define a gradient for an orthotropic plate.
Step sizes were also found to be a problem.
required to obtain convergence is quite small (10

element grid).

The size of time step
-4

seconds for the 16

Further, a more coarse grid requires more time steps

~5
-6
(10
or 10
seconds for a 4 element grid).

Thus the number of times

steps required to traverse a drop interval becomes excessively large
for the coarse grid.
The step size in Davidon's method adds additional complications.
An initial step of 6 ^
much too large.

(see Chapter III) equal to unity was found to be

It produced new estimates which either could not repre

sent a real material or required a decrease in the time step before the
matrix exponential would converge.

The value of the first step was de

creased to .001 and fairly reasonable values were obtained.
Finally, as one might expect, the model is sensitive to high values
of Poisson's ratio.
posite materials.

This may cause difficulty in evaluating some com
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Hardware problems on the L-3055 greatly hampered this effort.
Many hours were wasted in reruns where core parity errors or tape
manipulation errors aborted the calculation.

It was also necessary

to regenerate program tapes a number of times due to excessive tape
wear or improper handling by the computer operations personnel.

Conclusions and Recommendations
It is felt that even though the approach presented in this paper
represents a massive amount of computer computation, it has great merit
when used with the new generation computers.

Recent advances in com

puter hardware and expected advances make the computation seem less
significant.

This is especially evident when one considers the amount

of time and effort required for the evaluation of orthotropic materials
by traditional means.
A great time advantage can be realized with the present program
simply by using a better computer.

Indications are that the Univac 1108

could improve the running time by a factor of from 20 to 50.
There are also other means of improving the running time.
first place we look is to the computer program itself.

The

Some of the '

manipulative routines (matrix multiply, matrix exponential, etc.) could
be rewritten in machine language and made to operate somewhat more ef
ficiently.

(This will give only little improvement on the new computing

systems where the FORTRAN compilers are much more efficient.)
Another improvement would be an increase in computer storage.

Terms affected only by geometry need only be calculated once if the stor
age is available for them.
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The mathematical model offers another possible source of improve
ment.

The finite element formulation used may not be the most efficient

method.

M. E. Waddoups^"^ has shown that the plates considered in this

paper can be modeled very effectively using the Ritz method.

Perhaps a

model of this type may reduce the amount of calculations.
Some attention should be directed toward the imposition of con
straints on the minimization to keep the parameter estimates within
reasonable limits during the optimization process.
Problems concerning the step size can be better dealt with after
more experience with the parameter space is gained.

It is felt that

these problems are secondary compared to the overall computational prob
lem.
Very little needs to be done with the testing procedures beyond
improving the recording system.
can be readily determined.

With good data, the initial velocity

A very important addition to the system

would be a direct conversion of the test results to digital data.

This

could be accomplished by feeding the transducer output through two ana
log integration circuits and then through an analog-to-digital converter.
Much of the testing error could thus be eliminated.
\

The effort presented in this paper has laid the ground work for
some very significant advances in the field of material properties deter
mination.
facilities.

It is recommended that the effort be continued using improved

APPENDIX I

SOLUTION FOR TRANSIENT RESPONSE USING THE MATRIX EXPONENTIAL

Given a system of linear first order differential equations with
constant coefficients in the form:

i = a ?

+ &

The solution of this system is

(12)

+ e Ai f

d r
(Al)

The term ^

.At

-

is defined by the following infinite series of matrices:

X

+ At

+

A

{l +

-~j

A 3 1

+

.......

oO

£

Ak tK

K- o
Convergence of this series is dependent both on the structure of the
matrix

A and the value of t .
If we have arbitrary components in

2 such that the integral can

not be evaluated directly, we may assume that each component at any time

’b

may be represented by the sum of a set of discrete steps.

Thus

is assumed to be constant over some short time interval, i.e. the i
component of

2. may be approximated by:
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til

2
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Naturally each component of £

must be approximated on the same

time mesh.
If we know the response at a particular time
determine the response at time

= e A4<j. +

eAai £

, we can

from equation Al.

V av(-a)

AT

=e**,,
= eAifi* feA‘-rJ A-’^, |

6a")

2
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( £ A ^ - I ) A'1

Consider the term

feA A t _ I K ’=

-

+ |

(At

i

a

* a < 1 -+ ... + A *

t ^ A

^1*^...

)A ’

... 4 A " ' 0 At?

oo
-

£
fc=0

A k:

A i M<

f k+0 !

and finally we have

fj>fI

•
T+ P
^** 2
C s•)+>

■f)

i 4 *<V, *

(A2)

where

If
r

r

°°
£

V
A R

t

A*

kzo

<!

Ck *i )1
k; o
If we restrict ourselves to uniform time increments
F

At , the £* and

matrices need to be evaluated only once for all

»

APPENDIX II

OPTIMIZATION COMPUTER PROGRAM INPUT DESCRIPTION

Card
Group

No.

No.
of
Cards

1

1

2

1

Contents

Format

Variabletitle

Comments

13A6, A2

Isotropy flag

515

Simulation flag

No. of time steps

1212-

isotropic
orthotropic
drop test
init. defl. test

Neg. means data has
been formed & mount
ed.

Auxiliary print flag

0- normal print
1- print all matrices
thru the response
solution
2- same as 1 except
the response data
is put on tape for
a dummy run
-1- same as 1 without
response solution

IF PRINT FLAG IS NEG. SKIP GROUPS 3-7
3

1

Time step size

8E10.0

Neg. means no inte
gration required
t

Mass of accelerometer
at A
lbs.
Mass of accelerometer
at B
lbs.
Impact velocity
in/sec
XA, YA, XP, YP
(See sketch)
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ClA^t T
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Card
Group
No.

No.
of
Cards

Contents

Format

Comments

IF NUMBER OF TIME STEPS IS NEG., SKIP GROUPS 4-7
IF TIME STEP SIZE IS NEG., SKIP GROUPS 4-6 AND USE GROUP 7
groups 4-6 are repeated for each accel.

4

1

Number of points
in curve

5

1

Conversion factor
Initial velocity
Initial displacement

3E10.0

6

1 per
point

Time, Acceleration

2E10.0

A, B, 1, 2, 3

15

IF TIME STEP SIZE IS POSITIVE, SKIP GROUP 7
7

8

1 per
time
step

Displacement at
Displacement at
Displacement at
Velocity at 1
Displacement at
Velocity at 2
Displacement at
Velocity at 3

1

A
B
1

8E10.0

2
3

No. of grid blocks in
x direction
No. of grid blocks in
y direction
No. of layers

315

Neg. means geom. data
is on tape

IF NO OF LAYERS IS NEG., SKIP GROUPS 9 & 10
9

10

11

I

1 to 3

1

X

dimension
in.
4E10.0
Y dimension
in.
Total plate thick
ness
in.
^
Density
lbs/in
Fiber orientations
begin with
bottom layer

degrees
8E10.0

Initial property est.
8E10.0
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Card
Group
No.

No.
of
Cards

Contents

Comments

Format

If isotropic

t. ,

C

If orthotropic

fc/» ^*y *

\ G*.f

» G/e ,c«>c v

IF NO. OF LAYERS IS POSITIVE, SKIP GROUP 12
12

1

GROUPS 13 &

Block width in the y
direction

E10.0

14 ARE USED ONLY FOR THE INITIAL DEFL. TEST

13

1 or

2

Initial displacements
8E10.0
listed in nodal
order omit bound
ary nodes

14

1 to

3

Initial rotations
6>y first then
listed in nodal
order
omit boundary
nodes

8E10.0

GROUP 15 IS USED ONLY WHEN THE PRINT FLAG IS NOT ZERO
15

10

Title cards for the matrix
print out
Each of the element matrices are
printed then titles are required
for mass matrix before and after
reordering, Likewise for the
damping, stiffness and A matrices.
Finally the E and F matrices are
printed.

*
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New

ABSTRACT

A new approach to the determination of mechanical properties is
presented.

The method consists of fitting the response of a test spec

imen as predicted by a mathematical model to the response measured in
a dynamic test.

This is accomplished using a numerical optimization

technique to systematically manipulate the material properties in the
model.

The properties which minimize the deviations between the meas

ured and calculated responses are assumed to be the correct ones.

The

theory is presented, a mathematical model is developed, and some pre
liminary test results are discussed.

A digital computer program which

performs the optimization is described and problems encountered in the
use of the program are discussed.

Recommendations are given regarding

the solution of these problems and the direction future effort should
take.
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