Construction, in the framework of a Nonequilibrium Statistical Ensemble Formalism, of a Mesoscopic Hydro-Thermodynamics, that is, covering phenomena involving motion displaying variations short in space and fast in time -unrestricted values of Knudsen numbers-, is presented. In that way, it is provided an approach enabling for the coupling and simultaneous treatment of the kinetics and hydrodynamic levels of descriptions. It is based on a complete thermo-statistical approach in terms of the densities of matter and energy and their fluxes of all orders covering systems arbitrarily driven away from equilibrium. The set of coupled nonlinear integro-differential hydrodynamic equations is derived. They are the evolution equations of the Grad-like moments of all orders, derived from a generalized kinetic equation built in the framework of the Nonequilibrium Statistical Ensemble Formalism. For illustration, the case of a system of particles embedded in a fluid acting as a thermal bath is fully described. The resulting enormous set of coupled evolution equations is of unmanageable proportions, thus requiring in practice to introduce an appropriate description using the smallest possible number of variables. We have obtained a hierarchy of Maxwell times, which can be considered a kind of Bogoliubov's characteristic times in hydrodynamic and which have a particular relevance in the criteria for stablishing a contraction of description.
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I. INTRODUCTION
It has been noticed that one of the complicated problems of the nonequilibrium theory of transport processes in dense gases and liquids is the fact that their kinetics and hydro-dynamics are intimately coupled, and must be treated simultaneously (e.g., see Refs. [1] - [6] ). On this we may say that microscopic de- [3] - [7] .
Hence, more advanced approaches are required to lift these restrictions. Consider first near homogeneity, which implies validity in the limit of long wavelengths (or wavenumber Q approaching zero). To go beyond it is necessary to introduce a proper dependence on Q valid, in principle, for intermediate and short wavelengths (intermediate to large wavenumbers). In phenomenological theories this corresponds to go from classical irreversible thermodynamics to extended irreversible thermodynamics [8] - [10] . This is what has been called generalized hydrodynamics, a question extensively debated for decades by the Statistical Mechanics community. Several approaches have been used, and a description can be consulted in Chapter 6 of the classical book on the subject by Boon and Yip [2] . Introduction of nonlocal effects for describing motions with influence of ever decreasing wavelengths, going towards the very short limit, has been done in terms of expansions in increasing powers of the wavenumber, which consists in what is sometimes referred to as higherorder hydrodynamics (HOH). Attempts to perform such expansions are the so-called Burnett and super-Burnett approaches in the case of mass motion, and Guyer-Krumhansl approach in the case of propagation of energy (see for example Refs. [11] and [12] ). A satisfactory development of a HOH being also nonlinear and including fluctuations is highly desirable for covering a large class of hydrodynamic situations, and, besides its own scientific interest, also for obtaining insights into present day technologicalindustrial processes. Also, we can mention its fundamental relevance in Oceanography and Meteorology (e.g. [14] , [15] ), and that it has been stated [16] that the idea of promoting hydraulics by statistical inference is appealing because the complete information about phenomena in hydraulics seldom exists; for example sediment transport and the more fundamental problem in fluid mechanics of describing the velocity distribution in fluids under flow [17] - [19] . Indeed, the nonlocal terms become specially important in miniaturized devices at submicronic lengths [20] , or in the design of stratospheric planes, which fly in rarefied gases in a density regime between the independent particle description and the purely continuous description. Another particular problem to it related is the one of obtaining the structures of shock waves in fluids for wide ranges of Mach numbers [21] . Moreover, Burnett approximation of hydrodynamics has been shown to provide substantial improvement on many features of the flow occurring in several problems in hydrodynamics, e.g. the case of Poiseuille flow [22] and others [23] .
The microscopic derivation of a HOH, together with the analysis of the validity of existing theories, is still a point in question.
It has been shown [24] that for the case of Maxwellian molecules, whereas NavierStokes approximation yields equations which are stable against small perturbations, this is not the case when are introduced Burnett contributions to the equations. It follows that small perturbations to the solutions, which are periodic in the space variable with a wavelength smaller than a critical length, are exponentially unstable. This fact has been called Bobylev's instability. Moreover, Karlin [25] [30] .
It can be noticed that nowadays two approaches appear to be the most favorable for providing very satisfactory methods to deal with hydrodynamics within an ample scope of nonequilibrium conditions. They are Nonequilibrium Molecular Dynamics (NMD) [31] and the kinetic theory based on the far reaching generalization of Gibbs' ensemble formalism, namely the Nonequilibrium Statistical Ensemble Formalism (NESEF for short) [32] - [36] . NMD is a computational method created for modeling physical system at the microscopic level, being a good technique to study the molecular behavior of several physical processes. Together with the socalled Monte Carlo method are part of what is known as numeric simulation methods [37] .
We do here present an extensive derivation of a MHT on the basis of the kinetic theory founded on NESEF, quite appropriate to deal with systems in far-from-equilibrium conditions involving the development of ultrafast relaxation processes, and displaying nonlinear behavior leading, eventually, to instabilities and synergetic self-organization [38] - [40] .
Within the framework of NESEF, but in a different approach to the one used here, an alternative MHT was introduced by Zubarev and Tishchenko [41] , [42] .
It may be noticed that the formalism can be extended to deal with the so-called nonconventional hydrodynamics which is associated to disordered media [43] , consisting in systems showing a complex structure of a fractal-like (self-affine in average) characteristics, whose range of applicability and of physical interest is large [44] . [45] . One particular case of apparently unusual behavior is the one associated to hydrodynamic motion leading to a so-called nonFickian diffusion, described by a time evolution following a kind of fractional-power law [46] . The nonequilibrium statistical thermomechanical aspects of complex systems including illustrations is reported elsewhere [47] ; a case involving hydro-thermodynamics is given in Ref. [48] .
In the present paper the conventional NESEF-based MHT is described in next Sec- what implies in to have access to the so-called one-particle (or single-particle),n 1 , and twoparticle,n 2 , dynamical operators for any subset of the particles involved. This is so because all observable quantities can be ex-pressed at the microscopic mechanical level in terms of these operators (e.g. Refs. [49] and [50] ).
On the basis of the construction of the nonequilibrium statistical operator [32] - [33] , and taking into account the noted above fact that a complete description of the nonequilibrium state of the system follows from the knowledge of the single-and two-particle density operators (or equivalently the associated reduced density matrices) which in classical mechanics are
where r j , p j are the coordinate and momentum of the j-th particle, and r, p are called field variables, the most complete nonequilibrium statistical distribution [4] , [32] - [36] is the one built in terms of the auxiliary statistical operator
whereρ refers to the system of N particles of mass m, and ρ R is the one associated to a thermal bath of N R particles of mass M taken in equilibrium at temperature T 0 . The first one is given bȳ
Hence,ρ(t, 0) depends on the variables of the system of interest and ρ R on the variables of the thermal bath; both distributions are taken as normalized, as it should, with φ(t)
ensuring the normalization ofρ, that is,
and F 1 and F 2 are the nonequilibrium thermodynamic variables conjugated ton 1 and
where lnZ(t) = φ(t) with Z(t) playing the role of a nonequilibrium partition function and δ stands for functional derivative, in complete analogy with the equilibrium case.
Moreover, dΓ is the element of volume in the phase space of the system, and for simplicity we have omitted to indicate the dependence on Γ ofn 1 ,n 2 ,ρ,R, and that ρ R depends on the phase point Γ R in the phase space of the bath.
We stress thatρ of Eq. (4) is not the statistical operator of the nonequilibrium system, but an auxiliary one -called the "instantaneously frozen quasi-equilibrium" sta- We recall that the nonequilibrium statistical operator is given by [4] , [32] - [36] 
withρ(t, 0) of Eq. (4), and wherē (9) is the auxiliary operator carrying on the mechanical evolution of the system under HamiltonianĤ (L is the Liouvillian operator of the system meaning iLÂ = {Â,Ĥ}). Usually the system's Hamiltonian is separated out into two terms, namely,Ĥ
whereĤ 0 is the kinetic energy operator and
contains the internal interactions energy op- (9)), and that the initial value condition is R ε (t 0 ) =ρ(t 0 , 0) for
The nonequilibrium thermodynamic space of states [52] associated to the basic dynamic variablesn 1 andn 2 is composed by the oneparticle and two-particle distribution functions
where we indicate that for the basic variables, and only for them, the average with the statistical operator ̺ ε is equal to the one taken with the auxiliary operator [32] - [34] .
The trace operation T r is in this classical approach to be understood as an integration over phase space;n 1 andn 2 are functions on phase space and ̺ and ̺ ε functionals of these In brief, the rth-order moment is the flux of order r
where u
s is the r-rank tensor, s ≡ n for particle motion and s ≡ h for energy motion,
that is, the tensorial product of r-times the vector p/m; for s ≡ n, r = 0 stands for the density, r = 1 for the vector flux (or current), r = 2 for the flux of the flux which is related to the pressure tensor field, and r > 2 for all the other higher-order fluxes. For s ≡ h, r = 0 stands for the density of energy and r ≥ 1 for the respective fluxes. The density of energy h(r, t) follows from the trace of mI [2] n , namely
The set composed by n(r, t), I n (r, t),
n (r, t) and h(r, t) is the one corresponding to Grad's fourteen moments approach. Finally, the hydrodynamic equations are
with r = 0, 1, 2, ..., and where is to be introduced Eq. (27) . Equations (17) We write for the Hamiltonian
where, the first term on the right,
is the Hamiltonian of the particles in the solute, consisting of their kinetic energy and their pair interaction via a central force potential; the second term iŝ
which is the Hamiltonian of the particles in the solvent, acting as a thermal bath, consisting of their kinetic energy plus their pair in-teraction via a central force potential; more-
is the interaction Hamiltonian of the particles with the thermal bath, and
is the Hamiltonian associated to the external force acting on the particles of the system.
Under the stated condition that the bath is in constant thermal equilibrium with an external reservoir at temperature T o , its macroscopic state is characterized by the canonical distribution
where
and Z is the corresponding partition function. The auxiliary nonequilibrium statistical operator of the whole system is the one of Eq. (3) and Eq. (4). But, for simplicity, considering a dilute solution (large distance in average between the particles) or that the potential V is screened (e.g., molecules in an ionized saline solvent, e.g. [57] ), we can disregard the influence of the two particle potential, and then ignore n 2 , that is, taking F 2 = 0 in Eq. (4) retaining only n 1 . In that case, we choose the single-particle reduced density, n 1 (r, p | Γ), as the only relevant dynamical variable required. Hence, ̺ (t, 0), of Eq. (4), the auxiliary nonequilibrium statistical operator for the particles embedded in the bath, is
is a probability distribution for an individual particle, with φ (t) and φ j (t) ensuring the normalization conditions of ̺ and ̺ j .
The nonequilibrium equation of state [52] , that is the one relating the variables f 1 (r, p; t) and F 1 (r, p; t) is
or
On the other hand, the evolution equation for f 1 following from the NESEF-based kinetic theory, derived as shown in Ref. [58] , is the generalized kinetic equation (27) obtained in the Markovian approximation [32] , [34] , [59] , [60] , where
with the explicit expressions, for the vecto-
2 (p), and the scalar B (p), together with a description of the physical meaning of the several contributions, are given in Ref. [58] . We also wrote the symbol ⊙ for full contraction of tensors.
The distribution f 1 (r, p; t) that follows solving Eq.(27) provides a complete information about the actual distribution of particles, and therefore of the physical properties of the system. Alternatively, if one knows all the moments of the distribution we do have a knowledge of its characteristics. A knowledge of some moments is not sufficient to determine the distribution completely; it implies in only possessing partial knowledge on the characteristics of this distribution [61] (this is related to Tchebychef's procedure for obtaining characteristics of a probability distribution when we do possess the moments of successive order, e.g. [62] ). On this H. given by the density n (r, t), the velocity field v (r, t) , and the stress tensor T [2] (r, t), in a sufficient generality to cover a broad class of problems. This approach was initiated by
Maxwell [63] and continued by Grad [64] (it was called Grad's moments procedure) [65] .
We do perform here an extensive generalization of the moments procedure, consisting into introducing the full set of moments of f 1 (r, p; t), of Eq. (27) , in the variable p. Let us introduce, in the variable p, the moments of the distribution f 1 (r, p; t),
which is the density of particles;
with I n being the flux (current) of particles;
is the tensorial product of vectors u, with I [2] n being the second-order flux (or flux of the first flux), a rank-2 tensor, which multiplied by the mass is related to the pressure tensor and
are the higher-order fluxes of order l ≥ 3 (the previous three of Eqs. (30), (31) and (33) are those for l = 0, 1 and 2 respectively),
is the l-rank tensor consisting of the tensorial product of l vectors u of Eq.
(32) that is,
We do have what can be called the family of hydrodynamical variables describing the material motion, i. e., the set n(r, t), I n (r, t), {I
with l = 2, 3, ....
On the other hand, we have the family of hydrodynamical variables describing the thermal motion, consisting of
with l = 2, 3, ...; that is, in compact form those in the set h(r, t), I h (r, t), {I
which are, respectively, the density of energy, its first vectorial flux (current), and the higher-order tensorial fluxes. It can be noticed that in this case of a parabolic type energy-momentum dispersion relation,
, the set of Eq. (40) is encompassed in the previous one: In fact h(r, t) = m 2 T r I [2] n (r, t)
where T r 2 stands for the contraction of two indexes, and, in general
for all the other higher-order fluxes of energy.
Hence, any flux of energy of order l is contained in the flux of matter of order l + 2.
In what follows we concentrate the attention on the study of the hydrodynamic motion of the particles, with heat transport to be dealt with in a future communication in this series.
IV. MHT EVOLUTION EQUATIONS IN NESEF
We proceed now to the derivation of the MHT equations, that is, the equations of evolutions for the basic macrovariables of the family of material motion, i. e. those in set of Eq.(36).
Let us consider the flux of order l (l = 0, 1, 2, ...); its evolution equation is
Using Eq. (27) , but excluding a dependence on p of the external force, after lengthy but straightforward calculations we arrive to the general set of coupled equations for the density, l = 0, the current, l = 1, and all the other higher-order fluxes, l ≥ 2, given by
where ℘(1, s) means that we must take a permutation of the first free index (1) The several terms on the right of Eq. (45) are,
that is the applied external force, created by the action of the potential V ext , and the terms
and F N L (r; t) present in Eqs.
(28) and (29) have respectively been incorpo-
N L , which are, 
Observe that the notation
means that one has to sum all permutations of the vectors in order to ensure that the tensor has the same symmetry of the tensor
n on the left hand side of Eq. (45) . Next, making a Taylor series expansion of the exponential in both contributions in Eq.
(47) and in Eq. (51), i. e.,
and we recall that ⊙ stands for full contraction of the two tensors of rank 2k. Then using Eq.(53) for F (p, Q), we can rewrite Eqs.
(47), (49) and (52) in a closed form in terms of all the fluxes, namely
is an operator involving the set of permuta- to Eq. (A8).
We can see that the expressions for J (57) and (58), to obtain Eq. (45) in the form,
n (r, t).
The last term on the right of Eq. (61) is given by,
n (r, t), given in Appendix A, contains the contributions of the fluxes of order higher than l + 2; and the kinetic coefficients
The first three contributions on the right of Eq. (62) However it can be noticed the already mentioned fact that the fluxes of energy can be given in terms of those of particles, namely,
Eqs. (41) to (43)]. Moreover,
with θ l playing the role of a Maxwellcharacteristic time for the l-th flux.
We stress that l = 0 corresponds to the density n(r, t), l = 1 to the first flux (current) I n (r, t), l = 2 to the second flux I [2] n (r, t) which multiplied by the mass m is related to the pressure tensor P [2] (r, t)], l > 2 to the other higher-order fluxes. Hence, Eq. (61) represents the coupled set of evolution equa- to disregard nonrelevant information [67] .
Elsewhere [68] we have discussed the ques- 
what tell us that any characteristic time for l ≥ 2 is proportional to the one of l = 1, that is the one for the first flux which multiplied by the mass m is the linear momentum density and then all are proportional to the linear momentum relaxation time. On the other hand we do have that
for l = 1, 2, 3, ... and where x = m/M, and then the ordering sequence
is verified which can be considered to represent a kind of Bogoliubov´s hierarchy of characteristic times [50] in generalized hydrodynamics, and we can see that θ l → 0 as l → ∞. Moreover according to Eq. (64) it follows that
Comparing with the second flux (l = 2), the one related to the pressure tensor, it follows that for the Brownian particles (x >> 1) 1) for the Brownian particle (m/M >> 1)
2) for the Lorentz particle (m/M << 1)
or θ l ≃ 5θ 1 /l 2 for large l.
Moreover according to Eq. (65) as the order of flux largely increases its characteristic
Maxwell time approaches zero, and θ l+1 /θ l ≃ 1, with both being practically null. In Fig.   1 it is displayed the ratio of characteristic 
n (r, t) + S n (r, t) ,
n (r, t) + ∇ · I [3] n (r, t)
n (r, t)+a Lo ∇I n (r, t) + [∇I n (r, t)] tr + 4 a L1 ∇ · I [3] n (r, t) + b τ o n(r, t)1 [2] +S [2] n (r, t) ,
∂ ∂t I [3] n (r, t) + ∇ · I [4] n (r, t)=
n (r, t)
n (r, t) , (73) where F (r, t), given in Eq. (C1), and the expressions for S n (r, t), S [2] n (r, t) and S [3] n (r, t) are given in Appendix C. The Maxwell times 
composed of the hydrostatic contribution (the diagonal terms) and the shear stress (the non-diagonal terms) and the convective pressure (cf. Eq. (91) presented later on, but where the shear contributions have been discarded). We also mention that taking into account Eq. (88) below relating I n (r, t) with the barycentric velocity v (r, t), Eq. (71) can be transformed in an evolution equation
for the latter to obtain a generalized NavierStokes equation (future publication).
Let us now, for illustration, consider the case when we can perform a truncation in a third order, that is, to consider as basic variables n(r, t) its flux I n (r, t) and and the pressure tensor mI [2] n (r, t). In this contracted description we consider Eqs. (70), (71) and (72) but with the further restrictions in Eqs. (71) and (72) of neglecting: 1. the shear stress contribution, more precisely introducing the trace of the pressure tensor which is proportional to the energy density h(r, t), that is,
where convective pressure has been disconsidered, cf. Eq. (89), 2. the terms with coefficients a L whose origin is in self-energy corrections, which simply would renormalize the kinetic coefficients, and 3. the terms S n (r, t) and S [2] n (r, t) which contain the energy density h(r, t) and its flux I h (r, t) thus, disregarding thermo-striction effects.
The evolution equations for the chosen hydrodynamic variables, n(r, t), I n (r, t) and I [2] n (r, t), in the conditions above stated take the form ∂ ∂t n(r, t) + ∇ · I n (r, t) = 0,
n (r, t)= n(r, t) m F (r, t)
n (r, t) + ∇ · I [3] n (r, t)=b τ o n(r, t)1
Deriving in time Eq. (76) and, next, in the result inserting ∂I n (r, t)/∂t, using Eq.
(77) we arrive at the hyperbolic (MaxwellCattaneo type) evolution equation for n(r, t)
Furthermore, deriving in time this Eq. (79) and using Eq. (78) it follows that
The divergence of the third-order flux,
n , in terms of the basic variables is evaluated on the basis of Eq.(78), the evolution equation for the second-order flux, which we recall, related to the pressure tensor [cf.
Eq. (74)]. For that purpose we consider conditions such that the pressure is changing slowly in time (θ 2 ∂I [2] n /∂t << I [2] n or ω θ 2 << 1 along the motion), and then from Eq. (78) follows that ∇ · I [3] n (r, t) =b τ o n(r, t)1
and using this result in Eq. (80) it follows the equation
To close this Eq. (82) it is necessary to evaluate I [2] n which, we recall, is given by
We resort now to the use of Eq. (25) and for
where lower index nought indicates that the derivative is taken at p = 0, and
• pp is the traceless part of the tensor. We rewrite F 1 in the form
that is, keeping terms up to second order in p. This is consistent with the contracted description we used, and of disregarding the shear stress, and where ϕ n , F n and F h are the nonequilibrium thermodynamic variables conjugated to the density, the flux and the trace of I [2] n which is proportional to the energy. Moreover, introducing the alternative forms F n (r, t) ≡ −mβ(r, t)v (r, t) ,
it follows that
defining the barycentric velocity v (r, t) .
From Eqs. (30), (31) and (33) there follows that h (r, t) = m 2 T r I [2] n (r, t) = 3 2 n (r, t) β −1 (r, t)
where we can write β −1 (r, t) = k B T * (r, t)
introducing a nonequilibrium temperature (called quasitemperature [69] , [70] ), as well as
and I [2] n (r, t) = 1 m β −1 (r, t)n (r, t) 1 [2] + n (r, t) v (r, t) v (r, t) .
Introducing Eq.
we finally arrive at
where j n (r, t) = −D [2] (r, t)·∇n (r, t)−n (r, t) V (r, t)
plays the role of a generalized flux with at the right being present a generalized thermodynamic force, and where
is playing the role of a generalized diffusion tensor (composed of two parts, a first one of thermal origin and a second associated to the drift of the material) and
composed of three terms, one of thermal origin another coming from the drifting movement and a third from the applied force.
Moreover, in the steady state (∂n/∂t = 0 and then j = 0) there follows that the density satisfies the equation
Returning to Eq.(92), its Fourier trans- 
with the open parameters U and r o ( r o is a length scale playing the role of a range length and U/r o being the interaction strength ).
It has been noticed that this kind of potential belongs to the class of interactions which do not diverge at the origin, i.e., are bounded. They are potentials corresponding to effective interactions between the centers of mass of soft, flexible macromolecules such as polymer chains [72] , dendrimers [73] , and others. The centers of mass of two macromolecules can coincide without violation of the excluded volume conditions, hence implying in a bounded interaction [74] . Several studies of this potential can be consulted, for example, in Refs. [75] - [78] .
It can be noticed that GCM of Eq. (98) roughly mimics a hard sphere potential with radius r o , and that in the limit of r o going to zero goes over a contact potential U δ (r) .
The Fourier transform is
In terms of these results we find that The kinetic tensorial coefficients of Eq.
(57) to Eq. (59) are: 
Where we have defined,
The last term on the right of Eq. (62) is given by,
n (r, t) = J n (r, t) ,
R [2] n (r, t) = 
R [3] n (r, t) = J [3] τ R (r, t) + J [3] LR (r, t), 
The several kinetic tensorial coefficients Λ [r] are given in Appendix A.
