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Abstract
In the field of Laurent series Q((T )), we construct a subring B which has a natural
D-module structure. Identities of Bernoulli numbers and polynomials are obtained
from the algebraic structures of B.
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1 Introduction
Let eT =
∑∞
i=0 T
i/i! be the formal power series with coefficients in the field
Q of rational numbers. In the field of Laurent series Q((T )), the series B =
B(T ) = T/(eT − 1) is contained in the formal power series ring Q[[T ]]. The
i-th Bernoulli number B
(n)
i of order n is defined by
Bn =
∞∑
i=0
B
(n)
i
i!
T i.
We write B
(1)
i simply as Bi. The i-th Bernoulli polynomial B
(n)
i (X) of order
n is defined by
BneXT =
∞∑
i=0
B
(n)
i (X)
i!
T i
in the power series ring Q[X ][[T ]], whose coefficients are in the polynomial
ring Q[X ].
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Identities of Bernoulli numbers are abundant ever since early days of their
discovery and still of contemporary interests. Among diverse approaches to
these identities, we would like to explore their algebraic structures. These
identities, often of order one, are better understood through Bernoulli numbers
and polynomials of higher orders. A framework for such a phenomenon is built
up by the vector spaces defined below.
Definition 1 We define B to be the Q-vector subspace of Q((T )) generated
by Laurent series TmBn(bT )eaT , where m is an integer, n is a non-negative
integer, a ∈ Q and 0 6= b ∈ Q. We define B0 to be the Q-vector subspace of
B generated by TmBn.
The power series Bn(bT )eaT ∈ B is the exponential generating function of
biB
(n)
i (a/b), which is the main ingredient of our identities. A multiplication on
Bn(bT )eaT by a power of T simply means a shifting of the generating function.
These observations motivate our definition.
Clearly B0 is a subring of Q((T )). In Proposition 3, we will show that B is
a subring as well. Note that B−1 = T−1eT − T−1 ∈ B. Hence, for a fixed k,
the exponential generating function of the sequence {S(n, k)}n≥0 of Stirling
numbers of the second kind is contained in B. Indeed
∞∑
n=0
S(n, k)
T n
n!
=
T k
k!
B−k.
Besides the Q[T, eT ]-module structure, the field Q((T )) has a natural left mod-
ule structure over the Weyl algebra D := Q〈T, d/dT 〉. It is clear that B is a
Q[T, eT ]-submodule of Q((T )). In Proposition 4, we will show that B is also
a D-submodule of Q((T )). The proof is essentially due to Lucas [10, p. 62]. In
terms of our terminology, he showed that B0 is a D-submodule of Q((T )).
Starting with elements of B and performing algebraic operations on them,
we will provide methods to represent the result as a D-linear combination of
elements of the form TmB(bT )eaT . Equating coefficients in the Laurent series
of the representation, we obtain identities of Bernoulli numbers and Bernoulli
polynomials. For instance, the relation
B2 =
(
1− T − T
d
dT
)
B
gives rise to Euler’s identity
m−1∑
i=1
(
2m
2i
)
B2iB2m−2i = −(2m+ 1)B2m (1)
by equating the coefficients of T 2m for m > 1. See Relation 10 for details.
Such a viewpoint applies to many identities found in the literature including
2
generalizations of Euler’s identity [3,14,15,16], an identity from Eisenstein se-
ries [13], identities from special values of Zeta functions [5,6], and others [1].
One may implement algebraic operations of B into computer programs, which
provide new identities elegant or involved.
It is plausible that our algebraic view may be extended to other classical
numbers. We leave the possibilities to the reader.
2 Algebraic Structures
Note that elements TmBn form a basis for the Q-vector space B0. This fact is
a consequence of the transcendence of B over Q[T ], which is equivalent to the
transcendence of eT . In the Q[T, eT ]-module B, elements TmBn(bT )eaT may
have non-trivial relations. For instance,
BeT = T +B.
See Section 3 for more examples.
The ring structure of B is based on the following version of partial fraction
decompositions.
Lemma 2 For any positive integers n1, · · · , ns, k1, · · · , ks, there exist gi ∈
Q[X ] and positive integers mi, ℓi with ℓi ≤ n1 + · · ·+ ns such that
1
(Xk1 − 1)n1 · · · (Xks − 1)ns
=
∑
i
gi
(Xmi − 1)ℓi
. (2)
PROOF. We may assume that k1, · · · , ks are distinct. The case s = 1 is
trivial. Assume that s = 2. Let k be the greatest common divisor of k1 and k2.
Since X − 1, X(k1/k)−1 + · · ·+X +1 and X(k2/k)−1 + · · ·+X +1 are relatively
prime, there exist g∗0, g
∗
1, g
∗
2 ∈ Q[X ] such that
1
(Xk1/k − 1)n1(Xk2/k − 1)n2
=
g∗0
(X − 1)n1+n2
+
g∗1
(X(k1/k)−1 + · · ·+X + 1)n1
+
g∗2
(X(k2/k)−1 + · · · +X + 1)n2
.
Let g0 = g
∗
0(X
k), g1 = (X
k − 1)n1g∗1(X
k), g2 = (X
k − 1)n2g∗2(X
k). Then
1
(Xk1 − 1)n1(Xk2 − 1)n2
=
g0
(Xk − 1)n1+n2
+
g1
(Xk1 − 1)n1
+
g2
(Xk2 − 1)n2
.
The lemma follows from induction on s.
3
Since the denominators of (2) has a common factor X − 1, the decomposition
in Lemma 2 is not unique. For instance,
1
(X − 1)(X2 − 1)
=
1− 1
2
X
(X − 1)2
+
1
2
X
X2 − 1
=
1
2
(X − 1)2
+
−1
2
X2 − 1
.
Proposition 3 B is a subring of Q((T )).
PROOF. We need to show that Bn1((k1/k)T )B
n2((k2/k)T ) ∈ B, where
k1, k2 are positive integers ad k is an integer. Choose polynomials gi and pos-
itive integers mi, ℓi as in Lemma 2 for s = 2. Replacing X by e
T/k in (2) and
multiplying both sides of the equation by (k1T )
n1(k2T )
n2/kn1+n2 , we obtain
the required formula
Bn1(
k1
k
T )Bn2(
k2
k
T ) =
∑
i
(
k1
k
)n1(
k2
k
)n2(
k
mi
)ℓiT n1+n2−ℓiBℓi(
mi
k
T )gi(e
T/k).
The Weyl algebra D = Q〈T, d/dT 〉 is generated by the multiplication operator
T and the derivation d/dT as a Q-subalgebra of HomQ(Q((T )),Q((T ))) . For
f, g ∈ D, we write their product as f · g. The field of Laurent series Q((T )) is
endowed with the natural left D-module structure. For instance, the module
structure gives (d/dT )T = 1 ∈ Q((T )). Do not be confused with the product
(d/dT ) · T , which satisfies the Leibniz rule
d
dT
· T = 1 + T ·
d
dT
.
The subalgebra of D generated by T is also denoted by Q[T ], which makes no
confusion with the subring of Q((T )) generated by T . For f, g ∈ Q[T ] ⊂ D,
their product is also written as fg. This notation agrees with that of the
module structure on Q((T )). Moreover, using the Leibniz rule, any element of
D can be written as
∑
fi · (d/dT )
i, where fi ∈ Q[T ]. We write
∑
fi · (d/dT )
i
also as
∑
fi(d/dT )
i without any confusion with the module structure. More
notations: di/dT i stands for (d/dT )i. For F ∈ Q((T )), we use dFn/dT n for
(d/dT )nF. In our convention, dF0/dT 0 = F.
Proposition 4 B0 and B are D-submodules of Q((T )). As D-modules, B is
generated by TmB(bT )eaT and B0 is generated by T
mB.
PROOF. For the first assertion, it suffices to show (d/dT )(Bn(bT )eaT ) ∈ B
and (d/dT )Bn ∈ B0. This follows from the formula
d
dT
(
Bn(bT )eaT
)
=
(
(a+
n
T
)Bn(bT )− nbBn(bT )−
n
T
Bn+1(bT )
)
eaT , (3)
4
which can be found in [10, p. 62] for b = 1 and a = 0. The general case of (3)
reduces easily to the case a = 0, which is obtained by dividing the equality
nBn(bT )(ebT − 1)n
=n(bT )n
=T
d(bT )n
dT
=T
d
dT
(
Bn(bT )(ebT − 1)n
)
=nbTBn(bT )(ebT − 1)n−1ebT + T (ebT − 1)n
d
dT
Bn(bT )
=nbTBn(bT )(ebT − 1)n + nBn+1(bT )(ebT − 1)n + T (ebT − 1)n
d
dT
Bn(bT )
by T (ebT − 1)n, c.f. [8, Prop. 1]. The second assertion follows from
Bn+1(bT )eaT =
(
1− bT +
aT
n
−
T
n
d
dT
)(
Bn(bT )eaT
)
, (4)
which is equivalent to (3).
In Section 3, we will provide two special cases of partial fraction decomposi-
tions which suffice to calculate the product of elements in B.
The first case is a decomposition of 1/(Xn− 1)(Xm− 1), where m 6= n. Let ℓ
be the greatest common divisor of m and n.
Definition 5 For ℓ = 1, we define gm,n to be the polynomial with degree less
than m− 1 such that
1
(X − 1)(1 +X + · · ·+Xm−1)(1 +X + · · ·+Xn−1)
=
1
mn(X − 1)
+
gn,m
1 +X + · · ·+Xn−1
+
gm,n
1 +X + · · ·+Xm−1
.
In general, we define gn,m = gn/ℓ,m/ℓ(X
ℓ).
For example,
5
g2,3 = −
1
2
, g3,2 =
1
3
(X − 1);
g2,5 = −
1
2
, g5,2 =
1
5
(2X3 −X2 +X − 2);
g3,5 =
1
3
(X − 1), g5,3 =
1
5
(−2X3 +X2 −X − 3).
We have a decomposition
1
(Xn − 1)(Xm − 1)
=
ℓ2
mn(Xℓ − 1)2
+
gn,m
Xn − 1
+
gm,n
Xm − 1
.
Note that g1,m = 0. For n > 1 and ℓ = 1, we may describe gn,m = a0 + a1X +
· · ·+ an−2Xn−2 using the complex number v = e2π
√−1/n by


a0
a1
...
an−2


=


1 v · · · vn−2
1 v2 · · · v2n−4
...
...
. . .
...
1 vn−1 · · · v(n−1)(n−2)


−1

(vm − 1)−1
(v2m − 1)−1
...
(v(n−1)m − 1)−1


.
The second case is a decomposition of 1/(Xℓ−1)k(Xn−1), where ℓ is a divisor
of n.
Definition 6 We define h
(k)
1,n and f
(k)
1,n to be the polynomials with degrees less
than k and n− 1 respectively such that
1
(X − 1)k(1 +X + · · ·+Xn−1)
=
h
(k)
1,n
(X − 1)k
+
f
(k)
1,n
1 +X + · · ·+Xn−1
.
We define h
(k)
ℓ,n = h
(k)
1,n/ℓ(X
ℓ) and f
(k)
ℓ,n = f
(k)
1,n/ℓ(X
ℓ).
For example,
h
(2)
1,5=
1
5
(−2X + 3),
f
(2)
1,5 =
1
5
(2X3 + 3X2 + 3X + 2).
We have a decomposition
1
(Xℓ − 1)k(Xn − 1)
=
h
(k)
ℓ,n
(Xℓ − 1)k+1
+
f
(k)
ℓ,n
Xn − 1
.
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Note that h
(k)
1,n = a0 + a1(X − 1) + · · · + ak−1(X − 1)
k−1 can be described
inductively by a0 = 1/n and
a0
(
n
i
)
+ a1
(
n
i− 1
)
+ · · ·+ ai−1
(
n
1
)
= 0
for i > 1 with our convention
(
n
i
)
= 0 for n < i. Note also that
f
(k)
1,n =
1− (1 +X + · · ·+Xn−1)h(k)1,n
(X − 1)k
.
3 Relations and Identities
We list some relations in B and demonstrate their implications on identities
of Bernoulli numbers and polynomials.
Relation 7
B(−T )− T = B.
It is straightforward to verify the above relation, which implies thatB1 = −1/2
and all other odd Bernoulli numbers of order one are zero.
Relation 8
eTB = B(−T ).
It is straightforward to verify the above relation, which implies the recurrence
formula
n∑
i=0
(
n
i
)
Bi = (−1)
nBn
for n ≥ 0. Together with the vanishing property of odd Bernoulli numbers of
order one, the above recurrence formula can be also written as
n∑
i=0
(
n
i
)
Bi = Bn
for n ≥ 2. See [12, p.18, Equation (4)].
Relation 9
n−1∑
i=0
B(nT )eiT = nB.
7
Relation 9 follows from the direct computation
n−1∑
i=0
B(nT )eiT = n
T
eT − 1
enT − 1
nT
B(nT ) = nB.
It is equivalent to
∑n−1
i=0 Be
(a+ i
n
)T = nB(T
n
)eaT , whose coefficients of Tm give
rise to multiplication theorem
n−1∑
i=0
Bm(a +
i
n
) = n1−mBm(na)
[12, p. 21, Equation (18)].
Relation 10
Bn+1(bT )eaT =
(
1− bT +
aT
n
−
T
n
d
dT
)(
Bn(bT )eaT
)
.
This is equation (4). For b = 1, equating its coefficients of T i, we get the
formula for lowering orders of Bernoulli polynomials
B
(n+1)
i (a) = (1−
i
n
)B
(n)
i (a) + (a− n)
i
n
B
(n)
i−1(a)
[12, p. 145, Equation (81)].
For a = 0 and b = n = 1, we get Euler’s identity
m∑
i=0
(
m
i
)
BiBm−i = (1−m)Bm −mBm−1
from the coefficients of Tm. Using the vanishing property for odd Bernoulli
numbers of order one, we recast Euler’s identity in the form of (1).
For a = 0, b = 1 and n > 1, repeatedly using Relation 10, we get gener-
alizations of Euler’s identity. See R. Sitaramachandrarao and B. Davis [15],
A. Sankarayanan [14], W.-P. Zhang [16], and K. Dilcher [3].
The polynomial analogue [5, Proposition 2]
n∑
i=0
(
n
i
)
Bi(a)Bn−i(b) = (1− n)Bn(a+ b) + n(a+ b− 1)Bn−1(a + b)
of (1) also follows from direct computation:
8
(BeaT )(BebT ) =
(
(1− T − T
d
dT
)B
)
e(a+b)T
=
(
1 + (a+ b− 1)T − T
d
dT
)(
Be(a+b)T
)
.
Relation 11
dnB
dT n
= T−nfn(T,B),
where
fn := (−1)
n
n+1∑
j=1
(j − 1)!
(
S(n+ 1, j)Un−j+1 − nS(n, j)Un−j
)
V j
with Stirling numbers S(n, j) of the second kind.
Relation 11 is given in [8, Theorem 1] with fn ∈ Z[U, V ] constructed induc-
tively by f0 := V and
fn :=
(
1− n+ U
∂
∂U
+ V
∂
∂V
− UV
∂
∂V
− V 2
∂
∂V
)
fn−1
for n > 0. Using the initial values S(n, 1) = S(n, n) = 1, S(n, n + 1) = 0 and
the recurrence relation
S(n+ 1, j) = S(n, j − 1) + jS(n, j),
one shows that the two definitions for fn agree, cf. [1, Lemma 3.1].
Given m and n,
Tm+n
dmB
dTm
dnB
dT n
= fm(T,B)fn(T,B) = ϕB
for some ϕ ∈ D by Relation 10. In terms of Bernoulli numbers, this gives
rise to identities described by T. Agoh and K. Dilcher [1]. For example, the
identity
n∑
i=0
(
n
i
)
B1+iB1+n−i =
1
6
(n− 1)Bn − Bn+1 −
1
6
(n+ 3)Bn+2
comes from the relation
dB
dT
dB
dT
=
(
−
1
6
T
d3
dT 3
−
1
2
d2
dT 2
+
1
6
T
d
dT
−
d
dT
−
1
6
)
B.
Combining with Relation 10, we have another relation
T 2
(
dB
dT
)2
− (2n− 1)B2 = ϕB,
9
where
ϕ=
(
−
1
6
T 3
d3
dT 3
−
1
2
T 2
d2
dT 2
+
1
6
T 3
d
dT
− T 2
d
dT
−
1
6
T 2
)
−(2n− 1)
(
1− T − T
d
dT
)
.
Equating coefficients of T 2n with n ≥ 4, we get the identity
n−2∑
i=2
(2n− 2)!
(2i− 2)!(2n− 2i− 2)!
B2i
2i
B2n−2i
2n− 2i
= −
(2n+ 1)(n− 3)
6n
B2n,
which was proved by H. Rademacher [13] using Eisenstein series and by M. Eie
[5] using Zeta functions. See also [8].
Relation 12
B(mT )B(nT ) = B2(ℓT ) +mTB(nT )gn,m(e
T ) + nTB(mT )gm,n(e
T ),
where ℓ is the greatest common divisor of distinct positive integers m,n and
polynomials gm,n, gn,m are given in Definition 5.
For example,
B(2T )B(3T )=B2 +
2
3
T (eT − 1)B(3T )−
3
2
TB(2T ),
B(2T )B(5T )=B2 +
2
5
T (2e3T − e2T + eT − 2)B(5T )−
5
2
TB(2T ),
B(3T )B(5T )=B2 +
3
5
T (−2e3T + e2T − eT − 3)B(5T ) +
5
3
T (eT − 1)B(3T ).
In terms of Bernoulli polynomials, the above expression for B(2T )B(3T ) to-
gether with the relation B2 = (1− T − T (d/dT ))B gives rise to
n∑
i=0
3i2n−i
(
n
i
)
BiBn−i =
2n
32−n
Bn−1(
1
3
)−
(
2n
32−n
+
3n
22−n
+ n
)
Bn−1+(1−n)Bn.
For even Bernoulli numbers, the identity reduces to
n∑
i=0
32i22n−2i
(
2n
2i
)
B2iB2n−2i =
4n
32−2n
B2n−1(
1
3
) + (1− 2n)B2n,
where n > 1.
Relation 13
Bk(ℓT )B(nT ) = ℓkT kB(nT )f
(k)
ℓ,n (e
T ) +
n
ℓ
Bk+1(ℓT )h
(k)
ℓ,n(e
T ),
10
where ℓ is a divisor of n and f
(k)
ℓ,n , h
(k)
ℓ,n are given in Definition 6.
For example,
B2B(5T ) =
1
5
T 2(2e3T + 3e2T + 3eT + 2)B(5T ) + (−2eT + 3)B3.
Relation 13 writes Bk(ℓT )B(nT ) as a Q[T, eT ]-linear combination of B(nT )
and Bk+1(ℓT ). Multiply Relation 12 by B(nT ) and using Relation 13, we
are able to write B(mT )B2(nT ) as a Q[T, eT ]-linear combination of B(nT ),
B2(nT ), B2(ℓT ), B3(ℓT ) and B(mT ). Repeating the process, we are able to
write B(mT )Bk(nT ) as a Q[T, eT ]-linear combination of B(nT ), · · · , Bk(nT ),
B2(ℓT ), · · · , Bk+1(ℓT ) and B(mT ). Thus we are able to write the product
B(m1T ) · · ·B(msT ) as a Q[T ]-linear combination of elements of the form
Bn(kT )eaT . Using Relation 10, the product B(m1T ) · · ·B(msT ) can be writ-
ten as a D-linear combination of elements of the form B(bT )eaT .
Here we carry out the computation for B(2T )B(3T )B(5T ). Relations 12 and
13 together with the relation (eT −1)B3 = TB2 (from Relations 7 and 8) give
rise to
B(2T )B(3T )B(5T )
=B2B(5T ) +
2
3
T (eT − 1)B(3T )B(5T )−
3
2
TB(2T )B(5T )
=
1
5
T 2(2e3T + 3e2T + 3eT + 2)B(5T )− 2TB2 +B3
+
2
3
T (eT − 1)B2 +
2
5
T 2(eT − 1)(−2e3T + e2T − eT − 3)B(5T )
+
10
9
T 2(e2T − 2eT + 1)B(3T )
−
3
2
TB2 −
3
5
T 2(2e3T − e2T + eT − 2)B(5T ) +
15
4
T 2B(2T ).
By Relation 9,
(eT − 1)(−2e3T + e2T − eT − 3)B(5T )= 5(e3T + 1)B(5T )− 10B,
(e2T − 2eT + 1)B(3T )=−3eTB(3T ) + 3B.
Together with the relation (eT − 1)B2 = TB, we obtain
B(2T )B(3T )B(5T )=B3 −
7
2
TB2 +
15
4
T 2B(2T )−
10
3
T 2eTB(3T )
+
6
5
T 2(e3T + e2T + 3)B(5T ).
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By Relation 10,
B(2T )B(3T )B(5T )=
(
1
2
T 2
d2
dT 2
+ 5T 2
d
dT
− T
d
dT
+
9
2
T 2 − 5T + 1
)
B
+
15
4
T 2B(2T )−
10
3
T 2B(3T )eT
+
6
5
T 2B(5T )e3T +
6
5
T 2B(5T )e2T +
18
5
T 2B(5T ).
In terms of Bernoulli polynomials,
∑
i,j,k≥0
i+j+k=n
(
n
i, j, k
)
2i3j5kBiBjBk
=
1
2
(n− 1)(n− 2)Bn + 5n(n− 2)Bn−1
+
(
9
2
+
15
4
2n−2 +
18
5
5n−2
)
n(n− 1)Bn−2 −
10
3
n(n− 1)3n−2Bn−2(
1
3
)
+
6
5
n(n− 1)5n−2Bn−2(
2
5
) +
6
5
n(n− 1)5n−2Bn−2(
3
5
).
Related to the representation of the product B(2T )B(3T )B(5T )B(6T ), an
identity of Bernoulli polynomials can be found in [6, Proposition 4].
4 Variations
There are identities of Bernoulli numbers, which do not come directly from
the algebraic structures of B. For an example, we replace the underlying field
Q by the field R of real numbers.
Relation 14 For s ∈ R,
B(sT )B((1−s)T ) = (1−s)
(
B(sT ) +
sT
2
)
B+s
(
B((1− s)T ) +
(1− s)T
2
)
B.
This relation follows from direct computation and is equivalent to
(B(sT )− 1)(B((1− s)T )− 1)
= (1− s)
(
B(sT ) +
sT
2
− 1
)
B+ s
(
B((1− s)T ) +
(1− s)T
2
− 1
)
B
+1 +B−B(sT )−B((1− s)T ).
12
Equating the coefficients of T n for n > 0, we obtain
∑
i,j>0
i+j=n
si(1− s)j
Bi
i!
Bj
j!
=
∑
k>0
ℓ+2k=n
(
(1− s)s2k + s(1− s)2k
) Bℓ
ℓ!
B2k
(2k)!
+ (1− sn − (1− s)n)
Bn
n!
.
Dividing this identity by s(1− s), the integrations
∫ 1
0
si(1− s)j
ds
s(1− s)
=
(i− 1)!(j − 1)!
(i+ j − 1)!
,
∫ 1
0
(1− sn − (1− s)n)
ds
s(1− s)
= 2
∑
1≤ℓ<n
1
ℓ
= 2Hn−1
give rise to
∑
i,j>0
i+j=n
1
(n− 1)!
Bi
i
Bj
j
=
∑
k>0
ℓ+2k=n
1
k
Bℓ
ℓ!
B2k
(2k)!
+ 2Hn−1
Bn
n!
.
For n ≥ 4, multiplying the above equation by (n − 1)! and rearranging the
summations, we obtain Miki’s identity [11]
n−2∑
i=2
Bi
i
Bn−i
n− i
=
2
n
HnBn +
1
n
n−2∑
k=2
(
n
k
)(
Bn−k
Bk
k
+Bk
Bn−k
n− k
)
=
2
n
HnBn +
n−2∑
k=2
(
n
k
)
Bk
k
Bn−k
n− k
.
The above proof of Miki’s identity is taken from M. C. Crabb [2], which is
essentially a distillation of an argument given by G. V. Dunne and C. Schubert
[4]. The argument works also for the generalization given by I. M. Gessel [7].
Identities of Bernoulli numbers may come from coefficients in non-trivial ele-
ments in B. Consider
ϕ = (2k + 1)T k
dk
dT k
+ T k+1
dk+1
dT k+1
.
We claim that the coefficient of T k+1 in eTϕB is always zero. For a proof, we
use the formula
d
dT
· T k = kT k−1 + T k
d
dT
to write ϕ as the sum of ϕ1 and ϕ2, where ϕ1 = (k + 1)T
k(dk/dT k) and
ϕ2 = T (d/dT )·T
k(dk/dT k). Note that the coefficients of T k+1 in (k+1)!eTϕ1B
13
and (k + 1)!eTϕ2B are
∑(k+1
j
)
(k + 1)Bk+j and
∑(k+1
j
)
jBk+j, respectively.
Thus the identity
k+1∑
j=0
(
k + 1
j
)
(k + j + 1)Bk+j = 0
discovered by M. Kaneko [9] is equivalent to our claim.
References
[1] Takashi Agoh and Karl Dilcher. Convolution identities and lacunary recurrences
for Bernoulli numbers. J. Number Theory, 124(1):105–122, 2007.
[2] M. C. Crabb. The Miki-Gessel Bernoulli number identity. Glasg. Math. J.,
47(2):327–328, 2005.
[3] K. Dilcher. Sums of products of Bernoulli numbers. J. Number Theory,
60(1):23–41, 1996.
[4] G. V. Dunne and C. Schubert. Bernoulli number identities from quantum field
theory. IHES preprint P/04/31, 2004 (www.ihes.fr).
[5] M. Eie. A note on Bernoulli numbers and Shintani generalized Bernoulli
polynomials. Trans. Amer. Math. Soc., 348(3):1117–1136, 1996.
[6] Minking Eie and King F. Lai. On Bernoulli identities and applications. Rev.
Mat. Iberoamericana, 14(1):167–213, 1998.
[7] I. M. Gessel. On Miki’s identity for Bernoulli numbers. J. Number Theory,
110(1):75–82, 2005.
[8] I-C. Huang and S.-Y. Huang. Bernoulli numbers and polynomials via residues.
J. Number Theory, 76(2):178–193, 1999.
[9] M. Kaneko. A recurrence formula for the Bernoulli numbers. Proc. Japan Acad.
Ser. A Math. Sci., 71(8):192–193, 1995.
[10] M. E´. Lucas. Sur les de´veloppements en se´ries. Bulletin de la Socie´te´
Mathe´matique de France, 6:57–68, 1877.
[11] H. Miki. A relation between Bernoulli numbers. J. Number Theory, 10(3):297–
302, 1978.
[12] N. E. No¨rlund. Differenzenrechnung. Verlag von Julius Springer, 1924.
[13] H. Rademacher. Topics in Analytic Number Theory. Springer-Verlag, 1973.
[14] A. Sankaranarayanan. An identity involving Riemann zeta function. Indian J.
Pure Appl. Math., 18(7):794–800, 1987.
[15] R. Sitaramachandrarao and B. Davis. Some identities involving the Riemann
zeta function. II. Indian J. Pure Appl. Math., 17(10):1175–1186, 1986.
14
[16] W.-P. Zhang. On the several identities of Riemann zeta-function. Chinese Sci.
Bull., 36(22):1852–1856, 1991.
15
