Shung-Yung LUNG †a) , Nonmember SUMMARY A wavelet feature selection derived by using fuzzy evaluation index for speaker identification is described. The concept of a flexible membership function incorporating weighed distance is introduced in the evaluation index to make the modeling of clusters more appropriate. Our results have shown that this feature selection introduced better performance than the wavelet features with respect to the percentages of recognition. key words: speaker recognition, wavelet transform, fuzzy
Introduction
Feature selection is a process of selection a map of the form x = f (x) by which a sample x(x 1 , x 2 , · · · , x n ) in a ndimensional measurement space is transformed into a point x (x 1 , x 2 , · · · , x m ) in a m-dimensional (m < n) feature space. The problem of feature selection deals with choosing some of the x i s from the measurement space to constitute the feature space.
One of the commonly used feature set is a wavelet features [1] , [2] . Wavelet spaces are a series of function spaces that are highly decorrelated from each other and are particularly suitable for the representation of signals and operators at different resolution scales that exhibit speech and speaker feature behaviors. The discrete wavelet transform (DWT) has been used [3] , [4] with limited success because of its left recursive nature. However, as the number of DWT bases grows, the time required to correctly classify the database will become nonlinear. Therefore, dimensionality reduction becomes a significant issue.
Our aim here is to select the features from a 32 DWT parameter set so that the separability of one speaker from all others is maximized. To achieve this, a novel approach for speaker identification is applied for text-independent speaker identification systems [1] . The new approach is a fuzzy feature evaluation index for a set of features is defined in terms of membership values denoting the degree of similarity between two patterns. The similarity between two patterns is measured by a weighed distance between them.
Wavelet Feature
The DWT performs the recursive decomposition of the lower frequency band obtained by the previous decomposition in dyadic fashion, thus giving a left recursive binary tree. The two wavelet orthogonal bases generated from a parent node are defined as
where h[n] is the lowpass filter, g[n] is the highpass filter and ψ[n] is the wavelet function [3] .
where j is the depth of decomposition, p is the number of nodes to the left of the parent node and k is an integer.
For a full j level wavelet decomposition there will be over 2 2 j−1 orthogonal bases in which all of them are not useful as features for recognition. Therefore, from the above library of bases a selection criterion for best basis needs to be derived.
To overcome the above problems, DW feature selection derived by using fuzzy evaluation index for speaker identification is described. The new approach is a fuzzy feature evaluation index for a set of features is defined in terms of membership values denoting the degree of similarity between two patterns.
Fuzzy Feature Selection
Let, µ 0 pq be the degree that both the pth and qth patterns belong to the same cluster in the n-dimensional DW space, and µ T pq be that in the m-dimensional transformed space (m < n). µ values determine how similar a pair of patterns are in the respective DW features spaces. Let s be the number of samples on which the feature evaluation index is computed. The feature evaluation index is defined as
Where, O is the original space (DW features space) and T is the transform space. Therefore, the feature evaluation index decreases as the membership value representing the degree of belong of the pth and qth patterns to the same cluster in the transformed feature space tends to either 0 (µ 0 < 0.5) or 1 (µ 0 > 0.5). Our objective is to select those features for which the evaluation index becomes minimum; thereby optimizing the decision on the similarity of a pair of patterns with respect to The membership function (µ) in a feature space may be defined as
d pq is a distance measure which provides similarity between the pth and qth patterns in the feature space. D is the parameter which reflects the minimum separation between a pair of patterns belonging to two different clusters. The distance d pq in (4) is the Eucldian distance between the two patterns. Then,
The task of feature subset selection requires selecting the subset from a given set of n features for which E is a minimum. This is done by computing the E values for all possible (2 n − 1) subsets of features using Eqs. (3)- (5), and ranking them accordingly. In our problem domain, the algorithm has been modified by reducing the set of 32 DWT features (n = 32) to 16 features (m = 16).
Speaker Feature Training
(1) Task: The test considered in our experiments is closedset text-independent speaker identification, which consists in recognizing the identity of the speaker of a test utterance. The feature selection method has been modified by reducing the set of 32 DW features to 16 features, using fuzzy feature evaluation index. (2) Database: In our experiments, a database of Mandarin speakers recorded from long distance telephone was used. The telephone datum have 65 male speakers and 35 female speakers, who have pronounced free-text in databases. Some of the characteristics of the two speech databases are shown in Table 1 . The data is sampled by Creative Lab's Sound Blaster AWE32 sound card at 11.025 kHz and is linearly 16-bit PCM coded. (3) Analysis: Free-text utterances were used for training and testing. For each speaker, 400 frames of speech data are collected where all the silence and noise are not eliminated. A Hamming window was applied to each frame. The signal was pre-emphasized with a coefficient equal to 0.95. The first 200 frames of data, which is about 4.6 seconds, are used for training and the next 200 frames are for test. 
Identification Decision
A Gaussian mixture model (GMM) [5] was used to represent each reference speaker. The GMM were trained using the expection-maximization algorithm (EM). For an utterance X = {x 1x2 . . .x T } and a reference group of S speakers represented by models {λ 1 λ 2 . . . λ s }, identification is performed by using the maximum likelihood classification rulê
log p(x t |λ s ), where the last expression comes from using logarithms and the assumed independence between observations. The detailed can be seen in Ref. [5] .
Experiment Results
One of the commonly used feature set is a part of the wavelet coefficients [1] , [3] . For comparison, wavelet [1] and discrete wavelet [3] , indicative of speaker identity, were extracted. For speaker recognition experiments, the results for three methods are reported in Fig. 1 . The best recognition rate of 16 features extracted of fuzzy discrete wavelet obtained was 92%.
Discussions
In this letter, a new method to feature selection based on fuzzy feature evaluation index is proposed. This model is a two stages representation of the features. First, the feature extraction of the data in the spatial domain was carried out using the discrete wavelet transform and afterwards using the fuzzy feature evaluation index, and hence it was possible to feature the transform data in an efficient way. It leads to a significant improvement of the dimensional reduction from the set of 64 DW features to 16 features. The best recognition rate of 16 feature extracted of discrete wavelet obtained was 92%.
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