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The nonlinear dynamics of pulses in a two-temperature collisionless plasma with formation of
dispersion shock waves is studied. An analytical description is given for arbitrary form of an initial
disturbance with smooth enough density profile on a uniform density background. For large time
after the wave breaking moment dispersive shock waves are formed. Motion of their edges is studied
in framework of Gurevich-Pitaevskii theory and Whitham theory of modulations. The analytical
results are compared with numerical solution.
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I. INTRODUCTION
The study of nonlinear waves is one of fascinating top-
ics in modern science and it has attracted much atten-
tion in many various fields of research. In particular, it
is now well known that a typical evolution of an initial
pulse with a fairly smooth and large initial profile is ac-
companied by a gradual steepening followed by the wave
breaking and formation of dispersive shock wave (DSW).
The initial stage of evolution admits a purely hydrody-
namic description where the classical Riemann method
seems quite convenient (see, e.g., [1–5]). After the wave
breaking moment the oscillatory wave structures emerge
in the evolution of pulses and they are called “disper-
sive shock waves” or “undular bores”. Nowadays DSWs
are recognized as a universal physical phenomenon en-
countered in diverse areas of science (see, e.g., [6, 7]).
The notion of DSWs was introduced theoretically and
demonstrated experimentally in water waves [8–10], at-
mospheric layers [11–13], Bose-Einstein condensates [14–
17], waves in magnetics [18], intense electron beams [19],
in nonlinear optics [20–22], and, most notably, in plasma
[23–27] dynamics where DSWs were observed experimen-
tally for the first time in the laboratory set up. Plasma
shock waves have been studied in different plasma en-
vironments, such as ion-acoustic [24, 28–30], dust-ion-
acoustic [31–33] and in dusty multi-ion [34, 35] plasma.
In this paper, we focus on theoretical description of ion-
acoustic DSWs in a two-temperature collisionless plasma.
The simplest and, apparently, the most powerful the-
oretical approach to description of DSWs was formu-
lated by Gurevich and Pitaevskii [36] in framework of
the Whitham theory of modulation of nonlinear waves
[37, 38] which was based on large difference between
scales of the wavelength of nonlinear oscillations within
DSW and the size of the whole DSW. In plasma physics
applications, the dynamics of waves can be described by
different wave equations, viz., Korteweg-de Vries (KdV)
equation [39], KdV-Burgers (KdVB) equation [26, 40],
modified KdV (mKdV) [41], Gardner equation [42], non-
linear Schro¨dinger (NLS) equation [43], derivative NLS
(DNLS) equation [44, 45]. For most of these equations
(except for the KdVB equation) the corresponding mod-
ulation system can be reduced to a diagonal (Riemann)
form. It is known that the possibility of diagonalization
of the system of Whitham equations is closely related
with their full integrability. However, although a large
number of equations of nonlinear plasma physics are of
this type, there are important situations when it is not
the case and one has to resort to equations that are not
completely integrable. A typical example of such a situ-
ation is presented by the nonlinear ion-sound waves (see,
e.g., [25, 46]), and in these cases some development of
the general theory of DSWs is required.
Apparently, the first general statement in this area was
devised by Gurevich and Meshcherkin [25], who proposed
the condition which replaces the “jump condition” known
in the theory viscous shocks. This condition is formulated
in terms of Riemann invariants of the hydrodynamic sys-
tem obtained in the dispersionless approximation of the
original nonlinear wave equations under consideration.
Typically, wave breaking occurs in the simple-wave flow
when all physical variables of the system can be ex-
pressed as functions of only one of them what means
that after transformation to the corresponding Riemann
invariants only one of them breaks and the others remain
constant. Gurevich and Meshcherkin claimed that this
statement is correct also after formation of the DSW, so
that flows at both its edges have the same values of the
non-breaking Riemann invariants. This property is evi-
dently correct in a simple case of self-similar solutions of
Whitham equations for the KdV equation studied in [36],
when Whitham equations are transformed to the diago-
nal form, and Gurevich and Meshcherkin generalized it
to situations when Riemann invariants of the modulation
equations are unknown or even do not exist.
The next important success in this direction was
achieved by G. El in Ref. [47], where it was noticed
that the Whitham modulation equations degenerate at
the DSW edges, where they match with the simple-wave
dispersionless solution, into ordinary differential equa-
tions whose solutions provide the dependence of the DSW
characteristics at the corresponding edge on a single pa-
rameter. This method made it possible to find the main
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2parameters of DSWs arising due to evolution of the ini-
tial step-like discontinuities in many non-integrable situa-
tions including the case of ion-sound waves [47]. Recently
it was shown in Ref. [48] that El’s method can be substan-
tially generalized to arbitrary initial simple-wave condi-
tions of the Gurevich-Meshcherkin class. When such a
simple wave breaks, then, according to El [47], we know
the limiting expressions for the characteristic velocities
of the Whitham system at the DSW edges from simple
physical considerations — they are equal either to the
group velocity of the wave at the small-amplitude edge,
or the soliton velocity at the soliton edge. This informa-
tion, together with the known smooth solution of the dis-
persionless limit, is enough for finding the laws of motion
of the corresponding edges of the DSW for an arbitrary
initial profile of the simple-wave type. This approach
was successfully used in [49] for theoretical description of
DSWs in fully nonlinear theory of shallow water waves
described by the Serre equation, and we will use here this
method for finding the laws of motion of DSW edges in
ion-acoustic DSWs.
The method of Refs. [47, 48] is based on the universal
applicability of Whitham’s ‘number of waves conserva-
tion law’ [37, 38]
∂k
∂t
+
∂ω(k)
∂x
= 0, (1)
Here k = 2pi/L and ω = kV are the wave vector and the
frequency of a linear harmonic wave ∝ exp[i(kx − ωt)]
propagating along a smooth background, L is the wave-
length of the nonlinear periodic wave, V being the phase
velocity of the periodic wave. Long ago, Stokes noticed
[50] (see also [51]) that the solitons’s velocity can be
found from the linear dispersion law because the soli-
ton’s tails obey the same linearized equations and prop-
agate with the same velocity as the whole soliton. This
yields the expression for the soliton velocity Vs = ω˜(k˜)/k˜,
where ω˜(k˜) ≡ −iω(ik˜), k˜ being the inverse half-width of
the soliton. It is natural to suppose [47, 48] that for the
simple-wave type of initial conditions the soliton coun-
terpart of Eq. (1) is valid
∂k˜
∂t
+
∂ω˜(k˜)
∂x
= 0. (2)
El showed in Ref. [47] that Eqs. (1) and (2) reduce at
the corresponding edges of the DSW to the ordinary dif-
ferential equations and their solutions gives at once the
edges velocities of the DSW for the case of Gurevich-
Pitaevskii initial step-like problem. This problem for the
ion-acoustic case was solved in Refs. [47, 52]. In this pa-
per, we generalize this theory to arbitrary form of the
initial pulse and apply the method of Ref. [48] to in-
vestigation of evolution of initial simple-wave ion-sound
pulses.
The paper is structured as follows: the basic equations
describing the dynamics of ion-acoustic waves in plasma
are written out in Section II. The problem of the expan-
sion of the initial hump of an ion density is considered
in Section III and solved in the dispersionless approxi-
mation by the Riemann method. This solution can be
applied to evolution of the pulse before the wave break-
ing moment. As is known, in the general case the initial
pulse splits eventually to two pulses propagating in oppo-
site directions, and each such a pulse can be represented
as a simple wave so the method of Ref. [48] becomes ap-
plicable. In Section IV, we find by this method the main
characteristics of the DSW arising after breaking of a
simple-wave.
II. MAIN EQUATIONS
We consider the system of equations which describe
finite-amplitude ion-acoustic waves in a two-temperature
(Te  Ti) collisionless plasma [27, 46, 53]
nT + (nv)X = 0,
vT + vvX +
e
mi
φX = 0,
φXX = 4pie
(
n0 exp
eφ
Te
− n
)
,
(3)
where n is the ion density, v is the hydrodynamic velocity
of the ions, mi is their mass, φ is the electric potential, e
and Te are the charge and temperature of electrons, and
n0 is the density of an undisturbed plasma. By means of
replacements
t = ΩT, x = D−1X,
ρ =
n
n0
, u =
v
cs
, ϕ =
e
Te
φ,
(4)
where Ω = (4pie2n0/mi)
1/2 is the ion plasma frequency,
D = (Te/4pie
2n0)
1/2 is the Debye length and c2s = Te/mi
is sound velocity, Eqs. (3) are transformed to a dimen-
sionless form
ρt + (ρu)x = 0,
ut + uux + ϕx = 0,
ϕxx = e
ϕ − ρ.
(5)
This system supports periodic traveling waves which have
linear and solitary wave limits and also possesses at least
four conservation laws [46]. The harmonic dispersion law
follows from linearized Eqs. (5)
ω(k, ρ, u) = k
(
u+
1√
1 + k2/ρ
)
, (6)
so that
ω˜(k˜, ρ, u) = k˜
u+ 1√
1− k˜2/ρ
 . (7)
In smooth flows, when the terms with higher space
derivatives can be neglected, we arrive at the dispersion-
less limit with ϕ = ln ρ, which yields the Euler isother-
mal gas-dynamic equations with the equation of state
3p(ρ) = ρ:
ρt + (ρu)x = 0,
ut + uux +
ρx
ρ
= 0.
(8)
The solution of such equations is greatly simplified if we
pass from the ordinary physical variables ρ, u to the so-
called “Riemann invariants” (see, e.g., [54]). For Eqs. (8)
the Riemann invariants are well known and can be writ-
ten as
r± = u± ln ρ. (9)
In these variables the hydrodynamic equations (8) take
simple symmetric form
∂r±
∂t
+ v±(r−, r+)
∂r±
∂x
= 0, (10)
where
v± = u± 1 (11)
are the characteristic velocities of the system (8). They
are expressed in terms of the Riemann invariants by the
relations
v± =
1
2
(r+ + r−)± 1. (12)
These velocities coincide exactly with the correspond-
ing limits of the Whitham velocities what guarantees a
continuous matching of the dispersionless flows with the
DSW at both its edges.
Having formulated the problem, we proceed to study-
ing the dispersionless evolution of the plasma density
pulse.
III. DISPERSIONLESS SOLUTION
We assume that the initial state of plasma can be rep-
resented as a density hump on the constant uniform back-
ground and the density profile can be considered fairly
smooth at the initial stage of evolution, so we turn to the
system of hydrodynamic equations (8) or (10). Riemann
noticed that Eqs. (10) can be linearized by the hodograph
transform (see, e.g., Refs. [6, 54]) in which one consid-
ers x and t as functions of the independent variables r±.
This results in the following system of linear equations:
∂x
∂r−
− v+(r−, r+) ∂t
∂r−
= 0,
∂x
∂r+
− v−(r−, r+) ∂t
∂r+
= 0.
(13)
It should be noticed that the Jacobian of this transfor-
mation is equal to
J =
∣∣∣∣ ∂(x, t)∂(r+, r−)
∣∣∣∣ = ∂t∂r+ ∂t∂r− (v− − v+), (14)
and hence the hodograph transform breaks down when-
ever ∂t/∂r+ = 0 or ∂t/∂r− = 0. This means that the
hodograph transform is applicable only to the general
solution, when both Riemann invariants are varying dur-
ing the wave evolution. We look for the solution of the
system (13) in the form
x− v+(r−, r+)t = w+(r−, r+),
x− v−(r−, r+)t = w−(r−, r+), (15)
where the functions w± are to be found. Then we get
t = −w+ − w−
v+ − v− . (16)
Differentiation of Eqs. (15) with respect to r± gives the
relations −∂v±/∂r∓t = ∂w±/∂r∓ and elimination of
t by means of (16) shows that the unknown functions
w±(r+, r−) should satisfy the Tsarev equations [55]
1
w+ − w−
∂w+
∂r−
=
1
v+ − v−
∂v+
∂r−
,
1
w+ − w−
∂w−
∂r+
=
1
v+ − v−
∂v−
∂r+
.
(17)
Now we notice that since the velocities v± are given by
expressions (12), the right-hand sides of both Eqs. (17)
are equal to each other:
1
v+ − v−
∂v+
∂r−
=
1
v+ − v−
∂v−
∂r+
. (18)
Consequently ∂w+/∂r− = ∂w−/∂r+ and w± can be
sought in the form
w+ =
∂W
∂r+
, w− =
∂W
∂r−
. (19)
Substitution of Eqs. (18) and (19) into Eqs. (17) shows
that the function W obeys the Euler-Poisson equation
∂2W
∂r+∂r−
− 1
4
(
∂W
∂r+
− ∂W
∂r−
)
= 0 (20)
A formal solution of Eq. (20) in the (r+, r−) plane (the
so-called hodograph plane) can be obtained with the use
of the Riemann method (see, e.g., [56, 57]).
In his fundamental paper [58], B. Riemann gave the
following method of solving this problem. If we are in-
terested in the value of the function W at the point
P = (ξ, η) in the hodograph plane (r+, r−), then we
should draw in it from the point P two characteristics
(r+ = ξ = const) and (r− = η = const), which together
with the boundaries with known values of W (r+, 0) and
W (0, r−) along them form a closed contour C in this
plane. The symbols (ξ, η) denote here the coordinates of
the “observation point” in the hodograph plane, whereas
the notation (r+, r−) is used for varying along the con-
tour C coordinates. Riemann showed that W (P ) can be
represented in the form
W (P ) =
1
2
(RW )A +
1
2
(RW )B ±
∫ B
A
(V dr+ + Udr−),
(21)
4where the points A and B are projections of the “observa-
tion” point P to C along the r+ and r− axis respectively.
Here
U =
1
2
(
R
∂W
∂r−
−W ∂R
∂r−
)
− 1
4
WR,
V =
1
2
(
W
∂R
∂r+
−R∂W
∂r+
)
− 1
4
WR,
(22)
where W denotes such a contraction of W on the C curve;
the functions W are known from the initial conditions
for the problem under consideration. The function R is
called the Riemann function and it satisfies the equation
∂2R
∂r+∂r−
+
1
4
(
∂R
∂r+
− ∂R
∂r−
)
= 0. (23)
Besides that, Riemann imposed on it the following addi-
tional conditions:
∂R
∂r+
− 1
4
R =0 along the characteristic r− = η,
∂R
∂r−
+
1
4
R =0 along the characteristic r+ = ξ,
(24)
and R(ξ, η; ξ, η) = 1. These expressions suggest that R
can be looked for in the form
R = exp
[
1
4
(r+ − ξ − r− + η)
]
F (r+, r−; ξ, η) . (25)
Substituting it into Eq. (23), we obtain the Bessel equa-
tion for the function F , which shows that R can be writ-
ten in the form
R = exp
[
1
4
(r+ − ξ − r− + η)
]
×
× I0
(
1
2
√
(r+ − ξ)(η − r−)
)
,
(26)
where I0 is the Bessel function of complex argument (see,
e.g., [59]).
We shall consider a typical initial distribution where
ρ(x, t = 0) reaches an extremum value ρm at x = 0 and
is an even function of x: ρ(−x, t = 0) = ρ(x, t = 0). Such
a pulse has the background density ρ0 and characteristic
width l ρm − ρ0 with u(x, t = 0) = 0. It is convenient
to define the inverse functions of the initial r± profiles.
The symmetry of the initial conditions makes it possible
to use the same functions for r+ ∈ [r0, rm] and for r− ∈
[−rm,−r0]:
x(r±) =
{
x(r±), if x > 0,
−x(r±), if x < 0. (27)
We denote the Riemann invariant at the background as
r0 = r+(x → ±∞, t = 0) and the initial maximum of
Riemann invariant as rm = r+(x = 0, t = 0).
r+
r−
rmr0
−rm
−r0
1 2
3
FIG. 1. Characteristic plane (r−, r+). The blue solid curve
depicts the values of the Riemann invariants along the wave
at fixed moment of time t.
Now the curve C is represented by the ‘antidiagonal’
r− = −r+ = −r along which Eqs. (15) with t = 0 give
x(r−) =
∂W
∂r−
, x(r+) =
∂W
∂r+
. (28)
Hence from
W (ξ, η) =
∫ ξ
0
x(r)dr +
∫ η
0
x(r)dr (29)
we get the necessary contraction of W on C. Then
W (−r, r) = 0 and Eqs. (22) reduce to
U =
1
2
x(r)R(r,−r; ξ, η), V = −1
2
x(r)R(r,−r; ξ, η).
(30)
It is convenient to divide x-axis into several domains
(see [3–5]) which correspond to specific behavior of the
Riemann invariants in each domain. For a general solu-
tion, we numerate these regions by the Arabic numbers
1, 2, and 3. In region 1, the Riemann invariant r+ is
an increasing function of x, and the Riemann invariant
r− is a decreasing function of x. In region 2, both Rie-
mann invariants increase. In region 3 invariant r+ de-
creases, and r− increases. Each of these regions requires
its own treatment. The Fig. 1 shows the hodograph plane
(r+, r−)-axes. Here, different regions of the general solu-
tion are indicated by various Arabic numerals. For each
such a region, the solution of the Euler-Poisson equation
(20) W has its own expression. To find each of these ex-
pressions, we, following Ludford [60], unfold the domain
[r0, rm]× [−rm,−r0] into a four times larger region as is
shown in Fig. 2.
The potential W (r+, r−) takes different forms in each
of the regions labeled 1, 2, and 3 in Fig. 2 and can be
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FIG. 2. The unfolded hodograph plane (r−, r+). The blue
solid curve depicts the values of the Riemann invariants along
the wave at fixed moment of time t.
considered as a single valued function on the unfolded
plane. Thus, from Eq. (21) we obtain W in the regions
1 and 3
W (1)(ξ, η) = −W (3)(ξ, η) = −
∫ ξ
−η
x(r)R(r,−r; ξ, η)dr.
(31)
For the region 2 after integration by parts we obtain
W (2)(ξ, η) =
(
RW (1)
)
B
+
(
RW (3)
)
A
+
∫ C
A
(
∂R
∂r−
− aR
)∣∣∣∣
r+=rm
W (3)dr−
−
∫ B
C
(
∂R
∂r+
− bR
)∣∣∣∣
r−=−rm
W (1)dr+,
(32)
where the coordinates of the relevant points are equal
to A = (rm, η), B = (ξ,−rm) and C = (rm,−rm) (see
Fig. 2).
In practice, it is convenient to use an approximation
suggested in Refs. [3–5]. It consists of the assumption
the argument of the Bessel function in Eq. (26) is small
and, consequently, the Riemann function reduces to the
expression
R(r+, r−; ξ, η) ' R(r+ − r−, ξ − η)
= exp
[
1
4
(r+ − ξ − r− + η)
]
.
(33)
In the case of applicability of this approximation, we ob-
tain in regions 1 and 3
W (1)(r−, r+) = −W (3)(r−, r+)
=
∫ r+
−r−
x(r)R(2r; r+ − r−)dr,
(34)
and in region 2
W (2)(r−, r+)
= R(rm,−r−; r+ − r−)
∫ rm
−r−
x(r)R(2r, rm − r−)dr
+R(r+ + rm, r+ − r−)
∫ rm
r+
x(r)R(2r, r+ + rm)dr,
(35)
where we have made the replacements ξ → r+, η → r−
to return to the notation of Eqs. (15) and (19). When W
is known, we can find from (15) the Riemann invariants
as functions of x and t, and then the physical variables
are expressed by the formulas
ρ = exp
[
1
2
(r+ − r−)
]
, u =
1
2
(r+ + r−). (36)
At the edges of a finite evolving pulse, the simple-waves
regions arise with one of the Riemann invariants con-
stant. We label such regions by Roman numerals: the
region where the Riemann invariant r− decreases and
the Riemann invariant r+ remains constant we denote
as I; the label IIl corresponds to the region where r−
increases and r+ remains constant; at last, at the right
edge of the momentum, we denote the regions where r−
remains constant and the Riemann invariant r+ increases
and decreases as III and IIr, respectively.
In the simple-wave regions, where one of the Riemann
invariants is constant, the hodograph transform is not
valid. At the initial stages of evolution, when the regions
I and III do exist, we look for the simple wave solution
in the form
x− v−(r−, r0)t = h(r−), for region I,
x− v+(−r0, r+)t = h(r+), for region III, (37)
where the function h is determined by the boundary
conditions of matching of the intensity at the boundary
between the simple wave and the general solution (see
Eqs. (15)). Thus we have
x− v−(r−, r0)t = ∂W
(1)(r−, r0)
∂r−
, (38)
for the simple-wave region I and
x− v+(−r0, r+)t = ∂W
(3)(−r0, r+)
∂r+
, (39)
for the region III.
6After a certain time of evolution the two simple-wave
regions are formed, which are denoted as IIl and IIr.
Similarly, we can get
x− v+(−r0, r+)t = ∂W
(2)(−r0, r+)
∂r+
, (40)
for the region IIl and
x− v−(r−, r0)t = ∂W
(2)(r−, r0)
∂r+
, (41)
for the region IIr.
Thus we obtain the complete description of the disper-
sionless wave evolution.
We shall illustrate the above theory by the example
with a parabolic initial distribution of the density
ρ(x, t = 0) =
{
ρ0 + (ρm − ρ0)(1− x2l2 ), |x| ≤ l,
ρ0, |x| > l,
(42)
where l is a characteristic width of the distribution and
the initial flow velocity is equal to zero, u(x, t = 0) =
0 (see left panel on the top row of Fig. 3). For these
conditions the inverse function of r(x, t = 0) (see left
panel on the bottom row of Fig. 3) for the positive branch
has the form
x(r) = l
√
ρm − er
ρm − ρ0 . (43)
As one can see from Fig. 3, two simple-wave regions I
and III appear in the course of evolution, as well as a
region of general solution, which is labeled by 2. Next,
regions 1 and 3 vanish, and new simple wave regions IIl
and IIr appear (third column of Fig. 3). For longer time
(right column of Fig. 3), region 2 also vanishes and only
simple-wave regions persist: the initial pulse splits into
two simple-wave pulses propagating in opposite direc-
tions. The corresponding curves on a four-sheeted hodo-
graph plane are shown in the Fig. 4.
Substitution of the initial conditions into our approxi-
mate expressions (34) and (35) for W yields
W (1)(r−, r+) = −W (3)(r−, r+)
= − (Φ(r+, r+, r−)− Φ(−r−, r+, r−)) ,
W (2)(r−, r+) = R(rm − r−, r+ − r−)
× (Φ(rm, rm, r−)− Φ(−r−, rm, r−))
+R(r+ + rm, r+ − r−)
× (Φ(rm, r+,−rm)− Φ(r+, r+,−rm)) ,
(44)
where
Φ(r, ξ, η) =
l√
ρm − ρ0 exp
(
−ξ − η
4
)
×
(
er/2
√
ρm − er + ρm arcsin e
r/2
√
ρm
)
.
Once r+ and r− have been determined as functions of x
and t using (44) and (16), the density and velocity profiles
are calculated by means of Eqs. (36). One obtains a quite
exact description of the initial dispersionless stage of evo-
lution of the pulse, as is demonstrated in the top row of
Fig. 3. At larger time, the density profile at both edges of
the pulse steepens, DSWs are formed and the amplitude
of these oscillations accordingly increases. The disper-
sionless approximation subsequently predicts a nonphys-
ical multi-valued profile, as can be seen in right column
of Fig. 3. It is worth noticing that the wave breaking
leads to overlapping of the regions. An example of such
a solution is shown in the right column of Fig. 4. One can
see that two simple-wave regions (I and IIl or IIr and
III) overlap. We shall not consider this phenomenon in
detail now, since such multi-valued regions are nonphys-
ical and, when dispersion is taken into account, they are
replaced by DSWs.
IV. DISPERSIVE SHOCK WAVE FORMATION
We have shown that any localized initial pulse with
initial distributions of ρ(x, 0), u(x, 0) different from some
constant values ρ0, u0 = 0 on a finite interval of x evolves
eventually into two separate pulses propagating in oppo-
site directions. These two pulses are called simple-wave
solutions in which one of the Riemann invariants r± is
constant. Further evolution leads to steepening of the
wave profile and wave breaking followed by formation of
a DSW. Here, in this section, we suppose that the initial
state belongs to such a class of simple waves. To be def-
inite, we assume that r− = u − ln ρ = − ln ρ0 = const,
that is we consider the right-propagating wave with
ρ = ρ0e
u, r+ = 2u+ ln ρ0, (45)
so that the solution of dispersionless equations can be
written as
x− (u+ 1)t = x(u), (46)
where x(u) is the function inverse to the initial distri-
bution of the local flow velocity. Thus, we consider the
wave breaking in terms of the flow velocity u.
A. Positive Pulse
We shall start with a monotonous pulse with the initial
distribution
u(x, 0) =
{
u˜(x) if x < 0,
0 if x ≥ 0, (47)
where u˜(x) monotonously increases with decrease of x;
see Fig. 5(a). We can see at once that if the initial dis-
tribution of the flow velocity u has the form of a hump
(“positive pulse”), then the wave breaking occurs at the
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front of the pulse with formation of solitons at the front
edge of the DSW and with small-amplitude edge at the
boundary with the smooth part of the pulse described
x
u(x, 0)
0
(a)
u
x(u)
0
(b)
FIG. 5. (a) Monotonous positive initial condition and (b) the
inverse function x(u).
by Eq. (46) (rear edge of the DSW). Therefore, our task
here is to find the law of motion of the small-amplitude
edge by the method of Ref. [48].
To this end, we have to solve the number of waves con-
servation law equation (1) where k = k(u) is an unknown
function to be found. Actually, it was done in [47], and
we reproduce here briefly the necessary results in a con-
venient for us form. We represent the dispersion relation
(6) in the form
ω(k) = k[u+ α(k)], (48)
that is the function
α(k) =
1√
1 + k2/ρ
, (0 < α < 1),
8measures deviation of the dispersion law from a linear
non-dispersive limit, and then we have
k(u) =
√
ρ0eu
(
1
α2
− 1
)
, (49)
where α = α(u) is an unknown yet function.
With the use of the equation
∂u
∂t
+ (u+ 1)
∂u
∂x
= 0 (50)
corresponding to one of the limiting characteristic veloci-
ties of the Whitham system and equivalent to Eq. (10) for
r+, we reduce Eq. (1) to the ordinary differential equa-
tion
dα
du
= − α(1 + α)
2
2(1 + α+ α2)
, (51)
which coincides with the equation obtained in Ref. [47].
It has to be solved with the boundary condition
α(0) = 1, (52)
which means that the distance between solitons tends to
infinity at the soliton edge, hence k(u) → 0 as u → 0.
Integration of Eq. (51) with the boundary condition (52)
is elementary and yields
u(α) = −2 lnα− 1− α
1 + α
. (53)
Now, we can find the law of motion of the small-
amplitude edge of the DSW which propagates with the
group velocity equal to, as one can easily obtain,
sL =
dω
dk
= u(α) + α3. (54)
The small-amplitude edge matches the dispersionless so-
lution (46). Along the path of the small-amplitude edge
we have dx − sLdt = 0, i.e., x = xL(u) and t = t(u)
satisfy the equation
∂x
∂u
− sL ∂t
∂u
= 0. (55)
This equation must be compatible with Eq. (46) and this
condition yields the equation
(α3 − 1) dt
du
− t = dx
du
(56)
for the function t = t(u), where x(u) is the function in-
verse to the initial distribution of u(x); see Fig. 5(b).
Since we already know the relationship (53) between u
and α, it is convenient to transform Eq. (56) to the inde-
pendent variable α. To simplify the notation, we intro-
duce the function
Φ(α) =
dx
dα
∣∣∣∣
u=u(α)
(57)
x
u(x, 0)
0
um
xm
(a)
u
x(u)
0 um
xm
x1
x2
(b)
FIG. 6. (a) Localized positive initial pulse; (b) the inverse
function x(u) is represented by two branches x1(u) and x2(u).
and obtain
α
2
(1− α)(1 + α)2 dt
dα
− t = Φ(α). (58)
Its solution with the initial condition t(0) = 0 reads
t(α) = 2 exp
[
1
1 + α
]
α2
(1− α)1/2(1 + α)3/2
×
∫ α
1
Φ(z) exp (−1/(1 + z))
z3
√
1− z2 dz
(59)
and, consequently,
xL(α) = [u(α) + 1]t(α) + x[u(α)]. (60)
The formulas (59) and (60) define in a parametric form
the law of motion x = xL(t) of the small-amplitude edge.
In the case of a localized initial pulse shown in Fig. 6
the inverse function becomes two-valued and we denote
its two branches as x1(u) and x2(u). The initial dis-
tribution u(x) has a single maximum um at x = xm
and u(x) → 0 fast enough as x → −∞ and u(x) → 0
with vertical tangent line at x → −0. The above for-
mulas obtained for monotonous initial distribution are
applicable as long as the small-amplitude edge propa-
gates along the branch x1(u), so that the solution can be
derived by replacement of the function Φ(α) by Φ1(α) =
dx1/du|u=u(α). When the small-amplitude edge reaches
the maximum um at the moment tm, then the equa-
tion (58) with Φ(α) replaced by Φ2(α) = dx2/du|u=u(α)
should be solved with the boundary condition t(αm) =
tm, where αm is the root of the equation u(αm) = um.
Hence, for t > tm the motion of the small-amplitude is
determined by the formula
t(α) = 2 exp
[
1
1 + α
]
α2
(1− α)1/2(1 + α)3/2
×
(∫ αm
1
Φ1(z) exp (−1/(1 + z))
z3
√
1− z2 dz+∫ α
αm
Φ2(z) exp (−1/(1 + z))
z3
√
1− z2 dz
)
.
(61)
9The law of motion of the soliton edge of DSW can-
not be found by this method, since the relation (2) does
not hold during evolution of the pulse. However, as was
remarked in Ref. [48], this relationship can be used in
vicinity of the moment when the small-amplitude edge
reaches the point with u = um. We write the soliton
dispersion law (7) in the form
ω˜(k˜) = k˜[u+ uα˜(k˜)], (62)
that is
α˜(k˜) =
1√
1− k˜2/ρ
, (α˜ > 1),
Substitution of Eq. (62) together with
k˜(c) =
√
ρ0eu
(
1− 1
α2
)
. (63)
into Eq. (2) gives
dα˜
du
= − α˜(1 + α˜)
2(1 + α˜+ α˜2)
, (64)
which, according El’s approach, should be solved with
the boundary condition
α˜(um) = 1, (65)
which means that the solitons widths become infinitely
large (k˜ → 0) and their amplitude is infinitely small at
the small-amplitude edge. As a result, we get
u(α˜) = um − 2 ln α˜− 1− α˜
1 + α˜
(66)
and
sR =
ω˜
k˜
∣∣∣∣
u=0
= α˜(0). (67)
Here u < um, α˜ increases with decrease of u and reaches
its maximal value at u = 0. This value of the leading
soliton velocity in DSW is reached at large enough time
when solitons near the leading edge are well separated
from each other.
We have compared our analytical approach with nu-
merical simulations of the Eqs. (5). We have chosen the
initial condition in the form
u(x, t = 0) =
{
A exp
(
− (x−x0)24δ(x0−δ)
)
, if x ≤ δ,
B
√−x, if x > δ,
(68)
where
A = B exp
(
−1
4
(
1− x0
δ
))√−δ , δ = x0 + 0.5.
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FIG. 7. Simple-wave initial state (68) with ρ0 = 1, x0 = −100
and B = 0.07 is shown by the blue (thin) solid curve. Density
profile at t = 250 is shown by the red (thick) solid curve).
So that density distribution has the form (see blue (thin)
curve in Fig. 7)
ρ = ρ0e
u(x,t=0). (69)
This initial state is split into two branches as shown in the
Fig. 6. The typical form of the DSW generated by such
a pulse is represented in the same figure by a red (thick)
curve. Eqs. (60) and (61) give the parametrical depen-
dence of the small-amplitude edge of the DSW x = xL(t)
shown in Fig. 8 by a blue solid curve. As we can see,
it agrees reasonably well with the result of numerical so-
lution shown by a red dots. We determine the position
of small-amplitude edge numerically by means of an ap-
proximate extrapolation of the envelopes of the wave at
this edge. For the right solitonic edge of the DSW, we
can find the asymptotic propagation velocity, which for
a given initial state is approximately equal to sR = 1.59
and is shown in Fig. 9 by a dashed line. Fig. 9 shows
that the numerically determined velocity of a given edge
tends to the asymptotic analytical value sR.
B. Number of solitons
For asymptotically large time t→∞, a localized pulse
shown in Fig. 6(a) transforms into a train of bright soli-
tons and we have found the velocity (67) of the leading
soliton. Another important characteristic of this evolu-
tion is the number N of solitons produced from a pulse
with a given initial distribution u0(x) = u(x, 0). To cal-
culate this number N , we turn to an important remark
made by Gurevich and Pitaevskii in [61] that the number
of waves entering per unit of time into the DSW region
10
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FIG. 8. Comparison of the numerical solution of Eqs. (5) (red
dots) and the analytical parametric solution (60) and (61)
(blue (solid) curve) for the small-amplitude edge of DSW. The
initial state parameters are indicated in the caption Fig. 7.
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FIG. 9. Velocity of the soliton edge as a function of time
(red (solid) line). Blue (dashed) line indicates the asymptotic
value of the velocity of this edge given by Eq. (67).
at its small-amplitude edge is given by
dN
dt
=
1
2pi
(
k
∂ω
∂k
− ω
)
, (70)
where the right-hand side is calculated at the values of
the small-amplitude edge parameters at the moment of
time t. According to Eq. (1), the frequency ω(k)/(2pi)
plays the role of the flux of the number of waves, so the
right-hand side of Eq. (70) can be interpreted as a flux
calculated with account of Doppler shift due to motion
of the edge with the group velocity dω/dk.
If we consider a localized initial pulse, then all waves
inside the DSW transform eventually into solitons and
their number is given by the integral [62]
N =
1
2pi
∫ ∞
0
(
k
∂ω
∂k
− ω
)
dt. (71)
Since the function k(α) is defined by Eqs. (49), (53), and
t(α) is given by (59), (61), this integral can be calcu-
lated directly. However, it is instructive to transform it
much simpler form. To this end we substitute the above
formulas into (71) to get
N =
1
pi
∫ 1
αm
exp
(
− 1− α
2(1 + α)
) √
1− α2
α2(1 + α)
×
×
{
2 exp
(
1
1 + α
)
α2
(1− α)1/2(1 + α)3/2×
×
∫ α
αm
(Φ2 − Φ1)e− 11+z dz
z3
√
1− z2 + Φ2(α)− Φ1(α)
}
dα.
(72)
We notice that the double integral here can be reduced
to the ordinary one by integration by parts and after
collecting all terms and some simplifications we obtain
N =
1
pi
∫ 1
αm
e−
1−α
2(1+α) (Φ2 − Φ1)1 + α+ α
2
α3(1 + α)2
dα. (73)
Now, taking into account the definition (57) of Φ,
Eq. (51), and the initial condition x(α) = −2 lnα− 1−α1+α
obtained from (53) at t = 0, we arrive at the final result
N =
1
2pi
∫ 0
−∞
k[u0(x)]dx, (74)
where k(u) is defined in Eq. (49). This formula has a
general nature. It was suggested in Refs. [63, 64] as a
consequence of continuation of solution of the Whitham
modulation equations to the dispersionless region. For
some other equations it was justified by a similar calcu-
lations in Ref. [62].
C. Negative pulse
Now we turn to the situation sketched in Figs. 10(a)
with a monotonous pulse in the initial distribution of the
velocity
u(x, 0) =
{
0 if x < 0,
−u˜(x) if x ≥ 0, (75)
The inverse function x(u) is shown in Fig. 10(b). As was
indicated in Ref. [48], in situations of this kind Eq. (46)
is fulfilled at the soliton edge located at the boundary
with the smooth part of the pulse which is described in
dispersionless approximation by Eq. (46). The small-
amplitude edge of the DSW is located at the boundary
with the quiescent medium where u = u0 = 0. Eq. (2)
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FIG. 10. (a) Monotonous negative initial condition; (b) the
inverse function x(u).
can be transformed in the same way as it was done in
Eqs. (62)-(64), but now Eq. (64) must be solved with the
boundary condition
α˜(0) = 1. (76)
This gives
u(α˜) = −2 ln α˜− 1− α˜
1 + α˜
, (77)
where α˜ > 1, and consequently the trailing soliton veloc-
ity is equal to
sR =
ω˜
k˜
= u(α˜) + α˜. (78)
It corresponds to the characteristic velocity of the limit-
ing Whitham equation
∂x
∂u
− [u(α˜) + α˜] ∂t
∂u
= 0. (79)
The condition that this equation must be compatible
with the solution (46) of the dispersionless approxima-
tion at the soliton edge of the DSW yields the differential
equation for the function t = t(u) at this edge,
(α˜− 1) dt
du
− t = dx
du
. (80)
Introducing the function Φ(α˜) = dx/du|u=u(α˜) we cast it
to the form
α˜(α˜− 1)(α˜+ 1)2
2(1 + α˜+ α˜2)
dt
dα˜
+ t = −Φ(α˜) (81)
with α˜ as an independent variable. Since we assume that
the initial profile breaks at the moment t = 0 at the rear
edge where u = u0, i.e., α˜ = 1, this equation should be
solved with the boundary condition
t(1) = 0. (82)
As a result, we obtain
t(α˜) =
2α˜2
(α˜− 1)3/2(α˜+ 1)1/2 exp
[
1
α˜+ 1
]
×
×
∫ α˜
1
Φ(z)
(z − 1)1/2(1 + z + z2)
z3(z + 1)3/2
exp
[
− 1
z + 1
]
dz.
(83)
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FIG. 11. (a) Localized negative initial pulse; (b) the inverse
function x(u) is represented by two branches x1(u) and x2(u).
The coordinate of the soliton edge is given by
xR(α˜) = [u(α˜) + 1]t(α˜) + x[u(α˜)], (84)
so that Eqs. (83), (84) define the law of motion x = xR(t)
of this edge in parametric form. Generalization of this
theory on localized pulses (see Fig. 11) is straightforward.
At asymptotically large time t → ∞ we have α˜ → 1
and t(α˜) ≈ A(α˜− 1)−3/2, where
A = −
∫
Φ(z)
(z − 1)1/2(1 + z + z2)
z3(z + 1)3/2
exp
[
− 1
z + 1
]
dz,
(85)
where the integral should be taken over the whole initial
pulse (
∫
Φ =
∫ α˜m
1
Φ1 +
∫ 1
α˜m
Φ2). In this limit u(α˜) ≈
um − 3/2 (α˜− 1) and simple calculation yields
xR(t) ≈ (um − 1)t− 3
2
A2/3t1/3. (86)
As was shown in Ref. [48], we can find velocity of the
small-amplitude edge at asymptotically large time for a
localized initial pulse by solving Eq. (1) with (6). Then
this equation reduces again to Eq. (51), but now it should
be solved with the boundary condition
α(um) = 1 (87)
where um is the maximal value of the velocity in the
initial distribution u˜(x). The wave number given by
Eq. (49) tends here to zero. This gives
u = um − 2 lnα+ α− 1
α+ 1
. (88)
At the small-amplitude edge we have u = 0 and the group
velocity (54) plays the role of the left-edge velocity,
1− s1/3L
1 + s
1/3
L
+
2
3
ln sL = um. (89)
Solution of this equation gives asymptotic velocity of
small-amplitude edge.
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FIG. 12. Simple-wave initial state (90) with ρ0 = 1, x0 = 100
and B = 0.05 is shown by the blue (thin) solid curve. Density
profile at t = 300 is shown by the red (thick) solid curve).
To compare analytical results with numerical calcula-
tions, we took the initial state
u(x, t = 0) =
{
−A exp
(
− (x−x0)24δ(x0−δ)
)
, if x ≥ δ,
−B√x, if x < δ,
(90)
where
A = B exp
(
−1
4
(
1− x0
δ
))√
δ , δ = x0 − 0.5.
So that density distribution has the form that can be ob-
tained from Eq. (69) (see blue (thin) curve in Fig. 12).
The red (thick) curve in Fig. 12 shows the density dis-
tribution at t = 300. Propagation path of the soliton
edge is depicted in Fig. 13. Analytical results are shown
by a blue (solid) line. As we can see, it agrees reason-
ably well without any fitting parameter with the result
of numerical solution shown by a red dotted line.
The above comparison of the analytical predictions
with the numerical solution demonstrates quite convinc-
ingly that the method suggested here gives accurate
enough description of pulses whose evolution obeys non-
integrable equations.
V. CONCLUSION
In this paper, we have studied dynamics of ion-sound
pulses in plasma for arbitrary form of the initial distri-
bution of simple wave type. This investigation general-
izes earlier theories [46, 47] applied to the step-like initial
conditions only and corresponds to realistic experimental
situations [23, 24]. Besides that, we derived an asymp-
totic formula for the number of solitons generated from a
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FIG. 13. Comparison of the numerical solution of Eqs. (5)
(red dots) and the analytical parametric solution (blue (solid)
curve) for the soliton edge of DSW. The initial state param-
eters are indicated in the caption Fig. 12.
localized positive initial pulse. The analytical results ob-
tained here are confirmed by numerical simulations. All
that demonstrates that the method of Ref. [48] is quite
effective and can be used for prediction of typical param-
eters of DSWs generated in real experiments.
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