In this work, we investigate the dynamical behavior of a fractional-order toxin producing on a phytoplankton-zooplankton (TPPZ) system with nutrient cycling. We propose a mathematical system to model this situation. All the feasible equilibria of the system are obtained and the conditions for the existence of the equilibriums are determined. Local stability analysis of the TPPZ is studied by using the fractional Routh-Hurwitz stability conditions. Numerical simulations are carried out for a hypothetical set of parameter values to substantiate our analytical findings.
Introduction
The importance of plankton for the wealth of the ocean ecosystems and ultimately for the planet itself is nowadays widely recognized. Mathematical models to study algal blooms are now classical [45] , but research to investigate these phenomena and the mechanisms behind them is still ongoing [18] . The manifestation in new geographic areas and the increase in the number of blooms of both toxic as well as non-toxic algae species are reported in [44] . Toxin producing phytoplankton (TPP) is a group of phytoplankton that has the capability of producing some toxic chemicals [11] . The dynamics of phytoplankton and zooplankton is significantly affected due to the presence of these TPP species [26, 29] . In recent years, a number of studies have been conducted to investigate the effects of TPP species on the overall dynamics of phytoplankton and zooplankton [39, 40] . In [12] , a mathematical model of non-toxic phytoplankton and toxic phytoplankton-zooplankton with constant and variable zooplankton migration is proposed and analyzed. Roy [38] has constructed a mathematical model for describing the interaction between a nontoxic and a toxic phytoplankton under a single nutrient. In [33] , a phytoplanktonzooplankton model with harvesting is proposed and investigated. The authors of [36] , proposed a nutrient-plankton model in an aquatic environment in the context of phytoplankton bloom.
In [22] , models of nutrient-plankton interaction with a toxic substance that inhibits either the growth rate of phytoplankton, zooplankton or both trophic levels are proposed and studied. In [43] , the authors proposed a prey-predator model for the phytoplankton-zooplankton system with the assumption that the viral disease is spreading only among the prey species, and, though the predator feeds on both the susceptible and infected prey, the infected prey is more vulnerable to predation as is seen in nature. The dynamical behavior of the system is investigated from the point of view of stability and persistence. The model shows that infection can be sustained only above a threshold of force of infection. Gakkhar and Negi [20] , investigate the dynamical behavior of toxin producing phytoplankton and zooplankton. The phytoplanktons are divided into two groups, namely susceptible phytoplankton and infected phytoplankton. Several field data and experiments show that zooplankton may react to the presence of toxic phytoplankton by reducing its consumption up to the point of starvation. Banerjee and Venturino [7] , proposed a mathematical system to model this situation using a Monod-Haldane response function. Their results indicate that this mechanism ensures that the toxic phytoplankton does not drive the zooplankton population toward extinction. In [20] , a dynamical model for toxin producing phytoplankton and zooplankton has been formulated and analyzed. The authors of [9] , proposed four nutrient-phytoplankton-zooplankton models with and without additional food source. In [15] , a class of mathematical models of phytoplankton-zooplankton systems with toxic phytoplankton are proposed and analyzed. The authors of [48] , study a plankton-fish model with distributed delay in the context of marine plankton interaction together with predation by planktotrophic fish. In [49] , a mathematical model consisting of two harmful phytoplankton and zooplankton with discrete time delays is considered.
Fractional-order differentiation consists in the generalization of classical integer differentiation to real or complex orders. We observe that fractional-order can be complex in viewpoint of pure mathematics and there is much interest in developing the theoretical analysis and numerical methods to fractional equations, because they have recently proved to be valuable in various fields of science and engineering. Indeed, we can find numerous applications in polymer rheology, regular variation in thermodynamics, biophysics, blood flow phenomena, aerodynamics, electrodynamics of complex medium, viscoelasticity, Bode analysis of feedback amplifiers, capacitor theory, electrical circuits, electroanalytical chemistry, biology, control theory, fitting of experimental data, etc. [5, 10, 25, 30, 37, 41, 42] . For some recent work on fractional differential equations and inclusions, see [1, 6, 8, 16, 17, 21, 31, 32] and the references therein.
Recently, more and more investigators begin to study the qualitative properties and numerical solutions of fractional-order biological models [2] . The main reason is that fractional-order equations are naturally related to systems with memory which exists in most biological systems. Also they are closely related to fractals which are abundant in biological systems. Yan and Kou [28] , have studied stability properties of a fractional-order differential equations and applied the results obtained to analyze the stability of the equilibria for the model of HIV-1 infection.
In [2] , the fractional-order predator-prey model and the fractional-order rabies model were investigated; the existence and uniqueness of solutions were proved; the stability of equilibrium points was studied; numerical solutions of these models were given. In [2] , a fractional-order model for nonlocal epidemics was given; stability of fractional-order equations was studied; the results were expected to be relevant to foot-and-mouth disease, SARS and avian flu. In addition, Ding and Ye have also introduced some kinds of models of HIV infection and considered the stability properties of the equilibria of the corresponding systems [14, 47] .
The Model
In this paper, we consider the following equations describing the time evolution of the fractional-order toxin producing phytoplankton and zooplankton system [24] :
in Caputo fractional derivative sense. Let N (t) denotes the concentration of nutrient and x(t) denotes the biomass of phytoplankton which also produce toxicant harmful to the zooplankton biomass, y(t) at time t. We assume that the constant supply rate of nutrient to the system is N 0 and the loss of nutrient due to leaching is AN. We take A 1 as the growth rate of phytoplankton biomass, w is the rate of predation of phytoplankton by zooplankton and w 1 is the corresponding conversion rate of zooplankton, where the interaction is assumed to follow the Holling type-II functional response [27, 35] , with D as half-saturation constant. We assume that the specific rate of nutrient uptake by per unit biomass of phytoplankton in unit time is BN and depletion of zooplankton biomass due to TPP is given by the term C 1 xy. Further, assume that the phytoplankton and zooplankton biomass deplete due to natural mortality at the rate of B 1 and A 2 , respectively, and k is the fraction of dead phytoplankton biomass that is being recycled back to the nutrient pool. The organization of this paper is as follows. First, we give and brief describe our model. We give a brief description on preliminaries in Sec. 3. Then we study the local stabilities of equilibrium point in Sec. 4. In Sec. 5, the numerical method for fractional differential equation is discussed. In order to illustrate our results, some numerical analyses are given.
Preliminaries Definition 1. The Riemann-Liouville fractional integral operator of order
where Γ(·) is the Euler gamma function.
Definition 2. The Riemann-Liouville and Caputo fractional derivative of order
where the function f (t) has absolutely continuous derivatives up to order (n − 1).
The initial value problem related to Definition 2 is
where 0 < α < 1 and
. Now, some stability theorems on fractional-order systems are introduced. 
Theorem 1 ([34]). The following autonomous system:
d α x dt α = Ax, x(0) = x 0 , (3.2) with 0 < α ≤ 1, x ∈ R n and A ∈ R n×n ,
Theorem 2 ([13]). Consider the following commensurate fractional-order system:
d α x dt α = f (x), x(0) = x 0 ,(3.
Stability of Equilibrium
In this section, we deal with local stability of system (2.1). Let
The following equilibrium points exist for the system (4.1):
(1) Equilibrium point on the boundary of the first octant E 0 = ( 1 , 0) where
(3) For the interior equilibrium upon solving (4.1), we find that if
, where
where S = A 2 + DC 1 − w 1 . Now, in order to investigate the local behavior of system (2.1) around each of the equilibrium points, the Jacobian matrix J of the equilibria point E = (N, x, y) is computed as
where
The local stability of system (2.1) around each of the equilibria is obtained by computing the variational matrix corresponding to each equilibrium. The results are summarized in the following theorems. Now we consider the asymptotic stability of system (2.1) at the equilibrium point E 0 .
Theorem 3.
The equilibrium E 0 , is locally asymptotically stable if R 0 < 1.
Proof. The Jacobian matrix of (2.1) at equilibrium point E 1 is
The eigenvalues corresponding to the equilibrium E 1 are
If R 0 < 1, then all the eigenvalues corresponding to the equilibrium E 0 are real and negative. Then, the proof is completed.
The necessary and sufficient condition for the existence of equilibrium point E 1 is R 0 > 1 and R * 0 > 1 or R 0 < 1 and R * 0 < 1.
Theorem 4.
The equilibrium E 1 = (N 1 , x 1 , 0) , is locally asymptotically stable if :
3)
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The eigenvalues corresponding to the equilibrium E 1 are 
Proof. From Theorem 4, the characteristic equation corresponding to the equilibrium E 4 is given by
eigenvalues λ 2,3 corresponding to the equilibrium E 1 are complex as follows:
hold then the equilibrium E 1 is asymptotically stable. Then, the proof is completed.
The necessary and sufficient condition for the existence of equilibrium point E 2 is
> B 1 . Proof. The Jacobian matrix of (2.1) at equilibrium point E 2 is 6) with the characteristic equation
Theorem 6. The equilibrium point E 2 is asymptotically stable if one of the following conditions holds for polynomial Q and D(Q):
Using the proposition given in [46] , we can prove the theorem.
The necessary and sufficient condition for the existence of equilibrium point E 3 is w 1 > A 2 + DC 1 ,
A1(N0+Cx3) A+Bx3
> B 1 .
Theorem 7. The equilibrium point E 3 is asymptotically stable if one of the following conditions holds for polynomial Q and D(Q):
Proof. The Jacobian matrix of (2.1) at equilibrium point E 3 is
with the characteristic equation
9)
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Numerical Simulations
In this section, we shall use a numerical method introduced by Atanackovic and Stankovic [3, 4] to solve the fractional-order nonlinear system (2.1). In [23] , it was shown that for a function z(t), the fractional derivative of order α with 0 < α ≤ 1 may be approximated as
with the following properties
We can rewrite Eq. (5.1) as follows:
We set
for p = 2, 3, . . . . We can rewrite system (2.1) as the following form
where 6) for p = 2, 3, . . . , M. Now we can rewrite (5.5) and (5.6) as the following form
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with the following initial conditions
for p = 2, 3, . . . , M. In Sec. 6, we solve the system of ordinary differential equations (5.7) with the initial conditions (5.8).
Numerical Solutions and Discussion
In this section, we solve the model (1) . In all numerical runs, the solution has been approximated at δ = ∆t = 0.01, M = 5. We consider the following examples. The stability of equilibria E 0 can be seen in Fig. 1, with It is easy to compute that R 0 = 0.6250 < 1. This is in confirmation with the analytical results obtained in Theorem 3. The stability of equilibria E 0 can be seen in Fig. 2 for α = 0.55.
(1) F > 0, > 0 where
Example 2. In this case, we consider the following set of parameters: 
