We present an algorithm for the simulation of a generalized Riemann problem for phase transitions in compressible fluids. We model the transition as a tracked jump discontinuity. The emphasis here is on the coupling of the phase transition process to acoustic waves, which is required for the study of cavitation induced by strong rarefaction waves. The robustness of the proposed algorithm is verified by application to various physical regimes.
Introduction
The coupling of hydrodynamics and thermal effects in liquid-vapor phase transitions is encountered in many applications such as evaporators and condensers for thermal control devices. Understanding of liquid-vapor phase changes therefore remains of great scientific and practical interest. In addition to transport phenomena within each individual phase in these processes, other phenomena may occur from the interface motion and thermal non-equilibrium effects. A complete macroscopic description of phase changes requires the coupling of hydrodynamics with surface tension, latent heat, interphase mass transfer, discontinuous material properties, non-equilibrium thermodynamics etc. On the other hand, these phenomena occur on the phase boundary at different length scales and are coupled together. For example, the hydrodynamics at the macro scale is coupled to the thermal diffusion length scale, which starts at a nano scale. To simulate phase transitions accurately, phenomena at different scales must be understood and incorporated. Due to the multiscale characteristic and also due to the poor understanding of some of the physical mechanisms involved, the development of a numerical method for the modelling of phase transition is a challenge.
The earlier studies of the boiling process followed two major approaches. One examined the nature of the liquid-vapor phase change from a molecular point of view. For example, the rate of phase change was found to be proportional to the deviation from phase equilibrium according to a simplified model based on kinetic theory [1] . The relations between the molecular behavior and the macroscopic characteristics of vapor can be understood qualitatively at the molecular level. Part one of [3] gives an overview of this subject. By using molecular dynamics simulations, such phenomena as liquid films on a solid surface [24] and liquid droplet in contact with a solid surface [15] have been studied. However, the molecular dynamics simulations are often not applicable to large complex applications due to limits of computational resources.
The more practical approach for large scale problem was based on simple models of vapor bubble dynamics. Rayleigh [22] formulated a simplified equation of motion for inertia controlled growth of a spherical vapor bubble. Plesset and Zwick [18] and later Prosperetti and Plesset [19] , among others, extended Rayleigh's analysis. Hao and Prosperetti [11] investigated the dynamics of bubbles in acoustic pressure fields assuming the vapor was saturated. These models, based on the Rayleigh-Plesset equation for incompressible liquid or the Keller equation of first order in c −1 l for weakly compressible liquid, focused on the motion of a single spherical bubble under ambient pressure waves in liquid.
More recently, the second approach has been extended to simulations of vapor and liquid as separated phases with phase boundaries explicitly tracked. Welch [26] studied compressible two-phase flows including interface tracking with mass transfer while the phase interface was assumed to exist in thermal and chemical (Gibbs potential) equilibrium. Juric and Tryggvason [13] simulated boiling flows in incompressible fluids using a non-equilibrium phase transition model with a parameter called kinetic mobility whose value was measured experimentally. Preston, Colonius and Brennen [21] computed the growth and collapse of vapor bubbles travelling through a nozzle, in which the interfacial dynamics of phase transitions was derived from kinetic theory consideration. More discussion about this approach can be found in Preston's thesis [20] and references therein. Matsumoto and Takemura [16] studied numerically the influence of internal phenomena on the motion of a single spherical gas bubble with complete mass, momentum and energy conservation laws for compressible fluids and the interfacial dynamics of phase transitions. Their governing equations contain more technical details, such as the concentration of non-condensable gas in the liquid and vapor phases. In [16] , the temperature field was first solved from simplified energy equations, and other fluid fields were solved afterwards. In our approach, all fluid fields are updated simultaneously, and both thermodynamic and mechanical states at the interface are updated as coupled according to the proposed solution of the phase boundary Riemann type problem. The dynamics of the phase boundary in our approach is explicitly coupled to acoustic waves in both phases. There are also some differences in assumptions simplifying the governing equations and in the numerical methods. In contrast to [16] , we do not assume constant latent heat, and achieve exact energy conservation by solving the generalized Hugoniot relation, derived in Section 2.
The Riemann problem for compressible fluids undergoing phase transitions was studied by Menikoff and Plohr [17] . However, in their work, the phase transition zone was treated as a macroscopic mixture of two phases at equilibrium, as opposed to the sharp interface model studied in our work.
The description of the phase boundary evolution (generalized Riemann problem for the phase boundary), in which the phase boundary is treated as an explicitly tracked disconti-nuity in the present paper, resembles some features of both the classical Stefan problem [23] and theory of deflagration waves in combustion [4] . The Stefan problem studies heat transfer driven phase change (melting and solidification) for incompressible materials. Governed by parabolic equations, the Stefan problem neglects acoustic waves in liquids and solids. In contrast to the Stefan problem, the theory of deflagration waves in combustion solves equations for compressible media. The energy difference between the phases (burnt and unburnt) in combustion, which is the heat released or absorbed in a chemical reaction, is analogous to the latent heat of vaporization in phase transitions. However, in a combustion problem, the energy difference between the phases is not associated with temperature gradients through the Hugoniot relation as in phase transitions. Temperature gradients are often neglected in practical calculations of combustion problems, while they can not be neglected in phase transition problems studied in this paper.
In the present paper, equations for compressible fluids, containing heat diffusion terms, couple to the phase transition interface conditions. Using results for kinetic theory, conditions at the phase boundary account for deviations from the equilibrium given by the ClausiusClapeyron equation. The governing system of equation is not hyperbolic, but it is still formally advection dominant. Since the solution of such a system loses the self-similarity property of Riemann solutions for hyperbolic systems, the phase boundary problem is not a Riemann problem in the strict sense; rather it is a problem with Riemann data i.e. piecewise constant initial data with a jump in the middle. However we still use the term "Riemann problem" in the present paper. As we are interested in an accurate algorithm for the evolution of the phase boundary, we solve a one-dimensional problem in the direction normal to the interface. The algorithms can be used without changes in multidimensional front tracking [7] for the normal interface propagation.
The paper is organized as follows. Section 2 describes the mathematical formulation of the phase transition problem. Section 3 discusses the numerical algorithms used to propagate the phase boundary and state values at grid cells near the phase boundary. In Section 4 we present validation calculations and accuracy analysis.
Mathematical Formulation
The physics of liquid-vapor phase transition is governed by the compressible Euler equations with heat diffusion. For the 1D algorithm, the equations are
where
. ρ, P, u stand for density, pressure and velocity respectively. E = u 2 /2 + is the specific total energy with being the specific internal energy, which is associated with ρ and P through the equation of state for each phase. The thermal flux q follows Fourier's law of heat conduction:
where κ is thermal conductivity and T is temperature. The thermal diffusion changes the type of Eq. (2.1) from hyperbolic to parabolic. In the model presented here, viscosity is neglected because thermal effects are normally dominant over viscous effects in phase transitions. The surface tension on the interface is also excluded because it is usually is small at phase equilibrium. Nevertheless, the algorithm can be easily modified to include these effects if data in such regimes are available. In hyperbolic conservation laws, shock waves and contact discontinuities propagate as sharp discontinuities in the solution. The introduction of the heat diffusion removes jump discontinuities in temperature waves while still allows discontinuities in pressure and velocity distributions. We can view Eq. (2.1) as modified Euler equations, which have modified solutions.
In the present paper, the phase boundary is modelled as a tracked interface, in analogy with the contact discontinuity in classical Riemann solutions, but with nonzero mass flux. We start by deriving jump conditions for a dynamic liquid-vapor phase boundary. Subscripts l and v are introduced to the states to denote liquid and vapor respectively, and square brackets are used to stand for the jump across the phase boundary. For example, [ρ] = ρ l − ρ v . The velocity of the phase boundary is denoted by σ.
Integrating Eq. (2.1) across the interface, we obtain the balance equations for the mass, momentum, and total energy: 
, the mass and momentum balance equations give 6) where τ = 1/ρ. Combination of these equations with the energy balance equation leads to the generalized Hugoniot relation
The left side is called the latent heat of the phase transition, which is often denoted by L. At phase equilibrium, L equals the difference between the specific enthalpy of two phases. We also postulate that the temperature is continuous across the phase boundary. Therefore, the interfacial temperatures of the vapor and liquid are equal
where T s is the interface temperature. This approach was also used in [12] .
Interfacial Mass Flux
In the above discussion, neither the interface temperature T s nor the mass flux M are determined. To complete the formulation we need to provide an equation for either of them.
We notice that the pressure is not continuous across the phase boundary as required by Eq. (2.6), unless M = 0. Physically, the pressure jump is a consequence of the velocity difference and the acceleration of the particles as they pass through the phase transition layer. The velocity difference in turn results from the large density difference between liquid and vapor and the conservation of mass. In phase transitions, deviation from thermal equilibrium at the interface drives the mass transfer across the interface. Phase change is a complicated phenomenon of the interaction of vapor molecules with the liquid surface. Therefore, it is essential to examine phase transitions from a kinetic theory point of view before we consider the macroscopic aspects of the phase change process. The derivation below follows Alty and Mackay [1] . Assuming the Maxwellian distribution of the velocity of vapor molecules, the number density is given as
where m is the molecular mass and k B the Boltzmann constant. The total mass flux of vapor molecules hitting the interface is
where N is the total number of molecules per unit volume and R = k B /m. Not all molecules hitting the phase boundary condense into liquid. The ratio of molecules condensing into liquid over the total number hitting the phase boundary is called the accommodation coefficient. It is also referred to as the condensation or evaporation coefficient sometimes. We use term accommodation coefficient and denote it by α. The range of α is between 0 and 1. The mass flux of the condensing vapor is
In the present analysis, we assume that the fluxes of condensing and vaporizing molecules can be derived separately and the results superimposed to obtain the net flux. Since the net mass flux cancels at equilibrium, the mass flux of evaporating liquid is the same as that of condensing vapor. Denoting the equilibrium pressure at temperature T by p sat (T ), then the mass flux of the evaporating liquid is
Taking into account that the evaporation of liquid is mainly determined by the temperature, we find that the net mass flux of evaporation when the vapor is unsaturated or oversaturated is
The relations derived above clearly depend on the value of the accommodation coefficient.
Research has indicated that the value of α less than 1 results from either impurity of substances or deficiency of the kinetic theory based derivation. For example, the above analysis does not consider non-equilibrium interactions between molecules leaving the interface and those approaching the interface. For the detailed discussion of the accommodation coefficient, see [3] and references therein. A review of experiments and theories regarding the accommodation coefficient can also be found in [10] . In the present paper, different values of α are studied numerically. In general, the interface temperature T s is a nonlinear function of the mass flux M ev and other state variables. It is difficult to obtain a closed form for T s . The expression for the interface temperature is described in the following section.
Numerical Methods
The numerical technique combines the conservative front tracking method [9] developed for multiphase flows with an algorithm designed for phase transitions. The tracked phase boundary is represented by an interface (or front) which in 1D is a point advancing in a uniform underlying Eulerian grid. In higher dimensions, the phase boundary is an explicitly tracked codimension-1 manifold advancing Lagrangianly. The time stepping to advance solution states can be broken up into two main steps, the propagation of the front, and the finite differencing for updating cell state values. See [2, 6, 7, 8] for details of the front tracking method. The finite difference algorithm used in the present study is conservative for all grid cells, including the irregular ones cut by the front. It is a finite volume scheme, which updates the cell state average values. In this paper, we use the MUSCL [14, 5] type scheme for the reconstruction of piecewise linear states. The reconstructed state values are used to compute the numerical flux values across the volume boundaries and then update the cell states. The phase boundary propagation algorithm will be presented first, followed by an introduction to the conservative tracking finite differencing algorithm.
An Iterative Phase Boundary Solution Algorithm
The phase boundary propagation algorithm determines solutions of a general phase boundary Riemann problem. The solution procedure is similar to that for a contact discontinuity. The key iterative step in the solution of a Riemann problem for a contact discontinuity is to find the mid state, based on equations of continuity of the velocity and pressure at the contact. We call this step the FMS (find mid state) iteration, and generalize it to the case of discontinuous velocities and pressures across the phase boundary. The contact discontinuity propagation algorithm consists of three steps: the slope reconstruction step to compute approximations to the flow gradients, the prediction step using Riemann problem solutions to predict the new position of the point, and the correction step to account for flow gradients on either side of the front. For the phase boundary propagation algorithm, there is no prediction step because the exact solution structure is not known. The correction step moves the location of the phase boundary point and updates the phase boundary states.
The complete solution to the phase boundary Riemann problem is obtained by solving phase boundary conditions and generalized FMS equations consistently. Consistency means that the velocity jump and the pressure jump in the FMS must equal those given by the phase boundary conditions. The numerical algorithm for a dynamical phase transition proceeds as follows. The characteristic form of Eq. (2.1), which are the FMS equations used at the interface, is dp dλ
where c = (
) S is the sound speed (S is the specific entropy), and Γ is the Gruneisen coefficient [17] . The characteristic derivatives λ + , λ − and λ 0 are defined by
The phase boundary conditions are Eqs. (2.6) -(2.8) and (2.12).
To solve the characteristic system with the phase boundary conditions, an iteration algorithm which intertwines a hydro iteration and a thermal iteration is developed. In the hydro iteration, the characteristic system and the phase boundary conditions are used to solve for interfacial pressures and velocities. In the thermal iteration, the interface temperature and mass flux of evaporation are found. The iteration algorithm loops over these two sub-iteration steps till the solution converges. Backward characteristics are traced from an estimated location of the phase boundary at the next time step. States at the feet of these characteristics (at the current time level) are first obtained by interpolation. The characteristic speeds are λ ± = u ± c and λ 0 = u, while the phase transition interface moves at a speed σ = [ρu]/[ρ]. For a small time step ∆t, the characteristics are approximated by straight lines. Figure 1 is a schematic diagram showing the backward characteristics. The left foot is a distance (c l +u l −σ)∆t away from the interface, while the right foot is a distance (c r − u r + σ)∆t away from the interface. Since |u − σ| c in phase transitions, the feet of λ ± characteristics always reside in the left and right side of the phase boundary as shown in Figure 1 . Once the states at the λ ± characteristic feet are obtained by interpolation, Eqs. (3.1) and (3.2) are integrated along the characteristics and then solved together with phase boundary conditions.
For phase transitions, the foot of λ 0 characteristic of each phase, located at (σ − u)∆t relative to the interface, differs from the interface position. The side of the feet of λ 0 characteristics to the interface depends on the direction of the phase transition. Unlike the classical Riemann problem, where the two λ 0 characteristics meet at the interface and the state in each phase evolves adiabatically along the characteristic, the phase boundary propagation must be treated differently because of the heat diffusion and the mass transfer across the interface. Since the temperature equation is parabolic rather than hyperbolic, it must be solved numerically by using thermal conditions at the phase boundary, namely, Eqs. (2.7), (2.8) and (2.12), rather than integrating Eq. (3.3) along the λ 0 characteristics. In the following paragraphs we describe the iteration algorithm in details.
1. Thermal iteration: Substitute the vapor pressure at S 0+ for p v in Eq. (2.12) and discretize Eq. (2.7). We have two equations which we solve for the two unknown variables T s and M . The function p sat is a nonlinear function. Since the thermal iteration is coupled to the hydro iteration where p v is updated, the Clausius-Clapeyron equation is linearized at a reference temperature T v and solved for T s and M while preserving the convergence of S * l and S * r in Figure 1 through the iteration. For the first iteration step, T v can be chosen to be equal to T s at the beginning of the time step if T 0− = T 0+ . For subsequent iteration steps, T v is simply the T s obtained in the previous iteration. Upon linearization, we obtain solutions
and 
tn dp ρc + in the left and right side of the interface respectively. After forward Euler discretization, they become The thermal iteration in the proposed algorithm depends on a subgrid model to describe the thermal layer at the phase boundary. The width of the thermal layer in each phase is proportional to √ νt, where ν = κ/(ρc p ) is the thermal diffusivity in each phase. The time step in simulations is restricted to ∆t < ∆x/c by the Courant, Friedrichs, and Lewy (CFL) condition, which states that the domain of dependence of hyperbolic PDEs must lie within the domain of dependence of the finite difference scheme at each mesh point to guarantee the stability of an explicit finite difference scheme. It usually requires 10 3 ∼ 10 4 steps for the liquid thermal layer to expand to a micron scale grid cell. If the thermal layer is thinner than a grid cell, the temperature gradient varying significantly within the cell makes conventional finite difference schemes insufficient in estimating the temperature gradient at the phase boundary, which is crucial for the calculation of the evaporation rate. When the thermal layer is thinner than a grid cell, the temperature profile in it takes the form
where T s is the phase boundary temperature and T 1 is the temperature one grid cell away from the phase boundary. Thus the temperature gradient at the interface is approximated
In the iteration algorithm, the interfacial temperature gradient in the form of ∆T /∆x should be replaced by the above approximation. When the thermal layer is wider than a grid cell, the conventional finite difference approximation of the temperature gradient at the interface gives satisfactory results. This is a new description of the generalized Riemann problem associated with a phase transition in a fully compressible fluid. Mass transfer across an interface due to the phase change is taken into account. The interface motion depends on the phase change under non-equilibrium thermodynamic and hydrodynamic conditions.
The following is the accuracy analysis of the iterative algorithm. To obtain the approximation of states at the feet of λ ± characteristics, we use a 2nd order MUSCL reconstruction. A piecewise linear function is reconstructed on each cell from cell averaged values at time t as the initial states, we obtain a numerical phase boundary speed σ n+1 with error O(∆x) and approximate states on both sides of the phase boundary also with accuracy of first order in ∆x. The reason for that is Eqs. (3.9) and (3.10) are solved by forward Euler discretization, which is of first order accuracy. One of the reasons for not using a higher order algorithm at the interface is that the 2nd order MUSCL scheme used in the interior of both phases reduces to 1st order in the presence of shock waves.
Conservative Finite Differencing
In the implementation of the conservative tracking algorithm, the phase boundary is tracked as an interface in space and time. The linear approximation of the space-time interface is formed by connecting spatial interfaces at two consecutive time steps. We connect the nodes of a spatial cell at time t n to the nodes of the corresponding cell at time t n+1 to form a spacetime volume. If a space-time interface passes through the interior of a space-time volume, the volume is divided into fragments such that the space-time interface is on the boundary of the fragments. These volume fragments are combined with corresponding neighbors to alleviate the restriction by the CFL condition. A 2nd order Godunov-type finite volume differencing scheme is used to update the grid states. On space-time interfaces, the dynamic flux, which is F − σU resulting from the Rankine-Hugoniot conditions of Eq. (2.1), replaces the usual flux F for time independent boundaries of the space-time volumes. This redefinition gives equal values of fluxes when evaluated from both sides of the space-time interface, so that the conservation laws are satisfied exactly at the tracked interface. Details of the conservative finite differencing method can be found in [9] .
For the proposed algorithm, as pointed out in Section 3.1, the velocity of the phase boundary and the interface states calculated numerically are of first order accuracy in ∆x because the characteristic equations (3.9) and (3.10) are solved by forward Euler discretization. Therefore, the position of the phase boundary, denoted by S(t), is also of first order accuracy because
Furthermore, the discretization of the flux across the interface
using the trapezoidal rule is also of first order accuracy in ∆x, in contrast to [9] where the conservative finite differencing is uniformly second order accurate in L 1 . Nevertheless, the proposed algorithm is one order more accurate than any capturing algorithm.
Simulation Results
In this section, simulation results for various test problems are presented and analyzed. In Section 4.1 and 4.2, shock waves and rarefaction waves interacting with a phase boundary are simulated, and results are used to test accuracy and convergence of the proposed algorithm. The influence of the accommodation coefficient is studied in Section 4.3. Phase transitions controlled by external heat flux are simulated in Section 4.4. Finally, a test problem in Section 4.5 demonstrates two-phase flow in the presence of both acoustic and thermal waves. Only the phase boundary was tracked for all computations; shock fronts were captured by the MUSCL scheme. The order of accuracy was determined by the following expression:
We should note here that L 1 error includes both solution state error and interface position error since we have tracked phase boundaries in solutions. The material used for simulations in Section 4.1 to 4.3 is n-heptane. The equation of state (EOS) for n-heptane vapor used in the simulations was a γ-law gas with γ = 1.05. The thermal conductivity of the vapor was estimated to be κ = 0.013W/mK. The EOS for liquid n-heptane was given by a stiffened polytropic equation [17] 
with adiabatic exponent γ = 3.19, stiffening constant P ∞ = 3000 bar and energy translation E ∞ = 4.85 × 10 9 erg/g. The thermal conductivity of the liquid n-heptane was set to κ = 0.13W/mK. The thermodynamic properties of n-heptane are described in [25] . In Section 4.4 and 4.5, the material used in simulations was water and its vapor. Parameters for their equations of state were set correspondingly. 
A phase boundary -shock tube problem
We consider the interaction of a shock wave with a phase boundary. The computational domain is [0.2cm − 0.8cm], with the vapor-liquid interface located at 0.65cm initially. The forward shock wave is located at 0.5cm in the liquid initially. The pre-shock states are at phase equilibrium, and the initial conditions are
The pressure behind the shock front is p = 8bar. A flow through boundary condition is used on both the left and right boundaries. We used four meshes with 450, 900, 1800, 3600 cells respectively. The results for 3600 cells at time 2µs are shown in Figure 2 . The phase boundary moves to the right by 1.58µm at this time. The spike in the temperature plot shows the vapor heated by the shock wave. If the phase boundary were treated as a contact discontinuity, after the interaction of the contact and the shock wave, the solution of this Riemann problem would consist of a backward rarefaction wave, a contact discontinuity and a forward shock wave. The solution of the contact-shock wave interaction and the solution of the phase boundary-shock wave interaction are visually identical in this case. It indicates that thermal waves or phase nonequilibrium must be present for phase transitions to play an important role. If the vapor and liquid are at phase equilibrium initially and there is no external heat flux as in this problem, the phase transition induced by shock waves is very weak. In fact, the position difference between the phase boundary and the contact interface is less than 0.1% at as late as 3ms. However, the advection-dominated problem serves well for the study of convergence of the algorithm because shock fronts are usually where numerical schemes have the least accuracy. The accuracy results of this set of simulations are shown in Table 1 . It is clear that the algorithm has more than first-order accuracy.
A phase boundary -rarefaction wave problem
In this section, we describe a phase boundary -rarefaction wave interaction problem. The computational domain is still [0.2cm − 0.8cm]. Initially, the vapor-liquid interface is located at 0.54cm and the forward rarefaction wave of width 0.001cm is located at 0.5cm in liquid. Table 2 : Accuracy and convergence rate for phase boundary -rarefaction wave interaction.
The initial states of both phases ahead of the rarefaction wave are the same as in the phase boundary -shock wave problem in Section 4.1. The pressure at the trailing edge of the rarefaction wave is p = −20bar. A flow through boundary condition is used on both ends of the computational domain. The results for 3600 cells at time 1µs are shown in Figure 3 . The phase boundary has moved to the left by 3.54µm by then. As in Section 4.1, the solution would be virtually unchanged if the phase boundary were treated as a contact discontinuity. After the interaction of the contact and the rarefaction wave, the solution of this Riemann problem consists of a backward shock wave, a contact discontinuity and a forward rarefaction wave. Again, due to the lack of external heat flux or deviation from phase equilibrium, phase transitions are minimal. At 3ms, the position difference between the phase boundary and the contact interface is less than 0.5%. The accuracy results of this set of simulations are shown in Table 2 . It confirms that the algorithm has consistently more than first-order accuracy. 
Influence of α on the solution
We investigated the influence of the accommodation coefficient α on the phase boundary evolution. We tested the above phase boundary -rarefaction wave problem with α = 0.2, 0.4, 0.6, and 0.8 respectively. The computation domain was extended to [0.1cm -0.8cm] to accommodate the simulation time. Figure 4 shows magnified view of the velocity plot at 1µs for simulation with 3600 cells. We expect that under the same condition, the larger the α value the faster the evaporation process. This is confirmed by the present numerical experiment. From Figure 4 , we can see that a larger α value is associated with a larger velocity jump across the phase boundary, which corresponds to a larger evaporation rate. The positions of the phase boundary at various times corresponding to the above α values are listed in Table 3 . From the table, we see that the phase boundary moves to the left faster for a larger accommodation coefficient. This confirms that a larger α gives a higher evaporation rate, which enhances the expansion of vapor due to the rarefaction wave more strongly. Nevertheless, the influence of the α on the phase boundary dynamics is insignificant in this case since the case is in the advection-dominated regime.
A thermal wave problem
From the previous examples we see that phase transitions play a minor role in advectiondominated problems, such as the passage of a shock or rarefaction wave of moderate strength through an equilibrium phase boundary. However, the mass transfer in phase transitions does play an important role in the presence of a sustained thermal wave. Here we used For the boundary conditions at the opening of the tube, the vapor pressure is assumed to be constant and the temperature gradient is assumed to be zero.
∂T ∂x x=0
= 0,
where D = 0.1mm is the total length of the liquid and vapor in the calculation. x = D is the bottom of the tube and x = 0 is vapor end. In the following example, T x0 = −2.5 o C/µm. The EOS parameters for water and water vapor are set by their physical properties at room temperature. Their thermal conductivities are 0.598W/mK and 0.0182W/mK respectively. The latent heat of evaporation is 2450J/g, and the evaporation coefficient is set to 0.4. o C/µm. x ph first increases due to the thermal contraction and later decreases due to condensation. The solid line is from the simulation with grid size 1µm, the dashed line is with grid size 2µm, the dotted line is with grid size 4µm.
Early Stage
The grid size of the simulation was 1µm. The position of the phase boundary x ph calculated from the simulation is plotted against the time 0 < t < 6 ms in Figure 5 . It shows that the phase boundary first moves to the water end, then back to the vapor end. In other words, before the liquid volume increases due to the condensation, it first decreases for about 2.7ms. The reason is that the liquid shrinks with the lowering temperature when the heat flux required for the phase transition has not been built up. It is not until about t = 4.8ms that the phase boundary moves back to the original position. After that the phase transition dominates over thermal contraction of the liquid and the phase boundary moves steadily toward the vapor end.
Late Stage
The liquid volume increases during the condensation, while the thermal and pressure waves in the tube gradually approaches the "steady state" dictated by the boundary conditions and liquid height. The "steady state" is not a single state, but rather a family of states depending on the liquid height, which varies with time. The steady state is uniform in vapor by the boundary condition. In the liquid phase, since the Mach number 1, the energy conservation law in Eq. (2.1) can be approximated by a temperature equation as in Stefan's problem,
, where c p is the specific heat at constant pressure, and the energy equation at the phase boundary Eq. (2.7) becomes (κT
where L is the latent heat of the phase transition and M is the transition rate. The temperature field evolves into the following steady state, u(x) . In all figures, the dotted curve is for T = 10ms, the dashed curve for t = 20ms, and the solid curve for t = 30ms. where x ph is the location of the phase boundary and T s is the interface temperature. For each x ph , M is determined by the specified temperature gradient at the water end. T s can be found from M via the kinetic relation with known vapor pressure p 0 . The steady state liquid pressure p l , the velocity of the phase boundary u ph and the vapor velocity u v can all be calculated using the steady state form of solutions to the mass and momentum conservation laws in Eq. (2.1). Since the phase boundary is moving, all the quantities above vary with time. Table 4 is the comparison between the steady state quantities and the corresponding ones in the evolving wave obtained from numerical simulation. It can be seen from the table that the evolving state is closer to the steady state at later time. Figure 6 visualizes the evolution. From the figure we see the pressure and velocity jumps at the phase boundary increase steadily toward the values of steady states.
We compared the liquid temperature field in Figure 6 (a) to the steady state Eq. (4.4) more closely. The temperature gradient is approximately constant in the steady state, so the solid curve (t = 30ms) in Figure 6 (a) should be roughly a straight line as it is, though not exact. In fact we can show the curvature of the temperature field matches excellently with the nonlinearity revealed in Eq. (4.4). In order to visualize the nonlinearity of the temperature distribution, define
From Eq. (4.4), for steady state
is a linear function of x. y st and the y from the simulation at t = 30ms are compared in Figure 7 . The match is very accurate, which indicates that the state at t = 30 is close to the steady state in fine details. In conclusion, we have shown that our numerical algorithm for phase transitions in compressible fluids works equally well in advection dominated and thermal wave dominated regimes.
A problem coupling phase transitions and acoustic waves
In this test problem we show that when acoustic wave and phase nonequilibrium are both present, as it may occur in many practical situations, the dynamics of two-phase flows is strongly affected by both acoustic waves and phase transitions. As a contrast to Section 4.1 to 4.3, it will be shown that solutions in this section would be significantly changed if phase transitions were neglected. The test problem is the condensation of oversaturated water vapor in the presence of an acoustic wave. Initially, both phases have length 2 cm. Vapor is on the left side and water on the right side with the phase boundary at origin. The end of the domain on the water side is a reflection boundary, while the end on vapor side is in contact with fixed If the phase transition were neglected, the water first expands due to its higher pressure, then shrinks and expands periodically as the pressure wave propagates back and forth in the liquid. The temperature and velocity fluctuations would be small in both phases. When the phase transition is included in the process, the liquid volume still oscillates, but the oscillation is superposed upon an expansion due to condensation as the vapor is oversaturated. The temperature and velocity fluctuations are much stronger, especially in the vapor phase. Figure 8 compares the evolution of the interface with and without phase transitions. Clearly the liquid volume oscillates while expanding when phase transition is included. It can be noticed that the expansion gradually slows down due to the lack of external cooling. Figure 9 plots the pressure, temperature and velocity distributions at 1 microsecond. In all figures, solid lines are for phase transitions while dashed lines are for a simple contact. In the pressure plot Figure 9 (a) the dotted line shows the initial pressure distribution. In the temperature plot Figure 9 (b) the horizontal line near the top stands for the initial saturation temperature of vapor phase. The temperature peak in the center is due to the heat released from condensation at the phase boundary. The interface temperature gradually approaches the saturation temperature. Eventually these temperatures coincide and the motion of the phase transition stops as it does in all insulated systems. In 9(c) the discontinuity in the center is from the mass flux across the phase boundary. It is clear from the figures that phase transitions play an important role when there is deviation from phase equilibrium.
Extension to Higher Dimensions
We have extended this method to higher dimensions based on the operator splitting method for the front propagation. The subgrid model is applied along the interface normal direction. We used this method to resolve the dynamics of vapor bubble phase boundaries in the simulations of atomization of a high speed jet within a 2D symmetric geometry. A plot of jet interface at late time is shown in Figure 10 . This flow is strongly compressible and vapor bubbles are created constantly. Thus capabilities developed here is required to carry out the simulations. Details of this work will be published separately [27] .
Conclusions
We have proposed a new numerical method to the solution of phase boundaries for compressible flows. The method is based on the interface tracking technique. We have presented several one-dimensional simulations to validate the method. The ability of the method to deal with complex interface is demonstrated through the simulation of atomization of a high speed jet. The 1D version of the algorithm is more than first order accurate everywhere including the tracked phase boundaries. From test problems presented in this paper, we see that the proposed algorithm makes accurate predictions for advection-dominated problems in which phase transitions play a minor role, problems with sustained thermal waves in which phase transition play a crucial role, and also coupled problems in which both phase transitions and hydro waves play important roles.
