Diatomic potentials for krypton are computed and also probed experimentally. For a probe-laser wavelength near 811 nm, several strong dipole-dipole interactions produce purely-long-range potential wells in the singly excited manifold of (s + p) potentials and in the doubly excited manifold of (p + p) and (s + d) potentials. Evidence of resonant photoassociation into bound states of these potential wells is observed in the emission of ions and ultraviolet photons from a magneto-optically trapped krypton cloud.
I. INTRODUCTION
In this paper we present preliminary computational and experimental characterizations of diatomic krypton molecules in bound states of purely-long-range (PLR) potential wells. Our calculations reproduce the "singly excited" manifold of (s + p) potentials predicted in Ref. [1] . Among these potentials are 14 PLR potential wells, for which we compute the spectrum of vibrational bound states. We also model the "doubly excited" manifold of (p + p) and (s + d) potentials that may be populated if two atoms in the 1s 5 pseudo-ground state absorb two probe-laser photons. Within the latter manifold, we identify an unusual class of doubly excited PLR potential wells, which make a notable appearance in the krypton system because several atomic transitions lie close together in energy (see Fig. 1 ). We use an existing laboratory setup [2] to capture metastable (1s 5 ) krypton atoms in a magneto-optical trap (MOT) and to probe the molecular potentials. Our experimental results are best explained by a combination of photoassociation (PA) processes yielding both singly and doubly excited PLR krypton molecules.
II. DIATOMIC POTENTIALS FOR KRYPTON
As described elsewhere [3] , PLR potential wells are usually dominated by the resonant dipole-dipole interaction between atoms in s and p states, and they take on a C 3 /R 3 dependence at large internuclear distance (R). The classical inner turning point for the molecular vibration (R − ) is typically a few nm, and the outer turning point (R + ) can approach 100 nm for high-lying states. Among the krypton potentials shown in Fig. 2 , several exhibit this PLR character. To compute all of the potentials for this figure, we follow in detail the methods described in Ref. [1] , but we use new atomic data [4] as inputs for (s + p) curves, and we expand the set of contributing atomic states in order to produce an appropriate model of the (p + p) and (s + d) manifolds (see Appendix). The authors of Ref. [1] note that the calculation of singly excited potentials is easily separable from that of doubly excited potentials. Since they present only the first calculation, we simply extend their formalism so as to investigate the doubly excited manifold that they ignore. Figure 2 (b) shows several singly excited * mwalhout@calvin.edu potentials and agrees very closely with graphs presented in Ref. [1] . Figure 2 (a) shows a previously unexamined set of doubly excited potentials, several of which have the form of PLR potential wells. In each case, the PLR character is made apparent by the fact that the classical lower limit for R − is greater than 1.5 nm.
The PLR potential wells in the upper manifold are the result of a triply resonant dipole-dipole interaction involving the 1s 5 ↔ 2p 9 , 1s 5 ↔ 2p 8 , and 2p 9 ↔ 4d 4 atomic transitions. As can be seen in Fig. 2 , each PLR minimum is formed from an anticrossing between two potentials-an attractive one that descends from the (2p 8 + 2p 8 ) asymptote as R decreases, and a repulsive one that rises from the (1s 5 + 4d 4 ) asymptote. The |C 3 | value for the repulsive potential is large, because the (1s 5 + 4d 4 ) asymptote lies only 16 GHz above the (2p 8 + 2p 9 ) asymptote. This near-degeneracy leads to a strong dipole-dipole coupling that can be understood in terms of a resonant exchange of photons between atoms. If the system starts on a (1s 5 + 4d 4 ) potential, the doubly excited atom can emit a photon that the 1s 5 atom can absorb, so that the system is transferred to a (2p 8 + 2p 9 ) potential. This process can be reversed, with the 2p 8 atom decaying and the 2p 9 atom absorbing the emitted photon. Similar dipole-dipole couplings give rise to the long-range attractive character of the potentials descending from the (2p 8 + 2p 8 ) asymptote. A "downward push" on these potentials comes mainly from the higher-lying (1s 5 + 3s 1 ) and (1s 5 + 4d 4 ) potentials within the doubly excited manifold. Accounting for these interactions allows us to see how the s − p and p − d couplings in the neighborhood of 810 nm conspire to produce doubly excited PLR potential wells.
III. THEORETICAL DISCUSSION
We next address the question of how the production of PLR molecules might lead to measurable effects. To begin, we point out that atoms bound in a PLR well maintain a separation that is always much greater than the size of either atom's electron distribution. This has an important dynamical consequence: atoms in PLR states are not susceptible to Penning ionization, which is likely only when R ∼ a 0 . Penning ionization normally occurs at a relatively high rate in MOTs for metastable rare-gas atoms, where it is the main density-limiting loss mechanism [5] . Photoassociation of atoms into PLR states can reduce the ionization rate in a trap by maintaining "safe" distances between atoms for certain kinds of collisions. Our interpretation of experimental ion signals will be based on this effect.
Since there are large 2p 8 contributions to their electronic wave functions, the bound states in our PLR potential wells will decay at rates comparable to the 2p 8 spontaneous rate, = 2π × 5 MHz. The products of this decay may serve as a signature of PA processes. As indicated in the atomic energy level diagram of Fig. 1 , the decays will branch into two dominant channels: the 2p 8 → 1s 5 recycling transition (29%) and the 2p 8 → 1s 4 → 1p 0 two-step cascade, which ends in the atomic ground state (71%). Both branches may be accompanied by heating and/or loss of atoms in the trap. In addition, each occurrence of the two-step cascade produces two photons, one at wavelength 877.6 nm and another at 123.6 nm. In a trapped Kr cloud exposed to an 810.4-nm laser light, two different processes may lead to the emission of this pair of fluorescence wavelengths. Individual metastable atoms may be "quenched" [2] , or pairs of atoms may be photoassociated into PLR states. In the experiments to be described below, we search for molecular resonances in the ultraviolet (UV) fluorescence (λ UV = 123.6 nm), resonances that can be expected to appear for probelaser frequencies tuned slightly below the 1s 5 −2p 8 atomic transition. A theoretical, single-photon PA spectrum can be obtained once the vibrational bound-state energies are computed for each PLR (s + p) potential well. We employ a standard numerical algorithm [6] to solve for these energies, finding that the shallowest well in Fig. 2 (a) (V min = −719 MHz) supports ten bound states, while the deepest one (V min = −118.78 GHz) supports 62. Given the nested configuration of the potential wells, it is not surprising that the sum of 14 vibrational series produces a complicated overlap of levels near the asymptote. The histogram in Fig. 3 shows the density of states over the 500-MHz range to be addressed in our experiments.
We assume that laser excitation of a PLR (s + p) state will occur at a large Condon radius, R + > 5 nm, where the (1s 5 + 1s 5 ) starting energy is very nearly equal to its asymptotic value. We therefore expect the resonance condition for PA transitions to be met when the detuning ( ) between the laser frequency (ν L ) and the 1s 5 −2p 8 resonance (at ν 0 ) corresponds to the binding energy (E b ) of a vibrational state: ≡ (ν L − ν 0 ) = E b /h, where we assume E b < 0. We can anticipate that an experimental spectrum of resonances will reflect the same pileup and clumping that appears in Fig. 3 , though the transition strengths will depend on Franck-Condon factors, saturation effects, sample density, the distribution of initial states, and electric-dipole selection rules. 
IV. EXPERIMENTAL PROCEDURES
In our experiments, a dc discharge source generates a beam of metastable Kr atoms, and the method of Zeeman deceleration is used to produce a stream of slow 84 Kr atoms for loading our MOT. The trapping beams, which are tuned to the 1s 5 −2p 9 transition at 811.3 nm, are switched by an acousto-optic modulator at a frequency of 6 kHz with an on-off duty cycle of 150 µs on and 17 µs off. The off intervals are needed so that we can introduce pulses of light from the tunable probe laser without having to worry about two-color effects. Based on previous measurements in our system, we estimate the number (3 × 10 5 ), density (5 × 10 10 cm −1 ), and temperature (∼100 µK) of atoms in the trapped cloud, noting that these are not monitored during our experiments.
We obtain experimental spectra by adding a slow switching sequence to the rapid trap-and-probe modulation. The probelaser frequency is scanned in a stepwise fashion, with a step size of ∼1 MHz and a stepping rate of ∼0.5 Hz. The time spent at each frequency is divided equally between two tasks: the trap is first loaded with Zeeman-decelerated atoms, and then the cloud of atoms is exposed to probe-laser light during the MOT-off intervals. During the trap-loading phase, the deceleration laser beam (tuned 300 MHz below the 811.3-nm transition) propagates through the trapped cloud; meanwhile a mechanical shutter prevents the probe-laser pulses from entering the MOT chamber. After the trap has been loaded for 1 s, both the deceleration laser and the atomic-beam discharge are extinguished. A delay of 10 ms is imposed between this shutoff and the application of probe-laser pulses, ensuring that metastable atoms are no longer entering the observation region during our measurements. Subsequently, the shutter in the probe-laser path is opened, so that UV and ion signals can be accumulated over the course of ∼2900 cycles of the trap-and-probe modulation. Within each cycle, the probe-laser pulse reaches the atoms 2 µs after the MOT lasers are extinguished and lasts for an exposure time of ∼5 µs.
UV and ion signals are recorded by two multichannel scaler (MCS) units. A solar-blind photomultiplier is used to detect UV photons emitted during the cascading decay of 2p 8 atoms and/or PLR molecules. The first MCS is gated to count the pulses from this detector only during the probe exposure. An approximate photon counting efficiency of 10
is computed from the solid angle subtended by the detector, the UV transmittance of our MgF 2 vacuum window, and the photomultiplier's quantum efficiency. A channel electron multiplier is used to detect ions and to generate the pulses to be counted by the second MCS. We enable this unit to count continuously, thereby recording an ion signal capable of showing laser-induced trap loss. The channel update for each MCS is triggered whenever a probe-laser frequency step is taken. Each channel of the MCS record therefore corresponds to a particular value of .
Scans of the probe-laser frequency are calibrated by way of the transmission signal from a Fabry-Perot interferometer (free spectral range = 300 MHz) and a 1s 5 −2p 8 saturatedabsorption signal that we obtain using a dc discharge in a dedicated glass cell. Two laser beams carrying the separate calibration signals are directed onto a single photodiode, and the combined signal is sent through a voltage-to-frequency converter. The resulting pulse rate is recorded by a third MCS, which is synchronized with the photon-and ion-counting MCS units. The recorded data allow us to determine which value of is to be associated with each MCS channel (see Fig. 4 ). The uncertainty in each value includes a contribution from an estimated ±5 MHz uncertainty in the zero position for the scan (i.e., the 84 Kr atomic resonance). Independent of this, an additional uncertainty of ±1% enters into the relative detuning scale obtained from our fit to the Fabry-Perot signal.
V. PRESENTATION OF DATA
In Fig. 5 , we present ion signals obtained over the detuning range −500 < < 0 MHz, with a total power of 10 µW in the 1-mm-diameter probe-laser beam. Figure 6 shows the UV signals obtained during the same scans. Single-scan spectra like those displayed in Figs. 5(a) and 6(a) generally have poor signal-to-noise ratios. In principle, one solution to this problem would be to use a longer dwell time for each MCS channel, so as to accumulate more counts at each probe frequency. However, in our setup, as the total time required for a scan approaches 1 hr, a degradation of MOT conditions often occurs due to long-term instabilities in the atom-beam discharge and the laser-frequency lock. Considering that we must scan across at least three Fabry-Perot transmission peaks in order to determine the frequency scale, and that we want the probe frequency step size to be ∼1 MHz for the sake of resolution, we find it reasonable to run scans that cover Fig. 3 , approximate Franck-Condon factors obtained as in [7] , and a saturation model that accounts for sample depletion. (e) Computed atomic UV signal based on a saturating Lorentzian model that accounts for power broadening and sample depletion. Note that offsets are introduced in graphs (a)-(d) for the sake of presentation. and 6(a). We have to improve on this ratio by averaging (or summing) the results from multiple scans that are performed under similar conditions.
In order to combine data sets, we must account for the fact that the values assigned to the MCS channels in one probe-laser scan generally do not coincide with those obtained in any other scan. We do this by approximating all detuning values in terms of frequency "bins." Each bin is assigned an integer bin index (N ), and all bins have the same frequency width (ε). UV and ion counts from an MCS channel that has an assigned detuning value are put to the bin with approximate detuning Nε if (N − 1/2) < /ε (N + 1/2). We note that N need not be positive. Since it is the count rate that we wish to measure, the total number of counts that a given scan contributes to a bin must be divided by the number of MCS channels assigned to that bin (or, equivalently, by the total dwell time spent on the bin during that scan). Figures 5(b) , 5(c), 6(b), and 6(c) display data that have been binned in this way.
VI. INTERPRETATION OF DATA
In each of our spectra, there is a broad atomic resonance that owes its width to two types of saturation: the familiar form of power broadening and the depletion of atoms in the quenchable sample. The latter effect, which depends on the total time of exposure to the probe laser, dominates the atomic widths seen in Figs. 5 and 6. Saturation of the transition adds a few (at most) to the broadening. The atomic resonance shows up as a fluorescence peak in the UV signal, but since the quenching process removes atoms from the trap (and lowers the cloud density), it produces a broad dip in the ion signal.
An interpretation of other features in our experimental graphs is aided by Figs. 6(d) and 6(e), which show separate theoretical models for molecular and atomic absorption spectra. The vertical scale for each curve is chosen for the sake of presentation; we have not tried to determine how strong the molecular signal should be in relation to the strength of the atomic signal. Our atomic absorption calculation accounts for a finite number of quenchable atoms and for power broadening of the quenching transition. The molecular absorption is obtained from a sum of Lorentzian curves-one for each of the PLR vibrational states. Whereas in Fig. 3 all states contribute with equal weights, in Fig. 6(d) we give each PA transition an approximate probability weight that takes Franck-Condon factors and saturation effects into account. The probability is calculated using the approximations derived in Ref. [7] , except that we assume a single, R-independent molecular Rabi frequency for each transition. Thus, the weights do not respect selection rules associated with various combinations of initial and final states, nor do they account for spontaneous linewidths differing from . Also, s-wave collisions are assumed, and there is no provision for rotation in the bound molecular state. Despite these limitations, the computed molecular absorption spectrum does provide a partial set of expected peak positions and a rough picture of where large "clumps" or composite peaks might appear.
The data exhibit a few persistent features within 100 MHz of the atomic resonance that we attribute to single-photon PA into PLR states. The dashed lines in Fig. 6 indicate the alignment of these features with prominent resonances in the model vibrational spectrum of PLR molecules. In both the ion and UV signals, there are small peaks or "shoulders" on the steep part of the atomic scattering curve (roughly at = −90 and −60 MHz). There is also a dip in the UV signal at the top of the atomic resonance; its minimum is consistently found to lie several MHz below = 0. This UV dip has no obvious counterpart in the ion signals shown here, because those signals are already severely weakened by the resonant quenching of atoms.
While the small peaks or shoulders appear to follow the expectations laid out above for the signatures of PLR states (ion dips and UV peaks), the UV dip does not. Nevertheless, it can be interpreted as the result of molecule production in the presence of an optically saturated, quenchable atomic sample. Quenching produces exactly one UV photon per metastable atom. However, for each PLR molecule that is formed, only one atom of the pair is quenched, while the other can gain enough kinetic energy to escape from the trap. If a sample is being quenched rapidly, one can expect a reduction of up to 50% in the per-atom UV emission rate for atoms bound together in PLR states. In light of these considerations, we associate the UV dip near = 0 with the production of PLR molecules that are excited by the probe laser at very large values of R. We find further confirmation of this conclusion when we increase the probe-laser power, so that the atomic transition is strongly saturated and rapid atomic quenching occurs over a range in of several hundred MHz. Under these conditions, the UV features at = −90 and −60 MHz become dips rather than peaks (see Fig. 7 ). These UV dips can be interpreted as the first one was: they arise when the production of PLR molecules suppresses the per-atom UV rate.
A prominent and relatively broad feature can be seen in Figs. 5 and 6 around = −160 MHz. Its separation from the atomic scattering peak indicates that the system is not subject to rapid quenching in this range of detuning. The observed UV peak and ion dip are therefore consistent with the expected signature of PLR molecules under conditions of relatively low saturation. We note, however, that the computed, single-photon PA spectrum shows no pronounced resonance (or clump) in this frequency range; nor would the addition of rotational structure to the model result in such a feature. We therefore turn to the possibility of explaining the observed resonance in terms of the excitation of doubly excited PLR states by way of two-photon absorption.
We consider the kind of double excitation illustrated in Fig. 8 . After solving for vibrational energies and wave functions in the top ∼1 GHz of the doubly excited potentials, we find a notable dependence in the probability of twophoton absorption. In particular, over the detuning range of −200 < < −120 MHz, three factors lead to an elevated probability of two-photon PA into PLR vibrational states lying 2| | below the (2p 8 + 2p 8 . Second, at the small detunings and long distances in question, the Franck-Condon factors for single-photon excitation of the intermediate states can be very large. Finally, in this same range of , the inner turning points of several singly excited states roughly coincide with the outer turning points of certain doubly excited states, and this fact makes for an unusual enhancement in the Franck-Condon factors for the absorption of a second photon. Such enhancement has been discussed previously in the context of single-color excitation of doubly excited, shorter range potentials [8] . What is remarkable in our case is that both the intermediate and the final states are purely long range in character. From this discussion of probability, we can plausibly expect that the signature of doubly excited PLR molecules should be enhanced over a range of detuning around = −160 MHz.
It is also important to consider whether the actual UV and ion signals behave in ways that are fully consistent with the model of double excitation just described. We can do one such consistency check by analyzing data obtained with different levels of probe-laser power. We find that if the power is 1 µW or less, no resonance rises above the noise level at = −160 MHz. This result is consistent with the low probability of two-photon transitions in the weak-field limit. If the probe power is raised to 1 mW, then the power-broadened atomic UV signal around = −160 MHz suggests rapid atomic quenching (Fig. 7) . There is no resonant depletion in this region that could be attributed to a single-excitation PA process, like the dip at = −90 MHz. There is also no resonant enhancement comparable to what appears at = −160 MHz for a probe power of 10 µW (Fig. 6 ). For high probe intensity, these results are consistent with the scenario in which two-step PA occurs but is indistinguishable from atomic quenching, since these two processes have the same per-atom UV emission rate (one photon per atom).
While this investigation leaves lots of questions open, we judge that the double-excitation model provides the best explanation of what we have seen so far. There is a modest degree of alignment between our calculated single-photon PA peaks and experimental resonances at −90, −60, and 0 MHz. This gives us additional confidence that our preliminary observations and modeling of PLR molecules are on the right track. Improvements in our experimental sensitivity and resolution might allow us to measure more peaks, to identify vibrational series, and to test our computations of molecular potentials. Systematic studies of intensity dependence would establish whether particular peaks (and series) should be associated with single or double excitation. If our experiment were modified to allow for both higher atomic density and initial-state selectivity, perhaps through the use of a magnetic trap or a far-off-resonant (dipole-force) laser trap, we would be able to perform targeted studies of particular transitions and final states. Our plan is to develop such capabilities and to build significantly on the initial exploration described here.
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APPENDIX
Our calculations involve more atomic states than are shown in Fig. 1 . We start with a large basis containing 27 atomic states Fig. 1 are also included. The truncated basis mentioned in the Appendix is composed of the states in Fig. 1 that either are involved in (nearly) resonant electric dipole couplings or are fed by spontaneous decay when the system is exposed to 811-nm laser light (Table I) . We run tests to find out which of these states can be eliminated without significantly affecting the PLR potential wells. For the purposes of this paper, we use just ten atomic states, with the basis truncation introducing at most a ∼1% error in the singly excited potentials (and a few times this error in the doubly excited potentials). Note that because of Zeeman degeneracy, each atomic state contributes (2J + 1) basis states to the computation. In Table I , energies (cm −1 ) are from the NIST Atomic Database [9] . Our calculations use values for 2p → 1s transition rates (A ki ) that can be found in [4] . The 4d 4 → 2p 9 transition rate is taken from [10] . Rates for other (downward) transitions into the 2p states are estimated from line intensities listed in [9] . In converting energy units, we assume 1 cm −1 = 29.979 245 8 GHz.
