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The Dual Pathway to Information Avoidance  
in Information Systems Use 
Abstract 
This article develops an explanatory model of information avoidance behavior 
from extant theory and examines its hypotheses using psychophysiological 
methods. It integrates existing but partially conflicting explanations into a 
coherent positivist model based on Coping Theory. The existence of two distinct 
but interlinked causal pathways to information avoidance will be outlined. Both 
pathways are cause by defects in the information quality. The first pathway is 
grounded on being threatened by the information’s inconsistency. The second 
pathway is based on being distressed by the information’s complexity. Due to the 
involvement of cognition as well as affect, the usefulness of traditional 
measurement methods alone is deemed to be limited. Thus, we will draw upon 
recent advances from NeuroIS research in order to integrate 
psychophysiological measures into an extended, triangulated measurement 
protocol. This article intends to contribute to this special issue in three ways. 
First, it shapes a theoretical model for studying information avoidance which has 
received little attention in IS research. Second, it exemplifies the derivation and 
instantiation of a NeuroIS measurement model and the selection of appropriate 
NeuroIS methods for scrutinizing the theoretical information avoidance model. 
Third, based on the evidence of an experiment, it provides guidelines for how to 
conduct eye-tracking, pupillometry, and facial electromyography measurements 
as well as how to subsequently derive meaning from the initial data collected.   
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Introduction 
Information systems (IS) are ubiquitous in today's business environment and 
have become an indispensable success factor for organizations. Users of 
information systems have access to a growing pool of information and the 
reductionist assumption in the majority of contemporary IS research is that all 
available and relevant information will eventually be used ("homo informaticus", 
Kuhlmann, 1983). Surprisingly, researchers have paid little attention to the 
consideration that although information is available and relevant, individuals may 
decide to use only parts of it or ignore the information altogether. For example, a 
procurement manager using a supplier relationship management system may 
start an in-depth search for a supplier of a specific product, but, conversely, 
interrogates the results superficially or ignores some of the database findings. 
Likewise, a treasurer stumbling over a dunning notice whilst screening payment 
positions may choose to ignore this information. Since only absorbed and utilized 
information can contribute to better decisions which in turn offer the potential to 
foster organizational success, this phenomenon of information avoidance 
remains a serious threat to the use and the design of IS. Since the vast amount 
of information available in today’s work environment may require effective 
filtering techniques, the neglect of some information chunks is sometimes not 
disadvantageous, especially when the decisions have to be made under time 
pressure. What is disadvantageous, however, is a divergence between the users’ 
information needs, the available decision-relevant information and the 
information that gets absorbed and utilized. Non-absorbed, i.e. avoided 
information has the potential to cause significant dysfunctional effects. Thus, we 
would like to shed more light onto the largely unknown contingencies of such 
information avoidance behaviors in order to better understand the use of 
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information systems. Since the causes of avoiding behaviors are difficult to 
observe with the help of conventional empirical research methods, we extend 
conventional empirical methods with NeuroIS methods in order to better 
understand the complex intertwinement of cognitive and affective behaviors in 
the light of information avoidance. Thus, our research questions are the 
following: 
 
1) What are primary contingency factors and (causal) mechanisms of 
information avoidance in computer-mediated work? 
 
2) How can NeuroIS methods be applied to better measure and 
understand the interaction of cognitive and affective mental 
processes? 
  
In order to answer these two research questions, we will first provide an 
overview of the extant literature. Based on the existing knowledge in IS and 
neighboring disciplines, especially psychology and the neurosciences, we will 
develop a theoretical model which integrates mental and emotional processes as 
the key contingency factors of information avoidance. Furthermore, we describe 
how the respective theoretical constructs can be mapped onto 
psychophysiological correlates. In the light of our theoretical model, we then 
exemplify how NeuroIS methods can be applied to disentangle the 
intertwinement of mental and emotional processes. The transformation of our 
theoretical model into a measurement model is based on extant knowledge in 
the fields of NeuroIS, Psychology, and Neuroscience. Our intention is to provide 
a preliminary blueprint for subsequent studies in the field of IS where, both, 
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conscious and unconscious cognitive processes are important contingencies for 
human (information) behavior (Davern et al., 2012).  
Foundations of Information Avoidance Research 
Little efforts have been made to study human information behavior in IS research 
(Hemmer and Heinzl, 2011; 2012). In contrast, substantial research activities are 
notable from neighboring disciplines, which will be scrutinized in the following. 
According to theories dealing with the perception of uncertainty (Berger and 
Calabrese, 1975; Bradac, 2001; Kellermann and Reynolds, 1990), individuals 
are expected to reduce uncertainty by obtaining and processing more 
information rather than to avoid it. Circumstances where individuals exhibit 
contrary behaviors like information hiding have, however, attracted the interest of 
multiple scientific communities. The phenomenon has been studied extensively 
in the context of health care, personal health risks, and medical information 
behavior (Howell and Shepperd, 2012; Miles et al., 2008). In mass media 
research, information avoidance has been studied in relation to political 
information selection during elections (Sears and Freedman, 1967). It has also 
been connected to knowledge management and organizational information 
processing (Scholl, 2004). Furthermore, the neglect of information is prominent 
in the field of decision-making and, in particular, in research related to 
consumption behavior (Kardes et al., 2004; Mills, 1965; Schmidt and Spreng, 
1996). Although the causes which constitute information avoidance vary 
significantly, they have one aspect in common: they are considered as a form of 
misguided human information behavior (Case et al., 2005; Wilson, 1999; 2000). 
Avoidance behaviors can be characterized in which (temporal) phase of an 
information search and use model they occur (Wilson, 1999; 2000). As most 
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information behaviors are goal driven and part of a task scenario (Byström and 
Järvelin, 1995; Leckie et al., 1996), users first develop a subjective information 
need based on the task to fulfill (Wilson, 1999). The subjective information need 
describes what information is deemed necessary to solve the task. The 
formation of information needs is followed by a phase of information seeking. 
The seeking leads to the perception of which information is available. 
Subsequently, individuals may engage in information absorption, as e.g. in 
selecting and reading a document or listening to an audio file. Information 
integration is the last phase in the stage model and refers to the fact whether 
the absorbed information is actually used, e.g. whether it influences a decision. 
In the following, we will review existing research on information avoidance along 
this phase model of human information search and use.  
 
Individuals do not necessarily need to develop a specific information need in 
the first phase of the phase model. Mills (1965) refers to desires to read or not to 
read something - a definition clearly putting the formation (or non-formation) of 
information needs at the center of the construct. Accordingly, Miles et al. (2008) 
see information avoidance as the preference to not think, read, watch TV, and 
listen about a topic. They ask participants about hypothetical desires for 
information. Hence, their definition must be understood as aiming at avoidance 
at the level of (potential future) information needs rather than at avoidance of 
actual search.  
 
With respect to the phase of information seeking, individuals may actively or 
passively avoid encountering information. In this stage, information avoidance is 
any behavior directed at preventing or delaying the acquisition of available but 
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potentially unwanted information (Sweeny et al., 2010). This definition has three 
implications: first, it includes delaying information, and, thus, introduces a 
concept of temporarily avoiding (cf. also Wilson, 1995). Second, it is directed to 
the activity of seeking and acquiring information (p. 341) which is different from 
utilizing the information. Third, it restricts information avoidance to phenomena 
which are caused by cognitive dissonant (e.g. unwanted or threatening) 
information in contrast to phenomena caused by the complexity or the 
comprehensibility of information including the required mental efforts to cope 
with it. In their experiments, Howell and Shepperd (2012) conceptualize 
information avoidance as actions taken to prevent the exposure to a particular 
piece of information. Sweeny et al. (2010) also emphasize the acquisition of 
information and place less relevance on whether the information may 
subsequently be used or not (cf. also Melnyk, 2009). In a similar vein, Case et al. 
(2005) define information avoidance as not seeking for information, without 
establishing further constraints on this definition, especially not concerning its 
actual use. Mills and Jellison (1968) capture information avoidance during 
seeking as decreased self-exposure to information and measure it as reading 
time. With respect to limiting one’s self-exposure to information, two distinctions 
have been made. Narayan et al. (2011) propose a distinction into active and 
passive information avoidance behavior. Passive refers to long-term habitual 
behaviors that aim at preventing exposure to a specific topic in general. Active 
refers to behaviors that aim at preventing the further mental processing of 
situational undesirable information. In Melnyk (2009), active refers to actions for 
avoiding information and passive refers to non-actions for obtaining information. 
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In the phase of information use, individuals may circumvent the integration of 
absorbed information for their decision-making or task-fulfillment activities. This 
distinction can be found, for instance, in Narayan et al. (2011). Based on a diary 
study, these authors were able to show that information avoidance in the use 
phase can be separated from information avoidance in the seeking phase (p. 5). 
In a similar vein, Greenwald (1997) theorizes about the avoidance of drawing 
inferences from obtained information. 
 
Additional attempts have been made to unify the separate concepts mentioned 
above as well as to provide an account for information avoidance behavior at all 
stages. Blumberg (2000) distinguishes between pre-attention avoidance, 
blunting (avoidance of attention), suppression (avoidance of inference), and 
counter-argumentation (defensiveness). According to him, pre-attention 
avoidance is the pre-selection of all information on the attentional level and the 
avoidance of assigning attentional resources to it. Blunting in Blumberg's 
definition denotes that the information is perceived on the attentional level, but 
that the threatening parts of the information are neglected by omission. Finally, 
suppression entails the perception and the processing of information, but the 
individuals avoid drawing inferences based on the information. Suppression is 
hence closely related to the non-use of information. 
Delineating Information Avoidance from Related Constructs 
A plentitude of malfunctions in human information behavior exist (Case, 2012). 
Behaviors that evolve around the avoidance of information are a subgroup of 
these malfunctions. They have been discussed under deceptively similar names 
although their underlying mechanisms and boundary conditions vary significantly. 
The following section reviews these concepts, identifies common themes, and 
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points out their differences. The phenomenon of confirmatory search describes 
the formation of information needs according to a predefined set of expectations 
towards the information (Croyle and Sande, 1988). In situations of confirmatory 
search, individuals built information needs in order to satisfy a perceived 
predetermined answer. Accordingly, these confirmatory information needs 
translate into confirmatory search behavior during the information gathering 
process (Skov and Sherman, 1985). Out of a set of potential search queries, 
only those are selected and executed which are expected to deliver confirmatory 
results. Confirmatory search has mainly been associated with processes that 
challenge existing beliefs and cause negative affect, such as the anchoring 
effect (Frederick et al., 2010). Selective exposure refers to the tendency to 
actively prefer decision-confirming information or to actively neglect decision-
inconsistent information (Ehrlich et al., 1957; Festinger, 1957; Fischer et al., 
2005; Lowin, 1967). A defense motivation rationale underlies this phenomenon, 
where existing world-views and perceptions face external informational 
challenges (Fischer and Greitemeyer, 2010; Fischer, et al., 2011a). The concept 
is tightly bound to the concept of cognitive dissonance (Adams, 1961; Cooper 
and Worchel, 1970; Festinger, 1957). It predicts the preference for supporting 
(consonant) compared to conflicting (dissonant) information, if people have 
committed themselves for one decision alternative (Schulz-Hardt et al., 2000). 
An individual can either approach or avoid elements of information and dissonant 
information leads to turning away from the particular information (Lowin, 1967). 
On the organizational level, this phenomenon has been studied as information 
acceptance in group scenarios (Propp, 1997). For the context of mass media, 
Sears and Freedman (1967) defined selective exposure by its outcome, namely 
any systematic bias in the composition of an audience. Following this definition, 
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selective exposure can also be understood as a selective search for the facing 
information (Knobloch-Westerwick et al., 2005). Notably, this describes a 
phenomenon where already the information intake is disturbed, and does not 
account for the phenomenon of successful information perception but the failure 
to utilize the information. Sweeny et al. (2010) argue that selective exposure is 
limited to phenomena where the information content is known but unwanted. 
This excludes the situation where the information is unknown but unwanted 
because of e.g. fear of its content. Information non-use is another closely 
related concept. Machlup (1979) defines the use of information as looking, 
listening, or reading. Notably, this definition sees information as being used as 
soon as an individual starts the search process. Todd (1999) contrasts this from 
the definition of information use which requires that the information directly leads 
to specific decisions or actions. Todd further states that "the end-states are the 
evidence of information utilization" (p. 853). Green (1991) requires that people 
actively and purposefully do something with the information to satisfy their 
information needs. Based on Dervin's (1998) notion of sense-making, Todd 
(1999) argues, that information must also have an impact, change the thoughts 
of an individual, and bring the person forward in order to qualify as information 
use. 
Observed Causes of Information Avoidance 
The causes of information avoidance have been studied in various disciplines. 
Sweeny et al. (2010) report three prominent determinants of information 
avoidance: the fear of having to change own assumption(s), the reluctance of 
performing an undesired activity, and the experience with unpleasant emotions. 
In all three cases, perceptions triggered by information content determine 
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information avoidance. Similarly, Case et al. (2005) link disagreeable information 
to its avoidance. Research on the causes of information avoidance has 
concentrated on characteristics of the individual actor, the surrounding situation, 
and the information’s properties as determinants. Individual differences have 
been studied as potential causes for information avoidance behavior. Whether 
individuals avoid information has been discussed in the context of coping styles, 
such as the distinction in blunters and monitors (Miller, 1987), and with regard to 
general personal trait characteristics (Hart et al., 2012). Likewise, different styles 
of information absorption emerge from the state of uncertainty orientation 
(Brouwers and Sorrentino, 1993; Sorrentino, Bobocel, et al., 1988; Sorrentino, 
Holmes, et al., 1995). The role of affective (temporary) states has been studied, 
too. Positive affect and, in particular, positive self-esteem stand in relationship to 
less information absorption prior to decision-making (Fischer et al., 2011b; 
Martin et al., 1993; Wiersema et al., 2012). Negative affect has been reported to 
be associated with deficiencies in information absorption in several ways. 
Emotions related to avoidance behavior are fear (Miles et al., 2008), anger 
(Ehrich and Irwin, 2005), discomfort (Sweeny et al., 2010), and the perception of 
a threat to someone’s belief system and attitudes in general (Brannon et al., 
2007; Case et al., 2005; Fischer et al., 2008; Fischer and Greitemeyer, 2010; 
Fischer et al., 2011b; Maier and Richter, 2013; Van Zuuren and Wolfs, 1991). 
Moreover, situational characteristics have been described as another 
contingency factor of information avoidance. These studies focus primarily on 
time pressure, noise and distraction (Fischer et al., 2011c). Many of what has 
been discussed as situational determinants can partially be seen as task 
characteristics. Scholl (2004) has found characteristics of the co-working 
environment and office politics to determine information avoidance behavior. 
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Sweeny (2010) has included the situational factor of access to resources into her 
model. The role of the information characteristics in determining information 
avoidance has been studied less intensively, but existing results denote its 
significance. Most intuitively, limitations of the information’s relevance are 
positively associated with information avoidance (Peshkam et al., 2011). As 
ignoring irrelevant information is not deemed to be a dysfunctional behavior, but 
rather an effective and efficient heuristic, information characteristics move into 
the focus of interest. Scholars have studied the relationship between several 
information characteristics and avoidance behavior. One emphasis has been put 
on the quantity of information. Increases in the quantity of information are related 
to increases in the likelihood of information avoidance as the mental working 
capacity is limited. Thus, humans are prone to engage in reduction strategies 
which consequently lead to (a partial) information avoidance (Fischer et al., 
2008; Streufert and Suefeld, 1965; Wilson, 1995). A second important 
characteristic is information consistency which is a facet of information quality. 
Being exposed to information can cause priming and mind-setting effects. A later 
exposure to information, which deviates from the mind-set, causes dissonance. 
Hence, an important information characteristic in determining information 
avoidance is the consistency of the supplied information (Frey, 1982; Jonas et al., 
2001; Knobloch-Westerwick and Meng, 2009; Mills and Jellison, 1968; Sherman 
and Cohen, 2002), and related to that, the ease of refuting a particular chunk of 
inconsistent information (Lowin, 1967). The desire to refute the disconfirming 
information stems from ego-protective motivations and defensive biases 
(Sherman and Cohen, 2002). Information that challenges held beliefs is 
associated with the perception of threat, and is linked to lowered information 
acceptance (Harris and Napper, 2005). 
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In summary, the literature reports manifold causes for information avoidance 
behavior. However, a dichotomy of the underlying mechanisms emerges: On the 
one hand, psychological explanations based on the perception of fear, anger, 
doubt, and anxiety exist. These explanations are based on the idea, that a 
particular piece of information is a threat to the individual. On the other hand, 
psychological explanations based on the perception of high cognitive demand, 
overload, and exhaustion exist. These explanations are based on the idea, that a 
particular piece of information is a stressor to the individual that causes distress. 
The first explanations is linked to the information’s content. The second 
explanation is linked to the information’s quantity and complexity. Table 1 
summarizes the threat-related affective explanations and the distress-related 
affective explanations. 
 
Table 1: Synopsis of two separate affective complexes underlying information 
avoidance behavior. 
Threat-related affective explanations Distress-related affective explanations 
Anxiety, doubt, discomfort, dissonance Too complex information, high workload, 
being overwhelmed 
Brannon et al., 2007; Case et al., 2005; 
Fischer et al., 2008; Fischer and Greitemeyer, 
2010; Frederick et al., 2010; Knobloch-
Westerwick et al., 2005; Krohne and Hock, 
2011; Maier and Richter, 2013; Miles et al., 
2008; Sherman and Cohen, 2002; Van Zuuren 
and Wolfs, 1991 
Chen, Shang, and Kao, 2009; Fischer et al., 
2008; Jacoby, 1984; Malhotra, 1982; 
Savolainen, 2007; Streufert and Suefeld, 
1965; Wang and White, 1999; Wilson, 1995 
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Theoretical Reasoning for Explaining Information 
Avoidance 
Conceptualizing Information Avoidance 
The previous conceptualizations of information avoidance have relied on 
phenomenological descriptions of behaviors during the phases of information 
seeking and use. However, the related behaviors are not conclusive but the 
mechanisms behind them are. From observation alone and without knowledge 
about the circumstances, it is hardly possible to distinguish avoidance behavior 
from simple disinterest or ignorance. We define information avoidance behavior 
in terms of its most central construct: information. Information avoidance is one 
of several behaviors that emerge from defects in the information supply. They 
cause malfunctions in the individual’s behavior whilst searching and absorbing 
information for decision-making. In order to denote it as a information pathology, 
the information has to be decision-relevant (Scholl, 2004). This is in line with 
Sweeny et al. (2010) and Narayan et al. (2011) who postulate that decision-
relevance is necessary to distinguish information avoidance from related 
phenomena such as lack of interest, time pressure, and economically sound 
behaviors such as the avoidance of irrelevant (noise) information (Poulsen and 
Roos, 2010). Wang (1999) refers to a similar notion as information topicality, and 
Stvilia et al. (2007) depict it as aboutness. Accordingly, we delineate information 
avoidance behavior from related constructs by emphasizing that information is 
essential for shaping decisions. 
 
We define information avoidance behavior as limiting or terminating the search, 
absorption, or use of decision-relevant information by individuals. Terminating 
refers to entirely blocking the perception of a stimulus, whereas limiting refers to 
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reducing the perception of the stimulus. This distinction implies that information 
avoidance is not a binary construct but a continuum. Users can avoid information 
to different degrees. Completely blocking information is the most extreme end of 
the avoidance continuum. Less extreme is, for instance, the superficial 
processing of information. In our definition, information avoidance is an 
overarching construct to the related phenomena confirmatory search, selective 
exposure, and non-utilization. Information avoidance may occur at every stage of 
human information behavior, whereas the related phenomena are bound to 
specific phases. In contrast to existing definitions of the related constructs and in 
line with Sweeny et al (2010) and Narayan et al. (2011), our definition requires 
that the avoided information is decision-relevant. The delineation from related 
phenomena is depicted in Figure 1. 
 
 
Figure 1. Contrasting the information avoidance construct from related 
phenomena 
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A Coping Theory Meta Framework 
The review of the information avoidance literature has shown that no single clear 
definition of information avoidance is available. Nevertheless, a multitude of 
conceptualizations exist, that differ with regard to the temporal dimension (when) 
(e.g. during seeking or use) and the content dimension (what) (e.g. only relevant 
or all information) of information avoidance. A clear gap emerges concerning the 
following two research questions: (1) What is the role of the information in 
determining avoidance behavior and what are mere mediating variables? Is, for 
instance, the perception of doubt the cause of information avoidance or is the 
information defect, like inconsistencies, that causes the doubt the actual 
determinant? (2) How can the separate explanations of information avoidance be 
integrated into a coherent explanatory model that accounts for threat-based as 
well as distress-based negative affect? Our reasoning and model development is 
build on Coping Theory as it provides a general framework for stimulus 
perception, appraisal, and the subsequent choice of response behaviors. Coping 
Theory explains the relationship between the psychological response to a 
stressor and the choice of a coping behavior in order to reduce the stress 
(Krohne, 2001). Individuals encounter a stressor and assess its importance, 
relevance and potential consequences during a primary appraisal which results 
in an emotional perception. During a secondary appraisal, individuals evaluate 
possible adaptation options or strategies regarding the question “What can I do?” 
(Folkman and Lazarus, 1990; Lazarus, 1966; Lazarus and Folkman, 1984). The 
resulting coping choice(s) refers to performing activities to deal with the situation 
(Folkman and Lazarus, 1980). Coping can either be emotion-focused, which 
aims at regulating the negative emotion, or problem-focused, which aims at 
changing the problem causing the emotional distress (Lazarus and Folkman, 
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1984). Emotion-focused coping occurs frequently in situations when individuals 
appraise a situation as not changeable, whereas problem-focused coping is 
prevalent in situations where the cause appears changeable. Most coping 
behaviors, however, addresses both functions in parallel (Folkman and Lazarus, 
1980; 1985; Lazarus, 1996; Weinert et al., 2013). In addition, some researchers 
have proposed avoidance to be a third and independent class of coping 
strategies (e.g. Amirkhan, 1990; Endler and Parker, 1994; Feifel and Strack, 
1989). However, the literature describes information avoidance behavior as 
aiming to reduce negative affect, and such behaviors, arguably, fall well into the 
definition of emotion-focused coping. It is not evident, that a third class of coping 
behaviors beyond the dichotomy of problem- versus emotion-focused coping is 
required. As a consequence, we consider information avoidance behavior as an 
emotion-focused coping strategy.  
 
This perception receives support from the model of coping modes by Krohne and 
Hock (2011), which describes and predicts attention, appraisal, and coping 
behaviors in stressful situations. Similar to classical models of coping, it posits 
the existence if two main coping strategies. First, vigilance is the orientation 
towards the stressor. Second, cognitive avoidance is drawing attention away 
from the stressor. Thus, vigilance represents actions to control the stressor, and 
cognitive avoidance represents actions to control the negative affect that is 
caused by the stressor. 
 
The presented body of knowledge on human coping behavior provides three 
important insights to our study. First, it provides a simplified stage model along 
stimulus perception, appraisal, coping selection, and coping behavior that is 
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helpful for encapsulating the phenomenon of information avoidance. Second, it 
permits to conceptualize the initial psychological response to a stressor as an 
affective state (Derakshan et al., 2007). Third, it accounts for information 
avoidance behavior as a form of emotion-focused coping. 
Development of an Explanatory Model of Information 
Avoidance 
We seek to explain information avoidance behavior in the context of computer-
mediated information and knowledge work. In the literature, we have identified 
several factors, such as task and situational characteristics (Fischer et al., 2010; 
Scholl, 2007) as well as personal (Brouwers and Sorrentino, 1993; Sorrentino et 
al., 1988) and informational characteristics (Jonas et al., 2001; Knobloch-
Westerwick and Meng, 2009; Sherman and Cohen, 2002) which are associated 
with the phenomenon. In the following, we will emphasize the importance of the 
information supply as a determinant of information avoidance. This can be 
justified for two reasons. First, existing research indicates that many of the 
constructs discussed as determinants of information avoidance may in fact be 
mediators. Arguably, the emotional states standing in relation to information 
avoidance, such as fear, doubt, or anger, do not emerge randomly, but are 
triggered by properties of the information construct. Hence, it is the information 
itself which is at the center of the information avoidance phenomenon. Second, 
we see the information construct as being of central importance to the 
information systems discipline. Thus, understanding and explaining this 
construct is a precondition for including further auxiliary variables, such as task 
complexity or personality. 
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Drawing on Coping Theory, we postulate defects in the information supply as a 
key stressors to the individual. The stressor causes a negative affective state, 
which will be perceived and judged in an initial phase of appraisal. Negative 
affect, which is perceived as a threat, evokes defense mechanisms and self-
deception that materialize in biases. Negative affect as a result of being stressed 
and overwhelmed by the information’s amount or complexity is related to 
minimizing strategies, shortcuts, and satisficing. Hence, the phenomenon of 
information avoidance is comprised of two separate behavioral pathways which 
are depicted in Figure 2. In the following, we will postulate and substantiate the 
according hypotheses. 
 
 
Figure 2. Theoretical Model Explaining Information Avoidance 
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Defects in the Information Quality and Negative Affect 
Computer-based Information systems have the potential to increase the 
information supply for individuals or organizations by magnitudes. If information 
is sought and absorbed, it turns into a stimulus to the mental system of an 
individual. Through the lens of Coping Theory, the information and its 
characteristics are an input to the appraisal and coping-selection processes. 
Coping Theory, at its first stage, assumes stimuli to cause emotions that 
subsequently feed into the initial appraisal process (Derakshan et al., 2007). This 
linkage between stimulus perception and the initial evaluative response as an 
affective state is evident in other psychological models (Cacioppo, 2004). 
Greenwald (1997) denotes it as an unconscious first stage and a conscious 
second stage of stimulus analysis. 
 
Pathologies in the information behavior are potentially caused by poor 
information quality. Consequently, the valence of the arising affective states will 
be negative. As an example, an individual experiences frustration when 
information is inconsistent or incomplete across different sources (Kuhlthau, 
1991; 1993; Nahl, 2001). Other negative affective states arising from information 
quality defects are uncertainty, irritation, anxiety, doubt, or rage (Fischer et al., 
2005; Nahl, 2004). Accordingly, we expect deficits in the information quality to 
cause negative affective states. What is understood under the notion of a poor 
information quality has been discussed along several dimensions (Arazy and 
Kopak, 2010; Arazy et al., 2011; Wang and Strong, 1996). Incompleteness 
denotes that certain task-relevant information is missing (Miller, 2005; Stvilia et 
al., 2007; Wand and Wang, 1996). Ambiguity signifies that the information can 
be interpreted in multiple, potentially contradicting ways (Wand and Wang, 1996). 
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Inaccuracy means that the information is wrong or provided at an inappropriate 
level of aggregation (Arazy et al., 2011; Stvilia et al., 2007). Inconsistency refers 
to the notion the information contradicts itself (Hunter and Konieczny, 2005; 
Wand and Wang, 1996). Redundancy implies that the information contains the 
same elements multiple times (Stvilia et al., 2007). We follow Baker and 
Anderson (1982) in seeing information as having quality deficits if one or more of 
theses deficiencies is present.  
 
The specific information defects of inconsistency and ambiguity are seen as 
being associated with the arising of threat-related affect (cf. Table 1). This is 
based on effects of confirmation bias, priming and anchoring effects, and the 
perception of dissonance (Adams, 1961; Frey, 1982; Kuhlthau, 1991; 1993; Nahl, 
2001; Nickerson, 1998). The specific information pathologies of incompleteness, 
inaccuracy, and redundancy are perceived as being associated with the arousal 
of stress-induced affect. The information is consistent in its message, but the 
handling of incompleteness, inaccuracy, and redundancies requires additional 
mental processing effort that causes distress (Chandler and Sweller, 1991; 
Sweller et al., 1998). 
 
Thus, we hypothesize deficits in the information quality to cause negative 
affective states in the individual. In particular, we postulate: 
 
H1: Consistency and ambiguity related information quality defects are 
associated with higher levels of threat-related affect.  
H2: Incompleteness, inaccuracy, and redundancy related information 
quality defects are associated with higher levels of stress-based affect. 
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Three Types of Information Avoidance 
So far, we have proposed a differentiation of the avoidance construct depending 
on its temporal dimension, i.e. when it occurs. Furthermore, we have defined 
information avoidance behavior as terminating or limiting the search, absorption, 
or use of decision-relevant information by individuals. Accordingly, we 
hypothesize the existence and observability of these temporal dimensions of 
information avoidance. Exposure avoidance is the termination or limitation of 
one’s search for and exposure to decision-relevant information. Absorption 
avoidance is the termination or limitation of one’s processing of decision-
relevant information, like reading, hearing or viewing. Use avoidance refers to 
the neglect of incorporating decision-relevant information into one’s solution 
model or the desistance to draw conclusions from the absorbed information, i.e. 
not drawing inferences from the information. According to our previous 
arguments, hypotheses H1 and H2 postulate the existence of two separate 
pathways to information avoidance. One pathway is based on the perception of 
being threatened by the information, and the other pathway is based on the 
perception of being overwhelmed by the information amount and its complexity. 
Following the notion of temporal stages of information avoidance, we will 
hypothesize how these two pathways relate to exposure, absorption, and use 
avoidance in the following. 
 
The Role of Threatening Information 
Threatening and dissonant information leads to biases and defense mechanisms 
(Bawden and Robinson, 2009; Cheikes et al., 2004; Jones and Sugden, 2001; 
Kuhlthau, 1991; 1993; Nahl, 2001; Savolainen, 2007; Scherer et al., 2013). If an 
idea or thought threatens individuals, the likelihood that these individuals expose 
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themselves to this information decreases (Frey and Stahlberg, 1986). Hence, 
negative emotions such as threat, fear, or doubt are considered to be related to 
exposure avoidance.  
 
However, if an exposure to threatening information is insurmountable, individuals 
engage in active and problem-centric coping strategies. This leads to more 
intense information absorption, in an attempt to resolve the stressor by, for 
instance, identifying weaknesses or counter arguments. An alternative 
explanation is based on the distinction between central versus peripheral 
processing. Negative stimuli increase attention and the depth of cognitive 
processing as they are evolutionary associated with threats and dangers (Ditto et 
al., 1998; Pratto and John, 1991). Accordingly, the absorption of dissonant 
information leads to more intensive cognitive processing than consonant 
(expected) information (Bless et al., 1996; Ditto et al., 1998; Mackie and Worth, 
1989; Sherman and Cohen, 2002). A similar line of reasoning underlies the 
Elaboration-Likelihood Model (Petty and Cacioppo, 1984; 1986) which predicts 
high degrees of elaboration and involvement ("central processing"), if the 
informational cue is unexpected, arousing or threatening. The requirement for 
this effect, however, is that the absorption of the dissonant or threatening 
information has already take place, which is different from the aforementioned 
case of exposure avoidance (cf. e.g. Roth and Cohen, 1986).  
 
For the stage of information use, it is predicted that dissonant and threatening 
information will not be used during and neglected for decision-making (Harris 
and Napper, 2005; Sherman and Cohen, 2002). The literature reports ego-
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protective motivations defensive biases as the underlying mechanisms 
(Sherman and Cohen, 2002). 
 
The consequences of these literature findings yields a somewhat paradoxical 
situation, where the anticipation of encountering dissonant or otherwise 
unpleasant and threatening information increases the likelihood that individuals 
avoid the exposure. However, if an exposure cannot be avoided or if the 
absorption (e.g. through reading, viewing or listening) of dissonant or threatening 
information has already been initiated, the attention paid to this information as 
well as the level of mental processing actually increases. In the subsequent 
stage of information use, however, this information has an increased likelihood of 
not being used for inference and decision-making. Thus, we postulate the 
following hypotheses: 
 
H3: Increases in the perception of threat are associated with an 
increase of exposure avoidance. 
H4: Increases in the perception of threat are associated with a 
decrease of absorption avoidance. 
H5: Increases in the perception of threat are associated with an 
increase in the likelihood of use avoidance. 
The Role of Complex Information 
In situations of high cognitive demand, individuals employ a variety of mental 
information strategies. They resemble filter strategies, and reduce the cognitive 
load by neglecting parts of the information in order to arrive at simpler judgments 
(Jacoby, 1984; McGuire, 1976). These inference heuristics or short-cut 
strategies, lead to information avoidance as a by-product (Chen et al., 2008). 
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They are reported to involve rationalizing and excuse-finding of why filtering the 
information is justified. Examples are inference strategies that rely on sampling 
from the available information (Greenwald, 1997), such as “Take the Best” 
(Bröder, 2000; Gigerenzer and Goldstein, 1999) or satisficing behavior 
(Schwartz et al., 2002; Simon, 1972). 
 
Satisficing-based reduction strategies lead to decision-making process which is 
grounded on subset of the available relevant information (Malhotra et al., 1982). 
In order to find this subset of information, users have to decide which information 
shall be avoided. Hence, we postulate that these behaviors lead to information 
avoidance as defined in this article. However, since individuals aim to reduce 
high cognitive load (Lee and Lee, 2004), a tendency to use already absorbed 
information exists in situation of high cognitive load. This is based on the 
assumption that already absorbed information is instantly available to the 
individual and does not require the absorption of additional information, which 
would further increase the experienced cognitive load. Accordingly, we 
hypothesize: 
 
H6: Increases in the perception of distress are associated with an 
increase of exposure avoidance. 
H7: Increases in the perception of distress are associated with an 
increase of absorption avoidance. 
H8: Increases in the perception of distress are associated with a 
decrease of use avoidance. 
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In the following, we will describe the derivation of a measurement model that is 
based on the psychophysiological measurement methods eye-tracking, 
pupillometry, skin conductance, and facial electromyography. Furthermore, we 
will apply both, the measurement model as well as the measurement methods, 
to conduct an initial experiment for studying information avoidance on the basis 
of its data analysis. 
Deriving a measurement model 
Subsequently, we instantiate the process of developing measurements for the 
concepts of negative affect and information avoidance. A common problem for 
human-centered studies is that emotional processes are difficult to assess via 
observations or post-hoc self-assessment questionnaires. Recent years have 
brought promising advances in the field of NeuroIS (Dimoka, 2009; Dimoka et al., 
2012; Liapis and Chatterjee, 2011; Loos, 2010; Riedl et al., 2012; Wang et al., 
2011), and the use of neurophysiological methods has proven particularly fruitful 
in fields where variables are latent and beyond the awareness of the participants 
(de Guinea, et al., 2012b; Dimoka, 2009; Montag et al., 2011; Riedl et al., 2012). 
Thus, it seems plausible to adopt psychophysiological methods for testing our 
model. To arrive at a valid measurement model, we propose and follow the 
subsequent process described below.  
 
First, the concepts necessary to answer the research question need to be 
identified and mapped to existing theoretical constructs. This step involves 
studying theory and deriving constructs from it. Neuro- and psychophysiological 
methods seem expedient if the derived theoretical constructs involve 
psychological states or fast as well as unconscious behaviors. Second, to 
transform the relevant psychological states into operational definitions, the 
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relevant neuro- or psychophysiological complexes need to be identified. This 
step involves examining NeuroIS literature as well as previous research in 
psychophysiology and neuroscience. Third, based on the involved 
neurophysiological complexes, one or multiple methods emerge as applicable. 
Fourth, combining the neurophysiological complex and the method allows to 
derive concrete neurophysiological correlates as markers for the psychological 
processes of interest. This step also involves studying of and deriving from 
NeuroIS literature as well as previous research in psychophysiology and 
neuroscience.  
 
All but the first step are highly iterative, as researchers go back and forth 
between theory and the literature on neurophysiological complexes and 
correlates. The general process for developing the measurements is depicted in 
Figure 3. 
 
Figure 3. General Process for Linking Theory to Neuro- and 
Psychophysiological Correlates 
 
The general process is concerned with identifying relevant neuro- or 
psychophysiological correlates. It provides no recommendations concerning the 
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measurement method. For most psychological states, more than one method is 
applicable. Researchers have to choose which method to use. Issues such as 
availability and economic constraints may influence this choice. In addition, 
neuro- and psychophysiological methods almost never map onto exactly one 
psychological state. As Fairclough (2008) notes, the relationship between 
physiology and psychology is often not isomorphic. He identifies four prototypical 
relationships between physiological measures and psychological states: one-to-
one, one-to-many, many-to-one, and many-to-many. The one-to-one scenario is 
the ideal case that, unfortunately, almost never exists. In reality, one 
physiological method may reflect multiple psychological states, and multiple 
methods may be used to measure one psychological state. One approach to 
overcome this issue of mapping is to use experimental task designs that are 
known to elicit specific psychological states and "known consequences" 
(Fairclough, 2008, p. 5).  
 
To guide the process of method selection, we propose the following three 
fundamental considerations: First, the method must be capable of measuring the 
theoretical concept of interest and of delivering valid and reliable results. In 
particular, previous studies must have been successful in identifying as well as 
linking neuro- or psychophysiological correlates to the theoretical concepts of 
interest and should have demonstrated the method’s ability to measure these. 
O'Donnell and Eggemeier (1986) refer to this as sensitivity and diagnosticity. 
Second, the method must fit into a work-task scenario that is typical for the IS 
field. A plausible minimum standard requires that informational stimuli are 
presented and that the subjects are provided the opportunity of interacting with 
the system. O'Donnell and Eggemeier (1986) refer to this as intrusiveness. Third, 
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the method should be characterized by a “low threshold, high ceiling” to allow for 
the fact that most IS researchers are not formally trained in neuro- or 
psychophysiological methods. It must, therefore, be possible to become familiar 
with the new method and perhaps even collect preliminary data within months 
rather than years (low threshold). Related to that, initial investments into 
mastering the new method should enable the researcher to address diverse 
research questions and allow further methodological learning and method 
expertise development (high ceiling). O'Donnell and Eggemeier (1986) refer to 
this as implementation requirements and operator acceptance.  
 
With these constraints in mind, we subsequently review and justify our method 
selection and measurement approach for the constructs of negative affect and 
information avoidance behavior. The reviewed methods are facial 
electromyography, eye-tracking, pupillometry, blink measurement, and the 
measurement of electrodermal activity. 
 
Review of Measures for Negative Affect 
The explanatory model of information avoidance behavior entails negative affect 
as a mediating construct. The model distinguishes two types of negative affect: 
the perception of threat, based on dissonant and disconfirming information, and 
the perception of distress based on too much or too complex information. We will 
subsequently review which neuro- and psycho-physiological methods have been 
used to study negative affect.  
 
Facial expressions (e.g. of emotions) result from the contraction of the facial 
muscles in certain combinations (Rinn, 1984). Facial electromyography (fEMG) 
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measures electrical activity produced by facial muscles (Cacioppo et al., 1986). 
Recording these muscles by fEMG is, hence, a measure for emotions (Ekman 
and Oster, 1979; Huang et al., 2004). Criswell (2010) reports the lower frontalis 
(forehead) area and, in particular, the corrugator muscle (medial end of the 
eyebrow) to be related to non-verbal expression of negative emotions. Besides 
anger, fear, and surprise, it is activated under intense mental concentration. 
Likewise, Sloan et al. (2002) as well as Capa et al. (2008) use increased 
corrugator activity as a measure for negative affect. More specific, Martinie et al. 
(2013) find increased corrugator activity to be a valid measure for cognitive 
dissonance and van Boxtel (2010) relates it to the perception of fear as well as 
anger. In this context, the corrugator activity stands in a negative relationship to 
the perceived valence: the more negative the affect, the more active the 
corrugator. However, van Boxtel notes that distinguishing between specific 
positive or negative emotions based on fEMG alone remains challenging. 
Nevertheless, a series of studies successfully used fEMG as a marker for 
negative affect (Larsen and Norris, 2009; Martinie et al., 2013; Neta et al., 2009; 
Schrammel et al., 2009; Sloan et al., 2002; Weyers et al., 2009). 
 
Electrodermal activity (EDA) is a measure for arousal that is based on 
activation in the sympathetic part of the autonomic nervous system (Adam et al., 
2011; Boucsein, 2011; Figner and Murphy, 2011). The human skin contains 
eccrine sweat glands that produce sweat fluid, and the amount of sweat 
produced affects the electrical properties of the skin. These variations are 
measured with EDA equipment (Sequeira et al., 2009), with the recording 
conducted at specific skin areas such as the feet or the hands. Sweating in these 
areas is not thermoregulation but is an indication of arousal, and is perceived as 
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emotional sweating (Sequeira et al., 2009). EDA recordings consist of two 
components: a slow-changing (tonic) baseline level, and a fast-changing (phasic) 
response to stimuli. The former is referred as the skin conductance level (SCL), 
and the latter as the skin conductance response (SCR). EDA has been used 
study to arousal, especially in the context of auctions, or in the sense of cognitive 
absorption, concentration, or flow experience (Adam et al., 2011; Léger, Davis, 
Perret, and Dunaway, 2010). As EDA is a measure of emotional quantity, not 
emotional quality, only the strength of the affect is recorded, not it’s kind. In 
conclusion, EDA is a valid marker for arousal. It allows the researcher to infer 
about temporal (when) as well as quantitative (strengths) aspects of the 
emotional processing. 
 
Pupillometry has previously been used to study human cognitive processing. 
Schluroff (1982) as well as Iqbal et al. (2004) find levels of high task complexity 
to predict increases in pupillary size. Similarly, Just and Carpenter (1993) link 
high workload levels to increases in pupil size. The magnitude of the pupil 
dilation is an indicator of the cognitive demand. This means that a higher 
workload causes a larger pupil’s dilation. This physiological response of the pupil 
can lag behind the increased workload by several seconds (Palinko et al., 2010). 
As one pathway to information avoidance was hypothesized to involve the 
perception of distress caused by the workload characteristics of the information 
(H6, H7, and H8), and as pupil dilation is an established measure for high 
cognitive workload, it appears reasonable to include this method into our 
measurement model. 
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The human eye blink varies according to multiple situational and psychological 
factors (Baumstimler and Parrot, 1971; Wolkoff et al., 2003). The biological 
purpose of blinking is to moist and protect the eye (Skotte et al., 2006). In 
addition, blinks are influenced by information processing (Karson et al., 1981; 
Orchard and Stern, 1991). Accordingly, eye blinks have been studied in several 
contexts, such as attention, reading, and deception (Fukuda, 2001; Leal and Vrij, 
2008). Blink frequency stands in relationship to cognitive effort. Existing literature 
converges on the observation, that blinking is suppressed during heavy cognitive 
processing, but occurs in bursts immediately after the processing is completed 
(Chen et al., 2011; Fukuda, 1994; 2001; Holland and Tarlow, 1972; Nourbakhsh 
et al., 2013; Ohira, 1996; Poole and Ball, 2006; Siegle et al., 2008; Van Orden et 
al., 2001). The blink frequency is, hence, a promising psychophysiological 
correlate of intense and sustained information processing. Corresponding to the 
argumentation for the usefulness of pupillometry data, which is based on the 
relationship between cognitive workload and the negative emotion of distress, it 
appears reasonable to include blink frequency into our measurement model. 
Measuring Information Avoidance Behavior 
Our definition of information avoidance draws on the three phases of avoidance: 
exposure, absorption, and use. They are defined in relation to decision-relevant 
information in order to delineate the phenomenon from economically grounded 
behaviors, such as ignoring irrelevant information. Because these phases differ 
in the point of time when they occur during an idealized process of human 
information behavior (e.g. search or use), they also differ with regard to what 
measurable evidence they evoke.  
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Exposure avoidance has been defined as not accessing or retrieving decision-
relevant information. This refers to observable behaviors such as not searching, 
not opening a file, or not requesting more information. Hence, two things are 
necessary to establish exposure avoidance. First, users must be aware of the 
availability of (more) decision-relevant information. This refers to a measure of 
attention. Second, users must choose not to request, disclose, or differently 
access the information. Such observations can be made on various levels, as 
e.g. on the document level (not opening a file) or on the text passage level (not 
requesting to “read more”) (Kim et al., 2000). The eye-tracking methodology has 
previously been used to measure attention (Cyr et al., 2009; Granka et al., 2008; 
Hermens and Walker, 2010; Hoffman and Subramaniam, 1995). In particular, 
eye-movements (saccades) and focus (fixations) have been used to study 
whether a particular area has been paid attention to (Cyr et al., 2009). The 
second prerequisite for exposure avoidance, that is, not accessing or requesting 
information, can be measured with observations such as screen recordings. 
Experimenters can replay the users’ interaction and determine post-hoc what 
information has been requested and accessed. 
 
Absorption avoidance has been defined as preventing the in-take of decision-
relevant information after it has become available. In the case of text-based 
information, this refers to the avoidance to read parts or the entire text. The eye-
tracking methodology has previously been used to study reading behavior (see 
Rayner (2009) for an overview). It was used to study the effects of text 
characteristics on the reading process. These studies are concerned with the 
syntactic and semantic properties of the text and the ease of its recognition 
(Clifton et al., 2006). Eye-tracking was also used to study the psychological 
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process behind the reading process. For example, Ajanki et al. (2009) looked at 
participants’ scan-path information (fixations and saccades) to make inferences 
about perceived text relevance. Several eye-tracking measures have been 
discussed for making inferences about text processing intensity. Based on that, 
the use of eye-tracking appears feasible for measuring absorption avoidance 
behavior 
 
Use avoidance has been defined as not integrating absorbed information into 
one’s decision-making or neglecting to make inferences based on it. Whether a 
person has used information in a decision-making process can be studied in two 
ways. First, an experiment can be designed in a way so that subjects can arrive 
at a certain conclusion (decision) only if they have used a particular piece of 
information. This means that decision outcomes are recorded. Second, 
retrospective inquiry such as interviews can be used to assess whether the 
information was used or not. One such method is the retrospective think aloud 
approach (Doherty et al., 2010; Hyrskykari et al., 2008), were probates are 
asked to spontaneously say what they think.  
 
In the light of this special issue, we aim to demonstrate the use of psycho-
physiological methods for a understudied but yet important phenomenon in IS 
research: information avoidance. For the reason of cohesion, we constrain our 
measurement development to the constructs that provide the opportunity to 
exemplify the use psychophysiological measures. Since the use phase does - as 
outlined above - not necessarily require the utilization of such methods, we will 
subsequently focus on measuring exposure and absorption avoidance in the 
remainder of this article. 
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In summary, the use of eye-tracking appears feasible for measuring exposure 
and absorption avoidance behavior. Overall and with regard to the test of our 
theoretical model, our triangulated mixed-method approach consists of EDA, 
fEMG, and Pupillometry (blink frequency and pupil dilation) to measure and 
differentiate the negative affective states of threat and distress, and the use of 
eye-tracking and user behavior observations (information requests) to measure 
exposure and absorption avoidance. Our method mix is summarized in Table 2. 
 
Table 2: Set of methods selected 
Method Negative affect 
Avoidance 
behavior Related work 
Pupillometry 
X  
Bentivoglio et al., 1997; Chen et al., 
2011; Nourbakhsh et al., 2013; Ohira, 
1996; Siegle et al., 2008; Van Orden et 
al., 2001. 
Electrodermal 
activity X  
Boucsein, 2011; Fairclough, 2008; 
Hazlett and Benedek, 2007; Matthews 
et al., 2002 Setz et al., 2010. 
Facial 
electromyography X  
Capa et al., 2008; Criswell, 2010; 
Larsen and Norris, 2009; Martinie et al., 
2013; Neta et al., 2009; Sloan et al., 
2002; van Boxtel, 2010; Weyers et al., 
2009. 
Eye-tracking 
 X 
Ajanki et al., 2009; Claypool et al., 
2001; Kelly and Teevan, 2003; Loboda 
et al., 2009; Salojärvi et al., 2005. 
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Deriving Specific Measurement Expectations 
Following a positivist research stance (Comte, 1865; Popper, 1973) in 
information systems (Boudreau et al., 2001; Gregor, 2006; Straub et al., 2004), 
we have derived a set of falsifiable hypotheses. In the following, we will develop 
the accompanying measurement model and define 14 specific and falsifiable 
measurement expectations (Figure 4). 
 
 
Figure 4. Measurement model 
 
The measurement model depicted in Figure 4 connects the explanatory model of 
information avoidance (Figure 2) with the measurement approaches identified in 
the previous section. Each theoretical construct is depicted with the identified 
measurement method of choice. For each construct and method, a detailed 
description of measurement, a justification of the approach, and a falsifiable 
expectation is provided. 
Negative affect Avoidance of Absorption 
Avoidance of 
Exposure 
Perception of 
Threat 
Perception of 
Distress 
H3 + H4 - 
H6 + H7 + 
Avoidance of 
Use 
H5 + 
H8 - 
EDA 
1 
PUPIL 
3 
BLINK 
2 
fEMG 
8 
EDA 
4 
PUPIL 
6 
BLINK 
5 
ET 
12 13 
14 
ET 
9 10 
OBS 
11 
EDA 
7 
 36 
 
 
Electrodermal Activity as a Measure for Arousal 
Psychological states, such as fear, anxiety and distress can vary in their intensity. 
The physiological evidence corresponding to these variations is the level of 
arousal (Fairclough, 2008; Matthews et al., 2002). The measurement of 
electrodermal activity (EDA) has been introduced as a measure for the arousal 
attribute of emotions. EDA data can be decomposed into the skin conductance 
response (SCR) and the skin conductance level (SCL) (Lim et al., 1997; Nagai et 
al., 2004). The SCR depends on changes in the sympathetic nervous system, 
which are caused by internal or external stimuli (Boucsein, 2011; Figner and 
Murphy, 2011). SCR reflects stimulus-bound, time-discrete, and more abrupt 
changes in (phasic) activity (Frith and Allen, 1983; Öhman and Soares, 1994; 
Tranel and Damasio, 1994). The SCL on the other hand, refers to the overall 
degree of arousal and is less prone to change quickly based on short-lived 
stimuli. It reflects general psycho-physiological states such as tension and 
relaxation as well as moods (Malmo, 1959). It is computed by averaging multiple 
measurement points that span a relatively long time period, such as several 
minutes (Boucsein, 2011). Though EDA does not allow distinguishing between 
types of emotions (valence), it is a measure for emotion strength (arousal). Thus, 
we use EDA for two purposes: First, EDA provides markers for temporal 
changes in emotional processing (e.g. sudden SCR activity). Second, it allows 
intra-individual comparison of arousal strength (e.g. based on the SCR 
amplitude). In particular, we expect sudden SCR peaks to reflect increased 
emotional processing. The larger the amplitude and the longer the duration until 
recovery to the baseline condition, the stronger is the arousal. Furthermore, we 
expect SCL changes to reflect long lasting, general emotional states and moods. 
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Increases in the SCL lasting several seconds or even minutes reflect enduring 
emotional processing. 
Facial Electromyography as a Measure for Negative Affect 
We follow extant research in using corrugator activity as a measure for negative 
affect (Larsen and Norris, 2009; Martinie et al., 2013; Neta et al., 2009; 
Schrammel et al., 2009; Sloan et al., 2002; Weyers et al., 2009). This refers to 
measuring the mean EMG amplitude in microvolts (µV) on the surface area over 
the corrugator muscle (Capa et al., 2008). The recorded data are compared to 
the electrical activity during baseline (resting) conditions. The baseline is 
calculated based on the electrical reactivity prior to stimulus onset. Because 
muscle activity varies significantly between humans, an individual baseline is 
established for every subject. Studies differ in their strategies for establishing the 
baseline value. Capa et al. (2008) use a four minutes time window to establish 
the baseline reactivity. Schrammel et al. (2009) record baseline based on 300ms 
before stimulus onset. Because the physiological correlates measured by EMG 
have a lower temporal resolution than, for instance, correlates measured with 
EEG (Dimoka et al., 2011; Riedl et al., 2009), several hundred milliseconds can 
lay in between the stimulus perception and EMG reactivity onset. Emotional 
responses measured with fEMG occur as early as 300ms after stimulus onset, 
but the strongest muscle activity is measured at 500-1.000ms after stimulus 
perception (Achaibou et al., 2008; Dimberg et al., 2000). As van Boxtel (2010) 
notes, fEMG provides a valid measure for distinguishing negative from positive 
affect. It is not trivial, however, to distinguish between emotions of the same 
valence (e.g. different types of negative affect). Thus, we use fEMG as a 
measure and marker of negative affect in general (H1 and H2), but not for 
distinguishing threat- from distress-based negative affect. Based on the previous 
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arguments, we expect increased corrugator activity to start 300-1.000ms after 
the perception of the information defect. Furthermore, we expect the increased 
corrugator activity to last 1.000-3.000ms. In conjunction with the above-
described expectation to measure emotional arousal with EDA, we expect 
increases in corrugator activity to correlate with increases in phasic skin 
conductance response (SCR) activity. 
 
Figure 4 depicts the use of EDA (item 7) and fEMG (item 8) as measures for 
negative affect. For distinguishing threat from distress, we rely on the following 
set of expectations that we base on a triangulation of electrodermal activity, blink 
frequency, and pupil dilation measurements. 
Distinguishing Distress from Threat 
For disentangling threat-related negative affect from distress-related negative 
affect, we rely on a triangulation of electrodermal activity, blink frequency, and 
pupil dilation measurements. 
 
The distress-based pathway (H2) to information avoidance is based on the idea 
that defects in the information supply, specifically incompleteness, inaccuracy, 
and redundancy, increase the cognitive demands. Very high cognitive demands 
lead to distress. Our measurement approach for distress uses the fact that high 
cognitive load is a predecessor for distress. In a first step, we establish the 
presence of high levels of perceived cognitive demand by measuring pupil 
dilation and blink frequency. In a second step, we establish the presence of an 
affective response and its associated degree of arousal with EDA measurement. 
In a third step, we establish that the valence of the affective response is in fact 
negative using fEMG. The following describes the three steps in more detail. 
 39 
 
 
 
Two common pupillometric measures are directed at measuring cognitive 
demands. Both are based on the observation that the pupil diameter increases 
with rising cognitive load (Beatty, 1982; Hess and Polt, 1960, Kahneman and 
Beatty, 1966; Siegle et al., 2008). First, the index of cognitive activity (ICA) uses 
the frequency of dilations of the pupil within pre-defined time frames (Marshall, 
2002). The pupil responds to increases in cognitive effort with a reflex reaction. 
The ICA is based on measuring this reflex reaction. High frequency and near 
distance recording of the pupil is necessary to measure the ICA. This violates 
our “low threshold, high ceiling” prerequisite for method selection. The second 
pupillometric measure is the mean pupil diameter (Hyönä et al., 1995; Karatekin 
et al., 2004; Nuthmann and Van der Meer, 2005; Piquado et al., 2010; Siegle et 
al., 2008). The mean pupil diameter can be measured and calculated more 
easily. It requires less sophisticated technology and can be measured with the 
equipment of most eye-tracking vendors. Another advantage of measuring the 
mean pupil diameter is the averaging process itself, which makes it more 
resistant to noise. Iqbal et al. (2004) propose two operationalizations for 
measuring this effect: percent change of pupil size (PCPS) and average percent 
change of pupil size (APCPS). PCPS is calculated as the difference between the 
measured pupil size during treatment and the baseline pupil size, divided by the 
baseline pupil size. Based on that, we expect increases in cognitive demand to 
positively correlate with increases in APCPS (Iqbal et al., 2004; Laeng et al., 
2012). Furthermore, we expect pupil diameter changes to become significant at 
about 2.000ms after stimulus onset (Laeng et al., 2012). 
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Blink frequency is a measure of mental processing (Hall, 1945; Skotte et al., 
2006). Bentivoglia (1997) find blink frequency to average at 17 blinks per minute 
in the resting condition. Similarly, Karson et al. (1981) find 19 blinks per minute 
for their resting condition. Most researchers find the blink frequency to decline 
with greater workload (Brookings et al., 1996; Holland and Tarlow, 1972; 
Nourbakhsh et al., 2013; Van Orden et al, 2001). Interestingly, some researchers 
find blink frequency to increase with greater workload (e.g. Tanaka and 
Yamaoka, 1993). However, as the authors note, these contradictory findings 
may result from different experimental tasks designs. In general, findings 
converge on the observation that blinking frequency is suppressed with 
increasing mental workload. Adding to this, further studies have revealed that 
high cognitive load is followed by burst of blinks (Fukuda, 1994, 2001). Similarly, 
Ohira (1996) finds the blink frequency to be suppressed during demanding tasks, 
but to peak right after task performance is completed. In this context, blinks are 
described as “mental punctuations” and correlates of the mental reordering after 
phases of intense demand (Boehm-Davis et al., 2000; Siegle et al., 2008). In 
accordance, we expect the blink frequency to decline during phases of high 
cognitive load, but to peak immediately after the load decreases. These 
expectations towards the validation of hypotheses 2 are summarized in Table 3. 
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Table 3: Measurement expectations for hypothesis 2 and its dependent 
variable distress 
Hypothesis 2 
H2: Incompleteness, inaccuracy, and redundancy related information quality defects are 
associated with higher levels of distress-based affect. 
Measure Construct Method Expectation (Correlate) 
4 
Distress 
EDA SCL: long-enduring increase in amplitude, 
duration until return to baseline > 15.000ms. 
SCR: No systematic difference from baseline 
condition. 
5 BLINK Decrease in blink frequency during high mental 
workload. Sharp above-baseline increase in blink 
frequency after mental workload decreases. 
6 PUPIL Pupil mean dilation increase. 
Confirmed if: 
The perception of distress is characterized by an enduring increase in SCL with no 
systematic SCR differences from baseline condition. The pupil diameter (APCPS) 
increases. The blink frequency decreases during distress, but returns to an above-
baseline frequency (“bursts”) shortly (2-5s) after the distress is reduced. 
 
The threat-based pathway (H1) to information avoidance is based on the idea 
that defects in the information supply, specifically inconsistency and ambiguity, 
lead to the perception of dissonance and result in defensive biases. Our testing 
strategy towards hypotheses H2 has introduced the pupil diameter dilation as a 
measure for cognitive demand. Notwithstanding, a series of early 
psychophysiological studies had originally suggested that pupil dilations primarily 
measure emotional processing (Hess, 1965; Tryon, 1975). Janisse (1973) as 
well as Stanners et al. (1979) challenged this assumption and later posited that 
pupil dilation relates to mental workload. Throughout the last decades, the effect 
of processing load and mental effort on the pupil diameter has repeatedly been 
shown (e.g. Gardner, 1975; Piquado et al., 2010). However, strong evidence 
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exists that even though the effect of cognitive effort on pupil dilation is dominant, 
affective states such as fear and anxiety still affect the pupil diameter (Sturgeon 
et al., 1989; Laeng et al., 2012). Based on that, we expect the perception of 
threat-based negative affect (H1) to correlate with smaller increases in pupil 
diameter than in the distress-based explanation (H2). 
 
Similar to the distress-based explanation of hypotheses H2, it is expected that 
the blink frequency will decrease during the threat-based pathway of hypothesis 
H1. This assertion is based on previous studies that relate threat stimuli to 
suppressed blinking Hall (1945). However, different from the distress-based 
condition, no evidence exists that the blink frequency increases above baseline 
after recovery. Threat-based blinking as opposed to workload-based blinking 
does not involve “mental punctuations” (Boehm-Davis et al., 2000; Siegle et al., 
2008). Thus, we expect the blink frequency to return to baseline condition shortly 
(2-5s) after the threat perception. Our expectations for testing hypothesis H1 are 
summarized in Table 4. 
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Table 4: Measurement expectations for hypothesis 1 and the perception of 
threat 
Hypothesis 1 
H1: Consistency and ambiguity related information quality defects are associated with 
higher levels of threat-related affect.  
Measure Construct Method Expectation (Correlate) 
1 
Threat 
EDA SCL: Slightly increased amplitude for a duration  
< 7.000ms. 
SCR: Increased amplitude, duration until return to 
baseline < 5.000ms after stimulus onset. 
2 BLINK The blink frequency will decrease during threat 
perception, and return to baseline frequency after 
2.000ms to 5.000ms. 
3 PUPIL The pupil diameter will not increase from baseline 
condition. 
Confirmed if: 
The perception of threat is characterized by a stark but short increase in SCR, and only 
slight and short increases in SCL. No changes in pupil diameter are expected. The blink 
frequency decreases during threat perception, but returns to baseline frequency shortly 
(2-5s) after. 
 
Exposure Avoidance 
In order to speak of information exposure avoidance, individuals need to be 
aware that more decision-relevant information is available. In addition, they must 
choose not to request or in any other way access this information. We rely on 
eye-tracking and user observation for testing the hypotheses that relate to 
exposure avoidance (H3 and H6). Eye-tracking allows establishing that users 
have paid attention to those parts of the screen that indicate the availability of 
more decision-relevant information (Beymer et al., 2008; Cutrell and Guan, 2007; 
Hermens and Walker, 2010; Hoffman and Subramaniam, 1995). In particular, 
eye-tracking allows measuring how much attention has been paid to these 
indicators. In the scenarios where the availability of more decision-relevant 
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information is indicated by presenting a short excerpt (“teaser”) of it, eye-tracking 
allows to measure whether or not this excerpt was (fully) read. User observations 
help in establishing that users have not requested more information. We hence 
draw on these two measures for testing hypotheses H3 and H6. Table 5 
summarizes our expectations. 
 
Table 5: Measurement expectations for hypothesis 3 and 6 and their 
dependent variable exposure avoidance 
 
Hypothesis 3 and 6 
H3: Increases in the perception of threat are associated with an increase of exposure 
avoidance. 
H6: Increases in the perception of distress are associated with an increase of exposure 
avoidance. 
Measure Construct Method Expectation (Correlate) 
9 
Exposure 
avoidance 
ET Reading speed measured as words and 
sentences per minute increases. 
10 ET Gaze and fixations indicate that the users are 
aware of the availability of more relevant 
information. 
11 OBS Users do not request more relevant information. 
Confirmed if: 
Gaze and fixations are placed on the areas indication more decision-relevant 
information. Excerpts (“teasers”) of this information are read with low intensity (high 
speed, below average word fixations). The users do not choose to request more 
information. 
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Absorption Avoidance 
Eye-tracking allows studying the psychological processes behind human reading 
behavior. In particular, the issue of information absorption has been discussed. 
For example, Ajanki et al. (2009) looked at participants’ scan-path information 
(fixations and saccades) to make inferences about perceived text relevance. 
Salojärvi (2005) discusses the duration of the first fixation of a word, the total 
number of fixations during reading of a passage, the mean fixation duration, and 
the probability that a word will be re-fixated. Further, regressions (returning to a 
previous reading position) make up about 15% of all fixations when reading a 
text under normal conditions. Increases in the number of regressions may also 
be an indicator for more intense text processing (Salojärvi, 2005). Reading 
speed averages at around 250 words per minute (wpm). Lower wpm than a 
control group on the same text may indicate more intense processing (Claypool 
et al., 2001; Kelly and Teevan, 2003; Loboda et al, 2009). Rayner et al., (2009) 
as well as Loboda et al. (2009) calculate the number of words skipped. A word 
is skipped if it is not read. To account for the human perception span that is 
wider than most fixated words, a word is counted as read if it is either fixated or if 
it immediately follows a fixated word. Measures of word skipping are the number 
of skipped words and the ratio between skipped and not skipped words. 
Advancing on the idea of looking at reading behavior on the word level, Loboda 
et al. (2009) infer about perceived text relevance by looking at the sentence-
terminal words, i.e. the sentence’s last words. This is based on the assumption 
that a sentence’s meaning is integrated at its end. Whether the end of a 
sentence is read indicates its perceived relevance.  
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The reviewed literature has provided evidence that relying on a combination of 
several eye-tracking metrics seems most promising. In particular reading speed, 
mean fixation length and mean fixation count, decreased number of regressions, 
and the skipping of text have appear to be valid indicators of information 
avoidance. A summary is provided in Table 6. 
 
Table 6: Measurement expectations for hypothesis 4 and 7 and their 
dependent variable absorption avoidance 
Hypothesis 4 and 7 
H4: Increases in the perception of threat are associated with a decrease of absorption 
avoidance. 
H7: Increases in the perception of distress are associated with an increase of absorption 
avoidance. 
Measure Construct Method Expectation (Correlate) 
12 
Absorption 
avoidance 
ET Reading speed measured as words and 
sentences per minute increases. 
13 ET Skipping of words, sentences and paragraphs 
increases. 
14 ET Overall gaze coverage of the information (area) 
decreases. 
Confirmed if: 
The reading speed and the fixation word counts are below subjective average (baseline). 
The overall gaze (dwell) does not cover the entirety of the information (text). 
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Experimental Design and Protocol 
We aim to test our hypothetico-deductively posited associations between the 
developed constructs on the basis of empirical evidence. Several methodologies 
for providing such empirical evidence exist. One methodology prominent in IS 
research is the scientific experiment (Benbasat and Schroeder, 1977; Benbasat 
and Taylor, 1978; Jarvenpaa et al., 1985; Gallupe et al., 1988). This method 
uses repeatable procedures for testing specific and prescribed assumptions 
about constructs and the relationships between those constructs. They establish 
causality by manipulating the independent constructs, measuring the dependent 
construct, and holding all other factors constant ("ceteris paribus"). The range of 
research methods within the experimental methodology is vast. Recent 
advances in NeuroIS have introduced methods that allow researchers to elicit 
neuro- and psychophysiological data for providing empirical evidence.  
The emotional and behavioral processes which underlie our study are difficult to 
assess via observations and retrospective self-assessment alone. Hence, we 
suggest relying on NeuroIS methods for eliciting the relevant empirical evidence. 
We choose the methodology of a controlled scientific experiment for testing our 
model and for establishing causality. We apply the particular set of (NeuroIS) 
methods because they allow us to collect empirical evidence about mental 
processes. These processes reflect latent phenomena that are hard to elicit for 
traditional empirical methods. The following describes our experiment, the 
experimental task, the equipment procedures, the handling of the participants, 
and the experiment layout. 
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Experimental task 
To demonstrate the usefulness of psychophysiological methods in testing the 
explanatory model of information avoidance, we conducted an initial experiment 
and collected preliminary data. Our experimental block design was guided by an 
existing decision task adopted from psychology. The “Mr. Miller” decision case 
was developed to study the post-decisional use of information (Frey, 1981; 
Jonas et al., 2003). Subjects are put in the position of a fashion storeowner that 
has to decide about the working contract extension of an employee (Mr. Miller). 
Subjects receive information about Mr. Miller’s past achievements and failures. 
They are then asked to make a preliminary decision about the contract extension. 
Afterwards twelve additional expert opinions about Mr. Miller in the form of 
textual "teasers" or excerpts become available. One half of the texts speak in 
favor of Mr. Miller and the other half speak against him. The additional 
information is non-redundant and becomes available as short excerpts 
(“teasers”) with the option to click “receive full text”. Subjects use checkboxes to 
indicate their desire to receive zero, one, or many of the additional expert 
opinions. The chosen experimental setting allowed manipulating our 
independent variable (information supply defects) and measuring our dependent 
variable (information avoidance behavior). Subjects had to make a preliminary 
decision whether to extend Mr. Miller’s contract or not. The subjects were told 
that they would be asked to make a final decision later in the experiment. This 
had two purposes. First, the preliminary decision caused one half of the 
subsequently offered additional expert opinions to be inconsistent (dissonant) to 
the subject’s choice. Second, because the final decision was still to be made, 
additional information could still be decision-relevant. The additionally offered 
expert opinions were used to measure the concepts of exposure and absorption 
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avoidance (cf. Table 6 and 7). Figure 5 illustrates the layout of the screen. The 
left side depicts how subjects were made aware of the availability of additional 
decision-relevant information. Subjects could choose to receive the full 
information by checking a box (exposure). The right side depicts how reading 
behavior was studied to calculate the metrics summarized in Table 7. The 
orange lines and dots represent saccades and fixations. The gray area indicates 
the parts of the text that were not absorbed. 
 
 
Figure 5: Task design for measuring exposure and absorption avoidance 
Participants 
Five healthy participants (2 female and 3 male) volunteered to participate in the 
preliminary conduct of the study. Each participant received a 5 € coffee shop 
voucher for participating as a small incentive.  
Equipment precautions 
The eye-tracking measurement was conducted using a RED250 eye-tracker 
apparatus produced by SensoMotoric Instruments (Teltow, Germany). The 
sampling rate was 250Hz and latencies were below 10ms. The eye-tracker was 
mounted below a 22’’ widescreen LCD monitor. The stimulus presentations were 
designed using the SMI Experiment Center 3.1 software.  
EDA and EMG were recorded using a V-Amp (16 channels) device 
manufactured by BrainVision (Gilching, Germany). Data was recorded using 
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BrainVision Recorder 1.20. Standard miniature Ag/Ag-Cl electrodes filled with a 
gel for EMG and a skin conductance electrode paste for EDA (TD-246 by 
Discount Disposables) were placed bipolarly on the forehead (EMG) and palm 
(EDA) of the participants. The skin over the corrugator area was rubbed with 
high-chloride abrasive electrolyte gel and was then disinfected with skin 
disinfection spray before EMG electrodes were attached. For EDA recording, 
subjects were asked to wash their hands without soap prior to the experiment as 
soap decreases the skin’s conductivity (Bouscein, 2004). To ensure that the skin 
conductance paste matches the ion concentration of the skin, we attached the 
electrodes several minutes before the recording (Gramann and Scandry, 2009). 
A BrainVision bipolar-to-auxiliary (BIP2AUX) adapter was used to generate an 
EDA signal (1 channel) from the two sensors attached to the non-dominant hand 
of a participant. Finally, a keyboard and a mouse were provided for task 
execution, whereas only the space-bar and the mouse were required for task 
execution. 
Procedure 
Environment  
The experimental facilities consisted of the laboratory room for conducting the 
experiment and an experimenter room for observing live recording. The 
laboratory room was purely artificially lid in order to reduce eye-scanner artifacts 
due to differences in luminescence. The laboratory’s temperature was artificially 
held constant at 24.5 degrees. 
Layout 
The layout of the experiment procedure consisted of a preparation, experiment, 
and closure part. The preparation phase included the briefing of the subjects, 
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reading and signing the informed consent, and the setup and calibration of the 
measurement devices. Furthermore, subjects were given a five-minute relaxation 
period in order to establish natural EMG and EDA baseline conditions. After the 
experiment, the electrodes were detached and subjects were debriefed. This 
included the revelation of the purpose of the study and the handover of the 
incentive. The full layout of the experiment is depicted in Figure 6. 
 
 
Figure 6: The layout of the conducted experiment 
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Preliminary Data Analysis 
Drawing on the derivation of an explanatory model for information avoidance 
behavior, the instantiation of the corresponding measurement model and on the 
description of the experiment protocol, we now elaborate an analysis of the data 
collected during our initial experiment. In this experiment, we obtained data for 
all hypotheses, but constrained the data analysis to a subset of associations and 
constructs in order to effectively exemplify the practicability of our measurement 
protocol. Therefore, we focus on distress, exposure avoidance, and use 
avoidance constructs in order to demonstrate the utility of our methodological 
approach. The underlying selection has been motivated by two considerations. 
First, the Mr. Miller task allowed for a manipulation and control of the threat 
condition. As a consequence, hypotheses 3 and 4 predict a paradoxical situation, 
in which the anticipation of dissonant or otherwise unpleasant and threatening 
information increases the likelihood that individuals avoid exposure. However, if 
exposure cannot be avoided or if the absorption of dissonant or threatening 
information has already been initiated (e.g. through reading, viewing or listening), 
the attention paid to this information as well as the level of mental processing 
actually increases. From a methodological point of view these theoretical 
associations are particularly interesting since they place additional requirements 
on our apparatus. Thus, we included H3 and H4 in our experiment. Second, 
since our main objective at this state of our study is to contribute 
methodologically, the selection has been affected by the scope of the expected 
methodological contribution. Our measures for exposure avoidance (H3, H6, 
measurement items 9, 10) and use avoidance (H4, H7, measurement items 12, 
13, 14) are based on awareness- and reading-related eye-tracking metrics that 
offer a considerable potential with respect to the objectives of this study. Since 
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proven demonstrations exist for the use of EDA in IS context (Léger et al, 2010; 
Adam et al., 2011), we have chosen to further contribute to the emerging interest 
in pupillometry (Xu and Riedl, 2011; Sheng and Joginapelly, 2012; Buettner, et 
al., 2013). Hence, we demonstrate the pupil-based data analysis of distress (H2, 
measurement item 6). The following describes the preliminary analysis of the 
outlined subset of our collected data. 
Distress and Pupil Dilation 
Our explanatory model integrates two pathways leading to information avoidance 
behavior. One pathway is grounded on being threatened by the information’s 
inconsistency. The second pathway is grounded on being distressed by the 
information’s complexity. The measurement strategy for the distress construct 
(measure 4, 5, and 6) introduced above draws on its close conceptual proximity 
to increased mental effort and workload. Following measurement expectation 6, 
we exemplify the use of the pupil dilation as a measure for mental effort leading 
to distress. 
 
Data acquisition 
During the experiment, subjects’ pupil diameter was continuously, binocularly 
recorded with a rate of 250Hz.   
 
Data Analysis 
The closing of the eyelid during blinking obstructs the scanning process of the 
eye-tracking device. This results in over- and underestimation of the pupil 
diameter during blinks. We inspected the raw data manually for these outliers, 
and removed individual blink artifacts. To further smooth the data, we collapsed 
the microsecond-timed raw measurement points into intervals (“bins”) of 100ms 
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(100.000µs). We calculated the mean pupil diameter and the standard deviation 
for each bin.  
 
Results 
Theoretical reasoning determines why to expect meaningful changes in the pupil 
diameter. The experimental design determines when to expect meaningful 
changes in the pupil diameter. Figure 7 depicts an exemplary trial of our 
experiment with a time range of 1 minute and 45 seconds after onset of 
increased mental effort. Collapsing the raw data resulted in 1055 bins of 100ms 
(x-axis). The last bin (1056) covered slightly above 130ms. The y-axis depicts 
the mean pupil diameter. An ordinary least squares regression revealed a 
significant positive linear relationship (p<0.001) between sustained mental 
processing and the mean pupil diameter (adj. R2=0.3917). With every additional 
100ms of cognitive processing, the pupil dilated by additional 0.0002mm. This 
supports previous studies, which provided evidence that the pupil diameter 
correlates with mental effort and distress. 
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Figure 7: Increase in mean pupil diameter with sustained cognitive effort 
 
Exposure Avoidance and Observations 
During the experiment, the information supply was manipulated to induce and 
control the perception of threat. Subjects made a preliminary decision for or 
against extending Mr. Miller’s employment. Following this, more decision-
relevant information was offered as excerpts (“teasers”) with the option to 
request the full document. Excerpts spoke either clearly for or against Mr. Miller. 
Hence, the information speaking in favor of him was dissonant for participants 
who decided against him in the preliminary decision. Under this condition, we 
expected subjects to engage in exposure avoidance (H3).  
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Data acquisition 
Exposure avoidance was defined as not requesting or accessing available 
decision-relevant information. The experimental setting allowed subjects to 
request additional decision-relevant information (cf. Figure 5). The decision to 
request more decision-relevant information was recorded for each subject based 
on an eye-tracker and a click stream replay of the user interaction. 
 
Data analysis and results 
A subsequent comparison of means revealed that the preference for requesting 
consonant (M=5.25, SD=1.5) over dissonant (M=3.25, SD=3.2) information was 
initially not statistically significant (t(3)=-1.6330, p=0.20). However, after 
excluding one participant who simply requested all information, a marginally 
significant preference for consonant (M=4.66, SD=1.15) over dissonant (M=1.66, 
SD=0.577) information emerged (t(2)=-3, p=0.09). From a theoretical standpoint 
however, this subject’s non-avoidance of exposure is relevant and interesting. 
Requesting all available information may be an alternative information 
processing heuristic which has to be carefully studied, if the phenomenon 
prevails in context of more experiments. Related to that and building on Coping 
Theory, the behavior may be explained by the presence of problem-oriented 
coping strategy (approach) over an emotion-based coping strategy (avoidance). 
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Absorption Avoidance and Eye-Tracking 
Hypothesis H4 posits a negative relationship between the perception of threat 
and absorption avoidance. Information absorption is not a binary construct. In 
contrast, humans can absorb information more or less intensively. According to 
the measurement expectation 13, several eye-tracking measures are applicable 
for testing hypothesis H4 and the intensity of information absorption.  
 
Data acquisition 
For testing this expectation, we calculated fixation, glance, and revisit metrics for 
dissonant as well as for consonant texts. These calculations were based on 
areas of interest (AOIs). An AOI is a geometrical shape assigned to a certain 
region of the screen that is of significance to the respective experimental study 
(Granka, Feusner, and Lorigo, 2008). During the subsequent data analysis, eye-
tracking data can be processed for each AOI individually. For studying the 
absorption of text, we defined one AOI for each line of text. The eye-tracking 
device recorded all eye-movements and fixations inside and outside these areas. 
 
Data analysis and results 
For testing the expectation 13, we conducted analyses of variance (ANOVAs) 
with dissonance perception as the between-groups factor. The data analysis 
revealed that the absorption of dissonant information was more intense than of 
consonant information. Despite the small number of participants, this effect was 
significant for all proposed measures, in particular dwell time (p=0.01), glance 
duration (p=0.01), glance count (p=0.03), revisit count (p=0.03), fixation count 
(p=0.03), and fixation time (p<0.001) were higher for dissonant than for 
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consonant information. This indicates that dissonant information is absorbed 
more intensely that consonant information, and thus, supports hypotheses H4.  
 
In conclusion, we performed a preliminary analysis of psychophysiological data 
for the constructs of distress (pupil dilation, in relation to H2), exposure 
avoidance (eye-tracking and observation, in relation to H3), and absorption 
avoidance (several eye-tracking measures related to text-use, in relation to H4). 
Because the current sample size is small, it is problematic to make inferences 
based on these results. The purpose was, however, to demonstrate the 
applicability and utility of the methodological apparatus. Table 8 summarizes our 
preliminary test results. 
 
Table 8: Summary of the preliminary test results (n=5) 
 Hypothesis Method and expectation Preliminary results 
H2 
Incompleteness, inaccuracy, 
and redundancy related 
information quality defects 
are associated with higher 
levels of distress-based 
affect. 
Expectation 6:  Pre-test established a 
significant relationship 
between mental 
distress and changes in 
the pupil diameter. 
Increase in pupil diameter 
measured by pupillometry 
H3 
 
Increases in the perception 
of threat are associated with 
an increase of exposure 
avoidance. 
Expectation 10: Marginally significant 
preference for exposing 
to consistent over 
inconsistent 
information. 
Awareness measured by 
gaze (eye-tracking) 
Expectation 11: 
Information requests 
assessed by observations 
H4 
Increases in the perception 
of threat are associated with 
a decrease of absorption 
avoidance. 
Expectation 13: Significant increase in 
absorption amongst all 
proposed measures. Dwell time 
Glance count and 
duration 
Fixation count and 
duration 
Regressions (revisits) 
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Discussion 
In this section, we will discuss our major findings. We will discuss the 
methodological contributions of our research in the light of our theoretical 
research problem. Subsequently, we will briefly outline our theoretical 
contribution. Then, we will frame our contributions in the light of the objectives of 
the underlying special issue and finally, we will point out the article’s limitations. 
 
We attempt to advance information systems research methodologically by 
introducing relevant measures, demonstrating the development and the 
implementation of a NeuroIS experiment, and by explaining the analysis of 
psychophysiological data for testing the measurement expectations. 
Subsequently, we will elaborate on these three methodological contributions. 
 
According to our knowledge, our first contribution is made by proposing and 
demonstrating a set of new and relevant psychophysiological measures. 
Affective processes are important contingencies for human (information) 
behavior. In particular, negative affect is an enduring issue in information 
systems research, e.g. in the context of decision-making (Yin et al., 2013), IS 
acceptance (e.g. Lowry et al., 2012), and IS use (e.g. Beaudry and Pinsonneault, 
2010; Thatcher and Perrewe, 2002). However, emotional processes are often 
brief and occur subconsciously. Thus, they are difficult to assess by the means 
of self-rating scales. In order to overcome this shortcoming, we have developed 
psychophysiological measures for the construct of negative affect based on 
facial electromyography (valence) and electrodermal activity (arousal). 
Furthermore, we have developed psychophysiological measures for the specific 
negative states of threat and distress, and provide a measurement strategy for 
distinguishing between them based on measurements of the pupil dilation and 
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the blink frequency. Along these efforts, our work offers the potential to enable 
subsequent IS studies that are concerned with threat- and distress-related 
phenomena to make use of these measures.  
 
In addition, we have developed eye-tracking-based measures for two specific 
human information behaviors, namely for the constructs of exposure and 
absorption avoidance. Eye-tracking allows studying individual user behavior. In 
the IS discipline, it has been primarily used for measuring visual attention (e.g. 
Cyr et al., 2009). However, because many IS phenomena involve behaviors that 
go beyond mere attention allocation, researchers are in need for more advanced 
eye-tracking measures. We have introduced several measures related to human 
information processing. Today, most information is text-based. Thus, we have 
shaped several measures related to reading and in particular to the intensity of 
absorption. Although, we have demonstrated these measures in the context of 
one specific information pathology, they can be deemed valid in virtually every 
research scenario that involves human processing of text. Potential domains of 
application include the research on flow (Agarwal and Karahanna, 2000; Léger 
et al., 2013), interruption and distraction (Zhang, 2000), and deception (Xiao and 
Benbasat, 2011). 
 
Our second methodological contribution is the problem-centric combination of 
multiple psychophysiological measures. We have introduced and demonstrated 
to the IS discipline the combination of pupil diameter with blink frequency 
measures for disentangling two intertwined, but separate states of negative 
affect. Furthermore, we have introduced and demonstrated to the discipline the 
problem-centric combination of facial electromyography (fEMG) and 
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electrodermal activity (EDA) measures. Drawing on extant knowledge from other 
disciplines, we have particularly scrutinized the role of fEMG in measuring 
valence, and the role of EDA in measuring arousal. Combining both measures in 
future experimental designs has the potential to allow researchers to better 
understand emotional processes in IS use scenarios. 
 
Our third methodological contribution is the design and provision of a 
comprehensive experimental protocol, which integrates multiple NeuroIS 
methods. According to our knowledge, this could manifest a contribution since 
we have elaborated the process of conducting an experiment that involves 
psychological states (negative affect) as mediating variables. For inducing this 
psychological state in the subjects, the independent variable (information quality 
defects) must be designed and experimentally controlled according to the a 
priory specified theoretical assumptions. In order to not reveal the purpose of the 
experiment, the presentation of the independent variable is usually embedded 
into a task or story. We have exemplified this process by explaining and 
demonstrating Mr. Miller's task. Furthermore, we contribute methodologically by 
explaining the data preprocessing and subsequent data analysis. Instead of 
solely reporting our results, we demonstrate the data reduction and smoothing 
procedures, the removal of outliers, and the subsequent statistical analysis. 
 
In addition to these methodological contributions, we are confident that our study 
offers a series of important theoretical contributions. First, this study can be 
deemed as another early contribution to address the focal field of computer 
mediated human information behavior. Human information behavior, in general, 
has been comprehensively explored in other disciplines, especially psychology, 
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neuroscience, as well as information science (Case, 2012; Dervin, 1998; Kahlor 
et al., 2006; Savolainen, 1993; Wilson, 1999, 2000). As indicated by Hemmer 
and Heinzl (2012), the IS discipline has been lacking a cumulative research 
tradition with respect to information and information behavior from an IS use and 
design perspective. Except contributions by authors such as Benbasat, Siau, 
Kim, Wand, Browne, Hemmer, McKinney Jr., and Vandenbosch, which primarily 
focus on phenomena of information search (Benbasat et al., 1982; Kim et al., 
2012; Vandenbosch et al., 1997) and information stopping (Browne et al., 2004, 
2007; Hemmer and Heinzl 2012), little efforts have been made to study further 
phenomena of computer mediated information behavior. The latter differentiates 
from the literature in neighboring disciplines since it assumes that stationary and 
mobile computers (including mobile devices) have the potential to fundamentally 
change the way humans seek, absorb and utilize information. Furthermore, our 
study sheds additional light in another information pathology (Scholl 2004) from 
an IS use perspective. In this context, it adds to the work of Browne et al. (2004, 
2007) and Hemmer and Heinzl, (2012) who have been focusing on computer-
mediated information stopping behavior which is clearly another important 
information pathology. 
 
Second, we are not aware of other studies in the field of IS and computer-
mediated information behavior in which the information construct, particularly an 
array of attributes of information quality defects, is at the very core of the study. 
We perceive this as "cognitive dissonant" by the IS discipline, since information 
is one of the central concepts in information systems. Understanding the 
relationship between information characteristics and human behavior can be 
deemed of utmost importance to our discipline. If the information’s 
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characteristics lead to malfunctions in the human information behavior, we 
characterized this as information pathologies. One such phenomenon is the 
issue of information avoidance, which stands at the center of this article. Isolated 
research on information avoidance exists in disciplines such as library science. 
However, to the best of our knowledge, we are the first in the IS community to 
systematically address the issue of computer mediated information avoidance as 
a pathology.  
 
Third, we contribute to theory by deriving an explanatory model of information 
avoidance behavior that is based on Coping Theory. Following the tenets of this 
theory, we hypothesize that the initial appraisal reaction towards a computer 
mediated stimulus leads to an affective evaluation. Based on separate 
explanations from the literature, we identified two pathways that lead to the 
phenomenon. For one pathway the affective evaluation takes the form of threat, 
and for the other pathway it takes the form of distress. This contributes to theory, 
because it explains how two existing but conflicting explanations relate to each 
other. Moreover, we consider our study to be the first to differentiate the 
information avoidance construct into specific phases. We propose the distinction 
into the concepts exposure, absorption, and use avoidance, which each 
describes a distinguishable and separate temporal sub-phenomenon. Further 
research on information avoidance behavior can build on this distinction and 
address specific research questions related to one or many subtypes of 
avoidance. 
 
Moreover, we advocate that our study contributes to this special issue in yet 
another three ways. First, we have described and exemplified guidelines for 
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conducting NeuroIS experiments. Starting from a theoretical deduction, we arrive 
at corresponding measurement expectations that we relate to an experimental 
block design. Second, the involved theoretical construct (information quality 
defects, affective psychological states, and human information behavior) can be 
considered of vast relevance to the IS discipline. Hence, advancing our 
understanding of the relationship between psychophysiology and these 
constructs is in line with the objective of this special issue. Third, we have 
exemplified how to conduct a triangulation study based on multiple 
psychophysiological methods. We have been trying to create awareness for the 
difficulties arising from ambiguous relationships between psychology and 
physiology (Fairclough, 2008), and have been proposing ways how to address 
the arising challenges. 
 
Nevertheless, our paper has several limitations. These limitations relate to the 
sample size, the semantics of the threat and distress constructs, our 
conceptualization of information quality, the choice of the theoretical lens, and 
the experimental design and measurement. The following will discuss these 
limitations and how they can be addressed in future research. 
 
Since we aimed at preliminary testing our theoretical and measurement model 
as well as the posited measurement expectations, the resulting sample size 
(n=5) was small and has to be treated with care. Our primary objective in this 
article was not to discuss the acceptance or rejection of our postulated 
hypothesis. Our objective was to advance and better ground the theoretical 
reasoning of information avoidance and to combine this interesting but complex 
phenomenon with contemporary NeuroIS measures in order to better intertwine 
 65 
 
 
the relationship of information behavior constructs and NeuroIS methods. Once 
the theoretical and methodological reasoning converges, we plan to increase the 
number of participants in our future experiments. Thus, we will hopefully be able 
to increase the statistical power of our findings in order to further demonstrate 
the theoretical value of our arguments.  
 
Until now, we have derived two separate pathways to information avoidance, as 
a review of the literature has revealed two main groups of determinants. One set 
of arguments has evolved around the perception of threat because of 
phenomena such as cognitive dissonance and confirmation bias. The second set 
of arguments has evolved around the perception of distress caused by the 
information’s complexity. Although our reasoning and initial findings seem to 
support this dichotomy of explanations, the applied semantics (threat versus 
distress) may require further precision. At the moment and to the best of our 
knowledge, there has not yet emerged a better semantics for these two 
pathways. One potential venue for extending this semantics, for instance, is 
relating the distress construct to the body of research on the issue of techno 
stress (Riedl et al., 2013). 
 
A further limitation can be considered in the assumption that the independent 
construct of information quality defects can be assessed objectively. In contrast, 
one could argue that the constituents of an information defect and its severity, 
are rather subjective phenomena. Nevertheless, we argue that the assumption of 
an objective perception is justifiable. Although all judgments are inherently 
subjective, we believe that a core set of information attributes can be identified 
that is universally decisive (Heinrich et al., 2007). This is comparable to the 
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objectified approach to measuring the subjective construct of task complexity 
(Wood, 1986). We believe, that the identified information quality dimensions (e.g. 
consistency, redundancy, ambiguity) are valid and reliable for approximating an 
objective information quality construct (Arazy and Kopak, 2010; Hunter and 
Konieczny, 2005; McKinney and Yoos, 2010; Pipino et al., 2002).  
 
Additional limitations could be seen in the utilization of Coping Theory as a major 
theoretical lens. First, the choice of any theoretical lens introduces an 
abstraction concerning which core elements are included and which elements 
appear to be out of scope. Second, some may challenge our definition of 
information avoidance behavior as being a form of emotional coping. This is 
because our definition of exposure, absorption, and use avoidance entails 
activities directed at carving out the problem (e.g. the dissonant information). 
However, even though we cannot totally refute this point, we believe that those 
activities do not aim at solving the problem but at making it less visible. The 
problem being less visible simply makes emotional coping mechanisms (e.g. 
playing it down, detaching emotionally) easier. The main coping mechanism, 
however, is very likely to remain an emotional coping strategy.   
 
Furthermore, the article has some methodological limitations. First, and in line 
with Fairclough (2008), the relationship between physiology and psychology 
remains somewhat fuzzy in certain contexts. This entails that for most 
psychological states, multiple psychophysiological correlates and measures exist. 
Second, we did not elaborate on the third subtype of information avoidance, i.e. 
use avoidance, in greater detail. We briefly described potential experimental 
approaches to measuring use avoidance that involve retrospective think aloud 
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protocols. However, we assume that information use can be sufficiently 
measured without NeuroIS methods and, in the light of this special issue, we 
have not been trying to "shoot with cannons on the remaining sparrows".   
 
The article has minor limitations concerning the experiment. We built our 
experiment on the established “Mr. Miller” task (Jonas et al., 2003). This task 
was specifically designed to induce the perception of consonance and 
dissonance, which is related to the threat pathway. In its current form, the task 
does appear only somewhat useful for testing the hypothesized pathway of 
distress, which is based on information complexity. Hence, our main set of 
experiments may expand the experimental task design accordingly.  
 
The article has also limitations concerning the conducted data analysis. 
Although the experiment was able to demonstrate how to conduct a study that 
involves fEMG, eye-tracking, electrodermal activity, as well as blink frequency 
and pupil dilation measurements, our data analysis has been limited to a subset 
of three deliberately selected hypotheses. It is needless to state that a more 
comprehensive and exhaustive data collection and analysis, which involves all 
constructs and associations of our theoretical model, has the potential to shed 
more light on the yet unknown patterns of human information avoidance 
behavior - especially if NeuroIS methods like fEMG and EDA will be deployed.  
 
Finally, we did not yet include self-reports for triangulating the 
psychophysiological measurements. In order to further increase the validity and 
reliability of our results, we plan to triangulate the proposed NeuroIS methods 
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(e.g. fEMG) with well-established self-reports (e.g. PANAS for measuring 
negative affect) in future studies as well. 
 
Conclusion 
This article demonstrates the use of NeuroIS methods in the context of 
experimentally testing a theoretical core phenomenon in the IS discipline: 
information avoidance. It draws upon recent advances from NeuroIS research in 
order to integrate psychophysiological measures into an extended, triangulated 
measurement design. Furthermore, it exemplifies the derivation and instantiation 
of a NeuroIS measurement model and the selection of appropriate NeuroIS 
methods, and it provides guidelines for how to conduct eye-tracking, pupillometry, 
and facial electromyography measurements as well as how to subsequently 
derive meaning from the data collected. 
 
We propose new measures for the constructs of negative affect, threat, distress, 
and for the behaviors of exposure avoidance and absorption avoidance. These 
measures are based on facial electromyography as well as on the measurement 
of electrodermal activity, blink frequency and pupil dilation. 
 
A preliminary data analysis exemplifies the testing of the measurement 
expectations. Because of the small sample size (n=5), the conclusions are 
limited. However, it indicates that our theoretical and methodological design 
offers promising evidence as well as specific directions how to perfection our 
reasoning and measurements. Future steps offer the potential to involve a series 
of incremental improvements. First, in its current form the experimental task is 
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designed to specifically induce the threat condition. Thus, it is necessary to 
advance the experimental design to better induce the distress condition. Second, 
the sample size has to be increased. The psychophysiological data collected 
during the initial experiment provides information about the effect sizes to expect 
and about further statistical parameters necessary for performing a power 
analysis. Based on this calculation, we plan to increase the number of 
participants. During the initial experiment we recorded fEMG and EDA. However, 
this data has not yet been processed and used for testing the remaining 
hypotheses. Further steps will address this issue and integrate the data into the 
analysis procedures, extending the scope and depth of data analysis.  
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