variable Yi is to be studied in a context of complex spatial dependence. More specifically, assuming that Yi has finite expectation, the quantity under study in such problems is the spatial regression function The spatial dependence structure in this context plays the role of a nuisance, and remains unspecified. Although g of course is only defined up to a P-null set of values of x (being a class of P-a.s. mutually equal functions rather than a function), we will treat it, for the sake of simplicity, as a well-defined real-valued x-measurable function, which has no implication for the probabilistic statements of this paper. In the particular case under which Xi itself is measurable with respect to a subset of Yj's, with j ranging over some neighborhood of i, g is called a spatial autoregression function. Such spatial autoregression models were considered as early as 1954, in the particular case of a linear autoregression function g, by Whittle (1954 Whittle ( , 1963 ; see Besag (1974) for further developments in this context.
In this paper, we are concerned with estimating the spatial regression (autoregression) function g:x -g(x); contrary to Whittle (1954), we adopt a nonparametric point of view, avoiding any parametric specification of the possibly extremely complex spatial dependent structure of the data.
For N = 1, this problem reduces to the classical problem of (auto)regression for serially dependent observations, which has received extensive attention in the literature; see, for instance, Roussas (1969 Roussas ( , 1988 , Masry (1983 Masry ( , 1986 ), Robinson (1983 Robinson ( , 1987 Though the Nadaraya-Watson method is central in most nonparametric regression methods in the traditional serial case (N = 1), it has been well documented [see, e.g., Fan and Gijbels (1996) ] that this approach suffers from several severe drawbacks, such as poor boundary performance, excessive bias and low efficiency, and that the local polynomial fitting methods developed by Stone (1977) and Cleveland (1979) are generally preferable. Local polynomial fitting, and particularly its special case-local linear fitting-recently have become increasingly popular in light of recent work by Cleveland and Loader (1996) , Fan (1992) , Fan and Gijbels (1992, 1995) , Hastie and Loader (1993) , Ruppert and Wand (1994) and several others. For N = 1, Masry and Fan (1997) have studied the asymptotics of local polynomial fitting for regression under general mixing conditions. In this paper, we extend this approach to the context of spatial regression (N > 1) by defining an estimator of g based on local linear fitting and establishing its asymptotic properties.
Extending classical or time-series asymptotics (N = 1) to spatial asymptotics (N > 1), however, is far from trivial. Due to the absence of any canonical ordering in the space, there is no obvious definition of tail sigma-fields. As a consequence, such a basic concept as ergodicity is all but well defined in the spatial context. And, little seems to exist about this in the literature, where only central limit results are well documented; see, for instance, Bolthausen (1982) or Nakhapetyan (1980) . Even the simple idea of a sample size going to infinity (the sample size here is a rectangular domain of the form 1n := {i = (il, ..., iN) E zNI1 < ik < nk, k = 1,..., N}, for n = (nl,...,nnN) E ZN with strictly positive coordinates n , ..., n N) or the concept of spatial mixing have to be clarified in this setting.
The assumptions we are making (A4), (A4') and (A4") are an attempt to provide reasonable and flexible generalizations of traditional time-series concepts.
Assuming that x -+ g (x) is differentiable at x, with gradient x -g'(x), the main idea in local linear regression consists in approximating g in the neighborhood of x as g(z) _ g(x) + (g'(x)) (z -x) and estimating (g(x), g'(x)) instead of simply running a classical nonparametric (e.g., kernel-based) estimation method for g itself. In order to do this, we propose a weighted least square estimator (gn (x), g/ (x)), and study its asymptotic properties. Mainly, we establish its asymptotic normality under various mixing conditions, as n goes to infinity in two distinct ways. Either isotropic divergence (n == oo) can be considered; under this case, observations are made over a rectangular domain In of ZN which expands at the same rate in all directions-see Theorems 3.1, 3.2 and 3.5. Or, due to the specific nature of the practical problem under study, the rates of expansion of In cannot be the same along all directions, and only a less restrictive assumption of possibly nonisotropic divergence (n -> oo) can be made-see Theorems 3.3 and 3.4.
The paper is organized as follows. In Section 2.1 we provide the notation and main assumptions. Section 2.2 introduces the main ideas underlying local linear regression in the context of random fields and sketches the main steps of the proofs to be developed in the sequel. Section 2.3 is devoted to some preliminary results. Section 3 is the main section of the paper, where asymptotic normality is proved under the various types of asymptotics and various mixing assumptions. Section 4 provides some numerical illustrations. Proofs and technical lemmas are concentrated in Section 5. The assumptions we are making on the function 4r are either (A4') ~f(n', n") < min(n', n") or (A4") r(n', n") < C(n' + n" + 1) for some C > 0 and K > 1.
In case (2.1) holds with ifr 1, the random field {(Yi, Xi)} is called strongly mixing.
In the serial case (N= 1), many stochastic processes and time series are known to be strongly mixing. Withers (1981) has obtained various conditions for linear processes to be strongly mixing. Under certain weak assumptions, autoregressive and more general nonlinear time-series models are strongly mixing with exponential mixing rates; see Pham and Tran (1985) , Pham (1986) , Tj0stheim (1990) and Lu (1998) . Guyon (1987) has shown that the results of Withers under certain conditions extend to linear random fields, of the form Xn = LjeZN gj Zn-j, where the Zj's are independent random variables. Assumptions (A4') and (A4") are the same as the mixing conditions used by Neaderhouser (1980) and Takahata (1983) , respectively, and are weaker than the uniform strong mixing condition considered by Nakhapetyan (1980) . They are satisfied by many spatial models, as shown by Neaderhouser (1980), Rosenblatt (1985) and Guyon (1987) .
Throughout, we assume that the random field (1.1) is observed over a rectangular region of the form n :=' {i = (il, ..., iN) E ZNI 1 < ik < nk, k = 1,..., N}, for n = (nl, . .., nN) E ZN with strictly positive coordinates nl, ..., nN. The total sample size is thus i:= nk=l nk. We write n --o as soon as minlm<k<Nnk} --oo. The rate at which the rectangular region expands thus can depend on the direction in ZN. In some problems, however, the assumption that this rate is the same in all directions is natural: we use the notation n =: oo if n --oc and moreover Inj/nkl < C for some 0 < C < oo, 1 < j, k < N. In this latter case, n tends to infinity in an isotropic way. The nonisotropic case n -> oo is less restrictive. For more information on the nonisotropic case, we refer to Bradley and Tran (1999) Finally, for convenient reference, we list here some conditions on the asymptotic behavior, as n -+ oo, of the bandwidth bn that will be used in the sequel. Therefore, results on the model of (3.3) and (3.4) on the boundary behavior of our estimators would be highly desirable. Such results, however, are all but straightforward, and we leave them for future research. On the other hand, the statistical relevance of boundary effects is also of lesser importance, as the ultimate objective in random fields, as opposed to time series, seldom consists in "forecasting" the process beyond the boundary of the observed domain.
In the important particular case under which q (x) tends to zero at an exponential rate, the same results are obtained under milder conditions. Note that, in the one-dimensional case N = 1, and for "large" values of a, the condition (3.5) is "close" to the condition that nbd --oo, which is usual in the classical case of independent observations. Next we consider the situation under which the sample size tends to oo in the "weak" sense (i.e., n -oo instead of n = oo). A more systematic simulation study certainly would be welcome. However, it seems that, even in very small samples (see Figure 1) , the performance of our method is excellent in pure spatial regression problems (with spatially correlated covariates), while larger samples are required in spatial autoregression models. (ii) If, moreover, IIXII := (XrX)1/2 and jYI are P-a.s. bounded, the right-hand side of (5.1) can be replaced by Ca (J, 8') .
Numerical results. In this section, we report the results of a brief Monte Carlo study of the method described in this paper. We mainly consider two models, both in a two-dimensional space (N = 2) [writing (i, j) instead of (il, i2) for the sites i E Z2]. For the sake of simplicity, X (written as X) is univariate (d = 1
The second one is a lemma of independent interest, which plays a crucial role here and in the subsequent sections. For the sake of generality, and in order for this lemma to apply beyond the specific context of this paper, we do not necessarily assume that the mixing coefficient a takes the form imposed in assumption (A4).
Before stating the lemma, let us first introduce some further notation. Let Then U(2,n,x,j) = EiI(2,n,x,j) ni(X). Since Pk > q, if i and i' belong to two distinct sets 1(2,n,x,j) and 1(2,n,x,j'), then li -i'll > q. In view of (5.8) and (5.22), we obtain 
