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Abstract
Background: Several aspects of microarray data analysis are dependent on identification of genes
expressed at or near the limits of detection. For example, regression-based normalization methods
rely on the premise that most genes in compared samples are expressed at similar levels and
therefore require accurate identification of nonexpressed genes (additive noise) so that they can
be excluded from the normalization procedure. Moreover, key regulatory genes can maintain
stringent control of a given response at low expression levels. If arbitrary cutoffs are used for
distinguishing expressed from nonexpressed genes, some of these key regulatory genes may be
unnecessarily excluded from the analysis. Unfortunately, no accurate method for differentiating
additive noise from genes expressed at low levels is currently available.
Results: We developed a multistep procedure for analysis of mRNA expression data that robustly
identifies the additive noise in a microarray experiment. This analysis is predicated on the fact that
additive noise signals can be accurately identified by both distribution and statistical analysis.
Conclusions: Identification of additive noise in this manner allows exclusion of noncorrelated
weak signals from regression-based normalization of compared profiles thus maximizing the
accuracy of these methods. Moreover, genes expressed at very low levels can be clearly identified
due to the fact that their expression distribution is stable and distinguishable from the random
pattern of additive noise.
Background
Microarrays are powerful and cost-effective tools for large-
scale analysis of gene expression. While the utility of this
technology has been established [1,2], analytical methods
are evolving and a matter of contention. Key among the
more controversial aspects is the treatment of data from
weak spots, which significantly influences outcomes. For
example, ratio analysis is commonly employed to deter-
mine expression differences between two samples. How-
ever any procedure that uses raw intensities to infer
relative expression is limited due to the fact that accuracy
is signal level dependent, with variation increasing dra-
matically for low intensity signals [1,3]. Several methods
have been developed to diminish the influence of additive
noise. One solution is to ignore any genes whose tran-
scripts are present at a low total abundance, to exclude
weak spots – arbitrarily (in Kooperberg etal., [3] an inten-
sity cutoff was used such that the relative error in ratios
was less than 25%) or with some statistical procedures
[4,5]. Other methods proposed for discriminating
expressed genes from those not expressed, such as the
method of Greller and Tobin [6], are suitable only for
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bimodal distributions in which the distribution of inten-
sities for these two subsets are non-overlapping, unlike
many empirical data sets. However even procedures for
flagging and exclusion of weak spots based on solid statis-
tical background [4] remains problematic as these meth-
ods discard potentially valuable data. This issue is
compounded by the fact that in biological systems several
key regulators may be expressed at low levels presumably
so that modulation of these regulators can be tightly con-
trolled [7].
The two main sources of heterogeneity in gene expression
variations are indicated in Rocke and Durbin [7] as, the
"additive component", prominent at low expression lev-
els, and the "multiplicative component", prominent at
high expression levels. The intensity measurement yi, j for
gene i ∈ I = {i1, ..., in} in sample j ∈ J = {j1, ..., jm} is mod-
eled by the equation: yi, j = αi, j + µi, j × eη + ει, j, where α – is
the normal background (and independent of expression
level), µ – the expression level in arbitrary units, ε – is first
within spot error term (additive), and η – is the second
error term, which represents the proportional error (mul-
tiplicative) [8,9]. Gene expression data obtained with
standard procedure of the local background subtraction
will include noisy spots – spots at which expression level
is ignorably low and whose intensity ει, j presents additive
noise.
We have previously demonstrated the presence of nor-
mally distributed noise spots in radioactive labeled Clon-
tech macroarrays and proposed an iterative algorithm for
obtaining the parameters of this distribution [2,10].
Herein we have extended the utility of this approach by
demonstrating the noncorrelative nature of these spots in
both internal and external comparisons. We also present
new algorithm modifications for locating the additive
noise in gene expression histograms and for estimation of
its distribution parameters. Quantization of additive
noise variation can therefore be used as a statistically
robust criterion to identify measurable but low-level gene
expression. It becomes possible to select even genes that
are stably expressed at the additive noise level that can be
discriminated from additive noise due to their stability.
Results
Data among experiments was first normalized to additive
noise. A histogram of all intensity values demonstrates the
presence of the normally distributed spots corresponding
to cDNA targets that do not hybridize to a detectable
extent with the labeled test probes (Fig. 1). These signals
were due to noise and therefore fit a random distribution
whose properties (mean and SD) were proportional to the
total amount of signal on the array and hence can be used
for data normalization among array experiments. The
mean and variance of the intensity levels of non-expressed
genes must be estimated using the same general principles
as described in materials and methods. Modifications of
this method are required for analysis of different types of
arrays.
High quality membrane arrays
Atlas arrays (Clontech) are a good example of high quality
membrane-based arrays exemplifying high specificity and
low levels of additive noise. Additive noise spots consist of
up to 50% of all spots on the array. The nearly normal dis-
tribution of this noise can be seen in a histogram of all
intensity values (Fig. 1A). Parameters of this distribution
were estimated by excluding expressed genes one by one
as their values exceeded the mean +/- 2 SD of the core of
non-discarded values. This process was repeated in an iter-
ative manner until no additional spots were excluded and
the resulting non-discarded points (typically between 500
and 600 of the initial set of 1176) represent the set of non-
expressed genes. After these exclusions, parameters of
additive noise are estimated by non-linear fitting of a nor-
mal distribution function to the core of non-excluded
values.
The knowledge of the parameters of the additive noise dis-
tribution enables selection of expressed genes for the final
profile adjustment. The threshold, 3 SDs above the mean
of additive noise, is used for selecting genes expressed
above additive noise from which the final adjustment is
made. The necessity for this exclusion is illustrated in Fig.
1. Figure 1 data was collected experimentally from an
early Clontech Atlas array with 600 genes spotted in dupli-
cate and was subsequently normalized to additive noise as
described in Materials and Methods. Duplicated spots
give two sets of expressions for identical genes on the
same membrane. Their ratios are expected to be distrib-
uted around 1 with small random variations. This was not
true for expressions below some threshold that correlated
with our determination of additive noise. These results
support the idea about the necessity to exclude noncorre-
lated weak expressions from comparison. They also dem-
onstrate the utility of excluding values expressed "3SD
above mean" to eliminate noncorrelated noise from
regression analysis and ratio calculations.
Moderate quality fluorescently labeled microarrays
In moderate quality microarrays with low signal to noise
ratios the right portion of the additive noise distribution
is distorted by the presence of expressed genes (Fig. 2).
This was observed by comparing two expression profiles
from a homogenous group. Proposing that the majority of
genes are equally expressed in these samples, it is possible
to compare ratio variations of the same gene across two
arrays. In agreement with Figure 1, we can expect signifi-
cant variance increase for genes in a noisy area compared
to a high expression area. The border between noise andBMC Bioinformatics 2004, 5 http://www.biomedcentral.com/1471-2105/5/53
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Normalization procedure for array data as shown on Atlas Clontech membranes Figure 1
Normalization procedure for array data as shown on Atlas Clontech membranes. A. Histogram of averaged 
expression data from duplicated spots. B. Normality plot of A. C. Histogram of the trimmed data +/- 2SD about the mean. D. 
Histogram of the data after z transformation. E. Scatter plot showing the regression line for duplicated expressions (log trans-
formed) after normalization. F. Scatter plot of background genes exhibiting the normality of their profile with average of 0 and 
SD of 1.
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"Contamination" of the normally distributed additive noise with weak expressions on Micromax cDNA arrays Figure 2
"Contamination" of the normally distributed additive noise with weak expressions on Micromax cDNA arrays. 
A. Histogram of gene expression distribution. B. The variability of the gene expressions ratios on two arrays ordered by 
expression levels. C. Scatter plot of gene expressions used in the calculation of ratios in B with gene order preserved.
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correlated expressions was obtained by using an F-test as
follows. The "sliding window" procedure compared the
ratios of identical genes across two arrays. The two arrays
under comparison were sorted from low to high expres-
sion on one and the second's gene list was sorted to
match, maintaining parity. An F-test was carried out for
the ratios in the window selected gene expressions (10
lowest in sample one) compared with the ratios of the
remaining genes. When the window is sliding from low to
high expressions we obtain comparative characteristics of
ratio variability dependent upon expression level. There is
a definite border, when the null hypotheses can't be
rejected (Fig 2B), starting with some level of gene expres-
sion (equal to 1 in Fig. 2B) when we can see parameter
variation providing statistical evidence supporting the
appearance of the correlated gene sets. This relatively
sharp border in the p-value distribution (Fig. 2B) divides
the area of pure noncorrelated noise from noise "contam-
inated" with highly correlated gene expressions.
For this case, a new histogram is created by substituting
the right portion of the additive noise distribution with
the mirror reflection of the left portion. Curve fitting is
then applied to the new histogram, which is minimally
altered by the presence of weak expressions (Solid line in
Fig. 2A).
High quality fluorescently labeled microarrays
High quality arrays produce another type of problem for
localization of the additive noise distribution. The spots at
the noise floor are represented by a relatively small por-
tion of all spots (less then 10%) in these arrays, conse-
quently, their distribution is not as prominent as in the
previous examples when viewed in a histogram of all
spots (Fig. 3A). The automated iterative procedure for
selection of additive noise described Materials and Meth-
ods will not locate the additive noise distribution in this
case. It is necessary to perform a special preliminary step
intended to magnify the area of the additive noise distri-
bution and focus the iteration procedure to this area. In
these arrays, as in the previous described arrays, variability
in expression measurements will increase at or near addi-
tive noise levels. The F-test is able to select an area where
variation of gene expression ratios is statistically higher
when compared with the remaining gene expressions (Fig.
3B). The results of the F-test demonstrate the existence of
a sharp border between non-correlated noise and weak
gene expressions. This border is used to guide the identifi-
cation of the additive noise distribution in the area where
additive noise is presented by a very clear normal distribu-
tion minimally contaminated with the weak gene expres-
sions (Fig. 3C). Application of the iterative procedure to
this area leads to an unambiguous determination of the
additive noise parameters.
"Signal from noise" elicitation
With a clear delineation of additive noise parameters it is
possible to identify genes expressed distinctly from addi-
tive noise using recognized statistical criteria. Genes
expressed significantly higher than additive noise are eas-
ily identified by paired analysis. Genes with low level sig-
nals within additive noise can also be identified as
distinctive from additive noise due to their higher stability
(lower SD in replicated measurements). Discrimination
of expressed vs. nonexpressed genes is not based on an
arbitrary cutoff, but a Student-T test is performed to meas-
ure the probability that the gene expression belongs to the
normally distributed additive noise.
As shown in a representative sample of results, some
expressed genes have very low expression levels but high
stability (lower SD and a resulting low p value). Con-
versely, some highly expressed genes are not statistically
distinct from additive noise because their high variability
(higher SD and a resulting high p value).
Spatial stability of the additive noise distribution
To investigate the noise parameters stability across differ-
ent regions of the array, we carried out the usual proce-
dures for noise localization and normal distribution
fitting utilizing data from the total slide and its different
regions. The results that are presented in Fig. 4 demon-
strate that in spite of some variations in the noise distribu-
tions and its variable "contamination" with weak signals,
the estimated parameters demonstrate relative stability of
the additive noise in different regions within the slide.
Discussion
Normalization of cDNA microarray data is an obligatory
step during microarray experiments due to the relatively
frequent non-specific errors. Generally, normalization of
microarray data is based on the null hypothesis and vari-
ance model. In the gene expression model [4,8] at least
two types of noises are included. One is additive noise and
the other is multiplicative noise. Usually, background is
considered as additive noise and the variation between
the signal pixels is the representative of multiplicative
noise. However, as we demonstrated previously [10,11]
and in this article, the additive noise is present even after
subtraction of local background from signal (background
correction) and is product of hybridization below techno-
logical specificity. This additive noise can be observed as
isolated or partially overlapping normally distributed sig-
nals of low intensity spots. We would like to emphasize
the difference between discussing additive noise from
around spot local background intensities and additive
noise that can vary at different locations within the indi-
vidual chip [12]. The influence of these variations is
removed by the local background correction procedure,BMC Bioinformatics 2004, 5 http://www.biomedcentral.com/1471-2105/5/53
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Localization of additive noise through an F-test Figure 3
Localization of additive noise through an F-test. A. Histogram of gene expressions from a microarray experiment. B. P 
value distribution showing correlation of additive noise as determined by F test. A window of 20 genes was created to calculate 
the groups SD and further windows were created by shifting the index of the ordered SD's by one gene. For example: widow 
1 contains genes 1–20 and window 2 contains genes 2–21. As the expression level in these windows increases the SDs become 
correlated and a p-value threshold becomes apparent. C. Close up histogram of low intensity spots used as background. The 
Gaussian distribution can clearly be seen; furthermore, the right tail cutoff of the Gaussian distribution is at the expression 
level corresponds to the p value threshold for the ratio calculation in B.
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subsequently; resulting in additive noise that is relative
stable over different localizations on the slide (Fig. 4).
There are versatile distribution assumptions for the back-
ground and additive error term in the literature [13].
Rocke and Durbin [8] were the first to suggest using an
iterative procedure, similar to what is presented here, for
estimation of background parameters. The transformation
introduced independently by several research groups has
been called the Generalized Logarithm. More recently,
Rocke and Durbin demonstrated [14] that there are some
alternative log-transformations that produce approximate
variance stabilizing transformations for microarray data
that are nearly as good as the Generalized Logarithm. Sev-
eral authors searched variance-stabilizing transformations
for gene-expression microarray data [15,16]. It was dem-
onstrated that for data obtained after background extrac-
tion these transformations converge to a log-
transformation for relatively large expression levels. Our
results go further and demonstrate that the apparent devi-
ation of the additive noise distribution from normality is
produced by the presence of the weak signals overlapping
with the noise. These results enable the skewed distribu-
tion presented in Fig. 2 to be treated as a normally distrib-
uted additive noise distorted on its right side by the
presence of low but distinctive (reproducible) gene
expressions.
In this study, the influences of additive noise on the ratio
estimates and normalization procedures were investi-
Within slide stability of the additive noise Figure 4
Within slide stability of the additive noise. Localization of the additive noise distribution and estimation of the normal 
distribution parameters were carried out as described in Materials and Methods. Parameters for additive noise distribution 
(Mean/SD) were estimated from total data set (left histogram) and from each half or quarters (intermediate and right histo-
grams) of the slide.
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gated. As was clearly demonstrated, it is necessary to
exclude from comparisons the non-correlated weak
expressions with duplicated spots (two sets of expressions
for each gene) on the Clontech Atlas membrane. The ratio
variation was dramatically increased even for these identi-
cal expressions below some threshold corresponding to
the previously described determination of additive noise
[10]. This phenomenon represents a main obstacle for
data normalization and ratio estimates in microarrays [1].
We presented various methods for localization of additive
noise spots. The knowledge of these parameters enables
the exclusion of noncorrelated noise from the biased
adjustment of the compared profiles and also from ratio
estimations – an additional and very helpful characteristic
of comparative gene expression analysis.
In fact it is an ad hoc practice to eliminate weak spots on
microarrays before subsequent data analyses [3-5]. We
have demonstrated that additive noise can be used as an
important inner standard for data normalization and for
selection of weak signals statistically distinctive from non-
specific noise. In contrast to all previous attempts to
exclude the influence of additive noise by cutting off low
expressions, there are no meaningless low expressions in
our method, only expressions statistically distinctive or
not from additive noise: an important discrimination in
light of the special importance of regulatory genes which
are consistently expressed at low levels [7].
Methods
Microarray data
To demonstrate the applicability of the analysis presented
herein data has been analyzed from several distinct array
technologies. The first data set is from a previous publica-
tion in which liver tissue from Ames dwarf mice was
screened using BD Atlas™ arrays (Clontech, CA) [10].
These macroarrays are nylon membrane-based with 600
hundred mouse genes represented by cDNA clones spot-
ted in duplicate. The second data set was obtained from
human peripheral blood mononuclear cells from healthy
donors screened on Perkin-Elmer Micromax cDNA arrays.
These arrays are glass slide-based with 2,600 human genes
represented as cDNA clones. The third set of data was
obtained from human peripheral blood mononuclear
cells from healthy donors screened on in-house printed
genome-scale oligo-microarrays. These oligos are synthe-
sized by Qiagen/Operon and printed on Corning Ultra-
GAPS slides using a GeneMachines OmniGrid 100
microarray printer.
Outline of normalization and analysis procedures
Normalization for differences among experiments was
conducted using the procedure described in detail else-
where [10]. In brief, the procedure assumes that intensi-
ties corresponding to mRNA not expressed by the tissue
will be normally distributed and computes the mean and
SD of these nonexpressed genes using an iterative nonlin-
ear curve fitting procedure.
The next step is normalization of each expression profile
to its own additive noise, with selection of the genes
expressed above additive noise for subsequent adjustment
and comparison. For further analysis, data obtained after
normalization of each profile to own additive noise are
log-transformed with substitution of negative values by
the minimal logarithmic value obtained within positive
values.
Normalized profiles are adjusted to each other by means
of a robust regression analysis of genes expressed above
additive noise. All expression profiles of both control and
experimental groups are re-scaled to a common standard
– the averaged profile of the control group. This analysis
is based on the fact that majority of genes are presumably
equally expressed in compared samples. In the scatter
plot, genes with similar expression levels should be ran-
domly distributed around a line of equity with a small
portion of differentially expressed "outliers". Their contri-
bution in the regression analysis is down-weighted in an
iterative manner. Our procedure for exclusion of outliers
[10,11] is based on the selection of equally expressed
genes as a homogenous family of genes with normally dis-
tributed residuals (for log-transformed data with
exclusion weak expressions) measured as deviations from
the regression line calculated against the averaged profile.
Outliers are thereafter determined as having deviations
not associated with this normal distribution represented
by several hundred members.
The next step is identifying a set of similarly expressed
genes from the control samples, denoted "reference
group", composed of genes expressed above additive
noise with low variability of expression as determined by
an F-test, and whose residuals approximate a normal dis-
tribution, based on the Kolmogorov-Smirnov criterion.
Identification of genes differentially expressed in patients
vs. control group. These analyses include:
– Selection with a Student T-test for replicates using the
commonly accepted significance threshold of p < 0.05. It
employs the commonly accepted sensitivity level used in
biologic experiments, however a significant proportion of
these genes identified as differentially expressed will be
false positive determinations at this threshold level;
– An associative T-test in which the replicated residuals for
each gene of the experimental group are compared with
the entire set of residuals from the reference group defined
above. Null hypotheses are checked to see if gene expres-Publish with BioMed Central    and   every 
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sions in the experimental group presented as replicated
residuals (deviations from averaged control group profile)
are associated with the reference group. The significance
threshold is corrected to make improbable the appearance
of false positive determinations.
– Genes expressed distinctively from additive noise were
determined analytically by association of each replicated
gene expression with a normal distribution of additive
noise having average equal 0 and standard deviation
equal 1. Genes expressed distinctively from additive noise
in one group and not distinctive from additive noise in
another are selected as another example of differential
gene expression.
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