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ABSTRACT 
Overlapping samples appear in several fields of statistical applications. In a model 
of successive pairwise overlap we consider two parameter estimators for the expecta- 
tion of underlying random variables. The estimators are based on sample means 
having a tridiagonal covariance matrix. We are interested in the behavior of the 
relative efficiency as a function of certain problem parameters. Representations in 
terms of Chebyshev polynomials and some helpful relations lead to a monotonicity 
result which is then generalized to weighted sample means. 
1. INTRODUCTION 
The situation of overlapping samples appears in several fields of statistical 
applications, e.g. periodically repeated surveys [l], summary statistics based 
on information out of overlapping populations [2], clinical surveys such as 
periodical reexaminations, biological experiments, and industrial quality con- 
trol. Frequently we obtain the special structure of successive pairwise over- 
lap, which in particular arises when applying moving average methods [3]. 
Examples are measuring instruments in physics or medicine, which show 
means of a predefined fixed number n of successive measurements [4] 
(amplitudes of impulses, latencies, continuous recording of EEG or EMG 
signals). The means may be based on overlapping data. 
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We consider the following model of successive pairwise overlap of k 
samples (k > 2): Given N = kn - (k - 1) m independent random variables 
X Ir...,XN, n,mEN, n>2m, having expectation E(X,)=~C~E and vari- 
anceV(X,)=u’>O, iE {l,...,N}, wereferto 
{Xi:(j-l)(n-m)+lgi<jn-(j-l)m} 
as the jth sample, j E { 1,. . . , k }, with sample size n and overlap number m. 
We suppose the realizations of the sample means are available: 
y,:=i 
-(j -1)m 
c 
n i=(j-l)(n-m)+l 
Xi. 
Thus E( Yj) = ~1, and 
n_kxk 
The realizations of X 1,. . . , X, themselves are supposed to be not available, 
lost, too expensive to store, or of no specific interest. 
Based on the sample means, we consider two unbiased estimators for the 
parameter p which require a different amount of information. The least 
squares estimator jZopt to estimate p is given by [ 1 = (1,. . . , l)‘] 
1’Z-lY 
p =- 
opt l’z-‘l 
with variance 
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and it is the best linear unbiased estimator based on Y [5]. Via the criterion 
of relative efficiency, fiopt is compared with the arithmetic mean 
of Yi,..., Yk, where we need not know the overlap number m. 
Mallows and Vardi [6] considered a more general model of overlapping 
samples, and in case of pairwise overlap they derived the inequality 
We are interested in the behavior of this relative efficiency depending on k, 
n, and m. Therefore our aim is to represent this relative efficiency as a 
function of the problem parameters, to determine the disadvantage of apply- 
ing I;, instead of Popt. 
The sum of elements of Z _ ‘, i.e. l’Z-‘1, is expressed in terms of 
Chebyshev polynomials evaluated at n/2m [7, 81, and Chebyshev polynomi- 
als are the tool to prove our monotonicity result. In Section 2 we summarize 
the definition and some relations concerning these polynomials, which will be 
needed later on. 
Our main theorem, a monotonicity result, is stated in Section 3, and plots 
are given for illustration and in order to provide data in certain situations. 
The result can be generalized to weighted sample means (Section 4). 
2. CHEBYSHEV POLYNOMIALS 
DEFINITION 2.1. 
(a) The polynomials 
Ti(x)y XEW, iEN,, 
satisfying the recurrence relation 
T,+,(z) = 2xTi(z) -T-r(r), iEN, 
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starting with 
T,(x) = 1 and T,(X) =x, 
are called Chebyshev polynomials of the first kind. 
(b) The polynomials 
satisfying the recurrence relation 
q+,(x) = 2xq(x) -q_,(x), iEN, 
starting with 
V,(x) = 1 and U,(x) =2x 
are called Chebyshev polynomials of the second kind. 
LEMMA 2.2 [8-lo]. For Chebyshev polynomials T,(r), V,(x), x E [w, 
with indices i, j, r E N, (or E N) we have: 
6) Ti(X) = XV,_,(X) - q_JX), 
(ii) q(x) = i[q(x) - U,_,(x)], 
(iii) 2Ti(x)Tj(x) = T,+j(x)+ TliPj,(x), 
(iv) 2(x 
2-1)U,_~(X)‘j_~(X)=Ti+j(~>-T~i~j~(x)~ 
(v) 21).(x)uj~,(x)=~+j_,(x)-~-j_~(X), i > j, 
(vi) T(1) = 1, q(l) = i + 1, 
(vii) G(x) = [U,(x) - U,_l(r)l[U,(x)+ U,_I(x)], 
(VW uzr+l(X) = [ur+dx) - u,-dr)lU,(x> =[v,(x) - U,_,(x)][U,(r)+ 
v,+1(~>1 - 1 = - PAX>+ u,_,(~W,(X) - u,+,(x)]+ 1. 
In the following lemma we cite one of the final results from [8] giving a 
representation of the matrix sum 1’Z - ‘1. 
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THEOREM 2.3. Let the Chebyshev polynomials be evaluated at n/2m, 
i.e. U, := U,( n/2m), T, := T,( n/2m), r E NO. The sum of elements of Z ’ is 
given by (k >, 2): 
(i) k even: 
W,, + (k + WJk,2- 1 
n+2m uk,2 + uk,2p 1 
> 
(ii) k odd: 
kqk+,,,, +2qk-,,,2 - ck +‘2)qk-3),2 
n+2m U (k+ 1)/z - ‘(k-3),2 
Now the preliminaries are done, and we can prove our monotonicity 
result. 
3. MAIN RESULT 
In this section we describe the behavior of V( fi OPt)/ V( fi ,) with respect 
to the problem parameters k, n, and m. 
THEOREM 3.1. In the presence of successive pairwise overlap the relative 
efficient y 
v(iLpt> 
v(p==;f(a,k) 
m 
strictly decreases with respect to a := m/n E (0, f) for all k 2 3. 
Proof. Let k be even. Then 
v(fi.,J k2(2 + l/a) uk,2 + uk,2- 1 
---= 
%L> k/a+2(k-1) kUk,2+(k+2)Uk,2-1 
=: f(a,k) 
(Chebyshev polynomials evaluated at n/2m = 1/2a). 
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Let q’ := q’( 1/2a). Then 
- wk,2 + 4,2-l w&,2 +(k +wk,2-1) 
We have [lo] 
x [ - 24y4,2- 1 +2uk,2uk;2-1] = (*> < 0. 
U,‘(x) = 
(r -tl>Kl(4 - mv,(x> 
l-X2 
jxl#l, TEN. 
This formula and Lemma 2.2(iv), (viii) together imply 
Thus 
k 
= -~+~(u~-u,)= $(U, - k - 1). 
-1 
i(U,-k-l)<0 
Lemma 2.2(vii) 
* 
Wk,2 + h/2-1 > 
X [ a(2k - I)&,2 + (h - k - 1)Uk,2-1] 
>(k+l)[k+2(k_l)cx]. 
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Applying q(x) > i + 1, x > 1, i E N [9] to get 
U,+ + Uk,z_ 1’ k + 1, 
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and using the fact 
~k,2-1W’y) - Uk,,-10) 
Uk,2%2(1/24 - U,,,_,(l) ’ l’ 2a, 
we see that the above inequality holds true for k 2 4. 
Let k be odd. Then 
v( fro,, 1 k2(2 + l/a) T (k+ I)/2 PC 
WL) W+W- 1) J++,,,,+ qk4),2-qk-3),2 
=: f(a, k). 
Let T,’ := T,‘( 1/2a). Then 
* @‘&+l),e +qk-1),2 - qk-3)/2 P (k+l)/2 
x [(q-I),2 - U’ P (k-3)/2 (k+1)/2 
- (U(k-I),2 - qk-3),2&+1),2] 
=(**)<O 
Applying 
T,‘(x) = 
rT,-I(X) -M(r) 
1-x2 ’ 
1x1 + 1, TEN [lo] 
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and Lemma 2.2(v), we have 
k-l k-3 1 
-- 
2 qk4)/2 + 2 201 uck+/2 T(k+l),‘2 1 
-(~k-l)/,-L:kL3),2,~(~k-l,,2-&(k+~~,2) 
++(;-k-l]Uo] 
Thus 
(* *) = 2(kq,c+1),2 + qk-I),2 - qk-3),2)?k+1),2 
1 1 k 
+ii 2+- ( ii 
-+2(k-1) l-4o12 
(Y 01 
)( ’ )-‘f( ;-l)(Uk+k+l) 
Le~nrrra~~iii~~~l-~k(l;+~+~~)+Uk_Uk_I+U~- k+2;a-1)a(Uk+k+l) 
L.emna 2.2( i ) 
= 
+I- j$+k-+Uk+k+l) 
This inequality is valid for k > 3, and so the theorem is proved. 
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The relative efficiency V($,,,)/V(fi,) is representable as a function of 
(Y = m/n and the problem dimension k. This function turns out to be strictly 
decreasing with respect to (Y E [0, i]; i.e., the disadvantage of applying fi, 
instead of Port increases if m increases (n fixed). In case of strong overlap 
(i.e. (Y close to f) and small values of k, we find a remarkable disadvantage. 
So the plots in Figures 1 and 2 may be useful for determining the loss of 
efficiency in concrete situations. It is interesting to observe the different 
behavior for k odd and k even; e.g., for LY fixed there is no monotonicity in k. 
4. WEIGHTED MEANS 
We now introduce new indices for the elements of the jth sample, 
j E {I,..., k}, 
{Xi:(j-l)(n-m)+l~i~jn-(j-l)m}, 
namely, 
‘ji ‘= X(j-l)(n-m)+iy Jo {l,..., k}, in {l,..., rr}. 
Consider weights ~yi,. . . , (Y, > 0. The weighted sample means are defined by 
jE {L...,k}, 
with expectation E( Yy ) = p, and covariance matrix [Y w := (Yy, . . . , Yr)‘] 
u2 
cov(ytu) = (E;= pi)2 
-a b 0 
b a b 
0 b a 
. . . 
. . 0 
. . . 
. . 0 
. . b 
0 b a kxk 
n 
a := C a:, b:= f (~~a,_,,,+~. 
i=l i=l 
Here a and b take over the roles of n and m respectively in Section 3. 
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FIG. 1. Graphs of V(&,,)/V&) as a function of a := m/n for k = 
3,5,7 )..., 19,21. 
EXAMPLE. In the presence of a measuring instrument with inaccuracies 
at the beginning and at the end of each recording, it may be reasonable to 
assign lower weights for those realizations, e.g. 
1 1 
a1 = ff, = 2(n_l), +2= ... =Ll=~. 
Hence ~=(n--l)~~(n-$ b=(n-1)-2(m-1). 
Observing that a - 2b > 0, we infer the regularity of 1, [ll]. NOW 
a = 2b holds iff n = 2m, and q = (Y,,,+~, i E {l,..., m}. 
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FIG. 2. Graphs of V(&,t)/V(Fm) as a function of (Y := m/n for k = 
4,6,8,.. .,20,22. 
In the case of weighted sample means the variances of our estimators p&t 
and fi”, turn out to be 
a2 1 
V(%t )= (~;clai)2 l’Z,‘l ’ 
02 ka +2(k - 1)b 
v(iCQ = G @;_)2 . 
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Hence 
v( F&t ) k2 -= 
V(F9 1’2,ll[ka+2(k-l)b] . 
This term corresponds to V( fi,,,)/V($,) in Section 3, if we exchange 2; r 
and C-‘, a and n, and b and m. The variables n and m are not essential to 
the proof of Theorem 3.1 (except in the argument of n/2m of Chebyshev 
polynomials satisfying n/2m > 1; but this inequality remains valid for a and 
b: a/2b > 1). Therefore we can state a generalization of Theorem 3.1 for 
weighted sample means. 
THEOREM 4.1. Given the above situation of successive pairwise overlap, 
and weighted sample means 
jg {l,...,k}, 
the relative efficiency 
strictly decreases with respect to a := b/a E [0, i] for all k >, 3. 
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