Abstract
Introduction
Data mining is the process of discovering previously unknown and potentially interesting patterns in large datasets (Piatetsky-Shapiro and Frawley 1991) . The 'mined' information is typically represented as a model of the semantic structure of the dataset, where the model may be used on new data for prediction or classification (Cunningham and Holmes 1999) . Data mining, also termed as knowledge discovery, is the process of analyzing data from different perspective and summarizing it into valuable or non-trivial information. This information can be used for variety of purposes-research, cost cuts and revenue, future forecasting or prediction and so on. Data mining applications serve as a fraction of a number of analytical tools for analyzing data. The data can be analyzed from many different dimensions, categorized & summarized the relationships identified. Technically, data mining simply is the process of finding correlation or patterns among dozen of field in large RDBMS (Ansar 2010 
Review of literature
A number of studies have been carried out on the application of data mining techniques for agricultural data sets. For example, Ibrahim (1999) on a sample data set applied six classification algorithms to 59 data sets and then six clustering algorithms were subsequently applied to the data generated. The results were studied and the patterns and properties of the clusters were formed to provide a basis for the research. The research provided a comparison of performance for the 6 classification algorithms set to the default parameter settings. It can be concluded that a large investigation is required which uses more data sets and data set characteristics.
Georg Rub (2008) showed that support vector regression can serve as a better reference model for yield prediction. It is computationally less demanding, at least as understandable as the hitherto multi-layer perception and, most importantly, produces better yield predictions. The results also show that model parameters which have been established on one data set can be carried over to different (but similar with respect to the attributes) data sets. Data mining is widely applied to agricultural problems. For instance, the prediction of wine fermentation can be performed by using k-means approach (Pardalos et al. 2009 ) and a technique for classification based on the concept of biclustering (Mucherino and Urtubia 2010) . Note that these works are different from the ones where a classification of different kinds of wine is performed. The data mining technique can also be used for estimating soil water parameters. Apples and other fruits are widely analyzed in agriculture before marketing. Apples running in conveyors can be checked by humans and the bad apples (the ones presenting defects) (Pardalos et al., 2009 ).
Regression technique
Regression is a data mining (machine learning) technique used to fit an equation to a dataset. The simplest form of regression, linear regression, uses the formula of a straight line (y = mx + b) and determines the appropriate values for m and b to predict the value of y based upon a given value of x. Advanced techniques, such as multiple regression, allow the use of more than one input variable and allow for the fitting of more complex models, such as a quadratic equation (chaple 2011). Regression technique can be used in agriculture. Osman and et al. (1997) reported the results of a regression analysis of the relationship between energy use and agricultural productivity. The study was based on the analysis of the yearbook data for the period 1971-2003. The study investigated the impacts of energy use on productivity of Turkey's agriculture. Mai and et al. (2006) showed regression technique can predict real demand water in Indian agriculture. A major task in agriculture production is water and fertilizer management. Deficit application, however, may limit the growth of crop. This paper discusses a process model for analyzing data and describes the support that SPSS provides for this model. SPSS-based analysis and application construction process is illustrated through a case study in the agricultural domain-ornamental plants.
Methodologies

Location of study
The study was conducted in Kish Island which is located in the Persian Gulf on the mainland Iran. The island in the geographic coordinates 53 degrees 53 minutes to 54 degrees 3 minutes east of the Greenwich meridian and 26 degrees 34 minutes north latitude, respectively. Island weather is hot and humid, and the average annual temperature is 27 degrees Celsius. Four different regions of Kish Island were selected to do the experiment. They were Sanae, Sadaf, Pavion and Saffein.
Data collection
Data were collected from different ornamental plants which are in selected regions. The ornamental plants included Nerium oleander, Tecoma stans, Thevetia nerrifolia and Delonix regia. The data were related to growth factors such as number of flowers, florets, leaves, duration of flowering, leaf area, chlorophyll and proline contents, fresh and dry weight of leaves.
3 Data mining process
The data mining process was conducted with regression and clustering techniques on dataset.
3.1 Application of regression
Regression analysis states the relation between some independent variables and one dependant variable in order to predict the variation of dependant variables through independent variables. It also determines the portion of each independent variable in variation of depended variable (Mehralizade, 2007) . This research showed the effect of chlorophyll content on the number of flowers.
Result
The regression equation for effect of chlorophyll content on the number of flowers is : X1=0.147118 + 0.173162V (eq.1) X1 is number of flowers and V is chlorophyll content. There is prediction interval (months) for equation 1,Which is predicted for duration of flowering by rising chlorophyll content ,Also it has confidence interval(months). 6 Discussion and conclusion
The collection of information and data has increased with the advent of new computing technology, but establishing patterns within this data has become more difficult and requires new approaches and tools if it is to be undertaken. The advent of this problem has provided an opportunity from which data analysis has started to take over from current methods. Furthermore, this technology has reduced the time taken to undertake data analysis and increased automation of the process (Armstrong et. al. 2004 ). Since, a great deal of data was collected in this research some effective outcome gained. As table 1 illustrated growth factors were in four clusters. These clusters varied independently, for instance, proline variation which was in cluster 4 didn't affect any other growth factors. This result can be related to the amount of carbohydrate which made by chlorophyll. Fakir et al. (2011) also used regression to estimate leaf number currently held on the plant and degree of leaf sheding occurred was carried out in two Cassava (Manihot esculenta) morphotypes (Philippine and Nagra) at Mymensingh (24°75´N 90°50´E). Four linear regression Models were developed for estimating leaf number from length of main stem and primary branch.
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