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Editorial
Wie auf dem Titelblatt ausgewiesen, erscheint Biometrie und Informatik in Medizin und
Biologie mit dem vorliegenden Heft l/1992 erstmals zugleich als offizielles Organ der
Deutschen Gesellschaft für Medizinische Informatik, Biometrie und Epidemiologie -
GMDS. Dies wurde vom Präsidium der GMDS 1991 mit Zustimmung der Mitgliederver-
sammlung beschlossen und bedeutet für die Zeitschrift Kontinuität und Weiterentwick-
lung zugleich: Kontinuität, indem Schriftleitung, Herausgeber und Wissenschaftlicher
Beirat weiterhin bemüht sein werden, die wissenschaftliche Qualität der publizierten
Beiträge auf dem erreichten Niveau zu erhalten und womöglich noch zu steigern. Ent-
wicklung, indem die inhaltliche Thematik auf den Bereich der Epidemiologie ausge-
dehnt wird und der Leserkreis sich auf alle GMDS-Mitglieder erweitert, die ab jetzt ihre
persönlichen Zeitschriftenexemplare zugestellt bekommen.
Im einzelnen ist zur thematischen Ausrichtung unserer Zeitschrift festzuhalten, daß der
Schwerpunkt weiterhin bei methodischen Entwicklungen der einzelnen Wissenschafts-
gebiete liegen wird und daß der Anwendungsbezug der einzelnen Beiträge vor allem der
Veranschaulichung und der Verdeutlichung praktischer Relevanz dienen soll. For-
schungsbeiträge mit einem Schwerpunkt bei fachinhaltlichen Ergebnissen des Anwen-
dungsbereichs, zum Beispiel Darstellungen neuer wissenschaftlicher, medizinischer oder
veterinärmedizinischer Ergebnisse, die unter Einsatz methodischer Standardverfahren
gewonnen wurden, sollten nicht hier, sondern in entsprechend thematisch ausgerichte-
ten Fachzeitschriften publiziert werden. Von diesem Grundkonzept können sich im Ein-
zelfall begründete Abweichungen ergeben, zum Beispiel im besonderen für den Bereich
der Epidemiologie, für den die Möglichkeit einer angemessenen Plazierung hochrangi-
ger, deutschsprachiger Publikationen zur Zeit relativ begrenzt ist.
Die Ausweitung der Leserschaft eröffnet nach unserer Auffassung verschiedene positive
Perspektiven: Wir hoffen zunächst, daß es die GMDS-Mitglieder als Gewinn betrachten,
künftig persönliche Exemplare der Zeitschrift zu besitzen, die bisher den Einzelnen
überwiegend nur aus Bibliotheken zugänglich war. Die gestiegene Verbreitung könnte
ferner auch einen größeren Anreiz dafür bilden, Manuskripte zur Veröffentlichung ein-
zureichen, da die Gewißheit besteht, hiermit praktisch alle auf dem gleichen Gebiet in
Deutschland arbeitenden Fachkollegen unmittelbar zu erreichen. Für eine möglichst
rasche Publikation eingereichter Beiträge - heutzutage für viele Wissenschaftler ein
zunehmendes Problem - wollen sich Schriftleitung und Herausgeber engagiert einset-
zen, ohne Abstriche an der Qualität des Begutachtungsverfahrens zu machen. Um hier-
für die erforderliche Arbeitskapazität zu vergrößern und dem erweiterten inhaltlichen
Spektrum, das nunmehr die wissenschaftlichen Aktivitäten der GMDS-Mitglieder insge-
samt widerspiegelt, Rechnung zu tragen, wurden Schriftleitung, Herausgeberkreis und
Wissenschaftlicher Beirat personell ergänzt.
Durch die vergrößerte Leserschaft wird nach unserer Auffassung für Firmen, die einen
unmittelbaren oder indirekten Kontakt zu unserer wissenschaftlichen Arbeit haben,
sowie für Fachverlage der Anreiz dafür wachsen, die Zeitschrift für eine Zielgruppen-
orientierte Werbung ohne Streuverluste zu nutzen. Hiermit verbundene Einnahmen sol-
len vorrangig zu einer für die Zeitschriftenbezieher kostenneutralen Steigerung des
Heftumfangs genutzt werden.
Uber die damit mittelfristig projizierte Zunahme des Umfangs hinaus soll das äußere
Erscheinungsbild der Zeitschrift im wesentlichen unverändert bleiben. Es erscheint uns
wichtig, weiterhin ein deutschsprachiges Publikationsorgan für wissenschaftlich
anspruchsvolle Arbeiten aus denberührten Fachgebieten anbieten zu können. Es ist
daran gedacht, ständige Rubriken, wie Buchbesprechungen und Veranstaltungsankündi-
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gungen, systematisch auszubauen und durch andere Beiträge zu ergänzen, zum Beispiel
durch regelmäßige Softwarebewertungen. Weiterhin ist daran gedacht, Sonderhefte zu
wissenschaftlichen Schwerpunktthemen herauszugeben, zum Beispiel auch als begut-
achtete Proceedings von Veranstaltungen der GMDS, die sich aus der neuen Fachstruk-
tur der Fachgesellschaft ergeben.
An eine breite Öffentlichkeit gerichtete, of¿zielle Verlautbarungen der GMDS, die bis-
her in einer separaten Schriftenreihe erschienen sind, werden aktuell in den redaktionel-
len Teil der Zeitschrift eingebunden, wie dies bereits in Heft 4/1991 mit den GMDS-
Empfehlungen für die Ausbildung in Medizinischer Informatik sowie im vorliegenden
Heft mit den Richtlinien für die Vergabe des Zertifikats ›>Epidemio1ogie<< der Fall war.
Sonderdrucke dieser Publikationen werden als Fortführung der bisherigen GMDS-
Schriftenreihe erstellt und können über die GMDS-Geschäftsstelle bezogen werden.
Der wissenschaftliche und redaktionelle Teil der Zeitschrift wird schließlich noch
ergänzt um eine Einlage für die GMDS-Mitglieder, die mit aktuellen Informationen an
die Stelle der bisherigen ››GMDS-Mitteilungen<< tritt. Da diese Mitteilungen gelegentlich
an zeitliche Randbedingungen geknüpft sind - wie zum Beispiel im vorliegenden Heft
die Aufforderung zur Benennung von Kandidaten für die anstehenden Wahlen - werden
die einzelnen Hefte der Zeitschrift künftig zu fest de¿nierten Zeitpunkten erscheinen.
Wir hoffen, daß die vorstehend aufgezeigten Perspektiven der Kontinuität und Weiter-
entwicklung unserer Zeitschrift auf das Interesse der nunmehr vergrößerten Leserschaft
stoßen. Für Anregungen und kritische Kommentare sind wir ebenso dankbar wie für die
Einreichung attraktiver Manuskripte, die die entscheidende Grundlage für die künftige
Entwicklung bilden.
H. Geidel, W. van Eimeren, W. Lehmacher, J. Vollmar - Schriftleitung
J. Michaelis - Präsident der GMDS
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The Choice of Sequential Boundaries Based
on the Concept of Power Spending
P.Bauer
Summary 4
lt is suggested to choose discrete sequential boundaries for a given overall level oc on the
basis of the rate at which the power is spent over the inspection times. Three concepts are
considered: Spending the power at a constant rate, proportional to the square root of the
accumulated sample size and proportional to the accumulated sample size. Concrete two and
three stage plans are calculated under the assumption of normally distributed test statistics
with known variance. The impact of the three concepts on bias of the “classical ” estimate is
investigated.
Zusammenfassung:
Es wird vorgeschlagen, diskrete sequentielle Entscheidungsgrenzen für ein vorgegebenes glo-
bales Signifikanzniveau ot danach auszuwählen, wie die Mdchtigkeit des Tests in den Aus-
wertungszeitpunkten ››verbraucht« wird. Drei Strategien werden betrachtet: die Mdchtigkeit
wird zu gleichen Teilen in den Auswertungszeitpunkten verbraucht, proportional zur Wurzel
aus dem kumulierten Stichprobenumfang und proportional zum kumulierten Stichprobenum-
fang. Konkrete Zwei- und Dreistufenpldne werden unter der Annahme normalverteilter Test-
statistiken (mit bekannter Varianz) berechnet. Schließlich wird der Einfluß der drei Strategien
aufdas Ausmaß der Verzerrung des ››klassischen« Mittelwertschätzers untersucht.
1. Introduction
Sequential strategies for clinical trials are a source of controversial argumentation. Ques-
tions on how often one should look at the accumulating data, which methods should be
used for analysis and if special analyses are necessary at all (to account for the particular
way of sampling) have answers widely diverging between methodological Schools. The
simplest solution, the use of BAYESIAN arguments, seems to avoid most of the
unpleasant inferential problems we encounter by looking at sequential trials in frequen-
tist”s terms. However, it also seems to shift and focus the problems into the suitable
choice of a priori assumptions. The way this problem is treated by FREEDMAN & SPIE-
GELHALTER (1989) based on a method due to CORNFIELD (1966) for decisions on hypothe-
ses is not fully convincing: If very little is known about the treatment before the trial the
decision rule will be similar to that arising from repeated significance testing always
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applying the full signi¿cance level ot at the different inspection times (which in the fre-
quentist sense can exaggerate type-I error in a substantial way). If much information is
available (many patients have already been treated before the trial) then the choice of a
symmetric prior around the null hypothesis of equal ef¿cacy between the treatments to
be compared is mathematically convenient but unrealistic. If many patients have been
treated in the past it is likely that then the treatment has already shown at least a positive
tendency. Otherwise one would presumably have stopped experimentation sooner.
When choosing such a symmetric prior distribution, however, the decision boundaries
will become wider and the future trials will tend to be larger, the larger the information
available. Clearly this is no intrinsic methodological problem, since one could use a dif-
ferent prior which might be more appropriate in that situation. However, the way of how
past evidence will be included into the Bayesian framework for the analysis of future stu-
dies will be of decisive inÀuence on the resulting methods, which seems to complicate
things practically although making them more easy theoretically.
But on the other hand looking at the frequentists repertoire for designing and analyzing
sequential experiments there is a disturbing variety of concepts. This variety is caused
also by the lack of mathematically “optimal” procedures, even for simple situations as
the comparison of the means of two normal populations with unknown common vari-
ance. Concise optimality results are rather theoretical (WALD & WoLEoW1Tz, 1948;
ANDERSON, 1960; LERCHE, 1984) and in general do not apply for the statistical models and
practical needs in a clinical trial. Even if at least approximate results are available, there
is a variety of optimality criteria at choice, which may lead to quite different designs.
Sequential clinical trials as they are presently run for decisions between hypotheses have
some common features (if we put aside the important question of estimation):
1. A maximum sample size is fixed in advance.
2. The samples are taken stage by stage, where the stages are not always de¿ned by a
preassigned group size but also in terms of calendar times.
3. A rule is fixed according to which decisions are taken.
Two concepts are most frequently used. The general triangular test (WHITEHEAD, 1983) is
a generalization of a proposal by ANDERSON (1960). It has originally been constructed for
strictly sequential sampling under the assumption of normal distributions and has been
adapted to grouped sampling by boundary overshoot corrections. The repeated signi¿-
cance test (ARMITAGE, McPHERsoN & RoWE, 1969) which has in various ways been modi-
fied to grouped sampling (Pococx, 1977; O°BR1EN & FLEMING, 1979; DEMETS & WARE,
1980; FLEMING, HARRINGTON & O”BR1EN, 1984). The case of repeated signi¿cance testing
with random group sizes has been considered by LAN & DEMETS (1983), c.f. also BAUER
(1986a).
One way of describing the characteristics of sequential decision boundaries in frequen-
tist”s terms is by means of the rate at which the signi¿cance level is actually spent over
the inspection times (SLUD & WE1, 1982; LAN & DEMETS, 1983). Pocociös method of
using the same local level at all inspection times leads to a decreasing proportion of the
signi¿cance level actually spent with increasing inspection times. O”BR1EN & FLEMINGE
method on the other hand provides an increasing rate of signi¿cance spending.
To the author°s opinion the more natural way of looking at the characteristics of discrete
boundaries, however, seems to be in terms of the rate the power is actually spent over
the inspection times. With PoCocK°.-, boundaries, a relatively high proportion of the
power is spent at early inspections, with O”BR1EN & FLEM1NG”s method only a small pro-
portion is spent in the beginning. The latter approach tries to avoid too frequent early
positive decisions, when the trial is still in a “learing phase”. Such early positive decision
relying on a small sample size are taken only if an overwhelming difference between the
treatments has evolved.
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This paper tries to derive discrete decision boundaries directly based on a preassigned
rate of spending the power over the inspection times. This intended rate of spending the
power may well depend on the scienti¿c context. In early trials on a particular medical
question one may prefer an increasing rate of power spending, in order to base a positive
decision on a suitably large number of sample units. In further trials on that question
one may tend to accept also early positive results and hence using e. g. a constant or even
decreasing rate of power spending. Also for the sequential elimination of inferior treat-
ments based on simultaneous pairwise sequential tests between treatments (BAUER,
1989a) one might be interested in rather early decisions.
The sequential designs derived will include only few inspection times, since to the
author”s opinion the first inspection should not be performed before a substantial pro-
portion of the maximum sample size has been investigated and frequent inspections
should be avoided because of practical monitoring and motivation problems. E.g., in pla-
cebo controlled trials the knowledge about the performance of several “unsuccessfull”
inspections may have psychological impact on the further recruitment policy. Of course
there might be exceptions, e. g. in dose finding studies for therapies with severe toxicity,
where frequent inspections are intended because of safety reasons.
2. The formulation of the problem
Let us assume that the data are described by a distribution law labeled by the (scalar)
parameter <9 and some nuisance parameters. The null hypothesis to be tested repeatedly
at k inspection times without loss of generality is given by
H0 2 <9 = 0
against
H1 : 6 #0.
The arguments below hold, with slight modifications also for the one sided formulation
of the null hypothesis. In principle they can be modified also for tests which additionally
to the rejection of the one sided null hypothesis allow early stopping with the decision
“no relevant difference exists” (e. g. FREEDMAN, LowE & MACASKILL, 1984).
Let l§-, j = 1,. . ., k, denote the test statistics at the respective k inspection times. Let for
all j the distribution of the test statistics tend to larger values for increasing 6'. Reason-
able critical regions then would be of the form
:RJ'_ U I (_` 00, U OO).
A typical example of such a situation would be the repeated test for comparing the
means of two normal populations, the unknown common variance 02 being the only
nuisance parameter.
For simplicity of argumentation let us further assume that the k test statistics follow a
continuous distribution, under H0 not depending on the unknown nuisance parameters.
A repeated signi¿cance test of level a then ful¿lls
D»Probg=0 1 E El) =l-ot, (1)
ji
Biometrie und Informatik in Medizin und Biologie 1/1992
6 BAUER, The Choice of Sequential Boundaries
where RJ- is the complement of the critical region at inspection time j. The nominal local
level at inspection timej then is given by
aj = Probe =o (Y) 6 Rj), (2)
where the probability is calculated over the “fixed sample size” distribution of I§-.
The level actually spent locally by inspection time j, however, is given by (c.f. SLUD &
WE1, 1982)
J-1 _ *







is a discrete analogy to the signi¿cance spending function introduced by LAN & DEMETS
(1983). A straightforward generalization can be introduced by looking at the power which
is spent locally at inspection timej given that the true parameter value is 6:
.i~1 ___ _
1Yj(6')=Probg ((11 (Y) 6 Ri) Eišf,f}>,j=2,..., k,
Ii\ (6)
Ü1(l9) =Prob9 (1/1 E R1). _
If there are nuisance parameters it is assumed that 6 is defined properly as a function of
these parameters (e.g. expressing the difference of treatment means in units of the com-
mon unknown standard deviation) in order to get a distribution of the test statistics
which is completely specified under the alternative.
The global power of the procedure is given by
kr¶@=§m@. . mF
Clearly H,-(0) = aiif. Note that the power which is really of interest usually does not
include directional errors of decisions, i.e. if <9 > 0( < 0) in formula (6) one should rea-
sonably use Rf (RJ-_) at the stopping time, thereby getting Hf(6) (H,-_ (8)). If we know the
HJ-(<9), j = 1,. . _ , k, we know the distribution of stopping times, and, e. g., the expected
total sample size given the true parameter value <9 can be easily determined from
k-1 k-I
E8(N) =Z;Üj(Ü)~nÜ)+ <1-Z;Üj(l9)5 n(k). (8)
J J
Here nf/7, j = 1,...,k, denotes the total sample size accumulated at inspection time
j= 1,. . _, k respectively. The first summand on the right side of equation (8) refers to the
situation of stopping before the last inspection time, the second to reaching the maxi-
mum sample size.
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Given that the correct rejection has taken place, the average sample number to achieve
this correct decision for <9 > 0 is
_ _ 1 ff .E9 (N | correct rejection) = í:6†(-9; HJ†(8) - n(/Ä (9)
J:
-MsS.Here 1 - ,ß+(6) = 0) is the probability for a directionally correct rejection of thenull hypothesis. =K..
3. Derivation of critical limits for the comparison of two normal populations
based on the rate of power spending
There are some interesting questions arising from the previous formulation: E. g. can we
derive critical limits, when the global level a, the parameter <9 > 0, the sample sizes at
the inspection times and the rate of spending the power over the inspection times
k
13-=17f“(Ø)/(1-ß+(<9)),j= 1,..., k, ZV,-=],
j=1
are given? Note that in this context the rates ry, j = 1, _ _ _, k, are fixed independently of
the value 6 actually chosen under the alternative hypothesis.
Another question could be to derive critical limits and determine the necessary sample
size, given the global level ot, the parameter 6' > 0, and the power Hf(19), j = 1, _ _ _, k, to
be spent locally, a.s.o.
To get some insight in the structure of the problem we deal further on with the first
question. For that purpose we consider (as it is usually done for that sort of investiga-
tions) the simple case of the comparison of the means of two normally distributed popu-
lations with equal (known) variance and means μi and μ2 respectively, where 8 = A =
μg - μi. Symmetrie boundaries aj = - bj, bj > 0, j = 1, _ . _ , k, are assumed.
The iterative nuınerical solution of the problem can be found in the following way:
Choose a starting value for the (guessed) probability 1 - ß* (l9); then,
i. the power to be spent locally is calculated by H_,†(l9) = rl-(1 - ,ß+(6)), j = 1,. _ _ , k,
ii. the b1,_ _ _, bk, are subsequently interpolated from equation (6) for j = 1, _ _ _, k respec-
tively,
iii. based on these values b1,. _ _, bi, the global level a is calculated by the solution of the
integral at the left side of equation (1),
iv. the steps i., ii. and iii. are repeated for suitably iterated values of the global power
1 - ß+ (<9) until equation (1) is fulfilled.
Similar algorithms can be de¿ned for other questions one of which has been mentioned
above.
Table 1 and 2 give the results for two and three inspections with equal sample sizes per
group and treatment. This means that if nl” denotes the accumulated sample size at
inspection time j under treatment l = 1,2, then nf” = nf) = j - nf” and nf” = nf” + nf),
/`= 1, _ _ _ , k. Table 3 refers to the situation of three inspections, starting at half of the total
sample and performing an additional look at the results after three quarter of the total
size has been investigated. The accumulated sample sizes per treatment, however, are
assumed to be the same at the respective inspection times (n10) = nf), for all j). The itera-
tion program applied uses multiple integrations based on the NEWTON-COTES-for-
mula of ¿fth order. The accuracy of the calculations is suf¿ciently higher than to the
digits given in the table.
Three functions for spending the power are considered:
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1. The power spent locally is constant over the inspection times, rj = c = à ,j = 1, _ _ _ , k.
2. The power spent locally is proportional to the inverse of the “classical” standard devia-
tion of the estimated effect size,
„cı›,„cf›
'ä'=C nl +n2
3. The power spent locally is proportional to the inverse of the classical variance of the
estimated effect size,
ru _ C n1(/) 7120)
These three choices characterize different strategies being arbitrary to some extent, since
there is no justi¿cation in terms of mathematical optimality. But it has to be mentioned
that most of the types of signi¿cance spending functions put forward in the literature are
arbitraıy too (HWANG, SHIH & CAN1, 1990). Moreover existing optimality results may not
be reasonable in practice. E.g., PoCoCK (1982) applying the same distributional assump-
tions as in this paper, investigated group sequential designs with balanced groups and
equidistant inspection times. For large values of the power he found the interesting
result, that using constant signi¿cance levels at five inspection times provides minimum
expected sample sizes under the respective alternative. However, the minimum is very
Àat indeed, and the price to be paid in terms of the maximum sample size to be applied
for achieving the required power is rather high (for two stage plans see BAUER, 1986b).
Accounting for the fact that a high proportion of clinical trials ends with no rejection of
the null hypothesis at the maximum sample size, it is very doubtful if the investigators
are keen on paying this price.
Comparing the results for the three different approaches we have to look separately at
the situation with two or three inspections. In case of two inspections for the considered
range in power none of the three power spending concepts leads to decreasing nominal
signi¿cance levels (table 1). Only for a small 1 - ßf power and constant power spending
(first line of table 1) the nominal signi¿cance levels are equal so that constant critical
limits according to PocoCK (1977) arise. This means, that for a reasonable power larger
0.6 the critical limits will be decreasing for increasing inspection times. Quite clearly pro-
portional power spending (rj = c ~ j) will require very wide decision boundaries at the ¿rst
inspection two thirds of the power will be spent at the end.
For three equidistant inspection times in terms of sample size (table 2) constant power
spending leads to nonmonotonic critical limits for all the cases considered. Starting with
narrow limits, and at the second inspection time the critical limit to be applied increases
at the third inspection it will become narrow again. For low powers the critical limit at
the end will still be wider than at the first inspection time. This behaviour corresponds
to the fact that for constant critical limits the power locally spent is nonmonotonic too,
achieving a maximum at th'e second inspection time. Obviously, selecting critical limits
based on a constant power spending function does not make sense for more than two
inspection times because of the nonintuitive, nonmonotonic behaviour of the critical
limits.
More reasonable designs arise from the second concept of spending the power propor-
tional to the square root of the total amount of patients accumulating up to the respec-
tive inspection time. Roughly speaking this concept leads to fairly constant critical limits
before the last inspection time (a1 fs« ag) in combination with an increase of the nominal
level at the last inspection (a3 > ag). It is worth noting that in this case the signi¿cance
level actually spent locally is smallest at the second inspection time (table 2).
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Table 1. Two stage plans for an overall signi¿cance level a = 0.05 (two sided) depending on the dif-
ference in means A = μ, - μ , the total sample size at the last inspection time nf” = nf) + nf)
(assuming nf) = n§1,) nf) = nfl = 2n§”) and different functions for the rate rj at which the power is
spent locally over the increasing inspection times. The columns aj, j = 1,2, give the nominal levels
to be applied the columns af, j = 1,2, the levels actually spent at the inspection times, and 1 - ßt
the overall power for a directionally correct rejection.
A1/HQ) (Z1(=(Zf) (Z2 Q2* 1-ß+
3294 " 3294 " 3206 3.581
4.6 " 3214 ° 3368 " 3286 3
" 3144 " 3423 " 3356 3
3.0274 3 3313 " 3226 3
5.0 3.0191 " 3387 " 3309 3.681
3.0123 " 3437 3.0377 3.693
3.0247 3.0338 " 3253 3.736
5.4 " 3164 " 3407 " 3336 3
" 3101 " 3451 " 3399 3
" 3214 " 3367 " 3286 3
5.8 " 3135 ° 3428 " 3365 3.815
" 3080 ° 3464 " 0420 3.821
" 3178 ° 0397 " 0322 3.858
6.2 3.0107 " 0448 " 0393 3 866
" 3060 " 0475 " 0440 3 870
° 3140 " 0425 " 0360 3 902
6.6 " 3080 " 0464 " 0420 3.906
° 3044 " 0484 3 0456 3.908
° 3105 " 3449 " 3395 3.934
7.0 3.0058 10477 10442 3
3.0030 ~ 10490 10470 3
" 3076 10467 3.0424 3.957
7.4 ° 3040 10486 10460 3
" 3020 10494 10480 3.959
° 3052 10480 3.0448 3.973
7.8 3.0027 10492 10473 ° 974
3.0013 10497 10487 3.974P3Ö((Ü(3(ÜQ(Ö(3(x¿\.\.`_\.`_\.`_\ ` A C::AA <C:K1A (A:Cf :AA C:( °
:A(EA( (A(A((A)
ç::(ç:(:(:(A::
._...__. __ (__ (_
«:P<:C:«Lc<:«::r«F<1:gi:5
;_.... __ (___
A (:A (AA (AA (AA (AAA (A(AA
\O\ OO\ION'\`Q/1UJ(J3O\K/`ı'\t-O^O]UJl\.)I-\^]UJ
A)
If the power spent actually at the inspection time increases linearly with sample size now
for a power up to 0.9 also the signi¿cance level actually spent in the inspection times is
increasing. For a power of 0.818 (A 1/nA) = 5.8) the nominal levels to be used at the ¿rst
inspection is 0.0056, at the second is 0.0082 leaving nearly the full level (0.0448) for the
last inspection time. The levels actually spent are 0.0056, 0.0067 and 0.0377. So the levels
spent at the ¿rst two inspection times are small and nearly equal, which makes this plan
similar to one which one would get from the concept of FLEMING, HARRINGTON &
O°BR1EN (1984). They suggested applying the same small level which will be spent at the
¿rst k - 1 inspection time respectively, all the rest of the level being concentrated in the
final analysis. In a general sense the plans with proportional power spending for a large
overall power are along the lines of a proposal by HAYBITTLE (1972), who suggested to
use constant small nominal a-values at the ¿rst k - 1 inspection points and using nearly
the full level at the end.
The three stage plans starting inspection at half of the maximum sample size (table 3)
provides converging critical limits and increasing levels actually spent at the three
inspection times for all the three concepts of power spending.
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Table 2. Three stage plans for an overall signi¿cance level a = 0.05 (two sided) depending on the
difference in means A = μ, - μl, the total sample size at the last inspection time nf” = nf) + nf)
(assuming nf) = j = 1, _ _ _ , 3, ny) = j - nff 1 = 1, 2) and different functions for the rate rj at which
the power is spent locally over the increasing inspection times. The columns a,-, j = 1, 2, 3, give the
nominal levels to be applied, the columns af, j = 1, 2, 3, the levels actually spent at the inspection
times, and 1 - ,ßt the overall power for a directionally correct rejection.















































































































































































































Given that the correct rejection of the null hypotheses has occured for the cases in
tablel the conditional expected sample size is 0.75 n(2), 0.793 nm and 0.833 n(2) for the
three spending functions respectively. For table 2 these numbers are 0.667 n(3), 0.716 n(3)
and 0.778 n(3). Hence in particular for three inspections there is a considerable saving in
patient numbers even for the case with the :power to be spent being proportional to the
stage j. The fixed sample size test in a situation based on an alternative A1/IW = 5.8,
where n is the total sample size in both groups (assumed to be of same size), would pro-
vide an overall power of 0.826. Infact the price one would pay in this situation for the
sequential design (with Ü = c ~ j) would be small. E.g. the two stage plan in table 1,
achieving a power of 0.821 with nf” = nf) = 72 fairly closely corresponds to an equally
powerful fxed sample size test with total sample sizes per treatment of n1 = ng = 71. For
the three stage plan in table 2 (rj = c - j) with a power of 0.818 (A1/nA) = 5.8) the equally
powerful fxed size sample design would need a total sample size “between” 70 and 71.
This slight increase of the maximal sample size to be planned in the sequential design,
however, goes along with a substantial decrease in the conditional average sample size to
about 58, if a correct rejection would take place. Clearly for constant power spending the
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price to be paid in terms of maximal sample size is larger, but then the saving in the
expected sample -size under the alternative is larger. E.g. for the three stage plan in
table2 with power 0.781 (A 1/ı1(_3) = 5.8) the equally powerful fixed sized plan would
require a total sample size per treatment of 64, the corresponding average sample size of
the sequential test under the condition of a correct rejection, however, would be as low
as 48.
Tables 1-3 can be used for different treatment effects A = μg - μ1, since the results
depend only on the augmented quantity A 1/IW. The global level of a = 0.05 is control-
led for all the combinations of nominal signi¿cance levels a1, _ . . , ak. If the power values
given in the tables are not close enough to the intended ones, the results for the actual
A 1/W -values to be used in a trial can be approximated by interpolation.
For the one sided test problem the results show tendencies similar to the two sided sit-
uation. So for constant power spending with three equidistant inspection times the
nominal levels to be applied for A 1/n_) = 5.0 are 0.0179, 0.0176 and 0.0325, where 0.0179,
0.0121 and 0.0201 respectively are actually spent in the three inspection times; the overall
power is 0.767. For A 1/n_) = 5.4 the corresponding numbers are 0.0157, 0.0154 and
0.0355, spending 0.0157, 0.0107 and 0.0236 (overall power 0.829). For the two other
spending functions in case of A 1/175 = 5.0 the nominal levels are 0.0101, 0.0135, 0.0408
(ci/1_) and 0.0053, 0.0095, 0.0456 (c - j), the corresponding levels actually spent are 0.0101,
Table 3. Three stage plans with inspections after half, three quarter and the total sample size has
been recruited (nf) = n§'2 j = l,2,3, nf) =0.5 nf? n¶2) = 0.75 n§32l = 1, 2). For the rest of the table c.f.
legend of table 2.
A1/n(3) rj a1(= af) a2 ag ag* aš“ 1-ß*
6 3 3638 3.0219 303657 3 3152 3›.0209 3›.606
4.6 er/W 3 33 0.0187 3›.0404 3 3:38 3›.0264 3›.616
6 - „<2 3›.«3›«3›66 .._ 3›.0438 3 3:19 303615 3›.623
6 3 3 3 3 303682 3 3142 3›.0238 3›.6845.0 6./W 3 33›82 3 3165 3›.0424 303- .›.0295 0.693
6 - nw 3›.«3›054 - 3›.0458 303 _ 303643 3›.698
6 3 33›99 3›.0408 3 3128 3›.0273 3›.7565.4 6/W 3 3 3›66 _ 3›.0444 3 3106 3›.«3628 3.762
6 - nw ›.0«3›42 3 3:06 3›.0468 3›.0085 303673 0.766
6 3 3 3 .._ 3~.0433 3›.0;09 3›.«3612 3›.8175.8 6./W 3 3 3 - 3›.0462 3›.0087 303663 3›.822
anw 3 33 3›.0082 3›.0479 3›.0066 3 3›402 3›.824
6 3 33 3.0117 ›.0455 3›.0~3›88 3 3652 3.8686.2 6¬/„W 3›.0«:67 3›.0084 3›.0476 3 3667 3 3696 3›.870
6 - „G1 3› 0322 0.0060 3 3›488 3 3049 3 3›428 0.872
6 3 33 3.0087 3 3 3 3067 3 3690 3.9086.6 6/W 3 33 3›.«3›060 3 3›486 3 3048 3 3›425 3›.909
. 6-„O2 3 33›:5 3›.0041 3 0493 3 3›«:64 3 3450 3.909
6 3 3 3.0061 3 3484 3 3047 3 3›422 .›.9377.0 a/W 3 33; 3›.0041 3 3492 3 3›«363 3 3›449 .›.938
6 - nv) 3 3:- 3›.0027 3 3496 3 3023 3›.0467 3›
6 3 3 3 33 3 3›492 3 3›«362 3›.0448 3› 9597.4 6./W 3 33: 3 33 3 3›496 3 3›021 3 3›467 3›
6-nw 3 3 3.0017 3 3498 3 3›014 3 3479 3.959
6 3 3013 3›.0«3›25 3›.0496 3 3›020 3 3467 3›.974
7.8 6./W 3 33 3›.0016 3 3498 3 3018 3› 0480 3›.974
6-nv) 3 33 3›.0«3›10 3 3499 3 3008 3 3›488 .›.974
(_(_( )_((_(
._. _.._(_((_ (( (_(_› ı(O'\DJ§11\]l\)D3P--*1-\OCO
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0.0102, 0.0297 and 0.0053, 0.0077, 0.0370 respectively; the values of the overall power are
0.787 and 0.796. Comparison with the procedures in table2 similar in power (A 1/ı1(_3) =
5 .8) shows that the nonmonotonic behaviour of the critical limits practically disappeared
in case of constant power spending. The results for the case of spending the power
increasingly over inspection times in the one sided tests are very similar to the corres-
ponding test procedures in table 2. It is worth to be noted that the signi¿cance levels
actually spent for a power around 0.8 now are monotonic for both concepts (cı/_/_ and
c-j).
4. Concluding Remarks
The philosophy of starting inspections in a sequential trial not before a substantial part
of the total sample size has been recruited is particularly reasonable in early clinical trials
on a medical question. (There are exceptions, if, e.g., it may be desirable to inspect a
trial concerning survival early on for safety reasons.) Most people would not believe very
early results anyway, they would rather tend to ascribe them to artefacts in the running-
in phase of the trials. Intuitively they would tend to apply frequentist argumentation
only for larger sample sizes, which basically is not unreasonable when using restrictive
statistical models as an approximation for data from the real world. Recently there has
been a proposal to reject the null hypothesis only if the test statistics falls into the critical
region at two subsequent inspection times (FALISSARD & LELLOUCH, 1989). This prevents
very early stopping and asks for a persistent trend over a certain period. The authors
used constant critical limits, but in principle the power spending concept could be
applied also for this type of stopping rule.
Moreover, especially in drug treatments there is the need of observing a certain number
of patients, in order to assess the frequency and severity of eventual side effects. As a
consequence one might argue that we should perform clinical trials completely without
sequential designs. However, ¿rst of all, there are the ethical needs for the responsible
medical institution with respect to their own patients not to go on with a trial, whenever
a clear bene¿t has been evolved for one of the treatment (this is of particular importance
if the actual treatment difference is in fact larger than the one used for the power calcula-
tion in the planning phase). Second, most relevant decisions on a medical problem (e. g.
the registration of a new drug) are based not only on a single study but on a series of stu-
dies. Therefore in a general strategic context it is better to stop a trial with an already
clear result and put resources into a further study performed under different medical
conditions. Since for the planning of this new trial all the accumulated data can be used,
research is kept closer to the current state of knowledge. By the way, to the author°s opi-
nion evidence from different studies has the advantage of allowing repeatability argu-
mentation over varying medical environments (BAUER, 1989b). 1
The philosophy of performing not too many inspections is simply motivated by pro-
blems of practicability unblinding and demotivation, although there are narrow limits of
numerical calculability too.
The choice of the form of the stopping boundary based on the concept of the power
spending function is driven by the argument, that one should see the report of a positive
test result in relation to the sample size applied. It seems intuitively obvious, that the
power spent in a sequential trial with a fixed maximal sample size should rather increase
with sample size than decrease, since our intention to give up scepticism and believe in
positive results increases with sample size. This is the reasonable background of Baye-
sian argumentation. When the power is spent proportionally to the accumulated sample
size this leads to heavily converging decision boundaries. Up to three inspection times it
turns out that then for realistic values of the global power also the signi¿cance level
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spent locally is increasing with inspection time. The critical boundary at the maximal
sample size then is close to the fixed sample size critical limit. It has been shown that
the price one has to pay in terms of the maximal sample size as compared to the classical
non-sequential test is generally small (or even very small) whereas there is a consider-
able gain in expected sample size in case of a positive result.
It is worth noting that the actual choice of the power spending function should depend
on the context of the trial in the series to be run for the decision on a particular medical
question. For late trials, e. g., boundaries closer to the parallel ones could be used than in
earlier trials, i.e, more power could be spent before the last inspection time. It should
also be mentioned that for the case of random sample size between the inspection times
a suitably interpolated version of the discrete signi¿cance spending function in formula
(5) could be used for deriving discrete sequential boundaries from table 1-3 along the
lines of LAN & DEMETS (1983).
There is one problem left, which is related to estimation of effect size following a
sequential trial. The classical estimation in the situation considered in this paper, the
mean difference between treatments at the actual stopping time is biased by applying a
stopping rule. In order to investigate if critical limits derived from different power spend-
ing functions cause a different behaviour with respect to bias, numerical integration over
the sample space conditionally on stopping early or on going to the maximum sample
size were performed.
Figure 1 shows the bias for the three stage plans in table 2 with an overall power of 0.781,
0.807 and 0.818 for the three different power spending functions respectively. As can be
seen the three concepts are not substantially different with respect to the bias. It should
be mentioned, e. g., that under the assumption of nf” = nf) = 72 the true difference lead-
ing to the overall power given in table 2 is A = 0.483. Figure 1 shows that in a wide range
(up to A around 0.65) the bias is approximately 10 0/0 of the expected value of the esti-
mate. Calculation like that are fairly easy for few inspection, so that a roughly bias-cor-
rected estimate could be constructed for practical purposes.
Acknowledgement: The author would like to thank K. Köhne for his support in getting
the necessary programs to work properly.
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Es wird ein einfacher methodischer Ansatz zur Planung und Auswertung von Studien zur Arz-
neimittelsicherheit erläutert, der die Berechnung von Risiko-Maßzahlen bei íntermittierender
Exposition und bei akuter Reaktion gestattet. Diese Form der gelegentlich und mit unter-
schiedlicher Dauer auftretenden Exposition kann z.B. bei der Applikation von Analgetika
beobachtet werden. Zur Bewertung der Arzneimittelsicherheit werden als Risiko-Maßzahlen
das relative Risiko und das zuschreibbare Risiko (excess risk) ermittelt. Letzteres ist von ent-
scheidender gesundheitspolitischer Bedeutungfür die Beurteilung der Arzneimittelsicherheit.
Das Modell beruht auf einem einfachen Zählprozess und berücksichtigt Begleitvariable, die
ebenfalls einen Einfluß auf das absolute Risiko ausüben können. Die Parameter-Schätzung
erfolgt mit Hilfe der Maximum-Likelihood-Methode.
Drei mögliche Ansätze zur Planung und Auswertung von Studien zur Arzneimittelsicherheit
werden diskutiert: das Kohorten-Design, das Fall-Kohorten-Design und das Fall-Design.
Letzteres ist ein neuer Ansatz, der ausschließlich die Daten derjenigen Probanden benötigt,
die eine unerwünschte Wirkung aufweisen. Die verschiedenen Versuchspläne werden anhand
einer Studie zur Beurteilung der Atiologie von Wundheilungsstörungen erläutert.
Schlagworte:
Arzneimittelsicherheit, relatives Risiko, zuschreibbares Risiko, intermittierende Exposition,
akute Reaktion, Kohorten-Design, Fall-Kohorten-Design, Fall-Design.
Einleitung
Die Planung und Auswertung von Arzneimittelstudien nach der Zulassung gewinnt
immer mehr an gesundheitspolitischer Bedeutung und rückt deutlicher in das Blickfeld
methodischen Interesses. Erst kürzlich haben V1cToR und andere (1991) die methodi-
schen Prinzipien der Planung und Auswertung von Phase IV-Studien systematisch ana-
lysiert. Ein wichtiger Teilaspekt ist die epidemiologische Bewertung der Arzneimittelsi-
cherheit. Die Situation in der Forschung zur Arzneimittelsicherheit muß als äußerst
bedenklich angesehen werden, da das erforderliche methodische Rüstzeug zur quantita-
tiven Bewertung von Arzneimittelrisiken bisher weitgehend zu fehlen scheint. Auf die-
ses ,schwarze Loch“ im Methodenspektrum der Epidemiologie hatte die ,International
Agranulocytosis and Aplastic Anaemia Study“ (IAAA-Studie [1]) im Jahre 1986 unbeab-
sichtigt aufmerksam gemacht.
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Es wurden quantitative Angaben über die Risiken von Analgetika in bezug auf das Auf-
treten von Agranulozytose publiziert, die zu kritischen Stellungnahmen führten, siehe
etwa FELDMANN et al. (1987), und Anlaß für die Entwicklung von geeigneten Risiko-
Modellen gaben, etwa FELDMANN et al. (1989), MIETTINEN und CARo (1989) und GUEss
(1989). In den beiden letztgenannten Publikationen wird ferner die kontroverse Fachdis-
kussion über die Ergebnisse der IAAA-Studie [1] ausführlich dargestellt.
Die IAAA-Studie [1] verwendet epidemiologische Methoden zur Berechnung der
Risiko-Maßzahlen, die einen konstanten Hazard bzw. eine regelmäßige Exposition vor-
aussetzen.
Die Exposition durch die Einnahme von Analgetika wird jedoch in der Regel intermit-
tierend sein, d.h. Analgetika werden üblicherweise bei gelegentlich und mit unterschied-
licher Dauer auftretenden Schmerzen eingesetzt, z.B. bei Kopfschmerzen oder Koliken.
Betrachtet man die Arzneimittel-Einnahmegewohnheiten in einer Gesamtbevölkerung,
dann wird die regelmäßige Einnahme von Analgetika, z.B. bei chronischen Schmerzen,
eher die Ausnahme bilden.
Eine weitere Besonderheit der Exposition durch Analgetika ist die Tatsache, daß viele
dem Arzeimittel zuschreibbaren unerwünschten Wirkungen ausschließlich akut auftre-
ten. Bei Analgetika wären mögliche akute unerwünschte Wirkungen z.B. Übelkeit,
Schock oder sogar Agranulozytose. Solche Nebenwirkungen können dem Medikament
nur innerhalb einer gewissen Latenzzeit zugeschrieben werden, z.B. bis zu 48 Stunden
oder einer Woche nach Applikation. Die Latenzzeit ist sowohl abhängig von der Kinetik
des Arzneimittels, als auch von der Dynamik der untersuchten Nebenwirkung. Falls
unerwünschte Reaktionen während dieser Zeit auftreten, könnte dies durch das Medika-
ment verursacht sein. Treten unerwünschte Reaktionen nach der Latenzzeit auf, dann
scheidet das Medikament als Ursache aus.
Wichtige Risiko-Maßzahlen sind das relative Risiko und das zuschreibbare Risiko
(excess risk). Sie bewerten unterschiedliche Sachverhalte, jedoch ist die quantitative
Ermittlung des zuschreibbaren Risikos für die Bewertung der Arzneimittelsicherheit von
entscheidender gesundheitspolitischer Bedeutung.
In der vorliegenden Arbeit wird ein einfacher methodischer Ansatz zur Planung und
Auswertung von Studien zur Arzneimittelsicherheit erläutert, der die Berechnung von
Risiko-Maßzahlen bei intermittierender Exposition und akuter Reaktion gestattet. Der
mögliche Einfluß von Begleitvariablen, z.B. die Applikationsform des Medikamentes, der
*first dose”-Effekt, die gleichzeitige Einnahme anderer Medikamente, der Gesundheits-
zustand des Patienten, das Alter und das Geschlecht, wird in dem Modell berücksichtigt.
Es werden drei mögliche Ansätze der Planung und Auswertung von Studien zur Arznei-
mittelsicherheit diskutiert: das Kohorten-Design, das Fall-Kohorten-Design und das
Fall-Design. Letzteres ist ein neuer Ansatz, der ausschließlich die Daten derjenigen Pro-
banden benötigt, die eine unerwünschte Wirkung aufweisen. Die verschiedenen Ver-
suchspläne werden anhand einer Studie zur Beurteilung der Ätiologie von Wundhei-
lungsstörungen erläutert.
Modell für intermittierende Expositionen
Entsprechend Abbildungl wird davon ausgegangen, daß eine Person intermittierend
exponiert ist und die entsprechende Hazardfunktion die Werte ÄSX während Perioden
der Exposition (s = 1) und der Nichtexposition (s = 0) annimmt. Durch x wird der Ein-
Àuß einer binären Kovariablen (x = 0,1) angezeigt. Es wird angenommen, daß die Kova-
riable sowohl ei_nen Effekt auf den Hazard unter Exposition (MX) als auch auf den
Hazard unter Nichtexposition (ÄOX) ausüben kann und daß dieser Effekt linear ist:
ÄSX = (X50 + CYSIX S = X =- 0,1
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/1, Hazard unter Exposition (s = 1) und unter Nicht-Exposition (s = 0),
ZZZZÄ kumulierte Hazard-Funktion, Beobachtungsdauer T, O-O-O Expositionszeit t,
_ _ Expositionsfreie Zeit T-t, unerwünschte Wirkung unter Nicht-Exposition O ,
unter Exposition O, innerhalb der Latenzzeit der Exposition I
Abbildung 1: Modell zur intermittierenden Exposition
Es ist selbstverständlich, daß auch multiples Confounding betrachtet werden kann, wenn
X als Vektor von Kovariablen und 0131 als Vektor von Regressionsparametern aufgefaßt
wird. Ferner sind andere Arten der Modellierung von Confounder-Effekten anwendbar
z.B. der log-lineare Link log(ÄSX) = aso + asıx. Dies führt zu einem multiplikativen
Modell.
Wir nehmen an, daß die unerwünschte Arzneimittelwirkung (UAW) selten auftritt,
sogar unter Exposition. Dann kann das absolute Risiko px einer unerwünschten Wir-
kung, nämlich die Wahrscheinlichkeit, daß eine UAW auftritt, falls der Wert der Kova-
riablen x, die Beobachtungszeit TX und die Gesamt-Expositionszeit tx gegeben sind,
durch die kumulative Hazardfunktion dargestellt werden, siehe schraf¿erte Fläche in
Abbildung 1:
AbSOlUbCS px = /11X tx + /10); (TX'tX)
Unterscheidet man, ob die UAW unter Exposition bzw. innerhalb der Latenzzeit der
Exposition auftritt oder ob die UAW unter Nichtexposition erfolgt, dann können die
absoluten Risiken psx unter Exposition (s = 1) und unter Nichtexposition (s = 0) berech-
net werden:
Risiko unter Exposition p1X = /11;; tx (3)
Risiko unter Nicht-Exposition pox = Ãox (TX-tx)
und es gilt px = pox + p1X.
Weitere Risikomaße können abgeleitet werden. Das absolute Risiko (2) kann verglichen
werden mit dem absoluten Risiko einer hypothetischen Person, die den gleichen Wert
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der Kovariablen x und die gleiche Beobachtungszeit Tx aufweist, jedoch, die nie expo-
niert ist (tx = 0). Dann können das relative Risiko rx und das zuschreibbare Risiko ax
(excess risk) als Quotient bzw. Differenz der beiden absoluten Risiken berechnet wer-
den:
Relatives Risiko rx = 1 + - 1] åš (4)
OX
Zuschreibbares Risiko ax = (/11x -Äox) tx
Das relative Risiko hängt vom Anteil der unter Exposition verbrachten Zeit (fx = tx/Tx)
ab und kann nicht einfach als Hazard-Quotient dargestellt werden (Qx = /11x//lex) Wie dies
bei der Betrachtung der regelmäßigen Exposition (tx _ Tx) üblich ist.
Die Modellbildung abschließend, betrachten wir die Wahrscheinlichkeit qsx, daß die
UAW unter Exposition (s = 1) bzw. unter Nichtexposition (s = 0) auftritt, falls die Person
eine UAW während der Beobachtungszeit aufweist. Diese bedingten Wahrscheinlichkei-
ten lauten:
_ % = Qxfx = Dox _ 1'fx (5)
“HX px 1+(6x-1)fx und q°X px 1+(6x-1)fx
und hängen ausschließlich von dem Hazard-Quotienten (Qx = /11x//lox) und dem Anteil
der unter Exposition verbrachten Zeit (fx = tx/Tx) ab.
Hervorzuheben ist, daß die hergeleiteten Formeln mit den in der Epidemiologie
bekannten Formeln übereinstimmen, falls regelmäßige Exposition vorausgesetzt wird,
d.h. falls die Person entweder regelmäßig exponiert ist (tx = Tx) oder nie exponiert ist
(tx = Ü)-
Versuchsplanung und Parameter-Schätzung .
Im Folgenden betrachten wir drei mögliche Ansätze zur Versuchsplanung von Studien
zur Arzneimittelsicherheit: das Kohorten-Design, das Fall-Kohorten-Design und das
Fall-Design. Letzteres ist ein völlig neuer Ansatz, der lediglich Angaben über solche Per-
sonen verlangt, bei denen eine UAW aufgetreten ist. Als Beispiel wird eine Studie zur
Analyse der Atiologie von Wundheilungsstörungen nach primär aseptischen chirurgi-
schen Eingriffen herangezogen.
Die für eine Auswertung der IAAA-Studie [1] benötigten Daten liegen nicht vor. Die
Struktur solcher Daten müßte der in Tabelle 1 entsprechen.
Tabelle 1: Kovariable x, Anzahl Dsx unter Nicht-Exposition (s = 0) und Exposition (s = 1) aufge-
tretener Fälle. Anzahl nkx, mittlere Expositionszeit tkx, mittlere Beobachtungszeit Txx und
mittlerer Anteil der unter Exposition verbrachten Zeit fxx der Fälle (k = 1) und der Nicht-
Fälle (k = 0) mit Angabe der Standardabweichungen ( ). Zeitangaben in Tagen.
Fälle Nicht-Fälle
X Dox Dlx 111x tlx Tlx flx 110x fox Tox fox
0 45 19 64 0.0904 15.84 0.00653 731 0.0615 7.45 0.01019
(0.0527) (9.68) (0.00375) (0.0421) (6.19) (0.00780)
1 36 8 44 0.0831 19.57 0.00492 169 0.0670 9.34 0.00957
(0.0433) (12.78) (0.00241) (0.0400) (5.61) (0.0106)
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Kohorten-Design
Es soll geklärt werden, ob das Risiko des Auftretens von Wundheilungsstörungen der
Operationsdauer zuzuschreiben ist. Es wurden innerhalb eines halben Jahres sämtliche
Patienten einer chirurgischen Universitätsklinik prospektiv während ihres stationären
Aufenthaltes beobachtet (n = 1008). Tabellel zeigt eine Zusammenfassung der erhobe-
nen Daten. Die Kovariable x beschreibt einen anamnestischen Risikofaktor (x = 1, falls
der Patient an Anämie, Hypertonie, Diabetes oder Übergewicht leidet, sonst x = 0).
Wundheilungsstörungen, die bis zu 72 Stunden nach der Operation auftraten, wurden
der Operation zugeschrieben. Die Beobachtungsdauer entspricht der stationären Liege-
zeit. 1
Zur Berechnung der Hazards wird die Maximum-Likelihood Methode angewendet. Die
bezüglich der Hazards 011 = (0110,0111) und 010 = (0100,0101), Siehe (1), zu maximierende
Likelihood-Funktion lautet:
1
L(a1,a6) = 170p1XD1XD6XD°X (1-Dx)n°X
Xi
wobei die Risiken px, p1x und p0x durch (2) und (3) gegeben sind. Es wird von der Daten-
struktur in Tabelle 1 ausgegangen. Als Maximum-Likelihood-Lösung erhalten wir:
D D
ÄIX = (X10 + a11X = š und /10X= (log + Cl01X _ n0X(T3í_tOX)
Hervorzuheben ist, daß weder die Beobachtungszeit noch die Expositionszeit der ”Fälle°,
also derjenigen Personen, die eine UAW aufweisen, in die Risikoberechnung eingeht.
Dies hat den Vorteil, daß auch terminale Ereignisse, wie der Tod, analysiert werden kön-
nen, obgleich das Modell feste Beobachtungszeiten voraussetzt.
Nach dem Maximum-Likelihood-Prinzip können auch die asymptotischen Standardfeh-
ler berechnet werden:
aisx = Ä-SX-_ (s = 0,1 und x = 0,1) (7)
I/ DSX
Aus den Daten in Tabelle 1 ergibt sich nach (6) und (7): /110 = 6110 = 0.415 (0.095), 1.11 =
0110 + 0111 = 0.685 (0.242), /100 = 0100 = 0.0078 (0.0012) und 1101 = 0100 + 0101 = 0.0193
(0.0029). Tabelle 2 zeigt die Ergebnisse, bei denen nicht nur die mittleren Expositions-
und Beobachtungszeiten verwendet wurden, sondern die Zeitangaben der einzelnen
Tabelle 2: Maximum-Likelihood Schätzung aus den Einzeldaten: Log-Likelihood, log(L), und Para-
meter-Schätzungen mit Angabe der asymptotischen Standardfehler ( ).
Studientyp Link l0g(L) 0110 0111 0100 0101
Kohorten-Design linear -339.61 0.415 0.270 0.00778 0.01152
(0.095) (0.261) (0.0012) (0.0036)
log-linear -339.61 -0.879 0.501 -4.857 0.909
(0.229) (0.422) (0.151) (0.230)
.ßo ßl
Fall-Design log-linear -64.80 43.259 -0.411
(0.268) (0.461)
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Patienten berücksichtigt wurden (Feldmann 1992). Beide Berechnungsmethoden stim-
men überein.
Die Hazard-Differenz ist ein unmittelbares Maß für das zuschreibbare Risiko, siehe (4).
Da die Hazards unter Exposition und unter Nicht-Exposition stochastisch unabhängig
sind, ist der Standardfehler der Differenz bmx-,(0x = 1/of, + 0-íox und wir erhalten
/111-/101 = 0.6657 (0.243) und /110 -/100 = 0.407 (0.095). Die zuschreibbaren Risiken (4) lau-
ten a1 = 0.041 (0.015) und a0 = 0.027 (0.007).
Fall-Kohorten-Design
Falls unerwünschte Wirkungen analysiert werden sollen, deren Prävalenz bzw. Inzidenz
äußerst gering sind, emp¿ehlt sich die Durchführung einer Fall-Kohorten-Studie, nicht
zuletzt aus organisatorischen und finanziellen Gründen. Am Beispiel der vorliegenden
Studie würde dies bedeuten, daß in einem gewissen Zeitraum sämtliche chirurgischen
Patienten beobachtet werden. Falls ein Patient eine Wundheilungsstörung erleidet, wird
dieser Patient als ”Fall° bezeichnet. Es wird festgestellt, ob die UAW unter Exposition
erfolgte, oder nicht. Gleichzeitig werden zu diesem *Fall* eine oder mehrere Kontrollen
rekrutiert, d.h. entweder zufällig aus der Krankenpopulation ausgewählt oder geeignet
zu dem Fall gematched, z.B. nach Alter, Geschlecht und Primärerkrankung.
Die Anzahl der rekrutierten Kontrollen sei C und der Umfang der beobachteten Kran-
kenpopulation sei n.
Die Hazards können analog zu dem Kohorten-Ansatz berechnet werden. Die entspre-
chenden Daten der Fälle stehen zur Verfügung. Die mittleren Expositions- (tx) und
Beobachtungszeiten (Tx) der rekrutierten Kontrollen können in Formel (6) verwendet
werden. Die Anzahl der Nicht-Fälle in der Gesamtpopulation kann durch n0x = n Cx/C
geschätzt werden, wobei Cx die Anzahl der konfundierten (x = 1) und nicht konfundier-
ten (x = 0) Kontrollen ist. Formel (6) würde dann zwar keine Maximum-Likelihood-
Schätzung ergeben, jedoch führt dieser Ansatz zu unverzerrten Parameterschätzungen.
Die asymptotischen Standardabweichungen (7) gelten uneingeschränkt für den Fall-
Kohorten-Ansatz.
Als externe Information muß der Umfang n der beobachteten Population bekannt sein.
Ferner sollte zu Zwecken der Strati¿kation auch die Struktur der Population in bezug
auf diejenigen Merkmale bekannt sein, nach denen gematched wurde.
Fall-Design
Ist man nicht an dem zuschreibbaren Risiko interessiert und möchte lediglich das rela-
tive Risiko ermitteln, dann reicht es bei intermittierender Exposition völlig aus, nur die
Daten der Fälle zu kennen, also derjenigen Personen, die eine unerwünschte Wirkung
aufweisen. Weder wird eine Kontrollgruppe noch wird die Kenntnis über den Umfang
und die Struktur der Population benötigt.
Die Likelihood-Funktion ergibt sich aus den für die Fälle bedingten Wahrscheinlichkei-
ten (5) und lautet:
.§-
_ PE Dlx@Dox_ 1 Qxflx ]Dlx'; 1"f1x ]Dox
um _X= [px] ípxi 1,12% i1+(oX-1)f1X 1+(QX-1)f1X
wobei Qx = /11x/20x der Hazard-Quotient und f1x = t1x/T1x der Anteil der unter Exposi-
tion verbrachten Zeit der Fälle ist. Die Likelihood-Funktion wird bezüglich des Parame-
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tervektors ß = (ß 0, ß1) maximiert, wobei der Hazard-Quotient durch einen log-linearen
Link parametrisiert ist:
198(0X) = ß6 + ßix (8)
Als Maximum-Likelihood-Lösung erhalten wir:
_ h1X(1-fix) - _21§ _ ßQx - (1_h1X)¿X mit h1x- mx und fix-TIX (9)
Dies ist die °odds-ratio” aus dem Anteil der unter Exposition aufgetretenen Fälle (h1x)




Mit den Daten aus Tabellel erhalten wir: log(Q0) = ,B0 = 4.16 (0.27) und log(Q1) = B0 +
,61 = 3.81 (0.39). Dies entspricht den Hazard-Quotienten Q0 = 64.23 (37.7 - 108.8) und Q1
= 44.94 (21.0 - 97.0) und deren 95 0/0-Konfidenzintervallen ( ).
Diese Schätzungen gehen vom mittleren Anteil der unter Exposition verbrachten Zeit
aus und unterscheiden sich geringfügig von den Schätzungen in Tabelle 2, die aus den
Einzeldaten ermittelt wurden. Eine solche Analyse führt auf ein nichtlineares Glei-
chungssystem in den Modellparametern, das nicht mehr explizit gelöst werden kann
(FELDMANN 1992).
Ferner ist zu berücksichtigen, daß die Ergebnisse des Fall-Designs nur dann unverzerrt
sind, falls eine feste Beobachtungszeit pro Individuum vorliegt. So können z.B. termi-
nale Ereignisse, wie der Tod, nur dann analysiert werden, wenn man annehmen kann,
daß der Anteil der unter Exposition verbrachten Zeit während der gesamten Beobach-
tungsdauer konstant bleibt. Eine solche Annahme ist jedoch nicht immer gerechtfertigt,
sodaß die Anwendung eines Fall-Designs bei terminalen Ereignissen und bei zensierten
Beobachtungszeiten nicht als Standardmethode empfohlen werden kann.
In dem vorliegenden Beispiel zur Atiologie von Wundheilungsstörungen kann jedoch
vom Vorliegen unzensierter Beobachtungszeiten ausgegangen werden.
Es mag von einigem Interesse sein, die Ergebnisse der Fall-Studie mit denen der Kohor-
tenstudie zu vergleichen. Berechnet man den Hazard-Quotienten nach dem Kohorten-
Design durch Qx = /11x//10x aus den Daten aller 1008 Patienten, dann erhält man Q0 =
53.34 und Q1 = 35.49. Man sieht die gute Ubereinstimmung der Schätzer aus dem
Kohorten-Design mit denen aus dem Fall-Design, das lediglich die 108 ”Fälle° berück-
sichtigt.
Abschließend sei nochmals hervorgehoben, daß der Hazard-Quotient nicht mit dem
relativen Risiko verwechselt werden sollte. Nach (4) beträgt z.B. für das Fall-Design die
Schätzung des relativen Risikos der Nichtkonfundierten r0 = 1.41 (1.18 - 1.53) und des
relativen Risikos der Konfundierten r1= 1.22 (1.13 - 1.63).
0198(0X)
Diskussion
Es sollte ein einfacher und praktikabler Zugang zur Analyse von Arzneimittelrisiken bei
intermittierender Arzneimittel-Exposition aufgezeigt werden. Adäquat geplante und
ausgewertete Studien zur Arzneimittelsicherheit scheint es zur Zeit offenbar noch nicht
zu geben, was auch durch die IAAA-Studie [1] unbeabsichtigt bestätigt wurde.
Auf diesen Umstand hatten bereits MIETTINEN und CARo (1989) und GUEss (1989) hin-
gewiesen. Während Guess insbesondere den “¿rst-time short-term user”-Effekt in bezug
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auf den Hazard-Quotienten modelliert, geben Miettinen und Caro einen kategorialen
Ansatz für das Fall-Kohorten-Design, der viele gedankliche Gemeinsamkeiten mit dem
vorliegenden Modell aufweist. Der ”first-time short-term user”-Effekt auf das Verhalten
der Hazard-Funktion kann in dem vorliegenden Ansatz mit Hilfe einer entsprechenden
Kovariablen modelliert werden.
Die Struktur der für eine Risikoanalyse unbedingt erforderlichen Daten (Tab. 1) wurde
in der vorliegenden Arbeit anhand eines sehr einfachen Beispiels erläutert. Eine vorteil-
hafte Eigenschaft dieses Ansatzes liegt darin, daß sie auf explizit lösbare Maximum-
Likelihood-Gleichungen führt, sodaß die Modellparameter und deren asymptotischen
Standardabweichungen durch einfache Formeln berechnet werden können.
Wünschenswert wäre es, das Expositions- und Reaktionsmuster (Abb. 1) der einzelnen
Probanden zu kennen. Studien zur Beurteilung von Risiken bei nicht-seltenen und wie-
derholt auftretenden Reaktionen könnten dann auch geplant und ausgewertet werden.
Entsprechende Modelle (FELDMANN 1992) stehen zur Verfügung.
Die hier vorgestellten Methoden zur Analyse der Arzneimittelsicherheit beruhen auf
einer Arbeit (FELDMANN et al. 1989), die im Auftrag des Bundes-Gesundheitsamtes
(BGA) erstellt wurde und die im Jahre 1990 mit dem Paul Martini-Preis der Deutschen
Gesellschaft für Medizinische Informatik, Biometrie und Epidemiologie (GMDS) ausge-
zeichnet wurde.
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Improved estimates for cell values
in a two way table.
Edwin J. Green", Michael Köhl2), William E. Strawderman3)
Abstract
It is common to summarize the results of a forest inventoıy in two-way tables. Unfortunately,
while the overall sample size may be large, the sample size for an individual cell in the table
may be quite small. Thus the estimate may have a large standard error. We propose a simul-
taneous estimation method to reduce the mean squared error of individual cell estimates
while retaining table consistency, i.e., preserving the row and column sums of the table.
Zusammenfassung
Normalerweise werden die Ergebnisse einer Forstinventur in Zwei-Wegetafeln zusammenge-
faßt. Obwohl der gesamte Stichprobenumfang groß sein kann, ist es durchaus möglich, daß
der Stichprobenumfang für eine individuelle Zelle in der Tabelle relativ klein ist. Diese
Schätzwerte haben daher einen relativ großen Standardfehler. Hier wird eine simultane
Schätzmethode vorgestellt, die den mittleren, quadratischen Fehler der Schätzung einer indi-
viduellen Zelle reduziert und gleichzeitig die Konsistenz der Tabelle erhält, d.h. die Zeilen-
und Spaltensummen der Tabelle bleiben erhalten.
1. Introduction
This study was undertaken due to the necessity of data analysis for smaller than initially
planned units of reference for the Swiss National Forest Inventory. It is common for the
results of a forest inventory to be summarized in two-way tables. In such a table, the
rows correspond to different levels of one classi¿cation variable, e.g., productive region,
and the columns to different levels of another, e.g., species. The variable of interest, e.g.,
volume, is presented in the cells of the table. It is usual for forest inventories to be plan-
ned to produce a satisfactory confrdence bound on the overall total (e.g., total wood
volume in Switzerland). However, when the plots are grouped according to the classi¿ca-
1) Prof. Dr. Edwin J . Green, Associate Professor, Department of Environmental Resources, Rütgers University, New Brunswick,
NJ, USA
2) Dr. Michael Köhl, Swiss Federal Institute for Forest, Snow, and Landscape Research, Inventory Methods Research Group,
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3) Prof. Dr. William E. Strawderman, Professor & Chairman, Department of Statistics, Rutgers University, New Brunswick,
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tion variables, it is common for the sample sizes in some or all cells to be unacceptably
small, with concomitant high standard errors. For example, in the 1982 Swiss National
Forest Inventory the total number of plots was quite high (10,600), but there were only
3 plots in the canton of the city of Basel.
Additionally, it is typical to tabulate one classi¿cation variable against more than one
other classi¿cation variable. For instance, one might produce a table displaying volume
by species and productive region, and another displaying volume by species and size
class. In order to inspire user con¿dence in the tables, it is important that the tables be
consistent. In other words, the estimate of total volume of a given species must be the
same from table to table, and the estimate of total volume in Switzerland must be equal
to the sum of the estimates of the individual species or region volumes. In terms of con-
structing tables, this means that the row sums and column sums must sum to the overall
total, and that the row or column sums for a given classification variable must remain
constant from table to table.
There are a number of well-known procedures that may be implemented to reduce the
standard error of individual cell means. Most of these are Bayesian in nature, and reduce
the standard error of an individual cell by borrowing strength from the other cells. In
other words the cells are estimated simultaneously, and the estimate for each cell
depends not only on the data for that particular cell, but also to some extent on the data
from the other cells. While simultaneous estimation procedures do tend to reduce cell
standard errors, they also tend to eliminate table consistency. There is usually no gua-
rantee that the column sums and/or row sums from a table produced with such a proce-
dure would sum to the overall total or that the sums for a given classification variable
would remain unchanged from table to table.
In this study, we addressed to above problem. Speci¿cally, our goal was to develop a
more efficient estimator than the usual estimator, while preserving table consistency.
2. Methods
Our improved estimator is based on the linear model for a two-way table. We now
present the model and discuss the usual estimators for the model parameters.
2.1 Linear Model.
The linear model for a two-way table can be written as:
X1jk=μ+ai+,ßi+ä1j+e1j1< [2.1]
Here xijk represents the kth observation in the ith row and jth column, μ is the (unknown)
overall mean, 011 is the (unknown) effect of the im row, ßj is the (unknown) effect of the
jth column, ôij is the (unknown) interaction of the ith row and jth column, and aijx is the
(unknown) random disturbance of xijx. Letting c be the number of columns, r the num-
ber of rows, and nij the number of observations in cell (i,j), the ranges of the subscripts
arei=1,2, ...,r;j=l,2, ...,c; andk=1,2, ...,n1j.
Ordinarily it is assumed that the e1j1<°s are normally distributed with a mean of zero, and
with some specified covariance. Thus the interaction term, ôij, represents the difference
between the expected value of xijk and the sum of the overall mean and the row i and
column j effects, and the error term, eijx, represents the difference between x1jk, and its
expected value.
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The standard estimators for μ, 011, ßj, and 611 are:





where (.) indicates the subscript over which the average is taken. Note that with these
estimators, the estimates of the interaction effects sum to zero within rows and/or
columns.
2.2 Development of Improved Estimator.
For the two-way table problem, it is well known that the usual simple random sampling
estimators yield consistent tables. Thus one method of developing improved estimators
for the cell values might be to require that the usual estimates of the row and column
sums (margins) remain unchanged. In terms of the linear model above, this is identical
to requiring that the estimates ofμ, 611, and ßj remain the same. Thus we may modify the
estimates of 51,' and, as long as the modi¿ed estimates still sum to zero within rows and
columns, the margins will remain unchanged and the table will be consistent.
Given the above, we determined that a reasonable approach to improving the cell esti-
mates would be to factor out the interaction effects, compute empirical Bayes estimates
of the interactions (constrained such that the estimates sum to zero within rows and
columns), and then estimate the cell means with the following estimator, which follows
directly from [2.5]:
í1j.'=ä1j'+x1..+x.j.-x... 1 [2.6]
where äij' is the constrained estimator of the interaction effect for cell (i,j). It is well-
known that empirical Bayes estimators are generally more efficient than the ordinary
least squares estimators under squared error loss, and, in the case of homogeneous vari-
ance, empirical Bayes estimators are uniformly better than the ordinary estimator (e.g.,
see Morris 1983). Thus, by analogy, we hypothesized that if we constructed our cell esti-
mates' as sums of the ordinary estimates of the overall mean and the row and column
effects (collectively referred to as the main effects) and the constrained empirical Bayes
estimates of the interaction effects, then the estimates would be more efficient than the
ordinary estimator.
2.2.1. Constrained Empirical Bayes Estimates of Interactions. Suppose the variance of the
observations (e.g, the x1jk°s) in cell (i,j) is 002. Further, let X be a vector in which the first
n11 observations are the x1j1<'s from cell (1,1), the next n12 observations are the x1jx°s from
cell (1,2), and so on down to the last nm observations which are the x1j1{s from cell (r,c).
Hence the length of X is nt = Z nij. If we assume the xijıås are independent then the
covariance of X is Q, where .Q is Jan (nt >< nt) diagonal matrix. The ¿rst n11 elements on
the diagonal are equal to 0'112, the next n12 elements are equal to 0122, and so on. We
then write the interaction terms as functions of the x1j1{s:
â=AX,
A
where A is a (rc >< nt) matrix of coef¿cients, and ô is a vector of length rc whose ele-
ments correspond to the ôifs in in [2.5]. The covariance of the interaction terms is thus
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ASV = A.QA'. Unfortunately, EV is not of full rank. Constraining the ôifs to sum to zero
within rows and columns results in a loss of (r+c-1) degrees of freedom, and thus the
rank of SV is [rc-(r+c-1)|. Since empirical Bayes estimation is much more straightfor-
ward with a positive de¿nite covariance matrix, it was decided to transform 5.
A2.2.2. Transformation of ô. Let L be an (rc >< rc) matrix where the columns of L are the
normalized eigenvectors of W. Since Y' is symmetric, L” ¶'L = A where /1 is diagonal
with the eigenvalues of 'I' on the diagonal. Denote the eigenvalues by /li, i = 1, 2, . _ ., rc.
Since SV is positive semide¿nite, there are I rc-(r+c-1)] positive /lfs and (r+c-1) zeros.
Given the above discussion, a reasonable transformation of Ã would appear to be 37 =
L”ä. It can be shown that since the columns of L contain the eigenvectors of SV, there
are only [rc-(r+c-1)] non-zero elements in 39. Furhtermore, the rows of the zero and
non-zero elements in 32 correspond with the zero and non-zero /11°s in A. So, if we let 321
represent 3? after trimming off the rows containing zeros, and A1 represent A after trim-
ming rows nd columns corresponding to the null /11°s, we are left with an [[rc-{r+c-1)] x
1] vector of estimates (321) with a positive de¿nite covariance matrx (A1). It is then a
simple matter to compute empirical Bayes estimates of 391.
2.2.3. Empirical Bayes Estimation. We will use Morris”s (1983) modifications to the usual
empirical Bayes estimator. The procedure is brieÀy summarized here. Interested readers
are encouraged to consult the original source.
Suppose we wish to estimate a vector 19. We observe Y = y1, y2, . . . , yp, where y1 is an
unbiased estimate of 01, i = 1, 2, _ . . , p. Assume the y1”s are independent. Then the vari-
ance of Y is V, where V is a diagonal matrix. Here we examine the case where the diag-
onal elements are unequal, i.e., the y1”s have unequal variances (it is sometimes also
assumed that Y follows a multivariate normal distribution, although this is not strictly
necessary). Morris suggests the following empirical Bayes estimator for 0:
A A A
i-H1- (1 BOY1 + Biyw [2-7]
where: yw = the weighted least squares mean ofY
= (Z`W1Yj) / (ZW1), [2-8]
B1 = [(11-3) / (D-1) Vi / (V1 +Ä), [2-9]
Ä _2 W12 l(p/(9-1))(2v1-vw)2-Vil [210]
Z Wi
Wi =1/(V1+Ä), 3 [2.1l]
and the V1°s are the diagonals of V. In an empirical Bayes sense, Ä represents the maxi-
mum likelihood estimate of the prior variance of Q. Thus we estimate A = 0 whenever
[2.l0] is negative. Inspection of [2.10] and [2.11] shows that they must be calculated iterati-
vely. It usually requires 4 or 5 cycles for the estimate ofA to converge.
When the variances of the y1°s are homogeneous, it can be shown that the estimator [2.7]
dominates Y under quadratic loss. In the more general case of heterogeneous variances,
no such strict dominance results are available, but experience with the estimator sug-
gests that is usually is superior to Y (for example see Morris 1983 or Green et al. 1987,
among others).
In the above discussion it was assumed that the covariance of Y, V, was known. Ordina-
rily, V will be unknown. Morris showed that if the usual unbiased estimates for V1 are
used, the desirable propertied of Ö remain intact, although the possible improvement
over Y is marginally smaller.
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2.2.4. Constrained Empirical Bayes Estimator for Cell Means. Substituting 371 for Y and 1//1
for V in [2.7] - [2.ll] results in 37±', the empirical Bayes estimate for 375. We then pad 371'
with (R+ C - 1) zeros to obtain 37', our empirical Bayes analog to 37. Recall that L is com-
posed of the eigenvectors of ç°,^and thus the columns of L are orthogonal. Therefore,
L3» = LL'ô = Ö. By analogy, let ô' = L3/'. It can be shown that the elements of ä' sum to
zero within rows and columns. In fact any vector of the form 6* = Ly* where the last
(R+ C- 1) elements of y* are zero will have this property. This is so because any such
vector lies in the subspace spanned by the first (R- 1) (C - 1) = (RC - R- C +1) columns
of L. But by the way L was constructed this subspace is precisely the one whose “row”
and “column” sums are zero.
Thus our constrained empirical Bayes estimates of the cell means are, from [2.6],:
í1j.'=ä1j'+í<1..+í.j.-X... [2.12]
Since the interaction terms sum to zero within rows and columns, [2.l2] yields consistent
tables.
3. Simulation
To evaluate the performance of [2.l2], we conducted simulation trials. We assumed we
were to estimate the means in a 4 x 5 table. The true means and the variances were taken
from a table presented in the report of the results of the First National Forest Inventory











































For each cell, sample values were generated from a N (613, o1j2) distribution. The sample
sizes for the individual cells were:-1
Empirical Bayes and least squares estimates were calculated for each cell. The entire
process was repeated 100 times _ For both estimation procedures the average difference
(D) and the average absolute difference |D| were calculated for each cell and for the
whole table (averages were taken over the 100 simulations).
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3.1 Results.
The results for average differences and average absolute differences are shown in Tables
1 and 2. Each estimation procedure (least squares and empirical Bayes) yielded the same
overall arithmetic average difference (0.65). Evidently though, the average differences
from empirical Bayes varied a great deal more than did those from least squares (the
sample standard deviation of the 20 empirical Bayes average differences is 11.0, while for
the least squares average differences, it is 4.7).
However, the empirical Bayes procedure yielded an overall reduction of 19.4 0/0 when
compared to least squares under the average absolute difference criterion. In addition,
the individual cell average absolutes differences were smaller for empirical Bayes in 19 of
20 cases. Thus the empirical Bayes estimates tended to be closer to the true mean than
did the least squares estimates. We also examined mean squared differences. As
expected, these followed the same pattern as the average absolute difference, with empi-
rical Bayes yielding a lower mean squared difference for 19 of the 20 cells, and a reduc-
tion in overall mean squared difference of 36.2 0/0 (1977.4 versus 3098.6).
After repeating the simulation experiment with 1000 iterations and after interchanging
the rows and columns of the tables of observed means and variances, the same results
were observed, i.e., the same reductions of the absolute differences and mean squared
differences were obtained.
Based on the results of the simulation experiments, it appears that the empirical Bayes
estimator is more efficient than the least squares estimate. The empirical Bayes estima-
tes tend to be closer to the true mean. The savings observed (19 0/0 under absolute diffe-
rences, 36 0/0 under quadratic differences) are substantial and of enormous practical signi-
¿cance.
Table 1. Average differences between true mean and least squares estimate, and between rue
mean and empirical Bayes estimate.
Least Squares Empirical Bayes
10.6 -4.7 9.5 -1.9 -0.4 9.5 -15.5 17.3 -4.3 -6.1
-0.6 -0.2 1.9 1.6 1.9 7.1 17.3 4.7 5.2 4.9
6.4 -1.1 4.5 -5.1 -2.9 -1.4 22.4 9.0 -16.7 -11.6
-7.1 -2.8 6.2 -1.8 -0.9 -5.9 1.7 -8.8 8.6 -1.9
Overall Differences:
0.65 0.65
Table 2. Average absolute differences between true mean and least squares estimate, and between
true mean and empirical Bayes estimate.
Least Squares Empirical Bayes
41.3 54.1 48.5 33.7 26.9 33.1 44.9 35.0 30.5 26.2
44.1 62.5 50.6 32.5 14.6 34.8 48.9 38.1 29.7 16.2
38.7 53.2 53.4 30.3 23.4 32.3 41.8 40.3 24.8 20.4
33.8 72.2 64.1 33.8 23.8 28.7 52.4 46.4 27.8 21.1
Overall Differences: '
41.8 33.7
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4. Conclusion
An improved, empirical Bayes-type estimator for the cells of a two-way table, constrai-
ned to preserve table consistency, is presented. In a simulation study it was shown that
the improved estimator is more efficient than the usual least squares estimator. Further
research is needed to develop an estimate of the variance of the empirical Bayes estima-
tor. However, this technique appears to be a viable alternative to traditional methods for
estimating the cells in a two-way table when the column and rows sums must be preser-
ved.
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Vorbemerkungen
Das Zertifikat ››Epidemiologie« soll an Personen verliehen werden, die über ein breites epide-
miologisches Wissen und eine mehrjährige Berufserfahrung verfügen. Bewerberfür das Zerti-
¿kat müssen deshalb den Nachweis erbringen, daß sie eigene epidemiologische Forschungs-
arbeiten durchgeführt haben und an einer qualifizierten theoretischen Weiterbildung teilge-
nommen haben. Ihr Wissen wird zusätzlich in einer mündlichen Aussprache überprüft Dem
Zertifikatsinhaber wird diefachliche Quali¿kation für Leitungsaufgaben im Bereich der Epi-
demiologie bescheinigt.
Die Förderung der Weiterbildung auf dem Gebiet der Epidemiologie und die Bestätigung
ihres erfolgreichen Abschlusses durch Erteilung eines Zertıfikates sind gemeinsame Aufgaben
der Gesellschaft für Medizinische Informatik, Biometrie und Epidemiologie sowie der Deut-
schen Gesellschaft für Sozialmedizin und Prävention. Diese Aufgaben werden von einem
gemeinsamen Anerkennungsausschuß Zertifikat ››Epidemiologie« (im folgenden Anerken-
nungsausschuß genannt) wahrgenommen. Die Weiterbildung und Anerkennung werden
durch die nachstehenden Richtlinien geregelt.
Richtlinien für die Erteilung des Zertifikates ››EpidemioIogie<<
1. Allgemeines
Das Zerti¿kat ››Epidemiologie« bescheinigt ausreichende Qualifikationen im Sinne der
oben genannten Zielsetzung aufgrund
(a) eines adäquaten Eingangsstudiums
(b) einer praktischen Qualifikation
(c) einer zum Inhalt des Eingangsstudiums komplementären, theoretischen Weiterbil-
dung.
Biometrie und Informatik in Medizin und Biologie 1/1992
32 Zerti¿kat Epidemiologie
ad(a): Als Eingangsvoraussetzung gilt ein abgeschlossenes Hochschulstudium der Medi-
zin, der Naturwissenschaften oder der Sozialwissenschaften. Auch Absolventen anderer
Hochschulstudiengänge können sich um das Zertifikat bewerben, wenn entsprechende
Kenntnisse nachgewiesen werden.
ad(b): Als praktische Quali¿kation gilt eine mindestens fünfjährige praktische Tätigkeit
auf dem Gebiet der Epidemiologie.
ad(c): Eine theoretische Weiterbildung ist nachzuweisen, die das Eingangsstudium um
die fehlenden Komponenten ergänzt (siehe Anhang).
2. Praktische Qualifikation
Während der praktischen Tätigkeit muß die Fähigkeit zur wissenschaftlichen Bearbei-
tung epidemiologischer Fragestellungen durch Berufserfahrung, Weiterbildung und ver-
antwortliches Arbeiten erworben worden sein. Dies ist nachzuweisen durch erfolgreich
abgeschlossene Projekte oder wissenschaftliche Publikationen in einem der Gebiete
(a) Planung, Durchführung und Auswertung epidemiologischer Studien oder
(b) Entwicklung, Anpassung und Erprobung epidemiologischer Verfahren.
Nähere Angaben zu den Tätigkeitsgebieten:
(a) Planung, Durchführung und Auswertung epidemiologischer Studien
Kandidaten, deren praktische Weiterbildung sich auf diesen Bereich erstreckt, sollten bei
mindestens zwei epidemiologischen Studien an der Planung, Durchführung und Aus-
wertung verantwortlich mitgearbeitet haben. Diese Studien sollten weitgehend den Kri-
terien genügen, die im »Manual für die Planung und Durchführung epidemiologischer
Studien<< der GMDS und DGSMP aufgeführt sind.
Als beispielhaft sei die verantwortliche Bearbeitung folgender Teilprobleme genannt:
- Planung: Fallzahlabschätzung, Fragebogenentwicklung, Probandenzugang,
Stichprobenziehung
- Durchführung: Felderschließung, Probandenbetreuung, Studienmonitoring,
Befragung, Funktionsdiagnostik
- Auswertung: Datenhaltung und -aufbereitung, statistische Analyse, Interpretation,
Berichterstellung
(b) Entwicklung, Anpassung und Erprobung epidemiologischer Verfahren.
Dieser Bereich der praktischen Weiterbildung umfaßt ein weites Spektrum möglicher
Aufgabenstellungen. Die Bewertung der Leistungen eines Zerti¿katsbewerbers muß sich
daran orientieren, daß
- die eigenen Entwicklungs- bzw. Anpassungsleistungen deutlich über den reinen Ein-
satz bestehender Verfahren hinausgehen
- die entwickelten bzw. angepaßten Verfahren nicht nur auf eine Studie zugeschnitten
sind, sondern auch in anderen epidemiologischen Studien Anwendung finden können
- die Umsetzung der entwickelten bzw. angepaßten Verfahren erprobt wurde.
Beispielhaft sei die verantwortliche Bearbeitung folgender Teilprobleme genannt:
- Planung: Entwicklung von Verfahren zur Fallzahlabschätzung, Verbesserung
von Stichprobenverfahren.
- Durchführung: Entwicklung und Validierung von Erhebungsinstrumenten.
Anpassung und Standardisierung von Untersuchungsverfahren
(Funktionsdiagnostik, Labortests, biologisches Monitoring) für Zwecke
der epidemiologischen Forschung.
- Auswertung: Erstellung von Datenbanken für epidemiologische Fragestellungen.
Entwicklung bzw. Anpassung biostatistischer Verfahren für epide-
miologische Studien.
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3. Theoretische Weiterbildung
Die theoretische Weiterbildung hat zum Ziel, das zur absolvierten Hochschulausbildung
komplementäre Grundlagenwissen in Epidemiologie zu vermitteln. Sie kann durch Fort-
bildungskurse sowie durch Selbststudium erfolgen, wobei der im Anhang angegebene
StofÀ<atalog zugrundezulegen ist.
4. Anerkennungsverfahren
Der Bewerber reicht dem Anerkennungsausschuß den Nachweis über die Eingangsvor-
aussetzungen ein. Dieser prüft, ob die Voraussetzungen für die Anerkennung erfüllt
sind. Reicht der Umfang der Weiterbildung nicht aus, macht der Ausschuß ggf. Vor-
schläge für einen zusätzlichen Weiterbildungsplan.
Wenn die Unterlagen die Erfüllung der geforderten Voraussetzungen ausweisen, setzt
der Anerkennungsausschuß eine Aussprache mit dem Kandidaten fest. Die Aussprache
erstreckt sich auf die unter 2 und 3 genannten Punkte der individuellen Weiterbildung,
wobei dem Kandidaten rechtzeitig vorher die Schwerpunkte, auf die sich die Aussprache
erstrecken soll, schriftlich mitgeteilt werden. Danach erfolgt die Entscheidung des Aner-
kennungsausschusses, gegebenenfalls die Erteilung von Auflagen. Eine einmalige Wie-
derholung der Aussprache ist ohne besondere Begründung möglich.
Nach der Aussprache über die Erteilung des Zertifikats trifft der Ausschuß die Entschei-
dung. Gegen Entscheidungen des Anerkennungsausschusses können begründete Ein-
sprüche an die zuständigen Gremien der GMDS und der DGSMP gerichtet werden.
Das Zerti¿kat wird erteilt, wenn die Gremien beider Fachgesellschaften dem Einspruch
stattgeben.
5. Zusammensetzung des Anerkennungsausschusses
Der Ausschuß besteht aus fünf Mitgliedern, wobei jeweils mindestens ein Mitglied für
die Beurteilung der Tätigkeit und der Weiterbildung in den Bereichen Medizin, medizi-
nische Statistik, Sozialmedizin und Epidemiologie kompetent ist. Ferner soll mindestens
ein Mitglied im nichtuniversitären Bereich tätig sein. 1
Jedes Mitglied muß einen Stellvertreter für die von ihm vertretene Fachrichtung haben.
Der Vorsitzende und der stellvertretende Vorsitzende des Anerkennungsausschusses
werden jeder als ein Vertreter der beteiligten Gesellschaften von deren jeweils satzungs-
gemäß zuständigen Gremien benannt. Diese Gremien berufen in gegenseitigem Einver-
nehmen die weiteren Mitglieder und deren Vertreter, wobei jeweils zwei der festen Mit-
glieder von einer Fachgesellschaft benannt werden. Die Ernennung erfolgt auf die
Dauer von 2 Jahren, Wiederernennung ist möglich. Zur Wahrung der Kontinuität soll
für ein ausscheidendes Mitglied sein Stellvertreter nachrücken. Der Vorsitz des Aus-
schusses wechselt alle 2 Jahre, wobei der Vorsitzende jeweils durch den bis dahin stell-
vertretenden Vorsitzenden abgelöst wird.
Der Anerkennungsausschuß gibt sich im Einvernehmen mit den zuständigen Gremien
der GMDS und DGSMP eine Geschäftsordnung.
6. Verlust der Anerkennung
Die Anerkennung kann widerrufen werden, wenn die Voraussetzungen ihrer Erteilung
nicht mehr gegeben sind oder sich nachträglich herausstellt, daß diese Voraussetzungen
nicht gegeben waren.
7. Anerkennungen von ausländischen Qualifikationen
Bei Bewerbern, die als Eingangsquali¿kation einen Studienabschluß im Ausland geltend
machen, muß in Zweifelsfällen die Gleichwertigkeit des im Ausland abgelegten
Abschlußexamens aufgrund einer Stellungnahme der »Zentralstelle für ausländisches
Bildungswesen der ständigen Konferenz der Kultusminister der deutschen Bundeslän-
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der in Bonn<< zum Nachweis der Erfüllung der Eingangsvoraussetzung la belegt werden.
Im übrigen entscheidet im Hinblick auf die Zerti¿katserteilung der Anerkennungsaus-
schuß.
Tätigkeiten an einschlägigen ausländischen Institutionen im Sinne von Abschnitt 2 kön-
nen vom Anerkennungsausschuß als praktische Weiterbildung angerechnet werden.
8. Übergangsregelungen
Im Rahmen einer Übergangszeit von 6 Monaten können die zuständigen Organe der
beiden Fachgesellschaften das Zerti¿kat abweichend von den vorangegangenen Vor-
schriften an erfahrene Fachwissenschaftler auf Antrag vergeben. Der erste Anerken-
nungsausschuß wird für die Dauer von drei Jahren benannt und arbeitet eine Geschäfts-
ordnung aus, die auch das Antragsverfahren nach Satz 1 regelt.
9. Inkrafttreten
Die hier gegebenen Richtlinien gelten mit Wirkung vom 20.01.1992.
Anhang
Verzeichnis derfür die theoretische Weiterbildung in Betracht kommenden Stojfgebiete
Die individuelle Weiterbildung eines Zerti¿katsanwärters muß sich auf Gebiete bezie-
hen, die jeweils komplementär zum Eingangsstudium sind. Der Bewerber muß über ein-
gehende Kenntnisse in den Gebieten A-D sowie in zwei Spezialgebieten aus E ver-
fügen, die im Rahmen eines Hochschulstudiums oder der Weiterbildung erworben wur-
den.
A Grundlagen der Epidemiologie
- Geschichtliche Entwicklung
- deskriptive und analytische Epidemiologie
- Maße (z.B. Inzidenz, Prävalenz, relatives, attributables Risiko)
- Rolle von Zufall, Verzerrung und Störvariablen 3
- Studientypen (z.B. Fall-Kontroll-Studien, Kohortenstudien, Querschnittstudien, Inter-
ventionsstudien)
- Screening, Monitoring, Register
B Medizinische Informatik und Biometrie
- Grundlagen der medizinischen Informatik (Standardtechniken und Werkzeuge wie
Text-, Datenbank- und Auswertungssysteme)
- Medizinische Dokumentation (Schlüssel, Register etc.)
- Medizinische Informations- und Kommunikationssysteme
- Datenschutz
- Betriebssysteme/Datenbanksysteme/Statistikprogrammpakete
- Deskriptive Statistik (z.B. Lage- und Streuungsmaße, Standardisierung)
- univariate Tests (z.B. Zwei- und Mehrstichprobentests, Analyse von Überlebenskur-
ven, etc.)
- multivariate Verfahren (z.B. Varianzanalyse, Regressionsanalyse)
- Schätzung des Stichprobenumfangs
- Bias, Confounding, Interaction
- Ergebnispräsentation
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Grundlagen in einem klinischen Fach aus den Bereichen Innere Medizin, Chirurgie,
Allgemeinmedizin
D Sozialwissenschaftliche Anwendungsbereiche der Epidemiologie
Bevölkerungswissenschaft und Demographie





Vertiefte Kenntnisse in zwei Gebieten:




Epidemiologie im Bereich der Arbeitsmedizin/Umweltmedizin
Klinische Epidemiologie
Rheumaepidemiologie
Epidemiologie im Bereich Genetik/Reproduktion
Pharmakoepidemiologie
Der Anerkennungsausschuß kann im Einzelfall auch andere Spezialgebiete zulassen.
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SHORTLIFFE, E. H., PERREAULT, L. E. (EDS.)
Medical Informatics
Computer Applications in Health Care
Addison-Wesley, Reading, Mass., 1990
ISBN 0-201-06741-2, XX + 715 S. Gebunden, US $ 53
Dieses Buch wurde mit der Zielsetzung geschrieben, das erste umfassende Lehrbuch der Medi-
zinischen Informatik zu schaffen. Es enthält in 20 Kapiteln Beiträge von insgesamt 28 Autoren.
Der Schwerpunkt liegt in einer breiten, einführenden Darstellung aller Facetten des Fach-
gebietes, wobei nicht Vollständigkeit im Detail das Ziel war, sondern primär die klare Heraus-
arbeitung der jeweiligen begrifflichen Grundlagen angestrebt wurde. Die Darstellung beginnt
mit fünf einleitenden Kapiteln über die Rolle von Daten, Information und Informationsmana-
gement in der Medizin, über die Grundlagen medizinischer Entscheidungsfindung und über
technische Möglichkeiten und Grenzen sowie über Systembedingungen des Computereinsat-
zes in der Medizin. Die folgenden 18 Kapitel beschäftigen sich mit den Hauptanwendungs-
gebieten der Computermethoden in der Medizin, von Patientenverwaltungs- und Kranken-
hausinformationssystemen über Labor-, Radiologie-, Monitoring- und Verschreibungssyste-
men bis zu den Anwendungen zur Entscheidungsunterstützung, bibliographischen Recherche,
klinischen Forschung und medizinischen Ausbildung. Die abschließenden 2 Kapitel gehen auf
die bisherige Entwicklung der Kosten des Gesundheitssystems und seiner Finanzierung sowie
auf die Zukunftsaussichten des Computereinsatzes in der Medizin ein.
Jedes Kapitel beginnt mit einer Liste der hauptsächlichen Fragen, die behandelt werden, und
schließt mit einer kommentierten Liste weiterführender Literatur sowie einer Auflistung von
Problemen für vertiefende Sachdiskussionen. Ergänzt werden die Kapitel durch ein 25-seitiges
Glossar der wichtigsten Begriffe und eine Bibliographie.
Das Buch dürfte seinen Zweck, eine umfassende, einführende Darstellung des Gebietes für
Studenten, Praktiker und Spezialisten zu sein, in hervorragender Weise erfüllen. Im Bereich
»Medical Decision Making« geht es in technischer Hinsicht sogar über eine bloße Einführung
deutlich hinaus. Auch dem deutschsprachigen Leser kann es insofern uneingeschränkt emp-
fohlen werden. P. Hucklenbroich, Neuherberg
ADLAssNrG, K.-P., GRABNER, G., BENGTssoN, S., HANSEN R. (Eds.),
Proc. Medical Informatics Europe 1991, Lecture Notes in Medical Informatics 45,
Springer-Verlag, Berlin, 1089 Seiten, 1991.
Dieser Band enthält die Proceedings des Tenth International Congress on Medical Informatics
(MIE9l), der von der European Federation for_l_\/Iedical Informatics (EFMI) in Kooperation mit
der Osterreichischen Computer Gesellschaft (OCG) und der Osterreichischen Gesellschaft für
Biomedizinische Technik (OGBMT) organisiert wurde und vom 19.-22. August 1991 in Wien
stattfand.
Mit seinen nahezu 1100 Seiten ist dies der bisher umfangreichste Tagungsband einer MIE Kon-
ferenz. Er enthält 157 Vorträge, 28 Poster-Präsentationen, und 14 Kurzfassungen von Pro-
gramm-Demonstrationen. Diese wurden von einem 31-köpfigen, international besetzten Pro-
grammkomitee unter Leitung von S. Bengtsson aus über 300 eingereichten Beiträgen ausge-
wählt.
Der inhaltliche Bogen spannt sich von Informations-, Kommunikations- und Expertensyste-
men, über Biosignal- und Bildverarbeitung, Biometrie und Biomathematik, Forschung und
Epidemiologie, Krankenpflege, Verwaltung und Gesundheitswesen bis hin zu Fragen der com-
putergestützten Ausbildung.
In dieser Vielfalt lassen sich dennoch thematische Schwerpunkte erkennen.
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Hierzu zählen Informations- und Kommunikationssysteme mit allen ihren Facetten. Es finden
sich Beiträge zu Krankenhaus-Informationssystemen, Informationssystemen für den niederge-
lassenen Arzt, die medizinische Fachabteilung, den stationären Pflegebereich, sowie für die
Verwaltung. Eigene Abschnitte sind der Arzneimittelinformation und dem Monitoring, der
Kommunikation in der Klinik und PAC-Systemen, sowie dem standardisierten Informations-
austausch zwischen Subsystemen gewidmet.
Neben den für die Medizinische Informatik zentralen Bereich der Informationssysteme befaßt
sich eine große Anzahl der Beiträge mit wissensbasierten Systemen. Diese finden sich nicht
nur in mehreren Abschnitten zu diesem Thema, sondern auch in Bereichen wie Biosignal- und
Bildverarbeitung, computergestützte Ausbildung, Informations- und entscheidungsunterstüt-
zende Systeme wieder. Unter den Beiträgen, die das Thema Expertensysteme als Schwerpunkt
haben, stehen die konzeptionelle Modellierung medizinischen Wissens, die Repräsentation-
und Akquisition von Wissen, sowie Ergebnisse und Fragen der Evaluierung im Vordergrund.
In einem eigenen Abschnitt werden Anwendungen der Theorie der unscharfen Mengen vorge-
stellt.
Dieser Tagungsband präsentiert die Forschungsergebnisse von 550 zumeist europäischen Wis-
senschaftlern aus über 27 Ländern. Er dokumentiert erneut den genuin interdisziplinären Cha-
rakter der Medizinischen Informatik. Sein inhaltliches Spektrum macht den Band für alle inter-
essant, die sich über den aktuellen Stand des Computereinsatzes in der Medizin informieren
wollen.
W. Moser, München
KUPERMAN, G. J_, GARDNER, R. M., PRYoR, T.A.
HELP: A Dynamic Hospital Information System
New York, Berlin: Springer (1991) 334 Seiten, 110 Illustrationen
Das Buch schildert den seit mehr als 20 Jahren in Entwicklung befindlichen Stand der DV-Un-
terstützung im LDS (Latter-day Saints)-Hospital, Salt Lake City. Die Software unter dem
Namen HELP wird z.Z. von 3M auch anderen angeboten.
Auch die zukünftigen Forschungs- und Entwicklungsarbeiten finden in Kooperation zwischen
3M und den medizinischen Informatikern des LDS-Hospitals statt.
Charakteristisch für das Krankenhaus-Informations-System (KIS) HELP ist das Konzept einer
integrierten Patienten-Datenbank, d.h. alle Anwendungen haben Zugriff zu den Patienten-
daten unabhängig davon, wo diese im Haus ursprünglich erhoben wurden.
Das Buch, das auf eine Broschüre zurückgeht, die zur Informierung der Besucher dient, ist in
fünf Teile gegliedert:
Teil I gibt eine Einführung in das HELP-System und kann auch als Einführung in das Thema
Krankenhausinformationssystem gelesen werden: Geschichte des KIS, augenblickliche Hard-
ware, Datenbank und Abfragesprache.
Teile II-V beschreiben detailliert die Applikationen im HELP-System mit Stand Sommer 1990,
und zwar:
Teil II: Administrative Funktion mit den darauf aufbauenden Funktionen der Qualitätssiche-
rung und OP-Planung.
Teil III: Die verschiedenen dedizierten Anwendungen in der Akut- und Intensivversorgung:
dies betrifft nicht nur klassische Bereiche wie das Labor sondern auch eher spezifische Ent-
wicklungen wie das Monitoring nosokomialer Infektionen und das Apache II-System zur
Abschätzung des Sterberisikos. Dieser Buchteil stellt den größten Abschnitt und bietet zusam-
men mit dem folgenden
Teil IV, der einige andere Applikationen wie das radiologische System, die Blut-Labor-Verord-
nung enthält, den eigentlichen Uberblick über die Fülle der Funktionen, die im HELP-System
integriert angeboten werden.
Teil V hat die Beschreibung der experimentellen oder auch nicht in Gebrauch befindlichen
Funktionen zum Inhalt.
Insgesamt bietet dieses Buch eine exzellente Möglichkeit, aus erster Hand einen detaillierten
Uberblick über die Leistungen des renommierten HELP-Systems zu erhalten. Es bietet nicht
(oder kaum) eine kritische Evaluation oder gar einen Vergleich mit anderen Lösungsansätzen.
Es ist somit ein Buch, das sich an die umfassender interessierten Fachleute wendet und ist nur
sehr begrenzt als einführende Lektüre in das Thema KIS geeignet. Das Buch leistet so voll, was
es verspricht und was bisher fehlte: statt der in der Literatur verstreuten Einzelbeiträge endlich
einen umfassenden Uberblick über das HELP-System zu geben. W. van Eimeren, München
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SPSS - Handbuch der Programmversionen 4.0 und SPSS-X 3.0
Autorisierte deutsche Bearbeitung des SPSS Reference Guide
von SCHUBö/UEHLrNGER/PERLErH/SCHRÖGER/SIERWALD
Gustav-Fischer Verlag Stuttgart/New York 1991, 661 S.
Das Handbuch ist die Neuauflage ››der<< deutschen Bearbeitung zur Version SPSS-X2.2 und
beschreibt kurz, aber vollständig die Arbeitsweise und Syntax der aktuellen Version SPSS 4.0 des
Software-Pakets, wobei die Abweichungen zur Version SPSS-X 3.0 jeweils angegeben werden. Die
beschriebene Syntax beinhaltet die Module BASE, ADVANCED SrArrsrrcs und die Prozedur GRAPH
des Statistik-Systems (nicht TABLES, TRENDS sowie CATEGoRrEs). Die Darstellung ist betriebssy-
stem-unabhängig für viele Großrechner, UN_iX-Workstations, Apple Macintosh sowie PC”s unter
OS/2, nicht aber für die DOS-Version SPSS/PC +.
Der Leser findet auf den ersten 250 Seiten (Kapitel 1-8) alles Wissenswerte über das »Daten-
Handling« mit SPSS: Daten ein-/ausgeben und modifizieren, Variablen und Werte beschreiben,
Dateien bearbeiten und konvertieren, Stichprobe ändern. Das letzte Kapitel 9 behandelt im Detail
(auf ca. 350 Seiten) die Statistik-Prozeduren und das Makro-Hilfsprogramın. Die Beschreibung der
Prozeduren folgt jeweils demselben Schema: Uberblick, Syntax, Abweichungen der Version 3.0,
Basisangabe, Funktionsweise, Beschreibung der Parameter/Optionen, Grenzen, Literatur (zu den
statistischen Methoden) sowie ein Beispiel mit Protokoll. Das ausführliche Stichwortverzeichnis im
Umfang von 50 Seiten unterstützt schnelles Nachschlagen im Handbuch.
Im Vergleich zur letzten Ausgabe fallt (neben den Anpassungen an die aktuelle Programmversion)
die neue, gelungene Gliederung auf: Systematische Reihenfolge der Kapitel 1- 8 zur Einarbeitung
und alphabetische Reihenfolge der Prozedurbeschreibungen (s.o.). Die Lesbarkeit wurde durch
übersichtliche Anordnung, moderne Schrifttypen und mehreren Schriftgrößen erheblich verbes-
sert. Leider sind die alten Kapitelmarkierungen am Seitenrand _beim neuen Layout weggefallen
und häu¿gen Benutzern wird die billige Klebebindung bald zum Argernis.
Voraussetzung für die sinnvolle Anwendung von SPSS ist die Kenntnis der statistischen Metho-
den, insbesondere Auswahl, Annahmen und Interpretation der geeigneten Verfahren. Dazu finden
Sie aber (außer Literaturangaben) keine Erläuterungen, da diese den Umfang eines einbändigen
Nachschlagewerkes wohl sprengen würden.
Fazit: Das Buch kann allen Statistik-Anwendern empfohlen werden, die in einem einzigen Hand-
buch die behandelten Programm-Module übersichtlich nachschlagen wollen und eine Beschrei-
bung in deutscher Sprache bei englischer Syntax bevorzugen. Rainer Würländer
DIN-TASCHENBUCH 166:
Software-Entwicklung, Programmierung, Dokumentation.
Beuth Verlag, Berlin, Köln 1989, 3. Aufl., 420 Seiten, DM 122,-
Intention der DIN-Taschenbücher ist, mit den Worten des Herausgebers, ››die für einen Fach-
oder Anwendungsbereich wichtigen DIN-Normen zusammenzustellen« und diese in Taschen-
buchausgabe zu veröffentlichen. Es ist von vornherein klar, daß solch ein Buch nicht Lehr-
buch, sondern vor allem Nachschlagewerk ist.
Der Aufbau des Buches weicht allerdings von der ››Norm<<, ein Buch zu strukturieren (gibt es
hierfür eine DIN-Norm?), erheblich ab. Am Anfang des Buches wird dem Leser eine (durchaus
sinnvolle) Gliederung in die Abschnitte Software-Entwicklung, Programmiersprachen, Pro-
grammierung und Dokumentation suggeriert (Gliederung auf Seite XI). Nun muß man aller-
dings feststellen, daß das gesamte Werk nach aufsteigenden DIN-Nummern und nicht nach
inhaltlicher Zuordnung zu den o.g. Abschnitten aufgeteilt ist. Hierdurch wurde es möglich,
daß das für ein Nachschlagewerk besonders wichtige Stichwortverzeichnis nicht auf Seitenzah-
len verweist, sondern auf DIN-Normen.
Nun zu den Inhalten, die den oben genannten Abschnitten zugeordnet sind: Softwareentwick-
lung + Dokumentation: Hier findet man im wesentlichen die Normen für Programmablauf-
pläne, Datenflußpläne, Struktogramme, Entscheidungstabellen, aber auch Normen für die Pro-
grarnmentwicklungs- und Datendokumentation. Weiter sind hier die Normen zum Projektma-
nagement von Softwareentwicklungsprojekten insbesondere zur Netzplantechnik enthalten.
Manches ist hierbei im betrieblichen Einsatz sehr gut verwertbar, da die Darstellung der Norm
wie eine ›>Checkliste<< verwendet werden kann, so z.B. bei der Erstellung von Handbüchern
und Dokumentationen.
Programmiersprachen: Die hier wiedergegebenen Normen zu ALGOL 60, FORTRAN, COBOL,
PEARL, PL/1, Pascal, Ada und Basic sind zum Teil so stark gekürzt dargestellt, daß sie keinen
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inhaltlichen Beitrag liefern. So wird z.B. auf die Normierung von Pascal oder Basic auf nur
einer Seite hingewiesen, wohingegen ALGOL 60 auf 21 Seiten abgehandelt wird- Bei COBOL
beschränkt sich die Darstellung auf das Inhaltsverzeichnis der COBOL-Norm und die Gegenü-
berstellung der englisch-deutschen Fachwörterliste. ,
Programmierung: Bei der Durchsicht dieser Themen fällt auf, daß ein nicht unerheblicher Teil
der Normen heute wohl kaum mehr Bedeutung hat, da sie von der technischen Entwicklung
überholt wurden. Beispiele hierfür sind etwa: »Darstellung von Formelzeichen auf Einzeilen-
druckern und Datensichtgeräten<<, »Darstellung von ALGOL 60 Basissymbolen im Zeichensatz
des 7-Bit-Code<<, oder ››Programmablaufpläne als Dokumentationstechnik<<.
Fazit: Die Behauptung der Herausgeber, daß ›>Normen der Informationstechnik Weg-Begleiter
und -Bereiter für die technische Zukunft der ganzen Branche sind« kann somit kaum unwider-
sprochen bleiben. Eher muß man wohl konstatieren, daß die oft langwierigen Normungsver-
fahren kaum Schritt halten mit der rasanten Entwicklung in der Informatik, insbesondere bei
der Softwareerstellung. Von den in dem Buch behandelten 52 Normen sind nur 310/0 jünger als
1985. 440/0 liegen zwischen 1980 und 1985 und 25 0/0 sind älter als 1980.
Nichtsdestotrotz wird das vorliegende Werk für eine relativ große Zielgruppe von Interesse
sein, eben für all jene, welche sich einen Uberblick über den Stand der Normierung im Bereich
Software-Entwicklung verschaffen wollen. Dies können z.B. sein: Leiter der Anwendungsent-
wicklung, Systemanalytiker und Organisationsprogrammierer, Dozenten im EDV-Bereich. Für
diese Zielgruppe wird der relativ hohe Preis von DM 122,- eher nebensächlich sein.
F. Staab, Villingen-Schwenningen
LozAN, J. L.
Angewandte Statistik für Naturwissenschaftler
Pareys Studientexte, Nr. 74
Verlag Paul Parey, Berlin und Hamburg, 1992
ISBN 3-489-50234-S, 240 S., 36 Abb., 32 Tab.,
108 Beispiele, DM 38,-
Im Vorwort wird herausgestellt, daß das vorliegende Lehrbuch praxisbezogen sein soll. Auch
wird bewußt auf mathematische Ableitungen verzichtet. Daher kann dieses Buch vor allem für
Studierende als Ergänzung zu Vorlesungen nützlich sein. Dies gilt auch im Zusammenhang
mit der Verwendung von entsprechenden Programmpaketen. Daß die über 100 Beispiele weit-
gehend aus dem Arbeitsgebiet des Autors (Fischereiwissenschaft) entnommen worden sind,
sollte die Verbreitung nicht wesentlich schmälern. - Die äußere Ausstattung, klare Hinweise
auf die einzelnen Kapitel und viel benutzten Tabellen, sollte nicht darüber hinwegtäuschen,
daß sich heute auch mit Wordperfect 5.1 bei der Wahl einer anderen Schrift leicht eine anspre-
chendere Darstellung erreichen ließe.
Aus dem Inhalt: Erläuterung einiger Fachbegriffe - Charakterisierung von Stichproben - Dar-
stellung von Stichproben - Normalverteilung - Vergleich zweier Stichproben - Varianzanalyse
- Prüfung von Abhängigkeiten - Probitanalyse - Literaturverzeichnis - Sachverzeichnis.
. H. Geidel, Stuttgart
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