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We analyse large deviations of the magnetisation in two models of growing clusters. The models
have symmetry-breaking transitions, so the typical magnetisation of a growing cluster may be ei-
ther positive or negative, with equal probability. For large clusters, the magnetisation obeys a large
deviation principle. We show that the corresponding rate function is zero for values of the mag-
netisation that are intermediate between the two steady state values, which means that fluctuations
with these values of the magnetisation are much less unlikely than previously thought. We show that
their probabilities decay as power laws in the cluster size, instead of the exponential scaling that
would be expected from the large deviation principle. We discuss how this observation is related
to dynamical phase coexistence phenomena. We also comment on the typical size of magnetisation
fluctuations.
I. INTRODUCTION
Large deviation theory is the mathematical framework
for analysis of rare events [1]. In recent years, this the-
ory has been applied to a wide range of physical sys-
tems, in order to study dynamical fluctuations [2–11].
In non-equilibrium systems, large-deviation theory can
be used to analyse fluctuations of currents and of the
entropy production [2–6], with implications for fluctu-
ation theorems [2, 12] and thermodynamic uncertainty
principles [13]. In systems that exhibit metastability, in-
cluding glasses [9, 14, 15] and biomolecules [16], large
deviation theory can be used to analyse deviations from
ergodic behaviour, generating new insights into long-lived
metastable states.
To illustrate the simplest case, consider a system with
(time-dependent) state x(t), which follows some stochas-
tic dynamics. Select an observable quantity F (x), and
construct its time average as
F (τ) =
1
τ
∫ τ
0
F (x(t))dt . (1)
This quantity is a random variable. A simple statement
of ergodicity is that F should converge to a correspond-
ing ensemble average, in the limit where τ → ∞. Large
deviation theory provides a framework in which this con-
vergence can be analysed [6, 7, 14, 17]. Definitions will
be given below, here we give an outline of the physical
picture. In simple cases, the probability density for F
scales for τ →∞ as
p
(
F |τ) ' exp [−τI(F )] . (2)
This type of scaling relationship is called a large deviation
principle (LDP) and I is called the rate function [1, 18].
For physical systems that are finite and ergodic, one ex-
pects that the rate function is (strictly) convex, with a
single zero when F is equal to the ensemble average.
However, there is a wide range of physical systems
where this simple picture breaks down. For example,
in systems with long-lived metastable states, it is natu-
ral for the rate function to develop singularities [9, 19],
which appear as the system size tends to infinity. Sys-
tems with long-ranged memory may also behave non-
ergodically [20–22], in which case the rate function may
not be convex
In this work, we consider systems where clusters of par-
ticles grow, as a function of time [23, 24]. The clusters
contain two kinds of particles, which can be distinguished
either by their spins (up or down), or their colors (red or
blue). Using the language of spins, one defines the (exten-
sive) magnetisation, which is the difference between the
number of spin-up particles and the number of spin-down
particles. We focus here on models that are symmetric
under interchange of spin-up and spin-down. In this case,
Klymko, Garrahan, and Whitelam [23] showed that these
systems exhibit a range of interesting behaviour, includ-
ing symmetry-breaking transitions. That is, depending
on the model parameters, the (intensive) magnetisation
can converge to zero at large times, or it can converge to
a non-zero value [23]. In the latter case, positive and neg-
ative values are equally likely, but typical trajectories of
the model involve spontaneous breaking of the up-down
symmetry. More generally, these models are also mem-
bers of a general class of (Polya) urn problems [25, 26]
that have been studied in mathematics; they can also be
reformulated as random walks with memory, similar to
the elephant random walk [27] (see also [22, 28–30]).
Recently [11], Klymko, Geissler, Garrahan and White-
lam (KGGW) analysed LDPs similar to (2), in these
growth models. Since the clusters are always growing
with time, the models are not ergodic. This means that
one cannot apply standard methods from [6, 7, 31] in
order to establish LDPs similar to (2). Nevertheless,
KGGW showed that an LDP holds at large time, where
the observable analogous to F is the magnetisation.
For parameters where the symmetry is spontaneously
broken, Ref. [11] also predicted two unusual properties
of the rate function. First, there are some values of the
observable for which the rate function is concave (the sec-
ond derivative is negative). Second, in cases where the
2steady states spontaneously break the symmetry, they
predicted that the rate function should have local minima
at unstable fixed points of the dynamics. From (2), it fol-
lows that these unstable points should be associated with
local maxima in the probability, although these maxima
were not observed in [11]. These predictions were based
on a method that provides upper bounds on the rate func-
tion [11, 32]. This is achieved by modifying the dynamics
of the system of interest, in order to make the rare events
of interest more likely. A recent preprint [33] discusses
this method in more detail, and proposes a method for
calculation of the difference between the upper bounds
and the true rate functions.
In this work, we examine the LDPs of KGGW in more
detail. We find that while their upper bounds on the rate
function are valid, these bounds are not quantitative es-
timates of the rate functions themselves. In particular,
we show that the second derivative of the rate function
may be zero, but it is never negative. (The rate function
is not strictly convex, but neither is it concave.) This
also explains why the probability distribution of the mag-
netisation does not have local maxima at unstable fixed
points of the dynamics.
Our analysis also reveals additional interesting and
unusual behaviour in these systems. In cases where
the symmetry is spontaneously broken, we find that
the probability distribution of the magnetisation behaves
similarly to (2) for some values of the magnetisation,
while for some other values it behaves as a power law
p
(
F |τ) ' τ−α. We discuss the physical interpretation
of this unusual scaling – it is associated with the fact
that very large fluctuations can be observed for trajec-
tories that diverge slowly from the unstable fixed point
of the dynamics (a similar phenomenon has been dis-
cussed before [34] in Polya urn models). In the light of
these results, we discuss what general insights are avail-
able, including the strengths and weaknesses of numerical
strategies for analysis of LDPs. In particular, we empha-
sise that while upper bounds on rate functions are use-
ful, establishing quantitatively accurate bounds is likely
to require a detailed understanding of the system of in-
terest [35–37], or a very flexible variational ansatz [38].
In this paper, Sec. II describes the models and the
main methods of [11, 23]; this includes a model of irre-
versible cluster growth, and one where the cluster grows
reversibly, so that the number of particles can both in-
crease or decrease. Sec. III has results for the irreversible
process, and Sec. IV has results for the reversible pro-
cess. In Sec. V we discuss what general conclusions can
be drawn from our results.
II. MODELS AND METHODS
This Section defines the models considered in this
work, which were introduced by Klymko, Garrahan and
Whitelam [23]. We also describe the method used by
KGGW to obtain bounds on the probabilities of rare
events in these models [11]. The definitions of the mod-
els and methods are equivalent to those of [11]. We also
discuss the relationships between those works and other
models and methods from the literature.
A. Irreversible model of growth
In the irreversible model of growth defined in [23], clus-
ters grow irreversibly (see also [24]). KGGW consider
trajectories of this model that have a fixed number of
events [11], which amounts to considering a stochastic
process in discrete time. Let sk = ±1 be the spin of the
particle that is added on step k. The (intensive) mag-
netisation just after this step is
mk =
1
k
k∑
i=1
si . (3)
The initial condition is that s1 = ±1, each with proba-
bility 1/2. The dynamical rule is that
sk+1 =
{
+1, with prob (1 + exp(−2Jmk))−1 ,
−1, with prob (1 + exp(2Jmk))−1 . (4)
The parameter J > 0 describes a ferromagnetic interac-
tion among the spins. We consider trajectories of this
discrete-time model with K steps in total: this set of
trajectories is identical to the constant-event-number en-
semble of KGGW [11], where the number of events is
K.
There are several possible ways to analyse this growth
process. It can be interpreted as a Markov process for
mk, in which the transition probabilities depend explic-
itly on the step k. (The process is not stationary.) This
model can be mapped onto a (generalised) Polya urn
problem [25, 26] by interpreting the number of up/down
spins in the growing cluster as the number of red/black
balls in a container (similar to [23]). General results for
large deviations in urn models have been obtained by
Franchini [34]: the results presented here are consistent
with that work. Alternatively, the system can be viewed
as a non-Markovian process for sk, in which the transition
probabilities depend on the history, via mk [32, 39]. This
formulation is related to the elephant random walk [27],
where Mk = kmk is viewed as the position of a particle,
which obeys a dynamical rule similar to (4) except that
the probabilities of sk+1 = ±1 are linear in mk. Within
this non-Markovian formulation, the irreversible growth
model falls in the broad class considered by Harris and
Touchette [20, 21]. They derived several general results
for large deviations in models within this class. The re-
sults presented here are consistent with their theory.
The large-k behaviour of this model depends on the
value of J . For large k, the magnetisation mk converges
to a limiting value. It is convenient to refer to this as
a steady state for the model, even though the cluster is
constantly growing so the system is not stationary. Given
3some mk, the conditional average of sk+1 is 〈sk+1〉mk =
tanh Jmk. For large k one finds
〈mk+1〉mk ' mk +
tanh(Jmk)−mk
k
. (5)
This means that steady state values of the magnetisation
must solve m = tanh Jm [23]. This equation is familiar
from mean-field models of ferromagnets: there is only one
solution if J ≤ 1 but for J > 1 there are three solutions.
In this case, the steady states have m = ±mS where mS
is the spontaneous magnetisation. The point m = 0 is
an unstable fixed point of (5) and is not a steady state of
the growth model. This symmetry-breaking transition is
similar to transitions in the non-Markovian random walk
models of [22], see in particular their (so-called) artificial
model.
We consider trajectories with a total ofK steps, and we
discuss an LDP that applies for large K. The analogue
of the time-average in (1) is mK , as defined in (3). The
LDP discussed by KGGW is similar to (2): as K → ∞
one has
p(mK) ' exp [−KI(mK)] (6)
where I is the rate function. This is an LDP with speed
K [1, 18]. We assume that I is continuous, which is
consistent with our results and those of KGGW. Define
IK(m, ) = − 1
K
log Prob(|mK −m| ≤ ) . (7)
where Prob(. . .) on the right hand side denotes the prob-
ability that mK is within  of some value m. From the
theory of LDPs [1], one has
lim
K→∞
IK(m, ) = inf
x∈[m−,m+]
I(x) . (8)
Hence, analysis of I provides information about the rate
function. In particular, the assumed continuity of I
means that I(m) = lim→0 limK→∞ IK(m, ).
B. Reversible model of growth
The reversible model considered by KGGW was in-
troduced in [23]. It is similar to the irreversible one,
except that particles may leave the cluster as well as be-
ing added to it. (Note however, this is not a reversible
Markov chain in the mathematical sense.) The number
of particles in the cluster after step k is Nk and its (ex-
tensive) magnetisation is Mk. Also mk = Mk/Nk is the
intensive magnetisation. There are several LDPs that
could be considered, including the joint probability dis-
tribution for MK/K and and NK/K, which was analysed
by KGGW [11]. Here we consider the behaviour of mk,
for which we expect that
p(mK) ' exp[−KI(mK)] . (9)
This is analogous to (6), although the functional form of
I will be different.
The dynamical rule for the model may be formulated
in terms of increments ∆Mk = Mk+1 −Mk and ∆Nk =
Nk+1 − Nk. The physical idea [23] is that particles are
added with rates that do not depend on their spin, but
their unbinding rate is suppressed if they are aligned with
the magnetisation of the cluster. Specifically
(∆Nk,∆Mk) =

(+1,+1), w/prob (c/zk)
(+1,−1), w/prob (c/zk)
(−1,+1), w/prob eJmk(1−mk)/zk
(−1,−1), w/prob e−Jmk(1 +mk)/zk
(10)
where
zk = 2(c+ cosh Jmk −m sinh Jmk) (11)
is a normalisation constant. Similar to the irreversible
case, the set of trajectories of this discrete-time model is
equivalent to the constant-event-number ensemble of the
reversible growth model of [11].
Like the irreversible case, this model can also be
mapped to generalised Polya urn problem, where parti-
cles can be removed from the container, as well as added.
The model can also be interpreted as non-Markovian
random walk in two dimensions, where the position is
(Mk, Nk). This would be a two-dimensional generalisa-
tion of the elephant random walk [27].
The steady states of this model are described in [23].
There are symmetry-breaking transitions, similar to the
irreversible model, but with some additional complexity.
We give a brief summary of the relevant behaviour in
Section IV, which also includes results for this model.
C. Bounds on probabilities via optimal control
theory
One method for analysing large deviations is to es-
tablish upper bounds on the rate function, by consider-
ing processes where the rare events of interest become
typical. This idea is common in the mathematical the-
ory of large deviations [1, 40], its application in physics
is reviewed in [41], which also discusses its connection
with optimal control theory [42]. This connection pro-
vides us with a useful terminology: we consider control
forces which are added to the system, in order to enhance
the probability of rare events (for a physical example,
see [43]).
In mathematical studies, one usually aims to prove
bounds on rate functions. In KGGW [11], bounds were
evaluated numerically, by direct simulation of the growth
model, see also [32, 33]. (This approach may be con-
trasted with other numerical methods [43–48], which use
control forces to aid the computation of rate functions
or other large-deviation properties, instead of computing
bounds.)
4We outline the derivation of the relevant bound, fol-
lowing [11, 32]. The method is very general, we focus
here on the irreversible growth model. Let pk(s|m) be
the probability that the (k + 1)th particle has spin s,
given that the magnetisation just after step k is m. The
probability of a trajectory m = (m1,m2, . . . ,mK) for
the original process is P (m) =
∏K
k=1 pk(sk|mk−1), with
sk = mk+1−mk. In the irreversible model, (4) shows that
pk(s|m) = [1 + exp(−2Jms)]−1, for k ≥ 2. This is inde-
pendent of k because the update rule does not depend on
k, except through the value of mk. The initial condition
is specified by taking p1(s|m) = (1/2) (for s = ±1).
Now introduce a controlled system in which the cor-
responding transition probabilities are pconk (sk+1|mk).
In [11, 32, 33], this process is called the reference sys-
tem. The average of some observable quantity F in the
controlled process is denoted by 〈F 〉con, and the corre-
sponding average in the original system is 〈F 〉. By con-
sidering the probabilities of individual trajectories, one
sees that
〈F 〉 = 〈F exp[−A(m)]〉con (12)
where the action A is
A(m) =
K∑
k=1
log
pconk (sk|mk−1)
pk(sk|mk−1) . (13)
We define an indicator function χ(x) that is equal to
unity if |x| < , and zero otherwise. Then use (7) to
write IK(m, ) = −K−1 log〈χ(mK − m)〉. Using (12)
to express the right hand side in terms of averages with
respect to the controlled process, and noting that ex is
convex, one obtains by Jensen’s inequality [11, 32] that
IK(m, ) ≤ HK(m, ) (14)
with
HK(m, ) = − 1
K
log〈χ(mK −m)〉con
+
〈χ(mK −m) · A[m]/K〉con
〈χ(mK −m)〉con . (15)
The first term on the right hand side of (15) is the log
probability of the event that |mK −m| ≤ , in the con-
trolled process. The second term is a conditional average
of the action, which is obtained by averaging over the
trajectories that realise this event. If this event of inter-
est is typical under the controlled dynamics, it is simple
to evaluate H and hence to obtain an upper bound on
I. Obtaining accurate bounds (with H ≈ I) requires a
good choice of the controlled process.
For ergodic Markov processes in the classes consid-
ered by [7, 31, 37] (which include irreducible finite-state
Markov chains and a large class of stochastic differen-
tial equations), the search for suitable controlled pro-
cesses is somewhat simplified. In these cases, it can be
shown [17, 31, 37] that for K → ∞ one may achieve
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FIG. 1. Upper bounds on the rate function for the LDP (6) in
the irreversible model, for the representative case J = 1.4. We
show the bound of KGGW, which is obtained using control
forces that are constant (independent of k). This is compared
with our new bound for |m| < mS, which uses control forces
that depend on k. Our new result (with k-dependent forces)
implies that I(m) = 0 whenever |m| < mS.
equality in (14) by using a controlled process where the
transition probabilities do not depend on the step k (ex-
cept possibly for k = 1, which controls the initial condi-
tion). However, the situation for growth models is more
complicated because achieving equality in (14) may re-
quire a controlled process whose transition rates depend
explicitly on k. The new results that we obtain here are
obtained by considering this type of controlled process.
III. RESULTS : IRREVERSIBLE MODEL
We analyse the LDP (6) in the irreversible model.
KGGW derived bounds on the rate function I that ap-
pears in (6). They argued that their bounds are equal to
the rate function itself, because the controlled processes
(reference processes) that they consider mimic the rare-
event behaviour of the model. We show here that their
bounds are valid but they are not equal to the rate func-
tion. Section III A focusses on the case J > 1 in which
the model spontaneously breaks up-down symmetry. We
show that the rate function in (6) is zero throughout the
range |m| < mS (see also Corollary 5 of [34]). Fig. 1
summarises this result. After that, Sec. III B discusses
the behaviour of p(mK) for mK in this range: we show
that this probability decays as a power law in K. Then
Sec. III C gives a brief discussion of the behaviour for
|mK | & mS, focussing on the behaviour close to the peaks
of the probability distribution.
A. LDP with speed K
This Section establishes the new bound shown in
Fig. 1. Before starting the calculation, we recall the phys-
ical interpretation of this rate function. In many LDPs,
5zeros of the rate function I(m) correspond to typical val-
ues of the observable m [18]. The situation shown in
Fig. 1 is different, in that the typical values of m are
±mS but the rate function is zero throughout the range
|m| ≤ mS. This behaviour occurs when the probability
density for m decays to zero less fast than an exponential
[for example p(mK) ∼ K−α] so that p(mK)→ 0 at large
K, but one still has IK(m, ) → 0, and hence I(m) = 0
by (8). This behaviour may be somewhat unusual but
it is fully consistent with the existence of a large devia-
tion principle with speed K [1]. It is also similar to the
behaviour of the free energy in thermodynamic systems
close to phase coexistence, see Sec. V.
1. Control forces that are independent of k
We first derive the bounds of KGGW, following their
method, which uses (14). We use a slightly differ-
ent controlled system in which the extensive magneti-
sation Mk = kmk follows a biased random walk (see
also [32, 39]). The dynamical rule for this controlled
system is
sk+1 =
{
+1, with prob (1 + b)/2
−1, with prob (1− b)/2 (16)
where b is a numerical parameter with |b| ≤ 1. In this
case, the mean and variance of mk under the controlled
dynamics are
〈mk〉con = b, 〈(∆mk)2〉con = (1− b2)/k . (17)
For large k, the variance tends to zero and mk be-
comes sharply peaked at b. This allows calculation of
HK in (15), and hence bounds on IK . For large K
then 〈χ(mK − b)〉con → 1. Also, from (16) one has
pconk (s|m) = (1 + sb)/2, independent of m, so (15) yields
〈A(m)/K〉con ' 1 + b
2
log
(1 + b)(1 + e−2Jb)
2
+
1− b
2
log
(1− b)(1 + e2Jb)
2
(18)
We used that the fraction of steps with sk = ±1 is (1 ±
b)/2 and the contribution to the action for each such hop
is log[(1±b)(1+e∓2Jm)/2]; also mk is sharply peaked at b,
so the average action for such a hop can be estimated as
log[(1± b)(1 + e∓2Jb)/2]. Since mk is sharply peaked, we
note that this result for the action is somewhat insensitive
to details of the controlled dynamics. For example, if the
rates in (16) depended on also mk, the action would only
be sensitive to the values of the rates at the mean value
of mk. This insight is related to the temporal additivity
principle of Harris and Touchette [20, 21]. In our context,
it means that adding extra complexity to the controlled
process (16) does not yield improved bounds on I.
Using again that mK is sharply peaked, the conditional
average of the action in (15) can be replaced by the simple
average in (18), and one obtains (after simplifying the
right hand side of (18) and setting b = m)
HK(m, ) ' 1
2
log(1−m2) + log cosh(Jm)
+
m
2
log
1 +m
1−m − Jm
2 (19)
as in [11]. This result is valid for large K. It is easily
checked that HK(m, ) is non-negative for all m (as it
must be, since it is a bound on I). Using 2 tanh−1m =
log(1 + m)/(1 −m), one also sees that HK(m, ) = 0 if
m = tanh(Jm). That means that IK(m, ) = 0 if m is
fixed point of (5). For b 1 we also obtain
〈A(m)/K〉con ' b
2(J − 1)2
2
+O(b4) (20)
which determines the action of trajectories with m ≈ 0.
[Recall, we are considering J > 1 so m = 0 is an unstable
fixed point of (5).]
At this fixed point, one sees that IK(m, ) ' 0 (for
large K). This means that trajectories with mK = 0
have probabilities that do not decay exponentially in K.
The physical interpretation of this fact is that if the grow-
ing cluster contains a symmetric mixture of up and down
spins, there is no force that acts to increase or decrease
the magnetisation. On the other hand, if m is interme-
diate between 0 and mS, there is a force that drives the
system towards the stable fixed point at mS. This is the
intuition behind the LDP (6): the probability to remain
for a long time at a non-typical value of m is suppressed
exponentially in K, because of the forces in the model
that tend to drive m towards a typical value. At m = 0,
the force is zero, so the probability to remain near this
value is suppressed less strongly.
So far, all results are fully consistent with KGGW [11].
We now show that for m < mS, the true value of IK is
much less than HK in (19). We will obtain improved
bounds by taking a controlled process in (14) in which
the transition rates depend explicitly on the step k.
2. Control forces that depend on k
We take a controlled process that is a mixture of (16)
and (4), as follows. We choose two parameters, which are
the bias b in (16) and a step k∗ at which the controlled
dynamics changes its character. For the early part of the
trajectory, which is k ≤ k∗, the controlled system is an
asymmetric random walk as in (16); for the later part
(k > k∗) we revert to the original dynamics (4). One
sees that the action A in (13) has no contribution from
the later part of the path. Since smaller values of A lead
to more accurate bounds, this is a desirable feature. We
restrict to |b| < mS which is sufficient for our purposes.
Typical trajectories of this controlled dynamics are il-
lustrated in Fig. 2(a). If b2k∗  1 then one sees from
(17) that the distribution of mk∗ is sharply peaked, in
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FIG. 2. Results for the irreversible growth model in the representative case J = 1.4, for which mS ≈ 0.82. (a) Trajectories of
the controlled dynamics for K = 108, which all achieve mK ≈ 0.4. For the k-dependent force then (b, k∗) = (0.10, 2.0 × 106).
(b) Results for HK using the same controlled dynamics, as a function of K. (For the time-dependent forces, the values of b, k∗
are different for each K.) Error bars are comparable with symbol sizes. The dashed line is the prediction of (24), without any
fitting parameters. (c) The behaviour of HK as a function of m. The data in (b,c) and the agreement with (24) indicate that
limK→∞HK(m, ) = 0 throughout the range |m| < mS − , so limK→∞ IK(m, ) = 0 within this range, by (14).
the sense that its mean b is much larger than its stan-
dard deviation, which is of order (k∗)−1/2. In this case,
the distribution of mk also remains sharply peaked for
the later part of the trajectory. For k > k∗, the system
follows the original dynamics and the mean of mk can be
obtained from (5) by solving dm/dk = (tanhJm−m)/k,
as in [11]. It is natural to change variables to u = log k
so that
dm
du
= tanhJm−m . (21)
This means that for k > k∗, trajectories will flow away
from the unstable fixed point at m = 0 and towards
the stable point at m = mS, as in Fig. 2(a). More-
over, this evolution is very slow: the natural time vari-
able is not the number of steps k but the rescaled “time”
u = log k. (Physically, the slow variation with k occurs
because there are already many particles in the cluster, so
making a significant change in its magnetisation requires
the addition of many particles.)
In order to establish a bound on IK(m, ), we treat m
as a target value for mK : suitable controlled processes
should hit this target with high probability. We choose b
and k∗ to achieve this, as follows.
We solve (numerically) the differential equation (21),
going backwards in time. This yields a path which ends
at mK = m and can be propagated back to any earlier
time k, for example by Euler’s method. The magneti-
sation on this path is b˜(k) with k ≤ K and b˜(K) = m.
Both k and b˜(k) decrease as we solve the equation back-
wards in time. As k → 0 then b˜ → 0. (Note that m = 0
is an unstable fixed point of the forward equation, which
corresponds to a stable fixed point of the backward equa-
tion.) We stop the solution at the point (k, b˜) = (k∗, b)
where
b2k∗ = a
√
K (22)
where a is a numerical parameter, of order unity (we take
a = 2, results depend weakly on this choice).
These b, k∗ are the parameters that we use for the con-
trolled dynamics. As long as K is reasonably large, the
algorithm gives b  1 and k∗  1. Then the action for
this controlled process can be estimated from (20), with
K replaced by k∗. This yields
〈A〉con ≈ k∗ b
2(J − 1)2
2
. (23)
Since (b, k∗) solve (22), this means that 〈A〉con is of order√
K. Combining this result with (15) and assuming that
the controlled system hits the target with probability 1,
one obtains
HK(m, ) ' a(J − 1)
2
2
√
K
. (24)
Hence, the bound HK tends to zero as K → ∞. This
result applies for large K and is independent of the tar-
get chosen for mK (always assuming that this target is
between  and mS − ). Note however, that the con-
trolled process depends on K, in that the parameters
b, k∗ are chosen separately for each value of K. The as-
sumption that the controlled system hits the target with
probability 1 is valid as long as the magnetisation distri-
bution at k∗ is sharply-peaked in the sense that its mean
is much larger than its standard deviation. This requires
b2k∗  1 which is true by (22) as long as K is large.
Numerical results based on this construction are shown
in Fig. 2. In particular, Fig. 2(a) shows that the param-
eters (b, k∗) obtained by this method are such that the
controlled system hits the target m with high probabil-
ity. Also, Fig. 2(b) confirms that on increasing K, the
bound HK is quantitatively consistent with (24). This
establishes that limK→∞HK(m, ) = 0, and hence from
(14) one has limK→∞ IK(m, ) = 0, for this value of m.
Fig. 2(c) shows that the same behaviour occurs for several
values of m with |m| < mS−. This is expected since the
theoretical argument above is independent of the target
for mK . Hence limK→∞ IK(m, ) = 0 throughout this
range, which establishes that the rate function (6) obeys
I(m) = 0, |m| < mS . (25)
7This was the result anticipated in Fig. 1. A similar result
has been proven by a rigorous analysis of a general class
of Polya urns, see Corollary 5 of [34]. We emphasise here
that while the numerical results in Fig. 2 are a useful
confirmation of our theoretical calculations, the bound
in (24) is an analytical result.
B. Scaling of the probability that |mK | < mS
As K → ∞, we have shown that IK(m, ) → 0
throughout the regime |m| ≤ mS − . The shows that
Prob(|mK −m| < ) does not decay exponentially with
K. Nevertheless, we expect that this probability should
vanish as K →∞, so the natural question is: how small
is it?
To address this question we define an estimate of the
probability density for mK as
ρK(m, ) =
1
2
Prob(|mK −m| ≤ ) (26)
(In this Section, we emphasise that all large-K limits are
to be taken at fixed  > 0, note also that we are assuming
J > 1.)
Fig. 3(a) shows the distribution of mK , obtained by
direct sampling of trajectories of the system, for the rep-
resentative parameter value J = 1.3. Two features are
notable. First, the probability that mK ≈ 0 is small
and decreases with K, but the decay is much slower
than exponential in K, consistent with the arguments
of section III A. Second, there is no evidence for a lo-
cal maximum in the probability at the unstable fixed
point mK = 0. We have verified that the behaviour for
|m| < mS is similar for larger J , so this is a represen-
tative state point. However, the behaviour close to the
peaks of ρK has a more complex dependence on J , see
Sec. III C below.
To estimate ρK for |m| < mS, it is possible to repeat
the argument of Sec. III A, replacing (22) with b2k∗ =
aKα for any α ∈ (0, 1). This can be used to show that
for any β > 0 one has
lim
K→∞
K−β log Prob(|mK −m| < ) = 0 , (27)
for |m| ≤ (mS − ) as usual. In other words, the prob-
ability of a non-typical value of mK decays slower than
exp(−cKβ), for any c, β > 0. Based on this observation,
we propose that the probability decays as a power law in
K. In that case
JK(m, ) = − log ρK(m, )
logK
(28)
should have a positive (non-zero) limit as K → ∞.
Fig. 3(b) shows results that are consistent with (28). We
now present theoretical arguments that further support
this conjecture, including bounds based on (14).
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(a)
(b)
FIG. 3. (a) Estimated probability density for mK obtained by
direct sampling of the irreversible growth model at J = 1.3.
Note that K varies over more than two decades. The binning
parameter is  = 10−3 for values of m near the peaks and
 = 10−2 for intermediate values. (Results depend weakly
on , which is chosen to reduce statistical uncertainties while
maintaining adequate resolution.) (b) The logarithms of the
same probability densities, scaled by logK. The prediction
(28) is that for every |m| < mS −  one should observe con-
vergence of this quantity to some negative (non-zero) limit,
as K →∞. The data are consistent with this prediction.
1. Accurate bounds for large K
Consider the same controlled dynamics as in Sec. III A,
but with b = 0. The remaining parameter is k∗: this
means that the extensive magnetisation Mk in the con-
trolled process is a simple (unbiased) random walk for
k < k∗. We use the original growth dynamics (4) for
k > k∗. In this case the distribution of mk∗ has mean
zero and its standard deviation is (k∗)−1/2, by (17). We
will take k∗  1 so the distribution of mk∗ is sharply-
peaked in the sense that its variance is small compared
to unity. However, in contrast to Sec. III A, this distri-
bution does not remain sharply-peaked under the time
evolution (see below).
To fix a suitable value for k∗, it is useful to consider
the deterministic evolution of the mean of mk for k > k
∗,
assuming that mk∗ has a typical value of order (k
∗)−1/2.
8 0
 1
 2
-1 -0.5  0  0.5  1
tild
e 
rh
o(
m
K)
mK
1e3
1e4
1e5
1e6
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0  0.2  0.4  0.6  0.8
<-
Ac
tio
n>
m
mK
1e3
1e4
1e5
1e6
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0  0.2  0.4  0.6  0.8  1
-lo
g 
rh
o(
m
K)
 / 
log
(K
)
mK
bound, --HH
exact, JJ
(a) (b) (c)
<latexit sha1_base64="U/ 6gH/v+RY5QBAEvZAcmy2qh5ec=">AAACRXicbVDLihNBFK0 eX2P7irp0U0wiuArdI6jLgSx0OYKZGUiHcLv6dqeYejRVt0 dD0Z/kd/gBrgRdu3InbrWSyWIeHig4nHMvp+4pWyU9Zdm3Z OfGzVu37+zeTe/df/Dw0eDxkyNvOydwKqyy7qQEj0oanJIkh SetQ9ClwuPydLL2j8/QeWnNB1q1ONfQGFlLARSlxeBt4esa tFSrtDD4UVitwVShmEz6UGigpQAVJn2fFi240n4Kr4TuAy8 cNA1WTjZLSkd61C8Gw2ycbcCvk3xLhmyLw8XgZ1FZ0Wk0JB R4P8uzluYBHEmhMOZ1HlsQp9DgLFIDGv08bA7u+fOoVLy2L j5DfKNe3AigvV/pMk6ub/BXvbX4P2/WUf1mHqRpO0IjzoPq TnGyfN0er6RDQWoVCQgn41+5WIIDQbHjSylLVGdIfcpjM/n VHq6To/1x/nKcv98fHoy2He2yZ2yPvWA5e80O2Dt2yKZMsM/ sK/vOfiRfkl/J7+TP+ehOst15yi4h+fsPx/qzJQ==</late xit><latexit sha1_base64="U/ 6gH/v+RY5QBAEvZAcmy2qh5ec=">AAACRXicbVDLihNBFK0 eX2P7irp0U0wiuArdI6jLgSx0OYKZGUiHcLv6dqeYejRVt0 dD0Z/kd/gBrgRdu3InbrWSyWIeHig4nHMvp+4pWyU9Zdm3Z OfGzVu37+zeTe/df/Dw0eDxkyNvOydwKqyy7qQEj0oanJIkh SetQ9ClwuPydLL2j8/QeWnNB1q1ONfQGFlLARSlxeBt4esa tFSrtDD4UVitwVShmEz6UGigpQAVJn2fFi240n4Kr4TuAy8 cNA1WTjZLSkd61C8Gw2ycbcCvk3xLhmyLw8XgZ1FZ0Wk0JB R4P8uzluYBHEmhMOZ1HlsQp9DgLFIDGv08bA7u+fOoVLy2L j5DfKNe3AigvV/pMk6ub/BXvbX4P2/WUf1mHqRpO0IjzoPq TnGyfN0er6RDQWoVCQgn41+5WIIDQbHjSylLVGdIfcpjM/n VHq6To/1x/nKcv98fHoy2He2yZ2yPvWA5e80O2Dt2yKZMsM/ sK/vOfiRfkl/J7+TP+ehOst15yi4h+fsPx/qzJQ==</late xit><latexit sha 1_base64="U/6gH/v+RY5QBA EvZAcmy2qh5ec=">AAACRXi cbVDLihNBFK0eX2P7irp0U0w iuArdI6jLgSx0OYKZGUiHcLv 6dqeYejRVt0dD0Z/kd/gBrg Rdu3InbrWSyWIeHig4nHMvp+ 4pWyU9Zdm3ZOfGzVu37+zeT e/df/Dw0eDxkyNvOydwKqyy7 qQEj0oanJIkhSetQ9ClwuPy dLL2j8/QeWnNB1q1ONfQGFlL ARSlxeBt4esatFSrtDD4UVit wVShmEz6UGigpQAVJn2fFi2 40n4Kr4TuAy8cNA1WTjZLSkd 61C8Gw2ycbcCvk3xLhmyLw8 XgZ1FZ0Wk0JBR4P8uzluYBHE mhMOZ1HlsQp9DgLFIDGv08b A7u+fOoVLy2Lj5DfKNe3Aigv V/pMk6ub/BXvbX4P2/WUf1mH qRpO0IjzoPqTnGyfN0er6RD QWoVCQgn41+5WIIDQbHjSylL VGdIfcpjM/nVHq6To/1x/nK cv98fHoy2He2yZ2yPvWA5e80 O2Dt2yKZMsM/sK/vOfiRfkl /J7+TP+ehOst15yi4h+fsPx/ qzJQ==</latexit>
K
<latexit sha 1_base64="HG70VUhfwhjDQ8 D44nUiFlz/txA=">AAACN3i cbVDLThsxFPVQoBBeoSzpwmp AYhXNBAnKDikbJDZUagApE0V 3nDvEwo+R7UkbWfMtfAcfwB bWrNi13fYP6oQsePRIlo7OuV fn+mSF4NbF8WM092F+YfHj0 nJtZXVtfaO++enc6tIw7DAtt LnMwKLgCjuOO4GXhUGQmcCL 7Lo98S9GaCzX6rsbF9iTcKV4 zhm4IPXrR6nNc5BcjGupwh9M Swlq4NN2u/KpBDdkIHy7qmp pASbTP/0Bk5XfOd2p+vVG3Iy noO9JMiMNMsNZv/47HWhWSl SOCbC2m8SF63kwjjOBIaG0WA C7hivsBqpAou356RcruhuUA c21CU85OlVfbniQ1o5lFiYnV 9u33kT8n9ctXf6157kqSoeKP QflpaBO00lfdMANMifGgQAz PNxK2RAMMBdafZUyRDFCV9Vo aCZ528N7ct5qJvvN1rdW4/j zrKMlsk2+kD2SkENyTE7IGek QRm7IHbknD9Ft9BT9iv48j8 5Fs50t8grR338SrK1i</late xit>
03
<latexit sha 1_base64="qXeUBRXVVfK4jj mZcGsjbIGfZw8=">AAACOni cbVC7ThtBFJ0FAsQJYKAMxSg mEpW1a6SEggLJTUqQMCB5Hev u+C4eMY/VzCxgjfZn+A4+gJ Z0tDQI0eYDMjYueB1ppKNz7t W5c7JCcOvi+C6amZ37NL+w+ Ln25evS8kp9de3I6tIw7DAtt DnJwKLgCjuOO4EnhUGQmcDj 7Kw99o/P0Viu1aEbFdiTcKp4 zhm4IPXru6nNc5BcjGqpwgum pQQ18Gm7XflUghsyEL5dVbW 0AJPpS/+TycpvJvGf7c2qX2/ EzXgC+p4kU9IgU+z36w/pQL NSonJMgLXdJC5cz4NxnAkMIa XFAtgZnGI3UAUSbc9PflnRH 0EZ0Fyb8JSjE/Xlhgdp7UhmY XJ8uH3rjcWPvG7p8p2e56ooH Sr2HJSXgjpNx5XRATfInBgF AszwcCtlQzDAXCj2VcoQxTm6 qkZDM8nbHt6To1Yz2W62Dlq NvY1pR4vkG/lOtkhCfpE98pv skw5h5IrckFvyN7qO7qPH6O l5dCaa7qyTV4j+/QfQD64n</ latexit>
04
<latexit sha 1_base64="hm7fWKFIbNm7At yZPVKE1rRg+K4=">AAACOni cbVC7ThtBFJ3lFXAIOKSEYoR BSmXtGpSkSIHkhhIkDEheY90 d38Uj5rGamSWxRvszfAcfQA td2jQRouUDGBsXPHKkkY7OuV fnzskKwa2L4z/RzOzc/MKHx aXax+VPK6v1z2vHVpeGYYdpo c1pBhYFV9hx3Ak8LQyCzASe ZBftsX9yicZyrY7cqMCehHPF c87ABalf/5naPAfJxaiWKvzF tJSgBj5ttyufSnBDBsK3q6q WFmAy/dt/Y7LyW0l8trtV9eu NuBlPQN+TZEoaZIqDfv1fOt CslKgcE2BtN4kL1/NgHGcCQ0 hpsQB2AefYDVSBRNvzk19Wd DsoA5prE55ydKK+3PAgrR3JL EyOD7dvvbH4P69buvxHz3NVl A4Vew7KS0GdpuPK6IAbZE6M AgFmeLiVsiEYYC4U+ypliOIS XVWjoZnkbQ/vyXGrmew0W4e txt7GtKNFsk42yVeSkO9kj+y TA9IhjFyRG3JL7qLr6G90Hz 08j85E050v5BWixyfRqq4o</ latexit>
05
<latexit sha 1_base64="wI+zTGP+AJVpu/ bSA33puuv0Uto=">AAACOni cbVC7ThtBFJ3lFXAIOKSEYoR BSmXtGpGkSIHkhhIkDEheY90 d38Uj5rGamSWxRvszfAcfQA td2jQRouUDGBsXPHKkkY7OuV fnzskKwa2L4z/RzOzc/MKHx aXax+VPK6v1z2vHVpeGYYdpo c1pBhYFV9hx3Ak8LQyCzASe ZBftsX9yicZyrY7cqMCehHPF c87ABalf/5naPAfJxaiWKvzF tJSgBj5ttyufSnBDBsK3q6q WFmAy/dt/Y7LyW0l8trtV9eu NuBlPQN+TZEoaZIqDfv1fOt CslKgcE2BtN4kL1/NgHGcCQ0 hpsQB2AefYDVSBRNvzk19Wd DsoA5prE55ydKK+3PAgrR3JL EyOD7dvvbH4P69buvxHz3NVl A4Vew7KS0GdpuPK6IAbZE6M AgFmeLiVsiEYYC4U+ypliOIS XVWjoZnkbQ/vyXGrmew0W4e txt7GtKNFsk42yVeSkO9kj+y TA9IhjFyRG3JL7qLr6G90Hz 08j85E050v5BWixyfTRa4p</ latexit>
06
<latexit sha 1_base64="urecshtnH7l3zE y3GRXvTCAqrz0=">AAACOni cbVC7ThtBFJ0FAsQJxEAZilF MJCpr10iEggLJTUqQMCB5Hev u+C4eMY/VzCxgjfZn+A4+gJ Z0tDQI0eYDMjYueB1ppKNz7t W5c7JCcOvi+C6amZ37NL+w+ Ln25evS8rf6yuqR1aVh2GFaa HOSgUXBFXYcdwJPCoMgM4HH 2Vl77B+fo7Fcq0M3KrAn4VTx nDNwQerXd1Ob5yC5GNVShRdM Swlq4NN2u/KpBDdkIHy7qmp pASbTl36bycpvJPGf7Y2qX2/ EzXgC+p4kU9IgU+z36w/pQL NSonJMgLXdJC5cz4NxnAkMIa XFAtgZnGI3UAUSbc9PflnRn 0EZ0Fyb8JSjE/Xlhgdp7UhmY XJ8uH3rjcWPvG7p8p2e56ooH Sr2HJSXgjpNx5XRATfInBgF AszwcCtlQzDAXCj2VcoQxTm6 qkZDM8nbHt6To1Yz2Wq2Dlq NvfVpR4vkO/lBNklCfpE98pv skw5h5IrckFvyN7qO7qPH6O l5dCaa7qyRV4j+/QfU4K4q</ latexit>
K
<latexit sha1_base64="HG70VUhfwhjDQ8D44nUiFlz/tx A=">AAACN3icbVDLThsxFPVQoBBeoSzpwmpAYhXNBAnKDikbJDZUagApE0V3nDvEwo+R7UkbWfMtfAcfwBbWrNi13fYP6o QsePRIlo7OuVfn+mSF4NbF8WM092F+YfHj0nJtZXVtfaO++enc6tIw7DAttLnMwKLgCjuOO4GXhUGQmcCL7Lo98S9GaCzX 6rsbF9iTcKV4zhm4IPXrR6nNc5BcjGupwh9MSwlq4NN2u/KpBDdkIHy7qmppASbTP/0Bk5XfOd2p+vVG3IynoO9JMiMNMs NZv/47HWhWSlSOCbC2m8SF63kwjjOBIaG0WAC7hivsBqpAou356RcruhuUAc21CU85OlVfbniQ1o5lFiYnV9u33kT8n9ctX f6157kqSoeKPQflpaBO00lfdMANMifGgQAzPNxK2RAMMBdafZUyRDFCV9VoaCZ528N7ct5qJvvN1rdW4/jzrKMlsk2+kD2 SkENyTE7IGekQRm7IHbknD9Ft9BT9iv48j85Fs50t8grR338SrK1i</latexit>
03
<latexit sha1_base64="qXeUBRXVVfK4jjmZcGsjbIGfZw 8=">AAACOnicbVC7ThtBFJ0FAsQJYKAMxSgmEpW1a6SEggLJTUqQMCB5Hevu+C4eMY/VzCxgjfZn+A4+gJZ0tDQI0eYDMj YueB1ppKNz7tW5c7JCcOvi+C6amZ37NL+w+Ln25evS8kp9de3I6tIw7DAttDnJwKLgCjuOO4EnhUGQmcDj7Kw99o/P0Viu 1aEbFdiTcKp4zhm4IPXru6nNc5BcjGqpwgumpQQ18Gm7XflUghsyEL5dVbW0AJPpS/+TycpvJvGf7c2qX2/EzXgC+p4kU9 IgU+z36w/pQLNSonJMgLXdJC5cz4NxnAkMIaXFAtgZnGI3UAUSbc9PflnRH0EZ0Fyb8JSjE/Xlhgdp7UhmYXJ8uH3rjcWPv G7p8p2e56ooHSr2HJSXgjpNx5XRATfInBgFAszwcCtlQzDAXCj2VcoQxTm6qkZDM8nbHt6To1Yz2W62DlqNvY1pR4vkG/l OtkhCfpE98pvskw5h5IrckFvyN7qO7qPH6Ol5dCaa7qyTV4j+/QfQD64n</latexit>
04
<latexit sha1_base64="hm7fWKFIbNm7AtyZPVKE1rRg+K 4=">AAACOnicbVC7ThtBFJ3lFXAIOKSEYoRBSmXtGpSkSIHkhhIkDEheY90d38Uj5rGamSWxRvszfAcfQAtd2jQRouUDGB sXPHKkkY7OuVfnzskKwa2L4z/RzOzc/MKHxaXax+VPK6v1z2vHVpeGYYdpoc1pBhYFV9hx3Ak8LQyCzASeZBftsX9yicZy rY7cqMCehHPFc87ABalf/5naPAfJxaiWKvzFtJSgBj5ttyufSnBDBsK3q6qWFmAy/dt/Y7LyW0l8trtV9euNuBlPQN+TZE oaZIqDfv1fOtCslKgcE2BtN4kL1/NgHGcCQ0hpsQB2AefYDVSBRNvzk19WdDsoA5prE55ydKK+3PAgrR3JLEyOD7dvvbH4P 69buvxHz3NVlA4Vew7KS0GdpuPK6IAbZE6MAgFmeLiVsiEYYC4U+ypliOISXVWjoZnkbQ/vyXGrmew0W4etxt7GtKNFsk4 2yVeSkO9kj+yTA9IhjFyRG3JL7qLr6G90Hz08j85E050v5BWixyfRqq4o</latexit>
05
<latexit sha1_base64="wI+zTGP+AJVpu/bSA33puuv0Ut o=">AAACOnicbVC7ThtBFJ3lFXAIOKSEYoRBSmXtGpGkSIHkhhIkDEheY90d38Uj5rGamSWxRvszfAcfQAtd2jQRouUDGB sXPHKkkY7OuVfnzskKwa2L4z/RzOzc/MKHxaXax+VPK6v1z2vHVpeGYYdpoc1pBhYFV9hx3Ak8LQyCzASeZBftsX9yicZy rY7cqMCehHPFc87ABalf/5naPAfJxaiWKvzFtJSgBj5ttyufSnBDBsK3q6qWFmAy/dt/Y7LyW0l8trtV9euNuBlPQN+TZE oaZIqDfv1fOtCslKgcE2BtN4kL1/NgHGcCQ0hpsQB2AefYDVSBRNvzk19WdDsoA5prE55ydKK+3PAgrR3JLEyOD7dvvbH4P 69buvxHz3NVlA4Vew7KS0GdpuPK6IAbZE6MAgFmeLiVsiEYYC4U+ypliOISXVWjoZnkbQ/vyXGrmew0W4etxt7GtKNFsk4 2yVeSkO9kj+yTA9IhjFyRG3JL7qLr6G90Hz08j85E050v5BWixyfTRa4p</latexit>
06
<latexit sha1_base64="urecshtnH7l3zEy3GRXvTCAqrz 0=">AAACOnicbVC7ThtBFJ0FAsQJxEAZilFMJCpr10iEggLJTUqQMCB5Hevu+C4eMY/VzCxgjfZn+A4+gJZ0tDQI0eYDMj YueB1ppKNz7tW5c7JCcOvi+C6amZ37NL+w+Ln25evS8rf6yuqR1aVh2GFaaHOSgUXBFXYcdwJPCoMgM4HH2Vl77B+fo7Fc q0M3KrAn4VTxnDNwQerXd1Ob5yC5GNVShRdMSwlq4NN2u/KpBDdkIHy7qmppASbTl36bycpvJPGf7Y2qX2/EzXgC+p4kU9 IgU+z36w/pQLNSonJMgLXdJC5cz4NxnAkMIaXFAtgZnGI3UAUSbc9PflnRn0EZ0Fyb8JSjE/Xlhgdp7UhmYXJ8uH3rjcWPv G7p8p2e56ooHSr2HJSXgjpNx5XRATfInBgFAszwcCtlQzDAXCj2VcoQxTm6qkZDM8nbHt6To1Yz2Wq2DlqNvfVpR4vkO/l BNklCfpE98pvskw5h5IrckFvyN7qO7qPH6Ol5dCaa7qyRV4j+/QfU4K4q</latexit>
⇢˜
K
(m
,✏
)
<latexit sha1_base64="7MvDr4oEhZJiT1tOcMsbO06mBh8=">AAACTnicbVDLahsxFNW4Seu6j7jtshsRp5BAMTMOJF0GvCl040KcBCxj7mjuxCJ6DJImjRHzW/2Obgvdtv2D7kojO17k0QOCwzn3cnRPXknhfJp+T1qPNjYfP2k/7Tx7/uLlVvfV6xNnastxzI009iwHh1JoHHvhJZ5VFkHlEk/zi+HSP71E64TRx35R4VTBuRal4OCjNOuOmCtLUEIuOkzjF26UAl0ENhw2gSnwcw4yDJumwyqwubkKB1w1YYd5IQtkdm5mn3bVe4aVE9LovZ1m1u2l/XQF+pBka9Ija4xm3d+sMLxWqD2X4NwkSys/DWC94BJjcO2wAn4B5ziJVINCNw2ryxv6LioFLY2NT3u6Um9vBFDOLVQeJ5fHuPveUvyfN6l9+WEahK5qj5rfBJW1pN7QZY20EBa5l4tIgFsR/0r5HCxwH8u+kzJHeYm+6dDYTHa/h4fkZNDP9vuDz4Pe0fa6ozZ5S7bJLsnIITkiH8mIjAknX8kP8pP8Sr4lf5K/yb+b0Vay3nlD7qDVvga6gbYB</latexit>
1
lo
g
K
lo
g
⇢
K
(m
,✏
)
<latexit sha1_base64="8YXIUdjEABNU36+goe4TiFxlj6Q=">AAACXHicbZDPahsxEMblbdokTtM6DfTSi4hTSKGYXReSHgO+FHJJoE4Clmtm5VlbRH8WSZvEiH27vkQvvRZybR+gWseHJumA0Mc3M8zMLy+lcD5Nf7SSZ2vPX6xvbLa3Xm6/et3ZeXPuTGU5DrmRxl7m4FAKjUMvvMTL0iKoXOJFfjVo8hfXaJ0w+qtflDhWMNOiEBx8tCadb8wVBSghF22m8YYbpUBPAxsM6sAU+DkHGQZ13WYl2NzchkOu6rDPCgs8ZLFGmhk9qZuP2bmZnByojwxLJ6TRH/brSaeb9tJl0KciW4kuWcXppPOLTQ2vFGrPJTg3ytLSjwNYL7jEuEblsAR+BTMcRalBoRuHJYeavo/OlBbGxqc9Xbr/dgRQzi1UHiub09zjXGP+LzeqfPF5HIQuK4+a3w8qKkm9oQ1UOhUWuZeLKIBbEXelfA4RkY/oH0yZo7xGX7dpJJM95vBUnPd72ade/6zfPd5bMdog78geOSAZOSLH5As5JUPCyXdyR36TP62fyVqylWzflyatVc8ueRDJ27+48Lji</latexit>
exact
<latexit sha1_base64="5Z vJnFDy6XbhYh5GJ/YtFSv9ArM=">AAACOXicbVBNaxsxFNS mTZu4SbNNj72ImkBPZteBJNBLwJceU6iTgNeYt/JbW1gfi6 R1bMT+mP6O/oBem2OPPSX02j9Q2fEhsTMgGGbeY54mLwW3L kl+R1svXm6/er2z23izt//2IH53eGl1ZRh2mRbaXOdgUXCFX cedwOvSIMhc4FU+6Sz8qykay7X65uYl9iWMFC84AxekQfw5 s0UBkot5I1N4w7SUoIY+63Rqn0lwYwbCd+q6kZVgcj3zJ0z WHmfAXD2Im0krWYJuknRFmmSFi0F8lw01qyQqxwRY20uT0v U9GMeZwJBRWSyBTWCEvUAVSLR9v/xkTY+CMqSFNuEpR5fq4 w0P0tq5zMPk4m677i3E57xe5YqzvueqrBwq9hBUVII6TReN 0SE3yJyYBwLM8HArZWMwoYHQ65OUMYopurpBQzPpeg+b5LL dSo9b7a/t5jlddbRDPpCP5BNJySk5J1/IBekSRr6Tn+QXuY1 +RH+i++jvw+hWtNp5T54g+vcf9rqu/A==</latexit>
bound,   ˜K
<latexit sha1_base64="Ss 3CeFCIKT8Saxptejh3fOhOiNE=">AAACTnicbVBdaxNBFJ2 NH43xK+qjL4Op4IOG3QjVx0JeCr5EMG0hG8Ld2bvN0PlYZu 5Ww7B/y9/hq9DX6j/wTXSS5sG2Hhg4nHMvZ+4paiU9pen3p HPr9p27O917vfsPHj563H/y9NDbxgmcCqusOy7Ao5IGpyRJ4 XHtEHSh8Kg4Ha/9ozN0XlrziVY1zjWcGFlJARSlRX+S+6oC LdWqlxv8LKzWYMqQj8dtyDXQUoAK47bt5TW4wn4Je0K3obC NKV/z3Tc5SVViyOMUP2gXH3bbRX+QDtMN+E2SbcmAbTFZ9H /mpRWNRkNCgfezLK1pHsCRFApjcOOxBnEKJziL1IBGPw+by 1v+Miolr6yLzxDfqP9uBNDer3QRJ9fH+OveWvyfN2uoej8P 0tQNoRGXQVWjOFm+rpGX0qEgtYoEhJPxr1wswYGgWPaVlCW qM6S2x2Mz2fUebpLD0TB7Oxx9HA32+bajLnvOXrBXLGPv2D4 7YBM2ZYJ9Zefsgv1IviW/kt/Jn8vRTrLdecauoNP9Cw3mtZ c=</latexit>
 H˜
1 K
(m
,✏
)
FIG. 4. Irreversible model with J = 1.3. (a) Probability distribution of mK under the controlled dynamics, with k
∗ chosen as
in (29). The form of the distribution depends weakly on K and the probability density is of order unity across a wide range of
m. (b) The bound (31) for K = 105, compared with the (numerically) exact distribution ρK for the original model, obtained
by direct sampling. (c) The negative of the asymptotic bound H˜∞K that appears in (33), for various K. As an illustrative
comparison, this is compared with the (numerically) exact distribution at K = 105 from panel (b), shown as a thin black line.
We emphasise that the asymptotic bound is not a bound on this finite-K distribution
Since m is small, one may linearise (21), leading to
(dm/du) = (J − 1)m and hence mk = mk∗(k/k∗)J−1.
We choose k∗ in such a way that this deterministic equa-
tion gives mK = O(1). This leads to
k∗ = γK
J−1
J−(1/2) (29)
with γ a constant of order unity. We take γ = 1.
By analogy with (26), we define an estimate of the
probability density formK under the controlled dynamics
as
ρ˜K(m, ) =
1
2
Probcon(|mK −m| ≤ ) (30)
where Probcon indicates a probability under the con-
trolled dynamics. Numerical results for ρ˜ are shown in
Fig. 4(a), for several values of K, always with k∗ cho-
sen according to (29). One sees that the distributions
of mK are not sharply peaked. Instead ρ˜ is of order
unity everywhere between ±mS. Moreover, this distribu-
tion depends very weakly on K (which varies over three
decades). This is due to the choice proposed in (29): the
value of γ is not important but the correct power-law ex-
ponent is essential. (Different values of γ lead to different
distributions, but they are all similarly broad.)
Repeating the argument of Sec. II C, one obtains
JK(m, ) ≤ H˜K(m, ) (31)
with
H˜K(ρ, ) = −1
logK
log ρ˜K(m, )
+
1
logK
〈χ(mK −m)A[m]〉con
〈χ(mK −m)〉con . (32)
This bound is shown in Fig. 4(b), for the representative
case K = 105. It shows almost quantitative agreement
over a range of m that includes m = 0. However, the
agreement breaks down as m gets close to mS. (Better
bounds for larger m might be obtained by using smaller
c in (29), but we have not explored this in detail. See
also Sec. III C.)
2. Asymptotic behaviour as (logK)→∞
The numerical bound in Fig. 4(b) is valid at K = 105
and gives a reasonable estimate of the probability density,
but the regime of primary interest is K →∞. Based on
Fig. 4(a), we expect that log ρ˜K(m, ) remains of order
unity as K →∞. In this case, its contribution to H˜K will
decay proportional to 1/(logK) and the term involving
A will dominate (32) at large K. It is useful to estimate
this term directly, in order to predict the behaviour of
H˜K as K → ∞. That is, assuming that log ρ˜ remains
finite as K →∞, one has from (31,32) that
lim
K→∞
JK(m, ) ≤ lim
K→∞
H˜∞K (m, ) (33)
with
H˜∞K (m, ) =
1
logK
〈χ(mK −m)A[m]〉con
〈χ(mK −m)〉con . (34)
We refer to this as an asymptotic bound since it does not
bound JK at any finite K, but only as K →∞: see (33).
For finite K, the difference between the exact bound and
the asymptotic bound scales as (1/ logK), which decays
very slowly with K. This means that the asymptotic
behaviour is not easily accessible in numerics. However,
the asymptotic bound can be evaluated numerically for
finite K and provides an estimate of the right hand side
of (33).
Results are shown in Fig. 4(c). The estimates for the
asymptotic bound are compared with the actual distribu-
tion for K = 105. One sees that the asymptotic bound in
Fig. 4(c) depends weakly on m, over a fairly wide range
that includes m = 0. This bound is evaluated numeri-
cally as an average ofA, which is restricted to trajectories
whose final magnetisation mK is within the relevant bin
of a suitably constructed histogram. We do not have a
theoretical estimate of this conditional average. However,
the unconditioned average of the action can be obtained
9from (13) as
〈A(m)〉con '
k∗∑
k=1
〈
1
2
log
(1 + e−2Jmk)(1 + e2Jmk)
4
〉
con
(35)
For 1  k ≤ k∗ then mk is small under the controlled
dynamics and its variance is 1/k. Hence, we expand
(35) to second order in mk, which yields 〈A(m)〉con ≈∑
k J
2/(2k). Approximating the sum by an integral leads
to
〈A(m)〉con ' J
2
2
log k∗ +A0 . (36)
where A0 is a constant of order unity which depends on
the behaviour of trajectories when k is of order unity.
(The behaviour of the system for k = O(1) is not cap-
tured by our various approximations so we are not able
to estimate this constant analytically.)
If we now assume that the the conditional average of
the action in (15) is is the same as the corresponding
unconditioned average then (29,32,36) together yield
H˜∞K (m, ) '
J2(J − 1)
2J − 1 . (37)
which is independent of m. Using the unconditioned av-
erage as an estimate of the conditioned one is an un-
controlled approximation, but (37) is consistent with the
weak dependence of H˜∞K on m in Fig. 4(c). For that
case, (37) evaluates to 0.32, consistent with the data for
small and moderate m (given that we are still far from
the limit where logK is large).
Based on this analysis, we summarise our conclusions
for the probability distribution of mK , at large K. We
have argued that for |m| < (mS − ) then JK(m, ) has
a finite limit as K →∞, which means that ρK(m, ) de-
cays as a power law. Based on the asymptotic bound
in Fig. 4c, we offer two possibilities for the detailed be-
haviour of JK . The first is that limK→∞ JK(m, ) is
independent of m within some range including zero, and
that it takes a value α within that range. From (37), we
expect α ≈ J2(J − 1)/(2J − 1) in this case. The result
would be that
ρK(m, ) ' K−αf(m, ) (38)
within the relevant range of m, with f(m, ) of order
unity. The extreme version of this scenario would be
that the relevant range is |m| < mS − : this is not
apparent from the finite-K data presented here but we
are still far from the limit where logK → ∞. In any
case this limit is not expected to commute with a limit
where m → (mS − ) so one may expect significant
deviations from the asymptotic (large-K) behaviour in
data obtained at finite K. The second scenario is that
limK→∞ JK(m, ) = α(m, ) where α is now a function
which takes values of order unity. In this case
ρK(m, ) ' K−α(m,) . (39)
This might be interpreted as a large deviation principle
with speed (logK), because the distribution of mK scales
as p(mK) ∼ e−(logK)β(mK), where β would be interpreted
as a rate function [with β(m) = lim→0 α(m, )]. How-
ever, establishing such an LDP would require a detailed
mathematical analysis that is beyond the scope of this
work.
Based on the available numerical data, we are not able
to settle which (if either) of (38,39) is valid, because all
results are limited by the fact that the numerical pa-
rameter logK governs the convergence to the large-K
regime, and this number is never very large. This might
be addressed by noting that for large k, the change in mk
on any single step is very small, so one might promote
both k and mk to continuous variables, and describe the
discrete-time stochastic process (4) by a stochastic dif-
ferential equation. Such a construction would be similar
to the temporal addivity principle of [20], but requires a
detailed analysis that is beyond the scope of this work.
C. Scaling of the probability distribution of mK for
|mK | & mS
We have shown how control forces that depend on k
can be used to derive bounds on the rate function, and
that these bounds differ qualitatively from the (loose)
upper bounds that are obtained using control forces that
are independent of k [11]. All results so far are relevant
for the probability distribution of mK when |mK | < mS,
which is the main focus of this paper.
This Section discusses the behaviour for |mK | & mS,
based on the theory of Harris [21]. We show how k-
dependent control forces can yield improved bounds on
probability distributions in that case too. In particu-
lar, we analyse the behaviour of probability distributions
such as the one in Fig. 3, for values of m close to the
peaks.
Before presenting the calculation, we first summarise
the behaviour that would usually be expected [18] based
on the LDP (6). One would expect that a central
limit theorem (CLT) holds, so that the sharp peaks of
ρK(m, ) have width (standard deviation) σK
−1/2 with
σ = I ′′(mS)−1/2. However, for J > 1, one sees from
Fig. 1 that I ′′(m) is discontinuous at mS. In this sit-
uation, one expects in general that σ = I ′′(m+S )
−1/2
where the notation indicates that one should evaluate
the derivative as m→ m+S . The following analysis shows
how the behaviour of the growth model differs from this
simple picture.
1. Control forces with arbitrary time-dependence
We apply the theory of [20, 21] by connecting it to the
controlled process introduced in Equ. (16). This requires
that we consider k-dependent control forces where the
parameter b has an arbitrary dependence on k, in con-
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trast to the simple choices considered so far. This leads
to 〈Mk〉con =
∑k
x=1 bx where the sum runs over steps.
Promoting k to a continuous variable we define
m(k) = 〈mk〉con = 1
k
∫ k
0
b(x)dx (40)
and one sees that m′(k) = [b(k) − m(k)]/k where the
prime denotes a derivative with respect to k. Hence, for
any (smooth) path m(k), we can define a a controlled
process that follows this path by taking
b(k) = m(k) + km′(k) . (41)
Following (18,19), the action for such a time-dependent
path can be estimated as
〈A〉con ≈
∫ K
0
{1
2
log[1− b(k)2] + log cosh(Jm(k))
+
b(k)
2
log
1 + b(k)
1− b(k) − Jm(k)b(k)
}
dk , (42)
which assumes that the distribution of mk is sharply
peaked and is valid up to an additive constant of order
logK. To obtain the best available bound HK(m, ) via
(15), this action should now be minimised over the path
m(k), subject to (41) and m(K) = m.
Here, we take a simpler route. Let m∗ be a stable fixed
point of the deterministic dynamics, so m∗ = 0 for J < 1
and m∗ = ±mS for J > 1. We restrict our analysis to
paths for which m(k)−m∗ and b(k)−m∗ are both small
compared to unity. This allows us to apply the results
of [21]. Under these assumptions the action (42) may be
expanded as
〈A〉con ≈ 1
2χ
∫ K
0
[km′(k) + (m(k)−m∗)Λ]2 dk (43)
where we used (41); and Λ = 1 − J [1 − (m∗)2] and χ =
1 − (m∗)2 are numerical parameters that correspond to
(1 − A∗) and D∗ in Equ. (7) of Ref. [21]. We neglected
contributions at O(m−m∗, b−m∗)3 in the integrand. For
forces that are independent of k the action is 〈A〉con ≈
Aind with
Aind = Λ
2
2χ
(m−m∗)2K . (44)
Using this result with (15,14) yields a bound on IK which
was also derived in KGGW [11].
The next step is to minimise the action 〈A〉con over
paths m(k) that satisfy m(K) = m. The resulting action
yields a bound on IK(m, ). We refer to Ref. [21] for
all details of the minimisation procedure. The important
physical conclusion is that the solutions do not have con-
stant forces, so one finds in general that 〈A〉con < Aind.
The reduction in the action depends strongly on the
parameter Λ. One always has 0 < Λ < 1, and the results
depend qualitatively on whether Λ is bigger or smaller
than 12 [21]. Small values of Λ correspond to systems
with large fluctuations.
2. Results for the growth model
In the irreversible growth model, we find that Λ > 12
if the parameter J is far from its critical value Jc = 1.
Specifically, Λ > 12 if either J < 0.5 or J > 1.37. In these
cases, the theory [21] gives a minimal action
〈A〉con ≈ 2Λ− 1
2χ
(m−m∗)2K . (45)
Comparing with (44), one sees that introducing k-
dependent control forces reduces the action by a factor
of (2Λ− 1)/Λ2.
However, it is important to consider the optimal paths
that are predicted by this theory. For convenience we
restrict to the case where m,m∗ > 0. The optimal
paths take m(k) = m∗ for k < k∗ where k∗  K
is a parameter. For k > k∗ then m(k) has an ex-
cursion away from m∗, it grows to a value of order
(K/k∗)1−Λ(m −m∗) before converging towards the tar-
get as m(k) −m∗ ≈ (K/k)1−Λ(m −m∗). Note however
that we required m(k) − m∗  1 when deriving (43):
hence one must have (m − m∗) = O(k∗/K)1−Λ. Since
the derivation of (45) also requires that k∗  K, one
sees that m−m∗ must be small.
For this reason, we focus on values of m that are very
close to the peaks of ρK(m, ). We take m−m∗ = vK−x
for parameters v, x > 0, so the difference between m and
m∗ vanishes as K → ∞. In addition we assume that
x ≥ (1 − Λ): this includes the possibility that x = 12
because Λ > 12 . In this case our various assumptions are
all satisfied and (45) yields
〈A〉con ≈ 2Λ− 1
2χ
v2K1−2x , (46)
independent of k∗. Since all the assumptions of [21] are
satisfied, we expect that this action is optimal in the
sense that substituting in (15) should yield a bound HK
that achieves equality in (14), as K → ∞. The case
x = 12 is instructive because the resulting action is of
order unity as K → ∞: this indicates that fluctuations
on this scale are typical and that the peaks of ρK(m, )
can be approximated by Gaussian probability densities.
The variances of these Gaussian peaks are predicted to
be
Var(mK) ' χ
(2Λ− 1)K . (47)
(Note, in contrast to previous results that described large
deviations, this result is relevant for typical fluctuations.)
As an illustrative example of the behaviour near the
peak of ρK , Fig. 5 shows results for J = 1.6, for which
Λ ≈ 0.67. The data obtained by direct sampling are well-
described by a Gaussian distribution with variance as in
(47), which differs significantly from the corresponding
prediction that was obtained using control forces that
are independent of k. (This is the prediction obtained
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FIG. 5. Probability distribution ρK(m, ) for J = 1.6 with
K = 105 and  = 8 × 10−4, showing the behaviour close to
the peak at m∗ = mS ≈ 0.8906. In this case Λ ≈ 0.67.
The probability density is shown on a logarithmic scale; it
has been divided by z0 = ρK(m
∗, ) so that the maximal
value is unity. Numerical data were obtained by direct sam-
pling and are compared with the predictions obtained using
constant control forces [Equ. (44)] and k-dependent control
forces [Equ. (47)]. There are no fitting parameters. The pre-
dictions are accurate if their respective controlled processes
capture the typical mechanism for fluctuations of mK ; they
also require that (m −m∗) is small. The controlled process
with constant forces does not fully capture the fluctuation
mechanism so it underestimates the relevant probability. The
process with k-dependent forces captures the mechanism and
gives accurate predictions close to the peak, but it does not
capture the (mild) skewness of the exact distribution, because
the Taylor expansion in (43) is truncated at second order.
by using (44) as a bound and assuming that this bound
coincides with the rate function).
Note that the dependence of (47) on K resembles a
CLT. However, it describes the behaviour of a single
peak, while the distribution ρK has two peaks; the true
variance of mK is close to m
2
S which is of order unity. It is
also possible to consider the distribution of |mK |, which
has a unimodal probability density function whose peak
is well-described by a Gaussian with variance (47), recall
Fig. 5. In this case we still find numerically (for J = 1.6)
that the true variance of |mK | is much larger than (47).
This effect can be explained using the results of Sec. III B:
the distribution of |mK | has a heavy tail that extends all
the way to |mK | = 0, and this has a significant contri-
bution to the variance (recall Fig. 3). We conclude that
(47) predicts the width of the peak of ρK(m, ) but it
is not sufficient to establish a CLT, neither for mK nor
for |mK |. On the other hand, for J < 0.5 there is no
heavy tail and we do expect a CLT for mK . The results
of Sec. III B also indicate that a CLT for |mK | might be
expected for larger values of J , but this is beyond the
scope of this work.
The result (47) raises the question of what happens
as Λ → 12 , where this variance seems to diverge. To
understand this, we consider the case Λ < 12 , for which
the physics changes qualitatively. Assuming as before
that K  k∗, the analogue of (45) is [21]
〈A〉con = 1− 2Λ
2χ
(m−m∗)2 · k1−2Λ∗ ·K2Λ . (48)
In the optimal path that gives this result [21], the maxi-
mal value ofm(k) is of order (K/k∗)Λ(m−m∗). Following
the same procedure as before, this suggests that we take
m−m∗ = vK−x with the restriction x ≥ Λ (which again
includes x = 12 because we are now considering Λ <
1
2 ).
The result is that
〈A〉con = 1
2χ
(1− 2Λ)v2 ·K2(Λ−x) · k1−2Λ∗ . (49)
Note that k∗ is still a free parameter which we assume
to be of order unity. For the case x = 12 one sees that〈A〉con → 0 for small K, in contrast to 〈A〉con = O(1)
in (46). In fact 〈A〉con → 0 for all x < Λ, independent
of k∗. For x = Λ we expect an action of order unity.
Obtaining its numerical value would require optimisation
of the parameter k∗, but this depends on contributions
to the action from steps with k = O(1), which are not
captured by our various approximations. However, since
the action is of order unity for fluctuations of this size, so
we expect that ρK(m, ) has peaks with width of order
K−Λ. That is,
Var(mK) = O(K−2Λ) , (50)
which corresponds to peaks that are much broader than
(47). This is consistent with (47): the apparent diver-
gence of that variance as Λ→ 12 signals a change in scal-
ing behaviour from K−1 to K−2Λ. This means that the
variance always tends to zero on taking K →∞ at fixed
Λ. Equ. (50) should apply (for example) to the variances
of the individual peaks in Fig. 3, since Λ ≈ 0.43 < 12
in that case. We also predict that it should hold in the
one-phase regime, for 0.5 < J < 1: this behaviour was
demonstrated for the (so-called) artificial model of [22],
whose behaviour is closely related to the model consid-
ered here. A more detailed analysis of (50) for the growth
model would include numerical tests and determination
of the prefactor in the scaling law, but this is beyond the
scope of this paper.
In addition to the results derived so far, the arguments
of [21] also suggest that the behaviour in (50) should
be associated with a new LDP whose speed is less than
K. The calculations presented here are not sufficient to
demonstrate this, because our analysis of optimal paths
is restricted to very small m − m∗. However, we sum-
marise the physical picture that may be expected, if the
arguments of [21] can be extended to situations where
m −m∗ = O(1), for this model. For Λ > 12 one expects
the LDP (6) and also (47) to hold. For Λ < 12 then one
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expects from (48) that I(m) = 0 for all m and one should
have a different LDP with speed K2Λ:
p(mK) ' exp
[−K2ΛIΛ(mK)] . (51)
In this case, (50) arises naturally, and the numerical value
of the variance is related to the second derivative of IΛ.
For J > 1 and |mK | < mS, we recall from Sec. III B that
p(mK) always decays as a power law in K, which means
that one still has IΛ(mK) = 0 in this range. Hence the
rate function IΛ would be qualitatively similar to Fig. 1.
This is an appealing physical picture, which is consis-
tent with the general expectations of [21]. However, we
emphasise again that it would require significant further
mathematical analysis to confirm it. For example, our
results here are also consistent with a scenario where
(6) holds for all values of Λ, with I(m) > 0 for all
|m| > mS. In this case (50) would imply that I ′′(0) = 0
for 0.5 < J < 1 and I ′′(m+S ) = 0 for 1 < J < 1.37. For
other values of J then these second derivatives would be
presumably be non-zero.
IV. RESULTS : REVERSIBLE MODEL
In this section we analyse large deviations in the re-
versible model of growth, which was defined in Sec. II B.
This demonstrates that the use of time-dependent con-
trol forces to obtain improved bounds can be generalised
beyond the single system considered so far, leading to
results similar to Fig. 1. We focus on a representative
state point where the deterministic dynamics has unsta-
ble fixed points at non-zero magnetisation. This is the
case where the model has three steady states. (For pa-
rameters where the model has one steady state or two
steady states, the behaviour is very similar to that of the
irreversible model, so we do not discuss it in detail.)
A. Summary of behaviour and definition of
controlled dynamics
We summarise the behaviour of the model, as derived
in [23]. We assume throughout that the parameter c in
(10) is large enough that the steady state of the system
involves a cluster that is grows with a constant rate. (The
alternative is that there is a steady state with a cluster
of finite size, the behaviour is quite different in that case
and we do not discuss it here.) For the reversible model,
the analogue of (5) is
〈∆mk〉mk,Nk =
(1−m2k) sinh(Jmk)− cmk
Nk [c+ cosh(Jmk)−mk sinh(Jmk)] .
(52)
where the average is conditioned on the values of mk and
Nk. As noted in [23], this means that steady state values
for m solve
cm = (1−m2) sinhJm . (53)
For J > c there are three solutions to this equation,
and the behaviour is similar to the irreversible model
for J > 1. For J < c there are two possibilities – either
a single solution, or five solutions. The first case corre-
sponds to a single steady state with m = 0. The latter
case means that there are three possible steady states,
which have magnetisations 0,±mS. In this case there
are also two unstable fixed points of (52) at ±mU (these
are not steady states of the stochastic model, similar to
the irreversible case). The situation with three steady
states is only possible for
√
6 < J < c (this condition is
necessary but not sufficient).
As a suitable controlled dynamics, we take
(∆Nk,∆Mk) =

(+1,+1), w/prob (c′/z′k)
(+1,−1), w/prob (c′/z′k)
(−1,+1), w/prob (1 + λ)(1−mk)/z′k
(−1,−1), w/prob (1− λ)(1 +mk)/z′k
(54)
with two parameters λ, c′, also z′k = 2(c
′ + 1− λmk) for
normalisation. This controlled process is similar to that
considered in [11], but not identical. In principle one
may take different rates for the two cases with ∆Nk =
+1, which will lead to improved bounds in some cases.
However, (54) is sufficient for our purpose, which is to
show that I(m) = 0 for |m| ≤ mS.
In the steady state of this model, the rate of cluster
growth is denoted by r and the magnetisation is denoted
by b (by analogy with (17)). Considering the mean in-
crements for Nk and Mk, the rate of cluster growth can
be verified to be r = (c′ − 1 + λb)/(c′ + 1 − λb), which
is assumed to be positive, as noted above. Also, b is a
solution of λ(b2 − 1) + bc′ = 0, specifically
b =
1
2λ
(√
c′2 + 4λ2 − c′
)
. (55)
If λ = 0 (equal probabilities for unbinding of up and down
spins) then b = 0 (no magnetisation in steady state).
Using that the cluster size and the magnetisation are
both sharply peaked in the steady state, the analogue of
(18) may be expressed as
〈A(m)/K〉con ' log(z/z′b) + (2c′/z′b) log(c′/c)
+
1− bλ
z′b
log(1− λ2)
+
λ− b
z′b
[
log
1 + λ
1− λ − 2Jb
]
(56)
with z′b = 2(c
′+ 1−λb). We emphasise that this formula
is valid only if b, c′, λ are related by (55), so that b is
the magnetisation of the steady state of the controlled
process.
B. Bounds on IK(m, )
The main result of this section is that IK(m, ) → 0
for |m| < mS and K → ∞, and hence that the rate
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FIG. 6. Reversible growth model with (c, J) = (5.0, 4.0), which is representative of the regime where the model has three steady
states. (a) Bounds on the rate function in (9), obtained using control forces that are independent of k, and with k-dependent
forces. Compare with Fig. 1. The data with I(m) > 0 are obtained by numerical minimisation of (56) but do not involve
simulations of the growth process itself. (b) Trajectories of the controlled dynamics for K = 109, which achieve either mK ≈ 0.2
or mK ≈ 0.65. (c) Results for HK using these choices for the controlled dynamics. Data are shown for increasing K, analogous
to Fig. 2(b). For the time-dependent control force, this bound decays as K−1/2, consistent with (60). (d) The behaviour of
HK as a function of m, analogous to Fig. 2(c). The decrease of HK with K occurs for all m within this range.
function I(m) in (9) is zero thoughout this range. This
is illustrated in Fig. 6(a), which is similar to Fig. 1. As in
the irreversible case, we prove this by obtaining bounds
on IK .
As in Sec. III A 1, we first consider controlled processes
with constant rates (independent of k). This will recover
results similar to KGGW. We use (56) with (14) to derive
bounds on IK(m, ), for m = b. Using
c′ = λ(1− b2)/b (57)
from above and also substituting for z′b, the formula (56)
for the action may be expressed as a function of (b, λ).
Minimising this function (numerically) over λ, one ob-
tains a bound on IK , which is plotted with squares in
Fig 6(a). Note that if m = b is a solution of (53) then
one may take λ = tanhJb and c′ = c/(cosh Jb), and the
action (56) evaluates to zero. Hence, the resulting bound
on IK is zero for fixed points of the deterministic dynam-
ics (including the unstable fixed points). It is positive for
other values of m.
If the growth process has multiple stable states, this
bound (obtained with control forces independent of time)
does not provide an accurate estimate of IK . The reason
is similar to the irreversible model. To derive improved
bounds we use the fact that the average action is very
small if b is close to mU. We then follow the method
that was illustrated in Fig. 2. We introduce the addi-
tional parameter k∗ and we construct trajectories that
have magnetisation b for k < k∗, but then follow the
natural dynamics of the model for k > k∗. The param-
eters b, k∗ are chosen such that the final magnetisation
mK is close to its target value m. The action can then
be minimised by taking b close to mU and k
∗/K to be
small.
Compared to the irreversible model, the method for
choosing b, k∗ is different; one must also fix λ, which de-
termines c′ via (57). Define nk = Nk/k. Following [23],
we derive analogues of (21), which are differential equa-
tions for the mean of nk andmk as a function of u = log k.
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These are
dm
du
=
(1−m2) sinhJm− cm
n[c+ cosh Jm−m sinh Jm] (58)
and
dn
du
= −n+ c− cosh Jm+m sinh Jm
c+ cosh Jm−m sinh Jm . (59)
These equations will be solved forwards in time, in con-
trast to the irreversible model. (The reason is that m
prescribes a target for mK but there is no target for nK ,
so there are not enough boundary conditions to solve
backwards in time.)
Suppose that we are given some K and some target m
for mK . We propose an initial guess for b that is between
mU and m. For this b, we minimise (56) over λ as above,
to obtain a controlled process with b as the steady state
magnetisation. This minimisation fixes the parameter
λ and hence also c′. We then use the steady state of
this controlled process as an initial condition and solve
(58,59) forwards in u, starting from an (arbitrary) initial
value u0. We stop the solution when the magnetisation
hits the target. This happens at some u = u1 and we
set u1 = logK so that the magnetisation will hit the
target at the required time. This requires that we identify
k∗ = log u0 as the point when we remove the control
forces and allow the system to start evolving according
to (58,59). Hence k∗ = Keu0−u1 . Given the initial choice
b, this yields a value for k∗ such that the system with
time-dependent control forces will hit the target m. The
average action for this process is given by the product of
(56) and k∗, which is straightforward to evaluate.
It remains to optimise the choice of b. By analogy with
(22,23), we choose this parameter such that the average
action for the controlled process is
〈A/K〉con ≈ aA√
K
, (60)
where aA is a parameter of order unity (we take aA =
0.1). Given a target m (with |m| < mS) and a
(sufficiently-large) value of K, it is possible to choose an
initial guess for b such that (i) the left hand side of (60)
is larger than the right hand side, and (ii) the left hand
side is reduced by moving b closer to mU. Then, one
may move b towards mU in suitably-chosen steps until
one finds parameters (b, k∗) that solve (60). The method
for computation of 〈A〉con also fixes the values for (λ, c′),
as described above.
In this procedure, there is only one pitfall, which is sim-
ilar to the irreversible case: Eqs. (58,59) are only applica-
ble if the distribution of mk∗ is sharply-peaked. (Specif-
ically, its mean b should differ from mU by an amount
that is much larger than its standard deviation, which is
of order 1/
√
k∗). This requirement is always satisfied if
K is large enough.
Combining the ingredients, it follows that for large-K,
we have established a bound on IK that scales as
HK(m, ) ' aA√
K
. (61)
This bound tends to zero at large K. We emphasise that
while this procedure for fixing b, k∗ is numerical, it does
not involve any simulation of the growth process, only
minimisation of (56) and numerical solution of (58,59).
For cases where the model has two steady states, this
method operates in the same way as the irreversible
model and yields the same results. (The unstable fixed
point has mU = 0 in this case.) By (61) one has
HK(m, ) → 0 as K → ∞ so the rate function in (9)
reduces to I(m) = 0 for |m| ≤ mS. All details of this
computation are very similar to the irreversible model:
for reasons of brevity we do not show numerical results
in this case.
The more interesting situation occurs when the model
has three steady states. In this case we have performed
simulations of the controlled process, in order to obtain
bounds on IK . Results are shown in Fig. 6(b,c,d), fol-
lowing the procedure given above for determination of
(b, k∗, λ, c′). The trajectories of the controlled process
remain close to the unstable fixed point for k < k∗, and
diverge from it at later times. Depending on the value
of b, they may be attracted towards the fixed point at
0, or the one at mS. In either case, the method yields
results that are consistent with (61) and sufficient to es-
tablish that IK(m, ) → 0 as K → ∞. Hence I(m) = 0
whenever |m| ≤ mS, as in the irreversible case.
It would be interesting to investigate further the scal-
ing of the probability density ρK for these values of m,
as in Sec. III B. We anticipate similar results to that sec-
tion, but a detailed analysis is beyond the scope of this
work.
V. DISCUSSION
These models of cluster growth show rich and interest-
ing behaviour, both for typical trajectories [23] and for
large deviations [11]. They describe well-mixed clusters,
in the sense that growth rates depend on the mean mag-
netisation and not, for example, the magnetisation near
the boundary of the cluster. This often results in a self-
averaging property, so that fluctuations are small when
clusters are large. However, in cases where the determin-
istic dynamics has multiple fixed points (including un-
stable ones), large fluctuations are still possible, because
trajectories may remain close to the unstable fixed point
for large times, before eventually leaving it and converg-
ing (slowly) to a stable steady state. See Fig. 2(a) and
Fig. 6(b).
At the level of large deviations, these trajectories are
associated with large fluctuations and manifest in a rate
function I(m) that is zero whenever |m| < mS, recall
Fig. 1. The probability to find a magnetisation in this
range is not suppressed exponentially in K. For the ir-
reversible model, we have shown in Sec. III B that these
probabilities decay as power laws in K and we expect
similar behaviour for the reversible model too.
We have also emphasised that the models are not er-
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godic and do not fit the classes considered by [7, 31].
They can be expressed as non-Markovian processes and
analysed using methods from [20, 21]. As noted in those
works, this can lead to complex behaviour even for typi-
cal fluctuations, see Sec. III C.
It is also useful to recall the analogy between large
deviation theory and equilibrium thermodynamics [7, 14,
18]. Within this framework, probabilities of individual
trajectories (in d dimensions of space and 1 dimension
of time) are analogous to configurations of equilibrium
systems in spatial d+ 1 dimensions. The growth models
have no spatial degrees of freedom so d = 0; this means
that trajectories of the growth model are analogous to
configurations of a one-dimensional Ising model, where
sk is interpreted as the kth spin in the chain. The energy
of a configuration of this Ising model is
E(s) = E0 −
K∑
k=1
log pk(sk|mk−1) (62)
with s = (s1, s2, . . . , sK) and mk−1 given by (3); also
E0 is an arbitrary additive constant and the analogy re-
quires that the temperature T = 1. Equ. (62) corre-
sponds to an Ising model with long-ranged interactions,
while the standard Markovian class of models would have
only nearest-neighbour interactions.
Within this analogy, the rate function in the LDP
corresponds to a free energy in the equilibrium system.
This means that the results of Fig. 1 and Fig. 6(a)
somewhat resemble a double-tangent construction, which
would usually be associated with phase coexistence (it
is equivalent to the Maxwell construction, see Sec. 4.7
of [49]). The analogy between dynamical large devia-
tions and phase coexistence is discussed, for example,
in [15, 46, 50]. The physical analogue of phase coexis-
tence in dynamical trajectories may depend on system
details, but one possibility is that trajectories that re-
alise the rare event of interest show different behaviour
in early-time and late-time regimes, as in Fig. 2A of [50]
and Fig. 4B of [15].
In the growth models considered here, the analogy
with equilibrium phase coexistence is not complete be-
cause of the long-ranged interactions in the Ising energy
(62). From Fig. 2(a), one sees that the trajectories that
realise the relevant rare events have qualitatively differ-
ent behaviour in the early-time regime (k < k∗) and the
late-time regime (k > k∗), similar to the behaviour for
Markovian models [15, 50]. However the behaviour in
the late-time regime is not at all stationary, for example
the typical magnetisation mk depends on k throughout
the range k∗ < k < K. This is contrary to the be-
haviour in Markovian models [15, 46, 50] where averages
depend weakly on time within the late-time and early-
time regimes, even if they differ strongly between these
two regimes. For this reason, we prefer not to use the ter-
minology of phases and phase coexistence to describe the
behaviour shown in Fig. 1. Nevertheless, the behaviour
of the rate function is the same as one would obtain from
a double-tangent construction.
We also emphasise that while the rate functions for
these growth models are never concave, the double-
tangent construction does not hold generally in non-
Markovian systems [51] nor even in Markovian systems
on non-compact state spaces [52] – in such cases, the ap-
plicability of the double-tangent construction has to be
tested on a case-by-case basis. This is similar to analy-
sis of thermodynamic phase coexistence in systems with
long-ranged interactions, where the applicability of the
Maxwell construction depends on the decay of the inter-
action potential [53]. For the growth models considered
here, we have shown that the construction is applicable.
Finally, we comment on the usefulness of the bound
(14) for numerical estimation of small probabilities, as
in [11, 32]. Our results here confirm that suitable choices
of the controlled dynamics can make this bound accu-
rate (see for example Figs. 4b and 5). However, con-
struction of the relevant controlled dynamics in those
cases required detailed understanding of the dynamical
behaviour of the model (including analytical estimates of
the action). Our conclusion is that this method is only
reliable if one already has a precise understanding of the
mechanism by which the relevant rare events (large de-
viations) will occur. In this case, one may design a con-
trolled process with this mechanism in mind. However,
experience with a range of model systems (see for exam-
ple Sec. 3.4 of [36]) indicates that it is difficult to predict
suitable controlled dynamics, without prior theoretical
analysis. If one evaluates the bound (14) using a con-
trolled process does not fully account for the mechanism
of the rare event, one may expect to obtain bounds that
are not accurate estimates of the probabilities of interest.
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