In this work, we develop a method of adaptive nonparametric estimation, based on "warped" kernels. The aim is to estimate a real-valued function s from a sample of random couples (X, Y ). We deal with transformed data (Φ(X), Y ), with Φ a one-to-one function, to build a collection of kernel estimators. The data-driven bandwidth selection is done with a method inspired by Goldenshluger and Lepski (2011) . The method permits to handle various problems such as additive and multiplicative regression, conditional density estimation, hazard rate estimation based on randomly right censored data, and cumulative distribution function estimation from current-status data. The interest is threefold. First, the squared-bias/variance trade-o is automatically realized. Next, non-asymptotic risk bounds are derived. Last, the estimator is easily computed thanks to its simple expression: a short simulation study is presented.
Introduction
Let (X, Y ) be a couple of real random variables, and (X i , Y i ) i=1,...,n an iFiFdF sample drawn as (X, Y ). The main goal of nonparametric estimation is to recover an unknown function s, linked with (X, Y ), such as the regression function, from the data. Among the huge variety of methods that have been investigated, the use of transformed data (F X (X i ), Y i ), with F X the cumulative distribution function (c.d.f.) of X, has received attention in the past decades. In this context or with similar tools, both kernel and projection estimators have been studied in random design regression estimation (Yang 1981 , Stute 1984 , Kerkyacharian and Picard 2004 , Akritas 2005 , Pham Ngoc 2009 , Kulik and Raimondo 2009 , Mammen et lF 2012 , Chagny 2013a , conditional density or c.d.f estimation (Stute 1986 , Mehra et lF 2000 , Chagny 2013c ), for the white noise model (Chesneau 2007) or to deal with dependent data (Chesneau and Willer 2012) . However, to our knowledge, few papers focus on the problem of adaptivity of such "warped estimators". The aim of the present work is twofold: rst, we want to show that a warping kernel device can be applied to various estimation problems, including survival analysis models (see examples below). Secondly, we address the problem of bandwidth selection, with the intention of providing an adaptive "warped" estimator, which satises nonasymptotic risk bounds.
The basic idea, which motivates the study of warped kernel estimators introduced by Yang (1981) , can be rst explained in the classical regression framework. Here, the target function is the conditional expectation, s :
when a density f (X,Y ) for the couple (X, Y ) exists, and where f X is the marginal density of the design X. Historical kernel methods were initiated by Nadaraya (1964) and Watson (1964) . The famous estimator named after them is built as the ratio of a kernel estimator of the product sf X divided by a kernel estimator of the density f X :
, where K h : x → K(x/h)/h, for h > 0, and K : R → R such that R K(x)dx = 1. Adaptive estimation then requires the automatic selection of the bandwidth h, and the ratio form of the estimate suggests that two such parameters should be selected: one for the numerator, and one for the denominator. From the theoretical point of view, there is no reason to choose the same.
Nevertheless, nonasymptotic results such as oracle-inequality are dicult to derive for an estimator dened with two dierent data-driven smoothing parameters. See Penskaya (1995) for a thorough study of the ratio-form estimators. Moreover, when the design X is very irregular (for example when a "hole" occurs in the data), a ratio may lead to instability (see Pham Ngoc 2009). The warped kernel estimators introduced by Yang (1981) and Stute (1984) avoid the ratio-form. Indeed denote byF n the empirical c.d.f. of the X i 's and let
depending on whether the c.d.f. F X is known or not. The following equality (see (8)) holds:
where is the convolution product and • is the composition symbol. Thus, the rst estimator of (2) can be viewed asŝ h = s • F −1 X • F X . The main advantage is that its expression involves one bandwidth h only.
In this paper, we generalize the warping strategy to various functional estimation problems: as a rst extension of (1), we propose to recover functions s of the form (3) s(x) = 1 φ(x) θ(y)f (X,Y ) (x, y)dy, for θ : R → R, and φ : R → R + \{0}. In this case, the warping device brings into play the transformation (Φ(X), Y ) of the data, with Φ = φ. The form (3) covers the additive regression model described above, by setting Φ = F X , and θ(y) = y. But it also permits to deal with the simplied heteroskedastic model Y = s(X)ε, where ε is an unobserved noise, centered, with variance equals to 1. In this case, Φ = F X , and θ(y) = y 2 .
In several examples however, the couple (X, Y ) does not admit a density, but X admits a marginal density. Then (3) can be extended and the target function s takes the form:
This allows to handle two classical settings in survival analysis: the interval censoring case 1, and right censored data. In the interval censoring model, case 1, the target function is s(x) = P(Z ≤ x), where Z is a survival time, which is not observed, and we only know a current status at the observed time X of examination. We also know Y = 1 Z≤X , which indicates whether Z occurs before X or not. We refer to Jewell and van der Laan (2004) for a review of the estimation methods in this setting (see also van de Geer 1993 for maximum likelihood estimation), and more recently to Ma and Kosorok (2006) , Brunel and Comte (2009) or Plancade (2013) for investigations including adaptivity.
In right-censored data, the function of interest at time x is the hazard rate function, that is the risk of death at time x, given that the patient is alive until x. This model has been studied by Tanner and Wong (1983) , Müller and Wang (1994) and Patil (1993) , among all. Adaptive results are available for projection-type estimators (see Brunel and Comte 2005 , 2008 , Reynaud-Bouret 2006 or Akakpo and Durot 2010 , but to our knowledge not for kernel estimators.
The paper is organized as follows. We present in Section 2 the estimation method, detail the examples illustrating the relevance of the introduction of a general target function s dened by (4). We also study the global risk of the warped kernel estimators with xed bandwidths. Section 3 is devoted to adaptive estimation: we dene a data-driven choice of the bandwidth, inspired by Goldenshluger and Lepski (2011) 
..,n are called the warped sample with deformation function Φ. The sets A, B, Φ(A) are supposed to be given. The target function can be written as:
We rst estimate the auxiliary function g = s•Φ −1 with Φ −1 the inverse function of Φ. In the general case, Φ is unknown and we must estimate it also. Let K be a function such that R K(u)du = 1 and set K h : u → K(u/h)/h, for h > 0. We dene, for u ∈ Φ(A),
where θ : R → R is a given function,Φ n is an empirical counterpart for Φ, and for x ∈ A
The following equality is the cornerstone of the method and justies the introduction of (6).
where is the convolution product. It shows thatĝ h is an empirical version of g h and thusŝ h in (7) suits well to estimate s. Let us give examples covered by the above framework.
Example 1 (standard random design regression with additive error term): we observe
i ] < ∞ and E[ε i ] = 0. We choose Φ(x) = F X (x), the cumulative distribution function (c.d.f. in the sequel) of X and assume that Φ :
Example 3 (Interval censoring, Case 1): the observation is (
occurs before X i (the so-called examination time) or not and Z i is not observed. The target function is s(
Example 4 (Hazard rate estimation from right censored-data): the observation is
In this case, we assume F X (x) < 1 for all x ≥ 0, and take Φ(x) =
x 0 (1 − F X (t))dt.
We now dene the estimatorΦ of the warping function Φ. Instead of estimating Φ with the whole sample (X i ) i=1,...,n , we assume that another sample (X −i ) i=1,...,n , independent of the X i 's, but distributed like them, is available. Thus, we set
The introduction of the second sample of variable X is an artefact of the theory: it only allows to avoid dependency problems in the proof of the results, which are technical and cumbersome enough (see the supplementary material Chagny 2013b). This trick is also standard in others studies of warped methods (see Kerkyacharian and Picard 2004 or Kulik and Raimondo 2009 eFgF) . Using a single sample would have required totally dierent statistic and probabilistic tools. However, we have obviously used only one sample to compute the estimator in the simulation study, see Section 4 (otherwise the comparison with other methods would not have been fair).
Hereafter, we also denote byg h the pseudo-estimators dened by choosingΦ = Φ in (6). We coherently sets h =g h • Φ. They can be used when Φ is known. The theoretical results are the same fors h andŝ h , up to further technicalities due to the plug-in of an empirical version for Φ. The paper mainly focuses on the proofs of the results fors since they are representative of the statistical and probabilistic tools which are required. Complete proofs are available in the supplementary material Chagny (2013b).
2.2. Risk of the xed bandwidth estimator. In this section, we study the global properties ofŝ h as an estimate of s on A, with a xed bandwidth h. The quadratic risk weighted by the derivative φ of the warping function Φ is the natural criterion in our setting. Let us introduce, for a measurable function t on A,
and denote by L 2 (A, φ) the space of functions t for which the quantity (10) exists and is nite. We also use the corresponding scalar product ., . φ . For t 1 , t 2 belonging to L 2 (A, φ), we have
where t 1 2 L 2 (Φ(A)) = Φ(A) t 2 1 (x)dx and ., . Φ(A) denotes the usual scalar product on L 2 (Φ(A)).
Therefore,
. When K belongs to L 2 (R) and E[θ 2 (Y 1 )] < ∞, the following bias-variance decomposition of the risk holds (recall that g h is dened in (8)),
This inequality holds if s ∈ L 2 (A, φ), a property which is satised if s is bounded on A. This is the case for Examples 1-3, as φ = f X . In Example 4, we can check that s ∈ L 2 (A, φ) for all classical distributions for C and Z used in survival analysis (such as exponential, Weibull, Gamma...). The general condition to be checked in this example is Assumption (H1') is somehow restrictive but required for integration by parts (see Section C.3. in Chagny (2013b) ). Assumption (H2') permits to use Taylor formulas to deal with the dierence
. This is not a problem as we choose the kernel in practice. We also add (H3'), which is needed to control the dierenceΦ n −Φ in Example 4 (see Section B. in Chagny (2013b) ). Thanks to technical computations, we obtain the analogous of (11) forŝ h , under mild assumptions. A sketch of the proof is given in Section 5.2. The details are provided in Chagny (2013b).
Proposition 1. essume (H1')D nd (H2')D nd lso (H3') for ixmple RF sf moreover h ≥ Cn −1/5 @C purely numeril onstntAD there exists c > 0 suh tht
Adaptive estimation
As usual, we must choose a bandwidth h which realizes the best compromise between the squaredbias and the variance terms (see (11) and (12)). The choice should be data-driven. For this, we use a method described in Goldenshluger and Lepski (2011) , and show that this leads to oracle-type inequalities and adaptive optimal estimators (in the sense of Goldenshluger and Lepski 2011). We begin with the case of known warping function Φ, which permits to develop the theoretical tools in a simpler way and to derive the results with few assumptions and short proofs.
3.1. Case of known Φ.
3.1.1. htEdriven hoie of the ndwidthF We consider the collection (s h ) h∈Hn , where H n is a nite collection of bandwidths, with cardinality depending on n and properties precised below (Assumptions (H2)-(H3)). We introduce the auxiliary estimators, involving two kernels,
For a numerical constant κ > 0 to be precised later on (see Section 4.1 below), we dene, for h ∈ H n ,
which is an estimation of the squared-bias term (see Lemma 4). Note that s h,h −s h
Lastly, the adaptive estimator is dened in the following way:
The selected bandwidthh is data-driven. In V (h), the expectation E[θ 2 (Y 1 )] can be replaced by the corresponding empirical mean (see Brunel and Comte 2005, proof of Theorem 3.4 p.465). In Examples 3-4, it can be replaced by 1, its upper-bound.
3.1.2. esultsF We consider the following assumptions:
is required to obtain Theorem 2 below. Nevertheless the value s L ∞ (A) is not needed to compute the estimator (see (15)). This assumption holds in Example 3 (s ≤ 1 in this case), and in Example 4, for instance when Z has exponential or Gamma distribution. Assumptions (H2)-(H3) mean that the bandwidth collection should not be too large. For instance, the following classical collections satisfy these assumptions:
(1) H n,1 = k −1 , k = 1, . . . , χ(n) with α 0 = 2, χ(n) = n or α 0 = 1, χ(n) = √ n.
(2) H n,2 = 2 −k , k = 1, . . . , [ln(n)/ ln(2)] , with α 0 = 1.
Assumption (H4) is required only to deduce convergence rate from the main nonasymptotic result.
We need a moment assumption linked with (H2):
If θ is bounded, (H5) evidently holds. In Examples 1 and 2, (H5) is a moment assumption on the noise which is usual in regression settings. It includes eFgF the case of Gaussian regression (when the noise ε is a Gaussian variable), under Assumption (H1). Notice also that the smaller α 0 , the less restrictive the integrability constraint p on the noise moments.
We prove the following oracle-type inequality: Theorem 2. e ssume tht (H1)E(H3) hold in ixmples IERD nd dditionlly tht (H5) is ful(lled for ixmples IEPF hen there exist two onstnts c 1 > 0 nd c 2 > 0D suh thtX
The constant c 2 depends on s L ∞ (A) , K L 1 (R) and K L 2 (R) in Examples 3-4, and also on the moment of ε and E[s 2 (X 1 )] for Examples 1-2. The adaptive estimators automatically makes the squared-bias/variance compromise. The selected bandwidthh is performing as well as the unknown oracle:
up to the multiplicative constant c 1 and up to a remainding term of order 1/n, which is negligible.
The interest of Inequality (16) is that it is nonasymptotic. Moreover, contrary to usual kernel estimation results, Assumption (H4) is not needed. This is one of the advantages of the bandwidth selection method. Inequality (16) proves that the estimators is optimal in the oracle sense.
To deduce convergence rates, smoothness classes must be considered to quantify the bias term.
Dene the Hölder class with order β > 0 and constant L > 0 by
where β is the largest integer less than β. We also need the Nikol'skii class of functions:
We can now deduce from Theorem 2 the convergence rate of the risk, under regularity assumptions for the auxiliary function g.
where C is onstnt whih does not depend on n nd βF In Examples 1-3, Φ(A) = (0; 1) and the Hölder condition is enough. In Example 4, Φ(A) = R + and we need the Nikol'skii condition. Both spaces are standard in kernel estimation, see eFgF Tsybakov (2009) and Goldenshluger and Lepski (2011) .
We recover the classical optimal rates in nonparametric estimation. Note however that our regularity assumptions are set on g and not s, as long as we do not consider specic warped spaces dened in Kerkyacharian and Picard (2004) . The rate (17) is known to be optimal in the minimax sense for the estimation problems we consider (eFgF, see Korostelëv and Tsybakov 1993 This is nevertheless well-known in kernel estimation, which are rarely free of boundary eects.
This also explains why we restrict the estimation interval for the simulation study, by using the quantiles of the observations X i (see Section 4). Notice that we may apply recent methods which provide boundary corrections in kernel estimation (see Karunamuni and Alberts 2005 and Bertin and Klutchniko 2011 for example), but this is beyond the scope of this paper. Moreover, the comparison against adaptive smoothing splines, which have no such problem of boundary already
give good results in practice, see Section 4 below.
3.2. General case of unknown Φ. We use the plug-in device ofΦ n in the denition of the quantities (13) and (14) to introduce a criterion like (15) which is fully data-driven in the general case of unknown warped function. To limit the technicalities, we focus on one of the following bandwidth collection H n : H n,1 = {k −1 , k = 1, . . . , [(n/ ln(n)) 1/5 ]} or H n,2 = {2 −k , k = 1, . . . , [ln(n)/(6 ln (2))]}.
The selection of an estimator in the collection (ŝ h ) h∈H n,l , l = 1, 2, is done with
and V (h) = κ ln 2 (n)/nh, where, κ is a purely numerical constant given by the proofs (see Chagny 2013b, Section D) and tuned in practice (see Remark 2). Finally, we deneŝ =ŝĥ •Φ n . The following result is the equivalent to Theorem 2.
Theorem 3. e ssume tht (H1)D (H1')E(H2') hold in ixmples IERD nd dditionlly tht (H5) is ful(lled for ixmples IEP @with α 0 = 1AD nd (H3') for ixmple RF hen there exist two onstnts c 1 , c 2 > 0D suh thtD for n lrge enoughD
The proof of Theorem 3, which follows the same scheme than the one of Theorem 2, is provided in the supplementary material Chagny (2013b) . The values of the constants are specied in the proof. They depend on K and s, but neither on n, nor on the bandwidth h. The term V in the denition (18) of the criterion deserves some comments. It can be compared to the penalty V dened in the toy case of known Φ in (13). The order of magnitude is not exactly the same: here, we have an extra-logarithmic factor. It is due to the substitution ofΦ n to Φ, and plays a technical role in the proof but it gives what is usually called a nearly optimal bound. Note that it does not depend on E[θ 2 (Y 1 )], contrary to (13).
Illustration
To illustrate the procedure, we only focus on two of the four examples: the additive regression (Example 1), and the estimation of c.d.f. under interval censoring case I (Example 3). As we cannot reasonably pretend to compare our method with all the adaptive estimators of the literature, we choose to concentrate on the comparison with adaptive least-squares (LS in the sequel) estimators.
4.1. Implementation of the warped-kernel estimators. The theoretical study allows the choice of several kernels and bandwidth collections. For practical purpose, we consider the Gaussian kernel, K :
x → e −x 2 /2 / √ 2π, which satises Assumption (H4) with l = 1. It has the advantage of having simple convolution-products:
The experiment is conducted with the dyadic collection H n,2 dened above. The larger collection H n,1 has also been tested: since it does not really improve the results but increases the computation time, we only keep the other collection. Besides, the simulations are performed in the case of unknown Φ. Therefore in Examples 1 and 3, the estimator iŝ
withF n the empirical c.d.f. of the X i 's. Then, the estimation procedure can be decomposed in some steps:
• Simulate a data sample (X i , Y i ), i = 1, . . . , n, tting Example 1 or 3.
• Compute V (h) and A(h) for each h ∈ H n,1 . For V (h), we set κ = 0.05 in Example 1, and κ = 0.3 in Example 3 (see Remark 2 below). For A(h), thanks to (21), the auxiliary estimates are easily computed:ŝ h,h =ŝ √ h 2 +h 2 . The L 2 −norm is then approximated by a Riemann sum:
where N = 50, and (u k ) k are grid points evenly distributed across (0; 1).
Remark 2. The computation of the selection criterion (18) we choose has only one vanishing moment, the comparison is fair if we consider polynomials with degrees equal to or less than 1. We denote by LS1 the resulting estimator. However, as shown below,
we will see that the warped-kernel generally outperforms the least-square, even if we use polynomials with degree at most 2 (LS2). We also experiment the Fourier basis for the least-squares estimator, but the results are not as good as the polynomial basis. Thus, we do not mention the values of the risks.
The procedure is applied for dierent regression functions, design and noise. The main goal is to illustrate the sensibility of the estimation to the underlying design distribution. Its inuence is explored through four distributions: two classical ones, U [0;1] , the uniform distribution on the interval [0; 1], and N (0.5, 0.01), a Gaussian distribution (with mean 0.5 and variance 0.01); and two distributions which are more original (more irregular), γ(4, 0.08), the Gamma distribution, with parameters 4 and 0.08 (0.08 is the scale parameter), and BN a bimodal Gaussian distribution, with density x → c(exp(−200(x − 0.05) 2 ) + exp(−200(x − 0.95) 2 )) (c is a constant adjusted to obtain a density function).
We focus on the three following regression functions
The rst two functions satisfy the periodicity assumptions of Corollary 1, while we choose the function s 3 to show that our procedure also leads to satisfactory results if the assumption does not hold. The choice of the function s 2 combined with the design BN leads to a data set which presents a "hole" (see Figure 2 (a) ). warped kernel estimators (subplot (b)), least-squares estimator in piecewise polynomial bases with degree at most 1 (subplot (c)) or 2 (subplot (d)).
We also test the sensibility of the method to the noise distribution: contrary to the underlying design distribution, it does not seem to aect the results. Thus, we present the simulation study for a Gaussian centered noise, with variance σ 2 . The value of σ is chosen in such a way that the signal-to-noise ratio (the ratio of the variance of the signal Var(s(X 1 )) over the variance of the noise Var(ε 1 )) approximately equals 2.
Beams of estimators (WK, LS1, and LS2) are presented in Figures 1 and 2 , with the generated data-sets and the function to estimate. Precisely, Figure 1 shows a regular case: all the methods estimate correctly the signal. Figure 2 depicts the case where a hole occurs in the design density: the estimator built with warped kernel behaves still correctly, even if the data are very inhomogeneous, while the estimator LS1, with which the comparison is fair, failed to detect the hole.
A study of the risk is reported in Tables 1 and 2, for the sample sizes n = 60, 200, 500 and 1000. The MISE is obtained by averaging the following approximations of the ISE values, for j ∈ {1, . . . , J = 200}, computed with J sample replications:
wheres stands for one of the estimators, b is the quantile of order 95% of the X i and a is the quantile of order 5%. The (x k ) k=1,...,N are the sample points falling in [a; b]. Tables 1 and 2 display the values computed for our method WK, and for the estimators LS1 and/or LS2: for the regression functions s 1 and s 2 (Table 1) , the warped-kernel strategy always leads to smaller risk values than LS1. Thus, we only mention the risks of the estimator LS2: even if the comparison is quite unfair (following the theoretical results, see the explanations above), the WK and the LS2 estimators are comparable in terms of performance and in 56% of the examples, the risks of the warped-kernel estimator are smaller than the ones of LS2 estimator. For the third function (Table 2) , our method still outperforms the least-squares estimate in polynomial basis of degree at most 1, whatever the design distribution is. The comparison with least-squares in polynomial basis with degree at most 2 leads to mixed results even if the values for both estimators are in the same range. Our estimators still behaves correctly (compared to LS1, see also Comte (2009), such that most of the data belong to this interval. Dierent models are considered for generating the data. We shorten "follows the distribution" by the symbol "∼".
, and Z ∼ χ 2 (1) (Chi-squared distribution with 1 degree of freedom), A = (0; 1), • M3: X ∼ E(1) (exponential distribution with mean 1), and Z ∼ χ 2 (1), A = (0; 1.2), • M4: X ∼ β(4, 6) (Beta distribution of parameter (4,6)), Z ∼ β(4, 8), A = (0; 0.5), • M5: X ∼ β(4, 6), Z ∼ E(10) (exponential distribution with mean 0.1), A = (0; 0.5), • M6: X ∼ γ(4, 0.08), Z ∼ E(10), A = (0, 0.5), • M7: X ∼ E(0.1), Z ∼ γ(4, 3), A = (1; 23).
All these models allow to investigate thoroughly the sensibility of the method to the distribution of the examination time X, and to the range of the estimation interval. The rst two models and the fourth were also used by Brunel and Comte (2009) . Since the design is uniform in two of these examples, and also supported by the set (0; 1) in the other, we choose to explore what happens when it is not the case: in models M5, M6 and M7, the estimation interval is either smaller (M5-M6) or much larger (M7) than (0; 1). Model M3 is choosen to have a design which is not uniform. Figure 3 shows the smoothness of warped-kernel estimates compared to the reconstruction obtained with least-squares method. The dierence between the estimators is also investigated by computing the MISE for the dierent models. Table 3 reveals that the warped-kernel estimates can advantageously be used as soon as the design X i has not a uniform distribution: it always outperforms the least-squares estimators in these cases, whatever the estimation support is, and whatever the chosen distributions are. When the design is uniform, the warped-kernel strategy also leads to acceptable results but is a little less interesting (however still simpler to implement than LS methods): since F X (x) = x, one can clearly understand that it is not useful to warp the data. However, recall that F X is unknown in practice, thus we cannot assure beforehand that the warping of the data is useless.
The practical advantages of our method are thus denitely to permit to deal with various design distributions (even very irregular ones), and thus to be stable to several data sets in dierent estimation settings (c.d.f. of current status data or regression estimation).
Proofs
Model X Z 
We set u = Φ(x), thus du = φ(x)dx. Therefore,
2 5.2. Sketch of the proof of Proposition 5.2. We need to specify the notation. The goal is to study the risk ofŝ h , h ∈ H n dened when Φ is unknown. We denote it byŝΦ n,Φn h . We havê sΦ n,Φn
previously introduced. Coherently, we also setŝΦ n,Φ h =ĝΦ n h • Φ. The following decomposition, which permits to come down to the study ofs, is the key of the proof:
is the conditional expectation of a variable Z given the sample (X −i ) i=1,...,n . The term T h 0 has been bounded in Inequality (11). For the three others, the challenge is to prove that they are bounded by a quantity with order of magnitude 1/(nh).
Notice also that the same splitting is required to prove Theorem 3. All the details are given in Chagny (2013b) .
5.3. Proof of Theorem 2. The proof is representative of the one of Theorem 3, which is thus deferred to the supplementary Chagny (2013b). Let h ∈ H n be xed. We start with the following decomposition for the loss of the estimators =sh:
The denitions of A(h) and A(h) enable us to write, using the denition ofh,
Besides, applying also (11), we obtain
Therefore, the remainding part of the proof follows from the lemma hereafter.
Lemma 4. vet h ∈ H n e (xedF nder the ssumptions of heorem PD there exist onstnts C 1 , C 2 suh thtD
where the onstnt C 1 only depends on K L 1 (R) F Applying Inequality (23) in (22) 
), for any h ∈ H n , and we rst split
where
The rst term can be bounded as follows.
. Therefore, Decomposition (24) becomes:
Now, we get back to the denition of A(h) given by (14):
We can note that g h − g h L 2 (Φ(A)) = sup t∈S(0,1) g h − g h , t Φ(A) , withS(0, 1) a dense countable subset ofS(0, 1) = {t ∈ L 1 (Φ(A)) ∩ L 2 (Φ(A)), t L 2 (Φ(A)) = 1} (thanks to the separability of L 2 (R), such a set exists. Now,
where ν n,h is an empirical process. Thus, thanks to (25), it remains to bound the deviations of sup t∈S(0,1) ν 2 n,h (t). First, we have E max h ∈Hn sup t∈S(0,1)
Then, the conclusion results from the following lemma:
Lemma 5. nder the ssumptions of heorem PD there exists onstnt C suh thtD h∈Hn E sup
We choose the constant κ involved in the denition of V such thatṼ (h) ≤ V (h)(1 + K 2 L 1 (R) )/3.
Thus, the proof is complete. 5.5. Proof of Lemma 5. We write the empirical process
The guiding idea is to apply the Talagrand Inequality, in its version given in Klein and Rio (2005) .
We will use the notations used in Lemma 5 of Lacour (2008) (p.812 ). If θ is bounded, this inequality can be applied. Otherwise, we have to introduce a truncation.
5.5.1. ixmple IF Recall that Φ = F X and Φ(A) = [0; 1]. We split the process ν n,h into three parts, writing ν n,h = ν
(1)
n,h , with, for l = 1, (2, 1), (2, 2),
where we dene, for a constant c which will be specied below, (27) κ n = c √ n ln(n)
.
We apply Talagrand's Inequality to the rst two bounded empirical processes, and bound roughly the last one. Thus, we split:
with the decompositionṼ (h) =Ṽ 1 (h) +Ṽ 2 (h), and, denoting by δ = δ /2,
We now show that each of the three terms of the right hand-side of (28) is upper-bounded by a quantity of order 1/n. This will end the proof.
• First term of (28).
Let us begin with ν
(1) n,h . To do so, we compute H (1) , M (1) and v (1) , involved in Lemma 5 of Lacour (2008) (p.812).
• For M (1) , let t ∈S(0, 1) and x ∈ A be xed:
Thus, thanks to the Young convolution inequality, we obtain,
Then, we use the same computation as the one done to bound the variance term in the proof of (11), and set (H (1)
and the expectation can be written
thanks to the Young convolution inequality. Therefore,
Then, Talagrand's Inequality gives, for δ > 0,
where k 1 , k 2 , k 3 are three constants which depend on E[s 2 (X 1 )], s L ∞ (A) , K L 1 (R) and K L 2 (R) .
Assumptions (H2)-(H3) lead to h∈Hn E sup
with C a constant (which also depends on the previous quantities).
• Second term of (28).
For the second empirical process ν (2,1) n,h , the sketch of the proof is the same: similarly, we compute the quantities involved in the Talagrand Inequality,
and we obtain, by Lemma 5 of Lacour (2008) (p.812), for δ > 0,
where k 1 , k 2 , k 3 are three constants which depend on E[ε 2 1 ], K L 1 (R) and K L 2 (R) . The rst term of the right hand-side is like above. With the denition (27) of κ n , the sum over h ∈ H n of the second term of the upper bound can be written
Consequently, using Assumptions (H2)-(H3) and choosing c in the denition of κ n such that c ≤ k 3 /α 0 , we also obtain for a constant C,
• Third term of (28).
The last empirical process is ν
It is not bounded. Nevertheless, we use the Cauchy-Schwarz Inequality, and the equality t L 2 (Φ(A)) = 1, for t ∈S(0, 1)
Thus, there exists a constant k 1 which depends on K L 2 (R) and E[ε The conclusion comes from Assumptions (H2)-(H3), and the choice of p ≥ 2α 0 . 2 5.5.2. ixmples PERF For the multiplicative regression model (Example 2), we split the process into two terms: ν n,h = ν
(1) n,h + ν
(2) n,h , with
where κ n is still a constant for the proof, which equals c √ n ln(n) and c > 0 is obtained by the computations, like in Example 1. We exactly recover the framework of this previous example: the deviations of the process ν For Examples 3-4, there is no point in splitting the process (26), since it is already bounded (recall that θ(Y 1 ) is bounded by 1). Thus, we apply the concentration inequality.
Recall that Φ(A) = R + . In both of these cases, the quantity M 1 involved in the assumptions of the Talagrand Inequality (Lemma 5 of Lacour 2008, p.812) equals M 1 = K L 2 (R) / √ h. Moreover, H 2 can be chosen as the upper-bound of the variance term of the estimatorg h , that is H 2 = K L 2 (R) /nh. Finally, v equals K L 1 (R) for Example 3, and g L ∞ (R + ) K L 1 (R) for Example 4.
As an example, let us detail the computation of v in Example 4. Recall that X = C ∧ Z, Y = 1 Z≤C , s is the hazard rate, and the warping Φ is the function x → x 0 (1 − F X (t))dt. Thus, denoting by f C (respectively f Z ) a density of the variable C (respectively Z), and F C (respectively F Z ) its c.d.f.,
We set z = Φ −1 (u). The integral becomes
Thanks to the same arguments as the ones used to prove (8) in Section 5.1, we obtain:
Once we have the three quantities, we easily apply the Talagrand Inequality and the proof is complete by using Assumptions (H2)-(H3), like above (see the computations in Example 1).
2 5.6. Proof of Corollary 1. We must bound the bias term of the right hand-side of Inequality (16) (Theorem 2). Actually, if we prove that s − s h 2 φ ≤ Ch 2β , where C is a constant, then the proof of the Corollary will be completed by computing the minimum which is involved in (16). By denition,
We distinguish two cases in the sequel, depending on the considered examples.
Then we distinguish two cases: 5.6.1. ixmples IEQF Here, Φ(A) = (0; 1). We start with the denition of g h : for u ∈ Φ(A), 
We use a Taylor-Lagrange formula forḡ: for u ∈ (0; 1), and z ∈ R, there exists θ ∈ (0; 1) such that g(u − hz) − g(u) = −hzḡ (u) + (−hz) 2 2!ḡ (u) + · · · + (−hz) l−1 (l − 1)!ḡ (l−1) (u) + (−hz) l l!ḡ 
