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1. Introduction
The necessity to estimate a state process which is only partially observed oc-
cures in many applied problems and has been widely studied for many years.
Adequate mathematical structures have been established and we dispose today
of plenty of theoretical results about this subject.
In this article we assume that the process we want to estimate (signal) is a
Markovian diffusion process and that it is observed through a function of this
process perturbated by a white noise. In fact, we try to find the best possible
estimation of the signal at a time t, knowing the observation up to time t.
It is however by now well known that, except in some particular cases, the
differential equations which allow to solve this problem, for instance the Zakai
equation (cf. [14]), are infinite dimensional. Hence, every procedure that brings
out suboptimal filters of finite dimension becomes interesting.
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We assume here that the perturbating white noise is of order ε and that
for ε = 0, the signal is exactly observed. This problem has been treated in
detail in the case of noncorrelated noises. A.Z. Jazwinski [3] gave the semi-
martingale decomposition of the filter in a special case in order to construct
some second-order filters, B.Z. Bobrovsky and M. Zakai [2] have found some
estimates of the conditioned moments of the signal, whereas R. Katzur, B.Z.
Bobrovsky and Z. Schuss [6] have used singular perturbation techniques on
Zakai’s equation to derive formally an asymptotic expansion of the conditional
density and they deduced approximate finite-dimensional filters. J. Picard [10]
has obtained some suboptimal filters by other methods. He used two basic
concepts of the nonlinear filtering theory, namely the Kallianpur-Striebel [4]
formula and the decomposition of the optimal filter in semimartingales, as well
as some results on the time reversal of diffusion processes. A. Bensoussan [1]
has proved a part of this results by more elementary methods and J. Picard [11]
has then generalized some of this results to multidimensional signals. Finally,
J. Picard [12] has treated the multidimensional case by working under slightly
weaker assumptions and by studying also the smoothing problem. He did this
without involving Zakai’s equation, by simple probabilistic consideration and
using the stochastic calculus of variations.
On the other hand, J. Picard [13] studied a filtering system in the case of a
high signal-to-noise ratio with correlated noises. He proved that this problem
can be viewed as a linear filtering problem with randomly time-varying parame-
ters, and that the filter is auto-adaptive with respect to changes of parameters.
The study is based on time discretization; the main tools are an averaging
principle and an application of the ordinary differential equation method for
the study of stochastic algoritms.
The aim of this paper too is to study this problem for a nonlinear filtering
problem with correlated noises, but from a completely different point of view.
It consists of three sections organized as follows.
In the second section we introduce the filtering system. We assume that
all the processes are Rm-valued. We define a class of suboptimal filters and we
show that they do not differ from the optimal filter by more than order
√
ε.
In Section 3, we precise the estimate that we will use and we show that this
estimate approches the optimal filter by order ε. The essential tools of the proof
are an adequate change of probability and some results of stochastic calculus of
variations (Malliavin calculus). The reader will find details about this subject
in the books of P. Malliavin [7] and D. Nualart [8] and the references therein.
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2. Setting of the Problem and a Preliminary Result
Let (Ω,F , P ) be a complete probability space and (Ft)t∈[0,T ] a right-continu-
ous increasing family of sub-σ-algebras of F . Let w and v be two independent
Ft- Brownian motions with values in Rd and Rm. If xt is a semimartingale
on (Ω,F ,Ft, P ), ◦dxt (respectively dxt) denotes its Stratonovitch (respectively
Itoˆ) differential.
Let us consider the nonlinear filtering problem associated with the system
signal/observation pair (xt, yt) ∈ (Rm)2 solution of the following stochastic
differential system:

xt = x0 +
∫ t
0
b(xs) ds+
∫ t
0
σ(xs) dws +
∫ t
0
g(xs) dvs ,
yt =
∫ t
0
h(xs) ds + ε vt,
(1)
verifying the following hypotheses:
(H1) x0 is an R
m-valued, F0-measurable random variable independent of w and
v with finite moments of all orders.
(H2) b and h are C2(Rm,Rm) functions with bounded first and second deriva-
tives.
(H3) σ and g are bounded C2(Rm,Rm ⊗ Rd) respectively C2(Rm,Rm ⊗ Rm)
functions with bounded first derivatives.
(H4) The function a = σσ
τ + ggτ is uniformly elliptic.
(H5) The functions a
− 1
2 b and h′b are Lipschitzian.
Remark. Condition (H5) implies that the function σ is inversable.
As usually in nonlinear filtering problems we are then able to define the
filter associated with the system (1).
Definition 2.1. For all t in [0, T ] denote by pit the filter associated with
the system (1), defined for all functions ψ in Cb(Rm,R) by
pitψ = E
[
ψ(xt)/Yt
]
, (2)
where Yt = σ(ys / 0 ≤ s ≤ t).
Moreover we consider the following class of suboptimal filters:
mt = m0 +
∫ t
0
b(ms) ds +
1
ε
∫ t
0
h′−1(ms)Ks
(
dys − h(ms) ds
)
, (3)
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where m0 ∈ Rm is arbitrary and {Kt, t ≤ 0} is a Yt-progressively measurable
bounded process such that for all (t, w) in [0, T ] × Ω, Kt(w) is a uniformly
elliptic bounded function.
Remarks. (i) The definition of the sub-optimal filters implies that the
signal and the observation are of the same dimension.
(ii) In the following, if f is a vectorial function of the variable x ∈ Rm,
f ′ will denote the Jacobian matrix of f ; if f is scalar, f ′ will be a line vec-
tor; this notation is extended to functions which may also depend upon other
parameters.
For this filters, we then have a first estimation of the commited error.
Proposition 2.2. For each t0 > 0 and p ≥ 1, we have:
sup
t≥t0
‖xt −mt‖p = O(
√
ε) (4)
Proof. Itoˆ’s formula implies that
h(xt) = h(x0) +
∫ t
0
Lh(xs)ds+
∫ t
0
(h′σ)(xs)dws +
∫ t
0
(h′g)(xs)dvs,
where L is the second order differential operator defined for any function f in
C2(Rm,Rm) by
(Lf)l(x) = bi(x)
∂f l
∂xi
+
1
2
d∑
k=1
(
σ(x)
)i
k
(
σ(x)
)j
k
∂2f l
∂xi∂xj
(x)
+
1
2
m∑
k=1
(
g(x)
)i
k
(
g(x)
)j
k
∂2f l
∂xi∂xj
(x).
Likewise,
h(mt) = h(m0) +
∫ t
0
L˜sh(ms)ds +
1
ε
∫ t
0
Ks
(
h(xs)− h(ms)
)
ds+
∫ t
0
Ksdvs,
where L˜t is the second order differential operator defined for any function f in
C2(Rm,Rm) by
(L˜tf)
l(x) = bi(x)
∂f l
∂xi
+
1
2
m∑
k=1
(
h′−1(x)Kt
)i
k
(
h′−1(x)Kt
)j
k
∂2f l
∂xi∂xj
(x).
Hence,
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h(xt)− h(mt)
= h(x0)− h(m0) +
∫ t
0
(
Lh(xs)− L˜sh(ms)
)
ds +
∫ t
0
(h′σ)(xs) dws
+
∫ t
0
(h′g)(xs) dvs − 1
ε
∫ t
0
Ksdvs − 1
ε
∫ t
0
Ks
(
h(xs)− h(ms)
)
ds.
Since Kt is uniformly elliptic, we can prove (4) as in [11].
By applying Itoˆ’s formula, we compute |xt −mt|k for even integers k, then,
having taken the expectation of the two members of the obtained relation, we
use some estimates on ordinary inequations.
Corollary 2.3. For any t0 > 0 and p ≥ 1, we have:
sup
t≥t0
‖mt − pitI‖p = O(
√
ε) (5)
and
sup
t≥t0
‖xt − pitI‖p = O(
√
ε), (6)
where I denotes the identity matrix on Rm.
3. The Main Result
We now choose an estimate from the previously defined class of filters for which
the error will be of order ε.
Let γ be the function defined by γ =
(
h′ah′τ
) 1
2 . For any t in [0, T ], we set
Kt = γ(mt). (7)
We can then announce the main result of this paper.
Theorem 3.1. For any t0 > 0 and p ≥ 1, we have:
sup
t≥t0
‖mt − pitI‖p = O(ε). (8)
Proof. At first we define some stochastic processes which will be useful later
on.
Consider the process
wt =
∫ t
0
(γ−1h′σ)(xs) dws +
∫ t
0
(γ−1h′g)(xs) dvs. (9)
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Levy’s Theorem (e.g. [5]) then implies that wt is an R
m-valued (Ft, P )- Brow-
nian motion and
dxt = b(xt)dt+ h
′−1γ(xt) dwt. (10)
For any t in [0, T ], set
Zt = exp
(1
ε
∫ t
0
hτ (xs) dys − 1
2ε2
∫ t
0
|h(xs)|2 ds
)
(11)
and
Λt = exp
(
−1
ε
∫ t
0
(
h(xs)− h(ms)
)τ
dws +
1
2ε2
∫ t
0
|h(xs)− h(ms)|2 ds
)
. (12)
Novikov’s criterion then implies that the processes Z−1t and Λ
−1
t are ex-
ponential martingales. So we can apply Girsanov’s Theorem and define some
reference probability measures which allow us to show the desirated estimates
via Kallianpur-Striebel’s formula.
So, let us define the probability measures P˚ and P˜ by the Radon-Nicodym
derivatives
dP˚
dP
∣∣∣∣∣
Ft
= Z−1t , (13)
and
dP˜
dP˚
∣∣∣∣∣
Ft
= Λ−1t . (14)
Hence, by Girsanov’s Theorem, under P˜ , w˜t = wt− 1ε
t∫
0
(
h(xs)−h(ms)
)
ds and
y t
ε
are two independent standard Brownian motions.
Moreover, the stochastic process xt can be written as the solution of the
stochastic differential equation
dxt =
1
ε
(h′−1γ)(xt)
(
h(xt)− h(mt)
)
dt+ b(xt) dt + (h
′−1γ)(xt) dw˜t. (15)
We have on the other hand
ZtΛt = exp
(
−1
ε
∫ t
0
(
h(xs)− h(ms)
)τ
dws +
1
ε2
∫ t
0
hτ (xs)
(
dys − h(ms) ds
)
+
1
2ε2
∫ t
0
|h(ms)|2ds
)
.
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Let F be the function defined for each x,m in Rm, by
F (x,m) =
(
h(x)− h(m))τγ−1(m)(h(x) − h(m)). (16)
Then, Itoˆ’s formula implies that
F (xt,mt) = F (x0,m0) + 2
∫ t
0
(
h(xs)− h(ms)
)τ
γ−1(ms)h′(xs)dxs
+
∫ t
0
(
h(xs)− h(ms)
)τ ∂γ−1
∂mi
(ms)
(
h(xs)− h(ms)
)
dmis
− 2
∫ t
0
(
h(xs)− h(ms)
)τ
(γ−1h′)(ms) dms
+
∫ t
0
(AxF +Ax,mF +AmF )(xs,ms) ds,
where Ax, Ax,m and Am are the second order differential operators defined for
any function f in C2((Rm)2) by
Axf(x,m) =
1
2
d∑
k=1
(
σ(x)
)i
k
(
σ(x)
)j
k
∂2f
∂xi∂xj
(x,m)
+
1
2
m∑
k=1
(
g(x)
)i
k
(
g(x)
)j
k
∂2f
∂xi∂xj
(x,m),
Ax,mf(x,m) =
1
2
d∑
k=1
(
γ(m)
)i
k
(
σ(x)
)j
k
∂2f
∂mi∂xj
(x,m)
and
Amf(x,m) =
1
2
d∑
k=1
(
γ(x)
)i
k
(
γ(x)
)j
k
∂2f
∂mi∂mj
(x,m).
Consequently,
F (xt,mt) = F (x0,m0) + 2
∫ t
0
(
h(xs)− h(ms)
)τ
γ−1(ms)h′(xs)dxs
−2
ε
∫ t
0
(
h(xs)− h(ms)
)τ
[dys − h(ms) ds]
−2
∫ t
0
(
h(xs)− h(ms)
)τ
(γ−1h′b)(ms) ds
+
∫ t
0
(
h(xs)− h(ms)
)τ ∂γ−1
∂mi
(ms)
(
h(xs)− h(ms)
)
dmis
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+
∫ t
0
(AxF +Ax,mF +AmF )(xs,ms) ds.
Hence,
F (xt,mt)
= F (x0,m0)−2
∫ t
0
(
h(xs)− h(ms)
)τ(
γ−1(xs)− γ−1(ms)
)
h′(xs)dxs
+ 2
∫ t
0
(
h(xs)− h(ms)
)τ
dws − 2
ε
∫ t
0
(
h(xs)− h(ms)
)τ [
dys − h(ms)ds
]
+ 2
∫ t
0
(
h(xs)− h(ms)
)τ(
(γ−1h′b)(xs)− (γ−1h′b)(ms)
)
ds
+
∫ t
0
(AxF +Ax,mF +AmF )(xs,ms) ds
+
∫ t
0
(
h(xs)− h(ms)
)τ ∂γ−1
∂mi
(ms)
(
h(xs)− h(ms)
)
dmis.
So, we finally have,
ZtΛt = exp
(
− 1
2ε
(
F (xt,mt)− F (x0,m0)
)
+
1
ε
∫ t
0
χ1(xs,ms) ds
+
1
ε
∫ t
0
χτ2(xs,ms) dms +
1
ε
∫ t
0
χτ3(xs,ms) dxs
+
1
ε2
∫ t
0
hτ (ms) dys − 1
2ε2
∫ t
0
|h(ms)|2 ds
)
, (17)
with
χ1(x,m) =
(
h(x) − h(m))τ((γ−1h′b)(x) − (γ−1h′b)(m))
+
1
2
(AxF +Ax,mF +AmF )(x,m),
χi2(x,m) =
1
2
(
h(x)− h(m))τ ∂γ−1
∂mi
(m)
(
h(x)− h(m)), i = 1, ...,m,
χ3(x,m) = −(h′)τ (x)
(
γ−1(x)− γ−1(m))τ(h(x)− h(m)).
In the following, if f denotes a function of (x,m), we denote ∂f
∂x
by f ′.
By the rules of the Malliavin Calculus (cf. [8] or [7]), if D (respectively
D˜) denotes the derivation operator in the direction of w (respectively w˜), (15)
implies that for all 0 ≤ s ≤ t,
D˜sxt = ζst (h
′−1γ)(xs), (18)
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where {ζst, t ≥ s} is the solution of the stochastic differential equation
ζst
= 1 +
1
ε
∫ t
s
ζsr (h
′−1γ)′(xr)
(
h(xr)− h(mr)
)
dr +
1
ε
∫ t
s
ζsr(h
′−1γh′)(xr) dr
+
∫ t
s
ζsr b
′(xr) dr +
∫ t
s
ζsr (h
′−1γ)′(xr) dw˜r +
∫ t
s
ζsr g
′(xr) dvr.
Since
D˜syt = D˜smt = 0 (19)
it follows from (17) and the chain rule that
D˜s log(ZtΛt) = − 1
2ε
F ′(xt,mt)D˜sxt +
1
ε
∫ t
s
χ′1(xr,mr)D˜sxr dr
+
1
ε
∫ t
s
dmτrχ
′
2(xr,mr)D˜sxr +
1
ε
∫ t
s
dxτrχ
′
3(xr,mr)D˜sxr
+
1
ε
∫ t
s
χ3(xr,mr)D˜sxr dr.
Hence
1
2
F ′ (xt,mt) = −εD˜s log(ZtΛt)(D˜sxt)−1 +
∫ t
s
χ′1(xr,mr)D˜sxr(D˜sxt)
−1 dr
+
∫ t
s
dmτrχ
′
2(xr,mr)D˜sxr(D˜sxt)
−1 +
∫ t
s
dxτrχ
′
3(xr,mr)D˜sxr(D˜sxt)
−1
+
∫ t
s
χ3(xr,mr)D˜sxr(D˜sxt)
−1 dr.
By integrating that last equality between 0 and t, we get
1
2
F ′(xt,mt) = −ε
t
∫ t
0
D˜s log(ZtΛt)(D˜sxt)
−1 ds (20)
+
1
t
∫ t
0
∫ t
s
χ′1(xr,mr)D˜sxr(D˜sxt)
−1 dr ds
+
1
t
∫ t
0
∫ t
s
dmτr χ
′
2(xr,mr)D˜sxr(D˜sxt)
−1 ds
+
1
t
∫ t
0
∫ t
s
dxτr χ
′
3(xr,mr)D˜sxr(D˜sxt)
−1 ds
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+
1
t
∫ t
0
∫ t
s
χ3(xr,mr)D˜sxr(D˜sxt)
−1 dr ds .
On the other hand, by the definition of the function F ,
1
2
F ′(xt,mt) =
(
h(xt)− h(mt)
)τ
γ−1(mt)h′(xt), (21)
so
E
[1
2
F ′(xt,mt)/Yt
]
= E[
(
h(xt)− h(mt)
)τ
/Yt] (γ−1h′)(mt)
+ E[
(
h(xt)− h(mt)
)τ
γ−1(mt)
(
h′(xt)− h′(mt)
)
/Yt].
Consequently, Proposition 1.2 implies that
E
[1
2
F ′(xt,mt)/Yt
]
= E[
(
h(xt)− h(mt)
)τ
/Yt] (γ−1h′)(mt) +O(ε).
Hence, it follows from the assumptions (H3) and (H4) that the theorem will
be proved if we show that for any t0 > 0, p ≥ 1,
sup
t≥t0
∥∥E[1
2
F ′(xt,mt)/Yt
]∥∥
p
= O(ε). (22)
So, by equality (24) it suffices to show:
(i) supt≥t0
1
t
∥∥E[∫ t0 D˜s log(ZtΛt)(D˜sxt)−1 ds/Yt]∥∥p ≤ cp,
(ii) supt≥t0
1
t
∥∥E[∫ t0∫ ts χ′1(xr,mr)D˜sxr(D˜sxt)−1 dr ds/Yt]∥∥p = O(ε),
(iii) supt≥t0
1
t
∥∥E[∫ t0∫ ts dmτr χ′2(xr,mr)D˜sxr(D˜sxt)−1 ds/Yt]∥∥p = O(ε),
(iv) supt≥t0
1
t
∥∥E[∫ t0∫ ts dxτr χ′3(xr,mr)D˜sxr(D˜sxt)−1 ds/Yt]∥∥p = O(ε),
(v) supt≥t0
1
t
∥∥E[∫ t0∫ ts χ3(xr,mr)D˜sxr(D˜sxt)−1 dr ds/Yt]∥∥p = O(ε).
To prove (i) to (ii) it is necessary to prove the following two lemmas.
Lemma 3.2. For each ε > 0, p ≥ 1, there exist strictly positive constants
a(p) and a˜(p) such that
‖ζts‖p ≤ a(p) exp
[
− a˜(p)
ε
(t− s)
]
, 0 ≤ s ≤ t. (23)
Proof. By (18) and the definition of w˜t, {ζst, t ≥ s} is the unique solution
of the stochastic differential equation
ζst = 1 +
1
ε
∫ t
s
ζsr(h
′−1γh′)(xr) dr +
∫ t
s
ζsr b
′(xr) dr
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+
m∑
i=1
∫ t
s
ζsr
∂
∂xi
(h′−1γ)(xr) dwir.
Hence,
E
[
sup
t∈[0,T ]
|ζst|p
]
≤ E
{
1 + sup
t∈[0,T ]
(∣∣1
ε
∫ t
s
ζsr(h
′−1γh′)(xr) dr
∣∣p+∣∣∫ t
s
ζsr b
′(xr) dr
∣∣p
+
∣∣ m∑
i=1
∫ t
s
ζsr
∂
∂xi
(h′−1γ)(xr) dwir
∣∣p
≤ c
{
E
[1
ε
∫ T
s
∣∣ζsr(h′−1γh′)(xr)∣∣pdr]+ E[
∫ T
s
∣∣ζsr b′(xr)∣∣pdr]
+ E
( m∑
i=1
∫ T
s
∣∣ζsr ∂
∂xi
(h′−1γ)(xr)
∣∣2dr) p2},
by Burkho¨lder’s inequatlity. Since γ is hypoelliptic, the assumptions (H2)−(H4)
imply that there exist some strictly positive constants c et c′ independant of ε
such that
‖ζst‖p ≤ c
ε
∫ T
s
‖ζsr‖p dr + c′
∫ T
s
‖ζsr‖p dr. (24)
The lemma then follows from Gronwall’s Theorem and the fact that ζts =
ζ−1st .
Lemma 3.3. For any p ≥ 1, there exists a constant c(p) such that
‖Dsζt0‖p ≤ c(p), (25)
and
‖D˜sζt0‖p ≤ c(p). (26)
Proof. For any t in [0, T ],
ζ0t = 1 +
1
ε
∫ t
0
ζ0r(h
′−1γh′)(xr) dr +
∫ t
0
ζ0r b
′(xr) dr
+
m∑
i=1
∫ t
0
ζ0r
∂
∂xi
(h′−1γ)(xr) dwir.
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Itoˆ’s formula then implies
ζt0 = 1 − 1
ε
∫ t
0
(h′−1γh′)(xr) ζr0dr −
∫ t
0
b′(xr) ζr0 dr
−
m∑
i=1
∫ t
0
∂
∂xi
(h′−1γ)(xr) ζr0 dwir
+
m∑
i=1
∫ t
0
( ∂
∂xi
(h′−1γh′)
( ∂
∂xi
(h′−1γh′)
)τ
(xr)
)
ζr0 dr.
Consequently,
Dsζts = 1− 1
ε
∫ t
0
(h′−1γh′)′(xr) ζr0 dr − 1
ε
∫ t
0
(h′−1γh′)(xr)Dsζr0 dr
−
∫ t
0
b′′(xr) ζr0 dr −
∫ t
0
b′(xr)Dsζr0 dr
+
m∑
i=1
∫ t
0
( ∂
∂xi
(h′−1γh′)
( ∂
∂xi
(h′−1γh′)
)τ
(xr)
)′
ζr0 dr
+
m∑
i=1
∫ t
0
( ∂
∂xi
(h′−1γh′)
( ∂
∂xi
(h′−1γh′)
)τ
(xr)
)
Dsζr0 dr.
By using Lemma 1.5, the assumptions (H2)−(H4) and Burkho¨lder’s inequality,
one then can show like in the proof of the previous lemma that there exist some
strictly positive constants c and c′ such that
‖Dsζt0‖p ≤ c′ + c
∫ t
0
‖Dsζr0‖p dr (27)
Hence relation (25). Relation (26) can be obtained by similar compu-
tations.
Let us now pass to the proof of the expressions (i) to (vii).
Similar computations as the ones on p. 153 from [9] imply
1
t
E
[∫ t
0
D˜s log(ZtΛt) (D˜sxt)
−1 ds/Yt
]
=
1
t
E
[∫ t
0
(γ−1h′)(xs)ζ0s
(
Dsζt0 − D˜sζt0
)
ds/Yt
]
− 1
εt
E
[∫ t
0
(
h(xs)− h(ms)
)
ζts(γ
−1h′) ds/Yt
]
,
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and (i) then follows from the Lemma 3.2 and Lemma 3.3.
Moreover, the boundedness of the functions ‖χ′1‖p and γ respectively Lemma
1.5 imply that∫ t
0
∫ t
s
χ′1(xr,mr)D˜sxr(D˜sxt)
−1 dr ds ≤ c(p)
∫ t
0
∫ t
s
ζsrζts dr ds (28)
≤ c(p)
∫ t
0
∫ t
s
exp
[ a˜(p)
ε
(r − s)] exp[− a˜(p)
ε
(t− s)] dr ds
≤ ε c(p)
∫ t
0
(
exp
[ a˜(p)
ε
(t− s)]− 1) exp[−a˜(p)
ε
(t− s)] ds
= ε t c(p).
Hence we have (ii).
Similar calculations imply the expressions (iii)-(v) (let us notice that in
expression (iii) there appears an integral with respect to mt, which is of order
O( 1√
ε
), but ‖χ′2‖p is of order O(
√
ε), so there is no problem to conclude).
This completes the proof of Theorem 3.1.
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