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Abstract 
A solution to a stochastic partial differential equation (in the Stratonovitch form) is an almost 
sure limit of solutions to a sequence of approximated quations (with Brownian path w(t) being 
replaced by a piecewise smooth path w,(t) approximating w(t)). This is achieved by employing 
a generalized Feynman-Kac formula of Pardoux and Rozovskii and proving the corres- 
ponding result for ordinary stochastic differential equations. Parabolic and hyperbolic (degen- 
erate parabolic) evolution equations are studied. 
1. Introduction 
Approximation questions for stochastic partial differential equations have recently 
received quite a big attention from many mathematicians. Various types of the 
approximations have been studied by many different methods. Let us mention a few of 
them. First, there is a series of papers by Gy6ngy, see Gy6ngy (1989a, b). The author 
considers the approximation problem in a general framework of monotone stochastic 
partial differential equation, studied earlier by Pardoux (1975, 1979) and Krylov and 
Rozovskii (1979), see also Rozovskii (1983). Next, let us mention some papers by 
Pardoux and his collaborators, ee Pardoux (1985) and Bouc and Pardoux (1984). 
However, the detailed problems treated by those authors are of completely different 
nature. Finally, let us mention the monograph by Kunita (1990), where the method of 
"stochastic characteristics" i  used with applications to hyperbolic equations. 
The present authors have studied some approximation problems (Brze~niak et al. 
1988, 1990). In the former one, using a variational framework of Lions and Magenes 
(1972), the results of Sussman (1978) and Doss (1977) were extended to general 
evolutional equations in Hilbert spaces (see also Da Prato (1983)). The restriction 
of that approach was one-dimensional Brownian motion (or some cummutativity 
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assumptions on operators). On the other hand there were no restrictions on the 
type of approximation of the Wiener process and the convergence of solutions was 
almost sure. Applications to stochastic partial differential equations in bounded 
domains were also given. In Brze~niak et al. (1990) in order to overcome the above 
mentioned ifficulty, a different method was employed. It was the Feynman-Kac 
formula of Pardoux (1979) and Rozovskii (1983) (extended by the authors to bounded 
domains). Next, extending the results of Nakao and Yamato, the authors were able to 
treat general parabolic stochastic differential equation in bounded (and unbounded) 
domains of finite dimensional Euclidean space ~a. The drawback of that method is 
that some restrictions on the type of approximations (i.e. piecewise linear) of the 
Wiener process have been imposed. Let us also mention two recent papers by 
Twardowska (1991, 1992), where the author studies (in particular) related problems 
for stochastic delay equations. 
Let us conclude this somehow historical part by observing that the method 
of "stochastic haracteristics" used by Kunita is nothing else but the use of 
Feynman-Kac formula. However the results in Brzo.niak et al. (1990) and Kunita 
(1990) are incomparable; the latter reference is certainly in some sense more 
complete. 
In the present paper we continue the line of research from Brze~niak et al. 
(1990). We try to strengthen the results from the former one to get a lmost  
sure convergence of the solutions of the approximated quations to the solution to the 
exact one. The forms of the equations and the type of approximations are the same as 
in Brze~niak et al. (1990). In the latter paper, only convergence of second 
moments was established. Here we strengthen the estimates on the rate of convergence 
of solutions to some auxiliary ordinary differential equations, which allows us to 
infer the almost sure convergence of them and finally get the desired results for 
solutions to stochastic partial differential equations. Let us underline the fact that the 
almost sure convergence is proved here for the first time (except the paper by 
Brzo~niak et al. (1988), where however only one-dimensional Wiener process is 
considered) and to our knowledge has not been studied before by the other authors 
mentioned. 
Finally, we remark that the extension of the results of the present paper to the case 
of stochastic partial differential equations in bounded omains with boundary condi- 
tions is not trivial and requires a detailed analysis near the boundary that constitutes 
at present an open problem for the authors. 
2. The main results 
In this section we shall describe and state the main theorems that will be proved 
later on. 
We start with assumptions. 
Let w = (w 1 . . . . .  w k) be a k-dimensional Brownian motion defined on a complete 
probability space (f21, ,~1, PI). We assume T to be a fixed positive number. For any 
n ~ ~ let n, be a partition of the interval [0, T ], 0 = t~ < t] < ,.. < t"ut,) = T .  We 
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assume the following property of the sequence {ft,}. There exist constants cl, c2 > 0 
such that 
meshn,:= max ITS,- t~,-ll < q/n ,  (2.1) 
1 ~ k < N(n) 
N(n)  < c2n. 
For a fixed partition rtn we consider the following piecewise linear approximation fw(t): 
t - t~' [w(~+l) w(tT)], t •l-tl, ti+l], (2.2) wn(t )=w(tT)4  . - - -  . - " " 
t i+ 1 - -  t i  
for i = 0 . . . .  , N(n)  - 1. In order to be able to introduce the Feynman-Kac formula we 
need an auxiliary Wiener process ff(t)= (fit(t), ...,fa(t)) defined on a complete 
probability space (t22, E2, P2). We put f2 = f21 x t22, P = P1 ® P2, S - the completion 
of ~1 (~ $2 with respect to P. In this way (w(t), fv(t)) is a (k + d)-dimensional 
Brownian motion on (f2,2~,P). IF~ is the integral over 12~ with respect o P, i.e. the 
expectation on (f2i, 4 ,  P~) while F denotes the expectation on (t2, ~-, P). 
We shall also need a time reversed Rk-valued Brownian motion on (f21,2fl, P): 
if(t):= w(T  ) - w(T  - t), 0 < t < T. 
If also 
¢~,(t):= w, (T  ) - w~(T  - t), O < t < T,  
then ~, is a piecewise linear approximation of ~ with nodes at z7 = T - tTvt,~-~, 
i = O, 1, . . . ,  N(n) .  
We see immediately that (ff(t),f(t)), 0 < t < T, is also a (k + d)-dimensional 
Brownian motion on (t2, 27, P). 
We consider the following sequence of ordinary stochastic differential equations in Rd: 
d¢~(t, x) = a(¢~(t, x))df(t) + b(¢~(t, x))dff(t) + e(~( t ,  x))dt + c(¢~(t ,x) )dt ,  
(2.3) 
~(s ,  x) = x, 
d¢~(t, x) = a({~(t, x))df(t) + b(¢~(t, x ) )~. ( t )d t  + e(¢*(t, x) )dt ,  
(2.4) 
~(s,  x) = x, 
where0<s<t_<T,x•N dand 
tr(x) = [aij(x)]di.j=l, b(x)  = [b l (x ) ] i= l  ..... d . j= l  ..... k, c(x)  = Eci(x)]d=l. 
We assume the matrix tr(x) to be symmetric (this assumptions can be easily removed) 
and put 
a(x)  = a(x)  o a* (x )  = Eaij(x)]f,i= l. 
Now we shall list the main assumptions and notation. 
(A1) tr, a • @b~(N d, ~(N d, Nd)), b • c~2(Nd, ~(N k, Nd)) and e • c~ (Nd, Nd); 
(A2) ci(x) 1 d k = 7Y4= 1Y~,,= tb'r(x)Ob.~(x)/Oxt for i = 1, ... ,d; 
k (A3) a~Ax) = au(x)  + E,,=t b'?(x)b']'(x) for i , j  = 1, ... ,d. 
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We will be mainly concerned with the following stochastic evolution problem: 
du(t,x) + sJu(t,x)dt + ~ BJu(t,x)dwJ(t) = O, 
j= i (2.5) 
u(O, x) = Uo(X), 
and its following approximation problem: 
Ou"(t,x) k 
- -  + sgu"(t,x) + ~ BJu"(t,x)~J,(t) = O, 
0t j = 1 (2.6) 
u,2,(o, x) = Uo(X), 
where s¢ and B j are, respectively, second-order and first-order differential operators 
given by 
1 a OZu(x) a Ou(x) (2.7) 
slu(x) = 5 2 aij(x) n-2-YU + E ei(x) Ox------~, ' i , j= l  tJ.~/tJ.xj i=1  
d OU(X) 
BJu(x) = Z b l (x ) - - ,  (2.8) 
i = 1 OXi 
and s J  is a second-order one defined as 
1 ~ _ 02u(x) ~ Ou(x) (2.9) 
sfu(x) = 5 a i j (x )~ + (c,(x) + ei(x)) Ox--T 
i , j= l  i=1 
1 k Note that sfu = du  + ~Y~j=~ (BJ)2u for u e~f~°(Ra). 
The following is a special case of a result proved in Brzekniak et al. (1990) (see also 
Pardoux (1975, 1979), Rozovskii (1983) and Da Prato (1983)). 
Theorem 2.1. Under the above hypotheses assume in addition that 
(A4) 3v>0:V2~Rd ~i,j=ld aij(x)2i)tj~.vl~12. 
Then, for all Uo E L2(R d) the followin 9 holds: 
(1) For almost all o91 ~ 01, there exists the unique solution u, ~ L2(0, T; Hl(ff~a))n 
~(0, T; L2(•a)) to the problem (2.6). Moreover, u,(t,x) is of off 2 class with respect o 
x eRdfor t > 0 and of~g 1 class with respect o t > O for x eR  a. 
The followin9 representation formula holds: 
u,(t, x) = E2(Uo(¢r-t(T, x))), (2.10) 
for any t >_ O, x ~ Re; almost surely in col ~ f21. 
(2) There exists the unique solution u to problem (2.5) in the class 
L2([0, T ] x (21; H l (R a) c~ L2(g21; (g([0, T ]; L 2 (Ra)), 
which is progressively measurable with respect o the filtration ~ := a {ws, s < t}. 
Moreover it can be represented in the form 
u(t, x) = E2(Uo(~T-t(T, x))). (2.11) 
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With arguments similar to those of the previous references ( ee also Pardoux (1985)) 
one can show, without assuming (A4), that if u, (resp. u) is a sufficiently regular 
solution of equation (2.6) (resp. (2.5)), then the representation formula (2.10) (resp. 
(2.11)) holds true. This justifies the following definition. 
Definition 2.2. Under the assumptions (A1)-(A3), if uoeL2(Rd),  we say that the 
functions u, and u defined by (2.10) and (2.11) are (generalized) solutions to Eq. (2.6) 
and (2.5), respectively. 
Remark 2.3. A result related to Theorem 2.1 result holds when the Euclidean space 
~d is replaced by a bounded omain D c ~d with smooth boundary OD, see Brze~niak 
et al. (1990). In that case the right-hand sides of formulae (2.10) and (2.11) should be 
supplemented by a factor (under the expectation sign E) 
l{~T-,(s,x)eO, T_t<_s<_T} or 11~ '(s,x)eD, T-t<_s<TI, 
respectively. The Sobolev space H ~(R a) is to be replaced by H~(D). Our main result, 
Theorem 2.9 is proved in the case of Euclidean space Rd. This also remains valid for 
appropriate problems on a compact manifold (without boundary). As mentioned in 
the Introduction, the case of bounded domain D and manifolds with boundaries 
requires some additional study and is still open. 
The main auxiliary result is the following. 
Theorem 2.4. We assume the conditions (A1)-(A3) to be fulfilled. Then for any 
p e [1, oo) and T > 0 there exists a constant C = C(T, p) (dependin 0 also on the norms of 
functions b and ~) such that for all n e N, x, y e R d, O <_ s < t < T, O <_ tr < z <_ T 
NI ~,(t,x) - ~(t,x) l  2p ~ C- -  
1 
rip-l, 
IE I g~( t ,x )  - g:(z,y)l 2v <_ C{Is2 - s~ l "  + I t  - ¢1 '  + Ix  - y12"} ,  
where for n = oo we put ~o~ = ~. 
(2.12) 
(2.13) 
The main content of this paper is the proof of Theorem 2.3 which is given in 
Sections 3-5. We shall also need the following slight extension of Kolmogorov 
continuity theorem. 
Theorem 2.5. Let A c g~d be an open set. Suppose that a sequence of random fields 
{X.(2), 2 cA}, n ~ ~1 is given. 
Assume that for some C > 0, 7 > 0, 61 > d + 1 and 32 > d + 1 the followino proper- 
ties are fulfilled: 
(i) for all n ~N, 21,22 cA, E lX,(21)-  X,(22)l ~' < C121 - 22[ ol, 
(ii) for all n e ~, 2 cA,  0:IX,(2 ) - X~(2)[ ~ _< Cn - 2~'-. 
Then there exists a sequence of random fields {)(,(2), 2 ~ A} ,~ satisfyino 
(iii) I-)~,(2) = X,(2) a.s.] for all n ~ N, 2 ~ A, 
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(iv) ,~,,(2) are uniformly H61der continuous in 2 with exponent fl: 
61(min(6a,62) - (d + 1)) 
7 min(61,62) 
(v) ,~.(2) --, X~(2) locally uniformly on A, a.e. 
More precisely, for any compact K c A and 
62(min(61,62) - (d + 1)) 
~, min(61,62) 
there exists C > 0 such that 
1)~,(2)--,Yoo(2)[ _< Cn -~, 2 6 K, n e N, a.e. (2.14) 
As a corollary we have the following theorem. 
Theorem 2.6. Under the assumptions of Theorem 2.3 there exist processes ~s(t, x) and 
¢~.(t,x) with 0 < s < t < T, x E ~a, n ~ N with the following properties: 
(i) ~s(t,x) = ~s(t,x), ~.(t,x) = ~.(t,x) a.s., for all s, t ,x as above; 
(ii) ~.(t,x) ~ ~(t ,x )  locally uniformly in (s,t,x): 0 < s < t < T, x ~a,  a.s.; 
(iii) ~(  ", "), ~(  ", ") are a61der continuous in (s, t, x): 0 < s < t < T, x e R a, uniformly in n, 
a.s.. 
The proof of Theorem 2.6 is a direct application of Theorems 2.4 and 2.5 with 
A = {(s, t): 0 < s _< t < T } x R d and p large enough. 
Remark 2.7. A special case of Theorems 2.4 and 2.6 (when the matrix a = 0) was 
treated previously by Bismut (1981) and Moulinier (1988). In Bismut (1981) it is shown 
a counterpart ofTheorem 2.4, while in Moulinier (1988) a counterpart ofTheorem 2.6 
is proved. However, in the latter paper the proof is much more complicated, an 
extension of the sequence ~.(t, x), ~°(t, x) into a field {~(t, x)}~to ' 11 is introduced and 
then the additional estimate of the type 
El ~,(t,x) - ~,(t,x)[ 2p _< f ie  - e'l v-1 
is shown to hold. From that, by applying Kolmogorov Theorem, the author deduces 
that ~,(t, x )~ ~(t, x) as e ~ 0, locally uniformly in (t, x), almost surely. Therefore, in 
this case the result of Moulinier (1988) is stronger than ours. Nevertheless, from our 
simple method, essentially Lemma 3.1 below, we may deduce that ~,( t ,x )~ ~(t,x) 
locally uniformly in (t,x), almost surely, directly from Bismut (1981). Therefore the 
crux of the matter lies in Lemma 3.1, which despite its simplicity proves to be very 
useful. 
Remark 2.8. Ifd = 0, i.e. A is a finite set, the conditions in Theorem 2.5 are too strong. 
Indeed, if for example #A = 1 then (i) is of unimportance, while (ii) implies (in 
particular) that 62 > 1 and so 
1 
~IX,  - X~I~ <- CY,-~-~ < ~.  
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Therefore IX, - X~ I ~ --* 0 almost surely without applying Lemma 3.1. Thus, one may 
ask whether for d > 1, condition (ii) can be weakened. For example we can only 
assume that 2~2 > ~ + 1. See also Remark 3.2. 
Theorem 2.9. Let us assume that the conditions (A1)-(A3) are fulfilled. Let {w(t)}t _> o be 
a standard ~k-valued Wiener process and let {w,(t)}t _> o be its piecewise linear approx- 
imation 9iven by (2.2). Let us fix T > O. 
Then there exists a sequence of random fields 
O/~/n :((~0(~d) ~ L2([~d)) X ~Q1 -* (6¢b( 0, T x [~d), VT > 0 
and a random field (2.15) 
~'?/:(~o(~ a) n L2(Rd)) x ~"~1 ~ (~0( 0, T × ~a), VT > 0 
(satisfying, under the additional assumption (A4), 
~'n :(~o(~a) n L2(Rd)) × Ol ~ L2( 0, T; H 1 (~a)) n ~(0, T; L2(Ra)) 
and a random field (2.16) 
J//: (~0([~ d) ~ LE(~d)) X Q1 ~ L2( 0, T; H 1 (~a)) ~ ~(0, T; L2 ([~'1)) 
such that the following holds: 
(1) for each Uo eCgo(Na)c3 LE(Nd), the function u:= u//(u0,. ) is a solution to problem 
(2.5), 
(2) for each Uo e~o(~ a) c~ L2(~d), the function u := ~//n(u o,.) is a solution to problem 
(2.6), 
Moreover, almost surely, for every Uo ~ Cgo(Rd) c~ L 2(~a), 
~#"(Uo)(t)-~ql(Uo)(t) in ~b(~a), (2.17) 
uniformly in t ~ [0, T ]. 
Here (and everywhere lse in this paper) ffb(~ d) denotes the Banach space of 
bounded and uniformly continuous functions on •a while Cgo(Ra) denotes a closed 
subspace of the former one consisting of functions that in addition vanish at infinity. 
Proof of Theorem 2.9. Define ~"(Uo)(t):= u"(t) by formula (2.10) and q/(Uo)(t):= u(t) 
by (2.11) with ~,, ~ being replaced by ~n and ~ given by Theorem 2.6. Theorem 2.1 
implies that q/", q/are well defined. Since the function Uo is uniformly continuous on 
R e, by applying Theorem 2.6(ii) we easily get the desired convergence r sult. [] 
Remark 2.10. Let us note that similar esults hold also in the case when the Euclidean 
space ~d is replaced by a compact manifold M (without boundary). This should be 
clear from the proof given below. The case when the operator ~q¢ or the operators Bj 
contain zero-order terms should be treated in a similar way. In particular, The- 
orem 2.1 holds true in that case (with some appropriate changes, see for example 
Flandoli and Schauml6ffel (1990). However, technical difficulties related to conver- 
gence as in Theorem 2.6 go beyond the scope of this paper. 
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3. Proof of Theorem 2.5 
We shall use the following lemma. 
Lemma 3.1. For any ~ ~(0, oo) there exists a universal constant Ca > 0 such that for  
any normed vector space Z and any Z-valued sequence {a,} satisfyin9 la, I < n -=, 
n e [~*, thefo l lowin9 inequality holds: 
1 ~/2 
[a . -a , , l  < C. - - -  n, me~d*.  (3.1) 
m 
By ~* we denote the set of natural numbers greater than 0. Let us denote 
I1.(2) := )(.(2) - X~(2). 
Then, by the assumptions (i) and (iii) we have 
Iz[ Y,(2,) - I1,(22)1 r _< C121 - 221 ~', 
El r,(2)l ~ < Cn -2~2. 
The last inequality can be written (with L r = L~(f2, ~ ,  P)) as 
I Y.(2)IL~ < C1/Tn-2e':/r 
which, in view of Lemma 3.1, allows us to deduce that 
1;,, 
I L ( ,~)  - Y , . ( ,~)k,  <- c~c ' / ,  - -  
(with ~ = 262/7) and finally 
IF IY.(2 ) -  Y,,(2)17 < C~C - 
We conclude the proof of Theorem 2.5 by applying the classical Kolmogorov conti- 
nuity theorem in the set 
(observe that 6~ and 61 are both greater than d + 1). 
Proof of Lemma 3.1. Since l a,  - am I < l a, I + lain [ < n-~ + m -~ it suffices to show 
that 
n ~ + m s m~/2n~/2 
C~ := ,.>,¢~*sup n~m ~ (m - n) ~/2 < ~" (3.2) 
Let us fix n e ~* and consider 
n ~ q._ m ~ m~/2n~/2 
C~(n):= sup 
m >_ ,+ l n~m ~ (m-n)  ~/2 " 
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By simple computat ions 
1 + (~)~ n_~/2. 
C~(n)= sup t~,/2t~ - 1)~/2 
m>n+l  ~n7 ~,n - -  
Consider a function f (x ) :=  (1 + x~)x-~/2(x - 1) -~/2, x > 1. Since f ' (x )  < O, f is de- 
creasing and therefore 
1+(~)  ~ 
< sup f (x )=f ( l+ l~=n ~/z 
1+(1+~)  ~ 
x>_ l+(1/n) \ n/  (1 + ~)~/2 
sup 
m>_n+l (m):~/2(~_ 1)~/2 
Hence 
1 +(1 +~)" 
C~ < sup C~(n) < sup n -~/2 11 :t/2 
n>_ 1 n~> 1 (1 -'[" 1):¢/2 
<sup 1+ 1+ 1+ 
n>l  
which proves (3.2) and hence concludes the proof of Lemma 3.1. []  
Remark  3.2. By means of the example a,  = ( - 1)"In we may see that the exponent ~/2 
in the statement of Lemma 3.1 cannot be improved. Indeed, now ~ = 1 and 
2n + 1 
Ja . -a ,+a[  n(n+ n n+l  n~(n + 1) ~' 
Therefore, if for some C > 0, 
C 1 11~ ' [a , - -  a .+l l  ~< neN,  
n n+ 
then 
2n+l  
n 1-•(n+ 1) 1-t~ -<C' n6  
and so 2 / /<  1, i .e . / /<  ½ = ½~. 
4. Proof of Theorem 2.4 
In this section (and the following as well) for simplicity of exposition we assume that 
the coefficients ei = 0, i = 1, . . . ,  d. The general case represents no additional difficul- 
ties. Let us fix T > 0 and p e [1, ~).  It is sufficient o show that there exists a positive 
constant C = C(T ,p)  > 0 such that for all n e N, 0 _< s, s l ,s2 <_ t, z <_ T, x ,y  ~ ~a the 
following seven inequalities hold 
E I ~,(t,y) - ~,(t,x)l  z" <_ C Ix  - yl 2v, (4.1) 
E I ~,2(t, x) - ~]l(t, x)[ 2p < C lsz - sl I v, (4.2) 
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lg [ ~s(t,x) - ~s(t,y)[2~ < Clx  -y [  2p, (4.3) 
n: [ ~'2(t, x) - ~sl(t, x)12p < C ls2 - sl f ,  (4.4) 
1: ] ¢,~(t,x) - ~(z,x)[ ep _< Cl t  - ~[v, (4.5) 
E [ es(t,x) -- ~s(z,x)[ 2p < Cl t  - z[', (4.6) 
1 
~:[~,~(t,x)- ¢'(t,x)[ 2v < C- - .  (4.7) 
- -  l lP -1  
First let us observe that the inequalities (4.3), (4.6) and (4.4) are classical and well 
known, see Kunita (1984) for example. Concerning the inequality (4.7) ( - (2.12)) we 
note that in Brze~niak (1990) the case 2p = 2 is treated and it is shown that 
~: [~( t ,x ) -  ~s(t,x)[2 ~ 0. Here we treat a general p, and we obtain a quantitative 
estimate of the rate of convergence. Finally we remark that the proof of (4.2) can be 
obtained by a simple adaptation of the proof of (4.1) and of Section 4.6 in Kunita 
(1990). In conclusion, we have to prove inequalities (4.1), (4.5) and (4.7). The proofs of 
(4.1), (4.5) are given in this section, while (4.7) is proved separately in the next section. 
In what follows we shall need some notation. 
If s e [0, T ] and z~ . . . . .  z 7vtn) are ordered in the following way: 
n n = T ,  zno ~ "'" ~ "OK(n) ~_~ S <. ZK(n)+l  ~ " "  ~ ZN(n) 
then we put 
s~ s, s~ n n n = . . . ,  SM(n) -~- '~K(n)+ 1, = TN(n) 
with M(n) := N(n) - K(n). Note that s~ is not a node in general and this fact causes 
some trouble. Let us, for r • [s, T ], define 
r"_ := max{sT: s7 _< r}, 
r'__ := max{zT: z7 < r}, 
r~ := min{sT: r < s~'}. 
Observe that r~__ < r ~_ and r ~_ = r~__ unless r • [s,s~). 
With these notations we have 
n n 
ZKtn~ <-- s = s~ < s~ < ... < s~n~, 
and 
~.( t )  = ~(sT)  + - -  
t - s7 
s?+ 1 - s? 
(~(sT+ 1) - ~(sT) )  
for s7 _< t < s~'+ 1, i = 1 . . . . .  M(n) - 1. 
Moreover we have t ~_ < t _ t~_. Finally, denote by in(t) the index from {0, 1 . . . .  , M(n)} 
such that ti.,~ = t~-. 
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We start with a simple lemma that could be proved by applying Schwarz inequality. 
Lemma 4.1. I f7 is a Gaussian random variable with ~7 = 0, ~ [7l 2 = a 2 then for any 
A>0,  p>0 
E(ly[2pB Al'~h) _< 2N//~4pty2Pea2~r2, (4.8) 
with ak satisfyin9 ~-17[k=ak ak, i.e. ak=U/zn-1/2F(k + l/2), where F(x )= 
oO 
~o tx- le - td t  is the Euler gamma function. 
Next we have 
Proposition 4.2. There exist C3, C4 > 0 such that for all n ~ ~] 
~2 I Zn(r) 12p ~--- C3~2 [] Z,(r"_)12v exp(C4 [ ~(r~_) - ~.(r"_ )l)], (4.9) 
where 
Z.(t) = ~.(t, x) - ~.(t, y) (4.10) 
and the constants Ci depend only on p, on the Lipschitz constants of b, a, and on the 
constants cl, c2 from (2.1). 
Proof. As for r"_ < r < r~_ we have 
Zdr) = Z.(r~-) + [~G(u ,  x)) - ~G(u,  y)] d~(u) 
r n 
I + [b(~(u, x) - b(~.(u, y)] ~.(u)du, 
from It6 formula we get 
~2 IZ.(r)l ap < Ee IZ.(r~)l 2p + (2p - 1)pL 2 IZdu)le'du 
r ~_ 
+ 2pL ~_2[Z,(u)[2pl(~.(u)ldu , r"_ <_r<_r"+, (4.11) 
n 
where L is a common Lipschitz constant of the functions b, a, i.e. 
max{Ib(x) -  b(y)}l, l a (x ) -  a(y)l < L Ix -  Yl, x ,y~a.  
Now, from (4.11) by applying the Gronwall Lemma we obtain (for r e [r"_,r~_]) 
E2[Zn(r)I 2v <_ E 2 {[Z.(r~-)12pexpI(2p - 1)pL2(r r n ) 
" - -  r "__  [v~(r~_)  - -  f f ; ( r " __ ) [  , r+ 
which in view of (4.8) yields (4.9) with constants C3 = e t2p- ~)pL~c, and C4 = 2pL. [] 
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4.1. Proof of inequality (4.1) 
By It6 formula and stochastic Fubini Theorem we have the following sequence of 
equalities: 
f l  b(~(r))~.(r)dr 
= f l  b(~(r"_))~,(r)dr + fl [b(¢(r))-  b(~(r"_))] ~,(r)dr 
f: = b(~(r"_))~.(r)dr + d(bo ~)(u)~.(r)dr 
; LE; = b(~(r~_))~.(r)dr + (b'.0.)(~(u))d~(u) 
n 
f, 1; ] + . (b'.b)(~(u))~.(u)du + ~ ~ tr(b"-0.z)(~(u))du ~.(r)dr 
unA! , 
(4.12) 
where ~(r) is either ~(r, x) or ~,](r, y). Here (and in what follows) we make use of the 
following notational convention. The' denotes the Frech6t derivative. In particular, as 
b : R e ~ 5~e(R k,R e) and 0. : R a ~ ~(R  a, Ra), their Frech6t derivatives satisfy 
b': R a ---, L,"(Ra, (£,¢(R k, Ra)) and a': R a ~ £,¢(Ra, (L,#(R a, Re)). Next the sign" means the 
composition in the following sense, (b'. a)(x)= b'(x)o a(x)e L,°(Ra,(LP(R k, Re))) and 
similarly (b'. b) (x) = b'(x) o b(x) e £,e(R k, (£,~(R k, Ra))). Finally, for a Hilbert space 
H and a normed vector space Y (both finite dimensional for simplicity) one introduces 
a linear mapping 
tr: ,.W(H, ~(H,  Y)) ~ A v-.. ~ A(e3e~ e Y, (4.13) 
i 
where {el}i is an orthonormal basis of H. By standard methods one can check that 
~ A(ei)e~ does not depend on the choice of the basis {eg} of H and hence tr is a well 
defined linear and bounded map. Since (b". 0 "2) (X) = b"(x) o 0.2(X) 6 ~a(Ra, ( t~(Rk ,  Rd))), 
the expression tr(b", a2)(x) e 5e(R k, R a) makes sense. 
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With 
Z.(t):= ~.( t ,x )  - ~(t,y) 
by the above formula (4.12) we obtain 
Z.( t )  = x - y + f~i [~(~.(r, x ) ) -  ¢r(~.(r,y))]d~(r) 
f' + [(b'. a) (~ (r, x)) - (b'. a) (~ (r, y))] ~"(r) d# (r) $ 
j" + [(b'. b)(~(r, x)) - (b'. b)(~,~(r, y))] ~"(r)~,(r) dr 
s 
+ ~ [ tr(b' 'a2)(~(r'x))  - t r (b" .~2) (~(r ,y ) ]~"( r )dr  
f' + [b(~(r"_, x)) - b(~(r"_, y)] ~.(r )dr  s
5 
= x - y + ~ Ii(s, t), (4.14) 
i=1 
where 
f f+ "' ~, 
~"(n):= (r)dr - u+ At - -  U " - u"_ [#(u"+)  - ~(u"__ ) ] .  
U++ 
Observe (and this fact will be used later on quite often), that 
u"++ -u£~_ < 1. (4.15) 
By Jensen inequality we easily have 
'Zn(U)[2p~--62p-l{ [X -y I2p+ i=l~'Ii(s'u) 12P}" (4.16) 
In view of condition (A 1) all the functions appearing in (4.14), i.e. a, b'. tr, b'. b, b, b". tr 2 
are Lipschitz continuous. Let L denote their common Lipschitz constant. Then by 
Burkholder inequality 
rF 2 sup 
s<_u<_t 
and similarly 
E2 sup 
s<_u~t 
Ii(su, 2  CpL2 ,,s, l;i 2Z.,r, 2 dr 
s,p . Ii 
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In order to deal with Ii, i = 3, 4, we first need only HSlder inequality, but later on, the 
matter becomes more subtle. We have 
~-2 s<_u<_tsup [I3(s,u)12p<_L2p~_2I;[Z.(r)ll(n(r)ll~n(r)[dr]2P 
L2p(t - -  s)2p- 1 f l  IFz[lZ"(r)12r(l("(r)[ ~"(r)l)EP] dr' < 
; 1:2 sup II,(s,u)l ~ < (t - -  S) 2p-1 ~2 [Z,(r)12P[("(r)[2pdr. 
s<u~t  
Hence it is enough to estimate 13, since/4 can be estimated exactly as/2 has been. 
Since k, ~ are independent Wiener processes we infer that 
E21-[ Zn(r)12p I ("(r)[2p I~.(r)12p'] = I (n(r)I 2p I ~,(r)12p []221Z,(r) [2p. 
Hence, by Proposition 4.2, 
~z [[ Z.(r)12p [("(r)12~ I ~.(r)I 2p] 
< C31 ("(r)12p I ~',(r)I zp e C41 ~'(r~+)- *(r"_ _)1 [[z 2 I Z.(r._) 12P, 
and by taking the IF 1 expectation we get 
[I Z. (r) l 2~ I(" (r) l 2p I ~. (r)[ 2p] 
-~< C3 E1 [1 ~"(r)[2p [~. (r) [2p eC41*(rn+)- if(r" _)I] ~2 I Z.(r"- )l 2p. (4.17) 
In order to derive the last inequality we have used the facts that Z.(r"_) is independent 
of ~.(r) for r e(r"_-,r"+) and Z.(r"_) = x - y for r e(~o,S]). 
To estimate the first factor on the RHS of (4.17) we use Lemma 4.1 and inequality 
(4.15). We have 
~1 [1 ("(r)12P [ ~,.(r)12P eC41ff(r"+)-~,(r ~_ )1] 
< (rn+ _ rn  _ ) _2P~Zl ( ly l4PeC4M)  < (r]- -- r"_ _)2p c~,, -,"__) ~5, _ _C~ r"__)2pe + _< 
where 7 = ~(r~.) - ~3(r"_ ), so that ~:1~12 = (r~_ - r " __ ) .  
Therefore 
sup [Ia(s,u)l 2p < Cs I' EIZ,(r"-)I 2pdr, (4.18) 
s<_u~t 3s 
sup [I4(s,u)[ 2p ~ C 5 ~t f-lZ.(r"-)[ zpdr, (4.19) N: 
s<_u<_t 3s 
Increasing the constant Cs if necessary, we also have 
sup II~(s,u)l ep <_ Cs ~ EIZ.(r)[2pdr, (4.20) n: 
s<_u<_t d~ 
sup Ile(s,u)l 2p <_ C5 I '~lZ,(r-)[E~dr. (4.21) E 
s<_u_<t .Is 
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The former inequality isobvious while the latter follows from the following argument: 
EEl Z.(r)12p I("(r)[ 2p] = [Fl~2 IZ.(r)12v [("(r)12p 
= Ex [I ("(r)l 2p E2 IZ.(r)l 2v] 
_< C3E~ El ("(r)I z~ ~ c.l*~.~ -*¢,-_ ~13 Ez I Z,(r"-) 12p] 
< CsF_IZ.(r"_)I 2p 
(compare the above with the reasoning allowing us to obtain (4.18)). 
In order to deal with Is let us notice that in this case we can apply Burkholder 
inequality (with respect o F~) to the process 
t ~ [b(~,(r"_, x)) - b(~,(r"-, y))] ~,(r)dr. 
$ 
Again we exploit the fact that for r e(s"o,S]), 
b(~(r"_, x)) - b(~.(r"-, y)) is independent from k.(r). 
Thus (may be increasing C5 once again) 
Ex sup IIs(s,u)l 2p < C5 I' EalZ,(r"-)l zpdr 
s<_u<_t  js 
and hence 
n z sup lI5(s,u)l 2p <_ C5 I' EIZ.(r"-)I 2pdr" 
s<_u<_t  j~ 
Now introducing 
~,(s,t)z=E sup IZ.(u)l z~, 
s<_u~r  
we have for some M > 0 
qJ(s,t) < M {Ix - yl2P + fl q~(s,r)dr }, O <_ s < t < T. 
By applying Gronwall inequality we complete the proof of (4.1). 
4.2. Proof of inequality (4.5) 
Let us fix s _< z _< T. For t e (z, T ) we have 
y(~, t ):= ~(t,  x) - ~(~, x) 
= f l  a(~.(r,x))d~(r)+ f l b(~"(r'x))¢u"(r)dr 
= Jx(z,t) + J2(z,t). 
s n {~(r"-,x) = x, {.( r_ ,y)=y so that 
(4.22) 
[] 
(4.23) 
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In view of Burkholder inequality and boundedness of a 
sup l J1 ('c, u) 2p <_ Cp(t -- r) p i t  ~_]a(~(r, X))12p dr < C6(t - -  T) p. (4.24) E 
z<<u<~t J r  
Concerning J2 we proceed as in the preceding proof, i.e. we first transform J2(r, t) 
into 
J2(z,t)=fi(b'.a)(C,(r,x))("(r)d~'(r)+fi(b'.b)(~7,(r,x))f"(r)~,(r)dr 
1 
+ ~ f;  (b".tr2)(~,(r,x))~"(r)dr + ; b(~(r"-,x))~,(r)dr. (4.25) 
Applying Burkholder inequality to the 1st and 4th terms and H61der to the 
remaining ones and then using the same type of estimates as in the proof of (4.1) we 
finally find that there exists a constant C7 > 0, independent of n, ~, t such that 
I: IJ2('r,t)l 2p < Grit - zl p, 
which concludes the proof of inequality (4.5). 
5. Proof of inequality (4.7) 
This section is devoted to the proof of inequality (4.7). Namely we prove the 
following theorem. 
Theorem 5.1. For any fixed s e [0, T ) and x e ~ d let ¢s( t, x) and ~,( t, x) t e [ s, T ] be the 
solutions of(2.3) and (2.4), respectively. Then, for any T > 0 and p e [1, oo) there exists 
a constant C = C(T,p) > 0 such that 
C 
~: sup [~,(t,x)-~s(t,x)12P <n-y~_ t, ne~,  se[0,  T ] ,  xeR d, (5.1) 
te[s, T] 
where I'l denotes the Euclidean (or any other) norm in R a. 
The proof follows the lines of Brze~niak et al. (1990), which in turn was based on 
Nakao and Yamato (1978) and Ikeda and Watanabe (1981). The two novelties of 
Brze~niak et al. (1990) with respect o Nakao and Yamato (1978) were: 
(i) the Brownian motion ff which is not approximated, 
(ii) The initial time s which in general is not a node of the approximation. 
The novelty of the present paper with respect o Brze~niak et al. (1990) is 
(iii) we get a rate of convergence. 
So, our main improvement with respect o Brze2niak et al. (1990) is that while in 
Breze~niak et al. (1990) we showed only that E suptEis, rjl¢~(t, x) - ¢s(t, x)l 2 -~ O, as 
n --, oo, here we replace the exponent 2 by 2p with any p ~ 1 and obtain the rate of 
convergence as in (5.1). 
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Throughout this section C and C with subscripts will denote various generic 
constants independent of s ~ [0, T ], n ~ ~ and p ~ [1, oo). The notation used here is 
taken from the previous section. 
The following estimates will be frequently used. 
Lemma 5.2. For any i = O, . . . ,  M(n) - 1 we have 
(a) [~,(t) - ~,,(r)[ _< I ~,(sT+ l) - ~.(sT)l for  every t, r ~ [s~, sT+ 1 ], 
(b) 1= supt,r~isT,sT+ll [ft.(t) - wn(r)] 2p <_ C /n  p, p >_ 1; 
tc) ~ (~il +' I~.(r)ldr) 2~ ___ CI .~,  p >_ 1; 
(d) ~-sups<,<T[~,( t )  -- ~(t)l 2p --< C/n p - ' ,  p >_ 1; 
(e) l: suPsT_<,~s7+ ' ]~, ( t ) -  ~,(t"_)[ 2p <_ C/n p, p > 1. 
Proof. (a) follows from the linearity of ~, in [sT, sT+ 1]. 
For (b) note that 
sup [ft,(t) - ft,(r)[ 2p < 1~(s7+1) - ff(s*)l 2p, 
t.re[~7,s?+ ~] 
where s/* = s~ for i > 1 and s* = z~.). Thus (b) follows from a well-known inequality 
for moments of the increments of Brownian motion. 
The property (c) follows easily from the definition of ~, along with (b). Let us now 
prove (d). By the definition of ~, we have 
n 
si+ 1 --  t t - -  S* 
~.( t )  - ~( t )  = s~+ , - ~* (~(s* )  - ~( t ) )  + s~+ ~ - s*  (~(sT+ ,)  - ~(t ) ) ,  
whence by Jensen inequality 
sup [ f t , ( t ) -  ~(t)l 2p 
s<_t<T 
_< 2 sup {[ w(t) - ~(r)IEP: t, r ~ [0, T ], It - r l < mesh(n,)}. 
Therefore, 
sup [ f t . ( t ) -  ~(t)l zp : fi~( max sup I&,( t ) -  ~(t)lzv~ E 
s<_t<_ T \ j<_M(n)  Si<_t<_sj+l / 
< M(n)  max I1: sup [~, ( t ) -  ff(t)l/p <_ Cn - '+1.  
j<~M(n) s j<t  ~S/+l  
Finally we prove (e). Since a and b are bounded then from the relation 
~.(t) - d.(t~-) = a(~.(s))d~(r) + b(~(r))~,.(r)dr 
using the Burkholder inequality we obtain 
~ sup [ ~.(t) - ~,(t~_)l ~ <_ C(S~+l - s'l) ~ + CE  I~(r )dr  
which, in view of (c) implies (e). [] 
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Proof of Theorem 5.1. From (2.3) and (2.4) we have 
= f l  Ca(~,(r)) - a(¢(r))] d~(r) + f l  [b(¢n(r" )) - b(¢(r))] d~(r) ~(t) ~(t) 
f' + [c(~n(r)) - c(~(r))] dr + R.(t) s 
(the second It6 integral is well-defined since ~,(r~_) is adapted to ~(r)). where 
Therefore, for each tl E (s, T]  the Burkholder and H61der inequalities give 
sup I~(t) - ~(t)l 2p 
s~_t~t l  
< IF ]~(r) - ~(r)12dr 
+ ~ ]~(r~_)- ~(r)]2dr + C~: sup [R,(t)l ep 
sNt<_T  
_< C ~: sup I~(u) - ~(u)[2pdr 
S S_<u_<r  
f; +(t l - s )P - lC~_  I~n(r~_)-~(r)12Pdr+Cf_ sup ]R,(t)[ 2p. s<_tNT  
From the Gronwall Lemma and Lemma 5.2(e) it follows that 
sup ]~( t ) -  ¢(t)l 2p < eCr(  .CTp- I  E <t<_T1 __ \ np +~- sup ]R~(t)l 2p . /  
s s<t<_T  
Thus the theorem is proved as soon as we show that 
C 
~: sup IR.(t)IZP< - fo rnet~* .  (5.2) 
s<_t< T - -  r i P -1  
To this end it is convenient to rewrite the first component of R.(t) in a suitable form. 
From the It6 formula we have 
db(¢n(r)) = f (¢~(r))d~(r) + g(~.(r))(~(r)dr + h(~n(r))dr, (5.3) 
where (using the notation recalled after the formula (4 .12) ) f=b ' .a :~a~ 
.~(~d, .~(~k,o~d) ) ,  g=b'.b:Rd--+.~(R,.~q~(Rk,[~d)) and h=½tr(b".a2)'O~d-+ 
I X La(0?*,Rd). In the canonical basis of ~k and R d, f (x )= ( fmj ( ) ) ,  1= 1 . . . .  ,d, 
j = 1 . . . . .  k, m = 1 . . . . .  d, g(x) = (g~q(x)), s = 1, ... ,k, j = 1 . . . .  ,k, m -- 1 . . . .  ,d and 
h(x) = (hm(x)), j = 1 . . . . .  k, m = 1 . . . . .  d are given by 
f~ ~ t3b~ ~ gbJm 1 ~ c32b~ 
= i=1 TgTXi O'i / '  gSmj = i=1 ~ b~, hraj = -~ i, j, = 1 gxigxl aixalg" 
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Remark 5.3. In what follows we shall use somehow uncommon otation that we feel 
should be now explained. For a Hilbert space H and a normed vector space X (for 
simplicity both assumed to be finite dimensional) and two linear operators 
A E ~(H, ~¢(H, X)) and B ~ ~¢(H, H) we consider their product A Q B defined as follows 
A G B = ~ (Aei)(ej)(B(ei), ej)E X, 
i ,, j 
where (.  , , )  denotes the scalar product in H and {ei} is some (or, equivalently, any) 
orthonormal basis in H. In particular, A Q B is independent of the choice of the 
orthonormal basis {el} and the mapping O is bilinear and continuous from 
Za(H, ~(H,  X))x ~(H,  H) into X. We also recall the following notation. For given 
vectors a, b e H, a ® b denotes a linear operator in H defined by 
(a®b) (x )=(x ,a )b ,  x~H.  
(Note that if {ei}i is any orthonormal system in H then ( (a®b)e i ,e i )=  
(a, ei) (b, ej).) ® is a continuous bilinear mapping from H x H into ~(H,H) .  We 
note that for A ~ ~¢(H, ~¢(H, X)) the following equality holds: 
(Ax)(y)= AG[x®y] ,  x ,y~H.  
With this notation and with H = R k, X = R d we have then the following relation 
between g(x) defined above and the vector field c(x) defined in condition (A3) in 
Section 2: 
1 1 1 
c(x) = ~g(x)@I = ~tr g(x) = ~tr[b'(x)b(x)], x ~a,  
where I is the identity operator in ~k. 
From the formula (5.3) and the integration by parts formula we have 
• ~ t 
f :b ,~,r , )~.( r ,  d r= ~of :  +~^ b(~.(r,,~,r, dr 
= ~. (b(~.(r)) [~(r) - ~.(sT+ 1 ^  t)] dr 
i = o s7 
= If(t) + I~(t) + I~(t) + I~.(t), 
where 
t~(t) = 
l~(t) = 
i(t) 
b(¢,(sT))(~n(ST+ l ^ t) - ~',(sT)), 
i=0  
i(t) ['S~+l^t 
~=o h(~.(r)) (¢%(s~+ 1 ^  t) - ~,(r))dr, J 
I~(t) = 
l~.(t) = 
i(t)~o fs:÷ , ^ t 
( f (~ . ( r ) )d~(r ) )  (Wn(Sn+ 1 A t )  - -  ~ 'n ( r ) , )  
i = s n 
i(t) f f+,^ , ~=o (g(~n(r))~(r))(~(s~+ l ^t) - ~.(r))dr. 
i=  7 
(5.4) 
(5.5) 
(5.6) 
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From the definition of R,(t) we see that (5.2) follows from the following two lemmas. 
Lemma 5.4. (a) E sups <,< r[I~(t) -- ~'sb(¢,(r"-))dk(s)[ 2p<_ C/n p- 1, for n e N*, 
(b) ff: sups<z<r[I~(t)[ 2p < C/riP, for neN*,  
(c) lz sups~t< r[I~(t)[ 2p < C/nP, for neN*.  
Lemma 5.5. For n e N* 
H: SUPs<_t<T I I~(t) - - f l  c(¢"(r))dr2<C'- 
Proof of Theorem 5.1 continued. The proofs of the above lemmas complete the proof 
of Theorem 5.1. 
Proof of Lemma 5.4. (a) Since 
i(t) 
I~(t) = ~, b(~,(sT))(v~(sT+ l /xt) - ~(s~)) 
i=0  
+ b(~,(t"_))(~.(t) - ~(t)) - b(~,(S"o)(v~.(S"o) - k(S"o)) 
= f l  b(~,(r"_))d~(r) + b(¢.(t"_)) [~.(t) - ~(t)] - b(x) [k.(s) - ~(s)] 
we see that (a) follows from Lemma 5.2(d) and the boundedness of the function 
b(: R ~ --~ ~(~k,  ~.)). 
(b) From the relation 
I~(t) = f l  h(~,(r))(v~,(r"+ /x t) - ~,(r))dr 
we have 
[I~(t)[ < c f i [~ , ( r~  ^ t ) -  ~,(r)ldr < c f i [~. ( r "+) -  ~.(r"_ )[dr. 
(We have used Lemma 5.2(a) in the last inequality). Thus from Lemma 5.2(b) we get 
E sup [I~(t)[ 2p <_ CN z [k,(r%) - ~.(r"_)12"dr <- -  
sNt<_T  - -  nP  
which completes the proof of (b). 
(c) We consider now I~(t). First we write it in the form 
I~(t) = f l  ( f  (~.(r))dff:(r))(~.(r"+ ) - ~.(r)) 
+ (f(~.(r))d~(r))(~(t) - ~(r~)) =:I~l(t) + I~2(t). 
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Using the Burkholder inequality and Lemma 5.2(b) we get 
n: sup II~l(t)l 2p < CE I~.(r~-) -  ~.(r)lZdr 
s<_t<T 
C 
< CT v-,~_ Iff.(r~-) - ~.(r)12Udr <-~.  
n n On the other hand (since r+ = t+ for r e(t"_, t)) 
f 
t 
I~2(t) = (~,(t) -- ~.(~+)) f(~.(r)d~(r) 
t"_ 
and hence, from Lemma 5.2(b), Burkholder inequality and inequality (2.1) we have 
sup [I~2(t)12p 
t n <t<_t"+ 
sup f: '7  2 -- H z sup f(~.(r))dff~(r) 
t" <t<_t+ t" <t<_t~ , " 
C C <-  t" tn-) p/2 < -  
- -  FI p ( + - -  _ t,12p " 
Since also 
sup 1I~2(t)]2P< ~_ max sup ]I~2(t)[ 2p 
n s<_t <~ T O < i<M(n)  s~ <_t <s i ,  1 
M(. ) -  1 C 
< ~ E sup i/~2(t)l 2p < n2p_~, 
i=o  s~<-t<sT+ 1 
we obtain (c). [ ]  
Proof  of Lemma 5.5. By definition of If(t) we have 
If(t) -- f l  c({.(r))dr = J~(t) + J~(t) + J~(t) + d~(t), 
where  
f' f' J~(t) = (g(~.(r))~.(r))(~.(t) -- ~.(r))dr - c(~.(r))dr, t" t"_ 
J'~(t) = ~ g({n(r"_ .(r))(~.(s~+~)- ~.(r))-c({.(r"_ dr, 
i=0  ~' 
J~(t) = ([g(~n(r)) " 5" ^ " - g(~.(r-))]w.(r))(w.(si+ l) - ~.(r))dr, 
i = 0 s~ 
i(t)~ 1 {~;~+ 1 
J~(t) = ~ j~ (c(~.(r"_)) -- c(~.(r)))ejdr. 
i=0  
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Step 1: We shall prove 
C 
sup [J~(t)[ 2n <_ n2p------ ~ .
s<_t<_T 
The desired convergence of the second term of J~(t) is clear, i.e. we have 
C 
E sup [J~2(t)[ 2p ~ ~.  
s<_t<_T 
As to the first one which we denote by J~l(t) we have by Lemma 5.2 and boundedness 
of 9 the following inequality: 
[J~'l(t)[ < C[~.(~+) -- ~.(t"_)[ I~.(r) ldr. 
d t"_ 
Hence 
M(n)-  1 
E sup IJ~l(t)[ 2n < fie 
s<_t~T i=O 
- w~(s i ) l  s: I w.(sT+l) ^ n [~.[dr  
<C 
M(n)-  1 
2 
i=O 
(E lw. (sT+, ) -  ~,(sT)laP) 1/2 E [w.[dr) ) 
C 
< Cnn-~n-p - 
n2p-  1 
by Lemmas 5.2(b) and (c). 
Step 2: We shall prove 
C 
E sup IJ~(t)l 2.' - -  
s<_t < T <~ llp" 
We write J~(t) in the form 
J~(t )  = Jh ( t )  - Jh ( t ) ,  
where 
J~l(t) = ~ (g(~(s~))~(r))(v~(s~+l) -- ~(r)) -- c(~n(s~)) dr, 
i=O * 
8 
J~2(t)=f,i~.~{(g(~n(s'~))~.(r))(wn(sn+)-w.(r))-c(~n(s~))}dr, 
for i = 1, M(n) - 1 and s~ = z~) .  where s~* = si ..., 
A simplified version of the argument used in Step 1 gives 
C 
E sup [J~E(t)[2P< - 
s<_t<_ T - -  rip" 
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Therefore, we only have to show that 
C 
sup IJ~l(t)12p < ~.  
s<t<_T 
Using the notation from Remark 5.3 we define a linear operator ~o~  ~(~k,  Rk) by 
f t I 
S i+ l  
• (w.(si+x) - ~n(r)) - ~ I dr, (o'. = ,~ . ( r )  ® ~ " 1 
and we put 
l -1  
~t, = ~ g(~.(sT)) O ~o/, l = 1 . . . . .  M(n). 
i=O 
Note that due to equality (5.4),/~i,~ = J~l(t) .  From the relation 
;2 ' ~(r)(~(r) - B (b ) )dr  = ~ [~(b)  - B (a ) ]  2 
which also holds for B(r) = ~( r )  and a = s*, b = si+" t, it follows that (with {e~}~=xk 
being the canonical basis of R k) 
' - s * ) .  =~(w(s~+~)  ~qs* ) )  ~ ~ = (~p.ej ,e j )  1 ^j  n __ - -  2(Si+ l 
Since obviously t:(~p~ej, et) = for l :#j we infer that 1: ~p~. = 0. With : ,  denoting the 
a-algebra a{ff(r), s < r ~ t} we have 
(i) ~tz is ~7-measurable, 
(ii) g(¢.(sT)) is ~7-measurable, 
(iii) ~p~ is ~7-independent and I: qg~ = 0. 
Therefore, one can easily check that {/h+ 1} is an {~7}-martingale (with values in 
Aa(~ k, Rk)). Hence by applying Burkholder inequality, we infer that 
I: sup IJ~l(t)l 2p = 1: max I#~l 2p < CF_II~Mt~)I 2p 
s<_t<_T 1 <l<_M(n) 
< C [f [ g(~n(sT))~p~ 12 
M(n)-  1 C 
<C[M(n) ]P -x  ,=o~ I: I~piI2p<-- np" 
The last inequality follows from Jensen and Schwarz inequalities and parts (b) and (c) 
of Lemma 5.2 as by the latter 
C 
n: I <p~ 12~ < - -  
- -  n2p • 
Step 3: We shall prove 
C 
sup IJ~(t)12 ~ ~-~. 
s<_t<_T 
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Since 
[ J; (t) [2v 
i(t)- i ('s~+t 
< i(t)Ep-1 ~ J i= 0 s7 
M(n)- 1 
< M(n)2p-  1 2 
i=0  
M(n) - 1 
<M(n)  2 ' - '  
i=0  
• ~.(r)] dr 2p ([9(~,(r)) - 9(~,(r"-))] I~n(r)) [Wn(Sn+ 1) -- 
c(~S:+, 2, 
\~s7 I~.(r) - ~.(r"_)[ Ib.(r)l I~.(sT+l) -- ~.(r) ldr)  
C [ ~,(s~+ x) -- ~,(sT)[2p 
x .(r) ldr sup 
7 sT<-r<-~7+l 
from Lemmas 5.2(b), (c) and (e) we have 
I z sup 
s<_t<_T 
] ~.(r)  - ~.(r"_) l  2p, 
M(n)- 1 
IJ~(t)l 2v _< CM(n)  2p-1 y' ([Elan(ST+l) - ~.(sn)16p)l/3 
i=0  
/ I~ s7+l 16p)1/3 ( ) 
x 1: I~.(r)ldr ~: sup I~.(r) - -  ~n(rn-)] 6v 1/3 
\ L,2S7 sT<-r<<.s7+ 1 
< Cn  -p  
Step 4: We shall prove that 
C 
sup I J~.(t)12 < ~.  
s<_t<T 
From the relation 
Pt n 
J~(t) = Js [c(~.(r"_)) -- c(~.(r))] dr 
and Lemma 5.2(e) it follows that 
~ sup IJ~(t)l ep < CE I~.(r~-)) - ~.(r)levdr <- -  
s<_t<_T --r iP" 
We have completed the proof of Lemma 5.5. [] 
(5.7) 
Proof of Theorem 5.1 is complete now. [] 
6. Further results for stochastic PDE of hyperbolic (degenerate parabolic) type 
Following Kunita (1984) and Flandoli and Schauml6ffel (1991) we consider the 
following stochastic partial differential equation in the Stratonovitch form: 
o t~u 
(6.1) 
u(O,x) = Uo(X), x eD,  
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where either Uo eLY(D) with p e(1, oo), or Uo eqf'(D) with c~ ~(0, 1). In the sequel we 
shall denote by X one of these spaces. Here D is a bounded open domain in IR a with 
regular boundary; the case D = IRa can be treated similarly. 
Rewriting this equation in Ito form, we can apply the results of Section 2, when 
D = IRa. Here we prove some additional results. 
Together with (6.1) we consider an approximated equation, i.e. 
tu"(t,x) ~ ,~u"(t,x) 
8~-  + ~' b°(x) 
i= 1 (?Xi 
~u'(t,x)~ ~,~(t) = 0, - -+  ~ L b~(x) (?xi J 
k=l  i=1 
(6.2) 
un(0, x) = Uo(X), x ~D, 
where w, is defined in Section 2. 
A solution to Eq. (6.1) is defined by means of stochastic haracteristics, while the 
solution to (6.2) can be defined pathwise by means of classical deterministic character- 
istics, see also Definition 2.2. But before doing so, we impose some conditions on the 
vector fields b k. We assume that b k belongs to cg4(b, IRa) (i.e. all derivatives up to order 
4 of b k exist, are continuous and bounded in D), and 
the vector fields b k for k = 0, 1, ..., m are tangent o ~3D. (6.3) 
Condition (6.3) is restrictive, but having in mind applications to fluid dynamics, where 
b k represents he velocity vector field of the fluid, we think that it is reasonable. Later 
we shall also need the following condition 
div b k = 0, k = 1, ...,m. (6.4) 
As the previous one this (restrictive) assumption, we believe, is reasonable. 
Thus, let {s(t, x) and {~(t, x) be the unique solution to the problems 
d~(t,x) = b°(~(t,x))dt + ~ bk(~(t,x))°dw k, 
k=l  
¢S(s, x) = x, (6.5) 
d~,(t,x) = b°(~,(t,x))dt + ~ bk(~,(t,x))(~,(t) dr, 
k=l  
¢~(s, x) = x. (6.6) 
In (6.5) as well as in (6.1) o denotes the Stratonovitch differential. 
The first part of the next result is proved in Flandoli and Schauml6ffel (1991) while 
the second is standard. But first we recall a definition, see also Kunita (1990). 
Let neN,  6 e(0,1]. A random field u = {u(t,x): t > O, xef)} is called a cgo,,+~_ 
valued process if for some its version (still denoted by u), u e~°'"+a([0, oo)x D) a.e. 
Here ~°'"+a([0, oo) x D) denotes the space of continuous functions v:[0, oo) x D --. R 
such that Div is continuous for any ~siRd:le I < n and D~v for lel = n is H61der 
continuous with exponent ~ with respect o x, locally uniformly with respect o t. 
A ~o., + ~-valued process u is called a cg, +~'(E))-valued martingale iff for each x e b the 
process {u(t, x)}t > o is a martingale (with respect o the standard filtration), u is called 
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a cg"+6(b)-valued process of bounded variation if u is a cg"+6(b)-valued process and 
for each x e/3 the process {u(t, x)}, > o is a (real-valued) process of bounded variation. 
u is called a cg"+6(b)-valued semimartingale if it can be represented as a sum of 
a off, + 6(D)_valued martingale and a cg, + 6 (D)-valued process of bounded variation. 
Definition 6.1. Let 6 ~(0, 1]. 
regular solution to problem (6.1) iff 
A cg3+6-valued semimartingale u(t), is called a c~a+6 
d f' O, ,~U(S,X) 
u(t ,x )=uo(x)+ ~, b i tx ) - -~x idS  
i=1~0 
d I" ~U(S,X) o + ~ bk(x) dwk(s), (6.7) 
k=l  i=1 * 0 
almost surely, for all t > 0 and x e D. 
Proposition 6.2. Let us assume the condition (6.3) to be fulfilled. Let Uo E c~ 3 +6(b )for 
some 6 e (0, 1]. Then, problem (6.1) has a unique (~3 +6' regular solution (for any 6' < 3 ) 
and the following representation formula holds 
u(t, x) = Uo(~r-t(T, x)). (6.8) 
Moreover problem (6.2) has a unique cg3 +6 regular solution and 
u"(t, x) = Uo(~r, -t(T, x)). (6.9) 
In Flandoli and Schaumlrffel (1991) it is shown that the assumption u0 e cg3 +6(b ) 
can be weakened in such a way that the case u0 eX, with X being either cg~(b), 
0t e(0, 1] or LP(D), p ~ [-1, oo), can be treated. In fact, it is shown, that the formula (6.8) 
can serve as a definition of a weak solution to the problem (6.1). So, ifuo e X and u(t, x) 
denotes the weak solution to (6.1) then the following holds: 
for some constant C > 0. 
The main result of this section is the following. 
Theorem6.3. Let re(0,1]. There exists a random field q/ :~(b)x f21  ~c~o,6 
([0, ~) x D) such that for each Uo ec~6(E)), the function u := q/(Uo, ") is a weak solution to 
problem (6.1). There exists a sequence of random fields ~n:c¢~(D ) x 
t21 ~ c~°'~([0, ~) x D) such that for each Uo e c¢~(E)) the function u" := q/"(Uo, ") is a weak 
solution to problem (6.2). Moreover, almost surely, for any Uo e c~(D), 
ql"(Uo, .)(t) ~ ql(Uo, ")(t) in ~(D), (6.10) 
locally uniformly in t >_ O. I f  also the condition (6.4) is satisfied, then all the previous 
conclusions hold true with c¢6(f)) and oK(1)) (in (6.10)) being replaced by L"(I)), p e (1, oo). 
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Proof. In view of Theorem 2.5, we may assume that ¢~,(t, x) satisfies the conditions (ii) 
and (iii) there. We define ~// (resp. #/") by formula (6.8) (resp. (6.9)). It is shown in 
Flandoli and Schauml~ffel (1991) that ~//is a random field defined on X with values in 
c#([0, ~), X) for X being one of the spaces c#6(b) or LP(D). The counterpart concerning 
#/" is classical. 
First we prove that if Uo ~c#°(D) and u":= ~'"(Uo), u = °//(Uo) then 
u"(t) ~ u(t) in c#°(D), locally uniformly in t > 0 a.s. 
and the exceptional set is independent ofUo. Since the latter statement is obvious, only 
the former is to be proven. 
Let y be the modulus of continuity of Uo defined as follows: 
y(r):= sup{luo(x)- uo(Y)l: I x -  Yl < r, x, yeD},  r > O. 
Since Uo is uniformly continuous on/~, y is continuous at 0 with 7(0):= 0. Obviously, 
is an increasing function. Therefore 
lu"(t,x) - u(t,x)l  = luo(~r, - ' (T ,x ) )  - Uo(¢r - ' (T ,x ) l  < 7(r,), 
where 
r, := sup{[ ~r-t(s,x) - ~T-t(s,X)[: T -- t < s < T, x 6D}. 
By Theorem 2.6(iii), r, ~ 0, as n ~ oo a.s. and therefore 
sup [u" ( t , . ) -u ( t , . ) l~)~0 as n~oo a.s.. 
O~t~T 
Now we consider the case of LP(D). By using a standard ensity argument we see that 
u"(t) ~ u(t) in LP(D) for any Uo ~ LP(D) a.s. 
if only we can show that 
u"( t )~u( t )  in LP(D) for any UoeCg°(D) a.s. 
and (where for a cgl function ~o:Rn ~ R d, jac ~o(x) = det(O(Oi(X)/OXk)~.k= l) 
sup [jac(¢,T-t(T, x))-I I < oO a.s.. (6.11) 
Indeed, l u"(t)lL~tm < C, l Uo IL~<O), where sup, C, < oo if (6.11) holds true. 
Since D is bounded, the first condition above follows from what we have just 
proved. Concerning the second one, let us first recall a result from Flandoli and 
SchaumliSffel (1991). It says that 
sup Ijac(~r-'(T, x))- 11 < oo a.s.. 
We shall prove (6.11) under the assumption (6.4). We fix T > 0 and observe that with 
j~(t, x):= det d~(¢~,(t, x)) = jac(~,(t, x)) 
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by Kunita (1990) we have 
dj](t, x) = (div b °) (¢~(t, x))j~(t, x)dt + ~, (div b k) (~(t, x))~,(t)j~(t, x)dt 
k=l  
= (div b °) (~(t, x))j~(t, x) dt, 
j~(s, x) = 1 
Therefore, by applying It6 formula to t/,~(t, x):= jac(~(t, x))- 1 = 1/j~(t, x), we have 
dt/,~(t, x) = -d iv  b°(¢~(t, x))" t/~(t, x) dt 
tl~(t,x) = 1. 
Hence 
t ls(t ,x)=exp(-f i (divb°)(¢~(z,x))dz .  
(6.12) 
But by (6.3) ~(z, x) e 3, for any r, x, n almost surely, and since b ° is bounded on D we 
get (6.11). [] 
Remark 6.4. Theorem 6.3 in the part concerning convergence should be true also for 
X = c~6(D), 6 e (0, 1] and X = LV(D) 
even without imposing the additional assumption (6.4). This, however, would require 
to prove a counterpart of Theorem 2.4 for the spatial derivatives of ~,(t,x). Let us 
observe that the last exist and this follows from classical considerations applied to 
~(t, x) pathwise with respect to Wl e £21. This fact has already been used at the end of 
the proof of Theorem (6.3). 
Remark 6.5. Consider ~(t,x) for x et3D. In view of condition (6.3), (~(t,x)et~D, 
Vt >_ s a.s. But by Theorem 2.4 
~',(t, x) -* is(t, x) Vt 2 s a.s. 
Since 0D is closed we get 
[~s(t, x) e ~?D for all x e OD, t > s a.s., 
i.e. Proposition 3.1 in Flandoli and Schauml6ffel (1991). Again it explains why the 
Stratonovitch framework for equation (6.1) is more appropriate than the It6 one. 
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