Convergence results for the immersed boundary method applied to a model Stokes problem with the homogeneous Dirichlet boundary condition are presented. As a discretization method, we deal with the finite element method. First, the immersed force field is approximated using a regularized delta function and its error in the W −1,p norm is examined for 1 ≤ p < n/(n − 1), n being the space dimension. Then, we consider the immersed boundary discretization of the Stokes problem and study the regularization and discretization errors separately. Consequently, error estimate of order h 1−α in the W 1,1 × L 1 norm for the velocity and pressure is derived, where α is an arbitrarily small positive number. Error estimate of order h 1−α in the L r norm for the velocity is also derived with r = n/(n − 1 − α). The validity of those theoretical results are confirmed by numerical examples.
Introduction
The immersed boundary (IB) method is a powerful method for solving a class of fluidstructure interaction problems originally proposed by Peskin [11, 12] to simulate the blood flow through artificial heart valves. For later developments, see [13] . The IB method is also successfully applied to multi-phase flow problems, elliptic interface problems, and so on.
In contrast to a huge number of applications, it seems that there are only a few results about theoretical convergence analysis. The pioneering work was done by Y. Mori in 2008 (see [10] ). He studied a model (stationary) Stokes problem for the velocity u and pressure q in an n dimensional torus U = [R/(2πZ)] n ⊂ R n , − ∆u + ∇q = f − g in U, ∇ · u = 0 in U,
with
Herein, the immersed boundary Γ ⊂ U , which is assumed to be a hypersurface of R n , is parameterizaed as Γ = {X(θ) = (X 1 (θ), . . . , X n (θ)) | θ ∈ Θ}, where Θ denotes a subset of R n−1 ; see Figure 1 . The function F = F (θ) denotes the force distributed along Γ and δ = δ(x) the (scalar-valued) Dirac delta function. (In [10] , the case n = 2 was explicitly mentioned.) Introducing the regularized delta function δ h ≈ δ with a parameter h > 0, he considered the regularized Stokes problem
The regularized problem was discretized by the finite difference method using a uniform Eulerian grid with grid size h. Then, he succeeded in deriving the maximum norm error estimate for the velocity of the form u −ũ h L ∞ (U ) ≤ C(h + h α )| log h| (α > 0 suitable constant) under regularity assumptions on Γ and F together with structural assumptions on δ h . Herein,ũ h denotes the finite difference solution. After that, the method and results were extended to several directions (see [7, 8] ). For example, several L p -error estimates, 1 ≤ p ≤ ∞, were obtained in [8] . A typical result is given as
Similar results for the Poisson interface problem was presented in [6] . On the other hand, we observe from numerical experiments that the IB method has a first order accuracy for the velocity in the L ∞ norm. Therefore, those estimates are only sub-optimal and the proof of optimal-order error estimate is still open at present. Moreover, the explicit formula of the Green function associated with (0) was used to derive error estimates in [7, 8, 10] . Hence, it is difficult to apply those methods to more standard settings, for example, to the Dirichlet boundary value problem.
In this paper, we take a different approach. We consider the Dirichlet boundary value problem for the Stokes equations (5) below and study the regularization error and discretized error separately in Sections 2 and 3. To this end, we first give interpretations of the immersed outer force f above as an R n -Lebesgue measure and as a functional over W 1,p 0 (Ω) n ; see Propositions 1 and 2. (The meaning of mathematical symbols will be mentioned in Paragraph 2.1.) Then, we introduce a regularized delta function δ ε with a parameter ε > 0 and examine the error between f and its regularization
Estimate for the regularization error (see Proposition 8) is a direct consequence of Proposition 3 and the stability result of [9] (or (A1 p ) below). After introducing structural assumptions on δ ε ,
that is essentially the same as that of [7, 8, 10] , we show that the W 1,p ×L p error estimate for the velocity and pressure is of order ε 1−n+ n p if 1 ≤ p < n n−1 ; see Proposition 9. Then, we proceed to the study of discretization in Section 3 . We are concerned with the finite element method rather than the finite difference method. This enable us to apply several sharp W 1,p × L p stability and error estimates due to [4] (or (A2 p ) below). Finally, we obtain several (still sub-optimal but nearly-optimal) error estimates in several norms; see Theorem 15 which is the main result of this paper. The effect of numerical integration for computing f ε is discussed in Section 4. Actually, a simple numerical integration formula does not spoil the accuracy of the IB method (see Proposition 18 and Theorem 19). The validity of those theoretical results are confirmed by numerical examples in Section 5.
We only assume that φ is a continuous function in R with compact support and with the unit mean value (see (12) ). On the other hand, several conditions on moment and smoothing orders of φ were assumed in [7, 8, 10] ; we are able to remove those restrictions.
It should be kept in mind that our aim is to reveal the accuracy of the regularization and discretization procedures and is not to propose a new computational method; see also Remark 5. We consider the finite element method only as a model discretization method.
2 Immersed boundary formulation
Geometry and notation
Suppose that Ω is a polyhedral domain in R n , n = 2, 3, with the boundary ∂Ω. The domain Ω is divided into two disjoint components Ω 0 and Ω 1 by a simple closed curve (n = 2) or surface (n = 3) which is designated by Γ. The curve (surface) Γ is called the immersed boundary and is supposed to be parametrized as Γ = {X(θ) = (X 1 (θ), . . . , X n (θ)) | θ ∈ Θ} where Θ is a bounded subset of R n−1 for the Lagrangian coordinate. See Fig. 1 for example. We set
Throughout this paper, we assume the following:
We collect here the notation used in this paper. We follow the notation of [1] for function spaces and their norms. For a function space X, the space X n stands for a product space X × · · · × X. For abbreviations, we write as, for example,
. Set B(a, r) = {x ∈ R n | |x − a| < r} for a ∈ R n and r > 0.
For 1 ≤ p ≤ ∞, let p be the conjugate exponent of p; 1 ≤ p ≤ ∞ and
Immersed boundary force
We set (formally at this stage) the immersed boundary force field f : Ω → R n as
We state two interpretations of (2).
is a finitely signed measure on Ω, with which the integration is defined for any (vector-valued) measurable function
Moreover, f is a singular measure against the Lebesgue measure on Ω and, consequently, f / ∈ L 1 (Ω) n .
Proof. We identify δ a (x) = δ(x − a) with the Dirac measure concentrated at a ∈ R n . Then, for any measurable set B ⊂ R n and θ ∈ Θ, we have
,
denotes the indicator function of X −1 (B) on Θ. By virtue of Lebesgue's dominated convergence theorem, we derive for any disjoint measurable sets
Herein, note that F (θ)
Thus, f is a finitely signed measure on Ω so that the integral Ω ϕ df is well-defined for all measurable function ϕ. According to an integral with the Dirac measure, we have
where the right hand side is meaningful for F ∈ L p (Θ) n and ϕ ∈ W 1,p (Ω) n . Although the R n -Lebesgue measure m(Γ) of Γ vanishes (note that Γ is "very thin"), we have f (Γ) = 0. Hence, f is singular against m. Finally, the fact f / ∈ L 1 (Ω) follows from the Lebesgue decomposition theorem.
Although f does not belong to any L p (Ω) spaces as is mentioned in Proposition 1, it is well-defined as a functional on W 1,p (Ω) n .
is extended by continuity to a bounded linear functional on W 1,p 0 (Ω) n , which will be denoted by f,
we have by the trace theorem
Let ε > 0 be a regularized parameter. Take a continuous function
with K > 0. Setting δ ε a (x) = δ ε (x − a) for a ∈ R n , we introduce the regularized immersed force field as
The following result plays the most crucial role in this study.
Proposition 3. Suppose that we are given a continuous function δ ε satisfying (3).
where ρ(x) = x and C 0 denotes a positive constant depending only on n, p and J X L ∞ (Θ) .
Proof. Let ϕ ∈ C ∞ 0 (Ω) n and express it as
Then, applying Fubini's lemma, we have
For a sufficiently small ε, we have B(X(θ), Kε) ⊂ Ω and
Hence,
By virtue of Hölder's inequality, we have
whereφ denotes the zero extension of ϕ into R n and
Then, I 2 in the proof above vanishes and
is a necessary condition for f − f ε W −1,p → 0 to hold.
Target and regularized problems
We proceed to the formulation of the immersed boundary method. Using f and f ε defined by (1) and (4), we consider, respectively, the immersed boundary formulation to the Stokes equations for the velocity u and pressure π,
and its regularized problem for u ε and π ε ,
By a weak solution
(Ω) of (5) for example, we mean a solution of the following variational equations:
where
Remark 5. Problem (7) can be directly discretized by the finite element method with no regularization of f . Such methods were studied in [2, 14] for nonstationary NavierStokes equations. However, our aim here is to reveal the accuracy of the regularization and discretization procedures as is mentioned in Introduction.
Remark 6. The bilinear form a defined by (8a) is based on the deformation-rate tensor
is also available. However, with (8a), our problem is (essentially) equivalent to a twophase Stokes problem considered in [14] for example.
We make the following assumption for 1 ≤ p < ∞:
satisfying
Moreover, if
Herein, C 1 and C 2 denote positive constants depending only on p and Ω.
If Ω is a convex Lipschitz domain and 1 < p ≤ 2, (A1 p ) is satisfied in view of [9, Example 5.5] and Lemma 2. However, we directly assume (A1 p ) instead of the shape condition on Ω. Below, p will be restricted as p < n/(n − 1).
The following result is a direct consequence of Lemma 3 and (A1 p ).
. Let (u, π) and (u ε , π ε ) be the weak solutions of (5) and (6), respectively. Then, we have
The most familiar choice of δ ε is given by a product of one variable functions:
with K > 0. In (12a), the function (1/ε)φ(x i /ε) is an approximation of the onedimensional Dirac delta. Then, we can calculate as:
where C 3 and C 3 denote positive constants depending only on p, n, K and φ L ∞ (R) . For example, if n = 3,
Similarly, we can take
. Therefore, our error estimate for the regularized problem is given as follows.
Let (u, p) and (u ε , p ε ), respectively, be the weak solutions of (5) and (6) with (12). Then, we have
where C denotes a positive constant depending only on n, p,
and Ω.
Remark 10. Proposition 9 remains valid for a bounded Lipschitz domain Ω.
Discretization by finite element method
This section is devoted to a study of the finite element approximation applied to (6) . We introduce a family of regular triangulations {T h } h of Ω (see [3, (4.4. 16)]). Hereinafter, we set h = max{h T | T ∈ T h }, where h T denotes the diameter of T . For any T ∈ T h , let P 1 (T ) be the set of all polynomials defined on T of degree ≤ 1, and let B(T ) = [P 1 (T ) ⊕ span{λ 1 λ 2 · · · λ n+1 }] n , where λ i are the barycentric coordinates of T . Below, we consider the P1-b/P1 element (MINI element) approximation. That is, set
It is well-known that (see [5, Lemma II.4 .1]) a pair of V h and Q h satisfies the uniform Babuška-Brezzi (inf-sup) condition
where β > 0 is independent of h.
Remark 11. We deal with the P1-b/P1 element only for the sake of simple presentation. An arbitrary pair of conforming finite element spaces V h ⊂ W 1,2 0 (Ω) n and Q h ⊂ L 2 0 (Ω) satisfying the uniform Babuška-Brezzi condition is available.
We state the finite element approximation to (6) 
The finite element approximation (w h , r h ) ∈ V h × Q h of (9) is defined similarly. We make the following assumption:
where C 4 denotes a positive constant depending only on p and Ω, and (w, r) ∈ W
(Ω) the weak solution of (9). Remark 12. If Ω is a convex polyhedral domain in R n with n = 2, 3 and {T h } h is quasiuniform (see [3, (4.4 .15)]), then (A2 p ) is actually satisfied for 1 < p ≤ ∞; see Corollaries 4, 5, 6 and Remark 4 of a sophisticated paper [4] . However, we directly assume (A2 p ) instead of the shape condition on Ω as before.
Applying the standard interpolation/projection error estimates, we obtain the following.
Proposition 13. Let 1 ≤ p < ∞ and suppose that (A1 p ) and (A2 p ) are satisfied. Let (u ε , π ε ) and (u ε h , π ε h ) be solutions of (6) and (15), respectively. Then, we have
where C denotes a positive constant depending only on p and Ω.
Putting together those results, we deduce the following error estimate.
Proposition 14. Let 1 ≤ p < n n−1 and suppose that (A1 p ) and (A2 p ) are satisfied. Assume F ∈ L p (Θ). Let (u, π) and (u ε h , π ε h ) be solutions of (5) and (15) with (12), respectively. Then, we have
Proof. Since f ε is defined in terms of δ ε given by (12), we have by (13c)
where C > 0 is a constant depending only on p, n, K, and φ L ∞ (R) . Hence, in view of Lemmas 9 and 13,
We usually take as ε = h in the immersed boundary method. Therefore, applying Proposition 14 with p = 1, we obtain the optimal order error estimate
It should be kept in mind that this estimate is available only if (A1 p ) and (A2 p ) are true. However, the case p = 1 is excluded both in [9] and [4] (see Remarks 7 and 12).
In conclusion, we offer the following theorem as the final error estimate in this paper.
Theorem 15. Suppose that Ω is a convex polyhedral domain in R n with n = 2, 3.
Assume that {T h } h is a family of quasi-uniform triangulations. Let F ∈ L ∞ (Θ). Let (u, π) and (u ε h , π ε h ) be solutions of (5) and (15) with (12), respectively. Further, let ε = γ 1 h with a positive constant γ 1 . Then, for any 0 < α < 1, there exists a positive constant C depending only on
Proof. As was pointed out in Remarks 7 and 12, (A1 p ) and (A2 p ) are true for a convex polyhedral domain. Setting α = n(1 − 1/p) in (17) and applying an obvious inequality Remark 16. The exponent r in (20) is included in 2 < r < ∞ if n = 2 and in 3/2 < r < 3 if n = 3.
Numerical integration
In this section, we study the error caused by numerical integrations for computing f ε . As will be stated below, a simple numerical integration formula does not spoil the accuracy of the immersed boundary method described in Theorem 15.
First, we deal with the case n = 2. Suppose that we are given a continuous function
Then, we employ the midpoint rule to compute f ε , that is,
It is useful to express f ε,ζ as
) are piecewise constant functions such that
From the standard theory, we know
where |F | W 1,∞ (Θ) denotes the seminorm in W 1,∞ (Θ) for example. For the case of n = 3, f ε,ζ is defined similary. We introduce a suitable partition of Θ = (c 1 , d 1 ) × (c 2 , d 2 ) with c l < d l , l = 1, 2, and the size parameter ζ > 0. LetF ζ (θ) andX ζ (θ) be piecewise constant interpolations of F (θ) and X(θ), respectively. Then, f ε is approximated by f ε,ζ defined as (22). For the partition of Θ, we only assume so that (23) hold true.
Remark 17. Let n = 2. If F (θ) is a periodic function, F (c 1 ) = F (d 1 ), and the partition is uniform, f ε,ζ is coincide with the trapezoidal rule for F (θ)δ ε (x − X(θ)). However, we here do not explicitly assume the periodicity for F (θ).
Proposition 18. Let δ ε be a continuous function satisfying (3) . Suppose that F ∈ C 1 (Θ). Then, for 1 ≤ p < n n−1 , we have
where ρ(x) = x and C denotes a positive constant depending only on n, p,
Proof. It is a just modification of the proof of Proposition 3. Let ϕ ∈ C ∞ 0 (Ω) n and express it as
To estimate |I 1 |, we further divide it as follows:
As in the proof of Proposition 3, we derive
By (23), we have
We apply Morrey's inequality to obtain
Estimation for |I 2 | is done in exactly the way as the proof of Proposition 3, that is, we deduce
, we get the disired inequality.
Applying Proposition 18 instead of Proposition 3, we obtain the following result.
Theorem 19. Let (u, π) and (u ε h , π ε h ) be solutions of (5) and (15) with (12), respectively, where f ε is replaced by f ε,ζ defined as (22). In addition to assumptions of Theorem 15, we assume that F ∈ C 1 (Θ). Further, let ζ = γ 2 h with a positive constant γ 2 . Then, error estimates (19) and (20) remain true.
Numerical experiments
Throughout this section, we let Ω = (−1, 1) 2 ⊂ R 2 and Γ = B(0, 1/2). We consider the stationary Stokes problem
Herein, we have added an extra outer force g = (1, 0) in order to illustrate a pressure jump across Γ. We also set Θ = [0, 2π] and
In accordance to the simplest elasticity modeling (see [2, 13] ), we take F (θ) = κ∂ 2 X/∂θ 2 with κ is a suitable positive constant. Specifically, taking κ = 2, we set
We deal with the following problem:
Herein, f ε,ζ is defined as (22) and ζ = 2π/M , θ i = iζ, 0 ≤ i ≤ M . As a choice of δ ε , we examine the following discrete delta function
For discretization, we take T h as a uniform mesh composed of 2N 2 congruent rightangle triangles; each side of Ω is divided into N intervals of the same length. Then each small square is decomposed into two equal triangles by a diagonal. Each parameters are set as follows:
To confirm convergence results described in Theorems 15 and 19, we compute the following quantities: The result is reported in Table 1 -3. We observe from Table 1 that convergence rates of the W 1,1 -error for velocity is first-order while that of the L 1 -error for pressure is larger than 1. It is also observed that as p becomes larger, each convergence rate becomes worse. Nevertheless, the rate of the L 2 -error for velocity is still larger than 1; see Table  3 . All of those numerical results support our theoretical results. From those numerical observations, we infer that the following optimal-order error estimate, Table 3 : Convergence rates in W 1,r × L r with r = 2.
