Exposure of cortical cells to sustained sensory stimuli results in changes in the neuronal response function. This phenomenon, known as adaptation, is a common feature across sensory modalities. Here, we quantified the functional effect of adaptation on the ensemble activity of cortical neurons in the rat whisker-barrel system. A multishank array of electrodes was used to allow simultaneous sampling of neuronal activity. We characterized the response of neurons to sinusoidal whisker vibrations of varying amplitude in three states of adaptation. The adaptors produced a systematic rightward shift in the neuronal response function. Consistently, mutual information revealed that peak discrimination performance was not aligned to the adaptor but to test amplitudes 3-9 m higher. Stimulus presentation reduced single neuron trial-to-trial response variability (captured by Fano factor) and correlations in the population response variability (noise correlation). We found that these two types of variability were inversely proportional to the average firing rate regardless of the adaptation state. Adaptation transferred the neuronal operating regime to lower rates with higher Fano factor and noise correlations. Noise correlations were positive and in the direction of signal, and thus detrimental to coding efficiency. Interestingly, across all population sizes, the net effect of adaptation was to increase the total information despite increasing the noise correlation between neurons.
Introduction
At various stages of sensory processing, single neurons are believed to encode stimuli in the rate at which they generate spikes. However the limited range of firing rates that a neuron can produce imposes a limit on the number of stimuli that can be distinguished according to that neuron's output. Adaptation is a strategy that is believed to improve efficiency by changing neuronal response functions to match the statistics of the environment (Barlow, 1961; Smirnakis et al., 1997; Kvale and Schreiner, 2004; Dean et al., 2005; Hosoya et al., 2005; Nagel and Doupe, 2006; Maravall et al., 2007) .
The effect of adaptation has generally been quantified for individual neurons. It is still not clear how adaptation changes the responses of neuronal populations, and how this change affects coding. Theoretical studies reveal that even weak correlations distributed across large populations can significantly reduce the efficiency of coding (Zohary et al., 1994; Abbott and Dayan, 1999; Wilke and Eurich, 2002 ) but see (Romo et al., 2003; Cafaro and Rieke, 2010) . Such correlations in the trial-to-trial response fluctuations, or "noise correlations", have been reported in the literature to lie in the range of 0.1 to 0.3 (Gawne and Richmond, 1993; Zohary et al., 1994; Gawne et al., 1996; Reich et al., 2001; Kohn and Smith, 2005; Gutnisky and Dragoi, 2008; Smith and Kohn, 2008; Khatri et al., 2009; Cohen and Kohn, 2011; Hofer et al., 2011) . Most empirical studies characterizing the effect of noise correlations on population coding have been limited to "pairs" of neurons (Gawne and Richmond, 1993; Gawne et al., 1996; Petersen et al., 2001; Averbeck and Lee, 2003; Romo et al., 2003; Cafaro and Rieke, 2010) , nonetheless new technical advances in simultaneously recording from tens of neurons offer the potential to investigate correlations of activity across large populations (Schneidman et al., 2006; Pillow et al., 2008; Graf et al., 2011) . Here, we apply principal component analysis and an information theoretic framework to simultaneous recordings from barrel cortex and quantify the effect of adaptation on population coding efficiency.
The whisker sensory system represents the major channel through which rodents collect information from the environment (Diamond et al., 2008b; Diamond and Arabzadeh, 2012) . This system is well-suited to examining sensory coding issues by virtue of its functional efficiency and its elegant structural organization. The whisker area of somatosensory cortex (known as barrel cortex) is arranged as an anatomical and physiological topographic map where neurons in a given "barrel" yield the strongest response to the corresponding whisker (Woolsey and van der Loos, 1970) . Previous electrophysiological studies revealed that barrel cortex neurons encode vibro-tactile stimuli in terms of the mean speed of whisker movement (Arabzadeh et al., 2003 , and this representation forms the basis of whisker movement sensation in awake rats (Adibi et al., 2012) . We quantify the functional effect of adaptation on the encoding of vibrotactile stimuli at the level of single neurons and cortical ensembles.
Materials and Methods
Surgery and electrophysiological recording. Six adult male Wistar rats, weighing 340 -550 g, were used for acute recording. All components of the experiment were conducted in accordance with international guidelines and were approved by the Animal Care and Ethics Committee at the University of New South Wales. Anesthesia was induced by intraperitoneal administration of urethane (1.5 g/kg body weight) to the right side. During the recording sessions, the level of anesthesia was monitored by the hind paw and the corneal reflexes, and maintained at a stable level by administrating 10% of the original dose, if necessary. The rat's head was fixed in a stereotaxic apparatus, an incision was made from bregma to lambda and the fascia was removed. Craniotomy was performed directly over the barrel cortex on the right hemisphere over an area of 5 ϫ 5 mm, centered at 2.6 mm posterior to bregma and 5 mm lateral.
Neuronal activity was acquired using a 32-channel 4-shank multielectrode probe (NeuroNexus Technologies), as shown in Figure 1a . Dura mater was removed and the probe was lowered by means of a micromanipulator in steps of 50 m. The principal whisker was determined by manual flicks of individual whiskers. Data acquisition and online amplification were performed using Cheetah data acquisition hardware and software (Neuralynx) . During the recording sessions (n ϭ 16), data were acquired at a sampling rate of 30.3 kHz and filtered online by applying a bandpass filter between 600 and 6000 Hz. From the filtered data, spikes were detected using an amplitude threshold, which was set manually. A liberal threshold was used for online spike detection to avoid losing neuronal activity. A more rigorous spike sorting was performed offline using template matching implemented in MATLAB (Mathworks). Across six rats we recorded a total of 73 single neurons (up to 11 simultaneously) and 86 multiunit neuronal clusters (see Table 1 ). Figure 1 depicts the general acute recording paradigm.
Whisker stimulation. The stimulus train was composed of a 250 ms adaptation stimulus of 80 Hz sinusoidal vibration followed by a halfcycle (6.25 ms) pause and a single-cycle sinusoidal test stimulus (frequency of 80 Hz, 12.5 ms). We used three blocked adaptation amplitudes (0, 6, and 12 m) and a series of 12 single-cycle sinusoidal whisker vibrations (amplitudes of 0 -33 m with equal increment steps of 3 m) were delivered to the principal contralateral whisker while recording the neuronal activity. In each block, each test stimulus was presented 10 times in a pseudorandom order. Each block was preceded by 5 s of continuous presentation of the adaptor, and there was 2 s inter-block interval. Across 10 blocks for each adaptation state, each test stimulus was repeated 100 times. Stimuli were generated in MATLAB, and were presented through the analog output of a data acquisition card (National Instruments) at a sampling rate of 44.1 kHz. The output of the data acquisition card was amplified (25.4 dB gain) before arriving at a piezoelectric ceramic (Morgan Matroc). For precise stimulation of the principal whisker, a lightweight thin piece of plastic micropipette was glued to the piezoelectric ceramic. The principal whisker was placed into the micropipette such that the distance of the micropipette tip to the base of the whisker was 2 mm. To engage the whisker with the inside wall of the micropipette, the stimulator was slightly tilted by ϳ10°against the whisker shaft. The movement trajectories were monitored using a custombuilt infrared optic sensor; this was used to calibrate the vibro-tactile stimulator and to measure motion waveforms at a 10 kHz sampling frequency. The highest amplitude was limited to 33 m to ensure that no distortion or poststimulus ringing was present.
Neuronal response analyses. The sequences of spikes corresponding to trials of the same stimulus were separated and aligned with respect to the stimulus onset to generate raster plots (Fig. 1b) . The probability of spiking over time was evaluated by counting the average number of spikes within each bin of 5 ms. This provided the neuronal response profile over time (also known as the peristimulus time histogram) for each stimulus (Fig. 1b) . Neuronal response to different stimulus amplitudes was further characterized by counting the number of spikes generated in each trial over the window 0 -50 ms poststimulus onset (Fig. 1b, middle traces) . A cumulative Gaussian sigmoid function was fitted to the neuronal responses. The sigmoid function can be described with four parameters: its minimum and maximum asymptotes, which respectively correspond to baseline activity and the maximum response rate; the inflection point (M 50 ) at which the neural response is half of maximum response range; and the slope of the function at M 50 , which represents the sensitivity of response function. The fitting covered Ͼ75% of the neuronal response variability for 75% of the recordings. The M 50 and the asymptotes (Fig.  2e ,f ) were estimated only for neurons that reached their response saturation across all three adaptation states.
Mutual information analyses. To quantify the neuronal coding efficiency on a trial-to-trial basis, the mutual information (MI) between test stimuli and neuronal responses was calculated for each adaptation state using the following formula (Cover and Thomas, 1991):
where S and R denote the set of stimuli and neuronal responses across trials, and p(s), p(r) and p(r͉s) represent the probability of presenting test stimulus s, probability of observing response r evoked across all stimuli, and the conditional probability of observing response r given stimulus s was presented. For population analysis, r represents the summed activity across neurons. The probabilities in Equation 1 are estimated from a limited number of stimulus repetitions (100 trials per stimulus), potentially leading to an upward bias in information . To calculate this bias we used a number of bias-correction procedures-a simple bootstrap method, the quadratic extrapolation method (Strong et al., 1998; Nemenman et al., 2004) , and the Panzeri-Treves method (Panzeri and Treves, 1996; . Given the high number of trials relative to the number of response combinations, these methods yielded almost identical results (Pearson's correlation coefficients of all pairwise comparisons Ͼ 0.99). Here, we report the results based on the Panzeri-Treves correction method (Magri et al., 2009) . In all reported results, this bias is subtracted from the estimated mutual information between neuronal responses and stimuli. For the mutual information analysis of Figure 10d , the range of the pooled responses could potentially lead to an undersampling of the neuronal responses. To obtain unbiased estimates of information, we reduced the dimensionality of the response space R by grouping the spike counts into a smaller number of classes before applying the bias subtraction procedure. The mutual information was independent of the number of response classes (from 12 to the maximum number possible). This grouping procedure verified that the estimation of sampling bias was accurate for all population sizes. Principal component analyses. To quantify the noise correlations for a population of more than two neurons, we applied principal component analysis (PCA) (Pearson, 1901) , on the z-scored neuronal spike counts. For a population of N neurons, let the N ϫ 100 matrix R N ϫ 100 denote the z-scored neuronal responses to stimulus s across 100 trials. Below we show that neuronal covariability or noise correlation could be represented by the largest eigenvalue of the z-scored neuronal response covariance matrix:
where † represents the Hermitian transpose. Let U⌳U † be the eigenvalue decomposition of the covariance matrix C, where Single unit 11 7 11 9 8 8 6 3 3 2 1 1 1 1 1 0 Multiunit 15 18 13 13 10 6 5 3 0 0 1 1 0 0 0 1 Total 26 25 24 22 18 14 11 6 3 2 2 2 1 1 1 1
Sessions are sorted by their total number of recorded units.
unitary matrix containing the eigenvectors of C, and ⌳ N ϫ N is the diagonal matrix of the eigenvalues of C sorted in descending order. This eigendecomposition is equivalent to PCA. The first eigenvalue of covariance matrix is then:
where the vertical vector u 1 represents the first eigenvector (first column of U ). As the neuronal responses are z-scored, c i,i equals unity; hence, the second term of the summation in Equation 2 equals 1. Subsequently, normalized 1 , defined as the ratio of 1 and the sum of all eigenvalues can be formulated as follows:
However, the sum of all eigenvalues equals the sum of all diagonal elements of covariance matrix C, which is equal to N. Thus the normalized 1 can be re-expressed as follows:
Therefore, normalized 1 has a positive constant term that is the inverse of the number of neurons in the population. We defined the noise correlation index, denoted by NCI, as the rescaled version of normalized 1 , such that it falls between 0 and 1:
The noise correlation index depends solely on the covariance of the neuronal responses, not their variance. We also quantified the direction of the noise compared to the diagonal line in the N dimensional space of neuronal activity as follows:
As the response of cortical neurons increases with stimulus intensity, the diagonal line in the space of z-scored neuronal responses provides a suitable reference for the signal direction. Based on this equation, the noise direction is a value between 0 and . For the special case of a pair of neurons (N ϭ 2)
where c is the covariance of the two z-scored neuronal responses, and sign denotes the sign function (1 for positive values, Ϫ1 for negative values, and 0 for 0). By applying the same normalization as in Equation 5, the noise correlation index equals ͉c͉, which is identical to the absolute value of Pearson's correlation coefficient. Moreover, by substituting the value of u 1 for N ϭ 2 into Equation 6 and after some mathematical simplifications, the noise direction can be expressed as follows:
Accordingly, for the special case of two neurons, the noise correlation index is identical to the absolute value of the Pearson's correlation coefficient, and noise direction determines the polarity of the correlation. Figure 9c empirically illustrates this relationship. All of the aforementioned equations can be generalized to the cases where the covariance matrix is not full rank simply by removing the rows and columns of singularity from the covariance matrix C. These rows and columns correspond to the neurons with zero average spike counts, and hence zero variability and covariability with any other neurons.
In Figure 9d , the noise correlation index was calculated separately for the neuronal populations recorded in each session (1) (2) (3) (4) (5) (6) (7) (8) . This analysis includes both single-unit and multiunit recordings. The average value of 250 trial-shuffled noise correlation indices was subtracted from the data. Shuffling the order of trials for a given population decorrelates the neuronal responses.
We calculated the expected value of noise direction of an uncorrelated neuronal population in the N-dimensional space, as follows. Since the direction is measured with respect to the diagonal line, it varies between 0 and . After shuffling, the probability distribution of the eigenvectors is uniform on the surface area of a half N-dimensional hyper-sphere of unit radius centered around the diagonal line. Thus the expected value of the noise direction, denoted by , can be expressed as
where S n (r) is the surface area of an n-dimensional hypersphere with radius r. Here the numerator is the element of surface area on the N-dimensional hypersphere at angle with respect to the diagonal line, which forms an (N Ϫ 1)-dimensional hyper-sphere with radius sin. The Spike rate is calculated in a 5ms long bin that slides in 1 ms steps.
surface area S n (r) is calculated by the following formula (Sommerville, 1958) :
where ⌫ denotes the Gamma function. Substituting the surface areas in Equation 9 yields:
This integration can be expressed in terms of generalized hyper-geometric function 3 F 2 . In a two-dimensional space equals 45°, while in three-dimensional space is equal to 1 radian or 57.3°. For an eight-dimensional space, is equal to 72.6°. As the number of dimensions increases, the value of tends toward 90°.
Results
Using a 32 channel (eight electrodes per four shanks) probe (Fig. 1a) , we simultaneously sampled multiple neuronal responses from rat barrel cortex under urethane anesthesia. A piezoelectric wafer vibrated the principal contralateral whisker that corresponded to the recording site. Stimuli were a brief (250 ms) adaptation stimulus of sinusoidal vibration followed by a half-cycle (6.25 ms) pause and a single sinusoidal cycle of test stimulation (12.5 ms). We used three blocked adaptation amplitudes (0, 6, and 12 m) and twelve test amplitudes (0 to 33 m, in 3 m steps); each repeated 100 times. Each block was preceded by 5 s of continuous presentation of the adaptor. A sample of stimulus blocks is shown in Figure 1a ; the traces in the red, green, and blue boxes correspond to blocks of 0, 6, and 12 m adaptation stimuli. This color convention will be used henceforth. Figure 1b illustrates the responses of a typical single neuron to a 30 m amplitude test stimulus in each of the three adaptation conditions. The neuronal activity measure that is most commonly used in sensory coding and behavior is the whole-stimulus spike count (Britten et al., 1992) . To investigate the effect of adaptation on the responses to the test stimuli, we calculated the evoked responses in a 50 ms window poststimulus onset (rectangles in Fig.  1b ). Previous recordings from barrel cortex have revealed that most of the information about vibration stimuli is transmitted within this time window . All of following analyses therefore focus on the spike counts measured within this window. Figure 2a shows the average spike count across 100 trials as a function of test amplitude for the example neuron from Figure 1 9.3, and 18.7 m for the 0, 6, and 12 m adaptors, respectively. M 50 identifies the informative portion of the response curve because small changes in test amplitude result in large changes in response. For this neuron, M 50 remained systematically above the adapting stimulus amplitude. This motif was repeated when we looked at the population activity across sessions, as shown in Figure 2b . To quantify lateral shift in the response function of cortical neurons, for every recording we defined threshold as the lowest stimulus magnitude to which the neuronal response was significantly different from the baseline activity at each adaptation state (Wilcoxon rank-sum test with p values Ͻ 0.05). Figure 2c ,d show the distribution of neuronal thresholds separately for single units and clusters of multiunits. For all adaptation conditions, 67 single units out of 73, and 81 multiunits out of 86 had a threshold within the range of the stimuli we applied. Overall, 81% of units whose threshold was lower than the adaptor raised their threshold to above the adaptor after adaptation to 6 m vibration. Likewise, 94% of units whose threshold was lower than the adaptor raised their threshold to above the adaptor after adaptation to 12 m vibration. Figure 2e plots the box and whisker representation of the M 50 values for all valid fits (only neurons which reached saturation within the range of the stimulus set were included; see Materials and Methods). For both single unit and multiunit recordings we found that nearly all M 50 values were above the adaptation amplitudes. In comparison, Figure 2f demonstrates that the maximum response (i.e., the asymptote of the fitted function) of the same neurons was not systematically affected by adaptation.
Adaptation causes a lateral shift in neuronal response function

Adaptation increases overall neuronal response variability
Given identical stimulation, the response of each neuron exhibits random variability from trial to trial. The quality of neural coding efficacy and response fidelity prominently depends upon this stochastic neuronal variability. Fano factor, defined as the ratio of the variance of neuronal responses to their average, is a measure of neuronal response reliability; the higher the Fano factor, the less reliable the neuronal coding. To quantify coding reliability at the level of individual neurons, we calculated neuronal response Fano factor for every stimulus amplitude at each adaptation state. The Fano factor of single units and multiunit clusters of neurons decreased in a nonlinear manner as the stimulus amplitude increased, as shown in factor dropped from 1.2 to a plateau of 0.9, describing a change in the stochasticity of the firing regime from supra-Poisson to sub-Poisson (Fig. 3a) . In the case of clusters of multiunits, Fano factor dropped from 1.6 to a plateau of 1.0 (Fig. 3b ). Adaptation caused a rightward shift in the Fano factor profile; the stimulus amplitude at which Fano factor began to drop was proportional to the amplitude of the adapting stimulus. Figure 3c ,d characterize neuronal variability in terms of neuronal firing rate rather than stimulus amplitude. While the average firing rate decreased with adaptor amplitude, the average Fano factor increased ( Fig.  3c,d ; see vertical and horizontal lines). Fano factor exhibited an inverse proportionality with respect to firing rate. Linear regression analysis indicated that a linear function well-characterized the relationship between neuronal firing rate and Fano factor for every adaptation state (r 2 Ͼ0.93; p Ͻ 10 Ϫ6 ). Although the distribution of data points in Figure 3c ,d differed across adaptation states, the relationship between firing rate and Fano factor was essentially independent of adaptation state (permutation test; p Ͼ 0.07 for all pairwise comparisons between adaptation states). Figure 3e plots the variance of the firing rate as a function of the mean firing rate. As expected, variance increased as the mean firing rate increased for both low and high firing rate regimes (the low firing rate regime is better visible in the right panel with the logarithmic axes). The drop in Fano factor as a function of firing rate (Fig. 3c,d ) thus indicates that the increase in mean firing rate outweighs the increase in variance.
To what extent does the negative dependency between Fano factor and neuronal response rate occur at the level of individual neurons? To address this question, we calculated the linear regression slope of Fano factor against z-scored firing rate across all stimulusadaptation conditions for every individual recording. Figure 3f demonstrates the histogram of linear regression slopes for individual recordings for each adaptation state. Over 84% of individual neurons and 88% of clusters of multiunits exhibit a negative regression slope. For over 85% of these neurons, the linear regression was significant (p Ͻ 0.05). These findings indicate that the effect of adaptation on single neuron response variability can be formulated in terms of the induced changes in the average firing rate.
Adaptation improves coding efficiency
Sensory judgments are usually made from single encounters with short durations of vibration stimulation (Adibi and Arabzadeh, 2011) . We asked how an ideal observer of neuronal responses could decode the stimuli using a single trial observation. We quantified the mutual information between a 3 m increase in test stimulus amplitude and the corresponding change in neuronal response. Figures 4a,b show the mutual information between neuronal responses and pairs of stimuli with 3 m amplitude difference. Consistent with the lateral shifts of response functions observed in Figure 2 , here the mutual information values were highest at and above the adapting amplitude. In addition, we quantified the information transmitted about the total stimulus set for each of the adaptation conditions (Fig. 4c) . A Wilcoxon signed-rank test revealed that the total stimulus set information was significantly higher for each of the two adapted conditions compared to the nonadapted one (p Ͻ 0.001). What are the mechanisms leading to enhanced coding efficiency? To address this question, we furthered the analysis by quantifying the mutual information between all possible stimulus pairs (n ϭ 66) and their corresponding neuronal responses. Figure 5 illustrates pairwise stimulus discriminability (in terms of mutual information) for single units (top left triangles) and multiunit clusters (bottom right triangles). Rows and columns indicate stimulus magnitude, and brightness entries give the information available between the two corresponding stimuli. For both single units and multiunit clusters, as the neurons adapt, low amplitude stimuli become less discriminable from each other while higher levels of discriminability become available within the intermediate range. This results in a net increase in the number of pairwise discriminations after adaptation. Across single units, mean number of significantly discriminable stimulus pairs (based on a permutation test for every stimulus pair and unit, p Ͻ 0.05) increased from 24.4 Ϯ 13.1 (mean Ϯ SD) in the nonadapted state to 31.0 Ϯ 13.0 and 32.2 Ϯ 13.4, respectively for the 6 and 12 m adaptation states. Likewise, for the multiunit clusters the mean number of significantly discriminable stimulus pairs was 29.0 Ϯ 12.5 (nonadapted), 35.6 Ϯ 11.9 (6 m adaptation), and 35.0 Ϯ 12.3 (12 m adaptation). This pattern of results is consistent with the lateral shift in the response function of neurons as established in Figure 2 .
Although adaptation increased the total information, the amount of information carried by individual neurons or by multiunit clusters remained relatively low compared to the stimulus entropy (log 2 2 ϭ 1 for pairwise comparisons, and log 2 12 ϭ 3.58 for comparisons within the whole stimulus set). We thus asked to what extent pooling the activity of multiple neurons increases the information transmitted. This is illustrated in Figure 6 ; pooling had a more pronounced effect for the two adapted conditions compared to the nonadapted condition. However, the surprising finding was that across all adaptation conditions, the effect of pooling was prominent for up to only about three single neurons (Fig. 6c) , and the gain in pooling was reduced thereafter. To what extent is this reduction in gain due to correlations in response variability across neurons?
Correlations in response variability across neurons
Previous research (Zohary et al., 1994; Reich et al., 2001; Averbeck et al., 2006) indicates that one hindrance to optimal stimulus encoding is correlations in neurons' trial-to-trial variability. When we compared the responses of two simultaneously recorded neurons (Fig. 7a) , it became evident that the neurons' responses covary within each stimulus level. We quantified the correlation in trial-to-trial variability in spike counts, i.e., noise correlation, by calculating the Pearson's correlation coefficient between neuronal pairs. Figure 7b plots the histogram of the correlation coefficient values across all simultaneously recorded neuronal pairs (if both are single units, n ϭ 245, upward bars; otherwise, n ϭ 1207, downward bars). Under all adaptation conditions and test stimuli, some neuronal pairs showed significant correlations (dark bars). However, the proportion of significantly correlated pairs decreased as test stimulus intensity increased. Furthermore, the stimulus intensity at which this proportion noticeably dropped depended on the adaptation condition. In the nonadapted condition even a low intensity stimulus (i.e., 6 m) caused a noticeable drop in the number of correlated pairs, while a higher intensity stimulus was needed to generate a similar drop for the adapted conditions. Figure 7c demonstrates that the mean correlation coefficient across all pairs of neuronal recordings declined as stimulus intensity increased. Adaptation caused a lateral shift in the profile of the correlation coefficients. Furthermore, correlation coefficients were inversely proportional to the average firing rate, as shown in Figure 7d . Linear regression analyses for each adaptation state revealed that this relationship was significant (all p values Ͻ 10 Ϫ5 and r 2 Ͼ 0.91), but there was little difference across adaptation conditions. This implies that adaptation changes the distribution of data points from a highly active, weakly correlated regime to a less active, more correlated regime (Fig. 7d, dashed lines) without affecting the relationship between average firing rate and correlations. This inverse proportionality was observed at the level of individual pairs, for 83.7% of single unit pairs and 79.2% of other possible pairs. Of these pairs, over 55.1 and 56.1% showed a significant negative regression slope ( p Ͻ 0.05) respectively (see insets in Fig. 7d) .
The cross-correlation analysis could not be applied to dimensions beyond two neurons. Therefore, we further scrutinized the covariability of multiple neurons with PCA. To do this, we consider the population response in a multidimensional space where each of the simultaneously recorded neurons in the population represents one dimension. As schematically illustrated in Figure 8a , each point in this space corresponds to the population response in a single trial. First the response variance is equalized across individual neurons by z-scoring their response within a stimulus and adaptation condition. Consequently, any stretch in the distribution of the data points reflects trial-to-trial covariations across the population. Randomly shuffling the order of trials across neurons is expected to remove the covariation and result in a spherical distribution (Fig. 8b) .
PCA is a mathematical procedure that allows us to characterize the shape of the population response distributions in terms of the amount of stretch and its direction. It converts the data into a set of values of linearly uncorrelated variables called principal components, with the first principal component capturing the maximum covariation in the data. In mathematical terms, the first eigenvalue of the z-scored neuronal spike-count covariance matrix, denoted by 1 , signifies the greatest co-variance of the data which lies on the first eigenvector of the covariance matrix (Fig. 8) . The value of 1 normalized to all eigenvalues quantifies the degree of the stretch in the data, and thus the strength of noise correlation. The first principal component direction indicates the "noise direction."
We first focus on eight simultaneously recorded single units as a specific population size. Five sessions contained eight single units or more and were therefore included in this analysis. Figure  9a shows the eight eigenvalues for each stimulus intensity sepa- rately under the three adaptation states. Here, normalized 1 captures most of the covariations in the neuronal responses. Removing noise correlation by shuffling the order of trials led to a significant drop in the value of normalized 1 as expected, but it did not affect the value of other eigenvalues. Furthermore, trial shuffling eliminated the dependency of normalized 1 on stimulus amplitude, as shown in Figure 9a , right panels. These observations confirm that the first eigenvalue captures the neuronal covariability or noise correlation. Figure 9b summarizes the joint effect of stimulus and adaptation on the normalized 1 . To directly quantify correlations, the shuffled values were subtracted from normalized 1 . The neuronal responses became more decorrelated with stimulus amplitude. Consistent with the crosscorrelation analysis, adaptation caused a lateral rightward shift in the profile of normalized 1 . We found that the direction of the noise correlation was close to the signal direction (Fig. 9b, inset) . The average direction of the noise in the shuffled set was 72.2°, which was consistent with the expected value of the angle of a random vector uniformly distributed on a hypersphere (72.6°) in an eight-dimensional space (see Materials and Methods).
How can one extend the PCA analysis to provide a direct comparison across populations of different sizes? The value of normalized 1 is biased by one over the number of neurons in the population (neuronal space dimensionality). To generalize the normalized 1 as a measure of noise correlation to populations with any arbitrary number of neurons, we rescaled the normalized 1 between 0 and 1 (see Materials and Methods). This new measure, called "noise correlation index," quantifies noise correlation within a population with any number of neurons.
To provide a simple validation of this analysis, Figure 9c compares the noise correlation index with Pearson's correlation coefficient for pairs of units. The comparison demonstrated an exact match between the values of both measures (as mathematically predicted), with the noise correlation angle, denoted by , indicating the polarity of correlation.
We employed this index to quantify noise correlation across all sessions with different population sizes. Figure 9d illustrates the noise correlation index as a function of stimulus amplitude for all adaptation states across sessions. In agreement with the results obtained in Figure 9b , the neuronal populations demonstrate a significant covariation or noise correlation. The noise correlation declined with increasing stimulus amplitude. Adaptation shifted the noise correlation profile to the right, leading to an increase in the neuronal noise correlation for stimuli at amplitudes around and below that of the adaptor.
Similar to the neuronal variability analysis, Figure 9e further characterizes noise correlations in terms of the average population firing rate. Noise correlation strength decreased with population firing rate. Linear regression analyses revealed that noise correlation is inversely proportional to population firing rate for all adaptation conditions (all p values Ͻ 0.001). Moreover, the relationship between noise correlation and firing rate remained unchanged across different states of adaptation (Fig. 9e) . Adaptation changed the neuronal operating regime to lower rates with higher correlated variability (horizontal and vertical lines in Fig.  9E ) without affecting the intrinsic covariability of any given response level.
The effect of noise correlation on neural coding efficiency As neuronal variability is positively correlated in the signal direction, we hypothesized that this correlation is detrimental to the transmission of information about the stimuli. To verify this, we recalculated the mutual information between the stimuli and neuronal responses after shuffling the order of trials. This shuffling eliminates the simultaneity and consequently the noise correlation without affecting the response of individual neurons. The presence of noise correlation reduced mutual information at all adaptation states, as shown in Figure 10a ,b. This reduction is more marked at larger pool sizes. Figure 10c quantifies the percentage increase in mutual information when the noise correlation is removed. Noise correlation affected the neural coding efficiency (in terms of mutual information) in the adapted states more than in the nonadapted case.
To quantify the information that could have potentially been carried by the population in the absence of noise correlation, we recalculated the mutual information for any possible number of decorrelated single units pooled together. For each pool size, the neurons were selected randomly from all recording sessions. Thus, in each population those neurons that were not recoded Figure 6 . Population coding efficiency. a, The mutual information in the 6 m adaptation state (ordinate) and nonadapted state (abscissa). Various population sizes within a session are connected with a line. Multiple levels of brightness are used for better visibility. For each population size, the information content of all possible selections of that size were averaged within session. Error bars indicate the standard error of means. b, As in a, but for 12 m adaptation state (ordinate) compared to the nonadapted state (abscissa). The y-axis is the same as the one in a. c, Mutual information between pooled single-unit responses and the total set of stimuli as a function of pool size. Different adaptation conditions are colored as per convention. Error bars are standard error of means across recording sessions. The data points after the break in the abscissa include multiunit clusters with the single-unit data to provide the full population response in each session. We estimate that these recordings consisted of between 17 and 45 single units.
simultaneously had no noise correlation. For those neurons in the population that were recorded simultaneously, if any, we shuffled the order of trials to eliminate the noise correlation. Figure 10d demonstrates the mutual information for each adaptation state versus the pool size. In the absence of noise correlation, coding efficiency was higher for the adapted states. The relationship between mutual information and pool size was highly nonlinear. For uncorrelated neurons, the mutual information continued to rise without reaching saturation, up to the maximum number of recorded neurons.
Discussion
Effect of adaptation on neuronal response function Efficient coding requires that tuning curves change, optimally mapping stimulus inputs to outputs. We found that sensory adaptation causes a lateral shift in the amplitude response function of neurons in rat barrel cortex while having no consistent effect on the dynamic range of their firing response. This finding is consistent with previous research in cat auditory nerve fibers (Wen et al., 2009 ), auditory midbrain (Dean et al., 2005 , and primary visual cortex (Durant et al., 2007) and in rat primary somatosensory cortex (Garcia-Lazaro et al., 2007) . Here, adaptation shifted the steepest part of the response function to amplitudes above that of the adaptor. In a sinusoidal deflection with fixed frequency, greater amplitude directly leads to greater speed. Previous electrophysiological studies revealed that barrel cortex neurons encode vibrations in terms of the speed of movement (Arabzadeh et al., 2003 . Our results suggest that the whisker system adapts to optimally encode not the baseline stimulus signal, but signal strengths greater than baseline. During whisking most whisker motion is imparted by the rat rather than by the environment; faster whisker displacements occur when the whis- kers catch on an object and are then released and can thus signal informative environmental features.
Effect of adaptation on neuronal response variability
The Fano factor of single-and multi-unit clusters of neurons decreased as the stimulus intensity increased (Fig. 3) . This drop is consistent with previous findings in visual area V4 (Cohen and Maunsell, 2009) and MT (Uka and DeAngelis, 2003; Osborne et al., 2004 ), premotor cortex (Churchland et al., 2006 , and superior temporal sulcus (Oram, 2011) of monkeys (for a detailed review see Churchland et al., 2010) . Adaptation caused a lateral shift in the Fano factor profile similar to that observed for the neuronal response function. However, the relationship between Fano factor and firing rate remained unchanged across different states of adaptation (Fig. 3c,d ). Adaptation thus transferred the neuronal operating regime to lower rates with higher variability (Fano factor) without affecting the intrinsic variability of any given response level.
Effect of adaptation on population response covariability
We found that at all levels of adaptation there is a positive correlation in "noise" between simultaneously recorded units (Fig. 7) . Applying principal component analysis to z-scored spike counts demonstrated a general drop in the noise correlation as a function of stimulus amplitude (Fig. 9) . Cortical neurons thus exhibited less correlation in variability when driven by external stimuli. Such stimulus-driven decorrelations have been reported in recent studies in monkey primary visual cortex (Kohn and Smith, 2005) and superior temporal sulcus (Oram, 2011) and in rat primary somatosensory (Ghim et al., 2008) and prefrontal (Ghim et al., 2011) cortices. Likewise, computer simulations of a recurrent neural network showed that stimulus-induced activity can suppress the intrinsic variability as measured in terms of eigenvalues of covariance matrix (Abbott et al., 2011) . The dependence of noise correlation on stimulus intensity could be explained based on changes in firing rate; as firing rate increased, noise correlation between cortical neurons decreased regardless of adaptation condition and stimulus intensity ( Fig. 7d and Fig.9e ). This is however at odds with the findings of de la Rocha et al. (2007) ; who demonstrated that increased firing rate led to a rise in the spike count correlation. This difference can be attributed to two factors. Firstly, de la Rocha and colleagues (de la Rocha et al., 2007 ) injected a correlated current into the soma to precisely simulate shared presynaptic inputs. In contrast, we recorded the activity of neurons in an interconnected network. It has been shown that inhibitory and excitatory connections and network dynamics affect the correlation of neuronal activity ( Hofer et al., 2011) . Secondly, the difference might be due to the nonlinearity of response functions. The suppressive nonlinearity in the response function of cortical neurons could decrease spike correlations (de la Rocha et al., 2007) ; spike correlation may not be apparent when neuronal responses saturate. Indeed, in our data as population response saturates (Fig. 2b) , there is a corresponding reduction in the noise correlation ( Fig. 7c and Fig.9d ).
Renart
Plotting noise correlation as a function of stimulus amplitude ( Fig. 7c and Fig.9d ) reveals a rightward shift following adaptation and thus an overall increase in the strength of noise correlation (most prominent at amplitudes lower than the adaptor). This finding is in conflict with a recent study demonstrating that adaptation reduced neuronal correlation in primary visual cortex and hence improved the efficiency of neuronal orientation dis- Dashed lines with triangles as marker indicate mutual information for the same neuronal responses, but now with a shuffled trial structure. Error bars are the standard error of means across eight recording sessions. c, The percentage improvement in mutual information after shuffling as a function of pool size. d, Mutual information between stimuli and pooled neuronal response across all sessions. Trials of the simultaneously recorded neurons were shuffled to remove noise correlation. For each population size, the information content of 1000 random selections of that size was averaged. This was done with the exception of the population sizes of 1, 72, and 73 neurons, where the number of possible selections was limited to 73, 73, and 1, respectively. The data points after the break in the abscissa includes multiunit clusters with the single-unit data to provide the full population response across all sessions (n ϭ 16). From the firing rates, we estimate that the total population consisted of ϳ215 single units.
criminability and population coding (Gutnisky and Dragoi, 2008) . This discrepancy can be attributed to the difference in the stimulus parameters applied in the latter study and ours. In that study (Gutnisky and Dragoi, 2008) , Gutnisky and Dragoi used fixed contrast sine-wave gratings at a range of orientations. Stimuli varying in orientation recruit different populations of orientation-tuned neurons. We, however, varied stimulus intensity; this recruits identical neuronal ensembles and predominantly affects the magnitude of the population response. Previous studies also showed that neuronal correlation in primary visual cortex is orientation independent (Zohary et al., 1994; Kohn and Smith, 2005) but contrast dependent (Kohn and Smith, 2005) . It thus remains unclear to what extent the modulation of neuronal correlation observed by Gutnisky and Dragoi (Gutnisky and Dragoi, 2008) is due to the difference between adapting and test stimulus orientations.
Effect of adaptation on neural coding efficiency
At the level of individual neurons and small clusters, our information theoretic analyses revealed that response adaptation shifts the efficient coding region to intensities above the adaptor intensity (Fig. 4a,b ) which is consistent with previous studies (Dean et al., 2005; Durant et al., 2007; Garcia-Lazaro et al., 2007; Wen et al., 2009) . Beyond a simple redistribution of resources, adaptation increased the overall mutual information between the whole stimulus set and neuronal responses (Fig. 4c) .
To quantify the effect of adaptation on population coding efficiency, it is crucial to incorporate neuronal response correlations. Previous studies have quantified the effect of noise correlation between "pairs" of neurons on the coding efficiency in retinal ganglion cells (Cafaro and Rieke, 2010) , rat vibrissa system (Petersen et al., 2001) , monkey and cat primary visual cortex (Gawne et al., 1996; Golledge et al., 2003) , monkey somatosensory cortex (Romo et al., 2003) , inferior temporal cortex (Gawne and Richmond, 1993; Rolls et al., 2003) , supplementary motor area (Averbeck and Lee, 2003; , and prefrontal cortex (Averbeck et al., 2003) . Because of their focus on pairs of neurons, these studies reported a relatively small effect of noise correlation on neural coding (but see Averbeck and Lee, 2006) . However, other studies revealed that strongly correlated populations can appear weak when correlation is quantified at the level of pairs of neurons (Schneidman et al., 2006) and that such correlations can significantly degrade neural decoding performances if neglected (Graf et al., 2011) .
Theoretical studies indicate that noise correlation could either increase or decrease the amount of information, depending on the relative direction of signal and noise correlations (Johnson, 1980; Oram et al., 1998; Panzeri et al., 1999) . We characterized the effect of noise for neuronal ensembles of 3-11 single neurons and for multiunit clusters of up to 45 neurons. The direction of noise and signal correlations was similar; thus, noise correlation was detrimental to the neuronal information content. This was further confirmed by information theoretic analysis comparing the shuffled trial structures with the actual recorded trials (Fig. 10) .
We found that adaptation-induced noise correlation reduces the population information content at stimulus intensities lower than that of the adaptor and hence degrades population coding efficiency. The detrimental effect of noise correlations on the information content of the population responses increased as the population size increased, reducing the information gained for each new addition to the pool (Fig. 10b) . This impairment is greater under adaptation and can reduce the information content by 50% for a large population (Fig. 10c) . This observation is consistent with previous theoretical studies showing a plateau in the information content of correlated populations (Zohary et al., 1994; Abbott and Dayan, 1999; Sompolinsky et al., 2001; Wilke and Eurich, 2002; Schneidman et al., 2006) . However, in our study the adaptation-induced improvement in coding efficiency at the level of single neurons outweighed the detrimental effect of noise correlations across neurons such that under adaptation the total information content of the neural population responses surpassed that of the nonadapted case. The enhancement in population coding efficiency by sensory adaptation is achieved at reduced metabolic cost because of the adaptation-induced drop in population response (Laughlin et al., 1998; Niven and Laughlin, 2008) .
Recently, there has been rapid progress in understanding the behavioral capacities that are supported by the whisker sensory system, such as how cortical neurons efficiently represent key aspects of the animals' environment like object location (Ahissar and Knutsen, 2008) and surface texture (Diamond et al., 2008a) . Vibro-tactile detection and discrimination provide another behavioral task at which rats excel (Adibi and Arabzadeh, 2011 ). An interesting question for future experiments is to directly test the behavioral consequences of sensory adaptation using vibrotactile discrimination paradigms.
