Hidden Markov Models
Compiled from various resources Introduction • Often we are interested in finding patterns that occur over time (t =0,1,2…). Markov Assumption -The current state only depends on the previous n state. • First order, n = 1, second order n = 2, …etc. • Transition probabilities can be written in a transition matrix.
• Need to know the initial state, or probability of initial state. 
Probability of a Sequence
What is the probability of a sequence of states? i.e. (Sunny, Sunny, Cloudy, Rainy, Sunny) Let X = the sequence of states. P(X) = (x 4 , x 3 , x 2 , x 1 , x 0 ).
Conditional Probability (Lecture 7), P(X,Y) = P(X|Y)P(Y) P(X) = P(x 4 | x 3 , x 2 , x 1 , x 0 )*P(x 3 , x 2 , x 1 , x 0 ) By repeating, we can reduce it to P(X) = P(x 4 | x 3 , x 2 , x 1 , x 0 ) * P(x 3 | x 2 , x 1 , x 0 ) * P(x 2 | x 1 ,x 0 ) * P(x 1 | x 0 ) * P(x 0 ).
One of the key assumptions of the Markov chain is that the probability of state q t depends only on q t-1 . Therefore, P(X) = P(x 4 | x 3 ) * P(x 3 | x 2 ) * P(x 2 | x 1 ) * P(x 1 | x 0 ) * P(x 0 ) using the transition matrix, P(X) = P(x 0 ) a i-1,I Therefore, given transition matrix A from weather example, the probability of (Sunny, Sunny, Cloudy, Rainy, Rainy) = 1.0 * 0.5 * 0.25 * 0.25 * 0.375 = 0.0117
Background: In the human genome, wherever the dinucleotide CpG occurs (CpG is a notation to distinguish it from the C-G base pair across the two strands). The C nucleotide is usually modified by methylation. There is a relatively high chance that the C will mutate to a T. Therefore, CpG dinucleotides are rarer in the genome than would be expected by chance. When the CpG dinucleotides are in the promoter region of a gene, the methylation process is suppressed. In the promoter regions you see more CpG dinucleotides than elsewhere. Such places are referred to as CpG islands and are typically a few hundred to a few thousand bases long.
Question : Given a short stretch of a genomic sequence, could you determine if it comes from a CpG island?
First set up the model for the Markov chain. It would look like Figure 4 . From a set of human DNA sequences, a set of 48 alleged CpG islands were extracted. Derived two Markov chain models, one for the regions labeled CpG islands (the "+" model) and another for the remainder of the sequence (the "-" model).
The transition probabilities for each model were set using the Maximum Likelihood Estimation.
Where c st is the number of times t followed the letter s. 
And its analogue

Log Odds Ratio
Suppose the probability of event A is not equal to 1. P(A) 1.
Then the odds of A = P(A)/(1 -P(A)) i.e. If we have a biased coin such that when flipped P(head) = 2/3 and P(tail) = 1/3 then the odds of throwing a head = 2/3 / 1/3 = 2 therefore, the probability of landing a head is twice as likely has landing a tail.
Now say we had two coins and only on of them is biased. P(head | biased) = 2/3 and P(tail | biased) = 1/3 P(head | normal) = 1/2 and P(tail | normal) = 1/2
The odds ratio for heads = odds(heads | biased) / odds(heads | normal) = 2/1 = 2 The odds ratio for tails = 1/3 / 1/2 = = 2/3 How to interpret?
The further away the odds ratio is from 1, the higher the association between the two variables. The closer to 1, the more independent the two variables are. NOTICE: The odds ratio can take on values from 0 to infinity. The value 1 is highly skewed towards zero. ( .1 and 10 indicate similar degrees of association but .1 is closer to 1).
By taking the log, the 0 value is stretched to negative infinity. Now testing for independence boils down to testing whether the log-odds ratio is zero or not.
Question 1
Given a short stretch of a genomic sequence, could you determine if it comes from a CpG island? 
Transition Matrix for Discrimination
The log odds ratio S(X) = S(X) =
The two "+" and "-" model matrices can be combined by the above equation. Hidden Markov Model (HMM)
• Formally, a HMM is defined by an alphabet of emitted symbols , a set of (hidden) states Q, a matrix of state transition probability A, and a matrix of emission probabilities E. • A path π is a sequence of states.
• The interesting problems in HMM include -Decoding problem-find an optimal hidden path given an observation
• Example in class.
The Trellis
Parameters of an HMM 
Forward Probabilities
• What is the probability that, given an HMM , at time t the state is i and the partial observation o 1 … o t has been generated?
Forward Algorithm
• Initialization:
• Induction:
• Termination:
Forward Algorithm Complexity
• In the naïve approach to solving problem 1 it takes on the order of 2T*N T computations • The forward algorithm takes on the order of N 2 T computations Backward Probabilities
• Analogous to the forward probability, just in the other direction • What is the probability that given an HMM and given the state at time t is i, the partial observation o t+1 … o T is generated?
Backward Algorithm
• Termination: 
• Read out path:
Problem 3: Learning • Up to now we've assumed that we know the underlying model • Often these parameters are estimated on annotated training data, which has two drawbacks:
-Annotation is difficult and/or expensive -Training data is different from the current data
• We want to maximize the parameters with respect to the current data, i.e., we're looking for a model , such that
Problem 3: Learning • Unfortunately, there is no known way to analytically find a global maximum, i.e., a model , such that • But it is possible to find a local maximum • Given an initial model , we can always find a model , such that
Parameter Re-estimation • Use the forward-backward (or Baum-Welch) algorithm, which is a hill-climbing algorithm • Using an initial parameter instantiation, the forward-backward algorithm iteratively reestimates the parameters and improves the probability that given observation are generated by the new parameters Parameter Re-estimation • Three parameters need to be reestimated:
-Initial state distribution: -Transition probabilities: a i,j -Emission probabilities:
Re-estimating Transition Probabilities
• What's the probability of being in state s i at time t and going to state s j , given the current model and parameters?
Re-estimating Transition Probabilities • The intuition behind the re-estimation equation for transition probabilities is 
As the probability of being in state s i , given the complete observation O
• We can say:
Review of Probabilities
• Forward probability:
The probability of being in state s i , given the partial observation o 1 ,…,o t • Backward probability:
The probability of being in state s i , given the partial observation o t+1 ,…,o T • Transition probability:
The probability of going from state s i , to state s j , given the complete observation o 1 ,…,o T • State probability:
The probability of being in state s i , given the complete
Re-estimating Initial State Probabilities • Initial state distribution: is the probability that s i is a start state • Re-estimation is easy:
• Formally: Gives the probability of the weather given the air pressure.
Hidden Markov Model
What is hidden is the underlying Markov chain that is causing our observation. 
Regular Expressions
• Widely used in many programs, expecially those on Unix: awk, grep, sed, and perl.
-Used for searching text files for a pattern. Eg. Search for all files that contain "C.elegans" or "Caenorhabditis elegans" with regular expression:
% grep "C[\.a-z]* elegans" -This matches any line containing a C followed by any number of lower case letters or ".", then a space, and then "elegans". Can represent the multiple sequence alignment as a HMM!! by defining a box is as a "match state", and a box above the other states as an insertion. This is called a "profile HMM". From match state 3, 3 out of 5 go into insert state. There are a total of 5 insertions in the insert state. Of those 5, three of them go to match state 4 the other 2 go back into an insertion. • The probability relies heavily on the length of the sequence.
Profile HMM's
A C A ---A T G T C A A C T A T C A C A C --A G C A G A ---A T C A C C G --A T C
A Simple Profile HMM
A C A ---A T G T C A A C T A T C A C A C --A G C A G A ---A T C A C C G --A T C
• Probability is not a good number for a score. • Use log-odds ratio: ln(observed/random) The random model is that the sequences are random strings of nucleotides.
-the probability of a sequence of length L is 0.25 L Logarithm has the base e (2.7256) 
