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Implicit renewal theory for exponential
functionals of Lévy processes
Jonas ARISTA∗& Víctor M. RIVERO †
Abstract
We establish a new functional relation for the probability density func-
tion of the exponential functional of a Lévy process, which allows to sig-
nificantly simplify the techniques commonly used in the study of these
random variables and hence provide quick proofs of known results, derive
new results, as well as sharpening known estimates for the distribution.
We apply this formula to provide another look to the Wiener-Hopf type
factorisation for exponential functionals obtained in a series of papers by
Pardo, Patie and Savov, derive new identities in law, and to describe the
behaviour of the tail distribution at infinity and of the distribution at zero
in a rather large set of situations.
Keywords: Lévy processes, exponential functionals, factorisations in law, re-
newal equation, tail asymptotics
Mathematics subject classification: 60 G 51, 60 J 55
1 Introduction and main results
Let ξ be a real valued Lévy process killed at an independent exponential time of
parameter q ≥ 0, and assume that the cemetery state is −∞. By ζ we denote its
lifetime ζ = inf{t > 0 : ξt = −∞}. The characteristic exponent of ξ is denoted
by Ψ : R→ C, and it is given by
E
(
eiλξ1 , 1 < ζ
)
= exp{−tΨ(λ)},
with
Ψ(λ) = q + aiλ+
Q2λ2
2
+
∫
R \{0}
(1− eiλx − iλx1{|x|<1})Π(dx), λ ∈ R,
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and q ≥ 0 is the killing rate, a the linear term, Q the Gaussian term and Π its
Lévy measure. We call (q, a,Q,Π) the characteristic quadruplet of ξ. We will
assume that either q > 0, that is the process jumps to its cemetery state −∞
in a finite time or q = 0 and limt→∞ ξt = −∞ a.s.
According to Theorem 1 in [12] these are only cases under which the expo-
nential functional associated to ξ
I :=
∫ ζ
0
exp{ξs}ds, (1)
is finite a.s. Furthermore, in [8] and [50] it has been proved that its probability
distribution admits a density, say k.
It is important to mention that in the existing litterature the exponential
functional is also defined as the r.v.
∫ ζ
0
exp{−Xs}ds, with X a Lévy process
that either has a finite lifetime or has an infinite lifetime and drifts towards
∞, as in [12]. As there is no a agreement about which is the more convenient
notation to take, we will stick to the former notation because we believe that it
has the advantage of not involving a negative sign in many computations. When
necessary we will add a subindex to point out the dependence in the underlying
Lévy process ξ, namely , Iξ, will also stand for
∫ ζ
0
exp{ξs}ds.
The exponential functionals of a Lévy processes have become a key ob-
ject in stochastic modelling, for instance one founds these r.v. in the follow-
ing areas: random algorithms [30], composition structures [27, 26], generalized
Ornstein-Uhlenbeck processes [43], finance [65], financial time series [36], pop-
ulation dynamics [23] and [45], random media [60], risk theory [22] and [25],
self-similar fragmentation theory [5] and [9], self-similar Markov processes the-
ory [12, 16, 37, 40, 19, 49], self-similar branching processes [41] and [51], random
networks [34], telecommunications [30], quantum mechanics [20] and many oth-
ers, see e.g. [12].
Determining the explicit distribution for exponential functionals is in gen-
eral a difficult problem and, because of its importance, the obtainment of dis-
tributional properties, providing tools for characterising its law or asymptotic
behaviour of its distribution has been at the source of many researches in the
last two decades. Most of this activity was ignited by the seminal paper by Car-
mona, Petit and Yor [17] were a systematic study of these r.v. has been started
and various properties have been established. A thorough review by Bertoin
and Yor [12] includes many of the available tools for the study of exponential
functionals, some other that partially update this review will be given along the
text.
To start our exposition we recall the integro-differential equation obtained
by Carmona, Petit and Yor [17], see also [12]. That equation establishes that if
ξ has an infinite lifetime, its jump part has bounded variation,∫
x>1
xΠ
+
(x)dx <∞, with Π
+
(x) = Π(x,∞), Π
−
(x) = Π(−∞,−x), x > 0,
and E(|ξ1|) < ∞, then the law of I has a density, say k, which is the unique
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probability density function that solves the equation
−
σ2
2
d
dx
(
x2k(x)
)
+
((
σ2
2
+ a
)
x+ 1
)
k(x)
=
∫ ∞
x
Π
−
(log(u/x))k(u)du −
∫ x
0
Π
+
(log(x/u))k(u)du, x > 0.
(2)
This equation has been extended to exponential functionals of bivariate Lévy
processes, see [48], [2] and the references therein. In general, it is difficult to
extract from it an explicit formula for the density, although it has been success-
fully used in determining the asymptotic behaviour at zero of the distribution
of I, as well as its tail distribution, in the case where ξ is the negative of a
subordinator, see [50] and [31], respectively.
The reader familiar with the theory of Lévy process might have observed
that the formula in (2) is closely related to the infinitesimal generator of ξ. Our
main result establishes a dual formula, in the sense that it is given in terms
of the potential measure of ξ, which, by standard Markov processes theory, is
known to be the inverse operator of the infinitesimal generator.
Theorem 1. Let U(dy) be the renewal or potential measure of ξ,
U(dy) = E
(∫ ζ
0
dt1{ξt∈dy}
)
, y ∈ R .
The probability density function of the exponential functional I, say k, satisfies∫ ∞
t
k(s)ds =
∫
R
k(te−y)U(dy), a.e. t on (0,∞). (3)
In the particular case where ξ is the negative of a subordinator the validity
of the identity (3) has been established in [50] using an identification of the
moments of I. The proof here uses a different and elementary argument, see
Section 2. Our argument is also unrelated to the one used by Carmona et al.
in establishing (2); they shrewdly use that the law of the exponential functional
of a Lévy process arises as the invariant law of an Ornstein-Uhlenbeck type
process.
The purpose of this paper is to explain how the identity in Theorem 1 allows
to simplify some of the techniques commonly used and hence provide quick
proofs of known results, obtain new results, as well as in some cases sharpening
known estimates for the distribution.
As a first consequence of the above identity (3) we obtain, by integrating in
both sides with respect to βtβ−1dt on (0,∞) with β ∈ C, ℜβ > 0, β 6= 0, the
following corollary.
Corollary 1. Let C be the set defined by
C :=
{
λ ∈ C : ℜλ > 0 and |E
[
eλξ1
]
| < 1
}
,
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and denote still by Ψ the analytic extension of the characteristic exponent of ξ
on C. The following identity holds true for all β ∈ C,
E(Iβ) =
β
Ψ(−iβ)
E(Iβ−1).
Some versions of this result have been obtained for instance in [17], [44], [58],
[38].
Proof. The proof is indeed elementary but needs the remark that since we are
assuming that the Lévy process either has a finite lifetime or drifts towards −∞
we have that the measure U is σ-finite and for λ ∈ C,∫
R
eλyU(dy) =
1
Ψ(−iλ)
, λ 6= 0;
see e.g. [4] Chapter I.
We recall that the name of renewal measure for U is justified by the fact
that it is the renewal measure associated to the distribution function F (dx) =
P(ξe ∈ dx), with e an independent exponential random variable of parameter 1.
Indeed, the monotone convergence theorem implies that the following equality
of measures holds∑
n≥1
F ∗n(dx) =
∑
n≥1
∫ ∞
0
dte−t
tn−1
Γ(n)
P(ξt ∈ dx)
=
∫ ∞
0
dt
∑
n≥1
e−t
tn−1
(n− 1)!
P(ξt ∈ dx) = U(dx). (4)
So, as an immediate consequence of the identity (3) is that it opens the gate
to the use of the renewal theory for the study of the distribution of I. The
possibility of applying renewal theory to the study of exponential functionals
was indirectly known from the paper by Goldie [28], where, for perpetuities,
renewal sequences are built to study its tail distribution. That I is an example
of a perpetuity is a consequence of the strong Markov property of the Lévy
process ξ. Indeed, to verify that there exists r.v. (Q,M) independent of I˜, a
copy of I, such that the equality in law
I
Law
= Q+MI˜, (5)
holds, it suffices to take Q =
∫ 1
0
exp{ξs}ds, M = exp{ξ1}1{1<ζ}, write the
exponential functional as
I = Q+M
∫ ∞
0
exp{ξ1+s − ξ1}1{1+s<ζ}ds;
and apply the property of independent and stationary increments of ξ. This
can also be seen in [12] Section 4.3. Albeit more specific, the advantage of our
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approach over Goldie’s is two fold. First the connection with renewal measures
is transparent, and second, our identity allows to describe both the behaviour of
the tail distribution at infinity and that of the distribution at 0 as well to derive
new identities in law. Below we will describe some of the results that can be
obtained, but before we will make a digression to recall some notions and facts
from the fluctuation theory of Lévy processes. For background we refer to [4],
[21] and [40], from where most of the results quoted below have been extracted.
1.1 Some facts from fluctuation theory
We denote by H = (Ht, t ≥ 0), Ĥ = (Ĥt, t ≥ 0), the upward, resp. downward,
ladder height process of ξ. H and Ĥ are subordinators, that is a non-decreasing
Lévy processes. We will denote by (κ(q, 0), b,ΠH), respectively (κ̂(q, 0), b̂,ΠĤ),
the killing, drift and Lévy measure of H and Ĥ respectively. The Laplace
exponent ofH, respectively Ĥ, will be denoted by κ(q, ·) and κ̂(q, ·), respectively,
and it can be expressed as
κ(q, λ) = − logE
(
e−λH1
)
= κ(q, 0)+ bλ+
∫
(0,∞)
(1− exp{−λx})ΠH(dx), λ ≥ 0,
and a similar formula holds for κ̂(q, ·). Since we are assuming that either ξ drifts
to −∞ or has a finite lifetime, H has a finite lifetime, equivalently κ(q, 0) > 0,
and Ĥ has a finite lifetime if and only if ξ has an finite lifetime.
The celebrated Wiener-Hopf factorisation, in its Fourier transform represen-
tation, establishes the equalities
q
Ψ(λ)
=
κ(q, 0)
κ(q,−iλ)
κ̂(q, 0)
κ̂(q, iλ)
, q = cκ(q, 0)κ̂(q, 0), λ ∈ R, q ≥ 0, (6)
for a constant c > 0. This important factorisation is at the root of the develop-
ment of the fluctuation theory of Lévy processes and can be expressed in many
other equivalent forms. One of them, obtained by Fourier inversion, ensures that
the renewal measure U can be decomposed in terms of the renewal measures of
H, and Ĥ,
VH(dy) = E
(∫ ∞
0
dt1{Ht∈dy}
)
, VĤ(dy) = E
(∫ ∞
0
dt1{Ĥt∈dy}
)
, y ≥ 0,
by means of the formula∫
R
U(dy)f(y) = K
∫
[0,∞)
∫
[0,∞)
VH(du)VĤ(dv)f(u − v), (7)
for every f : R → R measurable and bounded, and 0 < K < ∞ is a fixed
constant, whose value depends only on the normalisation of the local time at
the supremum and infimum of ξ, and we can assume w.l.o.g. that K = 1.
Moreover, since H has finite lifetime, the measure VH is a finite measure and
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furthermore the law of the overall supremum of ξ, ξ∞ = sup0≤s<ζ ξs, is given
by
P(ξ∞ ∈ dy) = κ(q, 0)VH(dy), y ≥ 0. (8)
In this notation the equation (3) can be expressed as
P(I > t) =
∫
[0,∞)
P(ξ∞ ∈ dy)L(te
−y), t > 0, (9)
with
L(s) :=
1
κ(q, 0)
∫
[0,∞
VĤ(dz)h(se
z), s > 0.
The latter equation is at the root of the identity (11) below.
If moreover, ξ has a finite lifetime, that is q > 0, then also κ̂(q, 0) > 0 and
by duality the law of ξ
∞
= − inf0≤s<ζ ξs, is given by
P(ξ
∞
∈ dy) = κ̂(q, 0)VĤ(dy), y ≥ 0.
In that case the equation (3) reads
κ(q, 0)κ̂(q, 0)P(I > t) = E
(
k(t exp{ξ
∞
− ξ∞})
)
, t ≥ 0,
where ξ
∞
and ξ∞ are taken as independent copies of the overall supremum
and infimum. Another version of the Wiener-Hopf factorisation, obtained by
Vigon [63], establishes a relation between the measures Π, ΠH and VĤ , see the
Section 5.3 in [21] or Theorem 6.22 in [40] for a precise statement.
1.2 Distributional identities
In what follows we aim at deriving from our key identity further distributional
identities for exponential functionals, and in particular to provide an alternative
approach to the factorisation identity obtained by Pardo, Patie and Savov [48]
and Patie and Savov [52] and [53]. To describe that factorization we require a
key result obtained by Bertoin and Yor in [10], see also Theorem 2 in [12].
Lemma 1. Assume that ξ = −σ, with σ a possibly killed subordinator with
Laplace exponent φ,
φ(λ) = − logE (exp{−λσ1}, 1 < ζ) , λ ≥ 0;
and take I−σ :=
∫∞
0 e
−σsds. There exists a random variable Rσ whose law is
determined by its entire moments, which satisfy the recurrence relation
E(Rλσ) = φ(λ)E(R
λ−1
σ ), λ > 0.
The identity is true in the limit sense if λ = 0. In particular,
E(Rnσ) =
n∏
k=1
φ(k), n ∈ N .
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If Rσ and I−σ are taken independent then
RσI−σ
Law
= e1,
with e1 an exponential random variable of parameter 1. The random variable Rσ
is called the residual exponential functional associated to the subordinator
σ.
Hereafter and unless otherwise stated, for a pair non-negative r.v.
(X,Y ) in a product XY, we will assume that there is independence of
the factors.
We have now all the elements to state the striking Wiener-Hopf type factori-
sation for I, (10) below, obtained in [48], [52] and [53]; which is the first main
instance where we would like apply Theorem 1 to contribute to the understand-
ing of the law of the exponential functional I. More precisely, we add to that
factorisation the identity (11), suggested by (8). These will be very useful in
deriving the asymptotic behaviour of the distribution of I in the forthcoming
Theorems 4 and 5.
Theorem 2. Let RH the residual exponential functional associated to the up-
ward ladder height subordinator H and I−Ĥ the exponential functional of the
negative of the downward ladder height Ĥ. Assume I−Ĥ and RH are indepen-
dent. We have E(R−1H ) = (κ(q, 0))
−1 and the random variable, JH , whose law
is defined by
P(JH ∈ dy) = κ(q, 0)y P
(
1
RH
∈ dy
)
, y ≥ 0,
is such that
I
Law
= JHI−Ĥ . (10)
Furthermore, we have the identities
JH
Law
= eξ∞
1
RH
, I
Law
= eξ∞
I−Ĥ
RH
. (11)
We are sure that the large potential of applicability of this factorisation will
be demonstrated in a near future, as it gives the possibility of deriving prop-
erties of exponential functionals using exponential and remainer exponential
functionals of subordinators, which are in general simpler objects. In [53] the
factorisation has been used to provide a formula for the Mellin transform of I
and in [54] it has been used to obtain spectral decompositions of the semigroup
of self-similar Markov and related processes. In the sequel we would like to
point out a few other consequences of it.
The identity (11) readily implies the finiteness of some negative moments of
I.
Corollary 2. One has
E(I−δ) <∞, ∀δ ∈ (0, 1).
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This result can be useful in applying the recurrence in Corollary 1. Indeed,
it follows from the latter and former Corollaries that for δ > 0, E
(
Iδ
)
< ∞ if
and only if E (exp{δξ1}, 1 < ζ) < 1. This fact was proved in [58]. The latter
Corollary also gives evidence of an at least linear behaviour near zero for the
distribution of I, as it will be seen later, as a consequence of Theorem 6.
Proof of Corollary 2. Indeed, using that RH has entire moments of any order
it is enough to justify that for any δ ∈ (0, 1), we have E(I−δ
−Ĥ
) < ∞. But this
is a straightforward consequence of the factorisation in Lemma 1 and that the
exponential r.v. has moments of order −δ for any δ ∈ (0, 1).
Moreover, one also sees that the finiteness of the moments of negative (resp.
positive) order of I depend only on those of I−Ĥ (resp. of RH). This suggests a
decomposition of the support of the law of I, justifying the name Wiener-Hopf
factorisation for the result in Theorem 2.
Furthermore, the equation (10) and Lemma 1 imply that if we take inde-
pendent copies of I, RĤ , e1 and JH , then the r.v. IRĤ has the same law as
e1 JH . As a consequence the law of IRĤ has a completely monotone density.
This elementary remark allow us to easily establish the existence claim in the
following Theorem. The uniqueness will be obtained as a further consequence
of equation (3).
Theorem 3. The pdf of I, say k, solves the equation (3) and it is such that the
mapping
t 7→ E
(
k
(
t
RĤ
)
1
RĤ
)
, t > 0,
defines a completely monotone density function with limit 1κ(q,0) at 0, viz.
lim
t→0
E
(
k
(
t
RĤ
)
1
RĤ
)
=
1
κ(q, 0)
.
Furthermore, any other pdf with these properties equals k a.e.
The proof of Theorem 3 will be given in Section 2 after we establish some
auxiliary results for exponential and remainder exponential functionals of sub-
ordinators in subsection 2.1. We will see that this result can be obtained as a
corollary to the forthcoming Proposition 2, to come, whose proof we find par-
ticularly interesting because it exploits, in a probabilistic manner, the recursive
nature of our main identity (3). Furthermore, Theorem 3 partially settles the
natural question of determining whether there is an unique solution to the equa-
tion (3). We conjecture that the answer is positive in general, in the sense that
if two density functions do satisfy the equation then they should be equal a.e.
1.3 Estimates for the distribution of I
We will now describe some results with respect to the behaviour at infinity, then
at zero, of the distribution of I that can be deduced from the identities in law
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in Theorem 2. The first part of our discussion will only concern the case where
ξ is not monotone, that is, it is not the negative of a subordinator. Notice that
this does not exclude the case where ξ is a killed subordinator, because such a
process has no monotone paths as it eventually jumps to its cemetery state −∞.
The reason why we exclude the monotone case from our present discussion is
that a detailed description of this case has been carried up in [31]. Thus, up to
further notice we assume that ξ is not monotone.
In the paper [58] it has been conjectured that the tail behaviour of the
distribution of I should satisfy that
P(log(I) > t) ∼ cP(sup
s>0
ξs > t), t→∞, (12)
for some constant c ∈ (0,∞). Which in turn is based on the heuristic that the
large values of I are due to the large values of exp{ξ∞}. The second identity in
law in Theorem 2 establishes that
I
Law
= eξ∞
I−Ĥ
RH
,
which implies that there is an even stronger relation between the large values
of I and those of the absolute supremum of ξ. Now, to study the asymptotic
behaviour of the tail distribution, the latter identity set us in the context of
determining when for independent random variables X and Y we have that
P(XY > t) ∼ C P(X > t), t→∞.
Which in a general setting has no solution because of the wide range of dis-
tributions that are involved. Nevertheless, in the context of heavy tails, and
motivated by Breiman’s [14] key result, in recent years very important results
have emerged that allow to give a precise answers when either tail distribution is
regularly varying, see e.g. [33]. For our ends those results will provide the nec-
essary tools to establish the above conjecture in the most common and tractable
case among those possible for exponential functionals of Lévy processes, that of
regular variation. According to the Theorem 4.1 in [29] the exponential func-
tionals of non-monotone Lévy process should at least have a power law tail
distribution. That is the content of the following Lemma, essentially lifted from
[29] .
Lemma 2. Let ξ be a non-monotone Lévy process and I =
∫∞
0 exp{ξs}ds. The
law of I has at least a power law (Pareto) tail:
lim inf
t→∞
logP(I > t)
log t
> −∞.
Proof. We have seen in the argument around (5) that I is a perpetuity. Since
ξ1 > 0, with a strictly positive probability, then in the notation of the intro-
duction, P(M > 1) > 0, and hence Theorem 4.1 in [29] implies the claim in the
Lemma.
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With this information at hand the following theorem establishes the above
described conjecture in the most general and tractable case.
Theorem 4. Let ξ be a non-monotone Lévy process and I =
∫∞
0
exp{ξs}ds.
For α ≥ 0, the following are equivalent
(i) the function t 7→ P(I > t) is regularly varying at infinity with index −α,
(ii) the function t 7→ P(eξ∞ > t) is regularly varying at infinity with index −α.
In this case
P(I > t) ∼ E
(
Iα
−Ĥ
R−αH
)
P(eξ∞ > t), t→∞.
Conditions under which the latter hold have been obtained in [44], [56] and
[58]. For sake of reference, and because we offer some refinements, we include
them below.
Definition 1. A distribution function G s.t. G(x) < 1 for all x ∈ R, is said to
be convolution equivalent or close to exponential if
(a) it has an exponential tail with rate γ ≥ 0, written G ∈ Lγ , viz.
lim
x→∞
G(x− y)
G(x)
= eγy, y ∈ R, G(x) := 1−G(x), x ∈ R;
(b) and the following limit exists
lim
x→∞
G∗2(x)
G(x)
:= 2M <∞,
where as usual G∗2 means G convoluted with itself twice.
In that case, we use the notation G ∈ Sγ . If γ = 0, the family S0 is better
known as the class of subexponential distributions. It is known that M =
MG :=
∫
R
eγxdG(x), and that if γ > 0 the convergence in (a) holds uniformly
over intervals of the form (b,∞), for b ∈ R .
A result by Pakes [46, 47], see also [64], establishes that if F is an infinitely
divisible distribution with Lévy measure ν and
µν(x) :=
ν[x ∨ 1,∞)
ν[1,∞)
, x ∈ R,
then we have the following equivalences
µν ∈ Sγ ⇐⇒ µν ∈ Lγ and lim
x→∞
F (x)
ν[x,∞)
= MF ⇐⇒ F ∈ Sγ ,
where by µν ∈ Sγ we mean the distribution that is in the class Sγ and whose
right tail equals µν . We will use the notation ν ∈ Sγ whenever µν ∈ Sγ . For
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further background on convolution equivalent distributions we refer to [46, 47],
[64] and the reference therein. We will say that a Lévy process ξ is in Sγ , for
some γ ≥ 0, if the law of ξ1, conditionally on {1 < ζ}, is in Sγ or equivalently
its Lévy measure Π ∈ Sγ .
Theorem 5. (i) Assume ξ1 is no-lattice and there exists a θ > 0 such that
E
[
exp(θξ1)1{1<ζ}
]
= 1, and E
[
ξ+1 exp(θξ1)1{1<ζ}
]
<∞.
In this case we have that
tθ P(I > t) −−−→
t→∞
E(Iθ−1)
E(ξ1eθξ1)
∈ (0,∞).
(ii) Assume that ξ is not spectrally negative, and ξ ∈ S0. When q = 0,
E(|ξ1|) <∞ and 0 < µ = −E(ξ1) <∞, we have that
P(I > t) ∼
1
µ
∫ ∞
log(t)
Π
+
(s)ds, t→∞.
When q > 0,
P(I > t) ∼ Π
+
(log(t)), t→∞.
(iii) Assume that ξ ∈ Sα for some α > 0, and E(eαξ1 , 1 < ζ) < 1. We have
that E(Iα) <∞, and
P(I > t) ∼
E(Iα)
−ψ(α)
Π
+
(log(t)), t→∞,
where ψ(α) = log(E(eαξ11{1<ζ})).
To give a larger panorama of the behaviour of the distribution function of I
we will now explain how the factorisation in Theorem 2 also gives the behaviour
of the distribution at zero. In the sequel we allow the case where ξ is monotone
and exclude instead the case where ξ is spectrally positive. For details about
the case where ξ is spectrally positive the reader is referred to [54].
Theorem 6. Assume that ξ is not spectrally positive. For α ≥ 0, the following
are equivalent
• the function t 7→ P(I ≤ t) is regularly varying at 0 with index α,
• the function t 7→ P(I−Ĥ ≤ t) is regularly varying at 0 with index α.
In this case
P(I ≤ t) ∼ κ(q, 0)E
(
Rα−1H
)
P(I−Ĥ ≤ t), t→ 0.
For sake of completeness in the following result we provide sufficient con-
ditions for the regular variation of the distribution of I. From the conditions
below we see that the regular variation of the distribution of I holds under very
mild assumptions.
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Theorem 7. Assume that ξ is not spectrally positive.
(i) If q > 0, then
P(I ≤ t) ∼ qt, t→ 0 + .
(ii) If q = 0, and the left tail Lévy measure Π
−
(x) = Π(−∞,−x), x > 0, has
exponential decrease, i.e. ∃α ≥ 0 such that
lim
x→∞
Π
−
(x+ y)
Π
−
(x)
= e−αy, y ∈ R,
and when α > 0 the non-Cramér condition, E
(
e−αξ1
)
< 1, is satisfied,
then E(I−α) <∞ and
P(I ≤ t) ∼
E(I−α)
1 + α
tΠ
−
(log(1/t)) t→ 0 + .
We would like to point out that most of the estimates provided in Theorems 5
and 7 could also be obtained from (3) using renewal theoretic arguments, but
an specific, perhaps lengthier, argument would be needed for each of them, we
have thus opted for the shortest path. See however the proof of Theorem 5.1 in
[39], where the argument to prove (i) in Theorem 5 has been developed in the
context of Markov additive processes. That argument can be extended to obtain
versions of (i) in Theorem 5 when the mean E
[
ξ+1 exp(θξ1)1{1<ζ}
]
is infinite
using Erickson’s strong renewal theorem [24]. The identities in Theorem 2 do
not lead to second order estimates for the tail distribution though. So, in the
final part of this section we discuss how renewal theoretic arguments can be
used for that end.
1.4 Second order estimates
To motivate some of our results, let us start by considering the particular case
where ξ is spectrally negative. In this case and assuming that either it has a
finite lifetime or drifts towards −∞, the upward ladder height process, H, is a
pure drift subordinator killed at an exponential time of parameter θ > 0 such
that E(exp{θξ1}1{1<ζ}) = 1. See e.g. [4] Chapter VII. This implies in particular
that the potential measure of H takes the form
VH(da) = θe
−θada, a > 0.
Then the potential measure U can be written as∫
R
U(dy)f(y) = θ
∫ ∞
0
dae−θa
∫ ∞
0
VĤ(db)f(a− b),
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for any measurable and positive function f : [0,∞) → [0,∞). It follows from
our key identity and elementary manipulations that
P(I > t) = θ
∫ ∞
0
dye−θy
∫
[0,∞)
VĤ(dz)kI(te
−y+z)
=
θ
tθ
∫
[0,∞)
VĤ(dz)e
−θz
∫
(0,tez)
duuθ−1kI(u)
=
θ
tθφĤ(θ)
E(Iθ−1)−
θ
tθ
∫
[0,∞)
VĤ(dz)e
−θz
∫
(tez ,∞)
duuθ−1kI(u).
Therefrom we recover in this specific case the result in (i) in Theorem 5
tθ P(I > t) −−−→
t→∞
θ
φĤ(θ)
E(Iθ−1),
and in particular that P(I > t) is a regularly varying function at infinity with
index −θ. We can actually extract from the above identity a convergence order.
Indeed, for z ≥ 0, by an integration by parts and Karamata’s theorem, we get∫
(tez ,∞)
duuθ−1kI(u)
= (tez)θ−1 P(I > tez) + (θ − 1)
∫ ∞
tez
duuθ−2 P(I > u)
∼ θ(tez)θ−1 P(I > tez) ∼ θe−ztθ−1 P(I > t).
The above estimate is uniform in z > 0, since the functions t 7→ tθ−1 P(I > t)
and t 7→
∫∞
t duu
θ−2
P(I > u), t > 0, are regularly varying at infinity with an
index −1, and hence Theorem 1.5.2 in [13] applies. We have so proved the next
result.
Proposition 1. Assume ξ is spectrally negative and take θ > 0 such that
E(exp{θξ1}1{1<ζ}) = 1. We have the following estimate
|P(I > t)−
θ
tθφĤ(θ)
E(Iθ−1)| ∼
θ2
φĤ(θ + 1)
1
t
P(I > t).
In a grater generality we have the following result.
Theorem 8. Assume that ξ has an absolutely continuous 1-resolvent∫ ∞
0
dte−t P(ξt ∈ dy),
with respect to Lebesgue’s measure, that ξ is regular upwards and furthermore
that there exists a θ > 0 and an integer m ≥ 2 such that
E
(
eθξ1 , 1 < ζ
)
= 1, E
(
|ξ|m+11 e
θξ1, 1 < ζ
)
<∞.
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We have that
sup
a≤δ<λ≤∞
∣∣∣∣∣Cθtθ P(tδ < I ≤ tλ)−
∫ λ
δ
dx
θx1+θ
∣∣∣∣∣ = o((log t)−(m−1)),
where 0 < a <∞, and Cθ =
E(ξ1eθξ1 ,1<ζ)
E(Iθ−1)
∈ (0,∞). If we have furthermore that
E
(
e(θ+ρ)ξ1 , 1 < ζ
)
<∞, for some ρ > 0,
then there exists a 0 < γ < 1 ∧ ρ such that the rate of convergence is of order
o(t−γ).
Quantifying the rate of convergence of tθ P(I > t) towards Cθ could also
be determined using results about the rate of convergence in Kesten’s renewal
theorem obtained in [28] and [15]. However, the expression for the error in [28]
seems rather difficult to make precise and covers only the rate of convergence
when there are exponential moments. Besides, the combined moment conditions
in [15] are less explicit than the conditions here provided, although the structure
for the renewal measure could hold under less regularity on the law of ξ as the one
here required. As in [28], our result relies in Stone’s decomposition theorem [61]
for the renewal measure U which requires a renewal measure with spread-out
step distribution, this explains why we require ξ to have an absolutely continuous
1-resolvent.
Moreover, in [31] it has been shown that under the assumptions in (i) in
Theorem 5 the exponential functional I belongs to the maximum domain of
attraction of a Fréchet distribution of parameter θ. In extreme value theory it
is well known that this is equivalent to have that the excess distribution of I,
defined via its tail, F t, as
F t(x) :=
P(I − t > x)
P(I > t)
, x ≥ 0,
is such that
F t(xt) −−−→
t→∞
1
(1 + x)θ
, x ≥ 0.
As a corollary to Theorem 8 we have the following result which in our specific
case complements what could be derived from known results in the topic, as for
instance those in [55].
Corollary 3. Under the assumptions of Theorem 8 we have the estimate
sup
x>0
∣∣∣∣F t(x) − 1(1 + x/t)θ
∣∣∣∣ = o(log−(m−1)(t))
The rest of this paper is organised as follows. In Section 2 we prove Theo-
rems 1-3. Then Section 3 is devoted to the proof the Theorems 4–8. Finally, in
Section 4 we derive other distributional identities and obtain another version of
equation (2).
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2 Proof of Theorems 1–3
Proof of Theorem 1. We will prove the result by showing that the left and right
hand side of the equation have the same Laplace transform. Observe that on
the one hand an application of Fubini’s theorem implies that for any λ ≥ 0,
E(1 − e−λI) = λ
∫ ∞
0
e−λt P(I > t)dt. (13)
On the other hand, we have the pathwise identity
1− exp{−λ
∫ ζ
0
eξsds} = λ
∫ ζ
0
dteξt exp
{
−λ
∫ ζ
t
eξsds
}
= λ
∫ ζ
0
dteξt exp
{
−λeξt
∫ (ζ−t)
0
eξs+s−ξtds
}
.
(14)
Now, by the property of independent and stationary increments we know that
the r.v.
I˜ :=
∫ (ζ−t)
0
eξs+s−ξtds,
on the event where t < ζ, has the same law as I and it is independent of
(ξu, u ≤ t). Using this we get the following equalities
E
(
1− exp{−λ
∫ ζ
0
eξsds}
)
= λ
∫ ∞
0
dtE
(
eξt exp
{
−λeξt
∫ (ζ−t)
0
eξs+s−ξtds
}
1{t<ζ}
)
,
= λ
∫ ∞
0
dtE
(
eξt E
(
exp
{
−λeξt
∫ (ζ−t)
0
eξs+s−ξtds
}∣∣Ft ∩ {t < ζ}
))
= λ
∫ ∞
0
dtE
(
eξt E
(
exp
{
−λzI˜
})
|z=eξt
)
.
Now, using the definition of the potential measure U, and that I˜ has the same
law as I, the above can be written as
λ
∫
R
U(dy)ey E
(
exp
{
−λey I˜
})
= λ
∫
[0,∞)
e−λu
∫
R
U(dy)ey P(eyI ∈ du).
Putting the pieces together we conclude the equality of measures
duP(I > u) =
∫
R
U(dy)ey P(eyI ∈ du) on (0,∞).
Since I has a density, k, a change of variables implies that
P(eyI ∈ du) = e−yk(ue−y)du, on (0,∞).
The result follows.
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2.1 Some auxiliary results for remainder exponential func-
tionals
The recurrence relation in Lemma 1 for the moments of the remainder exponen-
tial functional Rσ was translated into a functional equation for the pdf of Rσ,
when it exists, by Hirsch and Yor [32], under the assumption that the renewal
measure, Vσ, of σ, has a density on (0,∞), that we will denote by vσ. Namely,
Hirsch and Yor [32] proved Rσ has a density fRσ and it satisfies the equation
fRσ (t) =
∫ ∞
t
fRσ(y)vσ(log(y/t))dy =
∫ ∞
0
fRσ(te
z)tezVσ(dz).
If we remove the assumption that the potential density of σ is absolutely con-
tinuous on (0,∞) the identity above is preserved but in measure form.
Lemma 3. Using the notation of Lemma 1 we have the equality of measures
1
t
P(Rσ ∈ dt) =
∫
[0,∞)
Vσ(dy)P(e
−yRσ ∈ dt), on (0,∞).
Proof of Lemma 3. Let σ be a subordinator and X̂ be the 1-self-similar Markov
process associated to σ̂ = −σ via Lamperti’s transformation, see [42] and [40].
That is X̂ is a positive valued strong Markov process killed at its first hitting
time of 0, T0 = inf{t > 0 : X̂t = 0}, and it has the scaling property: for
c > 0, the law of the process (cX̂t/c, t ≥ 0) issued from X̂0 = x equals that of
(X̂t, t ≥ 0) issued from X̂0 = cx. Furthermore, it can be represented as
X̂t = x exp{σ̂τ(t/x)}1{τ(t/x)<∞}, τ(t) = inf{s > 0 :
∫ s
0
du exp{σ̂u} > t},
where X̂0 = x > 0 and with the usual convention that inf{∅} = ∞. We will
denote P̂z the law of X̂ issued from X̂0 = z > 0. In [10] it has been proved that
the law of Rσ is a quasi-stationary law for X̂, that is that the following identity
of measures holds for any t ≥ 0
e−t P(Rσ ∈ dy) =
∫
[0,∞)
P(Rσ ∈ dz)P̂z(X̂t ∈ dy, t < T0), on [0,∞).
Integrating this equation in t we get
1
y
P(Rσ ∈ dy) =
∫
[0,∞)
P(Rσ ∈ dz)
∫ ∞
0
dtP̂z(X̂t ∈ dy, t < T0)
1
y
, (15)
on [0,∞). The self-similarity and Lamperti’s transformation give the following
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identities, for f : R+ → R+ positive and measurable and any z > 0∫ ∞
0
dtÊz
(
f(X̂t)
1
X̂t
, t < T0
)
=
∫ ∞
0
dt
z
Ê1
(
f
(
zX̂t/z
) 1
X̂t/z
, t < T0
)
=
∫ ∞
0
dsÊ1
(
f
(
zX̂s
) 1
X̂s
, t < T0
)
= E
(∫ ∞
0
dsf
(
z exp{σ̂τ(s)}
)
exp{−σ̂τ(s)}1{τ(s)<∞}
)
= E
(∫ ∞
0
dvf (z exp{−σv}) 1{v<ζ}
)
=
∫
[0,∞)
Vσ(dy)f(ze
−y)
where in the first equality we use the self-similarity, in the second the change of
variables s = tz−1, in the third we use Lamperti’s transformation, and finally
in the fourth we make the change of variables v = τ(s). The above identity and
the equality of measures (15) imply∫
[0,∞)
f(y)
1
y
P(Rσ ∈ dy) =
∫
[0,∞)
P(Rσ ∈ dz)
∫ ∞
0
dtÊz
(
f(X̂t)
1
X̂t
, t < T0
)
=
∫
[0,∞)
P(Rσ ∈ dz)
∫
[0,∞)
Vσ(dy)f(ze
−y),
for any f : R+ → R+ positive and measurable. This implies the claimed equality
of measures.
In the particular case where σ is a subordinator with finite lifetime a.s. the
measure φ(0)Vσ(dy) is a probability measure and hence the above result can be
interpreted as follows.
Corollary 4. Assume σ is a subordinator with finite lifetime a.s. Let G(0)
denote the r.v. with law given by φ(0)Vσ(dy), Jσ the r.v. with law
P(Jσ ∈ dy) = φ(0)y P
(
1
Rσ
∈ dy
)
, y > 0.
We have the equality in law
Jσ
Law
= eG
(0) 1
Rσ
,
where the factors on the right hand side of the equality in law are assumed to be
independent.
In [3] and [32] it has been proved that logRσ is an infinitely divisible random
variable whose Lévy measure is carried by (−∞, 0), and has been described in [1]
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in terms of the so-called harmonic potential of σ. Moreover, it is a consequence
of Theorem 3 in [1] that Rσ can be written as the infinite product
Rσ
(d)
= φ(1)
∞∏
k=1
exp
{
φ˜k(1)−G
(k)
}
= e−γσ
∞∏
k=1
exp
{
E[G(k)]−G(k)
}
, (16)
where (G(k), k ≥ 1) are independent random variables such that for k ≥ 1 G(k)
has a law
P(G(k) ∈ dx) = φ(k)e−kxVσ(dx), x ≥ 0, (17)
and mean E[G(k)] = φ
′(k)
φ(k) ; φ˜k is defined by
φ˜k(1) = log
φ(k + 1)
φ(k)
,
for k = 1, 2, · · · and the constant γσ is given by
γσ = lim
n→∞
(
n∑
1
φ′(j)
φ(j)
− logφ(n)
)
. (18)
The identity (16) will be useful in proving the following result from where The-
orem 3 will be deduced.
Proposition 2. Let σ be a killed subordinator and W be a [0,∞)-valued r.v.
with a pdf hW which solves the equation
P(W > t) =
∫ ∞
t
hW (u)du =
∫
R
hW (te
−a)Vσ(da), t > 0, (19)
and hW is completely monotone. We have that
W = e1 e
G(0) 1
Rσ
with G(0) the r.v. with law given by φ(0)Vσ(dy).
The proof of this Proposition relies in the following Lemma.
Lemma 4. Let W be as in the above Proposition and (G(k), k ≥ 0) independent
r.v. such that the law of G(n) is given by (17). For any n ≥ 0 there is a r.v. ℓn
independent of (G(k), 0 ≤ k ≤ n) such that the equality in law
W
Law
= ℓn
n∏
k=0
exp{G(k)}, (20)
holds and
P(ℓn > t) =
(−1)n∏n
j=0 φ(j)
h
(n)
W (t), t > 0,
with h
(n)
W the n-th derivative of hW .
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Proof of Lemma 4. We will prove this lemma by recurrence. For that end we
start by setting some properties of the density hW . Since hW is non increas-
ing, we can apply Fatou’s lemma and the monotone convergence theorem,
respectively, and that the total mass of Vσ is
1
φ(0) , to obtain from (19) that
limt→0 hW (t) = φ(0), and limt→∞ hW (t) = 0. Furthermore, differentiating n-
times both sides of the equation (19) we obtain
(−1)nh
(n)
W (t) = (−1)
n+1
∫
[0,∞)
Vσ(dy)e
−nyh
(n+1)
W (te
−y), t > 0. (21)
We claim that for any n ≥ 0,
lim
t→0
(−1)nh
(n)
W (t) =
n∏
j=0
φ(j), and lim
t→∞
(−1)nh
(n)
W (t) = 0.
For n = 0, we just established this fact. Assuming that the claim is true for n
we readily derive the result for n+1 from (21) using the monotone convergence
theorem and the identity∫
[0,∞)
Vσ(dy)e
−λy =
1
φ(λ)
, λ ≥ 0.
These facts allow us to take ℓ0 as a r.v. independent of G
(0) whose tail distri-
bution is
P(ℓ0 > t) =
1
φ(0)
hW (t), t > 0. (22)
The identity (19) can then be expressed as
P(W > t) =
∫
[0,∞)
P(G(0) ∈ dy)P(ℓ0 > te
−y) = P(eG
(0)
ℓ0 > t), t > 0.
This proves the claim of the lemma for n = 0. We next assume that the result
holds for n ≥ 0. The equation (19) reads
P(W > t) = P(ℓn
n∏
k=0
exp{G(k)} > t)
=
∫
· · ·
∫
[0,∞)n
P(G(0) ∈ dy1) · · ·P(G
(n) ∈ dyn)
(−1)n∏n
j=0 φ(j)
h
(n)
W (te
−(y1+···+yn)),
for t > 0. By plugging the identity (21) in the latter equation we infer the
following identity
P(W > t)
=
∫
· · ·
∫
[0,∞)n
P(G(0) ∈ dy1) · · ·P(G
(n) ∈ dyn)∫
[0,∞)
Vσ(dyn+1)e
−(n+1)y (−1)
n+1∏n
j=0 φ(j)
h
(n+1)
W (te
−(y1+···+yn+1))
=
∫
· · ·
∫
[0,∞)n+1
P(G(0) ∈ dy1) · · ·P(G
(n+1) ∈ dyn+1)
(−1)n+1∏n+1
j=0 φ(j)
h
(n+1)
W (te
−(y1+···+yn+1)),
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for any t > 0. This establishes the claim for n + 1 and hence concludes the
proof.
Proof of Proposition 2. According to the factorisation (16) we have the conver-
gence in distribution
Rσ
Law
= lim
n→∞
φ(1) exp

n∑
j=0
(
G(j) − log (φ(k + 1)/φ(k))
)
= lim
n→∞
1
φ(n+ 1)
n∏
j=1
exp{G(j)}.
This fact together with the identity in Lemma 4 imply that
W
Law
= eG
(0)
lim
n→∞
1
φ(n+ 1)
n∏
j=1
exp{G(j)} lim
n→∞
φ(n+ 1)ℓn
Law
= eG
(0) 1
Rσ
ℓ,
with ℓ the weak limit of φ(n + 1)ℓn as n → ∞. We should now verify that
ℓ
Law
= e1 .
From the proof of Lemma 4 we derive that the r.v. ℓ0 with tail distribution
given by (22) has the same law as 1Rσ ℓ. Since
1
φ(0)hW is a completely monotone
function with limit 1 at 0, Bernstein theorem implies that there is a probability
measure µ such that
P(ℓ0 > t) =
1
φ(0)
hW (t) =
∫
[0,∞)
e−txµ(dx), t ≥ 0.
From the properties for hW proved in Lemma 4 together with Lemma 1 we get
lim
t→0
(−1)nh
(n)
W (t) =
n∏
j=0
φ(j) =
∫
[0,∞)
xnµ(dx) = E(Rnσ), n ≥ 0. (23)
Since the law of Rσ is moment determinate we derive that the probability mea-
sure µ(dy) equals P(Rσ ∈ dy). These facts allow us to ensure
P(ℓ0 > t) =
∫
[0,∞)
µ(dy)P(e1 > ty) = P
(
e1
1
Rσ
> t
)
, t > 0,
where e1 is a standard exponential r.v. independent of Rσ. Said otherwise
1
Rσ
ℓ
Law
=
1
Rσ
e1 .
Finally, since the r.v logRσ is infinitely divisible its characteristic function has
no zeros and hence the latter equality in law leads to the identity
E
(
R−iλσ
)
E
(
ℓiλ
)
= E
(
R−iλσ ℓ
iλ
)
= E
(
R−iλσ e
iλ
1
)
= E
(
R−iλσ
)
E
(
e
iλ
1
)
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which implies
E
(
ℓiλ
)
= E
(
e
iλ
1
)
, for any λ ∈ R .
By uniqueness of the Fourier transform we conclude that ℓ
Law
= e1 .
As a consequence of Proposition 2 we have the following Corollary.
Corollary 5. Let σ be a killed subordinator and Rσ be the residual exponential
functional associated to it. In the notation of Proposition 2 we have the equality
in law ∫ ∞
0
eσsds
Law
= e1 e
G(0) 1
Rσ
Proof. We start by observing that from Theorem 1 the r.v. Iσ :=
∫∞
0 exp{σs}ds
has a density hIσ , that satisfies the identity (25), i.e.∫ ∞
t
hIσ (u)du =
∫
[0,∞)
hIσ (te
−a)Vσ(da), t > 0.
Since σ is a killed subordinator Corollary 2.2 in [50] implies that Iσ is a mixture
of exponentials, that is that its density is a completely monotone function and
thus can be represented as
hIσ (t) =
∫
(0,∞)
e−tzµ(dz), t > 0,
with µ a measure on (0,∞) such that
∫
(0,∞)
1
zµ(dz) = 1; see e.g. [59] Section
51 for background on mixtures of exponentials. Corollary 2.2 in [50] establishes
furthermore that hIσ (t)→ φ(0) as t→ 0, and hence the total mass of µ is φ(0).
The result follows from the uniqueness in Proposition 2.
2.2 Proof of Theorem 3
Proof of Theorem 3. As we mentioned before, that the r.v. RĤI has a density
that is completely monotone follows from the equation (10) and Lemma 1. We
will now prove the uniqueness. For that end we assume there is a r.v. Z on
(0,∞) which has a density hZ such that the following identity is satisfied
P(Z > t) =
∫ ∞
t
hZ(u)du =
∫
R
hZ(te
−y)U(dy), a.e. t > 0. (24)
LetRĤ be the residual exponential functional associated to the downward ladder
height subordinator Ĥ, and assume that RĤ and Z are independent. We claim
that the r.v. W = RĤZ has a density hW which solves the equation
P(W > t) =
∫ ∞
t
hW (u)du =
∫
R
hW (te
−a)VH(da), a.e. t > 0, (25)
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where VH is as before the potential measure of the upward ladder height subor-
dinator H . To prove that this is indeed the case notice first that from (24) and
the Wiener-Hopf factorization in (7) for the potential U we have
P(W > t) = P(ZRĤ > t) =
∫
[0,∞)
∫
[0,∞)
E
(
hZ
(
te−a
RĤe
−b
))
VH(da)VĤ(db),
for a.e. t > 0; then using Lemma 3 we derive the equality∫
[0,∞)
E
(
hZ
(
s
RĤe
−b
))
VĤ(db) = E
(
hZ
(
s
RĤ
)
1
RĤ
)
, s > 0.
Our claim follows therefrom since the right hand side of the equation above
equals the density of the r.v. W = ZRĤ . Since by hypotheses the mapping in
Theorem 3 defines a completely monotone function it follows from the monotone
convergence theorem that (25) holds for all t > 0.
From Proposition 2 and Lemma 1 we obtain the equality in law
ZRĤ
Law
= eG
(0) 1
RH
e1
Law
= eG
(0) 1
RH
RĤI−Ĥ . (26)
As before, since the r.v. logRĤ is infinitely divisible, its characteristic function
has no zeros, and hence the latter identity allow us to conclude
Z
Law
= eG
(0) 1
RH
I−Ĥ . (27)
Proof of Theorem 2. The first claim in this theorem has been proved in [48],
[52] and [53]. Let us however provide an alternative proof based in Theorem 1
and Theorem 3. Let kĤ denote the density of the exponential functional I−Ĥ .
Theorem 1 implies that for t > 0
P(I−ĤJH > t) = κ(q, 0)
∫
[0,∞)
VĤ(dy)
∫
[0,∞)
P(RH ∈ du)
1
u
kĤ(tue
y),
with I−Ĥ and JH independent. Then Lemma 3 implies that the above expression
equals
κ(q, 0)
∫
[0,∞)
VĤ(dy)
∫
[0,∞)
P(RH ∈ du)
1
u
kĤ(tue
y)
= κ(q, 0)
∫
[0,∞)
VĤ(dy)
∫
[0,∞)
VH(dw)
∫
[0,∞)
P(RH ∈ ds)kĤ(tse
−(w−y)).
The function F defined by
F(v) = κ(q, 0)
∫
[0,∞)
P(RH ∈ ds)kĤ(sv), v ≥ 0,
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is a probability density function and an elementary verification shows that this
is the density of Z := I−ĤJH . It follows from Lemma 1 that the equality in law
W := RĤZ
Law
= e1 JH ,
holds. This has as a consequence that the pdf of W is given by
kW (t) = E
(
F
(
t
RĤ
)
1
RĤ
)
= κ(q, 0)E(exp{−tRH}), t > 0.
This implies that kW is a completely monotone function with limit κ(q, 0) at 0.
Theorem 3 implies that I has the same law as I−ĤJH . Then the identity in law
JH
Law
= eξ∞
1
RH
is just a consequence of Corollary 4 using that the law of the supremum of ξ∞
has distribution
P(ξ∞ ∈ dy) = κ(q, 0)VH(dy), y ≥ 0.
The final identity in law in the Theorem is a consequence of the latter.
3 Asymptotic behaviour of the distribution of I
We devote this Section to establish Theorems 4–8
Proof of Theorem 4, (ii) implies (i). If (ii) is satisfied we have that E(eβξ∞) <
∞ for any β < α, and by the spatial Wiener-Hopf factorisation, see [35] Propo-
sition 5.1, this implies that
0 < E(eβξ11{1<ζ}) < 1, β ∈ (0, α).
By Lemma 3 in [58] this implies that E(Iβ) < ∞ for any 0 < β < α. The
factorisation in Theorem 2 implies that E(Iβ
−Ĥ
) <∞ and more importantly
E(R−β−1H ) <∞, β < α.
Because of this and the fact that I−Ĥ has entire moments of any order we have
that there is an ǫ > 0 such that
E
((
I−ĤR
−1
H
)α+ǫ)
<∞.
By Breiman’s classical result [14], Proposition 3, we infer that
P(eξ∞I−ĤR
−1
H > t) ∼ E
((
I−ĤR
−1
H
)α)
P(eξ∞ > t), t→∞.
We conclude the proof by recalling the second factorisation in Theorem 2.
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Proof of Theorem 4, (i) implies (ii). We assume that (i) holds. In view of the
second factorisation in Theorem 2 and according to Theorem 4.2 in [33] (ii)
holds true as soon as
E((I−ĤR
−1
H )
α+iλ) 6= 0, λ ∈ R,
whenever E((I−ĤR
−1
H )
α+δ) < ∞ for some δ > 0. To verify these facts we will
start by showing that
E((I−ĤR
−1
H )
α+δ) <∞,
for some δ > 0. Since I−Ĥ has entire moments of any order it suffices to prove
that E(R−α−δH ) < ∞. From the regular variation of the tail distribution of I
it follows as above that we have even more, namely E(R−β−1H ) < ∞, for all
β < α. Next, in the paper [3] and [1] it has been proved that the logarithm of
the remainder exponential functional of any subordinator is infinitely divisible,
and so is logRH . Moreover, the probability measure
P
(α)(RH ∈ dy) :=
y−α
E (R−α)
P(RH ∈ dy),
is an Esscher transform of the law of logRH . According to Theorem 33.1 in [59]
under this probability measure logRH still is an infinitely divisible r.v. and
therefore its characteristic function does not take the value zero
E
(α) (exp{iλ logRH}) = E
(α)
(
RiλH
)
=
E(Riλ−α)
E(R−α)
6= 0.
We are left to prove that
E
(
Iα+iλ
−Ĥ
)
6= 0, λ ∈ R .
By the factorisation in Lemma 1 for the exponential r.v. we have the equality
Γ(1 + β + iλ) =
∫ ∞
0
xβ+iλe−xdx = E(Iβ+iλ
−Ĥ
)E(Rβ+iλ
Ĥ
), λ ∈ R, β > −1,
where Γ(z) denotes the usual Gamma function at z ∈ C, with ℜ(z) > 0. Since
the Gamma function has no zeros our claim follows.
Since most of the estimates provided in Theorem 5 are essentially known,
we provide only a sketch of proof.
Sketch of proof for Theorem 5. The result in (i) has been proved in [56], it can
also be obtained as a Corollary to Theorem 4 using the estimates for the law of
the supremum in [7]. In the case where q = 0 the result in (ii) was obtained [44],
but they had it expressed in terms of the tail distribution of ξ1. The version
here presented is obtained as a consequence of the Theorem 4, the estimates
for the law of the supremum in Theorem 4.1 in [35], and the estimate for the
tail Lévy measure of H in Theorem 3 in [57]. The result in (iii), when q = 0,
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has been established in [58] under the extra assumption that when 0 < α < 1,
E(|ξ1|) <∞; we remove this assumption by applying Theorem 4 and using the
estimates for the law of the supremum in [35].
For q > 0 the results in (ii) and (iii) can be obtained adapting the results
in Theorem 4.1 in [35], which were proved under the assumption that q = 0,
but a perusal of their arguments allows to guarantee that the results are valid
for q ≥ 0. For we just need to observe the following. First, mimicking the
arguments in Proposition 17 in Section VI in [4] it is not difficult to verify that
the law of the supremum of ξ on (0, ζ), is equal to the law of a subordinator
with infinite lifetime H and Laplace exponent λ 7→ κ(q, λ)− κ(q, 0), sampled at
an independent exponential time of parameter κ(q, 0), that we will denote by
eκ(q,0), viz.
ξ∞ = sup
0<s<ζ
ξs
Law
= Heκ(q,0) .
Moreover, the upward ladder height H has the same law as H killed at eκ(q,0).
According to Exercise 7.5 in [40] the tail Lévy measure of H is obtained from Π
by Vigon’s identity and
ΠH(x) = ΠH(x) = ΠH(x,∞) =
∫
[0,∞)
VĤ(dy)Π(x+ y,∞), x > 0.
Since Ĥ is also a killed subordinator, its potential measure VĤ(dy) is a renewal
measure with finite total mass and Laplace transform∫
[0,∞)
VĤ(dy)e
−λy =
1
κ̂(q, λ)
, λ ≥ 0.
The arguments in the proof of Proposition 5.3 in [35] apply to show that when
α > 0, if Π
+
has an exponential decrease with index α, then ΠĤ bears the same
property and also
Π
+
(x) ∼ κ̂(q, α)ΠH(x), x→∞.
We can now follow the proof of Theorem 4.1 in [35], both when α > 0 and
α = 0, to deduce that
P(Heκ(q,0) > x) ∼
κ(q, 0)
(κ(q,−α))2
ΠH(x), x→∞.
When α > 0, the rightmost term behaves asymptotically as x→∞ like
κ(q, 0)
κ(q,−α)
1
κ(q,−α)κ̂(q, α)
Π
+
(x).
In this case the Wiener-Hopf factorization implies that κ(q,−α)κ̂(q, α) = −ψ(α),
with ψ(α) as defined in the statement of the Theorem. According to Theorem 4
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we have the estimate
P(I > t) ∼ E
(
Iα
−Ĥ
R−αH
) κ(q, 0)
(κ(q,−α))2
ΠH(log(t))
∼ E
(
Iα
−Ĥ
R−αH
) κ(q, 0)
κ(q,−α)
1
−ψ(α)
Π
+
(log(t)).
To finish the case α > 0 we just need to verify the equality of constants
E(Iα) = E
(
Iα
−Ĥ
R−αH
) κ(q, 0)
κ(q,−α)
.
But this follows from the identity in law in Theorem 2 and the Lemma 3. Now,
when α = 0, Theorem 4 ensures that
P(I > t) ∼
1
κ(q, 0)
ΠH(log(t)), t→∞.
So, we should now verify that
1
κ(q, 0)
ΠH(x) ∼ Π
+
(x), x→∞.
This is an immediate consequence of the dominated convergence theorem, as in
the proof of Theorem 3 (b) in [57].
Proof of Theorem 6. As for the proof of Theorem 4 the result is a consequence of
Theorem 4.2 in [33]. Indeed, because of the factorisation identity in Theorem 2
P(I−1 > t) = P((I−ĤJH)
−1 > t), t > 0,
we have that it is enough to verify that
E((J−1H )
α+iλ) = κ(q, 0)E
(
Rα−1+iλH
)
6= 0, λ ∈ R,
whenever E((J−1H )
α+δ) < ∞ for some δ > 0. The former is immediate from
the infinite divisibility of logRH . The latter follows from the fact that RH has
entire moments of any order. So, Theorem 4.2 in [33] ensures that (i) and (ii)
are equivalent. Moreover, since for any ǫ > 0 we have that
E((J−1H )
α+ǫ) = κ(q, 0)E(Rα+ǫ−1H ) <∞,
Breiman’s result implies the estimate
P(I ≤ t) ∼ κ(q, 0)E
(
Rα−1H
)
P(I−Ĥ ≤ t), t→ 0 + .
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Proof of Theorem 7. The proof of this Theorem is based in the results in [50].
When q > 0, both the upward and downward ladder height processes are killed
subordinators. The Theorem 2.5 in [50] implies that
P(I−Ĥ ≤ t) ∼ κ̂(q, 0)t, t→ 0 + .
By Theorem 6 we have that
P(I ≤ t) ∼ κ(q, 0)κ̂(q, 0)t, t→ 0 + .
The temporal Wiener-Hopf factorisation q = κ(q, 0)κ̂(q, 0), gives the character-
ization of the constant, which concludes the proof in this case.
When q = 0, ξ drifts to −∞ and the results in [57] Theorem 3-(b) when
α = 0, and [35] Proposition 5.3 when α > 0, allow us to ensure that the tail
Lévy measure of the downward ladder height subordinator ΠĤ has exponential
decrease and
ΠĤ(x) ∼
1
κ(0, α)
Π
−
(x), x→∞.
Moreover, the Theorem 2.5 in [50] implies that
P(I−Ĥ ≤ t) ∼
E(I−α
−Ĥ
)
1 + α
tΠĤ(log(1/t)), t→ 0+,
and E(I−α
−Ĥ
) <∞. Putting the pieces together we get
P(I ≤ t) ∼
1
1 + α
E(I−α
−Ĥ
)κ(q, 0)E (RαH)
1
κ(0, α)
tΠ
−
(log(1/t)), t→ 0 + .
The recurrence for the moments of RH gives the identity E (R
α
H)
1
κ(0,α) =
E
(
Rα−1H
)
, which together with the factorisation in (2) allows to deduce that
the constant in the above estimate satisfy the identity
κ(q, 0)E(I−α
−Ĥ
)E (RαH)
1
κ(0, α)
= E(I−α).
This also ensures that E(I−α) <∞.
3.1 The rate of convergence
To work in the more general setting we will use the following form of Stone’s
decomposition theorem.
Lemma 5. Assume ξ = (ξs, s ≥ 0) is real valued Lévy process with infinite
lifetime, finite mean E(|ξ1|) < ∞, and such that 0 < µ = E(ξ1) < ∞. Assume
furthermore that the 1-resolvent of H,∫ ∞
0
dte−t P(Ht ∈ dy),
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has a density w.r.t. Lebesgue’s measure on (0,∞) and that there is a m ≥ 2
such that E(Hm1 ) <∞. In this case we have that there is a bounded function q
such that
dy
µ
−U(dy) =
dy
E(H1)
(∫ ∞
0
VĤ(dz)q(y + z)
)
−VĤ(−dy)VH{0}1{y<0}, y ∈ R,
and
|q(y)| = o(y−(m−1)), y →∞.
Proof of Lemma 5. The hypothesis of H having a 1-resolvent that is absolutely
continuous w.r.t. Lebesgue’s measure is equivalent to the absolute continuity
of the law of He1 , with e1 a standard exponential r.v. independent of H . This
implies in particular that He1 has a spread-out distribution. The identity (4)
implies that the potential measure of H has a density w.r.t. Lebesgue’s measure
on (0,∞) that we will denote by vH . The assumption that E(Hm1 ) <∞ implies
that E(Hmt ) < ∞ for all t ≥ 0, and because the mapping t 7→ E(H
m
t ) is
a polynomial of order m it follows that E
(
Hm
e1
)
< ∞. According to Stone’s
decomposition theorem [61], the potential density vH is continuous and bounded
and can be written as
vH(y) =
1
E(H1)
+ p(y), y > 0,
and p(y) = o(y−(m−1)) as y →∞. Using this the Wiener-Hopf factorization for
the potential (7) takes the form
U(dy) = VH{0}VĤ(−dy)1{y<0}+ dy
∫ ∞
0
VĤ(dz)vH(y+ z)1{y+z>0}, y ∈ R .
Moreover, using the equality in (35) and the fact that
∫∞
0
VĤ(dz) =
1
κ̂(q,0) , with
κ̂(q, 0) the killing rate of the downward ladder height process, we obtain the
equality
dy
µ
=
dy
E(H1)
∫ ∞
0
VĤ(dz), y ∈ R .
So, for any compactly supported and measurable function f we have the equal-
ities ∫
R
dy
µ
f(y)−
∫
R
U(dy)f(y)
=
∫ ∞
0
VĤ(dz)
(∫
R
dyf(y)
(
1
E(H1)
− vH(y + z)1{y+z>0}
))
−
∫ ∞
0
VĤ(dz)VH{0}f(−z)
=
∫
R
dyf(y)
∫ ∞
0
VĤ(dz)
(
1
E(H1)
1{y+z<0} − p(y + z)1{y+z>0}
)
−
∫ ∞
0
VĤ(dz)VH{0}f(−z).
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The result follows by taking
q(z) =
1
E(H1)
1{z<0} − p(z)1{z>0}, z ∈ R .
Proof of Theorem 8. The main idea is to use Lemma 5 for the Lévy process
whose law is obtained via the Esscher transformation Pθ |Ft = e
θξt P |Ft for
t ≥ 0. For that end let us verify that under Pθ the conditions of that Lemma are
satisfied. Under the Pθ we have Eθ(ξm+11 ) = E(ξ
m+1
1 e
θξ1) < ∞. According to
Theorem 6.2.3 in [62] the latter implies that under Pθ the upward ladder height
has moment of orderm finite, Eθ(Hmt ) <∞, for all t ≥ 0.Moreover, the absolute
continuity of the 1-resolvent of ξ under P with respecto to Lebesgue’s measure,
together with the local absolute continuity relation between Pθ and P, implies
that under Pθ the 1-resolvent of ξ is also absolutely continuous. The assumption
of ξ being regular upwards under P implies that it is so under Pθ because this
a local property of ξ and the measures Pθ and P are locally equivalent. The
regularity upwards implies that that the potential measure of H under Pθ has
no mass at zero, V θH{0} ≡ 0. Theorem 3 in [18] implies that the law of He1
under Pθ, with e1 an independent standard exponential r.v., has a density with
respect to Lebesgue’s measure.
Theorem 1 allows to rewrite the difference∣∣∣∣∣tθ P(tδ < I ≤ tλ)− C−1θ
∫ λ
δ
θdx
x1+θ
∣∣∣∣∣ ,
in terms of the renewal measure of ξ under Pθ, Uθ(dy) = e
θyU(dy), and the
integrable function kθ(v) := v
θ(k(δv)− k(λv)), as follows∣∣∣∣∣
∫
R
U(dy)tθ(k(tδe−y)− k(tλe−y))−
1
µθ
∫
(0,∞)
dv
v
vθ(k(δv)− k(λv))
∣∣∣∣∣
=
∣∣∣∣∫
R
Uθ(dy)kθ(te
−y)−
1
µθ
∫
R
dykθ(te
−y)
∣∣∣∣ , (28)
where µθ = E
θ(ξ1). By the hypotheses, under the transformed probability mea-
sure Pθ, ξ is a Lévy process that drifts to +∞, satisfies 0 < Eθ(ξ1) <∞, and it
has renewal measure Uθ. Using Lemma 5, it follows that (28) takes the form∣∣∣∣∫ ∞
−∞
dy
E
θ(H1)
kθ(te
−y)
(∫ ∞
0
V θ
Hˆ
(dz)q(y + z)
)∣∣∣∣ , (29)
with V θ
Hˆ
the potential measure of the downward ladder height process under
P
θ . Now, let
ℓ(y) :=
∫ ∞
0
V θ
Hˆ
(dz)q(y + z), y ∈ R,
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and, making the change of variables u = te−y in the first term of (29), we get∫ ∞
−∞
dy
E
θ(H1)
kθ(te
−y)ℓ(y) =
1
E
θ(H1)
∫ ∞
0
du
u
kθ(u)ℓ(log(t/u)).
Notice that ℓ is a bounded function because so is q and V θ
Hˆ
is a finite measure
in view of the fact that under Pθ, ξ drift towards ∞. To deal with the above
integral, let χ ∈ (0, 1) fixed, and split the interval (0,∞) into the sets (0, tχ)
and [tχ,∞). The integral over [tχ,∞) can be bounded by above by
sup
y<(1−χ) log t
|ℓ(y)|
∫ ∞
tχ
du
u
kθ(u),
and, by an integration by parts and Karamata’s theorem, we get∫ ∞
tχ
du
u
kθ(u) =
1
δθ
∫ ∞
δtχ
dvvθ−1k(v) −
1
λθ
∫ ∞
λtχ
dvvθ−1k(v)
=
1
δθ
(δtχ)θ−1 P(I > δtχ) +
θ − 1
δθ
∫ ∞
δtχ
duuθ−2 P(I > u)
−
1
λθ
(λtχ)θ−1 P(I > λtχ)−
θ − 1
λθ
∫ ∞
λtχ
duuθ−2 P(I > u)
∼
(
1
δθ+1
−
1
λθ+1
)
t−χtθχ P(I > tχ).
The above estimate is uniform both in δ and λ, on each interval of the form
[a,∞) (0 < a < ∞), this latter because the functions t → tθ−1 P(I > t) and∫∞
t
duuθ−2 P(I > u), t > 0, are regularly varying at infinity with index −1, and
hence Theorem 1.5.2 in [13] applies. Therefore
sup
y<(1−χ) log t
|ℓ(y)|
∫ ∞
tχ
du
u
kθ(u) (30)
∼ θ sup
y<(1−χ) log t
|ℓ(y)|
(
1
δθ+1
−
1
λθ+1
)
1
tχ
tθχ P(I > tχ), (31)
which has order t−χ uniformly in a ≤ δ ≤ λ ≤ ∞.
Consider now the term of the integral over (0, tχ). Since ℓ(y) = o(y−(m−1))
as y →∞, and, for 0 < u < tχ, log(t/u) > (1−χ) log t, taking ǫ > 0 and t large
enough we have
|ℓ(log(t/u))| ≤ ǫ(log(t/u))−(m−1).
As a result, the integral over (0, tχ) can be bounded by above by∫ tχ
0
du
u
kθ(u)(log(t/u))
−(m−1) ≤ ǫ(1− χ)−(m−1)(log(t))−(m−1)
∫ tχ
0
du
u
kθ(u).
Since we also have the upper bound
0 ≤
∫ tχ
0
du
u
kθ(u) ≤
(
1
δθ
−
1
λθ
)
E(Iθ−1) ≤ 2a−θ E(Iθ−1),
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we conclude that
1
E
θ(H1)
∫ tχ
0
du
u
kθ(u)ℓ(log(t/u)) = o((log t)
−(m−1)),
uniformly in 0 < a ≤ δ ≤ λ ≤ ∞.
If we have furthermore that
E(e(θ+ρ)ξ1) <∞, for some ρ > 0,
Stone’s theorem ensures that then ℓ(y) = o(e−γy) as y →∞, for some 0 < γ < ρ.
We can assume γ < 1 ∧ ρ so that we also have E(Iθ+γ−1) <∞.
Going back to the estimate of the integral on (0, tχ), we see that in this case
for ǫ > 0 and t large enough, this expression is bounded by above by
ǫ
∫ tχ
0
du
u
kθ(u) (t/u)
−γ .
The finiteness of E(Iθ+γ−1) allows us to write
∫ tχ
0
du
u
kθ(u) (t/u)
−γ ∼ t−γ
∫ ∞
0
du
u1−γ
kθ(u)
= t−γ
(
1
δθ+γ
−
1
λθ+γ
)
E(Iθ+γ−1). (32)
From (30) and (32) we finally get an order o(t−γ
′
), with γ′ = χ∧ γ, which gives
the claimed result.
We finish this section by establishing Corollary 3.
Proof of Corollary 3. The result is easily deduced from Theorem 8 using the
inequalities
sup
x>0
∣∣∣∣F t(x) − 1(1 + x/t)θ
∣∣∣∣
= sup
x>0
∣∣∣∣F t(xt)− 1(1 + x)θ
∣∣∣∣
≤
1
Cθtθ P(I > t)
sup
x>0
∣∣∣∣Cθtθ P(I > t(1 + x)) − 1(1 + x)θ
∣∣∣∣
+
1
Cθtθ P(I > t)
∣∣1− Cθtθ P(I > t)∣∣ .
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4 Further consequences of equation (3)
Recall the notation in subsection 1.1. Let ν˜H be the measure on [0,∞) defined
by
ν˜H(dy) =
(
bδ0(dy) + (ΠH(y) + κ(q, 0))dy
)
, y ≥ 0. (33)
The Laplace transform of ν˜H is given by
κ(q, λ)
λ
=
∫
[0,∞)
e−λxν˜H(dx), (34)
while that of VH is
1
κ(q, λ)
=
∫
[0,∞)
VH(dy)e
−λy.
This implies that the measure obtained by convolution of ν˜H and VH is equal to
Lebesgue’s mesure on (0,∞). The same properties hold for the objects defined
in terms of Ĥ.
If q = 0, and the mean of ξ is finite, E (|ξ1|) <∞ and −∞ < m = E (ξ1) < 0,
then −m = E
(
I−1
)
, see e.g. [12] Theorem 6, and also the downward ladder
height process has infinite lifetime, has a finite mean and the following formula
holds, see [21] Chapter 4 Corollary 4,
− E(ξ1) = κE(Ĥ1) = κ(̂b+
∫ ∞
0
ΠĤ(x)dx). (35)
In this case the probability measure νĤ(dy) =
1
E(Ĥ1)
ν˜Ĥ , is the law of the
stationary downward undershoot
U :
Law
= lim
x→∞
x+ ξτ−
−x
.
See [40] Exercise 7.9. This fact applied to the equation (3), replacing t by teu
and integrating with respect to νĤ(du), directly leads to the following Corollary.
Corollary 6. Assume that ξ drifts towards −∞ and its mean is finite, E (|ξ1|) <
∞ and −∞ < E (ξ1) < 0. The following identity in law holds
e−UI
Law
= eξ∞L,
where the factors in both sides of the equality are assumed to be independent and
L is a random variable with law given by
P (L ∈ dt) =
1
E(1/I)
1
t
P(I ∈ dt), t > 0.
This identity has been observed in the case where ξ is the negative of a
subordinator by Bertoin and Caballero [6]. In the particular case where ξ is
spectrally positive, that is, it has no-negative jumps, and hence U ≡ 0, the
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above equality has been obtained by Bertoin and Yor [11]. In terms of the
densities, the latter identity becomes∫
[0,∞)
νĤ(dz)e
zk(xez) =
1
xE(Ĥ1)
∫
[0,∞)
VH(dt)k(xe
−t) (36)
If in equation (36) we replace x by xe−w and integrate with respect to ν˜H(dw)
we get ∫∫
[0,∞)2
ν˜H(dw)νĤ(dz)xe
z−wk(xez−w) =
1
E(Ĥ1)
∫
[0,∞)
dtk(xe−t)
=
1
E(Ĥ1)
∫ x
0
ds
1
s
k(s).
By doing so, using the explicit expression of the measures v˜H and vĤ , and
that Q2/2 = bb̂, we obtain the following Corollary which is an extension of the
formula (2).
Corollary 7. Assume q = 0 and ξ has a finite mean E(|ξ1|) < ∞, and let
E(ξ1) < 0. We have the following identity for x > 0∫ x
0
ds
1
s
k(s)
=
Q2
2
xk(x) + b̂
∫ ∞
0
dw
(
ΠH(w,∞) + κ(0, 0)
)
xe−wk(xe−w)
+ b
∫ ∞
0
dzΠĤ(z,∞)xe
zk(xez)
+
∫ ∞
0
dz
∫ ∞
0
dw
(
ΠH(w,∞) + κ(0, 0)
)
ΠĤ(z,∞)xe
z−wk(xez−w).
(37)
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