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BOLTZMANN DIFFUSIVE LIMIT WITH MAXWELL BOUNDARY
CONDITION
YAN GUO AND FUJUN ZHOU
Abstract. Based on a recent L6 − L∞ approach, validity of diffusive limit is established for
both steady and unsteady Boltzmann equation in the presence of the classical Maxwell boundary
condition for a full arrange of the accommodation coefficient 0 ≤ α ≤ 1. A general stretching
method is developed to control bouncing trajectories for the specular reflection with α = 0
in the hydrodynamic limit, and refined estimates uniform with respect to 0 ≤ α ≤ 1 for the
macroscopic distribution Pf are derived.
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1. Introduction
1.1. Background.
The purpose of this paper is to establish the incompressible Navier-Stokes-Fourier limit from
the steady and unsteady Boltzmann equation to general Maxwell boundary condition in bounded
domain. The rescaled Boltzmann equation, under the action of the external field Φ, is given in
the diffuse regime with small Knudsen and Mach numbers
ε∂tF + v · ∇xF + ε2Φ · ∇vF = ε−1Q(F, F ) in R+ × Ω× R3, (1.1)
F |γ− = (1− α) LF + α Pwγ F on R+ × γ−, (1.2)
F (t, x, v)|t=0 = F0(x, v) ≥ 0 on Ω× R3, (1.3)
Date: September 19, 2018.
2 Y. GUO AND F. ZHOU
where F (t, x, v) is the distribution for particles at time t ≥ 0, position x ∈ Ω and velocity v ∈ R3.
The Boltzmann collision operator Q takes the form
Q(F1, F2)(v) =
ˆ
R3
ˆ
S2
B(v − u, ω)[F1(v′)F2(u′)− F1(v)F2(u)]dωdu
= Q+(F1, F2)(v) −Q−(F1, F2)(v),
where v′ = v − [(v − u) · ω]ω, u′ = u + [(v − u) · ω]ω and B is chosen as the hard spheres cross
section
B(v − u, ω) = |(v − u) · ω|. (1.4)
Throughout this paper, Ω = {x : ξ(x) < 0} is a general bounded domain in R3, not necessarily
convex. Denote its boundary by ∂Ω = {x : ξ(x) = 0}, where ξ(x) is a C2 function. We assume
∇ξ(x) 6= 0 at ∂Ω. The outward normal vector at ∂Ω is given by
n(x) =
∇ξ(x)
|∇ξ(x)| , (1.5)
and it can be extended smoothly near ∂Ω. We denote the phase boundary in the space Ω×R3 as
γ = ∂Ω×R3, and split it into an outgoing boundary γ+, an incoming boundary γ− and a singular
boundary γ0 for grazing velocities
γ+ := {(x, v) ∈ ∂Ω× R3 : n(x) · v > 0},
γ− := {(x, v) ∈ ∂Ω× R3 : n(x) · v < 0},
γ0 := {(x, v) ∈ ∂Ω× R3 : n(x) · v = 0}.
The physically relevant boundary condition (1.2), called the Maxwell boundary condition, was
proposed by Maxwell [43] in 1879 to describe the interaction between particles and the wall. The
non-dimensional parameter α ∈ [0, 1], called the accommodation coefficient, is used to measure the
roughness of the boundary. If the boundary is perfectly smooth, the reflection is specular, which
corresponds to α = 0 in (1.2) and is called the specular reflection boundary condition. While if the
boundary is rough, the reflection is diffuse, which corresponds to α = 1 in (1.2) and is called the
diffuse reflection boundary condition. The specular reflection operator L is given by
LF (t, x, v) = F (t, x, Rxv), (1.6)
where Rxv = v − 2[n(x) · v]n(x) is the velocity before the collision against the wall. The diffuse
reflection operator Pwγ is given by
P
w
γ F (t, x, v) =M
w(x, v)
ˆ
n(x)·u>0
F (t, x, u)[n(x) · u]du, (1.7)
where Mw is the wall Maxwellian defined for a prescribed wall temperature Tw on ∂Ω
Mw =
√
2π
Tw
M1,0,Tw , (1.8)
and Mρ,u,T is the local Maxwellian with the density ρ, bulk velocity u and temperature T
Mρ,u,T =
ρ
(2πT )
3
2
exp
(− |v − u|2
2T
)
. (1.9)
The prescribed wall temperature is given by Tw = 1 + εϑw, where ϑw ∈ W 1,∞(∂Ω) is a given
function defined on ∂Ω.
The incompressible Navier-Stokes-Fourier system (INSF) can be derived from the rescaled
Boltzmann equation (1.1) through a scaling
F = µ+ ε
√
µf, (1.10)
where f is the fluctuation and µ is the global Maxwellian
µ(v) =M1,u,1 =
1
(2π)
3
2
e−
|v|2
2 . (1.11)
BOLTZMANN DIFFUSIVE LIMIT WITH MAXWELL BOUNDARY CONDITION 3
Indeed, we will show that
f → f1 =
[
ρ+ u · v + θ |v|
2 − 3
2
]√
µ weakly in L2(R+ × Ω× R3) as ε→ 0,
where (ρ, u, θ) represents the mass density, bulk velocity and temperature fluctuations physically
and satisfies INSF
∂tu+ u · ∇xu+∇xp = σ∆u +Φ, ∇x · u = 0 in R+ × Ω,
∂tθ + u · ∇xθ = κ∆θ, ∇x(ρ+ θ) = 0 in R+ × Ω,
u|t=0 = u0, θ|t=0 = θ0 on Ω
(1.12)
supplemented by the Dirichlet boundary condition
u|∂Ω = 0, θ|∂Ω = ϑw on R+ × ∂Ω (1.13)
if limε→0
α
ε =∞, and by the Navier boundary condition[
σ
(∇xu+ (∇xu)T) · n+ λu]tan = 0, u · n = 0 on R+ × ∂Ω,
κ∂nθ +
4
5
λ(θ − ϑw) = 0 on R+ × ∂Ω
(1.14)
if limε→0
α
ε =
√
2πλ ∈ [0,∞). Here σ > 0 stands for the kinematic viscosity, κ > 0 denotes the
heat thermal conductivity. In the Navier boundary condition (1.14), proposed by Navier [45] in
1823, λ denotes the reciprocal of the slip length, reflecting the interaction between the fluid and
the boundary. In particular, λ = 0 corresponds to perfect slipping. Moreover, we can show that
the limit point of the steady Boltzmann equation leads to the corresponding steady INSF.
The subject of derivation of fluid dynamical equations from kinetic theory of gases goes back
to the founding work of Maxwell [42] and Boltzmann [9]. At a time when the existence of atoms
was controversial, kinetic theory could explain how to estimate the size of a gas molecule from
macroscopic data such as the viscosity of the gas. Much later, in his famous sixth problem, Hilbert
proposed the question of describing the transition between atomistic and continuous models for
gas dynamics by rigorous mathematical convergence results [33]. Hilbert himself investigated the
connection between the Boltzmann equation and hydrodynamics at formal level in the pioneering
work [34]. Since then, the hydrodynamic limits from the Boltzmann equation have been gotten a
lot of interest and a huge amount of literatures have been devoted to this field.
It is known that INSF can be derived formally from the Boltzmann equation in a regime of
small, slowly varying fluctuations of number density about a uniform Maxwellian state. Bardos,
Golse and Levermore [4, 5] initiated the program of showing that the DiPerna-Lions renormalized
solutions [14] of the Boltzmann equation converge to the Leray-Hopf weak solutions of INSF with
some a priori assumptions. Since then a series of contributions [6, 7, 22, 40, 47] have been made to
remove some of these assumptions. A complete proof for such a limit was established by Golse and
Saint-Raymond for bounded collision kernel [23]. This breakthrough stimulated further investiga-
tions with more general collision kernels [24, 39]. As for bounded spatial domain, Masmoudi and
Saint-Raymond justified linear Stokes-Fourier limit [41], and Saint-Raymond considered Navier-
Stokes limit [48]. Recently, Jiang and Masmoudi established the Navier-Stokes-Fourier limit for
DiPerna-Lions-Mischler renormalized solutions [44] for both cases of limε→0
α
ε < ∞ and α ∽
√
ε
by constructing boundary layers [36].
In the context of classical solutions, Nishida and Caflish studied the compressible Euler limit
[46, 11], and Yu derived the Euler limit near a shock [54]. De Masi, Esposito and Lebowitz
employed the idea of [11] to investigate the Navier-Stokes limit [13]. Later on, Guo justified the
Navier-Stokes limit on high order corrections with hard, soft and Landau collision kernels [26]. We
also mention the related works [3, 8, 35, 37, 49]. See review literatures [48, 52] for more complete
references in this direction.
Much less is known for hydrodynamic limits of the steady Boltzmann equation, where the analog
of DiPerna-Lions renormalized solutions is not available due to lacks of L1 and entropy estimates.
In fact, as Golse pointed in [21], the derivation of the steady INSF from the steady Boltzmann
equation is important and has been an outstanding open problem. Several investigations have been
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made to this thesis for special cases [2, 16, 19, 25]. Esposito, Guo, Kim and Marra partially solved
this problem by deriving INSF to the Dirichlet boundary condition from the steady Boltzmann
equation to the diffuse reflection boundary condition in bounded domain [17]. More recently,
Esposito, Guo and Marra extended such efforts to exterior domains [18].
In this paper, we derive INSF limit from steady and unsteady Boltzmann equation to the general
Maxwell boundary condition with complete accommodation coefficient 0 ≤ α ≤ 1. We can treat
the specular reflection boundary condition α = 0, the most concerned and singular case where
all of the boundary energy is reflected. Compared to the diffuse reflection boundary condition
with accommodation coefficient α = 1, the main difficulty comes from the pointwise estimate and
singularity in boundary terms, induced by the specular refection effect.
1.2. Main results.
Recall the definition of the linearized collision operator
Lf = − 1√
µ
[Q(µ,
√
µf) +Q(
√
µf, µ)],
and the nonlinear collision operator
Γ(f, g) =
1
2
√
µ
[Q(
√
µf,
√
µg) +Q(
√
µg,
√
µf)].
The null space of L, which we denote by N(L), is a five-dimensional subspace of L2(R3)
N(L) = span
{√
µ, v
√
µ,
|v|2 − 3
2
√
µ
}
.
We denote the orthogonal projection of f onto N(L) as
Pf =
[
a+ b · v + c |v|
2 − 3
2
]√
µ, (1.15)
and (I−P)f the projection on the orthogonal complement of N(L). It is known that
Lf = νf −Kf,
where ν = ν(v) is collision frequency defined by
ν(v) =
¨
R3×S2
|(v − u) · ω|
√
µ(u)dωdu,
and K is a compact operator on L2(R3v) defined by
Kf =
1√
µ
[Q+(µ,
√
µf) +Q+(
√
µf, µ)−Q−(µ,√µf)] =
ˆ
R3
k(v, u)f(u)du.
For hard sphere cross section, there are positive constants C1, C2 such that
C1〈v〉 ≤ ν(v) ≤ C1〈v〉
where 〈v〉 :=√1 + |v|2.
For Maxwell boundary condition (1.2), mass is conserved for (1.1). Without loss of generality,
we may assume that the mass conservation law holds for t ≥ 0, in terms of the perturbation f in
(1.10): ¨
Ω×R3
f
√
µdxdv = 0, (1.16)
so that
˜
Ω×R3 Fdxdv =
˜
Ω×R3 µdxdv = |Ω|.
We first drive limit of the steady Boltzmann equation. We look for a steady solution Fs of (1.1)
and (1.2) in the form
Fs = µ+ ε
√
µ
[
fw + fs
]
. (1.17)
Here fw is a prescribed function defined by
fw :=
√
µ
[
Θw
|v|2 − 3
2
+ ρw
]
, ρw = −Θw + |Ω|−1
ˆ
Ω
Θw, (1.18)
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where the average of Θw is added so that
˜
Ω×R3 fw = 0, and Θw is a fixed smooth function on Ω
such that Θw|∂Ω = ϑw and
‖Θw‖W 1,∞(Ω) ≤ C‖ϑw‖W 1,∞(∂Ω). (1.19)
Then in terms of fs, (1.1) reads
v · ∇xfs + ε2 1√
µ
Φ · ∇v(√µfs) + ε−1Lfs = Γ(fs, fs) + 2Γ(fs, fw) +Rs, (1.20)
where
Rs := εΦ · v√µ− v · ∇xfw − ε2 1√
µ
Φ · ∇v[√µfw] + Γ(fw, fw). (1.21)
Elementary calculation shows that
PRs = εΦ · v√µ− ε2ρwΦ · v√µ. (1.22)
To derive the boundary condition that fs satisfies, we see from the definition of Θw that
M1+ερw ,0,1+εΘw
∣∣
γ−
= (1 − α)L (M1+ερw ,0,1+εΘw) + αPwγ (M1+ερw,0,1+εΘw ).
By expanding M1+ερw ,0,1+εΘw in ε, we get
M1+ερw,0,1+εΘw = µ+ εfw
√
µ+ ε2ϕε
√
µ,
where ϕε satisfies
ϕε(x, v) = ϕε(x, |v|), |ϕε| ≤ O(‖ϑw‖2L∞(∂Ω))〈v〉4
√
µ(v).
Therefore, on γ−
µ+ εfw
√
µ+ ε2ϕε
√
µ = (1 − α)L (µ+ εfw√µ+ ε2ϕε√µ)+ αPwγ (µ+ εfw√µ+ ε2ϕε√µ).
On the other hand, from (1.17) and (1.2), on γ−,
µ+ ε(fw + fs)
√
µ = (1− α)L (µ+ ε(fw + fs)√µ)+ αPwγ (µ+ ε(fw + fs)√µ).
Subtracting the above two equations, we obtain the boundary condition for fs
fs|γ− = (1− α)L fs + αPγfs + αrs, (1.23)
where
rs := εQ1(fs) + εQ2(ϕε), (1.24)
Q1(f) := ε
−1[
√
µ
−1
P
w
γ (
√
µf)− Pγf ], (1.25)
Q2(ϕε) := ε[ϕε −√µ−1Pwγ (
√
µϕε)], (1.26)
Pγf(x, v) :=
√
2π
√
µ(v)
ˆ
n(x)·u>0
f(x, u)
√
µ(u)[n(x) · u]du, (1.27)
and we have used the fact that L (µ) = µ and L (ϕε) = ϕε. From
√
2π
ˆ
n·v<0
µ[n · v]dv = −1,
ˆ
n·v<0
Mw[n · v]dv = −1
and (1.25) and (1.26), we haveˆ
n(x)·v<0
√
µQ1(fs)[n(x) · v]dv = 0,
ˆ
n(x)·v<0
√
µQ2(ϕε)[n(x) · v]dv = 0 for x ∈ ∂Ω, (1.28)
so that ˆ
n(x)·v<0
√
µrs[n(x) · v]dv = 0 for x ∈ ∂Ω. (1.29)
Our first main result is on the hydrodynamic limit of the steady Boltzmann equation.
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Theorem 1.1. Assume that Φ ∈ C1(Ω¯), ϑw ∈ W 1,∞(Ω) and
‖Φ‖L2(Ω) + |ϑw|H1/2(∂Ω) ≪ 1. (1.30)
Then, for 0 < ε≪ 1, there is a unique positive solution Fs≥ 0, given by (1.17) with fs satisfying
(1.20), (1.23) and
‖fs‖2 + ‖Pfs‖6 + 1
ε
‖(I−P)fs‖ν + ε 12 ‖wfs‖∞ +
√
α
ε
|(1− Pγ)fs|2,+ +
√
α
ε
|fs|2 ≪ 1, (1.31)
where w(v) = eβ
′|v|2 with 0 < β′ ≪ 1. Besides,
fs → f∗s =
[
ρs + us · v + θs |v|
2 − 3
2
]√
µ weakly in L2(Ω× R3) as ε→ 0,
where (ρs, us, θs) solves the steady INSF with the external field Φ
us · ∇xus +∇xps = σ∆us +Φ, ∇x · us = 0 in Ω,
us · ∇x(θs +Θw) = κ∆(θs +Θw), ∇x(ρs + θs) = 0 in Ω. (1.32)
Moreover, if limε→0
α
ε =∞ then (1.32) is supplemented by the Dirichlet boundary condition
us = 0, θs = 0 on ∂Ω, (1.33)
and if limε→0
α
ε =
√
2πλ ∈ [0,∞) then (1.32) is supplemented by the Navier boundary condition[
σ
(∇xus + (∇xus)T) · n+ λus]tan = 0, us · n = 0 on ∂Ω,
κ∂n(θs + ϑw) +
4
5
λθs = 0 on ∂Ω.
(1.34)
Note that in order to have a stationary solution with non-vanishing velocity field for (1.32), we
may assume that Φ is not a potential field, such that divΦ = 0. Otherwise, if Φ = −∇xp∗ is a
potential field, then u ≡ 0, p ≡ p∗ is a steady solution to (1.32).
Then we derive limit of the unsteady Boltzmann equation. For this, let
F = µ+ ε
√
µ
(
fw + fs + f˜), (1.35)
where fs is the solution of (1.20) and (1.23). Then in terms of f˜ , (1.1)–(1.3) read as
ε∂tf˜ + v · ∇xf˜ + ε2 1√
µ
Φ · ∇v(√µf˜) + ε−1Lf˜ = Γ(f˜ , f˜) + 2Γ(f˜ , fs + fw),
f˜ |γ− = (1− α)L f˜ + αPγ f˜ + αr˜,
f˜ |t=0 = f0,
(1.36)
where we used (1.16), (1.20), (1.23) and the notation r˜ := εQ1(f˜). By (1.28), there holdsˆ
n(x)·v<0
√
µr˜[n(x) · v)]dv = 0 for x ∈ ∂Ω. (1.37)
We define the energy as
Eλ[f ](t) := sup
0≤s≤t
‖eλsf(s)‖22 + sup
0≤s≤t
‖eλsft(s)‖22, (1.38)
and the dissipation as
Dλ[f ](t) :=
ˆ t
0
‖eλsPf‖22 +
ˆ t
0
‖eλsPft‖22 +
1
ε2
ˆ t
0
‖eλs(I−P)f‖2ν
+
1
ε2
ˆ t
0
‖eλs(I−P)ft‖2ν +
α
ε
ˆ t
0
|eλs(1− Pγ)f |22,+
+
α
ε
ˆ t
0
|eλs(1 − Pγ)ft|22,+ +
α
ε
ˆ t
0
|eλsf |22 +
α
ε
ˆ t
0
|eλsft|22.
(1.39)
The second main result is on the hydrodynamic limit of the unsteady Boltzmann equation.
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Theorem 1.2. Assume the hypothesis of Theorem 1.1 holds. Let Fs be the steady solution given
by (1.17). Let the initial datum take the form of F0 = Fs + ε
√
µf˜0 ≥ 0 satisfying
Eλ[f˜ ](0) + ε
1
2 ‖wf˜0‖L∞x,v + ε
3
2 ‖w∂tf˜0‖L∞x,v +
1
ε
‖ν 12 (I−P)f˜0‖L2x,v +
α√
ε
|(1− Pγ)f˜0|L2γ−
+ ‖[v · ∇x + ε2Φ · ∇v]f˜0‖L2x,v + ‖[v · ∇x + ε2Φ · ∇v]∂tf˜(0)‖L2x,v ≪ 1,
(1.40)
where w(v) = eβ
′|v|2 with 0 < β′ ≪ 1.
Then, for 0 < ε≪ 1, there is a unique global solution F ≥ 0, given by (1.35) with f˜ satisfying
(1.36) and the estimate
Eλ[f˜ ](∞) +Dλ[f˜ ](∞) + ε 12 ‖weλtf˜‖L∞t,x,v + ε
3
2 ‖weλtf˜t‖L∞t,x,v ≪ 1. (1.41)
Besides,
f˜ → f˜∗ =
[
ρ˜+ u˜ · v + θ˜ |v|
2 − 3
2
]√
µ weakly in L2(R+ × Ω× R3) as ε→ 0,
where (ρ˜, u˜, θ˜) satisfies the unsteady INSF
∂tu˜+ u˜ · ∇x(u˜+ us) + us · ∇xu˜+∇xp˜ = σ∆u˜, ∇x · u˜ = 0 in R+ × Ω,
∂tθ˜ + u˜ · ∇x(θ˜ + θs +Θw) + us · ∇xθ˜ = κ∆θ˜, ∇x(ρ˜+ θ˜) = 0 in R+ × Ω,
u˜|t=0 = u˜0, θ˜|t=0 = θ˜0 on Ω.
(1.42)
Moreover, (1.42) is supplemented by the Dirichlet boundary condition
u˜ = 0, θ˜ = 0 on R+ × ∂Ω (1.43)
if limε→0
α
ε =∞, and by the Navier boundary condition[
σ
(∇xu˜+ (∇xu˜)T) · n+ λu˜]tan = 0, u˜ · n = 0 on R+ × ∂Ω,
κ∂nθ˜ +
4
5
λθ˜ = 0 on R+ × ∂Ω
(1.44)
if limε→0
α
ε =
√
2πλ ∈ [0,∞).
Remark 1.3. (i) Theorem 1.1 and Theorem 1.2 cover complete accommodation coefficient
0 ≤ α ≤ 1 and general domain (not necessarily convex). In particular, they hold for the spec-
ular boundary condition F |γ− = LF . It is well-known that global well-posedness for Boltzmann
equation (with ε = 1) with specular boundary condition (α = 0) remains an outstanding question
for a 3D non-convex domain. Remarkably, our results have settled such an open question in the
regime of hydrodynamic limit with ε << 1. The key is to employ a stretching method (see detailed
illustration below) to reduce the analysis of complex bouncing trajectories to the case of trajectories
with at most one bounce. Such a stretching method is robust, which is expected to play a crucial
role in future study for other hydrodynamic limit problems. As a consequence, our method would
lead to the first global well-posedness for Boltzmann equation (with ε = 1) for a ‘large stretched’
non-convex 3D domain. Moreover, due to lack of boundary control for α << 1, it is a well-known
difficulty to obtain energy estimate uniform for αε → 0 (the case for perfect slipping for the Navier
boundary condition). We are able to obtain refined delicate estimate for ||Pf ||L2x,v and ||f ||L2tL2x,v
for the full range of 0 ≤ α ≤ 1 (see detailed illustration below)
(ii) Let fs, f˜ be the solutions of (1.20) and (1.36), respectively. Write
g♯ = fw + fs, f
♯ = fw + fs + f˜ .
Then Theorem 1.1 and Theorem 1.2 indicate that
g♯ → g∗ =
[
ρg + ug · v + θg |v|
2 − 3
2
]√
µ, f ♯ → f∗ =
[
ρf + uf · v + θf |v|
2 − 3
2
]√
µ
weakly as ε→ 0, where (ρf , uf , θf ) solves the standard INSF (1.12)–(1.14) and (ρg, ug, θg) satisfies
the corresponding steady form, cf. the proofs of Theorems 1.1 and 1.2.
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(iii) The initial data ∂tf˜(0) in (1.40), expressed through the equation (1.36), is a sharp con-
dition. One can compensate the corresponding diverging factors in its expression by choosing f˜0
properly, cf. Remark 1.4 of [17].
(iv) Theorem 1.1 and Theorem 1.2 hold true for 2-dimensional case Ω ⊂ R2, where L4-norm
should be employed instead of L6-norm and the proof is simpler.
1.3. Difficulties and illustrations.
1.3.1. Lp − L∞ framework and stretching method.
In order to treat the quadratic term Γ(f, f), the L∞-norm has to be used to control solutions
of the nonlinear equations (1.20) and (1.36). To illustrate the main idea concisely, let consider a
simplified problem
v · ∇xf + ε2Φ · ∇vf + ε−1ν0f = ε−1
ˆ
|v′|≤N
f(v′)dv′ in Ω× R3, (1.45)
f |γ− = (1− α)L f + αPγf on ∂Ω× R3, (1.46)
where the integral in (1.45) is the truncation of Kf and ν0 is the lower bound of ν(v). The
trajectory (or the characteristics) for (1.45) is
X(s; t, x, v) = x+ v(s− t) + ε2
ˆ s
t
ˆ τ
t
Φ
(
X(τ ′; t, x, v)
)
dτ ′dτ,
V (s; t, x, v) = v + ε2
ˆ s
t
Φ
(
X(τ ; t, x, v)
)
dτ.
Define
tb(x, v) := inf{t ≥ 0 : X(−t; 0, x, v) /∈ Ω},
yb(x, v) := X(−tb(x, v); 0, x, v), vb(x, v) := V (−tb(x, v); 0, x, v). (1.47)
Clearly (yb(x, v), vb(x, v)) ∈ γ−.
Taken into account of the Maxwell boundary condition (1.46), after multiple collisions against
the boundary ∂Ω, the trajectory [X(s; t, x, v) , V (s; t, x, v)] becomes very complicated. In fact, at
each collision against ∂Ω, the trajectory splits as the backward specular reflection and backward
diffuse reflection. Let (t0, x0, v0) := (t, x, v) be the initial of the backward trajectory. Define the
first backward bouncing time, position and velocity along the trajectory
t1 := t0 − tb(x0, v0), x1 := xb(x0, v0), v1 =
{
Rx1(V (t1; t0, x0, v0)) if specular,
v∗1 if diffuse,
where v∗1 stands for an independent variable. The second backward bouncing time, position and
velocity along the trajectory is more complicated, since it may propagate from either the specular
reflection
(
t1, x1, Rx1(V (t1; t0, x0, v0))
)
or the diffuse reflection (t1, x1, v
∗
1). We may employ the
expression given by [10]. Form ≥ 1 and i ∈ {1, 2, · · · ,m}, define θm(i) the set of strictly increasing
functions from {1, 2, · · · , i} into {1, 2, · · · ,m}. It embodies every possible combination of specular
reflections among all the collisions against the boundary. For ℓ ∈ θm(i) and free variables v∗k ∈ R3,
define the sequence (tℓk, x
ℓ
k, v
ℓ
k)1≤k≤m by induction
tℓk = t
ℓ
k−1 − tb(xℓk−1, vℓk−1), xℓk = xb(xℓk−1, vℓk−1) = X(xℓk; tℓk−1, xℓk−1, vℓk−1),
vℓk =
{
Rxℓk(V (t
ℓ
k; t
ℓ
k−1, x
ℓ
k−1, v
ℓ
k−1)) if k ∈ ℓ[{1, 2, · · · , i}],
v∗k otherwise.
Define the back-time cycles as
Xcl(s; t, x, v) =
∑
k
1[tℓk+1,t
ℓ
k)
(s)X(s; tℓk, x
ℓ
k, v
ℓ
k), Vcl(s; t, x, v) =
∑
k
1[tℓk+1,t
ℓ
k)
(s)V (s; tℓk, x
ℓ
k, v
ℓ
k).
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Along the back-time cycles, solutions of (1.45) can be expressed by
f(x, v) =
ˆ t
0
e−
ν0
ε (t−s)ε−1
ˆ
|v′|≤N
f(Xcl(s; t, x, v), v
′)dv′ds
+ e−
ν0
ε tf(Xcl(0; t, x, v), Vcl(0; t, x, v)).
(1.48)
Note that this formula is an abstract form and there are many terms, brought by the repeated
usage of the Maxwell boundary condition (1.46) accompanied by the multiple collisions against
the boundary. Then plug the same form into the integrand f(Xcl(s; t, x, v), v
′)
f(x, v) =
ˆ t
0
e−
ν0
ε (t−s)
ˆ s
0
e−
ν0
ε (s−τ)ε−2
¨
|v′|≤N,|v′′|≤N
f
(
Xcl(τ ; s,Xcl(s; t, x, v), v
′), v′′
)
× dv′′dv′dτds + other terms.
(1.49)
The spirit of Lp −L∞ approach, first introduced in [27] and then employed by [15, 16, 17, 28, 29,
30, 31], is to generate one Lpx-norm from the v
′-integration through the change of variable
[v′ 7→ z := Xcl(τ ; s,Xcl(s; t, x, v), v′)].
The key point is to ensure that the Jacobian has a positive lower bound, that is,
|J| :=
∣∣∣det [dXcl(τ ; s,Xcl(s; t, x, v), v′)
d
v′
]∣∣∣ & δ > 0 (1.50)
away from a small set of s. It follows that
‖f‖L∞x,v .
( ˆ
Ω
ˆ
|v′′|≤N
|f(z, v′′)|p 1
δ
dv′′dz
)p
+ other terms,
which controls the bulk of the L∞ norm through the Lp-norm.
Once specular reflection is involved in boundary condition, the specular backward cycles in
Xcl(s; t, x, v) reflect repeatedly against the boundary, and
dXcl(τ ;s,Xcl(s;t,x,v),v
′)
dv′ is very complicated
to compute and (1.50) is quite difficult to verify. This is in part due to the fact that there is no
apparent way to analyze dXcl(τ ;s,Xcl(s;t,x,v),v
′)
dv′ inductively with finite bounces. As for non-limit
problems, for example, for ε = 1 and α = 0 in (1.45) and (1.46), [27] used the fact that, for convex
domain Ω, dvkdv1 can be computed asymptotically in a delicate iterative fashion for special cycles
almost tangential to the boundary. It is then combined with the analyticity assumption of ∂Ω to
conclude that (1.50) is valid after cutting off a small set of J = 0. Later on, [38] removed this
analyticity restriction on ∂Ω by applying triple Duhamel formula
f(x, v) =
ˆ t
0
e−ν0(t−s)
ˆ s
0
e−ν0(s−τ)
ˆ τ
0
e−ν0(τ−τ
′)
˚
|v′|≤N,|v′′|≤N,|v′′′|≤N
× f(Xcl(τ ′; τ,Xcl(τ ; s,Xcl(s; t, x, v), v′), v′′), v′′′)dv′′′dv′′dv′dτ ′dτds + · · · .
Note that in both of [27, 38], the back-time cycles may collide many times against the boundary
and the most inner time integration must be cut off away from a small set, say
ˆ t
0
ˆ s
0
=
ˆ t
0
{ˆ s
s−δ
+
ˆ s−δ
0
}
,
ˆ t
0
ˆ s
0
ˆ τ
0
=
ˆ t
0
ˆ s
0
{ ˆ τ
τ−δ
+
ˆ τ−δ
0
}
,
to guarantee (1.50) for the second integration which carries out a change of variable in each
formula.
As for limit problems, one has to calculate accurately how the lower bound of J depends on ε,
which differs greatly from non-limit problems like [27, 38] where ensuring positive lower bound of
J is enough. For this, we have to cut off the inner time integration with an ε-order interval o(1)ε
to offset the factor ε−1 in front of the velocity integration in (1.49), that is,
(1.49) =
ˆ t
0
ˆ s
s−o(1)ε
+
ˆ t
0
ˆ s−o(1)ε
0
+ others terms, (1.51)
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where the first integration leads to
ˆ t
0
e−
ν0
ε (t−s)ε−1ds× o(1)ε× 1
ε
‖f‖L∞x,v . o(1)‖f‖L∞x,v . (1.52)
For the second integration
´ t
0
´ s−o(1)ε
0 in (1.51), the trajectory Xcl(τ ; s,Xcl(s; t, x, v), v
′), experi-
enced the truncation s − o(1)ε, continues to propagate. And after multiple specular reflections
against the boundary, the relation between Xcl(τ ; s,Xcl(s; t, x, v), v
′) and ε becomes extremely
ambiguous and (1.50) is completely unverifiable! Thus, the approaches employed in [27] and [38]
fail to apply to the current limit problem.
To overcome this difficulty, our resolution is based on the following principle: prevent the
truncation of time integration from the involvement of ε, and avoid repeated bounces against the
boundary. We introduce the so-called stretching method: for given 0 < ε≪ 1, stretch the domain
Ω via the change of variable
Ω→ Ωε := ε−1Ω; x 7→ y := ε−1x, (1.53)
where Ωε is very large due to smallness of ε and maintains unit normal invariant
n(y) =
∇y[ξ(εy)]
|∇y [ξ(εy)])| =
∇xξ(εy)
|∇xξ(εy)| =
∇xξ(x)
|∇xξ(x)| = n(x) for x ∈ ∂Ω, y = ε
−1x ∈ ∂Ωε, (1.54)
and then transform (1.45)–(1.46) into an equivalent problem
v · ∇y f¯ + ε3Φ¯ · ∇v f¯ + ν0f¯ =
´
|v′|≤N
f¯(y, v′)dv′ in Ωε × R3, (1.55)
f¯ |γ− = (1 − α)L f¯ + αPγ f¯ on ∂Ωε × R3 (1.56)
by defining
f¯(y, v) := f(x, v), Φ¯(y) := Φ(x). (1.57)
The trajectory of (1.55) reads as
Y (s; t, y, v) = y + v(s− t) + ε3
ˆ s
t
ˆ τ
t
Φ¯
(
Y (τ ′; t, y, v)
)
dτ ′dτ,
V (s; t, y, v) = v + ε3
ˆ s
t
Φ¯
(
Y (τ ; t, y, v)
)
dτ.
(1.58)
Denote the first and the second bounces (if they do happen) against the boundary along the
backward specular trajectory by
(t1, y1) = (t− tb(y, v), yb(y, v)), (t2, y2) = (t1 − tb(y1, v1), yb(y1, v1)).
From (1.58) we know that
|y2 − y1| ≈ |v(t2 − t1)|. (1.59)
For given (t, y, v) ∈ [0, T0]×Ωε ×R3 satisfying (y, v) /∈ γ0, the left hand side of (1.59) |y2 − y1| ≈
O(1ε ) due to the stretch (1.53), while the right hand side |v(t2−t1)| is bounded. This indicates that
the specular backward trajectory starting from (t, y, v) undergoes “at most one bounce” against
the boundary for small ε ≪ 1, cf. Lemma 2.5. With this crucial observation, solutions of (1.55)
BOLTZMANN DIFFUSIVE LIMIT WITH MAXWELL BOUNDARY CONDITION 11
can be expressed by (note that the Maxwell boundary condition in (1.56) is used at most once)
f¯(y, v) = e−ν0tf¯(Y (0; t, y, v), V (0; t, y, v)) +
ˆ t
0
e−ν0(t−s)
ˆ
|v′|≤N
f¯(Y (s; t, y, v), v′)dv′ds,
+ (1− α)e−ν0(t−0)f¯(Y s
cl
(0; t, y, v), V s
cl
(0; t, y, v))
+ (1− α)
ˆ t1
0
e−ν0(t−s)
ˆ
|v′|≤N
︷ ︸︸ ︷
f¯
(
Y scl(s; t, y, v), v
′
)
dv′ds
+ α
ˆ
|v∗1 |≤N
e−ν0(t−0)f¯
(
Y d
cl
(0; t, y, v), Y d
cl
(0; t, y, v)
)
dv∗1
+ α
ˆ
|v∗1 |≤N
ˆ t1
0
e−ν0(t−s)
ˆ
|v′|≤N
f¯(Y d
cl
(s; t, y, v), v′)dv′dsdv∗1 ,
(1.60)
where Y s
cl
(s; t, y, v) and Y d
cl
(s; t, y, v) stand for the trajectory undergoing one specular reflection
and one diffuse reflection, respectively. Then plug the same form into the integrands in (1.60)
f¯(y, v) = (1 − α)2
ˆ t1
0
e−ν0(t−s)
ˆ
|v′|≤N
{ˆ t′1
t′1−δ
+
ˆ t′1−δ
0︸ ︷︷ ︸
}
e−ν0(s−τ)
ˆ
|v′′|≤N
× f¯(Y scl(τ ; s, Y scl(s; t, y, v), v′), v′′)dv′′dτdv′ds + other terms,
(1.61)
where we wrote only the most complicated term which undergoes another specular reflection from
the overbraced term in (1.60). In (1.61) we have cut off the inner time integration with small
constant δ (independent of ε) and used the notation t′1 := s − tb(Y scl(s; t, y, v), v′). By careful
calculations, we show that, for the underbraced term in (1.61) where τ < t′1 − δ < t′1 < s, the
Jacobian of the change of variable [v′ 7→ Y s
cl
(τ ; s, Y s
cl
(s; t, y, v), v′)] has a positive lower bound
independent of ε ∣∣∣det [dY scl(τ ; s, Y scl(s; t, y, v), v′)
dv′
]∣∣∣ & |s− τ |3 +O(ε) & δ3, (1.62)
cf. Lemma 2.7. This first settles the uniform (in ε) L∞ estimate for limit problems containing
specular reflection effect in boundary conditions.
For the unsteady limit, we consider the evolutionary version of (1.45)
ε∂tf + v · ∇xf + ε2Φ · ∇vf + ε−1ν0f = ε−1
ˆ
|v′|≤N
f(v′)dv′ in Ω× R3. (1.63)
The above stretching method leads to
ε2∂tf¯ + v · ∇y f¯ + ε3Φ¯ · ∇v f¯ + ν0f¯ =
ˆ
|v′|≤N
f¯(v′)dv′ in Ωε × R3. (1.64)
To express solutions of (1.64), one needs to go through the above steps for the steady case again by
defining new characteristics Z(s; t, y, v) = Y (t − t−sε2 ; t, y, v). However, we can skip these lengthy
steps by stretching the time variable at the same time as (1.53)
[0,∞]→ [0,∞]; t 7→ t¯ := ε−2t. (1.65)
Then (1.63) is transformed into
∂t¯fˆ + v · ∇y fˆ + ε3Φ¯ · ∇v fˆ + ν0fˆ =
ˆ
|v′|≤N
fˆ(v′)dv′, (1.66)
where
fˆ(t¯, y, v) := f(t, x, v), Φ¯(y) := Φ(x). (1.67)
One can find that (1.66) and its steady version (1.55) enjoy the same characteristic (1.58). Thus
the above “at most one bounce” argument still holds true for given finite time t¯ ∈ [0, T0], and the
L∞ estimate follows readily from the steady case. Finally, returning back to the original problem
(1.63), we get the estimate on [0, ε2T0]×Ω×R3 and then extend to [ε2T0, 2ε2T0], · · · , [nε2T0, (n+
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1)ε2T0], · · · . Thus in the L∞ estimate of the unsteady problem, we can simplify the procedure
greatly by stretching the time and space variables simultaneously.
1.3.2. L2 coercivity estimate with αε small or vanishing.
It is well-known that L is semi-positive [12]ˆ
R3
fLfdv ≥ σL‖(I−P)f‖2L2(R3).
Thus standard L2 energy estimate of (1.36) leads to
‖f˜(t)‖22 +
1
ε2
ˆ t
0
‖(I−P)f˜‖2ν +
α
ε
ˆ t
0
|(1− Pγ)f˜ |22,+ .
1
ε
ˆ t
0
‖Γ(f˜ , f˜)‖22 + 1, (1.68)
The missing
´ t
0
‖Pf˜‖22 is estimated by the coercivity estimates with proper test function in the
weak formulation together with local conservation law, first employed by [16]. Note that in (1.68),
only αε
´ t
0 |(1 − Pγ)f˜ |22,+ can be controlled and it may be very small if αε → 0, induced by the
Maxwell boundary condition. In particular, for the specular reflection boundary condition α = 0,
there is no boundary integration on the left hand side of (1.68). Thus in order to close the L2
energy, the boundary integration in the upper bound of Pf˜ should not exceed αε
´ t
0
|(1−Pγ)f˜ |22,+.
To demonstrate the treatments concisely, we consider a simplified version of (1.36)
ε∂tf + v · ∇xf + ε−1Lf = g ∈ L2(Ω× R3),
¨
Ω×R3
fdvdx = 0, (1.69)
f |γ− = (1 − α)L f + αPγf on ∂Ω× R3, (1.70)
and seek for the estimates of a, b and c in (1.15). Weak formulation of (1.69) reads asˆ t
0
¨
Ω×R3
(v · ∇xψ)[Pf + (I−P)f ] =
ˆ t
0
¨
∂Ω×R3
fψ[n · v] + other terms. (1.71)
A test function ψ needs to be chosen such that L2 control of a, b, c comes from
˜
Ω×R3
(v ·∇xψ)Pf
and the boundary integration reads as (we omit the time integral for simplicity)¨
∂Ω×R3
ψf [n · v] =
ˆ
γ+
ψfdγ −
ˆ
γ+
ψ(Rxv)
[
(1− α)f(v) + αPγf
]
dγ, (1.72)
where we used dγ := |n(x) · v|dS(x)dv and the change of variable v 7→ Rxv on γ−.
For ‖a‖2, we choose a test function ψa = (|v|2 − 10)√µ(v · ∇xφa) as in [16], where φa solves
−∆xφa = a with ∂nφc|∂Ω = 0, due to
˜
Ω×R3 f = 0. By elliptic estimate and trace theorem,
(1.72) is bounded by α2|(1−Pγ)f |22,++ o(1)‖a‖22. For ‖b‖2, we choose ψb =
∑3
i,j=1 ∂jφ
b
ivivj
√
µ−∑3
i=1 ∂iφ
b
i
|v|2−1
2
√
µ introduced by [53], where φb = (φb1, φ
b
2, φ
b
3) solves the elliptic system
−∆xφb = b in Ω, φb · n = 0 on ∂Ω, ∂nφb = (φb · n)n on ∂Ω. (1.73)
This system satisfies complementing boundary conditions in the sense of Agmon-Douglis-Nirenberg
and thus leads to elliptic estimate ‖φb‖H2 . ‖b‖2, cf. Lemma A.1 and Lemma A.2 in the Appendix.
Then (1.72) is controlled by α2|(1 − Pγ)f |22,+ + o(1)‖b‖22.
The estimate of ‖c‖2 is rather delicate. On one hand, test function ψc should be odd on
v such that the integral
˜
Ω×R3 ψc(v · ∇xf) leads to
´
Ω c∆xφc and then to
´
Ω c
2. For this, let
ψc = χ(|v|)(v · ∇xφc), with χ and φc to be determined. Then (1.72) reads as
α
ˆ
γ+
χ(|v|)(v · ∇xφc)(1 − Pγ)fdγ + 2
ˆ
γ+
χ(|v|)(n · v)∂nφc[(1− α)f(v) + αPγf ]dγ, (1.74)
where the second integration can not be controlled by αε
´ t
0
|(1−Pγ)f˜ |22,+, unless ∂nφc . αε . On the
other hand, the information of
´
Ω
cdx is unknown at all (note that there is no energy conservation
law for (1.1), due to Maxwell boundary condition), so that we must handle the goal ∂nφc . α very
carefully to avoid compatible conditions for elliptic equation satisfied by φc
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factors and construct a test function ψc = (|v|2 − 5)√µ(v · ∇xφc), where φc solves the following
elliptic equation with convection term
−∆xφc + E · ∇xφc = c, ∂nφc|∂Ω = 0,
ˆ
Ω
φcdx = 0, (1.75)
where E ∈ [L∞(Ω)]3 is given with small ‖E‖∞ ≪ 1. Lemma A.3 in the Appendix proves that
there exists such a vector E to guarantee unique solvability of (1.75) and uniform elliptic estimate
‖φc‖H2 . ‖c‖2. With this carefully chosen φc, we have the lower bound for the bulk∣∣¨
Ω×R3
(v · ∇xψc)Pf
∣∣ = ∣∣5 ˆ
Ω
c∆φc
∣∣ = ∣∣5 ˆ
Ω
c2 − 5
ˆ
Ω
c(E · ∇xφc)
∣∣ ≥ 4‖c‖22
and upper bound α2|(1− Pγ)f |22,+ + o(1)‖c‖22 for (1.72) or (1.74). Combining these estimates we
finally get the refined estimate
ˆ t
0
‖Pf‖22 .
1
ε2
ˆ t
0
‖(I−P)f‖2ν + α
ˆ t
0
|(1− Pγ)h|22,+ + 1,
and then close (1.68), see Lemma 3.4 and Theorem 2.3.
Another obstacle arises from the treatment of the collision operator
ˆ t
0
‖Γ(Pf,Pf)‖22 . ‖Pf‖L∞t L6x,v‖Pf‖L2tL3x,v ,
in order to close (1.68). ‖Pf‖L∞t L6x,v is estimated like the steady case and ‖Pf‖L2tL3x,v can be
bounded through the gain of integrability by extending f , cf. [17]. However, owing to (1.68) again,
the boundary integration in the upper bound of ‖Pf‖L2tL3x,v should not exceed αε
´ t
0 |(1−Pγ)h|22,+,
especially when αε → 0. We overcome this difficulty by first cutting off the whole grazing set γ\γδ±
and then extending f to fδ satisfying fδ|γ\γδ± = 0 and ‖fδ‖L2(R×γ) ∼ ‖f1γδ±‖L2(R+×γ). Here γδ± is
the non-grazing set
γδ± :=
{
(x, v) ∈ γ± : |n(x) · v| ≥ δ, δ ≤ |v| ≤ 1
δ
}
. (1.76)
Then we follow the same argument as in [17] to derive
‖Pf‖L2tL3x,v . ‖f1γδ±‖L2(R+×γ) + other terms.
For the outgoing non-grazing set γδ+, we can use the trace lemma to bound
´ t
0
´
γ+
|f1γδ+ |2dγ.
While for the incoming non-grazing set γδ− where the trace lemma does not hold true anymore,
we apply the Maxwell boundary condition and convert it to the outgoing part by the change of
variable v 7→ Rxv on γ−
ˆ t
0
ˆ
γ−
|f1γδ− |
2dγ . (1− α)2
ˆ t
0
ˆ
γδ+
|f |2dγ + α2
ˆ t
0
ˆ
γδ+
|Pγf |2dγ + 1,
and then use the trace lemma again, cf. Lemma 3.4.
Finally, recall from (1.41) that only αε
´ t
0
|f |22dγ and αε
´ t
0
|(1−Pγ)f |22,+dγ are controlled (rather
than
´ t
0 |f |22dγ and
´ t
0 |(1 − Pγ)f |22dγ), which would be very small if αε → 0. When taking limits
of the boundary conditions, we have to transfer the integral 1ε
´
γ−
[(1−α)L f +αPγf ] onto γ+ to
offset the bulk 1ε
´
γ+
(1 − α)f and remain the small contribution αε
´
γ+
(1 − Pγ)f . In the case of
the Dirichlet boundary condition, we can take limit directly in Maxwell boundary condition and
show that the convergence is strong. While for derivation of the Navier boundary condition, we
have to take limits of (1.20) and (1.23) in the weak formulation and that the moments satisfy the
weak formulation of INSF.
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1.4. Organization of the paper.
This paper is organized as follows. In Section 2 we study the steady limit of (1.1) and (1.2)
and give the proof of Theorem 1.1. Section 3 is devoted to the derivation of the unsteady limit
and the proof of Theorem 1.2. Finally, in the Appendix, we give proofs on some elliptic boundary
problems used in previous sections.
Notation. For notational simplicity, we use C to denote some generic positive constant and use
X . Y to denote X ≤ DY , where D is a constant not depending on X and Y . We subscript
this to denote dependence on parameters, thus X .β Y means X ≤ DβY . Let o(1) stand for
a small constant. For 1 ≤ p ≤ ∞, we use ‖ · ‖p and ‖ · ‖Lp for the Lp(Ω × R3) norm or the
Lp(Ω) norm, depending on the context. We subscript this to denote the variables, thus ‖ · ‖Lpy
means Lp({y ∈ Y }). We also denote ‖ · ‖LpLq := ‖ · ‖Lp(Lq) :=
∥∥‖ · ‖Lq∥∥Lp . We use (· , ·) for the
L2(Ω×R3v) inner product or L2(Ω) inner product, and 〈· , ·〉 for the L2(R3v) inner product. Write
‖ · ‖ν ≡ ‖ν1/2 · ‖2. For the phase boundary integration, we use | · |−norm. More precisely, define
dγ = |n(x) · v|dS(x)dv where dS(x) is the surface measure, use |f |pp =
´
γ
|f(x, v)|pdγ or |f |pp =´
∂Ω |f(x)|pdS(x) for 1 ≤ p <∞, with the corresponding spaces as Lp(∂Ω×R3; dγ) = Lp(∂Ω×R3)
or Lp(∂Ω; dS(x)) = Lp(∂Ω). Similarly, let |f |∞ represent supx∈∂Ω |f(x)| or sup(x,v)∈γ |f(x, v)|.
We also denote |f |p,± = |f1γ± |p.
2. Steady Limit
2.1. L2 coercivity estimate and L6 bound.
In this section, we construct the L2 coercivity estimate of the steady linear problem.
We define
〈f〉 :=
(¨
Ω×R3
f
√
µdxdv
)/(¨
Ω×R3
µdxdv
)
.
Denote
a˚(x) := a(x) − 〈f〉, f˚ := f − 〈f〉√µ.
It follows that ˆ
Ω
a˚(x)dx = 0 and Pf˚ =
[˚
a(x) + b(x) · v + c(x) |v|
2 − 3
2
]√
µ.
We have the following estimates for Pf˚ .
Lemma 2.1. Let 0 < ε ≪ 1 and λ > 0 be given. Suppose that Φ ∈ L∞(Ω), g ∈ L2(Ω × R3), r ∈
L2(γ−) and satisfy¨
Ω×R3
g
√
µdvdx = 0,
ˆ
n·v<0
r
√
µ[n · v]dv = 0 for all x ∈ ∂Ω. (2.1)
Assume that f satisfies[
λ+ (1 − θ)ε−1ν − 1
2
ε2Φ · v]f + v · ∇xf + ε2Φ · ∇vf + θε−1Lf = g,
f |γ− = (1 − α)L f + αPγf + αr,
(2.2)
where θ ∈ [0, 1].
Then for θ close to 1−,
λ|〈f〉| . (1 − θ)ε−1‖f‖2. (2.3)
Moreover,
‖Pf˚‖22 . ε−2‖(I−P)f‖2ν + α2|(1 − Pγ)f |22,+ + α2|r|22,− + ‖ν−
1
2 g‖22 + λ|〈f〉|2 (2.4)
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and
‖Pf˚‖66 .
[
ε−1‖(I−P)f‖ν
]6
+
[
αε−
1
2 |(1 − Pγ)f |2,+
]6
+
[
αε−
1
2 |r|2,+
]6
+
[
αε
1
2 |wr|∞
]6
+ ‖ν− 12 g‖62 + ρ1
[
αε
1
2 ‖wf‖∞
]6
+ λ|〈f〉|6,
(2.5)
where ρ1 > 0 is a small constant.
Proof. Step 1. Estimate of (2.3).
Multiply a test function ψ(x, v), which will be determined later, to the equation (2.2) and
integrate on Ω× R3,¨
Ω×R3
[
λ+ (1 − θ)ε−1ν − 1
2
ε2Φ · v]fψ +¨
∂Ω×R3
(v · n)fψ −
¨
Ω×R3
(v · ∇xψ)f
−
¨
Ω×R3
ε2(Φ · ∇vψ)f + ε−1θ
¨
Ω×R3
L(I−P)fψ =
¨
Ω×R3
gψ.
(2.6)
In (2.6), we choose ψ =
√
µ. By the change of variable v 7→ Rxv on γ−, we have¨
∂Ω×R3
f
√
µ[n · v]dvdSx =
ˆ
γ+
f
√
µdγ −
ˆ
γ−
[
(1 − α)L f + αPγf + αr
]√
µdγ
=
ˆ
γ+
f
√
µdγ −
ˆ
γ+
[
(1− α)f + αPγf
]√
µdγ
= α
ˆ
γ+
(f − Pγf)√µdγ = 0,
(2.7)
where we used (2.1) and
√
2π
´
n·v>0
µ[n · v]dv = 1. Combining this with (2.1), we get¨
Ω×R3
[λ+ (1− θ)ε−1ν]f√µ = 0. (2.8)
From the definition of f˚ we have
˜
Ω×R3 f˚
√
µ = 0. Noticing f = f˚ + 〈f〉√µ and¨
Ω×R3
(1− θ)ε−1νf˚√µ . (1− θ)ε−1‖f˚‖2 . (1 − θ)ε−1‖f‖2,
we prove (2.3) from (2.8) for θ ∈ [0, 1] close to 1.
In the following we prove (2.4) and (2.5). It follows from (2.6) that
−
¨
Ω×R3
(v · ∇xψim)Pf =
6∑
j=1
Ψi,jm for m ∈ {2, 6}, i ∈ {a, b, c}, (2.9)
where ψim(x, v) are test functions and
Ψi,1m := −
¨
Ω×R3
[
λ+ (1− θ)ε−1ν]fψim, Ψi,2m := −¨
∂Ω×R3
(v · n)fψim,
Ψi,3m :=
¨
Ω×R3
(v · ∇xψim)(I −P)f, Ψi,4m := ε2
¨
Ω×R3
[
Φ · ∇v ψ
i
m√
µ
]
f,
Ψi,5m := −ε−1θ
¨
Ω×R3
ψimL(I−P)f, Ψi,6m :=
¨
Ω×R3
gψim.
(2.10)
Step 2. Estimates of ‖˚a‖2 and ‖˚a‖6.
Choose a test function
ψam := (|v|2 − 10)
√
µv · ∇xφam(x), m = 2, 6
in (2.9), where φam is defined through
−∆xφam = a˚m−1 −
 
a˚m−1dx, ∂nφ
a
m
∣∣
∂Ω
= 0,
ˆ
Ω
φamdx = 0. (2.11)
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Here we used the notation
ffl
g(x) := |Ω|−1 ´Ω g(x). Elliptic estimates lead to
‖φa2‖H2 . ‖˚a‖2, ‖φa6‖W 2, 65 .
∥∥˚a5 −  a˚5∥∥ 6
5
. ‖˚a5‖ 6
5
+
∥∥|Ω|− 56 ‖˚a‖56∥∥ 6
5
. ‖˚a‖56. (2.12)
The left-hand side of (2.9) equals
−
¨
Ω×R3
(v · ∇xψam)Pf = 5
ˆ
Ω
∆φam
[˚
a+ 〈f〉],
where we used oddness of vkvivj(|v|2 − 10)µ andˆ
R3
vivk(|v|2 − 10)µ = −5δik,
ˆ
R3
v2i (|v|2 − 10)
|v|2 − 3
2
µ = 0, i, k = 1, 2, 3. (2.13)
By
´
Ω a˚ = 0 and (2.11) we have
−
¨
Ω×R3
(v · ∇xψa2 )Pf = −5
ˆ
Ω
a˚
[˚
a+ 〈f〉] = −5‖˚a‖22, (2.14)
−
¨
Ω×R3
(v · ∇xψa6 )Pf = −5
ˆ
Ω
[˚
a5 −
 
a˚5
][˚
a+ 〈f〉] = −5‖˚a‖66. (2.15)
To estimate Ψa,1m , we calculate
Ψa,1m . [λ+ (1− θ)ε−1]‖f‖2‖∇φam‖2.
For m = 2 we employ (2.12), ‖˚a‖2 . ‖Pf‖2 and θ = 1 + o(1)ελ to get
|Ψa,12 | . [λ+ (1− θ)ε−1]‖f‖2‖˚a‖2 . λ‖Pf‖22 + ‖(I−P)f‖22. (2.16)
Form = 6, we use the embeddingW 1,
6
5 (Ω) →֒ L2(Ω) and Sobolev–Gagliardo–Nirenberg inequality
‖∇φa6‖2 . ‖∇φa6‖W 1, 65 . ‖˚a‖
5
6. (2.17)
It follows from Young inequality that
|Ψa,16 | . [λ+ (1− θ)ε−1]‖f‖2‖˚a‖56 . λ‖Pf‖66 + ‖(I−P)f‖62. (2.18)
To estimate Ψa,2m , noticing the expression
Pγf =
√
µzγ(x) with zγ(x) :=
√
2π
ˆ
n·v>0
f
√
µ[n · v]dv, (2.19)
and the decomposition v = vn · n+ v⊥, we haveˆ
γ−
ψamPγfdγ =
ˆ
γ−
(|v|2 − 10)√µ(vn∂nφam + v⊥∇xφam)√µz(x)dγ = 0, (2.20)
where we used ∂nφ
a
m = 0 for the first term and oddness in v⊥ for the second one. Besides, by
∂nφ
a
m = 0 and the change of variable u = Rxv we have
v · ∇xφam = [u− 2(u · n)n] · ∇xφam = u · ∇xφam − 2(u · n)∂nφam = u · ∇xφam, (2.21)
which further indicatesˆ
γ−
ψamL fdγ =
ˆ
γ+
(|u|2 − 10)√µ(u · ∇xφam)fdγ =
ˆ
γ+
ψamfdγ. (2.22)
It follows that
−Ψa,2m =
ˆ
γ+
ψamfdγ −
ˆ
γ−
ψam
[
(1− α)L f + αPγf + αr
]
dγ
= α
ˆ
γ+
ψam(1− Pγ)fdγ − α
ˆ
γ−
ψamrdγ,
(2.23)
where we used (2.20). For m = 2, we use (2.12) and the trace theorem |∇xφa2 |2 . ‖φa2‖H2 ,
|Ψa,22 | . α
[|(1− Pγ)f |2,+ + |r|2,−]|∇xφa2 |2 . α2|(1− Pγ)f |22,+ + α2|r|22,− + o(1)‖˚a‖22. (2.24)
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For m = 6, we first use the trace theorem W 1,p(Ω) → W 1− 1p ,p(∂Ω) and Sobolev embedding
W 1−
1
p ,p(∂Ω) ⊂ L p(N−1)N−p (∂Ω) for p = 65 and N = 3 to get
|∇xφa6 | 43 . ‖φ
a
6‖W 1, 65 . ‖˚a‖
5
6. (2.25)
It follows from interpolation and Young inequality that
α
∣∣ ˆ
γ+
ψa6 (1− Pγ)fdγ
∣∣ . α|µ 14 (1− Pγ)f |4,+|∇xφa6 | 43
.
[
αε−
1
2 |(1− Pγ)f |2,+
] 1
2
[
αε
1
2 ‖wf‖∞‖
] 1
2 ‖˚a‖56
.
[
αε−
1
2 |(1− Pγ)f |2,+
]6
+ o(1)
[
αε
1
2 ‖wf‖∞
]6
+ o(1)‖˚a‖66.
(2.26)
Similarly, we have
α
∣∣ ˆ
γ+
ψa6rdγ
∣∣ . [αε− 12 |r|2,+]6 + [αε 12 |wr|∞]6 + o(1)‖˚a‖66.
Combining this with (2.23) and (2.26), we get
|Ψa,26 | .
[
αε−
1
2 |(1 − Pγ)f |2,+
]6
+ o(1)
[
αε
1
2 ‖wf‖∞
]6
+
[
αε−
1
2 |r|2,+
]6
+
[
αε
1
2 |wr|∞
]6
+ o(1)‖˚a‖66.
(2.27)
Ψa,3m ∼ Ψa,6m are estimated directly. For m = 2, we have
|Ψa,32 | . ‖(I−P)f‖2‖φa2‖H2 . ‖(I−P)f‖2‖˚a‖2 . ‖(I−P)f‖22 + o(1)‖˚a‖22,
|Ψa,42 | . ε2‖Φ‖∞‖˚a‖2
[‖a‖2 + ‖c‖2 + ‖(I−P)f‖2]
. ε2‖Φ‖∞
[‖˚a‖22 + ‖c‖22 + |〈f〉|2 + ‖(I−P)f‖22],
|Ψa,52 | . ε−1‖(I−P)f‖ν ‖˚a‖2 .
[
ε−1‖(I−P)f‖ν
]2
+ o(1)‖˚a‖22,
|Ψa,62 | . ‖ν−
1
2 g‖2‖˚a‖2 . ‖ν− 12 g‖22 + o(1)‖˚a‖22,
(2.28)
where in Ψa,42 the b contribution varnishes by oddness. For m = 6, similar estimates lead to
|Ψa,36 | . ‖(I−P)f‖6‖∇2φa6‖ 65 . ‖(I−P)f‖6‖˚a‖
5
6 . ‖(I−P)f‖66 + o(1)‖˚a‖66,
|Ψa,46 | . ε2‖Φ‖∞‖∇φa6‖ 65
[‖a‖6 + ‖c‖6 + ‖(I−P)f‖6]
. ε2‖Φ‖∞
[‖˚a‖66 + ‖c‖66 + ‖(I−P)f‖66],
|Ψa,56 | . ε−1‖(I−P)f‖ν‖‖˚a‖56 .
[
ε−1‖(I−P)f‖ν
]6
+ o(1)‖˚a‖66,
|Ψa,66 | . ‖ν−
1
2 g‖2‖∇φa6‖2 . ‖ν−
1
2 g‖62 + o(1)‖˚a‖66,
(2.29)
where we have used (2.17).
Collecting (2.14), (2.15), (2.16), (2.18), (2.24), (2.27), (2.28) and (2.29) and absorbing small
contributions concerning ‖˚a‖2, we get
‖˚a‖22 . λ‖Pf‖22 +
[
ε−1‖(I−P)f‖ν
]2
+ α2|(1− Pγ)f |22,+ + α2|r|22,−
+ ‖ν− 12 g‖22 + ε2‖Φ‖∞
[‖c‖22 + |〈f〉|2], (2.30)
and
‖˚a‖66 . λ‖Pf‖66 +
[
ε−1‖(I−P)f‖ν
]6
+ ‖(I−P)f‖66 + o(1)
[
αε
1
2 ‖wf‖∞
]6
+
[
αε−
1
2 |(1 − Pγ)f |2,+
]6
+ ‖ν− 12 g‖62 + ε2‖Φ‖∞
[‖c‖66 + |〈f〉|6]
+
[
αε−
1
2 |r|2,+
]6
+
[
αε
1
2 |wr|∞
]6
.
(2.31)
Step 3. Estimates of ‖c‖2 and ‖c‖6.
Choose a test function
ψcm := (|v|2 − 5)
√
µv · ∇xφcm(x), m = 2, 6
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in (2.9). Here φcm is defined through
−∆xφcm + Em · ∇xφcm = cm−1, ∂nφcm
∣∣
∂Ω
= 0,
ˆ
Ω
φcmdx = 0, (2.32)
where Em ∈ [L∞(Ω)]3 is a chosen function with small ‖Em‖∞ ≪ 1, guaranteed by Lemma A.3 in
the Appendix. Moreover, Lemma A.3 gives
‖φc2‖H2 ≤ C‖c‖2, ‖φc6‖W 2, 65 ≤ C‖c‖
5
6, (2.33)
provided ‖Em‖∞ is small enough, see (A.17).
The left-hand side of (2.9) is treated as (2.14) and (2.15),
−
¨
Ω×R3
(v · ∇xψcm)Pf = −5
ˆ
Ω
c∆φcm = 5‖c‖mm − 5
ˆ
Ω
c(Em · ∇xφcm), (2.34)
where the b contribution varnishes by oddness,ˆ
R3
(|v|2 − 5)v2i µ = 0,
ˆ
R3
(|v|2 − 5) |v|
2 − 3
2
v2i µ = 5, i = 1, 2, 3, (2.35)
and we used (2.32) in the last equality. By (2.33) and the embedding (2.17) we have∣∣∣ˆ
Ω
c(Em · ∇xφc2)
∣∣∣ ≤ ‖Em‖∞‖∇xφc2‖2‖c‖2 ≤ C‖Em‖∞‖c‖22,∣∣∣ˆ
Ω
c(Em · ∇xφc6)
∣∣∣ ≤ ‖Em‖∞‖∇xφc6‖ 65 ‖c‖6 ≤ C‖Em‖∞‖c‖66.
(2.36)
It follows that
−
¨
Ω×R3
(v · ∇xψcm)Pf ≥ 4‖c‖mm, (2.37)
provided ‖Em‖∞ is sufficiently small.
Similarly as (2.16) and (2.18), we estimate Ψc,1m by
|Ψc,1m | . λ‖Pf‖mm + ‖(I−P)f‖m2 , m = 2, 6. (2.38)
To estimate Ψc,2m , by the change of variable v 7→ Rxv like (2.21) and (2.22), we have
−Ψc,2m =
ˆ
γ+
(|v|2 − 5)√µ[(v · ∇xφcm)fdγ − α ˆ
γ−
ψcmrdγ
−
ˆ
γ+
(|v|2 − 5)√µ[(v · ∇xφcm)− 2(n · v)∂nφcm][(1 − α)f(v) + αPγf]dγ
= α
ˆ
γ+
(|v|2 − 5)√µ(v · ∇xφcm)(1− Pγ)fdγ − α
ˆ
γ−
ψcmrdγ,
where the Pγf contribution vanishes due to
(n · v)2 =
3∑
i,j=1
vivjninj and
ˆ
n·v>0
(|v|2 − 5)v2kµ = 0, k = 1, 2, 3.
Then, similarly as (2.24) and (2.27), we get
|Ψc,22 | . α2|(1− Pγ)f |22,+ + α2|r|22,− + o(1)‖c‖22, (2.39)
and
|Ψc,26 | .
[
αε−
1
2 |(1− Pγ)f |2,+
]6
+ o(1)
[
αε
1
2 ‖wf‖∞
]6
+
[
αε−
1
2 |r|2,+
]6
+
[
αε
1
2 |wr|∞
]6
+ o(1)‖c‖66.
(2.40)
|Ψc,3m | ∼ |Ψc,6m | are estimated similarly as (2.28) and (2.29)
|Ψc,3m | . ‖(I−P)f‖mm + o(1)‖c‖mm, |Ψc,4m | . ε2‖Φ‖∞
[‖c‖mm + ‖(I−P)f‖mm],
|Ψc,5m | . [ε−1‖(I−P)f‖ν ]m + o(1)‖c‖mm, |Ψc,6m | . ‖ν−
1
2 g‖m2 + o(1)‖c‖mm,
(2.41)
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where a, b contributions in Ψc,4m varnish due to oddness and
´
R3
[2v2i + (|v|2 − 5)]µdv = 0.
Collect (2.37), (2.38), (2.39)–(2.41) and absorb small contributions concerning ‖c‖2,
‖c‖22 . λ‖Pf‖22 + ε−2‖(I−P)f‖2ν + α2|(1− Pγ)f |22,+ + α2|r|22,− + ‖ν−
1
2 g‖22 (2.42)
and
‖c‖66 . λ‖Pf‖66 +
[
ε−1‖(I−P)f‖ν
]6
+ ‖(I−P)f‖66 + o(1)
[
αε
1
2 ‖wf‖∞
]6
+
[
αε−
1
2 |(1− Pγ)f |2,+
]6
+ ‖ν− 12 g‖62 +
[
αε−
1
2 |r|2,+
]6
+
[
αε
1
2 |wr|∞
]6
.
(2.43)
Step 4. Estimates of ‖b‖2 and ‖b‖6.
Choose a test function
ψbm :=
3∑
i,j=1
∂jφ
m,b
i vivj
√
µ−
3∑
i=1
∂iφ
m,b
i
|v|2 − 1
2
√
µ, m = 2, 6
in (2.9), first introduced in [53]. Here φm,b = (φm,b1 , φ
m,b
2 , φ
m,b
3 ) satisfies the elliptic system
−∆xφm,b = bm−1 in Ω, φm,b · n = 0 on ∂Ω, ∂nφm,b = (φm,b · n)n on ∂Ω, (2.44)
where we used the notation bm−1 := (bm−11 , b
m−1
2 , b
m−1
3 ). Existence of φ
m,b is proved in Lemma
A.2 in the Appendix. Moreover, Lemma A.2 gives the elliptic estimates
‖φb2‖H2 ≤ C‖b‖2, ‖φb6‖W 2, 65 ≤ C‖b‖
5
6. (2.45)
Direct computation shows
−v · ∇xψbm =−
3∑
i,j,k=1
∂2jkφ
m,b
i (I−P)(vivjvk
√
µ)−
3∑
i,j,k=1
∂2jkφ
m,b
i P(vivjvk
√
µ)
+
3∑
i,k=1
∂2ikφ
m,b
i vk
|v|2 − 1
2
√
µ.
(2.46)
By oddness of vivjvk, we have
3∑
i,j,k=1
∂2jkφ
m,b
i P(vivjvk
√
µ) =
3∑
l=1
vl
√
µ
3∑
i,j,k=1
∂2jkφ
m,b
i
ˆ
R3
vivjvkvlµdv
=
3∑
l=1
vl
√
µ
( ∑
i=j,k=l
+
∑
i6=j,i=k,j=l
+
∑
i6=j,i=l,k=j
)
∂2jkφ
m,b
i
ˆ
R3
vivjvkvlµdv.
For fixed l = 1, 2, 3,∑
i=j,k=l
∂2jkφ
m,b
i
ˆ
R3
vivjvkvlµdv =
(∑
i=l
+
∑
i6=l
)
∂2ilφ
m,b
i
ˆ
R3
v2i v
2
l µdv = 3∂
2
llφ
m,b
l +
∑
i6=l
∂2ilφ
m,b
i ,
∑
i6=j,i=k,j=l
∂2jkφ
m,b
i
ˆ
R3
vivjvkvlµdv =
∑
i6=l
∂2ilφ
m,b
i
ˆ
R3
v2i v
2
l µdv =
∑
i6=l
∂2ilφ
m,b
i ,
∑
i6=j,i=l,k=j
∂2jkφ
m,b
i
ˆ
R3
vivjvkvlµdv =
∑
j 6=l
∂2jjφ
m,b
l
ˆ
R3
v2j v
2
l µdv =
∑
j 6=l
∂2jjφ
m,b
l ,
where we used ˆ
R3
v2i v
2
jµdv =
{
3, if i = j,
1, if i 6= j.
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Thus the second term in (2.46) leads to
−
¨
Ω×R3
Pf
3∑
i,j,k=1
∂2jkφ
m,b
i P(vivjvk
√
µ)
= −
3∑
l=1
ˆ
Ω
bl
(
3∂2llφ
m,b
l +
∑
i6=l
∂2ilφ
m,b
i +
∑
i6=l
∂2ilφ
m,b
i +
∑
j 6=l
∂2jjφ
m,b
l
)
dx.
(2.47)
The third term in (2.46) leads to
¨
Ω×R3
Pf
3∑
i,k=1
∂2ikφ
m,b
i vk
|v|2 − 1
2
√
µ =
ˆ
Ω
(
2
3∑
l=1
bl∂
2
llφ
m,b
l + 2
3∑
i=1
∑
k 6=i
bk∂
2
kiφ
m,b
i
)
dx, (2.48)
by
´
R3
v2i
|v|2−1
2 µdv = 2. Combining (2.46)–(2.48), we have
−
¨
Ω×R3
(v · ∇xψbm)Pf = −
3∑
l=1
ˆ
Ω
bl
(
∂2llφ
m,b
l +
∑
i6=l
∂2iiφ
m,b
l
)
dx
= −
3∑
l=1
ˆ
Ω
bl∆φ
m,b
l dx = ‖b‖mm,
(2.49)
where we used (2.44) in the last step.
Similarly as (2.16) and (2.18) we estimate Ψb,1m by
|Ψb,1m | . λ‖Pf‖mm + ‖(I−P)f‖m2 . (2.50)
To estimate Ψb,2m , we have
−Ψb,2m =
¨
∂Ω×R3
(v · n)
( 3∑
i,j=1
∂jφ
m,b
i vivj
√
µ−
3∑
i=1
∂iφ
m,b
i
|v|2 − 1
2
√
µ
)
fdvdSx =: I
b
1 − Ib2 . (2.51)
Noticing |v|
2−1
2
√
µ is invariant under the change of variable v 7→ Rxv, we deduce similarly as (2.22)
to get
Ib2 = α
ˆ
γ+
(1− Pγ)f
3∑
i=1
∂iφ
m,b
i
|v|2 − 1
2
√
µdγ − α
ˆ
γ−
r
3∑
i=1
∂iφ
m,b
i
|v|2 − 1
2
√
µdγ. (2.52)
Then we estimate Ib1 . Through a coordinate rotation, we may assume n = (0, 0, 1). From the
first boundary condition φm,b · n = 0 in (2.44), we get φm,b3 = 0 on ∂Ω, which indicates that the
tangential derivative is also zero, that is,
∂1φ
m,b
3 = 0, ∂2φ
m,b
3 = 0 on ∂Ω.
The second boundary condition ∂nφ
m,b = (∂n~φ
m,b · n)n in (2.44) implies
∂3φ
m,b
1 = 0, ∂3φ
m,b
2 = 0 on ∂Ω.
It follows that
Ib1 =
¨
∂Ω×R3
(
∂3φ
m,b
1 v3v1 + ∂3φ
m,b
2 v3v2 + ∂1φ
m,b
3 v1v3 + ∂2φ
m,b
3 v2v3 + ∂3φ
m,b
3 v
2
3
+
2∑
i,j=1
∂jφ
m,b
i vjvi
)
(v · n)√µfdvdSx
=
¨
∂Ω×R3
(
∂3φ
m,b
3 v
2
3 +
2∑
i,j=1
∂jφ
m,b
i vjvi
)
(v · n)√µfdvdSx.
(2.53)
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Observe that ∂3φ
m,b
3 v
2
3 +
∑2
i,j=1 ∂jφ
m,b
i vjvi is even in v3. By the change of variable u = Rxv,
(u1, u2, u3) = (v1, v2, v3)− 2v3(0, 0, 1) = (v1, v2,−v3) and v · n = −u · n. Thus we have¨
∂Ω×R3
∂3φ
m,b
3 v
2
3(v · n)
√
µfdvdSx
=
ˆ
γ+
∂3φ
m,b
3 v
2
3 |(v · n)|
√
µfdvdSx
−
ˆ
γ−
∂3φ
m,b
3 v
2
3 |(v · n)|
√
µ
[
(1− α)L f + αPγf + αr
]
dvdSx
=
ˆ
γ+
∂3φ
m,b
3 v
2
3 |(v · n)|
√
µfdvdSx −
ˆ
γ−
∂3φ
m,b
3 v
2
3 |(v · n)|
√
µαrdvdSx
−
ˆ
γ+
∂3φ
m,b
3 (−u3)2
√
µ
[
(1− α)f(u) + αPγf
]|(u · n)|dudSx
= α
ˆ
γ+
∂3φ
m,b
3 v
2
3 |(v · n)|
√
µ(1− Pγ)fdvdSx − α
ˆ
γ−
∂3φ
m,b
3 v
2
3 |(v · n)|
√
µrdvdSx.
(2.54)
The computation of the term concerning
∑2
i,j=1 ∂jφ
m,b
i vjvi is similarly. We conclude
Ib1 = α
ˆ
γ+
(
∂3φ
m,b
3 v
2
3 +
2∑
i,j=1
∂jφ
m,b
i vjvi
)√
µ(1 − Pγ)fdγ
− α
ˆ
γ−
(
∂3φ
m,b
3 v
2
3 +
2∑
i,j=1
∂jφ
m,b
i vjvi
)√
µrdγ.
(2.55)
Collecting (2.51), (2.52) and (2.55) and estimating similarly as (2.24) and (2.27), we get
|Ψb,22 | . α2|(1 − Pγ)f |22,+ + α2|r|22,− + o(1)‖b‖22, (2.56)
|Ψb,26 | .
[
αε−
1
2 |(1− Pγ)f |2,+
]6
+ o(1)
[
αε
1
2 ‖wf‖∞
]6
+
[
αε−
1
2 |r|2,+
]6
+
[
αε
1
2 |wr|∞
]6
+ o(1)‖b‖66, (2.57)
where we used (2.45).
We estimate |Ψb,3m | ∼ |Ψb,6m | (m = 2, 6) directly as (2.28) and (2.29),
|Ψb,3m | . ‖(I−P)f‖mm + o(1)‖b‖mm, |Ψb,4m | . ε2‖Φ‖∞
[‖b‖mm + ‖(I−P)f‖mm],
|Ψb,5m | . [ε−1‖(I−P)f‖ν ]m + o(1)‖b‖mm, |Ψb,6m | . ‖ν−
1
2 g‖m2 + o(1)‖b‖mm,
(2.58)
where in Ψb,4m the a, c contributions vanish due to oddness.
Collecting the estimates from (2.49), (2.50), (2.56)–(2.58), we get
‖b‖22 . λ‖Pf‖22 + ε−2‖(I−P)f‖2ν + α2|(1− Pγ)f |22,+ + α2|r|22,− + ‖ν−
1
2 g‖22, (2.59)
and
‖b‖66 . λ‖Pf‖66 +
[
ε−1‖(I−P)f‖ν
]6
+ ‖(I−P)f‖66 + o(1)
[
αε
1
2 ‖wf‖∞
]6
+
[
αε−
1
2 |(1− Pγ)f |2,+
]6
+ ‖ν− 12 g‖62 +
[
αε−
1
2 |r|2,+
]6
+
[
αε
1
2 |wr|∞
]6
.
(2.60)
Finally, combining (2.30), (2.42) and (2.59) and employing
‖Pf‖mm ≤ ‖Pf˚‖mm + |〈f〉|m, m = 2, 6, (2.61)
we get, for small λ > 0,
‖Pf˚‖22 .ε−2‖(I−P)f‖2ν + α2|(1 − Pγ)f |22,+ + α2|r|22,− + ‖ν−
1
2 g‖22 + (λ + ε2‖Φ‖∞)|〈f〉|2. (2.62)
Combining (2.31), (2.43), (2.60) and (2.61) and using
‖(I−P)f‖66 .
[
ε−1‖(I−P)f‖2
]2[
ε
1
2 ‖(I−P)f‖∞
]4
.
[
ε−1‖(I−P)f‖2
]6
+ o(1)
[
ε
1
2 ‖wf‖∞
]6
,
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we get
‖Pf˚‖66 .
[
ε−1‖(I−P)f‖ν
]6
+
[
αε−
1
2 |(1− Pγ)f |2,+
]6
+
[
αε−
1
2 |r|2,+
]6
+
[
αε
1
2 |wr|∞
]6
+ ‖ν− 12 g‖62 + ρ1
[
αε
1
2 ‖wf‖∞
]6
+ (λ + ε2‖Φ‖∞)|〈f〉|6,
(2.63)
where ρ1 is a small constant. This proves (2.4) and (2.5). 
We need the following trace lemma for steady transport equations with small external fields
given by [17].
Lemma 2.2. Suppose that f ∈ L1(Ω× R3) and v · ∇xf + ε2Φ · ∇vf ∈ L1(Ω× R3). Then f has
a trace on γδ± and
|f1γδ± |1 .δ,Ω ‖f‖1 + ‖v · ∇xf + ε
2Φ · ∇vf‖1.
We construct the L2 coercivity estimate for the steady linear equation.
Theorem 2.3. Let Φ, g and r satisfy the assumption of Lemma 2.1. Then
v · ∇xf + ε2 1√
µ
Φ · ∇v(√µf) + ε−1Lf = g,
f
∣∣
γ−
= (1− α)L f + αPγf + αr
(2.64)
has a unique weak solution f satisfying¨
Ω×R3
f(x, v)
√
µdvdx = 0 (2.65)
and
‖Pf‖2 + 1
ε
‖(I−P)f‖ν +
√
α
ε
|(1 − Pγ)f |2,+ +
√
α
ε
|f |2
.
√
α
ε
|r|2,− + 1
ε
‖Pg‖2 + ‖ν− 12 (I−P)g‖2.
(2.66)
Moreover,
‖Pf‖6 . 1
ε
‖(I−P)f‖ν + α√
ε
|(1− Pγ)f |2,+ + αε 12 |wr|∞ + o(1)αε 12 ‖wf‖∞
+
α√
ε
|r|2,− + 1
ε
‖Pg‖2 + ‖ν− 12 (I−P)g‖2.
(2.67)
Proof. Step 1. For fixed λ > 0, we consider the approximate problem[(
λ+ (1 − θ)ε−1ν − 1
2
ε2Φ · v)+ v · ∇x + ε2Φ · ∇v + ε−1θL]fθ = g,
fθ|γ− = (1− α)L fθ + αPγfθ + αr, θ ∈ [
3
4
, 1]
(2.68)
and show that ‖fθ‖2 is bounded uniformly in θ.
Multiply (2.68) with fθ and integrate on Ω× R3,
λ‖fθ‖22 + ε−1(1− θ)‖fθ‖2ν + ε−1θσL‖(I−P)fθ‖2ν +
ˆ
γ+
|fθ|2dγ
≤
ˆ
γ−
|fθ|2dγ + 2
¨
Ω×R3
|gfθ|+ ε2‖Φ‖∞‖fθ‖2ν.
(2.69)
By the decomposition
|fθ|22,+ = |(1 − Pγ)fθ|22,+ + |Pγfθ|22,+ (2.70)
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and the change of variable v 7→ Rxv, we haveˆ
γ−
[
(1− α)L fθ + αPγfθ
]2
dγ =
ˆ
γ+
[
(1 − α)fθ + αPγfθ
]2
dγ
= (1− α)2|(1 − Pγ)fθ|22,+ + |Pγfθ|22,+.
(2.71)
It follows from (1.29) and (2.19) that
´
γ−
rPγfdγ = 0. Then by the change of variable v 7→ Rxv
and (2.70), we get∣∣2 ˆ
γ−
[
(1− α)L fθ + αPγfθ
]
αrdγ
∣∣ ≤ η1α|(1 − α)L fθ|22,− + αCη1 |r|22,−
= η1α(1 − α)2|fθ|22,+ + αCη1 |r|22,−
(2.72)
for some small constant η1 < 1. It follows from (2.71) and (2.72) thatˆ
γ−
|fθ|2dγ ≤ (1− α)2(1 + η1α)|(1 − Pγ)fθ|22,+ + (1 + η1α)|Pγfθ|22,+ + αCη1 |r|22,−. (2.73)
We split
˜
Ω×R3 |gfθ| as¨
Ω×R3
|gfθ| ≤ η2ε−1‖(I−P)fθ‖2ν + Cη2ε‖ν−
1
2 (I−P)g‖22 + η3ε‖Pfθ‖22 + Cη3ε−1‖Pg‖22. (2.74)
Combining (2.69), (2.73) and (2.74) and absorbing small contributions, we get
λ‖fθ‖22 + ε−1(1− θ)‖fθ‖2ν + ε−1θσL‖(I−P)fθ‖2ν + α|(1 − Pγ)fθ|22,+
≤ Cη
[
α|r|22,− + ε−1‖Pg‖22 + ε‖ν−
1
2 (I−P)g‖22
]
++ε2‖Φ‖∞‖fθ‖2ν
+ ηα|Pγfθ|22,+ + ηε‖Pfθ‖22
(2.75)
for some new small constant 0 < η < 1. Trace Lemma 2.2 implies
|Pγfθ|22,+ .δ
ˆ
γ+
|f2θ 1γδ+ |dγ + |(1− Pγ)fθ|
2
2,+
.δ ‖f2θ ‖1 + ‖
(
v · ∇x + ε2Φ · ∇v
)
f2θ ‖1 + |(1− Pγ)fθ|22,+
.δ ‖fθ‖22 +
∥∥gfθ − ε−1θfθLfθ − [λ+ (1− θ)ε−1ν − 1
2
ε2Φ · v]f2θ ‖1
+ |(1− Pγ)fθ|22,+
.δ ‖fθ‖22 + ε‖Pfθ‖22 + ε−1(1 + θ)‖(I−P)fθ‖2ν + λ‖fθ‖22 + ε−1(1− θ)‖fθ‖2ν
+ ε2‖Φ‖∞‖fθ‖2ν + ε−1‖Pg‖22 + ε‖ν−
1
2 (I−P)g‖22 + |(1− Pγ)fθ|22,+.
(2.76)
Multiplying (2.76) with ηα and adding to (2.75), we get[
λ− ηα(1 + λ)]‖fθ‖22 + ε−1(1− θ)(1 − ηα)‖fθ‖2ν + α(1 − η)|(1 − Pγ)fθ|22,+
+ ε−1
[
σLθ − ηα(1 + θ)
]‖(I−P)fθ‖2ν
≤ Cη
[
α|r|22,− + ε−1‖Pg‖22 + ε‖ν−
1
2 (I−P)g‖22
]
+ (1 + ηα)ε2‖Φ‖∞‖fθ‖2ν
+ ηε(1 + α)‖Pfθ‖22.
(2.77)
For given 0 < λ < 1, 0 < ε≪ 1, 0 ≤ α ≤ 1 and 34 ≤ θ ≤ 1, we choose η small such that
λ− ηα(1 + λ)− ηε(1 + α) − (1 + ηα)ε2‖Φ‖∞ ≥ 1
2
λ,
1− η ≥ 1
2
, σLθ − ηα(1 + θ)− (1 + ηα)ε3‖Φ‖∞ ≥ 1
2
σL.
It follows from (2.77) and the fact ‖Pfθ‖2 ∼ ‖Pfθ‖ν that
λ‖fθ‖22 + ε−1(1− θ)‖fθ‖2ν + ε−1‖(I−P)fθ‖2ν + α|(1 − Pγ)fθ|22,+
. α|r|22,− + ε−1‖Pg‖22 + ε‖ν−
1
2 (I−P)g‖22.
(2.78)
This proves the uniform boundedness of ‖fθ‖2.
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Step 2. In this step, we consider the penalization problem of (2.64)[
λ+ v · ∇x + ε2Φ · ∇v − 1
2
ε2Φ · v + ε−1L]fλ = g,
fλ|γ− = (1− α)L fλ + αPγfλ + αr
(2.79)
with parameter λ > 0, and give the uniform estimates.
Solution of (2.79) can be seen as a fixed point of the map
fλ 7→ S −1[ε−1Kfλ + g], (2.80)
where S −1 is the solution operator of the linear problem
S uλ :=
[
(λ+ ε−1ν − 1
2
ε2Φ · v) + v · ∇x + ε2Φ · ∇v
]
uλ = g,
uλ|γ− = (1− α)L uλ + αPγuλ + αr.
(2.81)
In fact, solvability of (2.81) can be obtained via iteration argument together with similar uniform
estimates given in Step 1, cf. proof of Lemma 2.10 of [17]. We omit the details for brevity.
Define fθ = S
−1hθ. Then hθ is bounded uniformly in θ, by boundedness of ‖fθ‖2. Consider
the fixed point problem
hθ 7→ θε−1KS−1hθ + g, θ ∈ [ 3
4
, 1]. (2.82)
It follows from uniform boundedness of hθ, compactness of KS
−1 which was proved by Lemma
2.11 of [17], and Schaefer’s fixed point theorem that
the map hλ 7→ ε−1KS−1hλ + g has a fixed point hλ. (2.83)
By writing fλ = S
−1hλ, then (2.80) is equivalent to (2.83) and thus has a fixed point. This proves
that the penalization problem (2.79) has a solution fλ.
Make difference between (2.68) and its limit (2.79),[
λ+ v · ∇x + ε2Φ · ∇v − 1
2
ε2Φ · v + ε−1θL](fθ − fλ) = (1− θ)ε−1(Lfλ + νfθ),
(fθ − fλ)
∣∣
γ−
= (1− α)L (fθ − fλ) + αPγ(fθ − fλ).
(2.84)
Standard L2 estimate leads to
λ‖fθ − fλ‖22 + ε−1θ‖(I−P)(fθ − fλ)‖2ν + α|(1 − Pγ)(fθ − fλ)|22,+
. ε2‖Φ‖∞‖fθ − fλ‖2ν + (1− θ)ε−1(‖fθ‖ν + ‖fλ‖ν)‖fθ − fλ‖2.
Recall that we have proved the uniform boundedness of ‖fθ‖ν and ‖fλ‖ν in (2.78). Letting θ → 1−,
we obtain
‖fθ − fλ‖22 → 0, |(1− Pγ)(fθ − fλ)|22,+ → 0 as θ → 1.
It follows from the trace Lemma 2.2 that |fθ − fλ|22,+ → 0, which combining with boundary
condition of fθ − fλ imply |fθ − fλ|22 → 0. Thus, for fixed λ, we have
|〈fλ〉| = lim
θ→1
|〈fθ〉| .λ lim
θ→1
(1− θ)ε−1‖fθ‖2 = 0. (2.85)
Now we apply (2.3) and (2.4) to (2.79),
‖Pfλ‖22 . ‖Pf˚λ‖22 + |〈fλ〉|2
. ε−2‖(I−P)fλ‖2ν + α2|(1 − Pγ)fλ|22,+ + α2|r|22,− + ‖ν−
1
2 g‖22.
(2.86)
Taking limit of (2.78), we get
λ‖fλ‖22 + ε−1‖(I−P)fλ‖2ν + α|(1 − Pγ)fλ|22,+
. α|r|22,− + ε−1‖Pg‖22 + ε‖ν−
1
2 (I−P)g‖22.
(2.87)
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Multiplying (2.86) with δε for small constant δ > 0 and adding to (2.87), we get
‖Pfλ‖2 + 1
ε
‖(I−P)fλ‖ν +
√
α
ε
|(1− Pγ)fλ|2,+
.
√
α
ε
|r|2,− + 1
ε
‖Pg‖2 + ‖ν− 12 (I−P)g‖2.
(2.88)
Step 3. Now we consider weak solutions of (2.64) and prove (2.66) and (2.67).
It follows from (2.88) that ‖fλ‖2 is bounded uniformly in λ. Thus there exists f ∈ L2(Ω×R3)
such that
fλ→f weakly in L2(Ω× R3) as λ→ 0.
Besides, 〈fλ〉 = 0 leads to 〈f〉 = 0.
To prove strong convergence, we make difference between (2.79) and its limit[
λ+ v · ∇x + ε2Φ · ∇v − 1
2
ε2Φ · v + ε−1L](f − fλ) = λf,
(f − fλ)
∣∣
γ−
= (1− α)L (f − fλ) + αPγ(f − fλ).
(2.89)
Similarly as (2.69), we get
λ‖f − fλ‖22 + ε−1‖(I−P)(f − fλ)‖2ν + α|(1 − Pγ)(f − fλ)|22,+
. λ‖f‖2‖f − fλ‖2 + ε2‖Φ‖∞‖f − fλ‖2ν .
(2.90)
Moreover, apply (2.4) and (2.3) to (2.89),
‖P(f − fλ)‖22 . ε−2‖(I−P)(f − fλ)‖2ν + |(1− Pγ)(f − fλ)|22,+ + λ‖ν−
1
2 f‖22. (2.91)
Combining (2.90) and (2.91) and using ‖f − fλ‖2ν . ‖P(f − fλ)‖22 + ‖(I − P)(f − fλ)‖2ν , we get
‖f − fλ‖2 → 0 as λ→ 0. Uniqueness of f follows from standard argument.
Furthermore, take limit λ→ 0 in (2.89),
‖Pf‖2 + 1
ε
‖(I−P)f‖ν +
√
α
ε
|(1 − Pγ)f |2,+ .
√
α
ε
|r|2,− + 1
ε
‖Pg‖2 + ‖ν− 12 (I−P)g‖2. (2.92)
By the trace lemma and (2.92) we get
α
ε
|Pγf |22,+ .
α
ε
|r|22,− +
1
ε2
‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22 +
α
ε
|(1− Pγ)f |2,+. (2.93)
From boundary condition of f and (2.92) and (2.93), we have
α
ε
|f |22,− .
α
ε
|r|22,− +
1
ε2
‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22 +
α
ε
|(1− Pγ)f |2,+. (2.94)
Then (2.66) follows from (2.92)–(2.94).
Finally, (2.67) follows readily from (2.5), (2.92) and the fact 〈f〉 = 0. This completes the
proof. 
2.2. L∞ estimate.
In this section we give the L∞ estimate for the steady linear equation.
Define
Kβg :=
ˆ
R3
kβ(v, u)g(u)du,
where 0 < β < 14 and
kβ(v, u) :=
(|v − u|+ |v − u|−1) exp{− β|v − u|2 − β (|v|2 − |u|2)2|v − u|2 }.
Introduce the weight w(v) = eβ
′|v|2 for 0 < β′ ≤ β.
The main result of this subsection is as follows.
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Theorem 2.4. Suppose that f satisfies[
v · ∇x + ε2Φ · ∇v + ε−1C˜〈v〉+ λ
]|f | ≤ ε−1Kβ|f |+ |g| in Ω× R3,∣∣f |γ−∣∣ ≤ (1− α)L |f |+ αPγ |f |+ α|r| on ∂Ω× R3, (2.95)
for some constant λ ≥ 0. Then
‖wf‖∞ . ε− 12 ‖Pf‖6 + ε− 32 ‖(I−P)f‖2 + α|wr|∞ + ε‖〈v〉−1wg‖∞. (2.96)
To prove Theorem 2.4, we employ the so-called stretching method through (1.53) and (1.57), see
Subsection 1.3. Recall (1.54) and (1.58). Then (2.95) is transformed into the equivalent problem[
v · ∇y + ε3Φ¯ · ∇v + C˜〈v〉 + λε
]|f¯ | ≤ Kβ|f¯ |+ εg¯ in Ωε × R3,∣∣f¯ |γ−∣∣ ≤ (1− α)L |f¯ |+ αPγ |f¯ |+ α|r¯| on ∂Ωε × R3, (2.97)
where g¯(y, v) := g(x, v) and r¯(y, v) := r(x, v).
For given (y, v) ∈ Ω¯× R3, define
Sy(v) :=
{
v ∈ R3 : n(Y (t− tb(y, v); t, y, v)) · V (t− tb(y, v); t, y, v) = 0}. (2.98)
Following similar argument as the proof of Lemma 17 in [27], one can show that the Lebesgue
measure of Sy(v) is zero.
We need the following lemma concerning the specular backward trajectory.
Lemma 2.5. Let (t, y, v) ∈ [0, T0]× Ω¯ε ×R3 be given and satisfy (y, v) /∈ γ0 or v /∈ Sy(v). Then
there is at most one bounce against the boundary ∂Ωε along the specular backward trajectory (1.58)
starting from (t, y, v) for small 0 < ε≪ 1.
Proof. To prove this assertion, it is suffice to show that for given (t, y, v) with t ∈ [0, T0] and
(y, v) /∈ γ0 or v /∈ Sy(v), there is no more bounce against the boundary along the specular
backward trajectory after the first bounce (if it does happens). Let x1 ∈ ∂Ω. From page 725 of
[27] we know that
lim
x′∈∂Ω, x′→x1
(x1 − x′) · n(x1)
|x1 − x′| = 0,
and then
|(x1 − x′) · n(x1)| ≤ Cξ|x1 − x′|2.
Denote y1 = ε
−1x1, y
′ = ε−1x′. Then y1, y
′ ∈ ∂Ωε and
ε|(y1 − y′) · n(x1)| ≤ Cξ|y1 − y′|2ε2. (2.99)
Let t′ = t1 − tb(y1, v1), y′ = yb(y1, v1). Then
y′ = Y (t′; t1, y1, v1) = y1 + v1(t
′ − t1) + ε3
ˆ t′
t1
ˆ τ
t1
Φ¯
(
Y (τ ′; t1, y1, v1)
)
dτ ′dτ,
where t1 = t− tb(y, v), and (t1, y1, v1) is the first backward bouncing time, position and velocity.
Taking inner product with n(y1), we get
(y′ − y1) · n(y1) = (t′ − t1)[v1 · n(y1)] + ε3
ˆ t′
t1
ˆ τ
t1
[
Φ¯
(
Y (τ ′; t1, y1, v1)
) · n(y1)]dτ ′dτ.
Recall that ‖Φ¯‖∞ is bounded, 0 < ε≪ 1 and 0 ≤ t′ < t1 ≤ t ≤ T0. It follows that
|y′ − y1| ≤ 2|t′ − t1| |v1|, |(y′ − y1) · n(y1)| ≥ 1
2
|t′ − t1| |v1 · n(y1)|. (2.100)
Moreover, along the specular backward trajectory,
v1 = Ry1
(
V (t1; t, y, v)
)
, V (t1; t, y, v) = v + ε
3
ˆ t1
t
Φ¯(τ ; t, y, v))dτ.
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Similarly as (2.100), we have
1
2
|v| ≤ |v1| ≤ 2|v|, 1
2
|v · n(y1)| ≤ |v1 · n(y1)| ≤ 2|v · n(y1)|, (2.101)
where we used the fact that |v1| = |V (t1; t, y, v)| and v1 ·n(y1) = −V (t1; t, y, v) ·n(y1). Combining
(2.100) and (2.101), we have
|y′ − y1| ≤ 4|t′ − t1| |v|, |(y′ − y1) · n(y1)| ≥ 1
4
|t′ − t1| |v · n(y1)|. (2.102)
Substitute (2.102) into (2.99),
1
4
ε|t′ − t1| |v · n(x1)| ≤ 16ε2Cξ|t′ − t1|2 |v|2,
where we used (1.54). It follows that
tb(y, v) = |t′ − t1| ≥ ε−1 |v · n(x1)|
64Cξ|v|2 . (2.103)
This indicates that for given t ∈ [0, T0] and (y, v) /∈ γ0 or v /∈ Sy(v), there holds |t′ − t1| ≥ T0
provided ε≪ 1 is sufficiently small. Thus there is no more bounce against the boundary after the
first bounce. This completes the proof. 
We need the following lemma concerning the backward trajectory starting from ∂Ωε.
Lemma 2.6. Let (t∗1, y
∗
1 , v
∗
1) ∈ [0, T0]×∂Ωε×
{|v∗1 | ≤ N, |n(y∗1) ·v∗1 | > η} be given with constants
N, η > 0. Then there is no collision against the boundary along the backward trajectory (1.58)
starting from (t∗1, y
∗
1 , v
∗
1) for small 0 < ε≪ 1.
Proof. It is suffice to show that for given (t∗1, y
∗
1 , v
∗
1) ∈ [0, T0]×∂Ωε×
{|v∗1 | ≤ N, |n(y∗1) ·v∗1 | > η},
if the backward trajectory collides against the boundary, then the backward exist time tb(y
∗
1 , v
∗
1)
is larger than T0.
Let y∗′ = yb(y
∗
1 , v
∗
1), t
∗′ = t∗1 − tb(y∗1 , v∗1). To prove this assertion, it is suffice to show that
tb(y
∗
1 , v
∗
1) is larger than T0. Following the same argument as Lemma 2.5, we have
ε|(y∗1 − y∗′) · n(x∗1)| ≤ Cξ|y∗1 − y∗′|2ε2, (2.104)
where x∗1 ∈ ∂Ω, y∗1 = ε−1x∗1 ∈ ∂Ωε and n(x∗1) = n(y∗1). We also have
y∗′ − y∗1 = (t∗′ − t∗1)v∗1 + ε3
ˆ t∗′
t∗1
ˆ τ
t∗1
Φ¯
(
Y (τ ′; t∗1, y
∗
1 , v
∗
1)
)
dτ ′dτ,
(y∗′ − y∗1) · n(y∗1) = (t∗′ − t∗1)[v∗1 · n(y∗1)] + ε3
ˆ t∗′
t∗1
ˆ τ
t∗1
[
Φ¯
(
Y (τ ′; t∗1, y
∗
1 , v
∗
1)
) · n(y∗1)]dτ ′dτ.
It follows from ‖Φ¯‖∞ ≪ 1 and ε≪ 1 and 0 ≤ t∗′ < t∗1 ≤ T0 that
|y∗′ − y∗1 | ≤ 2|t∗′ − t∗1| |v∗1 |, |(y∗′ − y∗1) · n(y∗1)| ≥
1
2
|t∗′ − t∗1| |[v∗1 · n(y∗1)]|.
Combining this with (2.104), we have
|tb(y∗1 , v∗1)| = |t∗′ − t∗1| ≥ ε−1
|v∗1 · n(x∗1)|
8Cξ|v∗1 |2
≥ T0,
provided ε ≪ 1 is sufficiently small. This means that the backward trajectory would not collide
anymore against the boundary after departure from (t∗1, y
∗
1 , v
∗
1). 
Lemma 2.7. Suppose that f¯ satisfies (2.97). Then
‖wf¯‖L∞y,v(Ωε×R3) .‖Pf¯‖L6y,v(Ωε×R3) + ‖(I−P)f¯‖L2y,v(Ωε×R3) + α|wr¯|L∞y,v(Ωε×R3)
+ ε‖〈v〉−1wg¯‖L∞y,v(Ωε×R3).
(2.105)
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Proof. Define
h(y, v) := w(v)f¯ (y, v). (2.106)
By Lemma 3 of [27], there exists β˜ = β˜(β, β′) > 0 such that kβ(v, u)
w(v)
w(u) . kβ˜(v, u). Then we
have [
v · ∇y + ε3Φ¯ · ∇v + C˜〈v〉
]|h| ≤ ˆ
R3
kβ˜(v, u)h(u)du+ ε|wg¯|,∣∣h(y, v)|γ−∣∣ . (1 − α)|h(y,Ry(v))| + α 1w˜(v)
ˆ
n(y)·u>0
|h(y, u)|w˜(u)dσ + α|wr¯|,
(2.107)
where we used C˜〈v〉+ λε ∼ C˜〈v〉, the symmetry of w(v) and
w˜(v) :=
1
w(v)
√
µ(v)
, dσ := Cµµ(u)[n(y) · u]du. (2.108)
We claim that, for t = T0 and any given (y, v) ∈ Ω¯ε × R3 satisfying (y, v) /∈ γ0 or v /∈ Sy(v),
|h(y, v)| . o(1)‖h‖L∞y,v + ‖Pf¯‖L6y,v + ‖(I−P)f¯‖L2y,v + |wr¯|L∞y,v + ε‖〈v〉
−1
wg¯‖L∞y,v , (2.109)
where o(1) is a small constant independent of ε and T0 is sufficiently large.
Once (2.109) is proved. By taking L∞y,v on (2.109), using (2.106) and absorbing the small
contribution o(1)‖h‖L∞y,v , we obtain (2.105) readily. Note that the exclusion of zero measurable
sets γ0 and Sy(v) in (2.109) does not affect this uniform L
∞ estimate.
In the following, we focus on the proof of the claim (2.109). From (1.58) and (2.107), for
t1 < s ≤ t,
d
ds
[
e−
´ t
s
C˜〈V (τ ;t,y,v)〉dτh
(
Y (s; t, y, v), V (s; t, y, v)
)]
≤ e−
´ t
s
C˜〈V (τ ;t,y,v)〉dτ
ˆ
R3
kβ˜
(
V (s; t, y, v), u
)∣∣h(Y (s; t, y, v), u)∣∣du
+ e−
´ t
s
C˜〈V (τ ;t,y,v)〉dτ
∣∣ε(wg¯)(Y (s; t, y, v), V (s; t, y, v))∣∣.
(2.110)
Along the backward trajectory, we have
|h(y, v)| ≤ J0(t, y, v) + Jk(t, y, v) + Jg(t, y, v) + Jr(t, y, v) + Jsp(t, y, v) + Jdi(t, y, v), (2.111)
where
J0(t, y, v) = 1{t1≤0}e
−
´ t
0
C˜〈V (τ ;t,y,v)〉dτ
∣∣h(Y (0; t, y, v), V (0; t, y, v))∣∣,
Jk(t, y, v) =
ˆ t
max {0,t1}
ds e−
´
t
s
C˜〈V (τ ;t,y,v)〉dτ
ˆ
R3
du kβ˜(V (s; t, y, v), u)
× ∣∣h(Y (s; t, y, v), u)∣∣,
Jg(t, y, v) =
ˆ t
max {0,t1}
ds e−
´ t
s
C˜〈V (τ ;t,y,v)〉dτ
∣∣ε(wg¯)(Y (s; t, y, v), V (s; t, y, v))∣∣,
Jr(t, y, v) = 1{t1>0}e
−
´
t
t1
C˜〈V (τ ;t,y,v)〉dτ
α
∣∣(wr¯)(y1, V (t1; t, y, v))∣∣,
Jsp(t, y, v) = 1{t1>0}e
−
´ t
t1
C˜〈V (τ ;t,y,v)〉dτ
(1− α)
∣∣h(y1, v1)∣∣,
Jdi(t, y, v) = 1{t1>0}e
−
´ t
t1
C˜〈V (τ ;t,y,v)〉dτ
α
1
w˜(V (t1; t, y, v))
ˆ
n(y1)·v∗1>0
∣∣h(y1, v∗1)∣∣dσ∗1 ,
(2.112)
where we used the notations
t1 := t− tb(y, v), y1 := Y (t1; t, y, v) = yb(y, v),
v1 := Ry1(V (t1; t, y, v)), dσ
∗
1 := Cµµ(v
∗
1)
[
n(y1) · v∗1
]
dv∗1 .
It is not difficult to see from C˜〈V (τ ; t, y, v)〉 & ν0 that
J0(t, y, v) .T0 e
−ν0t‖h‖L∞y,v , Jg(t, y, v) . ε‖〈v〉
−1
wg¯‖L∞y,v , Jr(t, y, v) . α|wr¯|L∞y,v . (2.113)
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We estimate Jsp(t, y, v), Jk(t, y, v) and Jdi(t, y, v) in the following Step 1 ∼ Step 3, respectively.
Step 1. Estimate of Jsp(t, y, v).
By virtue of Lemma 2.5, along the specular backward trajectory starting from (t, y, v), there is
at most one bounce against the boundary ∂Ωε. Thus, after the first collision at (y1, v1), Jsp(t, y, v)
continues to bounce back to initial plane t = 0, that is,
Jsp(t, y, v) ≤ Jsp,0(t, y, v) + Jsp,g(t, y, v) + Jsp,k(t, y, v), (2.114)
where
Jsp,0(t, y, v) = 1{t1>0}e
−
´ t
t1
C˜〈V (τ ;t,y,v)〉dτ
(1− α)e−
´ t1
0 C˜〈V (τ ;t1,y1,v1)〉dτ
× |h(Y (0; t1, y1, v1), V (0; t1, y1, v1))|,
Jsp,g(t, y, v) = 1{t1>0}e
−
´
t
t1
C˜〈V (τ ;t,y,v)〉dτ
(1− α)
ˆ t1
0
ds e−
´
t1
s
C˜〈V (τ ;t1,y1,v1)〉dτ
×
∣∣ε(wg¯)(Y (s; t1, y1, v1), V (s; t1, y1, v1))∣∣,
Jsp,k(t, y, v) = 1{t1>0}e
−
´ t
t1
C˜〈V (τ ;t,y,v)〉dτ
(1− α)
ˆ t1
0
ds e−
´ t1
s
C˜〈V (τ ;t1,y1,v1)〉dτ
×
ˆ
R3
dv′ kβ˜
(
V (s; t1, y1, v1), v
′
)∣∣h(Y (s; t1, y1, v1), v′)∣∣.
Similarly as (2.113), we have
Jsp,0(t, y, v) . e
−ν0t‖h‖L∞y,v , Jsp,g(t, y, v) . ‖εwg¯‖L∞y,v . (2.115)
To estimate Jsp,k(t, y, v), for N > 1, we can choose m = m(N)≫ 1 such that
km(V, v
′) := 1|V−v′|≥ 1m1|v
′|≤m1|V |≤mkβ˜(V, v
′),
sup
V
ˆ
R3
|km(V, v′)− kβ˜(V, v′)|dv′ ≤
1
N
.
We split
kβ˜(V, v
′) = [kβ˜(V, v
′)− km(V, v′)] + km(V, v′), (2.116)
where the first difference would lead to a small contribution o(1)‖h‖L∞y,v for N ≫T0 1. We write
Y1(s) := Y (s; t1, y1, v1), V1(s) := V (s; t1, y1, v1). (2.117)
Then the second term in (2.116) leads to
Cm
ˆ
|v′|≤m, |v′·n(Y1(s))|<η
+Cm
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
for small η > 0, which are further bounded by
o(1)‖h‖L∞y,v + CmJsp,k∗(t, y, v), (2.118)
where
Jsp,k∗(t, y, v) :=1{t1>0}
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′
∣∣h(Y1(s), v′)︸ ︷︷ ︸∣∣. (2.119)
Note that the small coefficient in (2.118) is independent of ε, though Y1(s) depends on ε. In fact,
by the change of variable v′‖ = [v
′ · n(Y1(s))]n(Y1(s)) and v′⊥ = v′− v′‖ for |v′ ·n(Y1(s))| < η, there
holds ˆ
|v′|≤m, |v′·n(Y1(s))|<η
kβ˜
(
V1(s), v
′
)∣∣h(Y1(s), v′)∣∣dv′
≤ Cm‖h‖L∞y,v
ˆ η
−η
dv′‖
ˆ
|v′⊥|≤m
dv′⊥ ≤ ηCm‖h‖L∞y,v = o(1)‖h‖L∞y,v ,
(2.120)
provided η is small.
30 Y. GUO AND F. ZHOU
Then we use Duhamal principle again to the underbraced term in (2.119),
Jsp,k∗(t, y, v) .J
0
sp,k∗(t, y, v) + J
k
sp,k∗(t, y, v) + J
g
sp,k∗(t, y, v) + J
r
sp,k∗(t, y, v)
+ Jspsp,k∗(t, y, v) + J
di
sp,k∗(t, y, v),
(2.121)
where
J0sp,k∗(t, y, v) =1{t1>0}
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′1{t′1<0}
× e−
´
s
0
C˜〈V (τ ;s,Y1(s),v
′)〉dτ
∣∣h(Y (0; s, Y1(s), v′), V (0; s, Y1(s), v′))∣∣,
Jksp,k∗(t, y, v) =1{t1>0}
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′
ˆ s
max {0,t′1}
dτ
× e−
´ s
τ
C˜〈V (τ ;s,Y1(s),v
′)〉dτ
ˆ
R3
du kβ˜
(
V (τ ; s, Y1(s), v
′), u
)
× ∣∣h(Y (τ ; s, Y1(s), v′), u)∣∣,
Jgsp,k∗(t, y, v) =1{t1>0}
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′
ˆ s
max {0,t′1}
dτ
× e−
´ s
τ
C˜〈V (τ ;s,Y1(s),v
′)〉dτ
∣∣ε(wg¯)(Y (τ ; s, Y1(s), v′), V (τ ; s, Y1(s), v′))∣∣,
Jrsp,k∗(t, y, v) =1{t1>0}α
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′1{t′1>0}
× e−
´ s
t′1
C˜〈V (τ ;s,Y1(s),v
′)〉dτ ∣∣(wr¯)(y′1, V (t′1; s, Y1(s), v′))∣∣,
Jspsp,k∗(t, y, v) =1{t1>0}(1− α)
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′1{t′1>0}
× e−
´
s
t′
1
C˜〈V (τ ;s,Y1(s),v
′)〉dτ ∣∣h(y′1, v′1)∣∣,
Jdisp,k∗(t, y, v) =1{t1>0}α
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′1{t′1>0}
× e
−
´
s
t′1
C˜〈V (τ ;s,Y1(s),v
′)〉dτ
w˜(V (t′1; s, Y1(s), v
′))
ˆ
n(y′1)·u
′∗
1 >0
∣∣h(y′1, u′∗1 )∣∣dσ′∗1 ,
(2.122)
where we used notations
t′1 := s− tb(s, Y1(s), v′), y′1 := Y (t′1; s, Y1(s), v′) = yb(Y1(s), v′),
v′1 := Ry′1
(
V (t′1; s, Y1(s), v
′)
)
, dσ′∗1 := Cµµ(u
′∗
1 )
[
n(Y ′(t′1)) · u′∗1
]
du′∗1 .
(2.123)
Firstly, for t = T0 large such that T0e
−ν0T0 ≪ 1, we have
J0sp,k∗(t, y, v) . T0e
−ν0T0‖h‖∞ . o(1)‖h‖∞. (2.124)
Jgsp,k∗(t, y, v) and J
r
sp,k∗(t, y, v) are estimated as (2.113),
Jgsp,k∗(t, y, v) . ε‖〈v〉−1wg¯‖∞, Jrsp,k∗(t, y, v) . α|wr¯|∞. (2.125)
We estimate Jksp,k∗(t, y, v), J
sp
sp,k∗(t, y, v) and J
di
sp,k∗(t, y, v) in the following Step 1.1 ∼ Step 1.3.
Step 1.1. Estimate of Jksp,k∗(t, y, v).
Similarly as the treatment of (2.116), for m = m(N) ≫ 1 we split kβ˜(v, u) = [kβ˜(v, u) −
km(v, u)] + km(v, u), where the first difference is bounded by o(1)‖h‖L∞y,v . We further split the
time integration of the second term: ˆ s
s−δ
+
ˆ s−δ
max{0,t′1}︸ ︷︷ ︸, (2.126)
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where the first integration is bounded by
δ sup
v
ˆ
|u|≤m
km(v, u)du‖h‖∞ . δ‖h‖∞,
due to the small-in-time truncation. The underbraced integration in (2.126) is bounded by
Jk∗sp,k∗(t, y, v) :=
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′
ˆ s−δ
0
dτ e−ν0(s−τ)
×
ˆ
|u|≤m
du
∣∣h(Y (τ ; s, Y1(s), v′), u)∣∣. (2.127)
We consider the change of variable
v′ 7→ y := Y (τ ; s, Y1(s), v′).
Recall that
Y (τ ; s, Y1(s), v
′) = Y1(s) + (τ − s)v′ + ε3
ˆ τ
s
ˆ s′
s
Φ¯
(
Y (τ ′; s, Y1(s), v
′)
)
dτ ′ds′,
where Y1(s) is defined in (2.117). Simple computation shows, for 0 ≤ τ ≤ s− δ < s,∣∣det∇v′Y (τ ; s, Y1(s), v′)∣∣ = |s− τ |3∣∣ det (δij +O(ε3))∣∣ ≥ 1
2
δ3.
Integrating over time first and using |h(u)| = w(u)|f¯ (u)| .m |f¯(u)| for |u| ≤ m, we have
Jk∗sp,k∗(t, y, v) . sup
0≤τ≤s−δ<s≤t1
ˆ
|v′|≤m
ˆ
|u|≤m
∣∣h(Y (τ ; s, Y1(s), v′), u)∣∣dudv′
. sup
0≤τ≤s−δ<s≤t1
ˆ
|v′|≤m
ˆ
|u|≤m
∣∣Pf¯(Y (τ ; s, Y1(s), v′), u)∣∣〈u〉2√µ(u)dudv′
+ sup
0≤τ≤s−δ<s≤t1
ˆ
|v′|≤m
ˆ
|u|≤m
∣∣(I−P)f¯(Y (τ ; s, Y1(s), v′), u)∣∣dudv′.
(2.128)
For Pf¯ contribution,
sup
0≤τ≤s−δ<s≤t1
ˆ
|v′|≤m
ˆ
|u|≤m
∣∣Pf¯(Y (τ ; s, Y1(s), v′), u)∣∣〈u〉2√µ(u)dudv′
.m
[ˆ
v′
∥∥Pf¯(Y (τ ; s, Y1(s), v′))∥∥6L6(R3)dv′]1/6
.m
[ˆ
Ωε
∥∥Pf¯(y)∥∥6
L6(R3)
2
δ3
dy
]1/6
.m ‖Pf¯‖L6(Ωε×R3).
(2.129)
For (I−P)f¯ contribution,
sup
0≤τ<s−δ<s≤t1
ˆ
|v′|≤m
ˆ
|u|≤m
∣∣(I−P)f¯(Y (τ ; s, Y1(s), v′), u)∣∣dudv′
.m
[¨ ∣∣(I−P)f¯(Y (τ ; s, Y1(s), v′), u)∣∣2dv′du]1/2
.m
[¨
Ωε×R3
∣∣(I−P)f¯(y, u)∣∣2 2
δ3
dydu
]1/2
.m ‖(I−P)f¯‖L2(Ωε×R3).
(2.130)
Collecting (2.126)–(2.130) we obtain
Jksp,k∗(t, y, v) . o(1)‖h‖L∞y,v + ‖Pf¯‖L6y,v + ‖(I−P)f¯‖L2y,v . (2.131)
Step 1.2. Estimate of Jspsp,k∗(t, y, v).
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Recall the formula of Jspsp,k∗(t, y, v). For given
(Y1(s), v
′) ∈ {Ωε × R3 : |v′| ≤ m, |v′ · n(Y1(s))| ≥ η}, (2.132)
similarly as (2.114), Lemma 2.5 guarantees that the specular backward trajectory starting from
(Y1(s), v
′) continues to bounce back to initial plane t = 0, after its first collision at (y′1, v
′
1). Thus
Jspsp,k∗(t, y, v) ≤ Jsp,0sp,k∗(t, y, v) + Jsp,gsp,k∗(t, y, v) + Jsp,ksp,k∗(t, y, v), (2.133)
where
Jsp,0sp,k∗(t, y, v) =1{t1>0}(1 − α)
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′1{t′1>0}
× e−
´ s
t′
1
C˜〈V (τ ;s,Y1(s),v
′)〉dτ
e−
´ t′1
0 C˜〈V (τ ;t
′
1,y
′
1,v
′
1))〉dτ
× ∣∣h(Y (0; t′1, y′1, v′1), V (0; t′1, y′1, v′1))∣∣,
Jsp,gsp,k∗(t, y, v) =1{t1>0}(1 − α)
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′1{t′1>0}
× e−
´
s
t′
1
C˜〈V (τ ;s,Y1(s),v
′)〉dτ
ˆ t′1
0
dτ e−
´ t′1
τ
C˜〈V (τ ′;t′1,y
′
1,v
′
1))〉dτ
′
× ∣∣ε(wg¯)(Y (τ ; t′1, y′1, v′1), V (τ ; t′1, y′1, v′1))∣∣,
Jsp,ksp,k∗(t, y, v) =1{t1>0}(1 − α)
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′1{t′1>0}
× e−
´ s
t′1
C˜〈V (τ ;s,Y1(s),v
′)〉dτ
ˆ t′1
0
dτ e−
´
t′1
τ
C˜〈V (τ ′;t′1,y
′
1,v
′
1))〉dτ
′
×
ˆ
R3
du˜ kβ˜
(
V (τ ; t′1, y
′
1, v
′
1), u˜
) ∣∣h(Y (τ ; t′1, y′1, v′1), u˜)∣∣.
We estimate Jsp,0sp,k∗(t, y, v) and J
sp,g
sp,k∗(t, y, v) similarly as (2.124) and (2.125). To estimate
Jsp,ksp,k∗(t, y, v), similarly as in the treatment of J
k
sp,k∗, we first split kβ˜(V
′, u˜) = [kβ˜(V
′, u˜) −
km(V
′, u˜)] + km(V
′, u˜) and then split [0, t′1] = [0, t
′
1 − δ] ∪ [t′1 − δ, t′1]. We conclude
Jsp,ksp,k∗(t, y, v) . o(1)‖h‖L∞y,v + Jsp,k∗sp,k∗ (t, y, v), (2.134)
where
Jsp,k∗sp,k∗ (t, y, v) :=1{t1>0}1{t′1>0}
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m, |v′·n(Y1(s))|≥η
dv′
×
ˆ t′1−δ
0
dτ e−ν0(s−τ)
ˆ
|u˜|≤m
du˜
∣∣ h(Y (τ ; t′1, y′1, v′1), u˜)︸ ︷︷ ︸ ∣∣.
(2.135)
Now consider the change of variable
v′ 7→ Y ′1(τ) := Y (τ ; t′1, y′1, v′1). (2.136)
Since 0 < t′1 < s < t1 < t ≤ T0 and |v′| ≤ N , from the relation
y′1 = Y (t
′
1; s, Y1(s), v
′) = Y1(s) + (t
′
1 − s)v′ + ε3
ˆ t′1
s
ˆ τ˜
s
Φ¯(Y (s˜; s, Y1(s), v
′))ds˜dτ˜ , (2.137)
we know that y′1 − Y1(s) must be bounded. While y′1 ∈ ∂Ωε, εy′1 ∈ ∂Ω, so that εY1(s) ∈ Ω is near
the boundary ∂Ω and then
n(εY1(s)) =
∇xξ(εY1(s))
|∇xξ(εY1(s))| .
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Here we used the fact that ∇xξ(εY1(s)) 6= 0 near the boundary. Thus we have
n(y′1) = n(εy
′
1) = n
(
εY1(s) + ε(t
′
1 − s)v′ +O(ε4)
)
= n(εY1(s)) +O(ε),
V (t′1; s, Y1(s), v
′) = v′ + ε3
ˆ t′1
s
Φ¯(τ ; s, Y1(s), v
′))dτ = v′ +O(ε),
where we used (1.54). Combining this with (2.123), we have
v′1 = V (t
′
1; s, Y1(s), v
′)− 2[n(y′1) · V (t′1; s, Y1(s), v′)] n(y′1)
= v′ − 2[n(εY1(s)) · v′] n(εY1(s)) +O(ε). (2.138)
It follows from (2.137) and (2.138) that
Y (τ ; t′1, y
′
1, v
′
1)
= y′1 + (τ − t′1)v′1 + ε3
ˆ τ
t′1
ˆ τ˜
t′1
Φ¯(Y (s˜; t′1, y
′
1, y
′
1))ds˜dτ˜ ,
= Y1(s) + (t
′
1 − s)v′ +
[
(τ − s)− (t′1 − s)
] {
v′ − 2[n(εY1(s)) · v′] n(εY1(s))} +O(ε)
= Y1(s) + (τ − s)v′ + 2
[
(t′1 − s)− (τ − s)
][
n(εY1(s)) · v′
]
n(εY1(s)) +O(ε)
= Y1(s) + (τ − s)v′ + 2
[
(t′1 − s)− (τ − s)
] [∇xξ(εY1(s)) · v′] ∇xξ(εY1(s))
|∇xξ(εY1(s))|2 + O(ε).
(2.139)
It is not difficult to see that
∂Y (τ ; t′1, y
′
1, v
′
1)i
∂v′j
= (τ − s)δij + 2
[
(t′1 − s)− (τ − s)
] ∂iξ(εY1(s)) ∂jξ(εY1(s))
|∇xξ(εY1(s))|2
+
2
[∇xξ(εY1(s)) · v′]
|∇xξ(εY1(s))|2 ∂iξ(εY1(s))
∂(t′1 − s)
∂v′j
+O(ε)
≡ (τ − s)δij + aij +O(ε),
(2.140)
where ∂iξ =
∂ξ
∂xi
stands for spatial derivative and we used the notations
aij := bicj , bi := ∂iξ(εY1(s)),
cj := 2
[
(t′1 − s)− (τ − s)
] ∂jξ(εY1(s))
|∇xξ(εY1(s))|2 +
2
[∇xξ(εY1(s)) · v′]
|∇xξ(εY1(s))|2
∂(t′1 − s)
∂v′j
.
Elementary computation shows that
3∑
k=1
akk = 2
[
(t′1 − s)− (τ − s)
]
+
2
[∇xξ(εY1(s)) · v′]
|∇xξ(εY1(s))|2
[∇v(t′1 − s) · ∇xξ(εY1(s))],
detBij := det
(
aii aij
aji ajj
)
= det
(
bici bicj
bjci bjcj
)
= 0 for i 6= j,
detC := det

 a11 a12 a13a21 a22 a23
a31 a32 a33

 = det

 b1c1 b1c2 b1c3b2c1 b2c2 b2c3
b3c1 b3c2 b3c3

 = 0.
It follows from these relations and (2.140) that
det∇v′Y (τ ; t′1, y′1, v′1)
= (τ − s)3 + (τ − s)2
3∑
k=1
akk + (τ − s)
3∑
1≤i<j≤3
detBij + detC +O(ε),
= −(τ − s)3 + 2(τ − s)2
{
(t′1 − s) +
[∇xξ(εY1(s)) · v′]
|∇xξ(εY1(s))|2
[∇v′(t′1 − s) · ∇xξ(εY1(s))]}
+O(ε).
(2.141)
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Recall that y′1 ∈ ∂Ωε, εy′1 ∈ ∂Ω and εY1(s) is near the boundary ∂Ω. From the condition
∇xξ(x) 6= 0 for x near the boundary ∂Ω, we have |∇xξ(εY1(s))| 6= 0. It follows that∣∣[v′ · ∇xξ(εY1(s))]∣∣ = |∇xξ(εY1(s))| ∣∣[v′ · n(εY1(s))]∣∣ 6= 0,
where we used (2.132) and the fact n(εY1(s)) = n(Y1(s)). From the expansion
0 = ξ
(
εy′1
)
= ξ
(
εY1(s) + ε(t
′
1 − s)v′ +O(ε3)
)
= ξ(εY1(s)) + ε(t
′
1 − s)
[∇xξ(εY1(s)) · v′]+O(ε2),
we take partial derivative ∂v′j and get
(t′1 − s)∂jξ(εY1(s)) +
∂(t′1 − s)
∂v′j
[∇xξ(εY1(s)) · v′]+O(ε) = 0.
Then [∇xξ(εY1(s)) · v′] [∇v′(t′1 − s) · ∇xξ(εY1(s))] = −(t′1 − s)|∇xξ(εY1(s))|2 +O(ε).
It follows that
(t′1 − s) +
[∇xξ(εY1(s)) · v′]
|∇xξ(εY1(s))|2
[∇v′(t′1 − s) · ∇xξ(εY1(s))] = O(ε). (2.142)
Since 0 < τ ≤ t′1 − δ < t′1 < s < t < T0, we have s − τ > t′1 − τ ≥ δ. Combining (2.141) and
(2.142), we get the lower bound of the Jacobian∣∣ det∇v′Y (τ ; t′1, y′1, v′1)∣∣ & |s− τ |3 +O(ε) ≥ 12δ3.
Note that this lower bound is independent of ε.
Now integrating over time first and deducing similarly as (2.128)–(2.130), we get
Jsp,k∗sp,k∗ (t, y, v) . ‖Pf¯‖L6y,v + ‖(I−P)f¯‖L2y,v . (2.143)
Collecting (2.134) and (2.143), we have
Jspsp,k∗(t, y, v) . o(1)‖h‖L∞y,v + ε‖〈v〉−1wg¯‖L∞y,v + ‖Pf¯‖L6y,v + ‖(I−P)f¯‖L2y,v . (2.144)
Step 1.3. Estimate of Jdisp,k∗(t, y, v).
To estimate Jdisp,k∗(t, y, v), we split the integration domain {n(y′1) · u′∗1 > 0} into{|u′∗1 | > m, n(y′1) · u′∗1 > 0} ∪ {|u′∗1 | ≤ m, ∣∣n(y′1) · u′∗1 ∣∣ < η} ∪ {|u′∗1 | ≤ m, ∣∣n(y′1) · u′∗1 ∣∣ ≥ η}.
The first two sets lead to small contribution o(1)‖h‖L∞y,v , which is independent of ε, as stated in
(2.120). Thus
Jdisp,k∗(t, y, v) . o(1)‖h‖L∞y,v + Jdi∗sp,k∗(t, y, v), (2.145)
where the remaining bulk is denoted as
Jdi∗sp,k∗(t, y, v) :=1{t1>0}1{t′1>0}
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m
dv′e−ν0(s−t
′
1)
×
ˆ
|u′∗1 |≤m, |n(y
′
1)·u
′
1|≥η
∣∣h(y′1, u′∗1 )∣∣dσ′1.
Let (y′1, u
′∗
1 ) ∈ ∂Ωε ×
{|u′∗1 | ≤ m, |n(y′1) · u′∗1 | ≥ η} be given. By virtue of Lemma 2.6, there
is no more collision against the boundary along the backward trajectory starting from (y′1, u
′∗
1 ).
Thus Jdi∗sp,k∗ bounces back to initial plane t = 0, and then
Jdi∗sp,k∗(t, y, v) ≤ Jdi∗,0sp,k∗(t, y, v) + Jdi∗,gsp,k∗(t, y, v) + Jdi∗,ksp,k∗(t, y, v), (2.146)
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where
Jdi∗,0sp,k∗(t, y, v) :=1{t1>0}1{t′1>0}
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m
dv′e−ν0(s−t
′
1)
ˆ
|u′∗1 |≤m, |n(y
′
1)·u
′∗
1 |≥η
dσ′1 × e−
´ t′1
0 C˜〈V (τ ;t
′
1,y
′
1,u
′
1))〉dτ
× ∣∣h(Y (0; t′1, y′1, u′∗1 ), V (0; t′1, y′1, u′∗1 ))∣∣,
Jdi∗,gsp,k∗(t, y, v) :=1{t1>0}1{t′1>0}
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m
dv′e−ν0(s−t
′
1)
×
ˆ
|u′∗1 |≤m, |n(y
′
1)·u
′∗
1 |≥η
dσ′1
ˆ t′1
0
dτe−
´ t′1
τ
C˜〈V (τ ′;t′1,y
′
1,u
′∗
1 ))〉dτ
′
× ∣∣ε(wg¯)(Y (τ ; t′1, y′1, u′∗1 ), V (τ ; t′1, y′1, u′∗1 ))∣∣,
Jdi∗,ksp,k∗(t, y, v) :=1{t1>0}1{t′1>0}
ˆ t1
0
ds e−ν0(t−s)
ˆ
|v′|≤m
dv′e−ν0(s−t
′
1)
×
ˆ
|u′∗1 |≤m, |n(y
′
1)·u
′∗
1 |≥η
dσ′1
ˆ t′1
0
dτe−
´ t′1
τ
C˜〈V (τ ′;t′1,y
′
1,u
′∗
1 ))〉dτ
′
×
ˆ
R3
du˜ kβ˜
(
V (τ ; t′1, y
′
1, u
′∗
1 ), u˜
) ∣∣ h(Y (τ ; t′1, y′1, u′∗1 ), u˜)︸ ︷︷ ︸ ∣∣.
We estimate Jdi∗,0sp,k∗(t, y, v) and J
di∗,g
sp,k∗(t, y, v) similarly as (2.124) and (2.125). For J
di∗,k
sp,k∗(t, y, v),
similarly as the treatment of Jksp,k∗(t, y, v), we split kβ˜(V (τ), u˜)] and [0, t
′
1] = [0, t
′
1−δ]∪ [t′1−δ, t′1].
To treat the integration on [0, t′1 − δ], we consider the change of variable
u′∗1 7→ Y (τ ; t′1, y′1, u′∗1 ).
Recall that
Y (τ ; t′1, y
′
1, u
′∗
1 ) = y
′
1 + (τ − t′1)u′∗1 + ε3
ˆ τ
t′1
ˆ s′
t′1
Φ¯
(
Y (τ ′; t′1, y
′
1, u
′∗
1 )
)
dτ ′ds′.
Simple computation shows, for 0 ≤ τ ≤ t′1 − δ,∣∣det∇u′∗1 Y (τ ; t′1, y′1, u′∗1 )∣∣ = |t′1 − τ |3 ∣∣ det (δij +O(ε3))∣∣ ≥ 12δ3.
Following the same argument as (2.128)–(2.131), we get
Jdi∗,ksp,k∗ . o(1)‖h‖L∞y,v + ‖Pf¯‖L6y,v + ‖(I−P)f¯‖L2y,v . (2.147)
Combining (2.145), (2.146) and (2.147), we obtain
Jdisp,k∗(t, y, v) . o(1)‖h‖L∞y,v + ε‖〈v〉
−1
wg¯‖L∞y,v + ‖Pf¯‖L6y,v + ‖(I−P)f¯‖L2y,v . (2.148)
Now we collect (2.115), (2.118), (2.121), (2.124), (2.125), (2.131), (2.144) and (2.148)
Jsp(t, y, v) . o(1)‖h‖L∞y,v + ε‖〈v〉
−1
wg¯‖L∞y,v + α|wr¯|L∞y,v + ‖Pf¯‖L6y,v + ‖(I−P)f¯‖L2y,v . (2.149)
Step 2. Estimate of Jk(t, y, v).
Recall Jk(t, y, v) in (2.112). We follow the same argument as the estimate of Jsp,k(t, y, v), that
is, first cut off the integration domain of u, then use Duhamal principle again to the integrand
h(s, Y (s; t, y, v), u) in Jk(t, y, v) and get similar formula as (2.121). Finally we get
Jk(t, y, v) . o(1)‖h‖L∞y,v + ε‖〈v〉
−1
wg¯‖L∞y,v + α‖wr¯‖L∞y,v + ‖Pf¯‖L6y,v + ‖(I−P)f¯‖L2y,v . (2.150)
Step 3. Estimate for Jdi(t, y, v).
36 Y. GUO AND F. ZHOU
Recall Jdi(t, y, v) in (2.112). We split the integration domain {n(y1) · v∗1 > 0} similarly as in
the estimate of Jdisp,k∗(t, y, v), and estimate Jdi by
Jdi(t, y, v) . o(1)‖h‖L∞y,v + Jdi∗(t, y, v),
where
Jdi∗(t, y, v) := 1{t1>0} e
−ν0(t−t1)
ˆ
|v∗1 |≤m, |n(y1)·v
∗
1 |≥η
∣∣h(y1, v∗1)∣∣dv∗1 .
For given (y1, v
∗
1) ∈ ∂Ωε×
{|v∗1 | ≤ m, |n(y1) ·v∗1 | ≥ η}, by Lemma 2.6, the backward trajectory
starting from (y1, v
∗
1) bounces back to initial plane t = 0. Thus
Jdi∗(t, y, v) ≤ J0di∗(t, y, v) + Jgdi∗(t, y, v) + Jkdi∗(t, y, v),
where
J0di∗(t, y, v) =1{t1>0}
e−ν0(t−t1)
w˜(V (t1; t, y, v))
ˆ
|v∗1 |≤m, |n(y1)·v
∗
1 |≥η
e−
´ t1
0 C˜〈V (τ ;t1,y1,v
∗
1)〉dτ
× ∣∣h(Y (0; t1, y1, v∗1), V (0; t1, y1, v∗1))∣∣dσ1,
Jgdi∗(t, y, v) =1{t1>0}
e−ν0(t−t1)
w˜(V (t1; t, y, v))
ˆ
|v∗1 |≤m, |n(y1)·v
∗
1 |≥η
ˆ t1
0
ds
× e−
´ t1
0 C˜〈V (τ ;t1,y1,v
∗
1 )〉dτ
∣∣ε(wg¯)(Y (s; t1, y1, v1), V (s; t1, y1, v1))∣∣,
Jkdi∗(t, y, v) =1{t1>0}
e−ν0(t−t1)
w˜(V (t1; t, y, v))
ˆ
|v∗1 |≤m, |n(y1)·v
∗
1 |≥η
e−
´ t1
0 C˜〈V (τ ;t1,y1,v
∗
1)〉dτ
×
ˆ
R3
dv′ kβ˜(V (s; t1, y1, v
∗
1), v
′)
∣∣h(Y (s; t1, y1, v∗1), v′)︸ ︷︷ ︸∣∣.
We treat J0di∗(t, y, v) and J
g
di∗(t, y, v) similarly as as (2.124) and (2.125). J
k
di∗(t, y, v) is estimated
by the change of variable v∗1 7→ Y (s; t1, y1, v∗1) and bounded by (2.147), similarly as the estimate
of Jdi∗,ksp,k∗(t, y, v). We conclude
Jdi(t, y, v) . o(1)‖h‖L∞y,v + ε‖〈v〉
−1
wg¯‖L∞y,v + ‖Pf¯‖L6y,v + ‖(I−P)f¯‖L2y,v . (2.151)
Finally, combining (2.111), (2.113), (2.149), (2.150) and (2.151), we verify the claim (2.109).
This completes the proof. 
With the help of Lemma 2.7, we can prove Theorem 2.4 readily.
Proof of Theorem 2.4. Recall that (1.57). It follows that
‖wf‖L∞x,v(Ω×R3) = ‖wf¯‖L∞y,v(Ωε×R3), ‖Pf‖L6x,v(Ω×R3) = ε
1
2 ‖Pf¯‖L6y,v(Ωε×R3),
‖(I−P)f‖L2x,v(Ω×R3) = ε
3
2 ‖(I−P)f¯‖L2y,v(Ωε×R3).
Then (2.96) follows readily from these relations and Lemma 2.7. This completes the proof. 
2.3. Validity of the steady problem.
In this section we give the proof of Theorem 1.1.
Define the norm
[[f ]] := ‖Pf‖6 + 1
ε
‖(I−P)f‖ν + ε 12 ‖wf‖∞ +
√
α
ε
|(1− Pγ)f |2,+ +
√
α
ε
|f |2. (2.152)
Then we have the following result.
Theorem 2.8. Suppose that all the assumptions of Theorem 2.3 hold. Then for 0 < ε≪ 1,
[[f ]] . ε−1‖Pg‖2 + ‖ν− 12 (I−P)g‖2 + ε 32 ‖〈v〉−1wg‖∞ +
√
α
ε
|r|2,− + αε 12 |wr|∞. (2.153)
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Proof. Recall that Lf = νf −Kf , ν(v) ∼ 〈v〉 and |k(v, u)| . kβ(v, u). Moreover,
ε−1ν(v)− εΦ · v
2
& ε−1C˜〈v〉 − ε‖Φ‖∞|v| & ε−1C˜〈v〉.
Therefore, the conditions of Theorem 2.4 are satisfied. Substitute (2.96) into (2.67),
‖Pf‖6 . 1
ε
‖(I−P)f‖ν + α√
ε
|(1 − Pγ)f |2,+ + α√
ε
|r|2,− + αε 12 |wr|∞
+
1
ε
‖Pg‖2 + ‖ν− 12 (I−P)g‖2 + ε 32 ‖〈v〉−1wg‖∞.
(2.154)
Multiplying (2.154) with a small constant and adding to (2.66), we get (2.153). 
We need the following collision estimate on Γ(f, g) given by [17].
Lemma 2.9. For w = eβ
′|v|2 with 0 < β′ ≪ 1, there holds
‖ν− 12Γ±(f, g)‖L2x,v . ε
1
2
[
ε
1
2 ‖wg‖∞
][
ε−1‖ν 12 (I−P)f‖L2x,v
]
+ ‖Pf‖L6x,v‖Pg‖L3x,v
+ ε
1
2
[
ε
1
2 ‖wf‖∞
][
ε−1‖ν 12 (I−P)g‖L2x,v
]
.
(2.155)
Lemma 2.10. Let fw, Rs,Q1,Q2 be as in (1.18), (1.21), (1.25), (1.26). Then we have
‖PRs‖2 . ε‖Φ‖2(1 + ε|ϑw|∞),
‖ν− 12 (I−P)Rs‖2 . |ϑw|
H
1
2 (∂Ω)
+ ε2‖Φ‖2|ϑw|∞ + |ϑw|2
H
1
2 (∂Ω)
,
‖wRs‖∞ . ε‖Φ‖∞ + |ϑw|W 1,∞(∂Ω) + |ϑw|2∞,
‖fw‖L6xL2v + ‖wfw‖∞ + |Q2ϕε|2,− + |wQ2ϕε|∞ . |ϑw|∞,
|Q1f |2,− + |wQ1f |∞ . |ϑw|∞(1 + ε|ϑw|∞)(|f |2,+ + |µ 14 f |∞).
Proof. The first estimate follows from (1.22). The second and third estimates follow Lemma 2.9
and the trace theorem ‖Θ‖H1(Ω) . |ϑw|H 12 (Ω). From (1.25) and (1.26) and the expansion of M
w
Mw(x, v) =
√
2πµ(v) + εϑw
√
2π
( |v|2
2
− 2)µ(v) + ε2O(|ϑw |2)〈v〉4µ(v), (2.156)
we have
Q1f =
[ |v|2 − 4
2
tw + εO(|ϑw|2)〈v〉4
]√
2πµ
ˆ
n·u>0
f
√
µ(n · u)du,
which proves the last estimate. 
Now we are ready to give the proof of Theorem 1.1. Note that the positivity of Fs is proved in
the end of Section 3, with the help of the positivity and asymptotic behavior of F .
Proof of Theorem 1.1. Step 1. We set the iteration for k ∈ N
v · ∇xfk+1 + ε2 1√
µ
Φ · ∇v(√µfk+1) + ε−1Lfk+1 = Γ(fk, fk) + Γ(fk, fw) +Rs,
fk+1|γ− = (1− α)L fk+1 + αPγfk+1 + α(εQ1fk + εQ2ϕε),
(2.157)
where f0 ≡ 0, Rs is defined at (1.21), and Q1 and Q2 are defined at (1.25) and (1.26). Note that
Theorem 2.3, with (1.22) and (1.29), guarantees the solvability of the linear problem (2.157).
For 0 < M0 ≪ 1, we assume the induction hypothesis
sup
0≤ℓ≤k
[[f ℓ]] ≤M0. (2.158)
In the following, we will verify the same bound for the iteration sequence [[fk+1]]. For this, we
assume that
|ϑw|H1/2(∂Ω) + ‖Φ‖2 + ε
1
2 |ϑw|W 1,∞(∂Ω) + ε
5
2 ‖Φ‖∞ < c0M0 (2.159)
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for 0 < c0 ≪ 1.
Applying Theorem 2.8, with f = fk+1, g = Γ(fk, fk) + 2Γ(fk, fw) +Rs, r = εQ1f
k + εQ2ϕε,
[[fk+1]] .
1
ε
‖Pg‖2 + ‖ν− 12 (I−P)g‖22 +
√
α
ε
|r|2,− + αε 12 |wr|∞ + ε 32 ‖〈v〉−1wg‖∞. (2.160)
It follows form Lemma 2.9 that
‖ν− 12Γ(fk, fk)‖2 . ‖Pfk‖26 + ε
1
2 [ε
1
2 ‖wfk‖∞][ε−1‖(I−P)fk‖ν ] . [[fk]]2,
‖ν− 12Γ(fk, fs)‖2 . ‖Θw‖3‖Pfk‖6 + ε‖Θw‖∞[ε−1‖(I−P)fk‖ν ]
. (|ϑw|
H
1
2 (∂Ω)
+ ε|ϑw|∞)[[fk]],
where we used (I−P)fw = 0, Sobolev embedding and trace theorem. Applying Lemma 2.10,
ε−1‖Pg‖2 = ε−1‖PRs‖2 . ‖Φ‖2(1 + ε|ϑw|∞),
‖ν− 12 (I−P)Rs‖2 . |ϑw|
H
1
2 (∂Ω)
+ ε2‖Φ‖2|ϑw|∞ + |ϑw|2
H
1
2 (∂Ω)
,√
α
ε
|r|2,− .
√
αε|ϑw|∞
[
(1 + ε|ϑw|∞)[[fk]] + 1
]
,
αε
1
2 |wr|∞ . αε|ϑw |∞
[
(1 + ε|ϑw|∞)[[fk]] + ε 12 |ϑw|∞
]
,
and
ε
3
2 ‖〈v〉−1wg‖∞ . ε 32
(‖wfk‖2∞ + ‖wfw‖∞‖wfk‖∞ + ε‖Φ‖∞ + |ϑw|W 1,∞(∂Ω) + |ϑw|2∞)
. ε
1
2 [[fk]]2 + ε|ϑw|∞[[fk]] + ε 32
(
ε‖Φ‖∞ + |ϑw|W 1,∞(∂Ω) + |ϑw|2∞
)
,
where we used the inequality
‖wν−1Γ(g1, g2)‖L∞t,x,v . ‖wg1‖L∞t,x,v‖wg2‖L∞t,x,v |ν−1wΓ(w−1, w−1)|
. ‖wg1‖L∞t,x,v‖wg2‖L∞t,x,v ,
(2.161)
due to |wΓ±(w−1, w−1)| . 〈v〉 . ν.
Substituting the above estimates into (2.160), we get
[[fk+1]] . c0M0 +
(
|ϑw|
H
1
2
+ ε
1
2 |ϑw|∞(1 + ε|ϑw|∞) + [[fk]]
)
[[fk]] ≤M0, (2.162)
provided c0 and M0 are small enough. This proved the uniform boundedness of [[f
k+1]].
Step 2. To prove strong convergence of fk in L∞ ∩ L2, we repeat Step 1 for fk+1 − fk. It is
standard to conclude that the weak limit f εs (x, v) := limk→∞ f
k(x, v) solves the steady Boltzmann
equation (1.20) and (1.23). The uniqueness follows from standard argument, cf. [16].
Step 3. In this step, we show that the weak limit of f εs , denoted by fs, leads to steady INSF.
Let gεs = fw + f
ε
s . Then g
ε
s satisfies
v · ∇xgεs + ε2
2√
µ
Φ · ∇v(gεs
√
µ) + ε−1Lgεs = Γ(g
ε
s, g
ε
s) + εΦ · v
√
µ, (2.163)
gεs|γ− = (1− αε)L gεs + αεPγgεs + αεRgεs, (2.164)
where
Rgεs =
Mω −√2πµ
ε
√
2πµ
+
Mω −√2πµ√
2πµ
Pγg
ε
s = ϑw
|v|2 − 4
2
[√
µ+ εPγg
ε
s +O(ε
2)
]
, (2.165)
by the expansion of Mw(x, v) given in (2.156).
It follows from the uniform boundedness of [[f εs ]] that
‖Pf εs ‖6 is bounded, and ‖(I−P)f εs ‖ν → 0 as ε→ 0. (2.166)
Noticing ‖Pgεs‖2 ∼ ‖Pgεs‖6, we see that gεs is bounded in L2(Ω × R3), and there exists gs ∈
L2(Ω× R3) such that, up to extraction of a subsequence,
gεs → gs weakly in L2(Ω× R3). (2.167)
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From Lemma 2.9 and the proof of (2.162), we know that ν−
1
2Γ(gεs , g
ε
s), ε
−1Lgε and εΦ · v√µ are
all bounded in L2(Ω× R3). It follows that
ν−
1
2 v · ∇xgεs + ε2ν−
1
2
1√
µ
Φ · ∇v(gεs
√
µ) is bounded in L2(Ω× R3),
and thus has a weak limit in L2(Ω× R3), up to extraction of a subsequence. On the other hand,
it is easy to verify that
ν−
1
2 v · ∇xgεs → ν−
1
2 v · ∇xgs, ε2ν− 12 1√
µ
Φ · ∇v(gεs
√
µ)→ 0 in the sense of distributions.
It follows from the uniqueness of distribution limit that ν−
1
2 v · ∇xgs ∈ L2(Ω× R3) and
ν−
1
2 v · ∇xgεs + ε2ν−
1
2
1√
µ
Φ · ∇v(gεs
√
µ)→ ν− 12 v · ∇xgs weakly in L2(Ω× R3). (2.168)
Multiplying (2.163) by εν−
1
2 and taking weak limit in L2(Ω× R3), we get
Lgεs → 0 weakly in L2(Ω× R3). (2.169)
Thus we have
Lgs = 0 and gs =
[
ρg + ug · v + θg |v|
2 − 3
2
]√
µ. (2.170)
From the linear independence of ν−
1
2 v{1, v, v⊗v, |v|2, v|v|2}√µ, we deduce that ρg, ug, θg ∈ H1(Ω).
Then we show that (ρg, ug, θg) solves steady INSF. Firstly, applying P to (2.163) and taking
weak limit in L2(Ω× R3), we get P(v · ∇xgs) = 0, which further yields
∇x · ug = 0, ∇x(ρg + θg) = 0. (2.171)
To take limit in (2.163), we first claim that
Pgεs → Pgs strongly in L2(Ω× R3). (2.172)
In fact, by using the cut-off argument in definition (3.61) and extension lemma 3.6 in [17], we can
employ the averaging lemma to show that
´
R3
ν−
1
2 gεsψdv ∈ H
1
2 (R3), where ψ ∈ D(R3) are test
functions. It follows that, up to extraction of a subsequence,ˆ
R3
ν−
1
2 gεsψdv →
ˆ
R3
ν−
1
2 gsψdv strongly in L
2(Ω).
On the other hand, (2.166) and the fact (1−P)fw = 0 imply that ‖(1−P)gεs‖ν converges to 0.
Thus, the coefficients of Pgεs converge strongly in L
2(Ω) and the claim (2.172) is proved.
Then we can take weak limit directly from (2.163) in L2(Ω× R3) and get
lim
ε→0
ε−1Lgεs = Γ(gs, gs)− v · ∇xgs. (2.173)
We multiply (2.163) by ε−1 |v|
2−5
2
√
µ and ε−1v
√
µ, respectively, integrate in R3 and take weak
limit in L2(Ω× R3). With the help of (2.173), we calculate as in [4]
0 = lim
ε→0
ε−1
〈 |v|2 − 5
2
√
µ, v · ∇xgεs
〉
= lim
ε→0
ε−1∇x ·
〈
L−1
[
v
|v|2 − 5
2
√
µ
]
, Lgεs
〉
= ∇x ·
〈
L−1
[
v
|v|2 − 5
2
√
µ
]
, Γ(gs, gs)− v · ∇xgs
〉
= ∇x ·
[5
2
κ∇xθg − 5
2
ugθg
]
,
(2.174)
and
Φ = lim
ε→0
ε−1
〈√
µv, v · ∇xgεs
〉
= lim
ε→0
ε−1∇x ·
〈
L−1
[
(v ⊗ v − |v|
2
3
I)
√
µ
]
, Lgεs
〉
+ lim
ε→0
ε−1∇x ·
〈 |v|2
3
√
µ, gεs
〉
= ∇x ·
〈
L−1
[
(v ⊗ v − |v|
2
3
I)
√
µ
]
, Γ(gs, gs)− v · ∇xgs
〉
+∇xpg
= ∇x ·
[
2ug ⊗ ug − 2
3
|ug|2I− σ
(∇xug + (∇xug)T)]+∇xpg,
(2.175)
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where we used the notation pg := limε→0 ε
−1
〈 |v|2
3
√
µ, gεs
〉
. Hence (ρg, ug, θg) forms a weak solution
to the steady INSF
ug · ∇xug +∇xpg = σ∆ug +Φ in Ω,
ug · ∇xθg = κ∆θg in Ω, (2.176)
supplemented by divergence free condition and Boussinesq relation (2.171).
Step 4. In this step, we derive the limiting boundary conditions.
We firstly set up a priori estimate coming from the inside. Observing the relation¨
∂Ω×R3
ν−
1
2φgεs|∂Ωdγ =
¨
Ω×R3
ν−
1
2 (v · ∇xφ)gεs +
¨
Ω×R3
ν−
1
2 (v · ∇xgεs)φ,
where φ(x, v) are test functions satisfying φ(·, v) ∈ C∞(Ω¯) and φ(x, ·) ∈ C∞0 (R3), we employ the
weak convergence of gεs and ν
− 12 (v · ∇xgεs) to get
ν−
1
2 gεs|∂Ω → ν−
1
2 gs|∂Ω in the sense of distributions. (2.177)
Then we set up a priori estimate coming from the boundary. From the boundedness of [[f εs ]]
we know that √
αε
ε
|f εs |2 is uniformly bounded. (2.178)
Define 〈g〉∂Ω :=
√
2π
´
v·n>0
g|∂Ω√µ(v·n)dv. It follows that Pγg = √µ〈g〉∂Ω and gεs|∂Ω−
√
µ〈gεs〉∂Ω =
(1− Pγ)gεs .
If limε→0
αε
ε =
√
2πλ ∈ (0,+∞], then from (2.178) we know that |fεs |2 is uniformly bounded,
so that |gεs|2 is bounded in L2(dγ) and thus has a weak limit in L2(dγ), up to a subsequence. It
follows from (2.177) and the uniqueness of distribution limit that
ν−
1
2 gs|∂Ω ∈ L2(dγ), ν− 12 gεs|∂Ω → ν−
1
2 gs|∂Ω weakly in L2(dγ) as ε→ 0. (2.179)
By (2.179) and the fact that 〈gεs〉∂Ω is independent of v, we have
〈gεs〉∂Ω → 〈gs〉∂Ω weakly in L2(∂Ω) as ε→ 0.
Combining this with (2.179), we get
ν−
1
2
(
gεs|∂Ω −
√
µ〈gεs〉∂Ω
)→ ν− 12 (gs|∂Ω −√µ〈gs〉∂Ω) weakly in L2γ+(dγ) as ε→ 0. (2.180)
If limε→0
αε
ε =
√
2πλ = 0, then it follows from (2.178) that
√
αε
ε |gεs|2 is uniformly bounded and
thus has a weak limit in L2(dγ), up to a subsequence. It follows from (2.177) and the uniqueness
of distribution limit that√
α
ε
ν−
1
2 gεs|∂Ω → 0 weakly in L2(dγ) as ε→ 0.
Similarly as (2.180), we have√
α
ε
ν−
1
2
(
gεs|∂Ω −
√
µ〈gεs〉∂Ω
)→ 0 weakly in L2γ+(dγ) as ε→ 0. (2.181)
Now we check the boundary conditions that (ug, θg) satisfies. We first consider the case
limε→0
αε
ε = ∞. In this case, we can take limit directly in Maxwell boundary condition and
show that the convergence is strong. From the boundedness of
√
α
ε |(1 − Pγ)f εs |2,+ we know
f εs |∂Ω −
√
µ〈f εs 〉∂Ω = (1− Pγ)f εs → 0 strongly in L2γ+(dγ) as ε→ 0.
It follows that
gεs|∂Ω −
√
µ〈gεs〉∂Ω → fw|∂Ω −
√
µ〈fw〉∂Ω strongly in L2γ+(dγ) as ε→ 0. (2.182)
Combining (2.180) and (2.182), we get
ν−
1
2
[
gs|∂Ω −√µ〈gs〉∂Ω
]
= ν−
1
2
[
fw|∂Ω −√µ〈fw〉∂Ω
]
,
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which gives the Dirichlet boundary condition
ug|∂Ω = 0, θg|∂Ω = ϑw. (2.183)
Then we focus on the case limε→0
αε
ε =
√
2πλ ∈ [0,+∞). Noticing (2.165) and the boundedness
of
√
αε|Pγgεs|2 and
√
αε|gεs|2, we take weak limit directly from (2.164),
gs|γ− = L (gs|γ+).
This, combined with (2.170), imply the condition of zero mass flux
n · ug|∂Ω = 0. (2.184)
To verify the Navier boundary condition, we have to take limits of (2.163) in the weak formulation
and that the moments ug and θg satisfy the weak formulation of INSF. For this, we take a test
function φ ∈ C∞(Ω¯) and a test vector field w ∈ C∞(Ω¯) satisfying ∇x · w = 0 and n · w|∂Ω = 0.
Multiply equation (2.163) by ε−1 |v|
2−5
2
√
µφ and ε−1v
√
µw, respectively, integrate in Ω × R3 and
take weak limit in L2(Ω× R3),
0 = lim
ε→0
1
ε
¨
Ω×R3
(v · ∇xgεs)
|v|2 − 5
2
√
µφ
= lim
ε→0
1
ε
¨
∂Ω×R3
gεs
|v|2 − 5
2
√
µφ[n · v]− lim
ε→0
1
ε
ˆ
Ω
〈
v
|v|2 − 5
2
√
µ, gεs
〉
· ∇xφ,
(2.185)
andˆ
Ω
Φ · w = lim
ε→0
1
ε
¨
Ω×R3
(v · ∇xgεs)
√
µv · w
= lim
ε→0
1
ε
¨
Ω×R3
{[∇x · ((v ⊗ v − |v|2
3
I)
√
µgεs
)] · w + [∇x · ( |v|2
3
I
√
µgεs)
] · w}
= lim
ε→0
1
ε
¨
∂Ω×R3
(v · w)√µgεs[n · v]− lim
ε→0
1
ε
ˆ
Ω
〈
(v ⊗ v − |v|
2
3
I)
√
µ, gεs
〉
: ∇xw.
(2.186)
It follows from (2.174) and (2.175) that
lim
ε→0
ε−1
〈
v
|v|2 − 5
2
√
µ, gεs
〉
=
5
2
κ∇xθg − 5
2
ugθg,
lim
ε→0
ε−1
〈
(v ⊗ v − |v|
2
3
I)
√
µ, gεs
〉
= 2ug ⊗ ug − 2
3
|ug|2I− ν
[∇xug + (∇xug)T]. (2.187)
For the boundary integration in (2.185), we use (2.164), (2.165) (2.170), (2.180) and (2.181) and
the change of variable v 7→ Rxv on γ−
lim
ε→0
ε−1
¨
∂Ω×R3
gεs
|v|2 − 5
2
√
µφ[n · v]dvdSx
= lim
ε→0
αε
ε
ˆ
γ+
|v|2 − 5
2
√
µφ
[
gεs|∂Ω −
√
µ〈gεs〉∂Ω
]
[n · v]dvdSx
+ lim
ε→0
αε
ε
ˆ
γ−
|v|2 − 5
2
√
µφRgεs[n · v]dvdSx
= λ
√
2π
ˆ
γ+
|v|2 − 5
2
√
µφ
[
gs|∂Ω −√µ〈gs〉∂Ω
]
[n · v]dvdSx
+ λ
√
2π
ˆ
γ−
|v|2 − 5
2
√
µφϑw
|v|2 − 4
2
√
µ[n · v]dvdSx
= 2λ
ˆ
∂Ω
(θg − ϑw)φdSx.
(2.188)
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For the boundary term in (2.186), noticing n · w|∂Ω = 0 and derive similarly as above, we get
lim
ε→0
ε−1
¨
∂Ω×R3
(v · w)√µgεs[n · v]dvdSx
= lim
ε→0
αε
ε
ˆ
γ+
(v · w)√µ[gεs|∂Ω −√µ〈gεs〉∂Ω][n · v]dvdSx
+ lim
ε→0
αε
ε
ˆ
γ−
(v · w)√µRgεs[n · v]dvdSx
= λ
√
2π
ˆ
γ+
(v · w)√µ[gs|∂Ω −√µ〈gs〉∂Ω][n · v]dvdSx
+ λ
√
2π
ˆ
γ−
(v · w)√µϑw |v|
2 − 4
2
√
µ[n · v]dvdSx
= λ
ˆ
∂Ω
w · ugdSx.
(2.189)
Combining (2.185)–(2.189), we see that (ρg, ug, θg) satisfies the following weak formulation of
steady INSF with Navier boundary condition
−
ˆ
Ω
[
ug ⊗ ug − ν
(∇ug + (∇ug)T)] : ∇w + λˆ
∂Ω
ug · w −
ˆ
Ω
Φ · w = 0,
−
ˆ
Ω
[
ugθg − κ∇θg
] · ∇φ+ 4
5
λ
ˆ
∂Ω
φ(θg − ϑw) = 0.
(2.190)
Note that if αε = 0 then (2.188) and (2.189) vanish, and there is no boundary integration in
(2.185), (2.186) and (2.190).
Returning back to f εs , we have
f εs → fs :=
[
ρs + us · v + θs |v|
2 − 3
2
]√
µ weakly in L2(Ω× R3),
where we used Lfw = 0 and g
ε
s = fw + f
ε
s . By the relation gs = fw + fs we have
us = ug, θs = θg −Θw, ρs = ρg − ρw.
Then the divergence free condition and Boussinesq relation in (1.32) and the Dirichlet boundary
condition (1.33) follow readily. Moreover, (2.190) leads to
−
ˆ
Ω
[us ⊗ us − ν
(∇us + (∇us)T)] : ∇w + λˆ
∂Ω
us · w −
ˆ
Ω
Φ · w = 0,
−
ˆ
Ω
[
us(θs +Θw)− κ∇(θs +Θw)
] · ∇φ+ 4
5
λ
ˆ
∂Ω
φθs = 0.
(2.191)
This is the weak form of the steady INSF (1.32) subject to the Navier boundary condition (1.34).
This completes the proof. 
3. Unsteady Limit
3.1. L2 coercivity estimate and L2tL
3
x bound.
In this section, we construct the L2 coercivity estimate for the unsteady linear equation.
We first estimate the macroscopic part
´ t
0 ‖Pf‖2 and have the following result.
Lemma 3.1. Let Φ ∈ C1(Ω), g ∈ L2(R+ × Ω× R3), r ∈ L2(R+ × γ−) such that for all t > 0¨
Ω×R3
g(t, x, v)
√
µdxdv = 0,
ˆ
n·v<0
r(t.x, v)
√
µ[n · v]dv = 0 for all x ∈ ∂Ω. (3.1)
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Suppose that f solves
ε∂tf + v · ∇xf + ε2 1√
µ
Φ · ∇v(√µf) + ε−1Lf = g,
f |γ− = (1 − α)L f + αPγf + αr,
f |t=0 = f0,
(3.2)
and satisfies ¨
Ω×R3
f(t, x, v)
√
µdxdv = 0 for all t > 0. (3.3)
Then there exists a function G(t) such that G(t) . ε‖f(t)‖22 andˆ t
0
‖Pf(s)‖22 .
ˆ t
0
(
ε−2‖(I−P)f(s)‖2ν + α2|(1− Pγ)f(s)|22,+ + α2|r(s)|22,−
+ ‖ν− 12 g(s)‖22
)
+G(t)−G(0).
(3.4)
Proof. Note that (3.1), (3.2) and (3.3) are all invariant under a standard t-mollification for all
t > 0. The estimates in Step 1 to Step 3 below are obtained via a t-mollification so that all the
functions are smooth in t. For the notational simplicity we do not write explicitly the parameter
of the regularization.
Multiply a test function ψ(t, x, v), which will be determined later, to the equation in (3.2)
ˆ t
0
¨
Ω×R3
[
− εf∂tψ − (v · ∇xψ)f − ε2
(
Φ · ∇v ψ√
µ
)√
µf + ε−1L(I−P)fψ
]
+ ε
¨
Ω×R3
[(fψ)(t)− (fψ)(0)] +
ˆ t
0
¨
∂Ω×R3
(v · n)fψ =
ˆ t
0
¨
Ω×R3
gψ.
(3.5)
It follows from (3.5) that
−
ˆ t
0
¨
Ω×R3
(v · ∇xψk)Pf =
7∑
j=1
Ψjk, (3.6)
where k ∈ {a, b, c} and
Ψ1k := −ε
¨
Ω×R3
[(fψk)(t) − (fψk)(0)], Ψ2k := −
ˆ t
0
¨
∂Ω×R3
(v · n)fψk,
Ψ3k :=
ˆ t
0
¨
Ω×R3
(v · ∇xψk)(I−P)f, Ψ4k := ε2
ˆ t
0
¨
Ω×R3
(
Φ · ∇v ψk√
µ
)√
µf,
Ψ5k := −ε−1
ˆ t
0
¨
Ω×R3
L(I−P)fψk, Ψ6k :=
ˆ t
0
¨
Ω×R3
gψk, Ψ
7
k := ε
ˆ t
0
¨
Ω×R3
f∂tψk.
In the following, we prove (3.4) by using the same choice of test functions as in Lemma 2.1.
Step 1. Estimate of
´ t
0 ‖a‖22.
Choose test function ψa := (|v|2 − 10)√µv · ∇xφa(t, x), where φa(t, x) satisfies
−∆xφa(t, x) = a(t, x), ∂nφa
∣∣
∂Ω
= 0,
ˆ
Ω
φa(t, x)dx = 0.
Note that
´
Ω a(t, x) =
´
Ω×R3 f(t, x, v)
√
µ = 0, so that the compatible condition is satisfied for the
equation.
By virtue of (2.14), the left-hand side of (3.6) equals
−
ˆ t
0
¨
Ω×R3
(v · ∇xΨa)Pf = −5
ˆ t
0
‖a‖22. (3.7)
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Firstly, Ψ1a contributes to G(t) −G(0). Similarly as (2.24) and (2.28), we can show that
|Ψ2a|+ |Ψ3a|+ |Ψ4a|+ |Ψ5a|+ |Ψ6a|
.
ˆ t
0
(
α2|(1− Pγ)f |22,+ + α2|r|22,− + ε2‖c‖22 + ε−2‖(I−P)f‖2ν + ‖ν−
1
2 g‖22 + o(1)‖a‖22
)
.
(3.8)
The new contribution Ψ7a is bounded by
|Ψ7a| . ε
ˆ t
0
(‖b‖2 + ‖(I−P)f‖2)‖∂t∇xφa‖2, (3.9)
where we used (2.13) and oddness of vi(|v|2 − 10)√µ.
To estimate ‖∂t∇xφa‖2, we use the decomposition of the weak formulation (3.5) between t and
t+ δ (instead of between 0 and t) with ψ(t, x, v) = φ(x)
√
µ, where φ ∈ H1(Ω) is independent of t
and satisfies
´
Ω
φdx = 0. From (3.5) we have
−
ˆ t+δ
t
¨
Ω×R3
(v · ∇xφ)√µPf = −ε
ˆ
Ω
φ[a(t+ δ)− a(t)] +
ˆ t+δ
t
¨
Ω×R3
gφ
√
µ,
where the boundary integration vanishes due to (2.7). Besides, direct computation shows
−
ˆ t+δ
t
¨
Ω×R3
(v · ∇xφ)√µPf = −
ˆ t+δ
t
ˆ
Ω
(b · ∇xφ).
Combining the above two equalities, we get
ε
ˆ
Ω
φ[a(t+ δ)− a(t)] =
ˆ t+δ
t
¨
Ω×R3
gφ
√
µ+
ˆ t+δ
t
ˆ
Ω
b · ∇xφ. (3.10)
It follows by Poincare´ inequality that∣∣∣ε ˆ
Ω
φ∂ta
∣∣∣ . ‖ν− 12 g‖2‖φ‖2 + ‖b‖2‖∇xφ‖2 . (‖ν− 12 g‖2 + ‖b‖2)‖∇xφ‖2. (3.11)
Besides, by taking φ = 1 in (3.10) and using (2.7) and (3.3), we have
´
Ω
∂tadx = 0.
Now we define
Wa :=
{
φ ∈ H1(Ω) :
ˆ
Ω
φdx = 0
}
, ‖φ‖Wa := ‖∇xφ‖2.
The dual space is denoted by W ∗a . Then by (3.11) we have
‖∂ta‖W∗a . ε−1
(‖ν− 12 g‖2 + ‖b‖2). (3.12)
In fact, ∂tφa is the solution of
−∆x∂tφa = ∂ta, ∂n(∂tφa)
∣∣
∂Ω
= 0,
ˆ
Ω
∂tφadx = 0.
It follows from standard variational theory that
‖∂tφa‖Wa . ‖∂ta‖W∗a ,
where the compatible condition
´
Ω
∂tadx = 0 was used. Combining this with (3.12), we have
‖∂t∇xφa‖2 = ‖∇x∂tφa‖2 = ‖∂tφa‖Wa . ‖∂ta‖W∗a . ε−1
(‖ν− 12 g‖2 + ‖b‖2). (3.13)
Substituting (3.13) into (3.9), we get
|Ψ7a| .
ˆ t
0
(‖(I−P)f‖22 + ‖ν− 12 g‖22 + ‖b‖22).
Collecting the estimates from Ψ1a to Ψ
7
a and absorbing small contributions, we getˆ t
0
‖a‖22 . G(t) −G(0) + ε−2
ˆ t
0
‖(I−P)f‖2ν + α2
ˆ t
0
|(1− Pγ)f |22,+
+ α2
ˆ t
0
|r|22,− +
ˆ t
0
‖ν− 12 g‖22 +
ˆ t
0
‖b‖22 + ε2‖Φ‖∞
ˆ t
0
‖c‖22.
(3.14)
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Step 2. Estimate of
´ t
0 ‖c‖22.
Choose a test function ψc := (|v|2 − 5)√µv · ∇xφc(t, x), where
−∆xφc(t, x) + E · ∇xφc = c(t, x), ∂nφc
∣∣
∂Ω
= 0,
ˆ
Ω
φcdx = 0,
where E ∈ [L∞(Ω)]3 is defined as in (2.32) and Lemma A.3.
It follows from (2.34) and (2.37) that
−
ˆ t
0
¨
Ω×R3
(v · ∇xψc)Pf = 5
ˆ t
0
‖c‖22 − 5
ˆ t
0
ˆ
Ω
c(E · ∇xφc) ≥ 4
ˆ t
0
‖c‖22, (3.15)
provided that ‖E‖∞ is sufficiently small. We estimate Ψ1c like Ψ1a. Similarly as (2.39) and (2.41)
we can prove that
|Ψ2c |+ |Ψ3c |+ |Ψ4c |+ |Ψ5c |+ |Ψ6c|
.
ˆ t
0
(
α2|(1− Pγ)f |22,+ + α2|r|22,− + ε−2‖(I−P)f‖2ν + ‖ν−
1
2 g‖22 + o(1)‖c‖22
)
.
The new contribution Ψ7c is estimated by
|Ψ7c | . ε
ˆ t
0
‖(I−P)f‖2‖∂t∇xφc‖2, (3.16)
where a, c contributions vanish due to oddness, and the b contribution vanishes by (2.35).
To estimate ‖∂t∇xφc‖2, we use (3.5) with ψ(t, x, v) = φ(x) |v|
2−3
2
√
µ, where φ ∈ H1(Ω) is
independent of t and satisfies
´
Ω φdx = 0. From (3.5) we have
−
ˆ t+δ
t
¨
Ω×R3
(v · ∇xφ) |v|
2 − 3
2
√
µPf
= −3
2
ε
ˆ
Ω
φ[c(t+ δ)− c(t)]− α
ˆ
γ+
φ
|v|2 − 3
2
√
µ(1 − Pγ)fdγ + α
ˆ
γ−
φ
|v|2 − 3
2
√
µrdγ
+
ˆ t+δ
t
¨
Ω×R3
(
(v · ∇xφ)(I−P)f + gφ
) |v|2 − 3
2
√
µ+ ε2
ˆ t+δ
t
ˆ
Ω
(b · Φ)φ,
(3.17)
where we treated the boundary term by the change of variable v 7→ Rxv¨
∂Ω×R3
(v · n)fφ |v|
2 − 3
2
√
µ
=
ˆ
γ+
fφ
|v|2 − 3
2
√
µdγ − α
ˆ
γ−
φ
|v|2 − 3
2
√
µrdγ −
ˆ
γ+
φ
|v|2 − 3
2
√
µ
[
(1− α)f + αPγf
]
dγ
= α
ˆ
γ+
φ
|v|2 − 3
2
√
µ(1− Pγ)fdγ − α
ˆ
γ−
φ
|v|2 − 3
2
√
µrdγ.
One the other hand, direct computation leads to
−
ˆ t+δ
t
¨
Ω×R3
(v · ∇xφ) |v|
2 − 3
2
√
µPf = −
ˆ t+δ
t
ˆ
Ω
(b · ∇xφ),
by
´
R3
v2i
|v|2−3
2
√
µ = 1. Combining this with (3.17), we get∣∣∣ε ˆ
Ω
φ∂tc
∣∣∣ . ‖b‖2‖∇xφ‖2 + ‖(I−P)f‖2‖∇xφ‖2 + ε2‖Φ‖∞‖b‖2‖φ‖2 + ‖ν− 12 g‖2‖φ‖2
+ α|(1 − Pγ)f |2,+|φ|2 − α|r|2,−|φ|2
.
(
‖(I−P)f‖2 + α|(1− Pγ)f |2,+ + α|r|2,− + ‖ν− 12 g‖2 + ‖b‖2
)
‖∇xφ‖2,
(3.18)
where we used trace theorem |φ|2 . ‖φ‖H1 and Poincare´ inequality.
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As in Step 1, we define
Wc :=
{
φ ∈ H1(Ω) :
ˆ
Ω
φdx = 0
}
, ‖φ‖Wc := ‖∇xφ‖2.
Its dual space is denoted by W ∗c . It follows from (3.18) that
ε‖∂tc‖W∗c . ‖(I−P)f‖2 + α|(1 − Pγ)f |2,+ + α|r|2,− + ‖ν−
1
2 g‖2 + ‖b‖2. (3.19)
We know that ∂tφc is the solution of
−∆x∂tφc + E · ∇x(∂tφc) = ∂tc, ∂n(∂tφc)|∂Ω = 0,
ˆ
Ω
∂tφcdx = 0,
where E = E(x) is as before. Standard variational theory and Poincare´ inequality imply that
‖∂tφc‖Wc . ‖∂tc‖W∗c ,
provided that ‖E‖∞ is small. Combining this with (3.19), we have
‖∂t∇xφc‖2 = ‖∇x∂tφc‖2 = ‖∂tφc‖Wc . ‖∂tc‖W∗c
. ε−1
(‖(I−P)f‖2 + α|(1 − Pγ)f |2,+ + α|r|2,− + ‖ν− 12 g‖2 + ‖b‖2). (3.20)
Substituting (3.20) into (3.16),
|Ψ7c | .
ˆ t
0
(
‖(I−P)f‖22 + α2|(1− Pγ)f |22,+ + α2|r|22,− + ‖ν−
1
2 g‖22 + η1‖b‖2
)
,
where η1 > 0 is a small constant.
Collecting (3.15) and the estimates from Ψ1c to Ψ
7
c and absorbing small terms, we get
ˆ t
0
‖c‖22 . G(t)−G(0) + ε−2
ˆ t
0
‖(I−P)f‖2ν + α2
ˆ t
0
|(1− Pγ)f |22,+
+ α2
ˆ t
0
|r|22,− +
ˆ t
0
‖ν− 12 g‖22 + η1
ˆ t
0
‖b‖22.
(3.21)
Step 3. Estimate of
´ t
0 ‖b‖22.
Choose a test function ψb :=
∑3
i,j=1 ∂jφ
b
ivivj
√
µ−∑3i=1 ∂iφbi |v|2−12 √µ, where φb = (φb1, φb2, φb3)
is defined through the elliptic system
−∆xφb(t, x) = b(t, x) in Ω, φb · n = 0 on ∂Ω, ∂nφb = [φb · n]n on ∂Ω,
cf. Lemma A.1 and Lemma A.2 in the Appendix. It follows from (2.49) (with m = 2) that
−
ˆ t
0
¨
Ω×R3
(v · ∇xψb)Pf =
ˆ t
0
‖b‖22. (3.22)
|Ψ1b is estimated as |Ψ1a. From (2.56) and (2.58) (with m = 2) we have
|Ψ2b |+ |Ψ3b |+ |Ψ4b|+ |Ψ5b |+ |Ψ6b |
.
ˆ t
0
(
α2|(1− Pγ)f |22,+ + α2|r|22,− ++ε−2‖(I−P)f‖2ν + ‖ν−
1
2 g‖22 + o(1)‖b‖22
)
.
For the new contribution Ψ7b , we have
Ψ7b . ε
ˆ t
0
(‖c‖2 + ‖(I−P)f‖2)‖∂t∇xφb‖2, (3.23)
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where the b contribution vanishes by oddness and the a contribution also varnishes due to
¨
Ω×R3
a
√
µ
( 3∑
i,j=1
∂t∂jφ
b
ivivj
√
µ−
3∑
i=1
∂t∂iφ
b
i
|v|2 − 1
2
√
µ
)
=
3∑
i,j=1
ˆ
Ω
a∂t∂jφ
b
i
ˆ
R3
µvivj −
3∑
i=1
ˆ
Ω
a∂t∂iφ
b
i
ˆ
R3
µ
|v|2 − 1
2
=
ˆ
Ω
a∂tdivφ
b −
ˆ
Ω
a∂tdivφ
b = 0.
To estimate ‖∂t∇xφb‖2, we choose ψ(t, x, v) = √µv · φ(x) in (3.5), where φ ∈ [H1(Ω)]3 is
independent of t and satisfies φ · n|∂Ω = 0. From (3.5) we have
−
ˆ t+δ
t
¨
Ω×R3
[v · ∇x(v · φ)]√µPf
= −ε
ˆ
Ω
φ · [b(t+ δ)− b(t)]− α
ˆ
γ+
√
µ(v · φ)(1 − Pγ)fdγ + α
ˆ
γ−
√
µ(v · φ)rdγ
+
ˆ t+δ
t
¨
Ω×R3
(
[v · ∇x(v · φ)]√µ(I−P)f + g(v · φ)√µ
)
+ ε2
ˆ t+δ
t
ˆ
Ω
(Φ · φ)a.
(3.24)
Here we treated the boundary integration by the change of variable v 7→ Rxv¨
∂Ω×R3
(v · n)f√µ(v · φ)
=
ˆ
γ+
√
µf(v · φ)dγ −
ˆ
γ+
√
µ(v · φ)[(1− α)f + αPγf]dγ − α ˆ
γ−
√
µ(v · φ)rdγ
= α
ˆ
γ+
√
µ(v · φ)(1 − Pγ)fdγ − α
ˆ
γ−
√
µ(v · φ)rdγ,
where we used the boundary condition φ·n|∂Ω = 0. On the other hand, direct calculation indicates
−
ˆ t+δ
t
¨
Ω×R3
(v · ∇xψ)Pf = −
ˆ t+δ
t
ˆ
Ω
(a+ c) divφ,
where we used
´
R3
v2i
√
µ = 1 and
´
R3
v2i
|v|2−3
2
√
µ = 1. Combining this with (3.24),
ε
ˆ
Ω
φ∂tb .
[‖a‖2 + ‖c‖2 + ‖(I−P)f‖2 + ‖ν− 12 g‖2]‖∇xφ‖2 + ‖ g√
ν
‖2‖φ‖2
+ α|(1 − Pγ)f |2,+|φ|2 − α|r|2,−|φ|2
.
(
‖(I−P)f‖2 + α|(1 − Pγ)f |2,+ + α|r|2,− + ‖ν− 12 g‖2 + ‖a‖2 + ‖c‖2
)
‖φ‖H1 ,
(3.25)
where we used the trace theorem |φ|2 . ‖φ‖H1 .
We define
V 1,2(Ω) :=
{
φ ∈ [H1(Ω)]3 : φ · n|∂Ω = 0
}
, ‖φ‖V 1,2 := ‖φ‖H1 .
The dual space is denoted by [V 1,2(Ω)]∗. Then we have
‖∂tb‖[V 1,2]∗ . ε−1
(
‖(I−P)f‖2 + α|(1 − Pγ)f |2,+ + α|r|2,− + ‖ν− 12 g‖2 + ‖a‖2 + ‖c‖2
)
. (3.26)
In fact, ∂tφ
b solves the elliptic system
−∆x∂tφb(t, x) = ∂tb(t, x) in Ω, (∂tφb) · n = 0 on ∂Ω, ∂n(∂tφb) = [(∂tφb) · n]n on ∂Ω,
It was proved in Appendix of [53] that for given f ∈ [V 1,2(Ω)]∗, this system has a unique weak
solution φb(t, ·) ∈ V 1,2(Ω) and the solution operator ∂tb 7→ ∂tφb is bounded from [V 1,2(Ω)]∗ to
V 1,2(Ω), that is,
‖∂tφb‖V 1,2 . ‖∂tb‖[V 1,2]∗ .
48 Y. GUO AND F. ZHOU
Combining this inequality with (3.26), we get
‖∂t∇xφb‖2 = ‖∇x∂tφb‖2 ≤ ‖∂tφb‖V 1,2 . ‖∂tb‖[V 1,2]∗
. ε−1
(
‖(I−P)f‖2 + α|(1 − Pγ)f |2,+ + α|r|2,− + ‖ν− 12 g‖2 + ‖a‖2 + ‖c‖2
)
.
(3.27)
Substituting (3.27) into (3.23) we have
|Ψ7b | .
ˆ t
0
(
‖(I−P)f‖22 + α2|(1− Pγ)f |22,+ + α2|r|22,− + ‖ν−
1
2 g‖22 + ‖c‖22 + η2‖a‖22
)
,
where η2 > 0 is a small constant.
Combining (3.22) and the estimates from Ψ1b to Ψ
7
b and absorbing small contributions,ˆ t
0
‖b‖22 . G(t)−G(0) + ε−2
ˆ t
0
‖(I−P)f‖2ν + α2
ˆ t
0
|(1− Pγ)f |22,+
+ α2
ˆ t
0
|r|22,− +
ˆ t
0
‖ν− 12 g‖22 +
ˆ t
0
‖c‖22 + η2
ˆ t
0
‖a‖22.
(3.28)
Finally, we multiply small constants δ1 to (3.14) and δ2 to (3.28), then add to (3.21),
(δ1 − δ2η2)
ˆ t
0
‖a‖22 + (δ2 − δ1 − η1)
ˆ t
0
‖b‖22 + (1− δ2)
ˆ t
0
‖c‖22
. G(t) −G(0) +
ˆ t
0
(
ε−2‖(I−P)f‖2ν + α2|(1− Pγ)f |22,+ + α2|r|22,− + ‖ν−
1
2 g‖22
)
.
(3.29)
We first choose δ2 = 4δ1 small such that 1−δ2 ≥ 12 , then choose η1 small such that δ2−δ1−η1 ≥ δ22 ,
and finally find η2 small such that δ1− δ2η2 ≥ δ12 . Finally, (3.4) follows readily from (3.29), where
G(s) = −ε˜Ω×R3(fψ)(s) . ε‖f‖22 by the selection of ψ. This completes the proof. 
Recall the definition of γδ+ in (1.76). We need the following trace lemma proved by [17] for
unsteady transport equations on the outgoing non-grazing set γδ+.
Lemma 3.2. For f ∈ L1([0, T ]× Ω× R3), there holds
ˆ T
0
ˆ
γδ+
|f(t, x, v)|dγdt . ε
¨
Ω×R3
|f(0, x, v)|dvdx + ε
ˆ T
0
¨
Ω×R3
|f(t, x, v)|dvdxdt
+
ˆ T
0
¨
Ω×R3
∣∣[ε∂tf + v · ∇xf + ε2Φ · ∇vf ](t, x, v)∣∣dvdxdt.
(3.30)
We have the following L2 existence and decay estimate for the unsteady equation (3.2).
Theorem 3.3. Let Φ, g, r be as in Lemma 3.1 and satisfy (3.1). Then for 0 < ε≪ 1, the problem
(3.2) has a unique weak solution f ∈ L2(R+ × Ω × R3) satisfying (3.3) and the following decay
estimate
‖eλtf(t)‖22 +
1
ε2
ˆ t
0
‖(I−P)[eλsf(s)]‖2ν +
ˆ t
0
‖P[eλsf(s)]‖22
+
α
ε
ˆ t
0
|(1− Pγ)[eλsf(s)]|22,+ +
α
ε
ˆ t
0
|eλsf(s)|22
. ‖f0‖22 +
ˆ t
0
(α
ε
|eλsr(s)|22,− +
1
ε2
‖P[eλsg(s)]‖22 + ‖ν−
1
2 (I−P)[eλsg(s)]‖22
)
,
(3.31)
where 0 < λ≪ 1 is a small constant.
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Proof. Step 1. Let j ∈ N be fixed and consider the iteration problem for l ∈ N
∂tf
l+1 + ε−1v · ∇xf l+1 + εΦ · ∇vf l+1 + ε−2ν˜f l+1 = ε−2Kf l + ε−1g,
f l+1|γ− =
(
1− 1
j
)[
(1 − α)L f l + αPγf l
]
+ αr,
f l+1|t=0 = f0,
(3.32)
where f0 ≡ f0, ν˜ = ν − 12εΦ · v.
Standard L2 energy estimate leads to
‖f l+1(t)‖22 + ε−2
ˆ t
0
‖f l+1‖2ν + 2ε−1
ˆ t
0
ˆ
γ+
|f l+1|2dγ
≤ ‖f0‖22 + C
ˆ t
0
(
ε−2‖f l‖22 + ε−2‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22
)
+ 2ε−1
ˆ t
0
ˆ
γ−
|f l+1|2dγ,
(3.33)
where we used (ν˜f, f) ≥ 12‖f‖2ν and
(Kf l, f l+1) ≤
[¨
R3×R3
k(v, u)|f l(u)|2dudv
] 1
2
[¨
R3×R3
k(v, u)|f l+1(v)|2dudv
] 1
2
≤
[
sup
u
ˆ
R3
|k(v, u)|dv
ˆ
R3
|f l(u)|2du
] 1
2
[
sup
v
ˆ
R3
|k(v, u)|du
ˆ
R3
|f l+1(v)|2dv
] 1
2
≤ η1‖f l+1‖22 + Cη1‖f l‖22.
By the change of variable v 7→ Rxv, (2.70) and (2.71), we haveˆ
γ−
[
(1 − α)L f l + αPγf l
]2
dγ = (1− α)2|f l|22,+ + [1− (1− α)2]|Pγf l|22,+ ≤ |f l|22,+. (3.34)
Similarly as (2.72), we have
2
ˆ
γ−
[
(1− α)L f l + αPγf l
]
αrdγ ≤ α
j
|f l|22,+ + αCj |r|22,−. (3.35)
It follows from (3.34) and (3.35) thatˆ
γ−
|f l+1|2dγ ≤ (1− 1
j
)2|f l|22,+ + (1− 1j )1j |f l|22,+ + αCj |r|22,− ≤ (1− 1j )|f l|22,+ + αCj |r|22,−.
(3.36)
Combining (3.33) and (3.36) and absorbing small contributions, we get
‖f l+1(t)‖22 + ε−2
ˆ t
0
‖f l+1‖2ν + 2ε−1
ˆ t
0
|f l+1|22,+
≤
[
‖f0‖22 + Cj
ˆ t
0
(
ε−2‖f l‖22 + ε−2‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22 + ε−1|r|22,−
)]
+ 2ηε−1
ˆ t
0
|f l|22,+
≤
1∑
k=0
ηk
[
‖f0‖22 + Cj
ˆ t
0
(
ε−2 max
0≤i≤l
‖f l‖22 + ε−2‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22 + ε−1|r|22,−
)]
+ 2η2ε−1
ˆ t
0
|f l−1(s)|22,+
...
≤ 1− η
l+1
1− η
[
‖f0‖22 + Cj
ˆ t
0
(
ε−2 max
0≤i≤l
‖f l‖22 + ε−2‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22 + ε−1|r|22,−
)]
+ 2ηl+1ε−1|f0|22,+t,
(3.37)
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where η :=
(
1− 1j
)
< 1 and we iterated on 2ε−1
´ t
0 |f l|22,+. It follow that
max
1≤i≤l+1
‖f i(t)‖22 ≤ Cjε−2
ˆ t
0
max
1≤i≤l+1
‖f l‖22 + Cj
(
(ε−2t+ 1)‖f0‖22 + ε−1|f0|22,+t
)
+ Cj
ˆ t
0
(
ε−2‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22 + ε−1|r|22,−
)
For fixed ε≪ 1, j ∈ N and t > 0, Gronwall inequality implies the uniform boundedness of f l:
max
1≤i≤l+1
‖f i(t)‖22 ≤ Cj,ε,t
[ˆ t
0
(
ε−2‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22 + ε−1|r|22,−
)
+ (ε−2t+ 1)‖f0‖22 + ε−1|f0|22,+t
]
.
(3.38)
Returning back to (3.37) we get
max
l≥1
{‖f l(t)‖22 + ε−2 ˆ t
0
‖f l(s)‖2ν + 2ε−1
ˆ t
0
|f l(s)|22,+
}
≤ Cj,ε,t
[ˆ t
0
(
ε−2‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22 + ε−1|r|22,−
)
+ ε−1|f0|22,+t+ (ε−2t+ 1)‖f0‖22
]
.
(3.39)
This indicates that there exists f j ∈ L2((0, t)× Ω× R3) such that, up a subsequence,
f l → fj weakly in L2((0, t)× Ω× R3) as l →∞.
To prove strong convergence, we make difference between (3.32) for l + 1 and l[
∂t + ε
−1v · ∇x + εΦ · ∇v + ε−2ν˜
]
(f l+1 − f l) = ε−2K(f l − f l−1),
(f l+1 − f l)|γ− =
(
1− 1
j
)[
(1− α)L (f l − f l−1) + αPγ(f l − f l−1)
]
,
(f l+1 − f l)|t=0 = 0.
(3.40)
Similarly as the first inequality of (3.37), we have
‖f l+1 − f l‖22 + ε−2
ˆ t
0
‖f l+1 − f l‖2ν + ε−1
ˆ t
0
|f l+1 − f l|22,+
≤ Cηε−2
ˆ t
0
‖f l − f l−1‖22 + ηε−1
ˆ t
0
|f l − f l−1|22,+
≤ ε−2CηT∗ sup
0≤s≤T∗
‖f l(s)− f l−1(s)‖22 + ηε−1
ˆ t
0
|f l − f l−1|22,+
(3.41)
for t ∈ [0, T ∗] and η = 1− 1j . For fixed ε≪ 1 and j ∈ N, we choose T∗ sufficiently small such that
Cηε
−2T∗ < 1. Define k∗ := max{Cηε−2T∗, η} < 1. It follows that
sup
0≤s≤T∗
‖f l+1(s)− f l(s)‖22 + ε−1
ˆ t
0
|f l+1 − f l|22,+
≤ k∗
[
sup
0≤s≤T∗
‖f l(s)− f l−1(s)‖22 + ε−1
ˆ t
0
|f l − f l−1|22,+
]
.
(3.42)
This means that {
sup
0≤s≤T∗
‖f l+1(s)− f l(s)‖22 + ε−1
ˆ t
0
|f l+1 − f l|22,+
}∞
l=0
forms a contraction sequence on local interval [0, T∗]. Repeating the argument for [T∗, 2T∗],
[2T∗, 3T∗], · · · , we deduce that for finite time t,
f l → f j strongly in L2((0, t)× Ω× R3) as l→∞.
Step 2. Consider the process j →∞.
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It follows from Step 1 that the limit of (3.32) (as l→∞) reads as
∂tf
j + ε−1v · ∇xf j + εΦ · ∇vf j − 1
2
ε(Φ · v)f j + ε−2Lf j = ε−1g,
f j|γ− =
(
1− 1
j
)[
(1− α)L f j + αPγf j
]
+ αr,
f j|t=0 = f0.
(3.43)
Similarly as (3.33), L2 energy estimate leads to
‖f j(t)‖22 + ε−2
ˆ t
0
‖(I−P)f j‖2ν + αε−1
ˆ t
0
|(1 − Pγ)f j|22,+
≤ ‖f0‖22 + ε2‖Φ‖∞
ˆ t
0
‖f j‖2ν + β
ˆ t
0
(
‖Pf j‖22 + αε−1|Pγf j |22,+
)
+ Cβ
ˆ t
0
(
αε−1|r|22,− + ε−2‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22
)
,
(3.44)
where β > 0 is a small constant and we used (2.71) and (2.72) to control the boundary integration.
Trace Lemma 3.2 implies
ˆ t
0
|Pγf j |22,+ .δ
ˆ t
0
ˆ
γ+
|(f j)21γδ+ |dγ +
ˆ t
0
|(1− Pγ)f j |22,+
.δ ε‖f20‖1 + ε
ˆ t
0
‖(f j)2‖1 +
ˆ t
0
‖[ε∂t + v · ∇x + ε2Φ · ∇v](f j)2‖1 + ˆ t
0
|(1− Pγ)f j |22,+
.δ ε‖f0‖22 + ε
ˆ t
0
‖f j‖22 +
ˆ t
0
‖[gj − ε−1Lf j − 1
2
ε2(Φ · v)f j]f j‖1 + ˆ t
0
|(1 − Pγ)f j|22,+
.δ ε‖f0‖22 + ε
ˆ t
0
‖f j‖2ν + ε−1
ˆ t
0
‖(I−P)f j‖2ν + ε
ˆ t
0
‖Pf j‖22 +
ˆ t
0
|(1− Pγ)f j |22,+
+ ε
ˆ t
0
‖ν− 12 (I−P)g‖22 + ε−1
ˆ t
0
‖Pg‖22,
(3.45)
where we used (3.43). Employing the macroscopic estimate (3.4) on (3.43), we get
ˆ t
0
‖Pf j‖22 .
ˆ t
0
(
ε−2‖(I−P)f j‖2ν + α2|(1 − Pγ)f j |22,+ + α2|r|22,− + ‖ν−
1
2 g‖22
)
+ ε‖f j(t)‖22 − ε‖f0‖22.
(3.46)
Multiply (3.45) with βαε−1 and (3.46) with ρ, then add to (3.44),
(1− ρε)‖f j(t)‖22 + (1− βα− ρ)ε−2
ˆ t
0
‖(I−P)f j‖2ν + (ρ− β − βα)
ˆ t
0
‖Pf j‖22
+ (1 − β − ραε)αε−1
ˆ t
0
|(1− Pγ)f j |22,+
≤ Cρ,β
[
‖f0‖22 +
ˆ t
0
(
αε−1|r|22,− + ε−2‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22
)]
+
(
βα+ ε2‖Φ‖∞
) ˆ t
0
‖f j‖2ν .
(3.47)
Choose ρ = 8β > 0 small enough (independent of ε) such that
1− ρε ≥ 1
2
, 1− βα− ρ− (βα + ε2‖Φ‖∞) ≥ 1
2
,
1− β − ραε ≥ 1
2
, ρ− β − βα− (βα + ε2‖Φ‖∞) ≥ ρ
2
.
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Then we get the L2 energy estimate
‖f j(t)‖22 +
ˆ t
0
(
ε−2‖(I−P)f j‖2ν + ‖Pf j‖22 + αε−1|(1 − Pγ)f j |22,+
)
. ‖f0‖22 +
ˆ t
0
(
ε−2‖Pg‖22 + ‖ν−
1
2 (I−P)g‖22 + αε−1|r|22,−
)
.
(3.48)
This uniform boundedness of f j indicates that there exists f ∈ L2(R+ × Ω× R3) such that, up a
subsequence,
f j → f weakly in L2(R+ × Ω× R3) as j →∞.
Furthermore, we claim that for 0 < α ≤ 1,
f j → f strongly in L2(R+ × Ω× R3) as j →∞. (3.49)
In fact, by replacing the factor 1− 1j with 1− αj in (3.32) and deducing Step 1 again, we can still
obtain (3.48). With this factor 1− αj , we make difference between (3.43) and its limit[
∂t + ε
−1v · ∇x + εΦ · ∇v − 1
2
ε(Φ · v)− ε−2L](f j − f) = 0,
(f j − f)|γ− =
(
1− α
j
)[
(1− α)L (f j − f) + αPγ(f j − f)
]− α
j
[
(1− α)L f + αPγf
]
,
(f j − f)|t=0 = 0.
(3.50)
By using the mean value inequality for the cross term and (2.71), we get
ˆ
γ−
|f j − f |2dγ
≤ (1− α
j
)ˆ
γ−
[
(1− α)L (f j − f) + αPγ(f j − f)
]2
dγ +
α
j
ˆ
γ−
[
(1− α)L f + αPγf
]2
dγ
≤ [(1− α)2|(1− Pγ)(f j − f)|22,+ + |Pγ(f j − f)|22,+]+ αj [|(1 − Pγ)f |22,+ + |Pγf |22,+].
Combining this with the L2 estimate of (3.50), which can be derived similarly as (3.44), we get
‖f j − f‖22 + ε−2
ˆ t
0
‖(I−P)(f j − f)‖2ν + αε−1
ˆ t
0
|(1− Pγ)(f j − f)|22,+
. ε2‖Φ‖∞
ˆ t
0
‖f j − f‖2ν +
α
j
ˆ t
0
[|(1− Pγ)f |22,+ + |Pγf |22,+].
Employ (3.4) on (3.50),
ˆ t
0
‖P(f j − f)‖22 . ε−2
ˆ t
0
‖(I−P)(f j − f)‖2ν + α2
ˆ t
0
|(1− Pγ)(f j − f)|22,+
+
α
j2
ˆ t
0
[|(1− Pγ)f |22,+ + |Pγf |22,+]+ ε‖f j − f‖22.
Besides, from (3.48) and Lemma 3.2 we can show the uniform boundedness of αε
´ t
0
[|(1−Pγ)f |22,++
|Pγf |22,+
]
. Thus (3.49) follows readily from the above two estimates.
If α = 0 then the boundary integration vanishes on the left hand side of (3.1). Note that this
lack of trace fγ may not guarantee uniqueness of solutions within the L
2 framework. But this can
be remedied by showing
´ t
0
|f |2γdγ <∞ with the help of L∞ estimate given in Theorem 3.5 with
property wf ∈ L∞(Ω) ∩ L∞(γ), cf. the corresponding statement in page 758 of [27].
Step 3. Proof of the decay estimate (3.31).
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Let h = eλtf for 0 < λ≪ 1. Then
ε∂th+ v · ∇xh+ ε2Φ · ∇vh− 1
2
ε2(Φ · v)h+ ε−1Lh = geλt + λεh,
h|γ− = (1− α)L h+ αPγh+ αreλt,
h|t=0 = f0.
(3.51)
It follows from standard energy estimate that
‖h(t)‖22 + ε−2
ˆ t
0
‖(I−P)h‖2ν + αε−1
ˆ t
0
|(1− Pγ)h|22,+
≤ ‖f0‖22 + λ
ˆ t
0
‖h‖22 + ε2‖Φ‖∞
ˆ t
0
‖h‖2ν + η
ˆ t
0
(‖Ph‖22 + αε−1|Pγh|22,+)
+ Cη
ˆ t
0
(
ε−2‖P[eλsg]‖22 + ‖ν−
1
2 (I−P)[eλsg]‖22 + αε−1|eλsr|22,−
)
.
(3.52)
From (3.1) and (3.3) we know that¨
Ω×R3
(
geλt + λεh
)√
µdvdx = 0,
ˆ
γ+
reλt
√
µdγ = 0.
Employing (3.4) on (3.51), we getˆ t
0
‖Ph‖22 . ε‖h‖22 +
ˆ t
0
(
ε−2‖(I−P)h‖2ν + α2|(1− Pγ)h|22,+
)
+ λε
ˆ t
0
‖h‖22
+
ˆ t
0
(
α2|eλsr|22,− + ‖ν−
1
2 eλsg‖22
)
.
(3.53)
Similarly as (3.45), we use the trace Lemma 3.2 and getˆ t
0
|Pγh|22,+ . ε‖f0‖22 + ε
ˆ t
0
‖h‖2ν +
ˆ t
0
(
ε−1‖(I−P)h‖2ν + ε‖Ph‖22 + |(1− Pγ)h|22,+
)
+ λε
ˆ t
0
‖h‖22 +
ˆ t
0
(
ε−1‖P[eλsg]‖22 + ε‖ν−
1
2 (I−P)[eλsg]‖22
)
.
(3.54)
Combine (3.52), (3.53) and (3.54) and derive similarly as (3.48)
‖h(t)‖22 +
ˆ t
0
(
ε−2‖(I−P)h‖2ν + ‖Ph‖22 + αε−1|(1 − Pγ)h|22,+
)
. ‖f0‖22 +
ˆ t
0
(
αε−1|eλsr|22,− + ε−2‖P[eλsg]‖22 + ‖ν−
1
2 (I−P)[eλsg]‖22
) (3.55)
for small 0 < λ≪ 1.
Furthermore, we first apply Lemma 3.2 to estimate αε−1
´ t
0 |Pγh|22,+ like (3.54), then use bound-
ary condition to treat αε−1
´ t
0
|h|22,−. Finally we get (3.31). This completes the proof. 
Lemma 3.4. Let g ∈ L2(R+×Ω×R3), r ∈ L2(R+×γ−), f0 ∈ L2(Ω×R3). Let f ∈ L∞(R+;L2(Ω×
R
3)) ∩ L2(R+;L2(Ω× R3)) and solve
ε∂tf + v · ∇xf + ε2Φ · ∇vf = g (3.56)
in the sense of distribution and satisfy f(0, x, v) = f0(x, v) and
f |γ− = (1− α)L f + αPγf + αr. (3.57)
Then there exist S1f(t, x),S2f(t, x) and S3f(t, x) satisfying
|a(t, x)| + |b(t, x)|+ |c(t, x)| ≤ S1f(t, x) + S2f(t, x) + S3f(t, x), (3.58)
and
‖S3f‖L2t,x . ‖(I−P)f‖L2t,x,v , (3.59)
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and
‖S1f‖L2tL3x + ε−
1
2 ‖S2f‖
L2tL
12
5
x
. ‖ν 12 f‖L2t,x,v + α|(1 − Pγ)f |L2tL2γ+ + ‖ν
− 12 g‖L2t,x,v
+ ‖f0‖L2x,v + ‖v · ∇xf0 + ε2Φ · ∇vf0‖L2x,v + α|r|L2tL2γ− .
(3.60)
Proof. For (t, x, v) ∈ R× Ω¯× R3 and 0 < δ ≪ 1, we define
fδ(t, x, v) :=
[
1− χ(n(x) · v
δ
)χ
(ξ(x)
δ
)][
1− χ( |v|
2δ
)]
χ(δ|v|)
× [1t∈[0,∞)f(t, x, v) + 1t∈(−∞,0]χ(t)f0(x, v)], (3.61)
where n(x) is given in (1.5) and χ ∈ C∞c (R) is defined by
0 ≤ χ ≤ 1, χ′(x) ≥ −4× 1 1
2≤|x|≤1
and χ(x) =
{
1 if |x| ≤ 12 ,
0 if |x| ≥ 1.
We extended fδ to the negative time so that we are able to take the time derivative. Note that the
definition of fδ includes the factor 1−χ
( |v|
2δ
)
. Thus, fδ(t, x, v) vanishes on the whole near-grazing
set
fδ(t, x, v) ≡ 0 for (x, v) ∈ γ\γδ±, (3.62)
where γδ± is defined in (1.76). Clearly,
‖fδ‖L2(R×Ω×R3) . ‖f‖L2(R+×Ω×R3) + ‖f0‖L2(Ω×R3),
‖fδ‖L2(R×γ) . ‖f1γδ±‖L2(R+×γ) + ‖f01γδ±‖L2(γ).
(3.63)
Existence of Sif and estimate (3.59) follow from Proposition 3.4 in [17]. Moreover, similarly as
the proof of Lemma 3.6 and Proposition 3.4 in [17], we have
‖S1f‖L2tL3x + ε−
1
2 ‖S2f‖
L2tL
12
5
x
. ‖w−1g‖L2t,x,v + ‖f0‖L2x,v + ‖v · ∇xf0 + ε2Φ · ∇vf0‖L2x,v
+ |f1γδ± |L2(R+×γ) + |f01γδ± |L2(γ).
(3.64)
Note that the boundary term |f1γδ± |L2(R+×γ) comes from the definition of fδ, (3.62) and (3.63).
In the following, we estimate |f01γδ± |L2(γ) and |f1γδ± |L2(R+×γ) furthemore.
To bound |f01γδ± |L2(γ), we use Lemma 2.2 on both of the out-going and in-coming non-grazing
set
|f01γδ± |
2
L2(γ) .δ ‖f20 ‖L1x,v + ‖
[
v · ∇x + ε2Φ · ∇v
]
(f20 )‖L1x,v
.δ ‖f0‖2L2x,v + ‖
[
v · ∇x + ε2Φ · ∇v
]
f0‖2L2x,v .
(3.65)
To estimate |fγ1γδ+ |L2(R+×γ), we use Lemma 3.2 on the out-going non-grazing set γδ+
ˆ t
0
ˆ
γ+
|f1γδ+ |
2dγ .δ ε‖f20‖1 + ε
ˆ t
0
‖f2‖1 +
ˆ t
0
‖(ε∂t + v · ∇x + ε2Φ · ∇v)(f2)‖1
.δ ε‖f0‖22 + ε
ˆ t
0
‖f‖22 +
ˆ t
0
‖f‖2ν +
ˆ t
0
‖ν− 12 g‖22.
(3.66)
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For |fγ1γδ− |L2(R+×γ), where trace lemma does not hold true anymore on γδ−, we use boundary
condition (3.57) and the change of variable v 7→ Rxv on γδ−ˆ t
0
ˆ
γ−
|f1γδ− |
2dγ
.
ˆ t
0
ˆ
γδ−
|L f |2dγ + α2
ˆ t
0
ˆ
γδ−
|Pγf |2dγ + α2
ˆ t
0
ˆ
γδ−
|r|2dγ
.δ
ˆ t
0
ˆ
γδ+
|f |2dγ + α2
ˆ t
0
( ˆ
γδ+
|f |2dγ +
ˆ
γ+
|(1− Pγ)f |2dγ
)
+ α2
ˆ t
0
ˆ
γδ−
|r|2dγ
.δ ε‖f0‖22 +
ˆ t
0
‖f‖2ν +
ˆ t
0
‖ν− 12 g‖22 + α2
ˆ t
0
[|(1− Pγ)f |22,+ + |r|22,−],
(3.67)
where we used (3.66) again.
Collecting (3.64)-(3.67), we get (3.60). This completes the proof. 
3.2. L∞ estimate.
In this subsection, we give the L∞ estimate of unsteady linear problem.
Theorem 3.5. Suppose that f satisfies[
ε∂t + v · ∇x + ε2Φ · ∇v + ε−1C˜〈v〉
]|f | ≤ ε−1Kβ|f |+ |g| in R+ × Ω× R3,∣∣f |γ−∣∣ ≤ (1 − α)L |f |+ αPγ |f |+ α|r| on R+ × ∂Ω× R3,∣∣f |t=0∣∣ ≤ |f0| on Ω× R3.
(3.68)
Then
‖wf(t)‖∞ .‖wf0‖∞ + ε− 12 sup
0≤s≤t
‖Pf(s)‖6 + ε− 32 sup
0≤s≤t
‖(I−P)f(s)‖2
+ α sup
0≤s≤t
|wr(s)|∞ + ε sup
0≤s≤t
‖〈v〉−1wg(s)‖∞,
(3.69)
and
‖wf(t)‖∞ .‖wf0‖∞ + ε− 32 sup
0≤s≤t
‖f(s)‖2 + α sup
0≤s≤t
|wr(s)|∞ + ε sup
0≤s≤t
‖〈v〉−1wg(s)‖∞. (3.70)
To prove Theorem 3.5, similarly as the steady case, we stretch the space and time variables
simultaneously through (1.53) and (1.65). Then (3.68) is transformed into the equivalent problem[
∂t¯ + v · ∇y + ε3Φ¯ · ∇v + C˜〈v〉
]|fˆ | ≤ Kβ|fˆ |+ εgˆ in R+ × Ωε × R3,∣∣fˆ |γ−∣∣ ≤ (1 − α)L |fˆ |+ αPγ |fˆ |+ α|rˆ| on R+ × ∂Ωε × R3,∣∣fˆ |t¯=0∣∣ ≤ ∣∣fˆ0∣∣ on Ωε × R3,
(3.71)
where we used (1.67) and fˆ0(y, v) := f0(x, v), gˆ(t¯, y, v) := g(t, x, v) and rˆ(t¯, y, v) := r(t, x, v). We
have the following estimates for fˆ .
Lemma 3.6. Suppose that fˆ satisfies (3.71). Then for t¯ ∈ [0, T0] with some large T0 ≥ 1,
‖wfˆ(t¯)‖L∞y,v(Ωε×R3) . e−
C˜t¯
2 ‖wfˆ0‖L∞y,v(Ωε×R3) + o(1) sup
0≤s¯≤t¯
‖wfˆ(s¯)‖L∞y,v(Ωε×R3)
+ sup
0≤s¯≤t¯
‖Pfˆ(s¯)‖L6y,v(Ωε×R3) + sup
0≤s¯≤t¯
‖(I−P)fˆ(s¯)‖L2y,v(Ωε×R3)
+ α sup
0≤s¯≤t¯
|wrˆ(s¯)|L∞y,v(Ωε×R3) + ε sup
0≤s¯≤t¯
‖〈v〉−1wgˆ(s¯)‖L∞y,v(Ωε×R3),
(3.72)
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and
‖wfˆ(t¯)‖L∞y,v(Ωε×R3) . e−
C˜t¯
2 ‖wfˆ0‖L∞y,v(Ωε×R3) + o(1) sup
0≤s¯≤t¯
‖wfˆ(s¯)‖L∞y,v(Ωε×R3)
+ sup
0≤s¯≤t¯
‖fˆ(s¯)‖L2y,v(Ωε×R3) + α sup
0≤s¯≤t¯
|wrˆ(s¯)|L∞y,v(Ωε×R3)
+ ε sup
0≤s¯≤t¯
‖〈v〉−1wgˆ(s¯)‖L∞y,v(Ωε×R3).
(3.73)
Proof. Define
h(t¯, y, v) := w(v)fˆ (t¯, y, v). (3.74)
Deriving similarly as (2.107), we get[
∂t¯ + v · ∇y + ε3Φ¯ · ∇v + C˜〈v〉
]|h| ≤ ˆ
R3
kβ˜(v, u)h(u)du+ ε|wgˆ|,
|h(t¯, y, v)|
∣∣
γ−
. (1 − α)|h(t¯, y, Ry(v))|+ α 1
w˜(v)
ˆ
n(y)·u>0
|h(t¯, y, u)|w˜(u)dσ + α|wrˆ|,∣∣h|t¯=0∣∣ ≤ ∣∣h0∣∣.
(3.75)
where w˜(v) and dσ are the same as (2.108).
We claim that, for any given (t¯, y, v) ∈ [0, T0]× Ω¯ε × R3 satisfying (y, v) /∈ γ0 or v /∈ Sy(v),
|h(t¯, y, v)| . e− C˜t¯2 ‖h0‖L∞y,v(Ωε×R3) + o(1) sup
0≤s¯≤t¯
‖h(s¯)‖L∞y,v(Ωε×R3)
+ sup
0≤s¯≤t¯
‖Pfˆ(s¯)‖L6y,v(Ωε×R3) + sup
0≤s¯≤t¯
‖(I−P)fˆ(s¯)‖L2y,v(Ωε×R3)
+ α sup
0≤s¯≤t¯
|wrˆ(s¯)|L∞y,v(Ωε×R3) + ε sup
0≤s¯≤t¯
‖〈v〉−1wgˆ(s¯)‖L∞y,v(Ωε×R3)
(3.76)
and
|h(t¯, y, v)| . e− C˜t¯2 ‖h0‖L∞y,v(Ωε×R3) + o(1) sup
0≤s¯≤t¯
‖h(s¯)‖L∞y,v(Ωε×R3)
+ sup
0≤s¯≤t¯
‖fˆ(s¯)‖L2y,v(Ωε×R3) + α sup
0≤s¯≤t¯
|wrˆ(s¯)|L∞y,v(Ωε×R3)
+ ε sup
0≤s¯≤t¯
‖〈v〉−1wgˆ(s¯)‖L∞y,v(Ωε×R3).
(3.77)
Once (3.76) and (3.77) are proved, using (3.74) and taking L∞y,v on both sides of (3.76) and (3.77),
we get (3.72) and (3.73).
It remains to prove the claims (3.76) and (3.77). Note that (3.75) and (2.107) enjoy the same
trajectory (1.58). Thus, (2.110) still holds for (3.75), and along the backward trajectory,
|h(t¯, y, v)| ≤ J¯0(t¯, y, v) + J¯k(t¯, y, v) + J¯g(t¯, y, v) + J¯r(t¯, y, v) + J¯sp(t¯, y, v) + J¯di(t¯, y, v), (3.78)
where
J¯0(t¯, y, v) = 1{t1≤0}e
−
´
t¯
0
C˜〈V (τ ;t¯,y,v)〉dτ
∣∣h(0, Y (0; t¯, y, v), V (0; t¯, y, v))∣∣,
J¯k(t¯, y, v) =
ˆ t¯
max {0,t1}
ds¯ e−
´ t¯
s¯
C˜〈V (τ ;t¯,y,v)〉dτ
ˆ
R3
du kβ˜(V (s¯; t¯, y, v), u)
×
∣∣h(s¯, Y (s¯; t¯, y, v), u)∣∣,
J¯g(t¯, y, v) =
ˆ t¯
max {0,t1}
ds¯ e−
´ t¯
s¯
C˜〈V (τ ;t¯,y,v)〉dτ
∣∣ε(wgˆ)(s¯, Y (s¯; t¯, y, v), V (s¯; t¯, y, v))∣∣,
J¯r(t¯, y, v) = 1{t1>0}e
−
´
t¯
t1
C˜〈V (τ ;t¯,y,v)〉dτ
α
∣∣(wrˆ)(t1, y1, V (t1; t¯, y, v))∣∣,
J¯sp(t¯, y, v) = 1{t1>0}e
−
´
t¯
t1
C˜〈V (τ ;t¯,y,v)〉dτ
(1 − α)∣∣h(t1, y1, v1)∣∣,
J¯di(t¯, y, v) = 1{t1>0}e
−
´
t¯
t1
C˜〈V (τ ;t¯,y,v)〉dτ
α
1
w˜(V (t1; t¯, y, v))
ˆ
n(y1)·v∗1>0
∣∣h(t1, y1, v∗1)∣∣dσ∗1 ,
(3.79)
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where we used
t1 := t¯− tb(y, v), y1 := Y (t1; t¯, y, v) = yb(y, v),
v1 := Ry1(V (t1; t¯, y, v)), dσ
∗
1 := Cµµ(v
∗
1)
[
n(y1) · v∗1
]
dv∗1 .
It is not difficult to see that (3.78) and (3.79) have the same expressions as (2.111) and (2.112).
Thus we can estimate J¯0(t¯, y, v) ∼ J¯di(t¯, y, v) in the same way as J0(t, y, v) ∼ Jdi(t, y, v) in Lemma
2.7 and finally get (3.76). (3.77) is obtained like (3.76), except that we use ‖fˆ(s¯)‖L2y,v(Ωε×R3)
directly, rather than splitting fˆ into Pfˆ and (I−P)fˆ , when implementing the change of variable,
cf. (2.128)–(2.130). This completes the proof. 
Proof of Theorem 3.5. Recall (1.53), (1.65) and (1.67). Then for Ω ⊆ R3 and 0 ≤ t ≤ ε2T0,
we have
sup
0≤s≤t
‖Pf(s)‖L6x,v(Ω×R3) = sup
0≤s¯≤t¯
ε
1
2 ‖Pfˆ(s¯)‖L6y,v(Ωε×R3),
sup
0≤s≤t
‖(I−P)f‖L2x,v(Ω×R3) = sup
0≤s¯≤t¯
ε
3
2 ‖(I−P)fˆ‖L2y,v(Ωε×R3).
It follows from these relations and Lemma 3.6 that, for 0 ≤ t ≤ ε2T0,
‖wf(t)‖L∞x,v(Ω×R3) . e−
C˜t
2ε2 ‖wf0‖L∞x,v(Ω×R3) + o(1) sup
0≤s≤t
‖wf(s)‖L∞x,v(Ω×R3)
+ ε−
1
2 sup
0≤s≤t
‖Pf(s)‖L6x,v(Ω×R3) + ε−
3
2 sup
0≤s≤t
‖(I−P)f(s)‖L2x,v(Ω×R3)
+ α sup
0≤s≤t
|wr(s)|L∞x,v(Ω×R3) + ε sup
0≤s≤t
‖〈v〉−1wg(s)‖L∞x,v(Ω×R3),
(3.80)
and
‖wf(t)‖L∞x,v(Ω×R3) . e−
C˜t
2ε2 ‖wf0‖L∞x,v(Ω×R3) + o(1) sup
0≤s≤t
‖wf(s)‖L∞x,v(Ω×R3)
+ ε−
3
2 sup
0≤s≤t
‖f(s)‖L2x,v(Ω×R3) + α sup
0≤s≤t
|wr(s)|L∞x,v(Ω×R3)
+ ε sup
0≤s≤t
‖〈v〉−1wg(s)‖L∞x,v(Ω×R3).
(3.81)
Define
D(s) := o(1)‖wf(s)‖L∞x,v + ε−
1
2 ‖Pf(s)‖L6x,v + ε−
3
2 ‖(I−P)f(s)‖L2x,v
+ α|wr(s)|L∞x,v + ε‖〈v〉−1wg(s)‖L∞x,v .
Applying (3.80) successively, we get
‖h(nε2T0)‖L∞x,v ≤ e−
C˜T0
2 ‖h((n− 1)ε2T0)‖L∞x,v + sup
(n−1)ε2T0≤s≤nε2T0
D(s)
≤
(
e−
C˜T0
2
)2
‖h((n− 2)ε2T0)‖L∞x,v +
1∑
j=0
(
e−
C˜T0
2
)j
sup
(n−2)ε2T0≤s≤nε2T0
D(s)
...
≤
(
e−
C˜T0
2
)n
‖h0‖L∞x,v +
n−1∑
j=0
(
e−
C˜T0
2
)j
sup
0≤s≤nε2T0
D(s)
≤ C1‖h0‖L∞x,v + C1 sup
0≤s≤nε2T0
D(s)
for some constant C1 > 0, where in the last step we used
e−
nC˜T0
2 <∞,
n−1∑
j=0
e−
jC˜T0
2 <∞ for large T0.
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For any t > 0, there exists n ∈ N such that t ∈ [nε2T0, (n + 1)ε2T0]. Combining the above
estimate with (3.80), we obtain
‖h(t)‖L∞x,v ≤ e−
C˜(t−nε2T0)
2ε2 ‖h(nε2T0)‖L∞x,v + sup
nε2T0≤s≤t
D(s) ≤ C‖h0‖L∞x,v + C sup
0≤s≤t
D(s)
for some constant C > 0. Absorbing the small contribution o(1)C sup0≤s≤t ‖wf(s)‖L∞x,v , we proves
(3.69). (3.70) can be proved similarly with the help of (3.81). This completes the proof. 
We have the following L∞t L
6
x,v estimate by Theorem 3.5 and steady L
6 bound (2.154).
Lemma 3.7. Let f satisfy the assumptions of Theorem 3.3. Then, for λ sufficiently small,
sup
0≤s≤t
‖P[eλsf ]‖L6x,v .
1
ε
‖(I−P)f0‖ν + α√
ε
|(1 − Pγ)f0|L2γ+ +
√
Dλ[f ](t) + ε
√
Eλ[f ](t)
+
α√
ε
|eλtr|L∞t L2γ− + αε
1
2 |weλtr|L∞t L∞γ− + ‖ν
− 12 eλtg‖L∞t L2x,v
+ ε
3
2 ‖〈v〉−1weλtg‖L∞t,x,v + ε
5
2 ‖〈v〉−1weλtft‖L∞t,x,v ,
(3.82)
and
sup
0≤s≤t
‖P[eλsf ]‖L6x,v . ε
5
2 ‖wft(0)‖L∞x,v +
1
ε
‖(I−P)f0‖ν + α√
ε
|(1 − Pγ)f0|L2γ+
+
√
Dλ[f ](t) + ε
√
Eλ[f ](t) +
α√
ε
|eλtr|L∞t L2γ− + αε
1
2 |weλtr|L∞t L∞γ−
+ ‖ν− 12 eλtg‖L∞t L2x,v + ε
3
2 ‖〈v〉−1weλtg‖L∞t,x,v + αε
5
2 |weλtrt|L∞t L∞γ−
+ ε
7
2 ‖〈v〉−1weλtgt‖L∞t L∞x,v .
(3.83)
Proof. We first prove (3.82). Rewrite (3.51) as[
v · ∇x + ε2Φ · ∇v − 1
2
ε2(Φ · v) + ε−1L](eλtf) = geλt − εeλtft
and employ (2.154),
‖P[eλtf ]‖L6x,v ≤
1
ε
‖(I−P)[eλtf ]‖ν + α√
ε
|(1− Pγ)[eλtf ]|L2γ+ + αε
1
2 |eλtwr|L∞γ−
+
α√
ε
|eλtr|L2γ− + ‖e
λtν−
1
2 [g − εft]‖L2x,v + ε
3
2 ‖eλt〈v〉−1w[g − εft]‖L∞x,v .
(3.84)
It is not difficult to see that
sup
s∈[0,t]
1
ε2
‖(I−P)[eλsf ]‖2ν
≤ 2
ε2
ˆ t
0
‖(I−P)[eλsf ]‖ν
[‖(I−P)[eλsft]‖ν + λ‖(I−P)[eλsf ]‖ν]+ 1
ε2
‖(I−P)f0‖2ν
≤ (2λ+ 1)Dλ[f ](t) + 1
ε2
‖(I−P)f0‖2ν ,
(3.85)
and
sup
s∈[0,t]
α2
ε
|(1− Pγ)[eλtf ]|22,+
≤ 2α
2
ε
ˆ t
0
|(1− Pγ)[eλsf ]|2,+
[|(1 − Pγ)[eλsft]|2,+ + λ|(1 − Pγ)[eλsf ]|2,+]
+
α2
ε
|(1− Pγ)f0|22,+
≤ (2λ+ 1)αDλ[f ](t) + α
2
ε
|(1− Pγ)f0|2,+.
(3.86)
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The first two terms on the right hand side of (3.84) are bounded by
ε−1‖(I−P)f0‖ν + ε−1|(1 − Pγ)f0|2,+ +
√
Dλ[f ](t).
The last two terms in (3.84) are bounded by
ε
√
Eλ[f ](t) + ε
5
2 ‖eλt〈v〉−1wft‖L∞t,x,v + ‖eλtν−
1
2 g‖L∞t L2x,v + ε
3
2 ‖eλt〈v〉−1wg‖L∞t,x,v .
Collecting these estimates, we get (3.82).
To show (3.83), we estimate the ft term in (3.82) by (3.70)
ε
5
2 ‖eλt〈v〉−1wft‖L∞t,x,v
≤ ε 52 ‖wft(0)‖∞ + αε 52 |eλtwrt|L∞t,x,v + ε
7
2 ‖〈v〉−1eλtwgt‖L∞t,x,v + ε‖eλtft‖L∞t L2x,v ,
(3.87)
where the last term is bounded by ε
√
Eλ(t). Then (3.83) follows readily. 
3.3. Validity of unsteady equation.
In this section, we give the proof of Theorem 1.2. We first need the following preliminary lemma
on collision operator Γ(f, g) proved in [17].
Lemma 3.8. Assume that f, g ∈ L2(R+ × Ω× R3) and satisfy
|a(f)|+ |b(f)|+ |c(f)| ≤
3∑
k=1
Skf(t, x), |a(g)|+ |b(g)|+ |c(g)| ≤
3∑
k=1
Skg(t, x) for t > 0,
where a, b, c are defined in (1.15). Then
‖ν− 12Γ(f, g)‖L2t,x,v
. ε
1
2
[
ε
1
2 ‖wg‖L∞t,x,v
][
ε−1‖ν 12 (I−P)f‖L2t,x,v + ε−1‖S3f‖L2t,x
]
+ ε
1
4
[
ε
1
2 ‖wg‖L∞t,x,v
] 1
2
[‖Pg‖L∞t L6x,v] 12 [ε− 12 ‖S2f‖L2tL 125x
]
+ ‖Pg‖L∞t L6x,v‖S1f‖L2tL3x
+ ε
1
2
[
ε
1
2 ‖wg‖L∞t,x,v
][
ε−1‖ν 12 (I−P)f‖L2t,x,v
]
,
(3.88)
and
‖ν− 12Γ(f, g)‖L2t,x,v
. ε
1
2
[
ε
1
2 ‖wg‖L∞t,x,v
][
ε−1‖ν 12 (I−P)f‖L2t,x,v + ε−1‖S3f‖L2t,x
]
+ ε
1
4
[
ε
1
2 ‖wg‖L∞t,x,v
] 1
2
[‖Pg‖L∞t L6x,v] 12 [ε− 12 ‖S2f‖L2tL 125x
]
+ ‖Pg‖L∞t L6x,v‖S1f‖L2tL3x
+
[
ε
1
2 ‖wg‖L∞t,x,v
] 2
3
[
ε−1‖ν 12 (I−P)g‖L∞t L2x,v
] 1
3 ‖Pf‖L2tL3x,v ,
(3.89)
and
‖ν− 12Γ(f, g)‖L2t,x,v
. ε
1
2
[
ε
1
2 ‖wg‖L∞t,x,v
][
ε−1‖ν 12 (I−P)f‖L2t,x,v + ε−1‖S3f‖L2t,x
]
+ ε
1
4
[
ε
1
2 ‖wg‖L∞t,x,v
] 1
2
[‖Pg‖L∞t L6x,v] 12 [ε− 12 ‖S2f‖L2tL 125x
]
+ ‖Pg‖L∞t L6x,v‖S1f‖L2tL3x
+
[
ε
1
2 ‖wg‖L∞t,x,v
] 2
3
[√
Dλ[g](∞) + ε−1‖ν 12 (I−P)g|t=0‖L2x,v
] 1
3 ‖S1f‖L2tL3x .
(3.90)
Now we are ready to give the proof of Theorem 1.2.
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Proof of Theorem 1.2. We set the following iteration for k ∈ N
ε∂t[e
λtf˜k+1] + v · ∇x[eλtf˜k+1] + ε2Φ · ∇v[eλtf˜k+1] + ε−1L[eλtf˜k+1]
= λε[eλtf˜k+1] +
1
2
ε2Φ · v[eλtf˜k+1] + 2Γ(eλtf˜k, fs + fw)+ e−λtΓ(eλtf˜k, eλtf˜k),
eλtf˜k+1|γ− = (1− α)L [eλtf˜k+1] + αPγ [eλtf˜k+1] + αεQ1[eλtf˜k],
eλtf˜k+1|t=0 = f˜0,
(3.91)
where f˜0(t, x, v) ≡ 0. Furthermore, f˜k+1t satisfies
ε∂t[e
λtf˜k+1t ] + v · ∇x[eλtf˜k+1t ] + ε2Φ · ∇v[eλtf˜k+1t ] + ε−1L[eλtf˜k+1t ]
= λε[eλtf˜k+1t ] +
1
2
ε2Φ · v[eλtf˜k+1t ] + 2Γ
(
eλtf˜kt , fs + fw
)
+ 2e−λtΓ
(
eλtf˜kt , e
λtf˜k
)
,
eλtf˜k+1t |γ− = (1− α)L [eλtf˜k+1t ] + αPγ [eλtf˜k+1t ] + αεQ1[eλtf˜kt ],
eλtf˜k+1t |t=0 = ∂tf˜0.
(3.92)
Note that Theorem 3.3, with (1.37), guarantees the solvability of linear problems (3.91) and (3.92).
Define a norm
[[[f ]]] :=
√
Eλ[f ](∞) +
√
Dλ[f ](∞) + ‖S1[eλtf ]‖L2tL3x + ε−
1
2 ‖S2[eλtf ]‖
L2tL
12
5
x
+ ‖S1[eλtft]‖L2tL3x + ε−
1
2 ‖S2[eλtft]‖
L2tL
12
5
x
+ ‖P[eλtf ]‖L∞t L6x,v
+ ε
1
2 ‖weλtf‖L∞t,x,v + ε
3
2 ‖weλtft‖L∞t,x,v ,
(3.93)
where S1f,S2f are given in Lemma 3.4.
Step 1. We show the uniform boundedness of the iteration sequence [[[f˜k]]] for all k ∈ N.
For 0 < M1 ≪ 1, we assume the induction hypothesis
sup
0≤ℓ≤k
[[[f ℓ]]] ≤M1. (3.94)
For small 0 < c1 ≪ 1, assume
‖f˜0‖L2x,v + ‖∂tf˜(0)‖L2x,v + ε
1
2 ‖wf˜0‖L∞x,v + ε
3
2 ‖w∂tf˜0‖L∞x,v
+ ‖[v · ∇x + ε2Φ · ∇v]f˜0‖L2x,v + ‖[v · ∇x + ε2Φ · ∇v]∂tf˜(0)‖L2x,v
+ ε−1‖ν 12 (I−P)f˜0‖L2x,v + αε−
1
2 |(1 − Pγ)f˜0|L2γ− < c1M1
(3.95)
and
‖Pfs‖L6x,v + ε−1‖ν
1
2 (I−P)fs‖L2x,v + ε
1
2 ‖wfs‖L∞x,v < c1. (3.96)
Note that smallness of fs can be obtained through Theorem 1.1 by letting (1.30) further small.
Step 1.1. Estimates of collision terms.
Applying (3.88) with f = eλtf˜k, g = eλtf˜k, we have
‖ν− 12Γ(eλtf˜k, eλtf˜k)‖L2t,x,v
. ε
1
2
[
ε
1
2 ‖weλtf˜k‖L∞t,x,v
][
ε−1‖ν− 12 (I−P)[eλtf˜k]‖L2t,x,v + ε−1‖S3[eλtf˜k]‖L2tL2x
]
+ ε
1
4
[
ε
1
2 ‖weλtf˜k‖L∞t,x,v
] 1
2
[‖P[eλtf˜k]‖L∞t L6x,v] 12 [ε− 12 ‖S2[eλtf˜k]‖L2tL 125x
]
+ ‖P[eλtf˜k]‖L∞t L6x,v‖S1[eλtf˜k]‖L2tL3x
+ ε
1
2
[
ε
1
2 ‖weλtf˜k‖L∞t,x,v
][
ε−1‖ν 12 (I−P)[eλtf˜k]‖L2t,x,v
]
. (1 + ε
1
2 + ε
1
4 )[[[f˜k]]]2.
(3.97)
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Applying (3.90) with f = eλtf˜kt , g = e
λtf˜k,
‖ν− 12Γ(eλtf˜kt , eλtf˜k)‖L2t,x,v
. ε
1
2
[
ε
1
2 ‖weλtf˜k‖L∞t,x,v
][
ε−1‖ν 12 (I−P)[eλtf˜kt ]‖L2t,x,v + ε−1‖S3[eλtf˜kt ]‖L2t,x
]
+ ε
1
4
[
ε
1
2 ‖weλtf˜k‖L∞t,x,v
] 1
2
[‖P[eλtf˜k]‖L∞t L6x,v] 12 [ε− 12 ‖S2[eλtf˜kt ]‖L2tL 125x
]
+ ‖P[eλtf˜k]‖L∞t L6x,v‖S1[eλtf˜kt ]‖L2tL3x
+
[
ε
1
2 ‖weλtf˜k‖L∞t,x,v
] 2
3
[√
Dλ[f˜k](∞) + ε−1‖ν 12 (I−P)f˜0‖L2x,v
] 1
3 ‖S1eλtf˜kt ‖L2tL3x
. (1 + ε
1
2 + ε
1
2 )[[[f˜k]]]2 + ε−1‖ν 12 (I−P)f˜0‖L2x,v [[[f˜k]]]
. (1 + ε
1
2 + ε
1
4 )[[[f˜k]]]2 + c1[[[f˜
k]]].
(3.98)
Applying (3.89) with f = eλtf˜k, g = fs + fw,
‖ν− 12Γ(eλtf˜k, fs + fw)‖L2t,x,v
. ε
1
2
[
ε
1
2 ‖w(fs + fw)‖L∞x,v
][
ε−1‖ν 12 (I−P)[eλtf˜k]‖L2t,x,v + ε−1‖S3[eλtf˜k]‖L2t,x
]
+ ε
1
4
[
ε
1
2 ‖w(fs + fw)‖L∞x,v
] 1
2
[‖P[fs + fw]‖L6x,v] 12 [ε− 12 ‖S2[eλtf˜k]‖L2tL 125x
]
+ ‖P[fs + fw]‖L6x,v‖S1[eλtf˜k]‖L2tL3x
+
[
ε
1
2 ‖w(fs + fw)‖L∞x,v
] 2
3
[
ε−1‖ν 12 (I−P)[fs + fw]‖L2x,v
] 1
3 ‖P[eλtf˜k]‖L2tL3x,v
.
[
(ε
1
2 + ε
1
4 )ε
1
2 ‖w(fs + fw)‖L∞x,v + (1 + ε
1
4 )‖P(fs + fw)‖L6x,v
]
[[[f˜k]]]
+
[
ε−1‖ν 12 (I−P)fs‖L2x,v
] ‖Peλtf˜k‖L2tL3x,v
. (c1 + ε
1
2 + ε
1
4 )[[[f˜k]]],
(3.99)
where we used (I−P)fw = 0 and
‖P[eλtf˜k]‖L2tL3x,v . ‖P[eλtf˜k]‖
1
2
L2t,x,v
‖P[eλtf˜k]‖
1
2
L∞t L
6
x,v
.
√
Dλ[f˜k](∞) + [[[f˜k]]].
Applying (3.89) with f = eλtf˜kt , g = fs + fw and deriving similarly as (3.99),
‖ν− 12Γ(eλtf˜kt , fs + fw)‖L2t,x,v
.
[
(ε
1
2 + ε
1
4 )ε
1
2 ‖w(fs + fw)‖L∞x,v + (1 + ε
1
4 )‖P(fs + fw)‖L6x,v
]
[[[f˜k]]]
+
[
ε−1‖ν 12 (I−P)(fs + fw)‖L2x,v + ε
1
2 ‖w(fs + fw)‖L∞x,v
] ‖P[eλtf˜kt ]‖L2tL3x,v
. (1 + ε
1
2 + ε
1
4 + ε
1
6 + ε
1
10 )c1[[[f˜
k]]].
(3.100)
Here ‖Peλtf˜kt ‖L2tL3x,v is bounded by (3.58),
|P[eλtf˜kt ]| . ν2
√
µ
[|S1eλtf˜kt |+ |S2eλtf˜kt |+ |S3eλtf˜kt |],
where the first term is bounded by
‖ν2√µS1eλtf˜kt ‖L2tL3x,v . ‖S1eλtf˜kt ‖L2tL3x ,
and the last two terms are estimated by interpolation and (3.59)
‖ν2√µS2eλtf˜kt ‖L2tL3x,v . ε
1
10
∥∥ε− 12 ν2√µS2eλtf˜kt ∥∥ 45
L2tL
12
5
x,v
‖ε 32 ν2√µS2eλtf˜kt ‖
1
5
L∞t L
∞
x,v
. ε
1
10
[
ε−
1
2
∥∥S2eλtf˜kt ∥∥
L2tL
12
5
x
+ ε
3
2 ‖weλtf˜kt ‖L∞t L∞x,v
]
. ε
1
10 [[[f˜k]]],
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‖ν2√µS3eλtf˜kt ‖L2tL3x,v . ε
1
6 ‖ε−1ν2√µS3eλtf˜kt ‖
2
3
L2tL
2
x,v
‖ε 32 ν2√µS3eλtf˜kt ‖
1
3
L∞t L
∞
x,v
. ε
1
6
[
ε−1‖S3eλtf˜kt ‖L2t,x + ε
3
2 ‖weλtf˜kt ‖L∞t,x,v
]
. ε
1
6
[
ε−1‖(I−P)eλtf˜kt ‖L2t,x,v + ε
3
2 ‖weλtf˜kt ‖L∞t,x,v
]
. ε
1
6 [[[f˜k]]].
Step 1.2. Estimates of
√
Eλ[f˜k+1](∞) and
√
Dλ[f˜k+1](∞).
Applying (3.31) with f = f˜k+1, g = 2Γ
(
f˜k, fs + fw
)
+ Γ
(
f˜k, f˜k
)
, r = εQ1f˜
k,
‖eλtf˜k+1(t)‖22 +
ˆ t
0
( 1
ε2
‖(I−P)[eλsf˜k+1]‖2ν + ‖P[eλsf˜k+1]‖22
+
α
ε
|(1 − Pγ)[eλsf˜k+1]|22,+ +
α
ε
|[eλsf˜k+1]|22
)
. ‖f˜0‖22 +
ˆ t
0
(
‖ν− 12Γ(eλtf˜k, fs + fw)‖22 + ‖ν− 12Γ(eλtf˜k, eλtf˜k)‖22
+ α|Q1
(
eλtf˜k
)|22,−)
.
(
c1M1 + (c1 + ε
1
2 + ε
1
4 )[[[f˜k]]] + (1 + ε
1
2 + ε
1
4 )[[[f˜k]]]2
)2
,
(3.101)
where we used Lemma 2.10 to bound α|Q1
(
eλtf˜k
)|2,−
α
ˆ t
0
|Q1
(
eλtf˜k
)|22,− . α ˆ t
0
|ϑw|2∞|eλtf˜k|22,+ . εDλ[f˜k](∞) . ε[[[f˜k]]]2.
Applying (3.31) with f = f˜k+1t , g = 2Γ
(
f˜kt , fs + fw
)
+ 2Γ
(
f˜kt , f˜
k
)
, r = εQ1f˜
k
t ,
‖eλtf˜k+1t (t)‖22 +
ˆ t
0
( 1
ε2
‖(I−P)[eλsf˜k+1t ]‖2ν + ‖P[eλsf˜k+1t ]‖22
+
α
ε
|(1− Pγ)[eλsf˜k+1t ]|22,+ +
α
ε
|eλsf˜k+1t |22
)
. ‖∂tf˜0‖22 +
ˆ t
0
(
‖ν− 12Γ(eλtf˜kt , fs + fw)‖22 + ‖ν− 12 e−λtΓ(eλtf˜kt , eλtf˜k)‖22
+ α|Q1
(
eλtf˜kt
)|22,−)
.
(
c1M1 + (1 + ε
1
2 + ε
1
4 + ε
1
6 + ε
1
10 )c1[[[f˜
k]]] + (1 + ε
1
2 + ε
1
4 )[[[f˜k]]]2
)2
.
(3.102)
Combining (3.101) and (3.102) we get
√
Eλ[f˜k+1](∞) +
√
Dλ[f˜k+1](∞)
. c1M1 +
[
ε
1
2 + ε
1
4 + (1 + ε
1
2 + ε
1
4 + ε
1
6 + ε
1
10 )c1
]
[[[f˜k]]] + (1 + ε
1
2 + ε
1
4 )[[[f˜k]]]2.
(3.103)
Step 1.3. Estimates of ‖S1[eλtf ]‖L2tL3x , ε−
1
2 ‖S2[eλtf ]‖
L2tL
12
5
x
, ‖S1[eλtft]‖L2tL3x and ε−
1
2 ‖S2[eλtft]‖
L2tL
12
5
x
.
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Applying Lemma 3.4 to (3.91) with f = eλtf˜k+1, g = −ε−1L[eλtf˜k+1] + λεeλtf˜k+1 + 12ε2Φ ·
v[eλtf˜k+1] + 2Γ
(
eλtf˜k, fs + fw
)
+ e−λtΓ
(
eλtf˜k, eλtf˜k
)
, r = εQ1f˜
k,
‖S1[eλtf˜k+1]‖L2tL3x + ε−
1
2 ‖S2[eλtf˜k+1]‖
L2tL
12
5
x
. ‖ν 12 eλtf˜k+1‖L2t,x,v + ε−1‖L[eλtf˜k+1]‖L2t,x,v + λε‖eλtf˜k+1‖L2t,x,v + ε2‖Φ · v[eλtf˜k+1]‖L2t,x,v
+ ‖ν− 12Γ(eλtf˜k, fs + fw)‖L2t,x,v + ‖ν− 12 e−λtΓ(eλtf˜k, eλtf˜k)‖L2t,x,v + ‖f˜0‖L2x,v
+ ‖v · ∇xf˜0 + ε2Φ · ∇vf˜0‖L2x,v + α|(1− Pγ)eλsf˜k+1|L2t,γ+ + α|εQ1
(
eλtf˜k
)|L2t,γ+
. c1M1 +
(
1 + ε+ λε+ ε2‖Φ‖∞
)(√
Eλ[f˜k+1](∞) +
√
Dλ[f˜k+1](∞)
)
+ (c1 + ε
1
2 + ε
1
4 )[[[f˜k]]] + (1 + ε
1
2 + ε
1
4 )[[[f˜k]]]2.
(3.104)
Applying Lemma 3.4 to (3.92) with f = eλtf˜k+1t , g = −ε−1L[eλtf˜k+1t ] + λεeλtf˜k+1t + 12ε2Φ ·
v[eλtf˜k+1t ] + 2Γ
(
eλtf˜kt , fs + fw
)
+ 2e−λtΓ
(
eλtf˜kt , e
λtf˜k
)
, r = εQ1f˜
k
t , and deriving similarly as
(3.104),
‖S1[eλtf˜k+1t ]‖L2tL3x + ε−
1
2 ‖S2[eλtf˜k+1t ]‖
L2tL
12
5
x
. c1M1 +
(
1 + ε+ λε+ ε2‖Φ‖∞
)(√
Eλ[f˜k+1](∞) +
√
Dλ[f˜k+1](∞)
)
+ (1 + ε
1
2 + ε
1
4 + ε
1
6 + ε
1
10 )c1[[[f˜
k]]] + (1 + ε
1
2 + ε
1
4 )[[[f˜k]]]2.
(3.105)
Step 1.4. Estimates of ‖P[eλsf˜k+1]‖L∞t L6x,v , ε
1
2 .‖weλtf˜k+1‖L∞t,x,v and ε
3
2 ‖weλtf˜k+1t ‖L∞t,x,v .
Applying (3.83) to (3.91) with f = f˜k+1, g = 2Γ
(
f˜k, fs + fw
)
+ Γ
(
f˜k, f˜k
)
, r = εQ1
(
f˜k
)
,
‖P[eλsf˜k+1]‖L∞t L6x,v
. ε
5
2 ‖wf˜t(0)‖L∞x,v +
1
ε
‖ν 12 (I−P)f˜0‖L2x,v +
α√
ε
|(1− Pγ)f˜0|L2γ+ +
√
Dλ[f˜k+1](∞)
+ ε
√
Eλ[f˜k+1](∞) + αε 12 |eλtQ1
(
f˜k
)|L∞t L2γ− + αε 12 |eλtwεQ1(f˜k)|L∞t L∞γ−
+ ‖ν− 12Γ(eλtf˜k, fs + fw)‖L∞t L2x,v + ‖ν− 12Γ(eλtf˜k, eλtf˜k)‖L∞t L2x,v
+ ε
3
2 ‖〈v〉−1wΓ(eλtf˜k, fs + fw)‖L∞t,x,v + ε 32 ‖〈v〉−1wΓ(eλtf˜k, eλtf˜k)‖L∞t,x,v
+ αε
5
2 |wεeλtQ1
(
f˜kt
)|L∞t L∞γ− + ε 72 ‖〈v〉−1wΓ(eλtf˜kt , fs + fw)‖L∞t L∞x,v
+ ε
7
2 ‖〈v〉−1we−λtΓ(eλtf˜kt , eλtf˜k)‖L∞t L∞x,v
. (1 + ε+ ε
1
2 )c1M1 +
√
Dλ[f˜k+1](∞) + ε
√
Eλ[f˜k+1](∞)
+
[
ε+ ε2 + (1 + ε
1
2 + ε
3
2 )c1
]
[[[f˜k]]] + (1 + ε
1
2 + ε
3
2 + ε
1
4 )[[[f˜k]]]2,
(3.106)
where we have used Lemma 2.10 and an inequality of (3.86) form to bound
αε
1
2 |eλtQ1
(
f˜k
)|L∞t L2γ− . αε 12 |ϑw|∞[1 + ε|ϑw|∞]|eλtf˜k|L∞t L2γ+
. αε
1
2 |f0|L2γ+ + α
1
2 ε
√
Dλ[f˜k](∞) . ε 12 c1M1 + ε[[[f˜k]]].
Besides, we have used Lemma 2.9 and (3.85) to estimate
‖ν− 12Γ(eλtf˜k, fs + fw)‖L∞t L2x,v
. ε
1
2
[
ε
1
2 ‖w[fs + fw]‖L∞t,x,v
][
ε−1‖ν 12 (I−P)f0‖L2x,v +
√
Dλ[f˜k](∞)
]
+ ε
1
2
[
ε
1
2 ‖weλtf˜k‖L∞t,x,v
][
ε−1‖ν 12 (I−P)fs]‖L∞t L2x,v
]
+ ‖P[eλtf˜k]‖L∞t L6x,v‖P[fs + fw]‖L∞t L3x,v
. ε
1
2 c21M1 + (1 + ε
1
2 )c1[[[f˜
k]]],
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and
‖ν− 12Γ(eλtf˜k, eλtf˜k)‖L∞t L2x,v . ε 12 [ε 12 ‖weλtf˜k‖L∞t,x,v][ε−1‖ν 12 (I−P)f0‖L2x,v +
√
Dλ[f˜k](∞)
]
+ ‖P[eλtf˜k]‖L∞t L6x,v‖P[eλtf˜k]‖L∞t L3x,v
. ε
1
2 c1M1[[[f˜
k]]] + (1 + ε
1
2 )[[[f˜k]]]2.
Applying (3.69) to (3.91) with f = eλtf˜k+1, g = 2Γ
(
eλtf˜k, fs + fw
)
+ e−λtΓ
(
eλtf˜k, eλtf˜k
)
,
r = εQ1
(
eλtf˜k
)
,
ε
1
2 ‖weλtf˜k+1‖L∞t,x,v
. ε
1
2 ‖wf˜0‖L∞x,v + ‖Peλtf˜k+1‖L∞t L6x,v + ε−1‖(I−P)eλtf˜k+1‖L2tL2x,v
+ αε
3
2 |wQ1
(
eλtf˜k
)|L∞t L∞γ− + ε 32 ‖〈v〉−1wΓ(eλtf˜k, fs + fw)‖L∞t,x,v
+ ε
3
2 ‖〈v〉−1wΓ(eλtf˜k, eλtf˜k)‖L∞t,x,v
. c1M1 + ‖Peλtf˜k+1‖L∞t L6x,v +
√
Dλ[f˜k+1](∞) + (ε+ ε 12 c1)[[[f˜k]]] + ε 12 [[[f˜k]]]2,
(3.107)
where we used (2.161) to bound the collision terms.
Applying (3.70) to (3.92) with f = eλtf˜k+1t , g = 2Γ
(
eλtf˜kt , fs + fw
)
+ 2e−λtΓ
(
eλtf˜kt , e
λtf˜k
)
,
r = εQ1
(
eλtf˜kt
)
,
ε
3
2 ‖weλtf˜k+1t ‖L∞t,x,v
. ε
3
2 ‖w∂tf˜0‖L∞x,v + ‖eλtf˜k+1t ‖L∞t L2x,v + αε
5
2 |wQ1
(
eλtf˜kt
)|L∞t L∞γ−
+ ε
5
2 ‖〈v〉−1wΓ(eλtf˜kt , fs + fw)‖L∞t,x,v + ε 52 ‖〈v〉−1wΓ(eλtf˜kt , eλtf˜k)‖L∞t,x,v
. c1M1 +
√
Eλ[f˜k+1](∞) + (ε+ ε 12 c1)[[[f˜k]]] + ε 12 [[[f˜k]]]2,
(3.108)
where we have used (2.161) again.
Finally, collecting (3.103)–(3.108), we get
[[[fk+1]]] . c1M1 + (c1 + ε
1
4 )[[[fk]]] + [[[fk]]]2 ≤M1, (3.109)
provided c1 and M1 are small enough. This proves the uniform boundedness of [[[f
k]]] for all
k ∈ N.
Step 2. Strong convergence of f˜k in L∞∩L2 can be proved through repeating Step 1 for f˜k+1−f˜k.
We conclude that the weak limit f˜(t, x, v) := limk→∞ f˜
k(t, x, v) solves the unsteady Boltzmann
equation (1.36). Uniqueness follows from standard argument.
Step 3. In this step we prove the weak convergence of f˜ and show its limit leads to the unsteady
INSF (1.42) to the boundary conditions (1.43) and (1.44).
Let f ε = fw + fs + f˜ . Then f satisfies
ε∂tf
ε + v · ∇xf ε + ε2 1√
µ
Φ · ∇v(√µf ε) + ε−1Lf ε = Γ(f ε, f ε) + ε√µΦ · v,
f ε|γ− = (1 − αε)L f + αεPγf ε + αεRf ε,
f ε|t=0 = f ε0 ,
(3.110)
where f ε0 = fw + fs + f˜0 and the operator R is defined in (2.165).
We follow the same argument as in the proof of Theorem 1.1, and have
f ε → f1 :=
[
ρf + uf · v + θf |v|
2 − 3
2
]√
µ weakly in L2(R+ × Ω× R3), (3.111)
and (ρf , uf , θf ) satisfies the following INSF
∂tuf + uf · ∇xuf +∇xpf = σ∆uf +Φ, ∇x · uf = 0 in Ω,
∂tθf + uf · ∇xθ = κ∆θf , ∇x(ρf + θf ) = 0 in Ω. (3.112)
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The limiting boundary conditions follow similarly as in the steady case. Specially, for the
limiting Navier boundary condition when limε→0
αε
ε =
√
2πλ ∈ [0,+∞), we multiply equation
(3.110) by ε−1 |v|
2−5
2
√
µφ and ε−1v
√
µw, integrate on [t1, t2]× Ω× R3,
0 = lim
ε→0
ˆ t2
t1
¨
Ω×R3
∂tf
ε |v|2 − 5
2
√
µφ− lim
ε→0
1
ε
ˆ t2
t1
ˆ
Ω
〈
v
|v|2 − 5
2
√
µ, f ε
〉
· ∇xφ
+ lim
ε→0
1
ε
ˆ t2
t1
¨
∂Ω×R3
f ε
|v|2 − 5
2
√
µφ[n · v]
=
5
2
ˆ
Ω
[θf (t2)− θf (t1)]φ−
ˆ t2
t1
ˆ
Ω
(
ufθf − κ∇θf
) · ∇φ+ 2λˆ t2
t1
ˆ
∂Ω
(θf − ϑw)φ
(3.113)
and
ˆ t2
t1
ˆ
Ω
Φ · w
= lim
ε→0
ˆ t2
t1
¨
Ω×R3
∂tf
ε√µv · w − lim
ε→0
1
ε
ˆ t2
t1
ˆ
Ω
〈
(v ⊗ v − |v|
2
3
I)
√
µ, f ε
〉
: ∇xw
+ lim
ε→0
1
ε
ˆ t2
t1
¨
∂Ω×R3
(v · w)√µf ε[n · v]
=
ˆ
Ω
[uf (t2)− uf(t1)] · w −
ˆ t2
t1
ˆ
Ω
[
uf ⊗ uf − σ
(∇uf + (∇uf )T)] : ∇w
+ λ
ˆ t2
t1
ˆ
∂Ω
uf · w,
(3.114)
where φ ∈ C∞(Ω¯) and w ∈ C∞(Ω¯) are test functions satisfying ∇x · w = 0 and n · w|∂Ω = 0.
This is the weak formulation of unsteady INSF with to the Navier boundary condition satisfied
by (ρf , uf , θf ).
Returning back to f˜ , we have
f˜ → f˜1 :=
[
ρ˜+ u˜ · v + θ˜ |v|
2 − 3
2
]√
µ weakly in L2(R+ × Ω× R3), (3.115)
where we used L(fw + fs) = 0. By the relation f = fw + fs + f˜ we have
u˜ = uf − us, θ˜ = θf − θs −Θw, ρ˜ = ρf + ρs − ρw.
Then the divergence free condition and Boussinesq relation in (1.42) and the Dirichlet boundary
condition (1.43) follow readily. Moreover, make difference between (3.113), (3.114) and (2.191),
ˆ
Ω
[u˜(t2)− u˜(t1)] · w −
ˆ t2
t1
ˆ
Ω
[
u˜⊗ (u˜+ us) + us ⊗ u˜− σ
(∇u˜+ (∇u˜)T )] : ∇w
+ λ
ˆ t2
t1
ˆ
∂Ω
u˜ · w = 0,
ˆ
Ω
[θ˜(t2)− θ˜(t1)]φ−
ˆ t2
t1
ˆ
Ω
[
u˜(θ˜ + θs + Θw) + usθ˜ − κ∇θ˜
] · ∇φ+ 4
5
λ
ˆ t2
t1
ˆ
∂Ω
θ˜φ = 0.
(3.116)
This is the weak formulation of the unsteady INSF (1.42) subject to the Navier boundary condition
(1.44), satisfied by (ρ˜, u˜, θ˜). This completes the proof of Theorem 1.2. 
Finally, we show the non-negativity of F (t, x, v) in Theorem 1.2 and Fs(x, v) in Theorem 1.1.
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Proof of the non-negativity of F and Fs. We set the following positivity-preserving itera-
tion introduced in [16, 27]
ε∂tF
k+1 + v · ∇xF k+1 + ε2Φ · ∇vF k+1 + ε−1ν(F k)F k+1 = ε−1Q+(F k, F k),
F k+1(x, v)|γ− = (1 − α)L F k+1 + αPwγ (F k+1),
F k+1(t, x, v)|t=0 = F0(x, v),
(3.117)
where F 0(t, x, v) := F0(x, v) ≥ 0 and ν(F k)(v) =
˜
S2×R3
B(v−u, ω)F k(u)dωdu. Furthermore, by
setting F k = µ+ ε
√
µfk and F0 = µ+ ε
√
µf0, we derive from (3.117) that[
ε∂t + v · ∇x + ε2Φ · ∇v + ε−1ν + ε2 1
2
Φ · v + ν(fk√µ)]fk+1
= ε−1Kfk + Γ+(f
k, fk) + εΦ · v√µ,
fk+1|γ− = (1− α)L fk+1 + αPγfk+1 + αR(fk+1),
fk+1|t=0 = f0,
(3.118)
where R is defined in (2.165).
To show the non-negativity of F k and uniform boundedness of ‖wf‖L∞t,x,v , we employ the
stretching method (t, x) 7→ (ε−2t, ε−1x) to (3.117) and (3.118), as we did in the L∞ estimate of
(3.68), cf. proof of Theorem 3.5 and Lemma 3.6. Thus, we can use the argument given in Section
3.8 of [17] to show that F ≥ 0 a.e. on R+ ×Ω×R3, as ∗-weak limit of F k (up to a subsequence).
Furthermore, the non-negativity of the steady solution Fs follows from the non-negativity of F
and asymptotic stability of Fs in L
2 profile. This completes the proof. 
Appendix A. Elliptic estimates
In this part, we give solvability and elliptic estimates of the elliptic system (1.73) and the elliptic
equation (1.75) .
Lemma A.1. The elliptic system
−∆u = f in Ω, u · n = 0 on ∂Ω, ∂nu− (∂nu · n)n = 0 on ∂Ω (A.1)
satisfies complementing boundary conditions in the sense of Agmon-Douglis-Nirenberg [1].
Proof. To verify that the boundary conditions satisfy complementing boundary conditions, we
need to describe the equations and boundary conditions in equivalent algebraic characterizations.
In terms of the notations in [1], the equations in (A.1) reads as
3∑
j=1
lij(∂)uj = fi, i = 1, 2, 3,
where lij(∂) = −δij
∑3
k=1 ∂
2
kk = −δij∆. Denote, for real ξ ∈ R3 and ξ 6= 0,
L(ξ) := det
(
lij(ξ)
)
= −|ξ|6.
Let n denote the unit normal and Ξ 6= 0 any tangent to ∂Ω. Obviously, L(Ξ + τn) is of degree
6 with respect to ξ and has exactly 3 roots (in τ) with positive imaginary part:
τ+1 (Ξ) = τ
+
2 (Ξ) = τ
+
3 (Ξ) = i|Ξ|.
Denote
M+(Ξ, τ) :=
3∏
h=1
(τ − τ+h (Ξ)) = (τ − i|Ξ|)3.
Let
(
Ljk(Ξ + τn)
)
denote the matrix adjoint to
(
lij(Ξ + τn)
)
. Then(
lij(Ξ + τn)
)
= −(|Ξ|2 + τ2)I3×3,
(
Ljk(Ξ + τn)
)
= −(|Ξ|2 + τ2)2I3×3.
where I3×3 is unit matrix.
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The boundary condition ∂nu− (∂nu · n)n = 0 and u · n = 0 are rewritten as
3∑
j=1
Bhj(∂)uj = 0, h = 1, 2, 3, 4.
Then the equivalent algebraic characterizations read as
(
Bhj(Ξ + τn)
)
= τ

 1− n21 −n1n2 −n1n3−n2n1 1− n22 −n2n3
−n3n1 −n3n2 1− n23

 := τ

 e1e2
e3

 for h = 1, 2, 3,
B4j(Ξ + τn) = (n1, n2, n3) for h = 4.
(A.2)
Note that the rank of the 3 × 3 coefficient matrix in (A.2) is 2. Without loss of generality, we
assume that e1 = (1−n21,−n1n2,−n1n3) and e2 = (−n2n1, 1−n22,−n2n3) are linearly independent
and form a maximal linearly independent system of this matrix. We claim that n3 6= 0. In fact,
if n3 = 0, then the coefficient matrix in (A.2) reduces to
 1− n21 −n1n2 0−n2n1 1− n22 0
0 0 1

 . (A.3)
Noticing the fact n21+n
2
2 = 1, one can find that the first two rows (1−n21,−n1n2, 0) and (−n2n1, 1−
n22, 0) in (A.3) are linearly dependent, which contradicts with the selection of e1 and e2. This proves
the claim n3 6= 0.
Thus the boundary operators are reformulated as
(
Bˆhj(Ξ + τn)
)
:=

 τ(1 − n21) −τn1n2 −τn1n3−τn2n1 τ(1 − n22) −τn2n3
n1 n2 n3

 .
We calculate
3∑
j=1
Bˆhj(Ξ + τn)L
jk(Ξ + τn) = −(|Ξ|2 + τ2)2

 τ(1 − n21) −τn1n2 −τn1n3−τn2n1 τ(1 − n22) −τn2n3
n1 n2 n3

 .
Note that the elements of this matrix are regarded as polynomials in the indeterminate τ . By
modulo M+(Ξ, τ) we get
3∑
j=1
Bˆhj(Ξ + τn)L
jk(Ξ + τn)
(
mod M+(Ξ, τ)
)
= 4|Ξ|2(τ − i|Ξ|)2

 i|Ξ|(1− n21) −i|Ξ|n1n2 −i|Ξ|n1n3−i|Ξ|n2n1 i|Ξ|(1− n22) −i|Ξ|n2n3
n1 n2 n3

 .
(A.4)
Simple computation shows that
det

 i|Ξ|(1− n21) −i|Ξ|n1n2 −i|Ξ|n1n3−i|Ξ|n2n1 i|Ξ|(1− n22) −i|Ξ|n2n3
n1 n2 n3

 = −|Ξ|2n3 6= 0, (A.5)
due to Ξ 6= 0 and n3 6= 0. It follows from (A.4) and (A.5) that the rows of the matrix
∑3
j=1 Bˆhj(Ξ+
τn)Ljk(Ξ + τn) are linearly independent modulo M+(Ξ, τ). This verifies that the boundary
conditions in (A.1) satisfy complementing boundary conditions in the sense of Agmon-Douglis-
Nirenberg [1]. This completes the proof. 
Lemma A.2. Let f ∈ [Lp(Ω)]3 and 1 < p < ∞. Then the elliptic system (A.1) has a unique
strong solution u ∈ [W 2,p(Ω)]3 satisfying
‖u‖W 2,p ≤ C‖f‖p. (A.6)
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Proof. Firstly, by Lemma A.1, we can employ the Lp estimate for elliptic system with comple-
menting boundary given in [1],
‖u‖W 2,p ≤ C(‖f‖p + ‖u‖p) for u ∈ [W 2,p(Ω)]3. (A.7)
With the help of this estimate, the result follows from standard approach of elliptic theory. We
give the sketch of the proof and omit the details for the sake of brevity.
Define the Banach spaces
V k,p(Ω) :=
{
v ∈ [W k,p(Ω)]3 : v · n = 0 on ∂Ω}, ‖v‖V k,p(Ω) := ‖v‖Wk,p(Ω)
for k = 1, 2. The dual space is denoted by [V k,p(Ω)]∗. It follows that
[H10 (Ω)]
3 ⊂ V 1,2(Ω) ⊂ [H1(Ω)]3, [H−10 (Ω)]3 ⊂ [V 1,2(Ω)]∗ ⊂ [H−1(Ω)]3.
Existence and uniqueness of weak solutions of (A.1) have been established in the Appendix of
[53]: for given f ∈ [V 1,2(Ω)]∗, (A.1) has a unique weak solution u ∈ V 1,2(Ω) and the solution
operator L−1 : f 7→ u is bounded from [V 1,2(Ω)]∗ to V 1,2(Ω). Thus there exists a constant C such
that
‖u‖H1 ≤ C‖f‖[V k,p]∗ ≤ C‖f‖2. (A.8)
For any φ ∈ V 1,2(Ω), it follows from the boundary condition ∂nu− (∂nu · n)n = 0 thatˆ
∂Ω
∂nu · φdSx =
ˆ
∂Ω
(∂nu · n)n · φdSx = 0, (A.9)
which, combined with Green’s formula, yield
3∑
i=1
ˆ
Ω
∇ui · ∇φidx =
ˆ
Ω
f · φdx. (A.10)
With this variational form, we can employ the standard method in Chapter 5 of [50] or Chapter
2 of [51] to show that this unique weak solution u belongs to [H2(Ω)]3 and satisfies
‖u‖H2 ≤ C(‖f‖2 + ‖u‖2) ≤ C‖f‖2, (A.11)
where (A.8) was used in the last inequality. This proves existence and uniqueness of strong
solutions in [H2(Ω)]3 and estimate (A.6) for p = 2.
Then we consider the case 1 < p < ∞ and p 6= 2. In fact, existence and uniqueness of strong
solutions in W 2,p(Ω) for p 6= 2 is based on the above H2 theory. Using the method of Chapter 9
of [20] we can show the following regularity property
If f ∈ Lq(Ω) and u ∈ [W 2,r(Ω)]3 ∩ V 1,r(Ω) (1 < r < q <∞) is a strong solution
of (A.1), then u ∈ [W 2,q(Ω)]3 ∩ V 1,q(Ω). (A.12)
For 2 < p <∞, since f ∈ Lp(Ω) ⊂ L2(Ω), it follows from the above H2 theory that there exists
a unique strong solution u ∈ [H2(Ω)]3 ∩ V 1,2(Ω). Then the regularity property (A.12) indicates
that u ∈W 2,p(Ω) ∩ V 1,p(Ω). (A.6) follows from this unique solvability in W 2,p(Ω) ∩ V 1,p(Ω) and
global Lp estimate (A.7).
For 1 < p < 2 for f ∈ Lp(Ω), choose approximate sequence {fk}∞k=1 ⊂ Lp(Ω)∩L2(Ω) such that
limk→∞ fk = f in L
p(Ω). It follows from the above H2 theory that there exists a unique strong
solution
uk ∈ H2(Ω) ∩ V 1,2(Ω) ⊂W 2,p(Ω) ∩ V 1,p(Ω), k = 1, 2, · · ·
of the approximate elliptic system
−∆uk = fk in Ω, uk · n = 0 on ∂Ω, ∂nuk − (∂nuk · n)n = 0 on ∂Ω. (A.13)
Note that solutions of (A.1) is unique in W 2,p(Ω) ∩ V 1,p(Ω). In fact, let f = 0 in (A.1) and u˜
be the solution of (A.1) in W 2,p(Ω) ∩ V 1,p(Ω). Then the regularity property (A.12) implies u˜ ∈
H2(Ω)∩V 1,2(Ω), which combined with uniqueness in H2(Ω)∩V 1,2(Ω), indicate u˜ = 0. Combining
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this uniqueness of solutions in W 2,p(Ω) ∩ V 1,p(Ω), global Lp estimate (A.7) and contradiction
argument as the proof of Lemma 9.17 in [20], we get
‖u‖W 2,p ≤ C‖f‖p for all u ∈W 2,p(Ω) ∩ V 1,p(Ω). (A.14)
Applying this estimate on uk − uj , we have
‖uk − uj‖W 2,p ≤ C‖fk − fj‖p → 0 as k, j →∞. (A.15)
This implies that {uk}∞k=1 is a Cauchy sequence and thus has a limit u ∈ W 2,p(Ω) ∩ V 1,p(Ω).
Taking limit in approximate problem (A.13) in Lp(Ω), we see that this limit u is the solution of
(A.1) in W 2,p(Ω) ∩ V 1,p(Ω). This completes the proof. 
Lemma A.3. Let g ∈ Lp(Ω) be given with 1 < p < ∞. There exists a function E ∈ [L∞(Ω)]3
with ‖E‖L∞(Ω) ≪ 1, such that the elliptic boundary value problem
−∆φ+ E · ∇φ = g, ∂nφ
∣∣
∂Ω
= 0,
ˆ
Ω
φdx = 0 (A.16)
has a unique strong solution φ ∈W 2,p(Ω) satisfying
‖φ‖W 2,p ≤ C‖g‖p. (A.17)
Proof. We remark that since we do not know whether
´
Ω gdx is zero or not, we have to choose
E carefully to avoid compatible conditions on g. If
´
Ω
gdx = 0 then we let E ≡ 0, which leads to
the well-known Poisson equation with homogeneous Neumann boundary condition. If
´
Ω gdx 6= 0,
then we choose a non-zero potential field E ≡ ∇U ∈ L∞(Ω) satisfying ‖E‖∞ ≪ 1. Note that
this selection excludes the case that divE = 0 on Ω and E · n = 0 on ∂Ω, which would leads to´
Ω
E · ∇xφdx = 0 and compatible condition of g. In the following we show that this selection of
E could guarantee unique solvability of (A.16).
Firstly, we establish existence and uniqueness of weak solutions of (A.16) in H1(Ω) by Lax-
Milgram Theorem. Define Banach space
H˜1(Ω) :=
{
v ∈ H1(Ω) :
ˆ
Ω
v(x)dx = 0
}
, ‖v‖H˜1(Ω) := ‖∇v‖L2(Ω),
thanks to Poincare´ inequality. Introduce the bilinear form
B(φ, v) :=
ˆ
Ω
[∇φ · ∇v + (E · ∇φ)v]dx, ∀v ∈ H˜1(Ω)
and the linear functional
F (v) :=
ˆ
Ω
gvdx, ∀v ∈ H˜1(Ω).
By Poincare´ inequality we have, for all v ∈ H˜1(Ω),∣∣ˆ
Ω
(E · ∇φ)vdx
∣∣ ≤ ‖E‖∞‖∇φ‖2‖v‖2 ≤ Cp‖E‖∞‖∇φ‖2‖∇v‖2,
∣∣ˆ
Ω
gvdx
∣∣ ≤ ‖g‖2‖v‖2 ≤ Cp‖g‖2‖∇v‖2,
where Cp is the Poincare´ constant. Then we can see that F is continuous in H˜
1(Ω) with
‖F‖[H˜1(Ω)]∗ ≤ Cp‖g‖L2(Ω),
and B is continuous and coercivity in H˜1(Ω)∣∣B(φ, v)∣∣ ≤ (1 + Cp‖E‖∞)‖∇φ‖L2(Ω)‖∇v‖L2(Ω),∣∣B(φ, φ)∣∣ ≥ (1− Cp‖E‖∞)‖∇φ‖2L2(Ω),
provided ‖E‖∞ ≪ 1 is small enough. Lax-Milgram Theorem indicates that for given g ∈ [H˜1(Ω)]∗,
(A.16) has a unique weak solution φ ∈ H˜1(Ω) satisfying (A.17) for p = 2.
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Then we may employ the standard method of elliptic theory, as shown in the proof of Lemma
A.2, to establish solvability of strong solutions in W 2,p(Ω) and uniform estimate (A.17). We omit
the details for brevity. 
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