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Abstract 
Deciphering the structural and energetic determinants of protein-RNA 
interactions harbors the potential to understand key cell processes at 
molecular level, such as gene expression and regulation. With this 
purpose, computational methods like docking aim to complement 
current biophysical and structural biology efforts. However, the few 
reported docking algorithms for protein-RNA interactions show limited 
predictive success rates, mainly due to incomplete sampling of the 
conformational space of both the protein and the RNA molecules, as 
well as to the difficulties of the scoring function in identifying the 
correct docking models. Here, we have tested the predictive value of a 
variety of knowledge-based and energetic scoring functions on a 
recently published protein-RNA docking benchmark and developed a 
scoring function able to efficiently discriminate docking decoys. We 
first performed docking calculations with the bound conformation, 
which allowed us to analyze the problem in optimal conditions. We 
found that geometry-based terms and electrostatics were the most 
important scoring terms, while binding propensities and desolvation 
were much less relevant for the scoring of protein-RNA models. This is 
in contrast with what we observed for protein-protein docking. The 
results also showed an interesting dependence of the predictive rates on 
the flexibility of the protein molecule, which arises from the observed 
higher positive charge of flexible interfaces and provides hints for 
future development of more efficient protein-RNA docking methods. 
Keywords 
Protein-RNA interactions; structural modelling; computational 
docking; scoring functions; residue-ribonucleotide potentials 
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1 Introduction 
Protein-RNA interactions are involved in all major processes that occur 
during gene expression. Therefore, the structural determination of the 
specific complexes formed between proteins and RNA molecules is 
essential to gain a better understanding of the basis of molecular 
biology and cellular function. Advances in the structural 
characterization of protein-RNA interactions have accelerated in the 
past decade, with major milestones accomplished, such as the structural 
determination of the ribosome and part of the spliceosome [1–7]. In 
spite of the advances, there is a clear underrepresentation of protein-
RNA structures in the Protein Data Bank [8] given that the 
experimental structural determination of these complexes at high 
resolution is still challenging and much more difficult than that of the 
isolated components. In this line, computational approaches for the 
structural modelling of protein-RNA complexes are strongly required 
in order to complement existing experimental data on protein-RNA 
interactions of interest. One promising tool is computational docking, 
which has been extensively applied to the structural modelling of 
protein-protein interactions of biological relevance [9,10]. The 
inclusion of a protein-RNA target in the Critical Assessment of 
Prediction of Interactions (CAPRI) [11] showed for the first time, in a 
systematic way, the potential application of protein-protein docking 
methods for predicting the structure of a protein-RNA complex [12]. 
However, most computational efforts have focused on the 
characterization of protein-RNA interfaces [13]. Given the scarcity of 
available protein-RNA structures, the initial protein-RNA docking 
approaches were only evaluated in small data sets, which compromised 
the reliability of their predictions [14–18]. In this regard, our laboratory 
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published one of the first two protein-RNA docking benchmarks [19], 
which provided the opportunity for a more exhaustive evaluation and 
optimization of existing protein-RNA docking protocols, and 
constituted a good framework to develop new ones [20–22]. 
Nevertheless, the number of reported studies on the development of 
protein-RNA docking and scoring algorithms is still very limited, and 
they have not always been tested in realistic conditions, that is, on a 
sufficient large set of cases using only the structures (or models) of the 
unbound conformations. Therefore, further systematic analyses are 
required. In this context, we have used here the above mentioned 
structural data set in order to explore the limits of rigid-body sampling 
as well as the effectiveness of different energy terms and functions for 
scoring protein-RNA docking models. For the sake of comparison, we 
have also evaluated the same parameters on the protein-protein docking 
benchmark 3.0 [23], which allowed us to identify features that are 
specifically good for the scoring of each type of interaction. The 
combination of the best individual parameters provides an efficient 
scoring function for protein-RNA docking. The detailed analysis 
performed in this work also gives new insights on the recognition 
mechanism of protein-RNA complexes, which is strongly dependent on 
protein flexibility.    
2 Material and methods 
2.1 Protein-RNA docking protocol 
We used the FFT-based docking program FTDock 2.0 [24] for rigid 
body sampling, with no electrostatics, at a grid resolution of 1.2 Å. 
During sampling, the protein was always considered as the static 
receptor, and the RNA molecule as the mobile ligand. The sampling 
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phase generated 10,000 protein-RNA docking poses for each 
benchmark case.  
2.2 Statistical potentials for scoring 
We used the previously calculated pairwise protein-RNA statistical 
potentials [15] to score the generated protein-RNA rigid-body docking 
orientations. For every residue-ribonucleotide pq pair at the interface of 
each docking pose i (considering as pairs those that have at least one 
atom within 4 Å distance from each other), the corresponding 
propensity value according to its type was assigned. The propensity-
based values of all pairs were summed up to compute the final score of 
the given docking pose i, as shown in Eq. 1. Finally, all docking 
solutions were ranked according to these propensity-based scores. 

pq
stat
pq
stat
i ΔG=ΔG                 (1) 
For the sake of comparison, success rates of pairwise protein-
protein statistical potentials in the scoring of bound protein-protein 
rigid body docking poses were extracted from the previous work of 
Pons et al., 2011 [25].   
2.3 Energy evaluation of docking poses 
Rigid-body docking orientations were also scored by using pyDock 
binding energy, which is composed of electrostatics, desolvation, and 
van der Waals terms (Eq. 2-5). The pairwise electrostatics potential 
(Eq. 2) is based on the Coulombic electrostatics energy with a distance-
dependent dielectric constant (ε = 4.0r), which was explicitly calculated 
for all intermolecular ij atom pairs, with q atomic charges from 
AMBER 94 force field [26]. Pairwise interaction energy values were 
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truncated to a maximum and minimum of +1.0 and −1.0 kcal/mol, 
respectively (in order to avoid excessive dependence on incorrect 
geometries). Desolvation energy (Eq. 3) represents the effective water-
to-interface atomic desolvation energy of protein and RNA molecules 
and it is based on the atomic buried surface areas (BSAs) upon binding, 
with atomic desolvation parameters (ADPs) originally optimized for 
rigid-body protein-protein docking [27] and then adapted for protein-
RNA complexes [28]. The Lennard-Jones van der Waals energy (Eq. 4) 
was explicitly calculated for intermolecular atom pairs (i and j atoms 
from protein and RNA molecules, respectively), with atomic 
parameters for equilibrium radii (r) and well depth (e) from AMBER 
94 force field [26]. Atomic interaction energy values were truncated to 
a maximum of 1.0 kcal/mol (again to avoid excessive noise from the 
docking of rigid-body surfaces). The finally used pyDock energy 
function [29] is defined in Eq. 5, where EVDW is weighted by WVDW = 
0.1.  
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2.4 Explicit consideration of shape complementarity 
for scoring 
As previously reported, the use of shape complementarity for the 
scoring of protein-RNA docking poses can improve the predictive rates 
[15]. Here we scored the rigid-body docking orientations by using the 
FTDock 2.0 SCscore, which is a correlation score representing the 
shape complementarity of the components represented as a discrete 3D 
grid [24]. We then aimed to combine the SCscore with the 
electrostatics and van der Waals energy terms. Since the variation of 
the distribution of values for these three terms ranged in the same order, 
we decided not to use any weighting factor to avoid potential over-
fitting problems. Therefore, the three terms were combined in a single 
scoring function simply by adding the scores, after changing the sign of 
the SCscore values to be consistent with the other terms (Eq. 6).  
SCscoreEE=E VDWEleComb                              
(6) 
2.5 Benchmarking and evaluation of scoring results 
The performance of the different scoring functions analyzed here for 
bound protein-RNA docking was evaluated on the 106 cases from the 
protein-RNA docking benchmark v1.0 [19], using the bound structures. 
The benchmark set is composed of experimental protein-RNA complex 
structures, in which the unbound protein had available structure (or 
could be homology-based modeled). It includes 5 unbound-unbound, 4 
unbound-pseudo-unbound, 62 unbound-bound, 5 unbound-model, 8 
model-unbound, 19 model-bound and 3 model-model cases. The 
benchmark covers all major functional categories and contains cases 
with different degrees of difficulty for docking, as far as protein and 
RNA flexibility is concerned. The benchmark set and more detailed 
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information are available online (https://life.bsc.es/pid/protein-rna-
benchmark/). On the other hand, the unbound protein-RNA docking 
was tested on a subset of cases from the same benchmark for which the 
unbound or modelled structures are available for both protein and RNA 
components. In particular, this “unbound” data set comprises a mixture 
of 5 unbound-unbound, 4 unbound-pseudo-unbound, 5 unbound-model, 
8 model-unbound and 3 model-model cases. The total of 25 "unbound" 
cases were grouped in 6 easy, 13 medium and 6 difficult cases, defined 
according to the unbound-to-bound conformational deformation of their 
interfaces as those cases with protein and RNA average interface 
RMSD below 2.5 Å, between 2.5 and 5.0 Å, and above 5.0 Å, 
respectively [19]. For comparison, protein-protein docking calculations 
were evaluated on the protein-protein docking benchmark 3.0 [23]. 
The assessment of the docking solutions was done by calculating 
the ligand root-mean-square deviation (ligRMSD) with respect to the 
reference complex structure, defined as the RMSD between the P atoms 
of the docking and reference RNA molecules, after superimposing the 
Cα atoms of the docking and reference protein molecules. In oligomeric 
proteins, in which additional molecules of RNA could bind in 
symmetric sites, we calculated the ligRMSD with respect to all the 
different symmetric positions and chose the smallest value. The 
docking solutions were classified as excellent-accuracy (ligRMSD ≤ 1 
Å), high-accuracy (ligRMSD ≤ 2 Å), medium-accuracy (ligRMSD ≤ 5 
Å), acceptable (ligRMSD ≤ 10 Å), or incorrect (ligRMSD > 10 Å). 
Then, the predictive success rates for a given scoring function were 
computed as the percentage of cases within the corresponding 
benchmark set in which an acceptable (or any other accuracy criteria) 
docking solution was found within the top N docking models as sorted 
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by such scoring function. For comparison, we computed the success 
rates expected by random based on aleatory permutation of the rank of 
the generated docking solutions for each case. 
3 Results 
3.1 Rigid body sampling on bound and unbound 
protein-RNA docking 
The predictive success of a docking scoring function strongly depends 
on the sampling procedures and their ability to generate near-native 
solutions. We used here FTDock 2.0 [24] to generate rigid-body 
docking orientations for protein-RNA complexes under both optimal 
and realistic conditions. We first calculated the number and the quality 
of the near-native solutions generated by using the bound coordinates 
for both protein and RNA molecules, that is, in optimal conditions. Out 
of the 106 cases that compose the protein-RNA docking benchmark 
v1.0 [19], we found that FTDock is able to generate acceptable 
solutions in 95% of the cases, and high-accuracy solutions in 84% of 
the cases. The difficulties of these cases in finding high-accuracy 
docking solutions could be related to their smaller interface size. 
Indeed, 53% of these difficult cases had BSA smaller than 800 Å
2
 (for 
comparison, only 18% of the cases with high-accuracy solutions had 
BSA < 800 Å
2
). This could be associated to lower binding affinity or 
less specific binding. In any case, increasing the number of docking 
poses up to 100,000 by running FTDock with different initial random 
rotations for the interacting molecules did not help to find any high-
accuracy solution in those difficult cases. When tested on the more 
realistic set of "unbound" cases of the benchmark [19], FTDock was 
able to generate acceptable solutions in only 44% of the cases, which 
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corresponded to  3 easy (out of 6), 6 medium (out of 13) and 2 difficult 
(out of 6) cases. On the other hand, it was unable to find any high-
quality solution within the set, underlying the fact that conformational 
sampling could be the most challenging step in blind protein-RNA 
docking.  
3.2 Decoy discrimination by different energy terms in 
bound protein-RNA docking  
We further explored the effectiveness of the different energy terms and 
functions for the scoring of protein-RNA poses in those bound docking 
cases in which FTDock generated at least one high-accuracy solution 
(Fig. 1A; Supplemental Table S1). Strikingly, the desolvation energy 
term showed very low predictive success rates. The pairwise 
propensities also showed a quite low success rate, with only around 
16% cases with a predicted high-accuracy solution within the top 10 
predictions. In contrast, the terms related to shape or structural 
complementarity, such as the FTDock scoring function (the SCscore) 
or the van der Waals energy term, achieved the highest success rates, 
with 54% and 67% successful cases respectively, i.e. containing at least 
a high-accuracy docking solution (see Methods), within the top 10 
predictions. We noted that electrostatics scoring was surprisingly less 
efficient than FTDock and van der Waals, with 40% successful cases 
within the top 10 predictions. 
Then we directly combined the most effective scoring terms 
(FTDock SCscore, van der Waals, and electrostatics) into a new 
protein-RNA scoring function (Eq. 6) that achieved the highest success 
rate, with 72% successful cases within the top 10 predictions (Fig. 1A; 
Supplemental Table S1). This combined function clearly outperformed 
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the protein-protein scoring function pyDock scoring function, which is 
composed of electrostatics and desolvation energy terms with a 
minimal consideration of van der Waals energy [27].  
 
[INSERT FIG. 1 HERE] 
 
3.3 The scoring success highly depends on the quality 
and quantity of the generated near-native 
solutions  
We evaluated the success rate of our combined scoring function 
according to the quality of the best near-native solutions generated by 
FTDock. As illustrated in Fig. 2A, we found that success rate is 
strongly affected by the presence of high-quality models within the 
pool of 10.000 protein-RNA docking solutions generated by FTDock 
(Supplemental Table S1). The combined scoring function is able to 
identify a near-native solution within the top 10 predictions in around 
80% of the cases containing only excellent-accuracy docking solutions 
within the docking pool. The performance is also good when there are 
only high-accuracy solutions, but its effectiveness dramatically drops 
when the docking pools contained only medium or acceptable near-
native solutions. Indeed, the combined scoring function is able to 
identify acceptable solutions within the top 10 predictions in only 20% 
of the cases containing only acceptable solutions within the total 
number of docking poses, that is, excluding cases of better quality.  
We also evaluated the success rates of the combined score 
according to the number of high-accuracy solutions generated by 
FTDock (Fig. 2B). We found that success rates dramatically dropped in 
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those cases in which only one high-accuracy near-native solution was 
generated (Fig. 2B, blue bars).       
 
[INSERT FIG. 2 HERE] 
 
3.4 Decoy discrimination according to protein 
flexibility 
Since the structure (or a model) of the unbound protein was available 
for all the 106 benchmark cases, we analyzed whether the success rates 
of the combined scoring function depended on the flexibility of the 
RNA-binding proteins, despite using the bound coordinates of these 
proteins. For this, we grouped the 89 benchmark cases with at least one 
high-accuracy docking solution generated by FTDock, according to the 
conformational differences between the unbound and bound protein 
structures, as rigid (i.e. cases in which RMSD between the unbound 
and bound protein conformations is less than 2.5 Å), medium 
(unbound-bound protein RMSD between 2.5 and 5 Å) and highly 
flexible cases (unbound-bound protein RMSD > 5 Å). Interestingly, 
medium flexible cases yielded better predictive values than rigid or 
highly flexible cases (Fig. 3A). To study in more detail these results, 
we analyzed the predictive performance of each individual scoring term 
according to protein flexibility. Interestingly, when docking poses were 
scored only by electrostatics, we found clearly better predictive success 
rates for the highly flexible cases (Fig. 3B), while when docking poses 
were scored only by FTDock default function, predictions for highly 
flexible cases were clearly worse than for rigid or medium flexible 
cases (Fig. 3C). The predictive results when scoring only by van der 
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Waals energy term showed the same trends as the FTDock SCscore, 
but they did not depend as much on unbound-bound protein flexibility 
(Fig. 3D). We could not perform a similar analysis on the RNA 
flexibility given that only 25 of the 106 benchmark cases had an 
available structure (or a good model) for the unbound RNA. 
 
[INSERT FIG. 3 HERE] 
 
3.5 Decoy discrimination in the unbound docking set 
In a more realistic test, when using the unbound cases of the 
benchmark, FTDock generated acceptable or medium-accuracy 
docking solutions in 11 and 2 cases (out of 25), respectively. However, 
it was unable to generate high-accuracy solutions in any of the cases. 
We tested our combined scoring function in these challenging 
conditions (Table 1). The scoring function was able to identify an 
acceptable solution within the top 10 predictions for only one case. 
This case (PDB 1EFW) was probably the easiest case, according to the 
unbound-to-bound conformational flexibility of the interacting 
molecules, since it was the only one in which both the protein and the 
RNA molecules have unbound-bound RMSD < 2 Å. Consistently, this 
was one of the only two cases in which the total docking pool contained 
at least a medium-accuracy docking solution (Table 1). This confirms 
the strong dependency of the scoring success on the quality of the 
generated near-native solutions (as previously described in bound 
docking conditions). These results are comparable to those obtained in 
a recent study [30], in which different protein-RNA docking methods 
were run on the same set of 5 unbound-unbound cases contained within 
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our "unbound" set (1ASY, 1DFU, 1OB2, 1R3E, 2FMT). They could 
find near-native solutions in up to 3 of the 5 unbound-unbound cases, 
with a global best rank of 116 (in our case, we found near-native 
solutions in 3 of the 5 unbound-unbound cases, with a best rank of 35). 
In addition, we ran all the 25 cases of our unbound docking set with the 
NPDock server [22], but in none of the cases it found a near-native 
solution within the final docking solutions provided by the server (up to 
3). This confirms the challenging nature of the unbound protein-RNA 
docking problem. 
 
[INSERT TABLE 1 HERE] 
4 Discussion 
4.1 Comparison of the scoring determinants for 
protein-RNA and protein-protein docking 
In order to elucidate the predictive capabilities of the different energy 
terms and scoring functions in optimal structural conditions, we first 
used rigid-body docking solutions generated from the bound 
components of a benchmark set of protein-RNA complexes. One of our 
main objectives was to evaluate the discriminative power of our 
previously described residue-ribonucleotide pairwise statistical 
potentials [15], with the hope that they could be more tolerant to 
conformational changes in the more realistic unbound protein-RNA 
docking. Unfortunately, the results indicated that they have a very low 
predictive value even in bound docking conditions (Fig. 1A). One 
possible reason is the fact that for each amino acid type, the binding 
propensities were not significantly different among the four different 
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ribonucleotides [15]. Therefore, while pairwise propensities can be 
useful to correctly identify the RNA binding sites on proteins, as 
previously shown [31], different orientations of RNA molecules that 
are bound to the correct protein surface are similarly scored. Thus, the 
use of these pairwise propensities seems too noisy for protein-RNA 
docking scoring. Contrarily, in protein-protein docking, residue-residue 
pairwise propensities showed a statistically significantly better 
predictive value, indicating a higher specificity in the residue-residue 
contacts than in the residue-ribonucleotide ones (Fig. 1B).  
On the other hand, our results indicate that the FTDock score and 
van der Waals energy, when considered individually, had significantly 
better predictive rates for protein-RNA bound docking than for protein-
protein docking (Fig. 1). Indeed, the FTDock score capabilities for 
protein-RNA docking were previously suggested on a much more 
limited set of cases [15]. Therefore, these results indicate an essential 
and distinctive role of shape and structural complementarity in protein-
RNA association, where the lack of clear preferences of amino acids to 
bind different ribonucleotides could be compensated by geometric 
constraints that could define for instance H-bonding patterns for 
specific recognition. Interestingly, electrostatics had slightly better 
predictive rates for the scoring of protein-RNA docking poses, while 
the desolvation energy term showed better success rate for protein-
protein docking (Fig. 1). Taking all of the above into consideration, the 
behaviour of all these energy terms for the scoring of protein-RNA and 
protein-protein docking poses explains why our combined scoring 
function (composed of the FTDock score, electrostatics and van der 
Waals energy terms) and the pyDock scoring function (basically 
composed of the electrostatics and desolvation energy terms) have 
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different success rates for the scoring of either protein-RNA or protein-
protein complexes (Fig. 1). The predictive capabilities of the combined 
scoring function show that the simple integration of these 
complementary terms is beneficial for the scoring of protein-RNA 
docking poses. Future work will focus on the optimization of this 
combined function to further improve the predictive success rates for 
realistic protein-RNA docking. 
4.2 The role of electrostatics in protein-RNA binding 
depends on protein flexibility 
We found here that the role of electrostatics in protein-RNA bound 
docking is strongly dependent on the unbound-to-bound conformational 
flexibility of the RNA-binding proteins. Indeed, electrostatics was 
especially successful for the highly flexible cases (Fig. 3B). Based on 
that, one would expect that in highly flexible cases the electrostatics 
contribution to binding affinity is much more important than in rigid or 
medium flexible cases. This would be consistent with a situation in 
which highly flexible proteins would have a larger enthalpic 
contribution to compensate for the larger conformational entropy 
penalization. Electrostatics could provide this general enthalpic gain, 
since it is more tolerant to conformational flexibility as compared to 
other terms like van der Waals or hydrogen bonding. To confirm this, 
we studied the number and type of charged residues at the RNA-
binding sites in proteins, according to their flexibility. We defined the 
interface net charge as the difference between the number of positively-
charged Arg/Lys and negatively-charged Asp/Glu protein residues that 
are found within 5 Å from the RNA molecule (Supplemental Table S2). 
Fig. 4 shows the distribution of the interface net charge values for the 
different groups of proteins according to unbound-to-bound flexibility. 
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As much as 81% of the highly flexible proteins have RNA-binding 
interfaces with larger positive net charge (i.e. > +5), as compared to 
52% of the medium flexible or rigid proteins. Interestingly, although 
rigid proteins have less positive interfaces in average, the range of the 
distribution is broader, with a few extreme cases, from the most 
positively charged (1C9S and 2GIC, both involving large protein 
oligomers) to the more negatively charged ones (1EIY, a tRNA-
synthetase from Thermus Thermophilus). The higher percentage of 
positively charged interfaces in the flexible proteins were not caused by 
a larger interface size, since flexible proteins had in general smaller 
interfaces than the rigid ones (see section 4.4; Supplemental Table S2). 
All these findings are consistent with the above mentioned hypothesis 
that protein-RNA interfaces involving flexible proteins are more 
electrostatic. 
 
[INSERT FIG. 4 HERE] 
 
Fig. 5 shows two examples of protein-RNA complexes 
involving rigid and high flexible proteins, respectively. The more 
flexible case has a higher proportion of Arg/Lys residues, which yields 
a more positive interface and more favourable electrostatics.  
 
[INSERT FIG. 5 HERE] 
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4.3 OPRA-based predictions on proteins shows more 
favourable RNA-binding patches on highly flexible 
proteins 
We applied OPRA predictions [31] to all available unbound 
coordinates of the proteins in the protein-RNA docking benchmark 
[19]. As shown in Fig. 6, we found a clear better success rate for OPRA 
predictions in the highly flexible proteins, despite the fact that we used 
the unbound coordinates of these proteins, and therefore their 
conformations were different from those in the native interface. As 
OPRA predictions are based on residue statistical propensities largely 
related to the electrostatic character of each residue [31], the results are 
consistent with the hypothesis that highly flexible proteins could have 
evolved to have optimal electrostatic patches for RNA recognition to 
compensate conformational entropy penalization. 
 
[INCLUDE FIG. 6 HERE] 
 
4.4 RNA-binding sites of flexible proteins are smaller 
and have less surface complementarity 
We also found that the role of structural complementarity (as defined 
by SCscore) in protein-RNA bound docking is strongly dependent on 
the unbound-to-bound conformational flexibility of the RNA-binding 
proteins. Indeed, the SCscore yielded much worse scoring for the 
highly flexible cases than for the rigid or medium flexible cases, 
despite using the bound coordinates of the protein and RNA 
components (Fig. 3C). Perhaps highly flexible proteins, which rely 
more on long-range electrostatics interactions as above described, do 
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not need to form highly complementary interfaces, which would 
involve a significant entropy penalization. Indeed, the SCscore values 
obtained for the native interfaces of protein-RNA complexes involving 
highly flexible proteins were less favourable in average (246.4 ± 66.2 
a.u.) than those of the complexes involving medium flexible (270.4 ± 
86.1 a.u.) or rigid proteins (285.6 ± 163.2 a.u.). This could indicate that 
protein-RNA interfaces involving highly flexible proteins were in 
average less packed than those of rigid or medium flexible proteins. 
Consistently, we found that none of the highly flexible proteins had a 
large interface (i.e. BSA > 1500 Å
2
). On the contrary, 12% of the 
medium flexible proteins, and 28% of the rigid ones had such large 
interfaces, with a few rigid proteins showing the largest interface size 
among all cases (e.g. 1C9S and 2GIC, both involving large protein 
oligomers). Accordingly, scoring by van der Waals energy alone was 
also worse for cases involving highly flexible proteins (Fig. 3D). 
However, the difference in performance according to unbound-to-
bound conformational flexibility was not as large as that yielded by 
SCscore scoring (Fig. 3C), perhaps due to the noisier character of the 
van der Waals scoring.  
4.5 Present and future challenges in protein-RNA 
docking 
We found here that a combination of structural complementarity and 
electrostatic parameters is successful for the scoring of easy protein-
RNA docking cases. However, given that most of the known protein-
RNA complexes involve significant local and global conformational 
changes [32–34], further improvement in the sampling and scoring 
methodology is much needed. One possibility is that scoring functions 
could integrate more coarse-grained parameters to deal with 
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inaccuracies derived from sub-optimal conformational sampling in 
unbound protein-RNA docking. Although we have found here that the 
use of low-resolution (or residue-level) pairwise propensities is noisy, 
other previously reported medium resolution propensities could be 
more effective [16,17] and it remains to be seen whether they could 
complement the energy terms described in this work.  We also found 
that scoring (either atomic or coarse-grained) becomes extremely 
challenging for evaluating solutions that differ more than 5 Å RMSD 
from the bound structures. Thus, despite some scoring schemes have 
been previously reported to successfully discriminate docking decoys 
in the presence of multiple high-quality models derived from perturbing 
the original complex structures, their efficiency might decrease in more 
realistic conditions [17,18,20–22]. In this context, one of the future 
major challenges for protein-RNA docking will be modelling the 
flexibility of the protein or RNA molecules, which should involve a 
combination of techniques, such as molecular dynamics or normal 
mode analysis. While major efforts have been made to study protein 
dynamics during the last decades, biophysical and computational 
approaches have just begun to shed light on the complexity of RNA 
dynamics. Modeling the flexibility of RNA molecules requires different 
parameterization than that used for proteins [35] and involves two main 
difficulties: the non-ergodic behaviour of RNA and the strong influence 
of ion molecules on the dynamic processes [36]. Despite this big 
challenge, all the accumulated experience on the modelling of the 
structure and dynamics of protein-protein complexes is expected to be 
useful as a framework that will accelerate the development of efficient 
docking algorithms for protein-RNA interactions.   
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5  Conclusions 
We have developed and tested a new protein-RNA docking protocol 
using FTDock to generate docking poses, which are subsequently 
scored by a combined function, composed of the FTDock score and the 
pyDock electrostatics and van der Waals energy terms. This combined 
scoring function showed good discrimination of near-native docking 
poses in bound docking, but for the more realistic unbound docking, the 
scoring success strongly depended on the quantity and quality of near-
native solutions generated. Thus, one of the major challenges in 
protein-RNA docking is to improve the description of the 
conformational flexibility of the interacting molecules. Compared to 
protein-protein interactions, protein-RNA interactions show lack of 
specificity for residue-ribonucleotide contacts, which seems to be 
compensated by a higher shape complementarity that could define 
specific H-bonding patterns. Interestingly, the RNA recognition 
mechanism seems to depend on the protein flexibility. Protein-RNA 
complexes involving rigid proteins show larger and more packed 
interfaces, while those involving flexible proteins show more positively 
charged interfaces but not as large in size as those of the rigid proteins. 
Thus, electrostatics is found to play a major role in highly flexible 
RNA-binding proteins, likely to compensate the strong conformational 
entropy penalization, while structural complementarity is more 
determinant in rigid RNA-binding proteins, in which conformational 
entropy penalization is much smaller. 
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Figure Legends 
 
Figure 1. Predictive success rates for different scoring functions on 
docking poses generated for bound protein-RNA (A) and protein-
protein (B) benchmark data sets. For each scoring function, the 
percentage of cases with high-accuracy docking solutions within the top 
N number of predictions is shown. The following scoring functions are 
shown: FTDock-SCscore (purple), residue-ribonucleotide statistical 
propensities (red), electrostatics (yellow), desolvation (green), van der 
Waals (brown), combined scoring (cyan), pyDock (grey), random 
(black). Only those cases in which FTDock generated at least one high-
accuracy solution were considered.  
 
Figure 2. Success rates of the combined scoring function for 
protein-RNA docking poses as a function of the quality of the near-
native docking models contained in the docking sets. (A) Percentage 
of cases in which a near-native solution is found within the top 1, 5 or 
10 predictions considering only the cases with excellent-accuracy 
docking solutions (blue), high-accuracy or worse (red), medium-
accuracy (yellow) or acceptable (green). (B) Percentage of cases in 
which a high-accuracy docking solution is found within the top 1, 5 or 
10 predictions among the cases containing a total of one (blue), between 
one and five (red), or more than five (yellow) high-accuracy docking 
solutions. 
 
Figure 3. Success rates for different scoring functions on the 
benchmark cases as grouped according to the unbound-to-bound 
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conformational flexibility of the protein. (A) Combined score. (B) 
Electrostatics. (C) FTDock SCscore. (D) Van der Waals. Results for 
rigid proteins (blue), medium flexible proteins (red), and high flexible 
proteins (green) are shown. Only those cases in which FTDock 
generated at least one high-accuracy solution were considered. 
 
Figure 4. Distribution of interface net charge of native protein-RNA 
interfaces according to the unbound-to-bound conformational 
flexibility of the protein. The histogram bar values show the 
normalized population for each range of interface net charge values. A 
smoothed curve representing the values has been added for a clearer 
visualization. 
 
Figure 5. Location of positively (blue) and negatively (red) charged 
residues at protein-RNA interfaces in two examples. (A) A rigid 
case: PDB code 1N78 (interface net charge +2). (B) A highly flexible 
case: PDB code 1OOA (interface net charge +8). 
 
Figure 6. OPRA predictive rates on the unbound proteins of the 
protein-RNA docking benchmark according to the unbound-to-
bound conformational flexibility of the protein. Results for rigid 
proteins in blue, medium flexible proteins in red, and high flexible 
proteins in green. 
 
 
Table 1. Results for scoring with the unbound docking set 
Complex
a
 Receptor
b
 Ligand
b
 Rank
c
 RMSD
d
 fnat
e
 
1DFU_p:n,m (2) 1B75_a (4.3) 364D_b,c (3.3) >1000 9.8 (9.8) 0.05 
1R3E_a:c,d,e (3) 1ZE1_a (5.2) 1EHZ_a (2.7) 562 9.0 (7.1) 0.36 
2FMT_a:c (1) 1FMT_a (1.2) 3CW5_a (2.9)   32 8.1 (7.9) 0.27 
1EFW_a:c (1) 1L0W_a (1.3) 1C0A_b (1.6)     7 4.2 (4.2) 0.57 
2DRA_a:b (1) 1R89_a (1.9) 1VFG_d (3.0)f   83 9.9 (4.5) 0.23 
1FEU_a:b,c (2) 1NJP_t (4.4)f 1A4D_a,b (5.0) 816 9.2 (5.9) 0.28 
1HQ1_a:b (2)  1KVV_a (1.2)f 1CQL_a (9.5) >1000 10.0 (10.0) 0.45 
2V3C_c:m (3) 3DM5_a (13.0)f 1Z43_a (1.7) >1000 9.4 (9.4) 0.00 
2ZKO_a,b:c,d (2) 2Z0A_b (1.0)f 2ZI0_c,d (4.4) >1000 7.9 (7.6) 0.33 
1VFG_a:c (2) 3H38_a (4.0)f 1EIY_c (3.1)f >1000 8.6 (8.6) 0.10 
2DU3_a,b,c,d:e,f (2) 2DU7_a,b,c,d (4.5)f 2ZZN_d (3.1)f >1000 8.0 (8.0) 0.17 
 
a 
PDB code of the protein-RNA complex. Protein and RNA chains are separated by 
colon. In brackets, each case is classified as easy (1), medium (2) and difficult (3), 
according to the RMSD of the P and Cα atoms composing the interface [17]. 
b
 PDB 
code of the protein and RNA subunits, followed by chain IDs. Numbers in brackets 
correspond to RMSD (Cα atoms for protein and P atoms for RNA) with respect to the 
bound reference structure. 
c
 Best rank of any acceptable solution. 
d
 RMSD between 
the P atoms of the RNA molecule in the best-ranked acceptable solution and the 
corresponding P atoms of the bound structure, after superimposing the Cα atoms  of 
the protein onto the corresponding ones of the native complex (ligRMSD). In 
brackets are shown the best ligRMSD of any acceptable solution within the total pool 
of generated solutions (in bold are shown the only two cases with a medium-accuracy 
solution).
e
 Fraction of native contacts, defined as the number of native (correct) 
residue-ribonucleotide contacts (i.e. if any of their atoms were within 5Å distance) in 
the docking model divided by the number of contacts in the reference complex 
(native). 
f 
PDB code of the templates used to build the models. 
 






Supplemental Table S1: Scoring results for the bound docking, only cases with high-accuracy 
docking solutions. 
Complex PDB, number of hits (high-accuracy docking solutions), best ligRMSD (Å) of any docking solution 
with respect to reference complex, best rank for any high-accuracy docking solution according to the 
indicated scoring function. 
   
Rank   
complex hits best RMSD FTDock-SCscore electrostatics desolvation van der Waals propensities pyDock combined 
1ASY 3 0.68 32 1667 4901 1 100 1888 1 
1B23 3 0.82 103 646 2403 1 2263 766 7 
1B7F 3 1.09 1 1 1 1 1 1 1 
1C0A 3 0.76 1 238 5556 1 4346 445 1 
1C9S 3 0.80 1 1 50 77 118 1 1 
1DDL 4 1.23 107 526 1870 8 499 398 33 
1DFU 3 1.08 25 78 4493 1 276 77 1 
1DK1 3 1.04 1 6 5572 69 35 13 1 
1E7K 3 0.97 77 73 1128 168 930 55 4 
1EC6 1 1.83 2 59 2296 2 5 20 3 
1EFW 3 0.77 72 78 7179 11 4860 116 13 
1EIY 3 1.08 1059 7018 9824 1 3319 7404 3512 
1EKZ 3 1.35 474 2216 307 4436 1741 1523 1281 
1F7U 3 1.05 1 1 7063 1 4198 1 1 
1FEU 3 1.20 1 325 6919 1 1263 414 1 
1FXL 8 1.04 2 1 176 1 2 1 1 
1H3E 2 1.30 7493 2 8463 8299 1649 3 197 
1H4S 2 1.24 11 380 738 14 348 465 4 
1HC8 3 1.00 1 185 3871 1 1730 183 1 
1HQ1 3 1.02 5 1219 550 1 110 1157 21 
1J1U 7 1.00 1 196 1 166 366 183 1 
1J2B 3 0.87 1 1 9922 1 9998 1 1 
1JBR 3 1.33 116 615 582 110 467 612 124 
1K1G 2 1.88 1 6 27 91 211 1 1 
1K8W 3 1.04 1 1 4195 1 89 1 1 
1KOG 1 1.91 156 219 369 913 2721 264 127 
1KQ2 15 0.97 2 36 1 2 1 1 1 
1LNG 3 1.28 3 15 1267 1294 25 18 1 
1M5O 3 0.82 14 1802 798 1 1333 1739 385 
1M8V 3 1.37 56 670 53 191 572 572 603 
1M8W 17 0.66 1 81 6 4 13 1 1 
1MFQ 3 0.92 82 9002 1180 4 4632 8409 5294 
1MJI 1 1.49 25 110 6992 1 233 138 18 
1MMS 3 0.83 6 7 1548 1 1234 4 1 
1N78 3 0.92 1 8 5723 1 728 42 1 
1OB2 3 1.27 195 817 1950 3 2018 651 129 
1OOA 3 1.11 71 1 4622 10 4 1 1 
1Q2R 2 1.81 2 1 2588 5 2 1 1 
1QF6 3 1.32 1 90 6233 1 5394 194 1 
1QTQ 3 1.13 1 2 9998 1 6947 2 1 
1R3E 4 0.90 75 5 3639 1 42 3 1 
1RLG 2 1.07 182 1112 421 2663 29 1346 662 
   
Rank   
complex hits best RMSD FTDock-SCscore electrostatics desolvation van der Waals propensities pyDock combined 
1T0K 1 1.26 2949 72 80 47 3780 23 11 
1T4L 3 0.89 235 85 1760 480 588 29 4 
1U0B 3 1.25 43 41 6557 1 1173 169 1 
1U63 2 0.98 105 99 4702 1 632 122 33 
1WNE 3 0.61 2 19 9705 1 818 94 1 
1WPU 7 0.72 10 274 396 40 471 238 130 
1YVP 3 0.80 5 1 3279 1 2083 1 1 
2AD9 10 1.37 33 1 191 2 39 1 4 
2ADB 5 1.21 5 1 677 297 162 3 1 
2ASB 3 1.44 1 4 16 1 1698 1 1 
2AZ0 1 1.41 1 48 8522 10 538 122 1 
2B3J 7 1.03 11 3 712 3 87 1 1 
2BGG 3 1.27 1 9 810 292 333 5 1 
2BH2 3 1.06 1 1 3988 490 46 1 1 
2BTE 3 1.28 13 115 3513 1 4693 107 1 
2C0B 1 1.77 119 30 2150 24 97 30 26 
2CSX 3 0.83 15 575 1685 1 2407 713 12 
2CZJ 2 1.45 25 1 1615 11 158 1 1 
2DB3 5 1.60 129 3 2566 4 226 17 2 
2DER 3 0.87 1 44 6002 1 149 42 1 
2DLC 2 1.98 2533 1443 925 4333 6527 1148 1608 
2DRA 3 1.00 2 175 4489 1 1472 234 1 
2ERR 7 1.05 1 109 1 7 25 6 1 
2F8K 1 1.91 61 8 4427 1940 20 24 11 
2FK6 1 1.81 21 4 4396 5 579 3 2 
2FMT 3 1.32 12 1 7343 1 22 1 1 
2FY1 3 0.96 1 1 69 78 8 1 1 
2GJW 3 0.82 1 21 4049 746 35 12 1 
2HGH 3 1.34 36 1 7684 584 545 1 1 
2HW8 3 1.41 1 19 2515 7 378 21 1 
2I82 3 1.29 2 1 3513 1 23 1 1 
2I91 2 1.23 1 1 9959 1 5 1 1 
2IPY 2 1.30 21 1 2616 1 61 1 1 
2IX1 3 1.20 1 33 398 1 9 3 1 
2JPP 4 0.69 2 1 1449 2 7 1 1 
2NUG 3 1.35 1 407 5583 1 136 540 1 
2QUX 4 1.15 1 17 2733 1 189 6 1 
2R7R 2 1.49 26 1 413 4 5 2 5 
2R8S 3 0.86 4 14 1971 49 1074 1 1 
2V3C 3 1.20 50 467 9494 1 327 813 81 
2ZKO 3 1.21 1 57 5578 1 5746 65 1 
3BO2 3 1.17 47 3229 881 6 4907 3026 1320 
3BSB 8 0.64 1 606 17 5 1 233 3 
3BSO 3 1.45 2 2 9519 1 430 1 2 
3BSX 8 1.23 1 222 14 1 3 2 1 
3BX2 6 1.01 1 9 5 2 2 3 1 
3CIY 1 1.96 162 920 8170 92 1364 1157 67 
 
Supplemental Table S2: Parameters for the native protein-RNA interfaces. 
Complex PDB, number of interface residues, net charge, buried surface area (Å
2
), complex type, 
flexibility type. 
 
complex # interface residues net charge BSA protein type flexibility 
    1ASY 126 +4 2088 1 rigid 
    1DFU 23 +3 815 2 medium 
    1OB2 43 +7 1241 1 flexible 
    1R3E 38 +11 1349 1 flexible 
    2FMT 35 +11 1573 1 rigid 
    1B23 42 +7 1286 1 flexible 
    1MFQ 15 +1 538 5 medium 
    1QTQ 72 +9 2360 1 rigid 
    1U0B 67 +9 2099 1 rigid 
    1B7F 41 +9 1348 9 flexible 
    1C9S 138 +24 16466 9 rigid 
    1DK1 33 +12 1226 2 medium 
    1E7K 18 +3 610 4 medium 
    1EC6 24 +6 873 8 rigid 
    1EIY 142 -6 2143 1 rigid 
    1EKZ 15 +4 596 6 flexible 
    1F7U 76 +11 2591 1 medium 
    1G1X 5 +3 179 2 rigid 
    1H3E 40 +8 1223 1 flexible 
    1H4S 32 +1 1123 1 rigid 
    1HC8 31 +2 990 2 medium 
    1HVU 26 +3 621 9 flexible 
    1JBR 24 +8 702 2 rigid 
    1K8W 39 +6 1407 1 rigid 
    1KOG 23 +2 851 6 rigid 
    1KQ2 27 +13 1358 9 rigid 
    1M5O 27 +4 869 3 rigid 
    1M8V 11 0 309 9 rigid 
    1M8W 27 +5 941 6 rigid 
    1MMS 35 +7 1200 2 medium 
    1N78 68 +2 2064 1 rigid 
    1Q2R 32 +6 1232 1 rigid 
    1SER 34 +12 1095 1 rigid 
    1T0K 15 +3 466 6 rigid 
    1T4L 22 +4 924 4 rigid 
    1U63 24 +8 1135 2 rigid 
    1WNE 44 +1 1426 6 rigid 
    1WPU 24 +3 608 6 rigid 
    1WSU 12 +2 444 6 rigid 
    1YVP 31 +9 1072 9 rigid 
    2AD9 18 +6 617 9 medium 
    2ADB 23 +4 594 9 medium 
    2ADC 52 +11 1497 9 medium 
    
complex # interface residues net charge BSA protein type flexibility 
    2ASB 36 +6 1076 6 rigid 
    2AZ0 31 +4 1090 9 rigid 
    2AZX 58 +10 1958 1 rigid 
    2BGG 24 +4 1008 6 rigid 
    2BH2 59 +11 2067 2 rigid 
    2BTE 54 +5 1628 1 medium 
    2BU1 16 +4 397 7 rigid 
    2C0B 31 +8 989 9 flexible 
    2CZJ 49 +8 1799 6 rigid 
    2ERR 25 +4 840 9 medium 
    2F8K 10 +7 429 9 rigid 
    2FK6 43 +12 1095 1 rigid 
    2GIC 278 +62 10013 7 rigid 
    2GJE 26 +8 859 6 medium 
    2GJW 35 +11 1508 9 rigid 
    2HGH 27 +11 1314 2 flexible 
    2HW8 31 +11 1170 6 flexible 
    2I91 51 +15 1832 2 rigid 
    2IX1 62 +10 1877 10 rigid 
    2PY9 16 +4 492 6 medium 
    2QUX 29 +3 780 7 rigid 
    2R7R 33 +7 890 9 rigid 
    3BO2 24 +3 860 3 rigid 
    3BSB 35 +7 1203 6 rigid 
    3BSO 52 +3 1513 9 rigid 
    3BSX 34 +6 1205 6 rigid 
    3BX2 34 +5 1100 6 medium 
    3CIY 26 +8 1133 9 rigid 
    1C0A 64 +7 2140 1 rigid 
    1EFW 33 +1 1201 1 rigid 
    1J1U 64 +16 1049 1 rigid 
    1J2B 94 +13 3254 1 rigid 
    2DRA 45 +10 1363 1 rigid 
    1FEU 21 +7 789 2 medium 
    1HQ1 17 +5 669 5 rigid 
    1LNG 26 +7 1099 5 medium 
    1OOA 23 +8 951 8 flexible 
    1RKJ 35 +7 1056 2 flexible 
    2R8S 34 0 1181 3 rigid 
    2V3C 43 +7 1371 5 flexible 
    2ZKO 29 +2 1197 9 rigid 
    1DDL 22 +3 572 7 rigid 
    1E8O 13 +5 519 5 rigid 
    1FXL 39 +9 1139 6 flexible 
    1K1G 35 +8 1142 6 flexible 
    1MJI 35 +9 862 2 medium 
    1RLG 19 +1 631 10 rigid 
    1S03 25 +3 833 6 rigid 
    2B3J 54 +7 1011 1 rigid 
    
complex # interface residues net charge BSA protein type flexibility 
    2CJK 41 +7 1165 9 flexible 
    2CSX 31 +5 1023 1 rigid 
    2D6F 45 +3 616 1 medium 
    2DB3 20 +2 492 9 flexible 
    2DER 36 +6 1125 1 medium 
    2DLC 62 -2 999 1 flexible 
    2FY1 26 +8 1072 8 flexible 
    2I82 35 +12 1476 1 medium 
    2IPY 43 +6 1331 6 flexible 
    2JPP 55 +8 970 6 medium 
    2NUG 44 +7 1479 9 flexible 
    1QF6 60 +9 2231 1 medium 
    1VFG 12 +5 422 1 medium 
    2DU3 36 -2 631 1 medium 
     
 
