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Abstract. Orthonormal wavelet expansions are applied to atmospheric surface layer velocity mea- 
surements. The effect of intermittent events on the energy spectrum of the inertial subrange is 
investigated through analysis of wavelet coefficients. The local nature of the orthonormal wavelet 
transform in physical space makes it possible to identify a relationship between the inertial subrange 
slope of the local wavelet spectrum and a simple indicator (i.e. the local variance of the signal) of 
local intermittency buildup. The slope of the local wavelet energy spectrum in the inertial subrange 
is shown to be sensitive to the presence of intermittent events. During well developed intermittent 
events (coherent structures), the slope of the energy spectrum is somewhat steeper than -5/3, while 
in less active regions the slope is found to be flatter than -5/3. When the slopes of local wavelet 
spectra are ensemble averaged, a slope of -5/3 is recovered for the inertial subrange. 
1. Introduction 
During the past three decades, following the publication of Kolmogorov’s refined 
similarity hypothesis in 1962, many studies have focused on the effect of intermit- 
tency on scaling laws in fully developed turbulence. A brief, general review of this 
research can be found in Mahrt and Howell (1994). Praskovsky and Oncley (1994), 
using a large number of atmospheric data sets, examined the effects of intermit- 
tency on the correlation function of energy dissipation and the energy spectrum 
of the longitudinal velocity component. While a correction in case of the correla- 
tion function has been reconfirmed experimentally (e.g. see Anselmet et al., 1984; 
Praskovsky and Oncley, 1994; Katul et al., 1994), no measurable deviation from 
the -5/3 exponent in the inertial subrange spectrum was found. Since intermit- 
tency affects significantly the structure functions, it must have an impact on the 
slope of the energy spectrum too (although not necessarily in the inertial subrange); 
however, this latter case has not been confirmed by experiments. One explanation 
may be that generally this effect is too small for adequate identification in spectra 
(e.g. Praskovsky and Oncley, 1994; Mahrt and Howell, 1994). 
This paper focuses on the slope of the inertial subrange energy spectrum of 
streamwise atmospheric surface layer (ASL) velocities using discrete orthonormal 
wavelet transforms. The turbulence in the ASL is ideal for investigating Kol- 
mogorov’s original theory (1941, hereafter referred to as K41) and intermittency 
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effects on K41, since the Reynolds number is typically very high and, accordingly, 
the scale of separation between the integral length scale (L) and the Kolmogorov 
microscale (7) is large (L/q M lo6 for ASL turbulent flows). 
The use of wavelet transforms to investigate local exponents within the iner- 
tial subrange was carried out by Bacry et al. (1991) using wind-tunnel velocity 
measurements. Applying a continuous wavelet transform (Mexican hat wavelet), 
they found that the local scaling exponents of the velocity difference between two 
points vary between -0.5 to 1.0 with a mean of 0.33. They attributed this high 
variability in the local exponents to intermittency build up. 
The application of wavelet transforms rather than Fourier transforms in this 
study is justified by the following considerations. If intermittency has an effect on 
the energy spectrum slope (which could be expected due to its proven effect on 
the correlation functions), then this effect should also depend on some measure of 
intermittency of the flow under investigation. Since turbulent intermittent events, 
by definition, are localized in space and time, it is natural to construct an analysis 
which is also localized in space (time). The wavelet transform is an obvious 
choice, since the wavelet coefficients at different scales are also localized, making 
it possible to derive local characteristics of the flow based on these coefficients. 
The Fourier spectrum is well localized in the frequency domain, but non-local in 
physical space. It can only be made local in physical space by chopping up the 
original signal into small segments with the help of a window function and applying 
Fourier transforms repeatedly on the separate or overlapping windowed segments 
(short-time Fourier transform) (e.g. see Cohen, 1995). We note that the structure 
function offers similarly smooth inertial range scaling (Albertson et al., 1995). 
However, a final and unique benefit of the wavelet transform is that its spatially 
distributed coefficients can also serve as a measure of local intermittency buildup. 
2. Wavelet Transforms and Spectra 
Here, for completeness, abrief overview of wavelet transforms and wavelet spectra 
is presented. Much of this material is discussed further in Katul et al. (1994). 
2.1. WAVELET TRANSFORMS 
Wavelet transforms allow the decomposition of a signal into space and scale. While 
there are many types of wavelet transforms, they can all be classified as either con- 
tinuous or discrete. Daubechies (1992) further classified the discrete wavelet trans- 
forms as either redundant discrete systems (also known as frames) or orthonormal 
wavelet expansions. Continuous wavelet transforms were introduced by Gross- 
mann and Morlet (1984, 1985) and have been applied often to turbulence (e.g. 
Argoul et al., 1989; Everson et al., 1990; Liandrat and Moret-Bailly, 1990; Farge, 
1992a,b). Discrete wavelet transforms constructed from orthonormal wavelets (e.g. 
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Daubechies, 1988; Mallat, 1989a,b; Meneveau, 1991a,b; Mahrt, 1991) have been 
applied to turbulence by various authors (e.g. Gamage and Blumen, 1993; Gamage 
and Hagelberg, 1993; Gao and Li, 1993; Hagelberg and Gamage, 1994; Katul et al., 
1994a,b; Mahrt and Howell, 1994; Turner and Leclerc, 1994; Qiu et al., 1995). The 
orthonormal wavelet expansion differs from the continuous case in that it forms 
a complete orthonormal basis, while the continuous wavelet transform forms an 
overcomplete basis which can bring about undesired relationships between the 
wavelet coefficients (Yamada and Ohkitani, 1990, 1991a,b; Meneveau, 1991a; 
Kumar and Foufoula-Georgiou, 1993). Orthonormal wavelet expansions conserve 
signal information; that is, a discretely sampled turbulent signal at 11: points yields 
N wavelet coefficients, while in the continuous case, the transform can yield up to 
IV* coefficients. Due to these properties discrete orthonormal wavelet transforms 
were applied in our analysis. 
Daubechies (1988, 1992) and Mallat (1989a,b) showed that a logarithmic uni- 
form spacing for the scale discretization with increasingly coarser spatial resolution 
at larger scales allows a complete orthogonal wavelet basis to be constructed. These 
basis functions are defined by 
-m/2 F;)(r) =a0 F . (1) 
where 111 and j are scale and position indexes, respectively, no is the base of the 
dilation, and bo is the translation length in units of a?. The simplest and most 
efficient case for practical computations is the dyadic arrangement resulting in 
aa = 2 and be = 1 (Daubechies, 1992; Chui, 1992). All scales along octaves 2” 
and translations along 2”j contribute to the construction of f( rj ) = f( j ) using 
f(j) = 5 F &qi]g(“)[i - 2”j]? (2) 
m=--x i=-x, 
where g(m)[i] is a discrete version of the continuous wavelet F( :r ) at scale m. The 
discrete function g (m) [i] satisfies the orthogonality condition 
where di, is the Kronecker delta. The discrete wavelet coefficients at scale index 
m and position index i can be obtained by the following convolution 
(4) 
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and they satisfy the conservation of energy condition 
c m* = c c (~‘“‘[~I)*> (5) 
j=-, m=-02 ;=-a 
which is similar to Parseval’s identity in Fourier series (Chui, 1992). In general, 
the number of observations is finite and the summations in the above equations do 
not extend to infinity. If N = 2M is the number of observations, then (5) is written 
in practice as 
&[j]* = w; + 5 2Mgw(m)[i])2, (6) 
.j= 1 m=l i=l 
where the coefficient ‘~0; is zero if the function f has a zero mean. Note that with 
increasing scales the spatial resolution becomes coarser (e.g. at m = 1, we have 
N/2 coefficients, at m = 2 we have N/4 coefficients, and finally at m = M we 
have 1 coefficient). This dyadic arrangement is suitable for turbulence studies since 
the small-scale features of the turbulent flow, which can change rapidly compared 
to the large-scale features, are characterized by the highest number of wavelet 
coefficients. 
2.2. WAVELET SPECTRA 
In Fourier analysis the power spectral density function E(k) represents the energy 
density contained in the wavenumber bandwidth dk, spaced linearly and centered. 
In contrast, in the case of wavelet spectra, that information is obtained only on 
octaves 2” (m = 1, . . ., log*(N), where N is the number of observations). 
For normalization purposes, and for comparisons with Fourier transforms, the 
time average is subtracted from the original signal so that each signal has a zero 
mean value. In addition, it is assumed that the observations are sampled every 
dy (= (~~)/.A, h w ere u 1s t ( ) ’ h e mean horizontal velocity, fS is sampling frequency) 
metres instead of a unit length. The variance of the signal, in terms of the wavelet 
coefficients, is deduced from (6) using 
M 2M-” 
g2 rz N-’ c c (w’“‘M>*, (7) 
m=l i=l 
where N is the number of observations (a power of 2), M is log,(N), m is the 
scale index, and i is the position index. The total energy T’im) contained in scale 
R, = 2mdy is given by 
Tim) xx N-‘-c (w(~“)[])~. O-9 
i=l 
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Figure I. Fourier and wavelet spectra of a sample 20 min longitudinal velocity data file. 
The wavenumber corresponding to scale R, is 
km+. 
m 
(9) 
The power spectral density function is (8) divided by the change in wavenumber 
Ak,, which is given exactly by 
Thus the spectral density can be expressed the following way 
E(k,) = ((~‘““[i])~)$, (11) 
where (.) is the averaging in space over all values of i (see Meneveau, 1991a). This 
expression is different from that of Meneveau (199 1 a) and Katul et al. (1994), who 
applied a Taylor series expansion to (9) and retained the first term only. However, 
Ak, can be derived directly (lo), without resort to an expansion. For the derivation 
see Appendix. For a sample wavelet and Fourier spectrum see Figure 1. 
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3. Experiment 
The measurements were carried out on July 15 and 16, 1995 at 5.2 m above the 
ground surface over an Altufescue grass site at the Blackwood division of the 
Duke Forest in Durham, North Carolina which is in a transition zone between 
the coastal plain and the Piedmont plateau. The site is a 480 m by 305 m grass- 
covered forest clearing (site elevation = 163 m; latitude = 35”58’ N; longitude 
= 79”8’ W). The mean grass height was 45 cm during this experiment. A triax- 
ial ultrasonic anemometer (Gill Instruments 1012R2) was used to log the three 
velocity components, at fs = 56 Hz, for z = 5.2 m above the local surface. The 
ultrasonic anemometer was mounted on a 12 m mast, situated at 250 m and 160 m 
from the north and west edges of a 12 m Loblolly pine forest. The closest point 
of the horizontal arm of the mast was at least 80 cm below the center of the 
measurement volume. The supporting 12 m vertical mast was downwind of the 
instrument. The distortion effect of the instrument was corrected in accordance with 
the manufacturer’s calibration tables. Sonic anemometers achieve their frequency 
response by sensing the effect of wind on transit times of sound pulses travelling 
in opposite directions across a known path length d,l (= 0.149 m for the Gill sonic 
anemometer). The sonic anemometer is suited for these experiments since it is free 
of calibration nonlinearities and atmospheric ontamination drifts. The main disad- 
vantage of sonic anemometers i  typically attributed to the wavenumber distortion 
due to averaging over &. This distortion is generally restricted to wavenumbers 
-’ larger than ds, (- . 6 67 m-l), as discussed in Wyngaard (1981), Friehe (1986), and 
Kaimal and Finnigan (1994). 
The experiment began at 0800 local time on both days. The 3D sonic sampled 
the velocity components continuously each day, with the signals written to a new 
file each 20 minutes (i.e. ~65,536 (= 216) points in each file). The short sampling 
period was necessary to achieve quasi-steady mean meteorological conditions. A 
summary of the mean meteorological conditions is presented in Table I. 
For analysis both the longitudinal and vertical wind components were used. In 
order to get proper values for the longitudinal component a coordinate rotation was 
applied to the measured data in a way that for each 20 minute data set the mean of 
the transverse velocity components equals zero. 
During the analysis, Taylor’s (1938) hypothesis was employed to convert time 
increments to space increments (Lumley, 1965; Tennekes and Lumley, 1972; Pow- 
ell and Elderkin, 1974; Wyngaard and Clifford, 1977; Stull, 1988). At each data 
segment the slope calculation of the energy spectrum was restricted to wave- 
numbers that fell between 1<min[= nz-’ = 0.6 m-l] and A-,,,[= d,’ 
= 6.67 m-‘I. 
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Table I 
Summary of meteorological, turbulence, and surface roughness conditions 
during data collection 
Date of measurements (1995) July 15 July 16 
Meteorological conditions: 
Mean horizontal wind speed (m s-‘) 
Mean air temperature (“C) 
2.13 1.94 
32.8 32.1 
Turbulence conditions: 
Friction velocity (m s-‘) 
Standard deviation of horizontal velocity (m s-‘) 
Standard deviation of vertical velocity (m s-‘) 
0.17 0.18 
0.73 0.64 
0.38 0.35 
Atmosphere stability conditions: 
Measurement height(m) 
Obukhov length (m) 
5.2 5.2 
-27.2 -23.1 
Surface roughness: 
Momentum roughness length (cm) 10 IO 
4. Data Analysis 
In the following analysis we consider how the intermittency of turbulence affects the 
slope of the longitudinal and vertical velocity energy spectra in the inertial subrange 
(hereafter simply referred to as spectra). As mentioned earlier, the intermittency 
effect on the spectrum may generally be small. However, since intermittent events 
are well localized in space and time they may have an effect on the energy spectrum 
locally (in physical space). To quantify how strong the intermittency is in any part 
of a time series of velocity measurements, an indicator function can be constructed. 
It is known that intermittent, coherent events manifest themselves in the space- 
scale halfplane of discrete wavelet coefficients as areas with relatively high coeffi- 
cient values (see Meneveau, 199 la; Turner ef al., 1994; Turner and Leclerc, 1994; 
Hagelberg and Gamage, 1994; Mahrt and Howell, 1994). Utilizing this feature, 
one can compare the prevalence of intermittent events in different segments of a 
turbulent signal, by simply averaging the squared wavelet coefficients found at all 
scales in each segment (window) of the data. It is assumed, in general, that the 
higher the value is relative to a similar value computed over the entire signal, the 
higher the probability is that intermittent events are present in the particular data 
segment. In this way, one can relate intermittent events in each segment (of which 
prevalence is quantified by the mean of all the squared wavelet coefficients in the 
segment) to the slope of the energy spectrum derived for the same segment of the 
data. Note that the average of the squared wavelet coefficients within a window is 
the variance of the original signal inside the window according to Equation (7). 
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The wavelet spectra for each arbitrarily long data segment can simply be cal- 
culated using Equation (11). Throughout the analysis, the wavelet coefficients 
were calculated using the algorithm given by Newland (1994). The Daubechies- 
type orthonormal wavelets were selected due to their optimal combination between 
wavelet length and vanishing moments. These wavelets have the maximum vanish- 
ing moments per wavelet support length. During the analysis a Daubechies wavelet 
with 4 vanishing moments was chosen since this wavelet has good localization in 
both domains: space and scale (Daubechies, 1992). Such space-scale localization 
is necessary to quantify the influence of localized events on the power spectrum. 
Furthermore, as shown by Meneveau (1991a) and Katul and Parlange (1994), the 
choice of the Daubechies wavelet is not critical for quantifying power laws within 
the inertial subrange. 
The slope of the spectrum for both cases (Fourier and wavelet spectrum) can be 
calculated using the technique of logarithmic derivatives (Praskovsky et al., 1993; 
Praskovsky and Oncley, 1994) 
Kmax-’ ln[E(k $ l)] - ln[E(k)] 
s1 = (ni- 1) ,-g,, ln(lc + 1) -In(k) ’ 
(12) 
where sl is the slope of the energy spectrum; nL is the number of Ic, the wavenum- 
bers considered in the calculation; E( /c) is the value of the spectrum at wavenumber 
Ic, L having a minimum wavenumber value Eimin[> rr~-‘] and a maximum one 
Kn& &‘I. 
With the mean value of the squared wavelet coefficients for each data segment 
(i.e. the variance of the data within the segment) as a measure of the degree 
of intermittency in the data window, and a numerical value for the slope of the 
wavelet spectrum for each window obtained from (12), one can check whether 
intermittency has an effect on the slope, by plotting the two values against each 
other. The length of the window (I) is important. If we choose a window size many 
times larger than the average size of coherent structures present in an intermittent 
flow, then intermittency effects will be evenly distributed between the windows. 
However, as the window length is reduced, the variance is going to have a much 
larger range, as the size of the window approaches that of the intermittent events. 
Naturally, there is a limit for decreasing the window size. When it is set too small, 
the number of scales present in each window (as well as the number of wavelet 
coefficients) becomes very small, resulting in high overall variance in the values of 
the calculated slopes due to the very limited E(k) numbers used in ( 12). In order to 
reduce the resulting range of the slope values it is desirable to keep as many E( /c) 
values as possible which of course reduces the desired broad range in the variance 
values as well. As a trade off, a window size of 2,048 (= 2l’) data points was 
used in this analysis. Then, for the calculations of the variance there are 11 scales, 
while for the slope calculations of the wavelet spectra there are typically 3-4 E(k) 
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Figure 2. A sample wavelet spectrum for window length of 2,048 datapoints. The slope of the 
spectrum for each window is calculated for wavenumbers 0.6 < k < 6.67 m-‘. 
values, depending on (u) inside each window. A typical wavelet spectrum for a 
window (I = 2,048) is presented in Figure 2. 
When applying Equation (12), one has to make sure to include energy and 
wavenumber values only within the inertial subrange scale (since the objective 
of this work is to investigate whether intermittency affects the inertial subrange 
spectrum). A necessary condition for an inertial subrange is the presence of local 
isotropy, as evidenced by a ratio of vertical velocity energy content to longitudinal 
velocity energy content of 4/3 (Kaimal and Finnigan, 1994, p. 36). Figure 3 suggests 
that the wavenumber range used for the analysis is in fact inside the inertial 
subrange. 
By using data windows with 2,048 datapoints, one obtains 32 windows for each 
20 minute file. The measurements conducted using 2 different days resulted in 
9 files, 20 minutes in length each, where the decomposition of the signal into a 
mean and fluctuating component could be performed unambiguously (i.e. absence 
of trends), and where the slopes of the energy spectra calculated having the entire 
20 minute data in one window resulted in slopes equal to -5/3 f 0.01. Thus, the 
calculation of sl versus the variance of the signal within the window was performed 
altogether in 9 x 32 = 288 data windows for each of the longitudinal and vertical 
velocities. Since the variance and mean for each 20 minute data file is different, it is 
necessary to normalize the data (subtracting the mean and dividing by the standard 
deviation) before applying wavelet transforms, in order to be able to match the 
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Figure3. The ratio of the vertical velocity spectral density to the streamwise velocity spectral density 
for the files used in the data analysis. The local isotropy value of 4/3 is marked by a horiziontal line. 
different variance values resulting from different 20 minute measurements in one 
graph. 
To make certain that the wavelet spectra calculated from relatively small win- 
dows do not bring unwanted spurious effects in determining the slopes, the average 
of the 288 slope values for the 9 data set, 20 minute each, was calculated in order 
to check whether it was the same as when the slope calculation was carried out 
using the entire 20 minute data in one window and getting only 1 wavelet spectrum 
for each 20 minute data instead of the 32 different wavelet spectra for the different 
windows. In both cases, slope calculations were limited to wavenumbers being in 
the interval rr~-t < k < d,‘. For the data analyzed in this study, the difference 
between the two slope values was less than OS%, indicating that the average slope 
of the wavelet spectrum in the inertial subrange scale is indeed -5/3. 
5. Results and Discussion 
The data analysis can be summarized as: 
1. Normalization (subtracting the mean and dividing by the standard deviation) 
of each 20 minute data file of longitudinal and vertical velocities. 
2. Transformation of each normalized 20 minute measurements using the Daubechies- 
4 wavelet basis function. 
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Figure 4. Absolute value of the wavenumberexponent in Kolmogorov’s ‘five-third’ law vs. the local 
variance of longitudinal velocities using a window length of 2,048 data points. 
3. Calculation of the slope of the local spectrum sl using (12), and the variance 
for each data window consisting of 2,048 data points for each of the 20 minute 
data files (32 windows per file). 
4. Plot sl versus the variance for the two velocity components. 
Results of the analysis of slope (sl) versus variance are displayed in Figure 
4 and 5 for the longitudinal and vertical velocities, respectively. It can be seen 
that the slope of the wavelet spectra is statistically dependent on the variance of 
the signal inside the window, the value characterizing the extent of intermittency 
in each window. As the value of the variance grows, the slope increases from 
a magnitude of 1.5 to a magnitude of 1.8. Note the logarithmic scaling for the 
variance. A summary for the linear regression statistics can be found in Table II. 
For both velocity components the linear relationship between SZ and the logarithm 
of the signal’s variance is statistically significant even at a confidence level of 
0.0005 for the two-tailed t-test for the linear regression slope parameter. 
One can conclude, based on Figures 4 and 5, that in regions of intermittent 
events (high value of variance) the energy spectrum is steeper than that of regions 
characterized by low values of intermittency, which have flatter spectra. This 
result is similar to that of Hagelberg and Gamage (1994), who found that during 
‘weak turbulence regimes’ the slope of the spectrum is flatter than -5/3. They 
also claimed that at the same time a spectrum with a slope of -5/3 exists for 
the ‘structure containing part’ of the signal. It is not clear though, whether in their 
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Figure 5. Absolute value of the wavenumberexponent in Kolmogorov’s ‘five-third’ law vs the local 
variance of vertical velocities using a window length of 2,048 data points. 
Table II 
Summary of the linear regression statistics for the model E(k) = A 
ln(variunce)+B. R2 is the coefficient of determination, S (= (SSE/(n - 
q”‘, where SSE is the error sum of squares, n is the number of observa- 
tions) is the standard deviation of error, t is the t-ratio of the 2-tailed test for 
null hypothesis Ha: A = 0, tcr is the critical value of the t-distribution for 
level a = 0.0005; n is the number of points 
Velocity Slope Intercept R* S t t CP n 
component A B 
Longitudinal 0.084 1.887 0.064 0.224 4.30 3.36 288 
Vertical 0.079 1.826 0.085 0.326 5.18 3.36 288 
study these findings were limited only to the inertial subrange or represent a broader 
scale. 
Many authors argue that intermittent coherent events (or large eddies), which 
transfer energy to small scales (Yakhot et al., 1989; Chorin, 1982; Lesieur, 1987) 
due to the sharp gradients and vorticity accumulation present at the edges of these 
structures, will result in an overall slope of the spectrum flatter than -5/3. For 
example, Yakhot et al. (1989), used Renormalization Group Theory (RNG) to show 
that the non-local nature of the energy cascade results in slopes flatter than -5/3. 
However, the picture presented in this study suggests the notion that quiescent 
regions with flatter spectra alternate with active regions (connected to intermittent 
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Figure 6. Histogram of the absolute values of the wavenumberexponent in Kolmogorov’s ‘five-third’ 
law when data from Figures 4 and 5 are combined. 
events) expressing steeper spectra than -5/3, thus resulting in an overall spectrum 
slope of -5/3 (Figure 6). 
6. Conclusions 
Discrete orthonomral wavelet decomposition was applied for intermittent turbu- 
lence flow analysis. Due to the local nature of wavelet transforms in physical 
space, wavelet decomposition is appropriate for characterizing intermittent urbu- 
lent flows with concentrated regions of sharp gradients. These non-uniformities 
in the energy distribution in space at various wavenumbers are suited for wavelet 
transforms, which make it possible to transform time series of turbulent flow and 
preserve information in the physical and wave space. This analysis was carried out 
for characterizing the relationship between the slope of local wavelet spectra and 
a measure (local variance of the signal) of local intermittency in highly turbulent 
atmospheric boundary-layer flow. This study concludes that local intermittency 
affects the slope of the local wavelet spectra. In regions of weak intermittency the 
slope of the local wavelet spectrum for the inertial subrange is flatter than -5/3, 
while in regions of strong intermittent events the spectrum exhibits a somewhat 
steeper slope than -5/3. However, when averaging the numerous local spectra, a 
slope of -5/3 is retained as the overall slope for the (non-local) spectrum. 
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Appendix 
The scale R, in the wavelet transform can be expressed as 2”dy, where dy is 
the length of the sampling interval in metres. The corresponding wavenumber 
is k, = 27rlR,. AL,, the change in wavenumber with respect to the discrete 
change in scale, m (m = 1,2,. . ., A1 = log,(N)), can be approximated with 
Taylor’s formula, when discarding higher than third-order terms as 
A&n N k;Am + &kg(arnJ2 + $kz(Am)’ + . . . , 
where k;, kk, kg: are the first, second and third derivatives of k,, with respect to 
m, Am is the change in adjacent discrete scales, consequently, Am = 1 always. 
Applying derivation and stopping after the first term in the expansion, Ak, (-k;) 
is equal to 2n ln(2)/2mdy (see Meneveau, 1991a; Katul et al., 1994). 
However, there is no need to stop in the expansion after the first term when 
deriving Ak,, instead one should retain the second and third terms for the fol- 
lowing reasons. The first term in the expansion yields ln(2)k, (= 0.693 1 k,), the 
second term in the expansion yields 0.2402k,, while the third term gives a mere 
O.O555k,. If these terms are summed up, one gets 0.9888k,, a value very close to 
1 as the multiplier of k,. Thus Ak, can be expressed as 
Ak, = ?f?L ln( 2) + q + !!I!$.! + . . . 
2”dy [ 1 
= 0.693 1 k, $0.2402 k, $0.0555 k, + . . . w k,, . 64.2) 
One does not even need to use an expansion, since Ak,, can be derived directly, 
the following way: 
2n 
Ak, = km+, - k, = ?..- - - = ~ 
2m-1dy 2”dy 
27r 
= -=k,. 
2”dy (A.3) 
Thus Equation (10) is proved in two different ways. 
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