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Rssugg 
Na literatura da teoria de informação, existem diferen- 
tes medidas de informaçao tais como entropia de Shannon, entro- 
pias do tipo B, de ordem a, tipo (a,B), ordem (a,B) e de ordem a 
e tipo B. 
Neste trabalho apresentaremos generalizações da desi- 
gualdade de Shannon para essas entropias e aplicaçoes destas nos 
teoremas de codificação. '
vi 
ABSTRACT 
In the literature of information theory, exists various 
measures of information such as Shannon's entropy, entropy of 
type B, order d, type (d,B), order (d,B) and of order d and type 
B. 
In this work we will present generalizations of Shmumm's 
inequality for these entropies and their applications to coding 
theorems. _
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INTRODUÇÃO 
Neste trabalho, trataremos do problema da codificação 
sem ruído. i- 
O objetivo principal desta codificaçao e minimizar o 
custo médio para transmissão de informações. 
No capítulo l, apresentaremos a entropia de Shannon 
dando sua definição e algumas propriedades. 
No capitulo 2, mostraremos uma relaçao envolvendo duas 
distribuições de probabilidades discretas, chamada desigualdade 
de Shannon. A importância desta relação é conhecida no teorema 
da codificação. Após essa demonstração, generalizaremos essa de- 
sigualdade para as entropias de Renyi e Daroczy. 
O capitulo 3, consta de generalizações dessa desigual~ 
dade de Shannon com aplicaçoes nos teoremas de codificaçao para 
as entropias de ordem (d,B), tipo (d,B), de ordem d e tipo B.
CAPÍTULO l 
INTRODUÇÃO 
l.l - Sistemas de Comunicação 
Teoria de informação é um novo ramo da Matemática com 
~ ~ , grande aplicaçao nos sistemas de comunicaçao. Ela esta relaciona 
da com três conceitos básicos: a medida de informação; a capaci- 
dade de um canal de comunicação para transmitir informações; e 
uma codificação como meio capaz de utilizar os canais com suas 
capacidades maximas. 
Shannon[l6] em l948 desenvolveu esta teoria com objeti 
vo de tratar os problemas matemáticos ligados com a transmissão 
de informaçoes sobre canais de comunicaçao. 
Além de Shannon, Nyquist[l4] e Hartley[l0] também de- 
ram contribuições pioneiras neste ramo. 
Um sistema de comunicação é um conjunto de processos 
que possibilita a transmissão de um ponto denominado fonte para 
um outro ponto qualquer. E tem uma forma esquemática como a re- 
presentada na figura l.l abaixo. 
Rurno ' 
R 1
, 
FONTE coDIPIcADoR CQDIFICADQR CANAL DECODIFICADQH DEcoD1F1cADoR DA FONTE no CANAL 
í 
qiñno CANAL DA FONTE 
RECEPTOR 
Figura l.l
2 
Todos os sistemas de comunicação possuem a mesma finmão 
que é transmitir informações. 
A palavra informação será usada num sentido especial 
que não deve ser confundida com seu uso habitual. No momento nós 
identificamos informaçao com o custo ou o tempo que gastamos pa- 
ra transmitir uma mensagem da fonte para o receptor. 
~ ,_ Ao definirmos informaçao, consideraremos nao somente a mensagem 
gerada ou transmitida, mas também o conjunto de todas mensagens 
das quais escolheremos uma. 
Intuitivamente, a quantidade de informação será uma me 
dida do tempo ou do custo gasto para transmitir mensagens. 
l.2 - Medidafide Informaçao 
Suponhamos que temos dois aparelhos xl, X2 que devem 
marcar quente e frio. Para isso usaremos dígitos binarios da se- 
guinte maneira. i 
xi quente = l 
x. frio = O1
1 onde pr {xi _ O} _ pr {xi _ l} - É 
Montaremos um esquema que nos permite avaliar o grau 
de incerteza que envolve a captação de uma mensagem emitida pela 
fonte {xl, x2}.
‹
3 
‹o,×2› ‹1,x2› 
B - _ ~ _ ___ __o.~ -i.___ 
_;)7p 
(0.0) (0,l) (l,0) (l,l) 
Figura 1.2 
Analisaremos agora a figura l.2. Ela apresenta três 
níveis A,B,C de sustentação dos nós. 
No nível C, cada nó domina apenas uma mensagem. Não ha 
vendo incerteza. A informação de qualquer um deles se define co- 
mo um bit. . 
No nível B, cada nó nos dá duas mensagens distintas da 
do que a segunda componente e desconhecida, implicando que a in- 
certeza das mensagens é um. 
No nível A, o único nó nos dá quatro mensagens distin- 
tas, dado que temos duas componentes desconhecidas, implicando 
que a incerteza associada com cada mensagem é igual a dois. 
Concluímos que quanto maior a incerteza sobre a mensa 
gem, maior será a quantidade de informação transmitida. 
Atraves da tabela seguinte estabeleceremos uma primeira medida 
de informação.
4 
Quantidade de 
Nivel Incerteza mensagem 
A 2 4=2* 
B 1 2=21 
c o 1:20 
Tabela l.l 
É fácil verificar que a quantidade de mensagem enviada 
por um nó é sempre uma potencia de dois, cujo expoente e a incer 
teza da mesma. 
Tiramos a seguinte conclusão 
2I=I`[1 
onde m = quantidade de mensagem 
I = incerteza 
Aplicando logaritmo na base 2 em ambos os lados, temos 
I = logzxn (l.l) 
No início falávamos em mensagens equiprováveis, isto 
é, para n mensagens, temos que a probabilidade de ocorrência de 
- 1 , cada mensagem e P = 5 
Logo podemos escrever (l.l) como:
l I = log2 5 ou I = -log2P (l.2) 
Portanto (l.2) nos mostra que a quantidade de informa- 
ção contida numa mensagem transmitida por uma fonte é dada pelo
5 
simetrico do logaritmo da probabilidade de ocorrencia da mensa - 
gem. 
Também se pode mostrar para mensagens não equiprovã- 
veis, o que significa na não igualdade dos valores da informação 
transmitida por cada uma das mesmas. Surge então a necessidade 
de calcularmos um valor médio de informação, definido como uma 
ponderação das informações providas por cada mensagem, pela pro- 
babilidade respectiva, representada por H. 
Então, para uma variável aleatória X = (xl,x2,...,xn) 
onde cada xi tem probabilidade pi , i = l,...,n , e informação 
-logz pi estabeleceu-se que "a informação média é a média ponde- 
rada das informações das mensagens possíveis de serem geradas pe 
la fonte" dada por:
n 
H(P) = - išl pi 1092 pi (1.3) 
Observaçao - Neste trabalho, caso nao venha especificado a base 
do logaritmo, esta será igual a dois. 
1.3 - Entropia de Shannon 
Suponhamos uma variável aleatória X = (xl,...,xn) onde 
cada elemento xi , i = l,...,n , tem representação através de 
sua probabilidade de ocorrência pi. 
Denotando o conjunto de todas as distribuiçoes de pro- 
babilidades completas por:
n 
An = {P = (pl,...,pn) ; pi2;0 , išl pi = l} , n2_2
6 
definimos a entropia como uma função H : An->R.
n 
Definiçao l - H(P) = - išl pi log pi para P € An. 
H(P) denominada entropia de Shannon é a medida de informação da 
da em (l.3) e enunciada pela primeira vez por Claude Shannon em 
l948[l6]. 
.-. É uma funçao contínua, aditiva e possuinte de outras proprieda - 
des relacionadas posteriormente. 
1.4 ~ Generalizações da Entropia de Shannon 
A primeira generalização da entropia de Shannon foi da 
da por Renyi[l5] em l96l e ê conhecida como entropia de ordem d 
ou entropia de Renyi. 
_ . 1 n Definiçao 2 - Ha(P) _ Í- log (_2l pã) para‹x# l,d>›0 e E>e An -oz 1: 
(1.4) 
onde d ê um parâmetro. 
Observação: lim Ha(P) = H(P) 
d+l 
Havrda e Charvát[ll] em 1967 e DarÕczy[7] em 1970 in- 
troduziram a entropia do tipo B ou de grau B da seguinte maneira: 
_ n 
Definição 3 - HB(P)= (2l_Ê-l) l.(i§l pš-1) pamâfi #1., B> O. 
(l.5) 
onde B é um parâmetro e P e An.
L
7 
_ 
__ (5 _ Observaçao lim H (P) _ H(P) . 
B+l 
Aczélíll em l963 introduziu a entropia de ordem (d, B) 
que é uma generalizaçao da entropia de Renyi envolvendo dois pa- 
râmetros. Esta é definida por: 
n d 
.Z Pi 
Definição 4 - H (P) = (B - cx)_l.logl`Í-L- para oz, B > O , oz ;é B 
151 pi (l.6) 
onde P 6 An, d e B são parâmetros.
~ Observaçoes: 
l) 
ii? Ha,B(P) 
= HB(P). 
2) lim lim H B(P) = H(P) 
B+l d+l Q' 
Podemos escrever esta entropia de outra maneira, como 
segue: 
H (P) = (B-d)_l (log Ê pa - log Ê PÉ) flzfi ` i=1 i 1=1 
fl _ n 
= (g_ ___ lo Z _ ___ - g i= - i=l 1Q 
.Í-J 
PÍP Q
Q 
1-'
w H-Q H 
H 
TCU HoQ ¡."1 w 'CU 
na Buu = -§- P -}-. HB‹P› ‹1.7› UD!--1 QQ EQ + vom Qi-' 
onde Ha(P) e HB(P) são as entropias de Renyi. 
Sharma e Taneja[l9] introduziram a entropia do tipo 
(d, B) como segue:
8 
n n 
" “'5 l`“ 2l'5›`l 
‹ 2 @ - z 5) ‹l.8) Definiçao 5 - H (P) = (2 - . i:lpl izl pl 
para a,B > 0, a š B, P Q An, onde a, B são dois 
parâmetros.
~ Observacoes: 
1) lim H“'B‹P› z H5‹P›. 
d+l 
2) lim lim H“'B(P› = H‹P). 
B+l d+l 
Podemos escrever esta entropia de outra maneira, como 
segue: 
d,B _ l-a 1-B -l 
n a n B 
lí (P) - (2 -2 ) .(151 Pi-3-+1--išl Pi)
n 
‹ 2 pg - 1) 
= ‹2l'“- 2l"B›'1.[‹2l'“- 1). íí¿Í---- + 
(2 1) -OL 
T1 
‹1 - 2 pÊ› 
1-e izl __...__í...___-í (2 - 1›. 1 + ‹21'B- 1› 
H“'B‹P) z Ã-Ê9Ã- . H“(P› + ¡¡-f3Í- . H8(P) (1.9) 
u " B B 
_ Au 
onde Aa = Zluu- 1 
_ l B AB _ 2 - l 
e Ha(P) , HB(P) são as entropias de Daróczy. 
Seja R o conjunto dos números reais. 
Arimoto[3] definiu uma medida de informação, que é co- 
nhecida como medida R-norm, da seguinte maneira.
9n 
. . ~ R l R Definiçao 6 - HR(P) :Ê-ÊÍ . Hišl pi) 
/ - l] para R €IR, R ;é l 
(l.lO) 
e R > 0. 
Observaçao: 
lim HR(P) = H(P). 
R+l 
Esta medida R-norm foi recentemente estudada tambémgnr 
Boekee e Van der Lubbe[22]. 
Sharma e Mittal[l8] introduziram a entropia de ordem a 
e tipo 6, que é definida da seguinte maneira:
i 
P'Q 
QÍD 
~|-'I-'n 
nef1niçâQ_1 _ Hã(P› z (2l"5- 1›'l.[‹_zl p _ 11 para 1: 
(l.ll) 
oc, 6 > O, oz š 6 onde oz, Bsãoparâmei.-.rosePêAn. 
Observaçoes: 
. 3 l) lim H (P) = H (P). 
Bèl a a 
2) Quando a = B é 1 , HÊ‹P› = H6‹P› 
3) lim lim uB‹p) z H‹p›. 
a+1 e+1 “ 
1.5 - Propriedades da Entropia de Shannon e de suas ge 
neralizaçoes. 
Escreveremos as propriedades de maneira unificada pois 
a maioria delas é semelhante para as entropias apresentadas. Qua 
se todas as propriedades são válidas para n = 2,3,...
10 
Sejam P = (pl,...,pn) e Q = (ql,...,qn) 6 An duas distribuições 
de probabilidades finitas. 
Especificaremos as várias propriedades para Fn, onde Fn represen 
ta a funçao de An + R. 
pl - Simetria: 
Para toda permutação arbitrária {a ,.H,afi}de{l,2,“.,n},l 
Fn(PlI---rpn) = F (pal:---rpan) 
p2 - Recursividade: í_í~
Fn(plz--..pn) = Fn_l(pl+P2.---zpn› + 
A pl P2 
A( .F F---z --- + pl 'p2) 2 pl-+p2 pl-+p2) 
Para todo pl-+p2 > O e todo n = 3,4,... 
mfieA= fiprpfi ;Oípl<l,Oíp2<l e pl+p¿ílef:A¿›R 
p3 - Expansibilidade ou zero-indiferente: 
Fn(p1,...,pn) = Fn+l(pl,...,pn, 0). 
p4 - Aditividade: _.._..._._.i_-_i.-í 
Fmn(plqll-~~rplqmI~°~lpnqlI~~°Ipnqm) = Fn(Pll~--/Pn) + 
+ ° ' ° 
Para P 6 An, Q 6 Am.
Sao ZerÔ. 
i = 1,... 
p5 - Aditividade-forte 
Fmn(pll,...,plm,...,pnl,...,pnm) = Fm(pl,...
n 
+ išl pi Fn(pii/pi,...,pni/pi) 
n n 
Para p. >O i=]...¬ n _ =l e .= p. 
põ - Sub-aditividade: .______._í.______..__-_-._--- 
Il 
Fmn (P111 - - - rplmr - - - rpmlr - - - rpmn) _<_ Fm(išl piil- 
m m 
+ Fníjšl pji. -.jšl pjn) 
Para todos (pli,...,pmi) Q Am z 
(P3-lr---lpjn) €. An ~ 
p7 - Nao-negatividade: 
Fn(plr--~rpn) š O 1 
Com a igualdade se e somente se um pi = l e os demais 
p8 - Desigualdade: 
Fn(pl,...,pn) í Fn(l/n,...,l/n) ,
` 
|_|. 
l"1›'3 
com a igualdade se e somente se pi = à para todo 
,n. 
11 
.pn) + 
lk_ r I r I lšl pi pl kšl lk> 
0' 
.Ef
12 
pg - Não-aditividade: ~__«_
Fmn(Plqlz---:Plqmz---fpnqm) = Fn@üj-~zPn) + 
+ Fm(ql,...,qm) + c. Fn(pl,...,pn) .Fm(ql,...,qm) 
Para todo P 6 An , Q € Am e c uma constante que nao 
depende de P e Q. 
plo - Não-aditividade forte: 
Fmn(plpll""'plpln""'pmpml""'pmpmn) =
R 
= Fm(plz--.fpmä + išl A(pi) Fn(ql,....qn)
n 
Para pij 1 O ; jšl pij = l para todo i = l,...,m. 
II .>0; 2 .=l, PJ j 1 PJ 
pll - Representatividade:
n 
Soma arbitrariaz Fn(p1,...,pn) = išl f(pi) 
onde fz [0, 1] + R. 
plz - Continuidade: 
Fn(pl,...,pn) e uma funçao contínua de suas variaveis 
pl3 - Monotocidade: 
Fn(l/n,...,l/n) é uma função monótona crescente de n.
plz pz com A(p1z P2) 
pll com f(pi) = - pi 
P17 
onde _Zl pi = 1 e 
de 
propriedades: pl; p2 
_l3 
pl4 - Integrabilidade a Lebesgue: 
F2(p, l-p) é Lebesgue integrável em [O, l]. 
- Mensurabilidade: P15 ________________ 
F2(p, l-p) é uma funçao mensuravel de p 5 [O, l]. 
pla - Normalidade: 
1 1 
F2 (5 ' Í) = 1' 
A entropia de Shannon tem as seguintes propriedades: 
= P1'*P2 F de P3 a Ps' P1o °°m ^(Pk) = pk ¡ 
109 pi ; de plz a 916 , 
:) H‹Pll ~ ~ ~ lpm_l: 
+ pm Hn-m+l (ql""'qn-m+l) 
m n-m+l 
É . = l. 
l= i:]_ ql 
A entropia de ordem u satisfaz as seguintes proprieda- 
53 pl: P3! P4: P7: P8! Plzl Pl3 e Pl6' 
A entropia nao aditiva do tipo B satisfaz as seguintes
B com A‹plz P2) = (pl + p2> ; P3; P7; P8: P9 
l-B Com C = (2 " 1); P1o °°m (912) = PÉ; P12; P13 e P1ô' 
A entropia do tipo (a,B) satisfaz as seguintes proprie 
dades: pl: P3: P7: P111 Plz e P16- 
P1 
A entropia de ordem (d,B) satisfaz: pl,p3,p5,p7,gh2 e 
6. 
pmql ' pmq2""'pm qn-m+l) = Hm(pl""'pm) +
14 
A entropia de ordem q e tipo 5 satisfaz: pl, p3, p7, 
Ps' P12 e Pie' 
1.6 ~ Medida de Imprecisão 
Seja X uma variável aleatória e sejam P,Q duas dis- 
~ - tribuiçoes de probabilidades associadas com esta variavel X. 
Kerridge[l2] introduziu a seguinte medida, denominada medida de 
imprecisao.
n 
Definiçao 8 - HS(P,Q) _ - _Zl pi log qi para P,Q e An. U“l2) _]_: 
Quando P = Q zâ HS(P,P) = H(P). 
l.7 - Çeneralizações da Medida de Imprecisão 
Definição 9 - Medida de imprecisão de ordem ‹x[2l]. 
n d Z pi l i=l Ha(P,Q) = Í-E .log (-Ef----4 , d >O , d f l. _ d l-d 
išl pi qi (l.l3) 
Observações: 
1) Quando P = Q =@,Ha(P,P) = H‹P). 
2)‹âiT Ha(P,Q) = HS(PzQ)-
15 
Definição 10 - Medida de imprecisão do tipo B[2l].
n 
Z pg 
. l 
HB‹P,Q› = --3>- . ‹-¡-¿Í¿--- - 1› para s >0 ; e f 1 
2l“B 1 2 B l`B 
Observações: 
. 
P. q- 1=l 1 1 (1.14) 
1) Quando P = Q :à H5(P,P› z HB‹P›. 
2) lim HB(P,Q) = H (P.Q). 
B+l 
Definição ll - Medida de imprecisao de ordem (u,6). 
Ha B‹P,Q› zëšš .log ‹ 
Observações: 
H. 
Il _ n l 
2 PÉ _; PÉ qi
B 
= 1:1 ›paaa.e>0;@¢ w P-' 
P113 
1: 
Q 1-a n B 
1 pi qi 
' 
iãl pi ` (1.15) 
l) lim H 'B(PzQ) = HB(PzQ). d+l a 
2) lim lim H B(P,Q) = Hs(P,Q). 
@»1 e+1 “ 
Definiçao 12 - Medida de imprecisao do tipo (u,B). 
n n 
2 PÍ E PÉ 
@,s _ 1-u 1-5 -1 izi izl H (P,Q) - (2 - 2 ) .( n - an )
~ Observaçoes: 
@.B 
d l-d B l-B 
151 pi qi iii pi qi 
para a, B > 0; d £ B. (l.l6) 
1› 11m H ‹P.Q› = HB‹P,Q› 
d+l
16 
2) lim lim H“'B‹P,Q› = HS‹P,Q›. 
B+l a+l 
No próximo capítulo mostraremos relações que envolvem 
as entropias definidas em (l.3), (l.4) e (l.5) com suas respecti 
vas medidas de imprecisão.
17 
CAPÍTULO 2 
ENTROPIA DE ORDEM oz E DE TIPO 3 e TEOREMAS 
DE CODIFICAÇÃO 
Neste capítulo vamos mostrar a desigualdade de Shannon 
e suas generalizaçoes no caso da entropia de Renyi e entropia do 
tipo B. Como aplicações, provaremos os teoremas de codificação. 
2.1 - Desigualdade de Shannon 
No seguinte teorema, a desigualdade de Shannon será pro 
vada. 
Teorema l[4] ~ Sejam P,Q 6 An, então temos: 
I'l Il 
H‹P› = - izš pi 109 Pi 5 
- 
išl Pi 
log qi = H‹P,Q›, 
(2.1)
~ Observaçao: log x = log e .logex 
Prova: 
Sabemos que logaritmo é uma função convexa, logex encon 
tra-se sempre abaixo de sua tangente. “ 
Considerando a tangente para x = l, obtemos logex í x-l com a 
igualdade se e somente se x = l.
l
*<2 
~›- 
~ x-1 
z//logex 
u 
` 
zzfz 7 _____ V › 
1 x 
Figura 1.3 
Seja x = qi/pi 
então loge qi/pi 5 qi/pi - 1 
ou loge qi - loge pi 5 qi/pi - l 
Pi l09eqi - pi logepi 5 qi - pi 
Somando sob (i = l,...,n) temos: 
Il T1 
_2 pi logeqi - .Z pi logepi 5 O 1=l 1=l 
n n 
' 
išl P1 1°gepi í 
' 
iii P1 l°geq1 
n n '- 
- Z p. log p. 5 - Z p. log g. 
izl 1 1 1:1 1 1 
Com a igualdade se e somente se x = qi/P = l.i 
Usaremos esta desigualdade nos teoremas seguintes
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2.2 - Codificação sem ruído 
Codificação sem ruído significa que para transmitir uma 
mensagem usaremos um sistema como dado na figura l.l com um ca- 
nal sem ruído. 
Usaremos este canal porque nos permite uma transmissão correta da 
entrada para a saída. 
Tentamos maximizar o número de mensagens que pode ser 
transmitido através do canal num dado tempo. 
Tomamos X = {xl,...,xn} como um conjunto de mensagens e 
A = {al,...,aD} um conjunto com D símbolos chamado de código alfa 
beto. 
Se os símbolos xi forem comunicados propriamente, então cada xi , 
i = l,...,n , deve ser representado por uma seqüência de símbolos 
do código A. Sendo cada seqüência chamada de palavra código wi de 
comprimento Ni. 
X probabilidade palavra código comprimento 
X1 P1 Wi Ni 
X2 P2 W2 N2 
xnoo
5 
fvaao
Õ 
seus 
23
ZD 
Comunicar perfeitamente significa transmitir uma mensa- 
gem dada no tempo mínimo possível. 
Se a taxa de transmissão através do canal é fixa, então para es- 
sa transmissão ser eficiente implica que as palavras códigos deve 
rão ter o menor comprimento possível. Logo, o objetivo da codifi- 
cação sem ruído é minimizar o comprimento médio do código dakâpor:
20
n 
L = 2 piNi (2.2) i=l 
Observaçao: Ao longo deste trabalho, usaremos codigos binarios, 
isto é, A = {al, a2} caso não venha especificado. 
O problema da decifrabilidade única
I 
Exemplo 1: Sejam X = {xl, x2, X3, x4} e A = {O, l} 
xl + O 
X2 + 010 
X3 + 01 
x4 + 10 
Mas podemos decifrar 010 como x2, x3xl, xlx4 . 
Um código ê dito decifrável unicamente se toda seqüên - 
cia finita de símbolos do código corresponde no máximo uma mensa- 
gem. 
Para não ocorrer o problema dado no exemplo 1, deve-se 
codificar de modo que uma palavra não seja prefixo da outra. Se 
~ z Q um código tem esta propriedade entao e chamado de código instanta 
neo. 
Exemplo 2: Sejam X = {xl,...,x4} e A = {O, l} 
xl + 0 
x2 + 100 
x3 + 110 
. X4 + 101
1
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Podemos decifrar Ol0lO0l0Oll0 somente como xlx4xlxlx2x3 
Todo código instantaneo e decifravel unicamente. A re- 
cíproca é falsa. 
Teorema 2 - Um código instantâneo com comprimentos das palavras 
códigos Ni existe se e somente se valer a desigualda 
n Nl de de Kraft dada por Z D 5 l. 
i=l
/ 
Prova: Veja Aczél[2]. 
Exemplo 3: Sejam X = {xl,...,x9} , A = {0, l,2} , D = 3 com com 
primento das palavras l, 2, 2, 2, 2, 2, 3, 3, 3. 
9 -N. 9 -N. _2 _ zDl=z3l=3'Ê+5.3 +3.33=1 
i=l i=l 
9 -N. 
Z D 1 = 1 + existe um código instantâneo com estes comprimen 
i=l 
tos das palavras. 
El'1tâO temOS2 
xl + 0 X6 + 21 
X2 + 10 X7 + 220 
x3 + ll X8 + 221 
X4 + 12 X9 + 222 
X5 + 20 
n -N.i Temos visto que a condição _Zl D í l é necessária e 1_: 
suficiente para existência de um código instantâneo com comprimen 
to das palavras Nl,...,Nn. No seguinte teorema será enunciado um 
resultado forte, que a mesma condição é necessária e suficiente 
para existência de um código decifrável unicamente. A parte sufi-
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ciente é imediata porque todo código instantâneo é decifrãvel uni 
Camentê . 
b 
n -N. 
Teorema 3 - Se um código é decifrãvel unicamente então Z D lí l, i=l 
onde D é a dimensão do código. 
Como iremos trabalhar com códigos binários, podemos 
dizer que se um código é decifrável unicamente então: 
n -Ni 
Z 2 
i=l 
5 l (2.3) 
Prova: Veja Aczél[2] 
A seguir daremos uma cota inferior de L. 
Teorema 4 - Teorema de codificação sem ruído[4].
n 
Se L = 2 pi Ni é o comprimento médio das palavras i=l 
códigos de um código decifrável unicamente, então: 
L ¿ H(P) (2.4) 
-N. ' 
. 
1 . com a igualdade se e somente se pi = D ,J.= lH..,n 
Prova: -Ni 
Usando a desigualdade de Shannon para qi =-ÊšL--- , -Ni 
Z 2 
temos: i=l 
n n 2_Ni 
- 2 .1 . - 2: 1 _-_í z 
i=l pl Ogpl í i=l 
Og 
1; 2-Ni 
i=l 
n n -Ni n -Ni 
= Z pi log Z 2 - E pi log 2
= 
i=l i=l i=l
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n n -Ni 
z E p.rJ.log 2 + log 2 2 
. 1 1 . 
]_:1_ l=]. 
n -Ni 
= L+ 1og~2 2 (2.5) 
i=l 
-N.1 
,
2 
com a igualdade se e somente se pi = -Ê?--Ê?-. \ 2 2 1 
i=l 
n -N. 
por (2.3) segue que log Z 2 1 í log l = O (2.6) i=l 
11 
=> - _Z pi log pi í L. l=l 
Logo, L z H(P). -N. 
Nos resta mostrar que pi = 2 
1 
, i = l,2,...,n . 
n -Nl 
Z 2 
i=l de (2.5) 
temos que H(P) 3 L + log 
n -Ni 
H(P) = L <=» log Z 2 z O 
i=l 
n -Ni 
Por (2.6) temos log -Z 2 = O 
i=l 
n ' -Ni n -Ni 
Logo, Z 2 = l = Z pi =è 2 = pi. i=l i=l 
Definiçao l - Um código que é limitado inferiormente (L z H(P)) 
é denominado código absolutamente ótimo. 
Em geral não podemos construir um código absolutamente 
ótimo para um dado conjunto de probabilidade pl,...,pn, pois se 
-N. 
escolhermos Ni satisfazendo pi = D 
1 = - log pi não pode ser
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um inteiro positivo sempre. 
Temos uma melhor possibilidade com o teorema seguinte. 
Teorema 5 - Dado uma variável aleatória X - (x , ,x ) com incer _________ " 1 '°° n _ 
teza H(X), existe um codigo instantaneo de dimensao 
2 cujo comprimento médio do código, satisfaz: 
H(X) 5 L < H(X) + l. 
PIOVa2 
Sejam os intervalos reais ôi = [- log pi, - log pi-+l). 
(2.7) 
Em cada õi, existe exatamente um inteiro positivo Ni tal que: 
0 < - log pi í Ni < - log pi + l , i.= lp..,n. (2.8) 
Temos uma sucessão de números inteiros positivos {N ,N ,...,N }. l 2 n 
É possível construir um codigo instantaneo com comprimentos das 
palavras códigos Nl,...,Nn pois Ni z - log pi por (2.7). 
' Ni Í log pi 
-Ni -Ni pi log 2 5 log pi => 2 í i 
n -Ni n 
Logo Z 2 < E pi = l. i=l " i=l 
Portanto existe um codigo instantâneo com comprimento das pala- 
vras códigos Nl,...,Nn. 
De (2.8) segue que: 
- log pi í Ni < - log pi + l .
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n n n 
- .Z pi log pi í .Z piI% < ~ _Z log pi + 1. 1=1 1:1 i=1 
Logo, H(X) 5 L < H(X) + 1. 
Podemos sempre aproximar a cota inferior como desejamos 
se permitimos o uso do código em blocos. Pois em geral, este códi 
go decresce o comprimento médio das palavras codigos por valor de 
X. 
Ao invés de relacionarmos uma palavra código para cada 
símbolo gi, tomaremos uma série de s observações independentes de 
X e relacionaremos uma palavra código para um grupo de s símbolos 
Ou seja, construímos um código para um vetor aleatório 
Y = (Xl,...,XS) onde cada Xi , i = 1,...,s são independentes e 
cada Xi tem a mesma distribuiçao de probabilidades de X. 
Exemplo 4: 
a) Seja Y = (xl,x2) , A = {0, l} 
X prob. palavra comp. 
xl 3/4 O 1 
X2 1/4 1 1 
3 1 L-K.l+'Ã'.l-1 
b) Y = (xl,x2) , A = {O, 1} _ 
Y prob. palavra comp. 
xlxl 9/16 O 1 
xlxz 3/16 10 2 
x2Xl 3/16 110 3 
l/16 _ 111 3 X2X2
26 
9 3 3 l 27 L-í.l+Íš.2+íz.3+Ê.3-É 
.'. L = âë para dois valores de X. 
. L = šš para um valor de X. 
_ 
. 4 Usando esses argumentos mostramos o seguinte teorema[]. 
Teorema 6 - Para cada inteiro positivo s, existe um código instan 
tâneo de XS tal que LS é o comprimento médio, então 
temos:
L 
iim -É = H(P). 
5-›oo S 
Prova: 
Suponhamos Y = (Xl,...,XS) como dado anteriormente, e 
que LS é o comprimento médio das palavras codigos para Y, entao: 
H(Y) 5 LS < H(Y) + 1. (2.9)
0 
= H(xl¡un~¡XS) 
= H(Xl) +...-+H(XS) pois xi são independentes. 
= H(X) +...‹+H(X) 
= s H(X) 
Entao, (2.9) pode ser reescrita da seguinte maneira: 
s H(X) 5 LS < s H(X) + l
L 
H(X) 5-É-< H(X) + 1
L s z . - _ - . onde 1; e o comprimento medio do codigo para cada valor de X.
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L 
Logo, lim -šã = H(P). 
5-›‹›o 
Este teorema nos diz que cifrando longas seqüencias de 
entrada é possível fazer o comprimento médio das palavras códigos 
para cada símbolo de entrada tao próximo de H(P) quanto se queira 
2.3 - Entropia do tipo Q. 
2.3.1 - Generalização da desigualdade de Shannon. 
Nath e Mittal[l3] em l973 fizeram uma generalização da 
desigualdade de Shannon e definiram uma outra medida de comprimen 
to. 
Antes, necessitamos de algumas definições. 
Definição 2 - Seja P = (pl,...,pn) 6 An. A distribuição de proba- 
bilidade Q z (q1,...,qn) é: *An é dita uma distribui 
ção de potência B derivável de P se existe um núme- 
ro real B tal que qi = pšg) ,
5 p n 
onde pág) = Wii- , i = l,...,n e WB(P) = .Xl pi . 1: 
(2.lO) 
Quando (2.lO) é válida, escreveremos Q = P(B). 
Definição 3 - Sejam P,Q 6 An. 
Uma distribuição de probabilidades R = (r r. ,....,r ) €A 
. 
l' 2 n n 
é dita uma distribuição de potência (8,Y) derivável 
de P,Q se existem números reais B e Y tal que
28 
ri = ri (B,y) onde 
B Y P1 qi . 2 1 ri($,y) = -?T-1;-- para 1 = l,2,...,n . ( .l )
Y 
išl pi qi 
Quando (2.ll) e valida, escreveremos 
R = 
PW = R(X,O) ‹P.Q› , QM = R(o,y›‹P,Q› 
(X+y) _ P - R(X,Y) (P,P). 
Lema l - Para duas distribuições de probabilidades P,Q c An, se- 
gue que: 
HB‹P› 5 HB‹äB, Q) ; e > 0, B f 1 ‹z.1z› 
._ 
onde RB = RB,l_B (PzQ). 
PrOVã2
n 1- Tome Fr(P HQ) = išl pí qi
r 
w (P) - É pr I i ]_ i 
(i) Seja O < 5 < l, 
n r n r Usando a desigualdade de Hölder 2 p. a. <( Z p a ) 
_ 1 1 -. i i 1=l l=l 
para r< l, onde pi ,ai são números não negativos so
n 
bre um conjunto finito de i, iítiíxi e Z pi = l. i=l 
Fazendo z z 5, ai z pi/q_ ~umns<pw FBu›HQy51. ‹2.13›l
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A igualdade em (2.l3) ocorre se e somente se pi = qi , i= l,...,n. 
W (P) 
Segue que: l - FB(§ Q) 5 l 
- WB(P) 
Como (1 - 21 B) 1 < 0, temos: 
1-B -1 WMP) 1-ô -1 (l--2 ) ) -(1-WB(P)) 
o que demonstra o lema para 0 < B <l. 
(ii) Para l < 5 < w a prova segue similarmente. 
2.3.2 - Pseudo-generalização da desigualdade de Shannon 
Definiremos outra medida para duas distribuiçoes de pro 
babilidades P,Q 6 An como segue: 
__l n êal Definição 4 - HlB‹P,<;›= ‹1-21 B) . [1-‹ 2 pi qi 5›1;e>0;e zé 1. i=l 
(2.l4) 
Esta medida nao deve ser interpretada como uma medida 
de imprecisão desde que HlB(P,P) £ HB(P). 
Mas HlB(P,Q) ê uma generalização da medida de imprecisão HS(P,Q) 
como definida em (l.l2). 
No teorema seguinte, daremos uma relaçao entre (2.l4) 
e H6(P), que é conhecida como pseudo-generalizaçao da desigualda- 
de de Shannon dado que HlB(P,Q) nao é uma medida de imprecisao no 
sentido usual.
1 
Teorema 5 - Se P,Q 6 An , segue que:[2l]
X1 
B-1 
-_ 
n ii 
‹1-21'B›'1.‹1- 2 pf) 5 ‹1-21'B› 1. fl- ‹ 2 pi qi 
S F1 ; 
i=l i=l
P 
com a igualdade se e somente se q. = --í- ; i = 1,.. ,n . 1 n
8 2 pl 
Prova: 
Fazendo 
temos: 
1'1 
.(21 bi› i= 
nidos sobre um conjunto finito de i ; i 5 i 5 
a , _l 
b. =l 
I' : 
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> O , B £ l , (2.l5) 
É* 
i=l
1 
n n 
Usando a desigualdade de Hölder, Z a.b._z 
. 1 l . l=l l= 
s l/s - ~ 
pifi 
-B 
_Ê_ -1 -q 
ara a., b. numeros nao ne ativos defi- P i i
i 
PiB-l 
Ê:l = _ 
B 
e s 1 B 
n Ê:l _Ê_ n _l_ 
( Z p. q. B )B_l. ( Z Pê )l_B í l para B:>0 ; B š l 
i=l 1 1 i=l 1 
Consideremos dois casos: 
1) Para 3 > 1 , 
êzš “en ea 
Il. 
r]Jr 
( Z a.) . 
1 1 
(2.l6) 
(2.l6) reduz-se para 2 p_.>( 2 Em q. ) (2,17) 
i=l 1 
'" i=l 1 1 
l B 
Como (l - 2 `) l:›0 ; (2.l7) reduz-se para (2.l5). 
2) Para O < B < l ,
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n zz 5-À 
(2.l6) reduz-se para Z pš 5 ( E piC%_B )B (2.l8) i=l i=l 
Como (l - 21 B) l < O ; (2.l8) reduz-se para (2.l5). 
Logo, temos provado o teorema para B > O ; B £ l. 
2.3.3 - Aplicação no teorema de codificação. 
[8] - Sabemos por Einstein (l958) que sempre existe um co- 
digo decifrável unicamente com comprimentos Nl,...,Nn se e somen
n 
te se Z D_N1 5 1. 
i=l 
Em geral escolhemos códigos que possui o comprimento mínimo.
n L: Z p. N.. 
i=l l 1 
Apresentamos a seguir três medidas de comprimento do tipo B. 
1-B -1 1 
D f" ` ~ 5 - L = (l-2 ) .[1 - ---------] B f l; B 0, ¿¿¿1¿2e_ B 
É (B)2Ni(6_l) 
para > 
pi i=l (2.l9)
B 
onde (B) - -Ê¿- e pi ` n B E P 
i=l i 
lim LB = L . S+l 
Teorema 6 - Se Nl,...,Nn denotam os comprimentos de um código 
decifrável unicamente satisfazendo (2.3), então:[l3] 
L6¿HB‹1>›, B;é1;e,>o (2.2o›
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Prova: 
2_Ni
. 
Escolhemos Q 2 An tal que qi = ~H--- ,1.= l,“.,n . 
2 2'Ni 
1:1 (2.21) 
em (2.l2) segue que: 
‹ Ê B) ‹ Ê 
2'N1›1'B 
1'B›'1' ‹1 Ê 3) < ‹1 
zl_B›_l 
[1 
1:1 pi 
1 
1:1
1 (1-2 ' 'i_l pi - _ 
_ n 
B Ni(5_l) ` Z p. 2 
izi 1 
Usando (2.3) temos: 
Êpë 
HB‹p) < (1 _ 2l_B›'l . [1 _ 1:1 
1 
1 z L _ ' H 
B Ni‹e-1) 5 Z pl 2 i=1
1 
Portanto, demonstramos o teorema para O < B < l, l < 5 < w. 
_N_1 
A igualdade em (2.20) ê válida se e somente se pi = -Eâ--š- 
2 2
1 
i=l 
n -Ni 
2 2 ). isto implica em log QL = N. + log ( Pi 1 i=1 
Portanto, é sempre possível ter uma palavra código satisfazendo: 
log QL í N. < log JL + l (2.22) 
pi 1 pi 
N. ii 5 2 1 < ii ‹2.23› P1 pi 
Por (2.20) , HB(P) é a cota inferior de LB. 
É possível encontrar também uma cota superior de LB. 
Então, temos o seguinte teorema.
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Teorema 7 ~ Para um código decifrável unicamente satisfazendo 
(2.3) segue:[l3]
n 
(26 - 2)LB < 28 - Z pf para B > O; B # 1. (2.24) i=l 
Prova: 
Ni 
De (2.23) segue que 2 .pi < 2 
. < .pl . 
Somando ambos os lados com respeito a i e usando (2.3) temos: 
-l . 
É PB 2(B 
)Nl 
< 28 
i=l i 
Il II 
B B 
121 pi išl pi Então, l - _ < l - -1-- n 
B (B-l)Ni 28 Z pl 2 izi
' 
1-5 -1 
Multiplicando ambos os lados por (l - 2 ) encontramos 
1-B _1 n 2BL<‹1-2›.‹zB-zp$› 
B 1=1 1 
1-B ane 
ze ‹l__2 ›.LB < 2 -išl pi . ‹2.25› 
A cota superior em (2.25) ê maior do que a unidade. 
Quando 8 + w => LB + 1. - 
Como H6(P) não é aditiva, o teorema de codificação sem ruído não 
segue no caminho usual. 
n n ~N. 1-B 
2 pg ‹ 2 2 1) 
- 
l'5 "1 1-1 1 i-1 
Definiçao 6 - LB: (1-2 ) .[l- 
_ 
z 
` ],B>O; Bi 1 
- 
É PB 2(B-l)Ni 
. 1 1`l ‹2.2õ)
A seguir mostraremos uma relação entre esta medida e HB(P) 
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Teorema 8 - Se Ni ; i = l,2,...,n sao os comprimentos das pala- 
vras códigos satisfazendo (2.3) então: 
B B 
HB(P) 5 L ‹<2 . H6(P› + í--Ê-- (2 27) 6 1 l 3 
O limite superior de LB é válido somente para B > l 
PIÍOVBJ --_- -N.1 
Substituindo qi = -HÊ--š- em (2.l2) segue que 
2 2 1 
HB(P) 5 LS. 
Mostraremos agora, a cota superior de LB em (2.27). 
Escolhemos Ni , i = l,...,n satisfazendo (2.28) 
Entao, (2.28) pode ser reescrito como 
- 109 pi 
n -Ni 
Como Z 2 5 l z; Ni 
i=l 
Por outro lado, como Ni ¿ l e usando (2.29), segue que 
Ni < - log pi + 1.
Z 
i=l 
_ 2 - 
N . n 
10g 2 1 + log 2 2 1 (2 9)
1 
'_ log 
Combinando estes resultados, temos que 
- log pi 5 Ni < - log pi + l. 
j_= 
1'_= 
-Ni 
A igualdade em (2.27) acontece se e somente se pi==-Hâ--
Z 2
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-N. 
O qual é equivalente a ;L 5 2 1 < ii , (2-30) pi pi 
Assim, ê sempre possível ter um código satisfazendo (2.30). 
De (2.30) segue que para B > l zà pi 2 5 2 .2 . 
Somando ambos os lados com respeito a i, temos: 
n (B-l)N. n -N. 
z P5 2 1 < z 25. 2 1 < 25 ‹2.31) 
. 1. 
"` 
.
_ 
i=l 1=l 
n -Ni l-B
A 
Como B > l , ( Z 2 ) z 1 e assim segue que: 
i=l 
n n -N. l-B n n 
2 pg ( 2 2 1) 2 PÉ 2 PÉ 
= i=1 W > izi > izl 
(B-l)Ni _ n B (B-l)Ni 28 
1=1 1 izl 1 
FJ. 
MS!-* 
'U 
|-' 
-m N M *U N 
n
B 
1-B -1 1~e -1 iÊlPi 
como (1 _ 2 › < o zs LB < (1-2 › .(1--1-Ê-à (2.32)2 
Usando a definicao de HB(P), o lado direito de (2.32) pode ser re 
escrito como uma cota superior de LB, como temos em (2.27).
~ Observacoes: 
l) Para B ¿ l, a cota superior de LB em (2.27) é maior 
do que a unidade. 
Contudo, quando B + w =à LB + 1. 
2) Em (2.l9) definimos uma medida de comprimento que ê 
n _N. 
independente do valor (_2l 2 1). Vamos representá- 1: 
-la por Lê.
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n -Ni l-B 
Desde que (_Zl 2 ) > 1 para B > 1 e 1: 
n -N. 1-B 
(_Zl 2 1) <l para O < B < l. Pode-se mostrar que LB 5 L* 1: 
usando (2.27), então segue que: HB(P) 5 L; , onde a igualdade 
-Ni 
aparece se e somente se pi = 2 , i = l,...,n . 
Escolhendo B > l, e supondo que todo Ni satüíaz (2.30) 
1- -l 
e usando (2.32) com (1 - 2 B) O resulta em 
-B 
* B B 2 
LB 5 LB < 2 .H (P) + E-:-EÍÍE . 
Comparando este resultado com (2.27) segue que: LB e LE têm as 
mesmas cotas inferiores e superiores. 
Entao, lim LÊ = L. B*l 
Assim, temos uma medida de comprimento, que ê uma gene- 
D N 
ralizaçao do comprimento médio L, independente de _Zl 2
1 
1: 
1-B 
l 1-5 -1 n 
Ni('_e_) 
Definição?-LB=(1-2 › .[1-‹zpi2 ›51;õ>o;5¢1. 
1=1 
(2.34) 
No teorema seguinte, provaremos uma relação entre esta 
medida de comprimento e HB(P),[2l]. 
Teorema 9 - Se Ni , i = l,...,n , sao os comprimentos das pala- 
vras códigos satisfazendo (2.3) então: 
He 1 
l'B
s (P) 5 LB < 2 . H (P) + l , B> 1_(0< 5< 1) (2.35)
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Prova: 
-N.1 
Substituindo qi = -H2--š- , i = l,...,n , em (2.l5) 
2 2 1 
1 i=l 
e usando a desigualdade dada em (2.3) encontramos a pri 
meira parte de (2.35). 
. 
. l A seguir, encontraremos a cota superior de LB . 
1 B 'Ni PÉ - Temos L = H (P) se e somente se 2 = --- que e equivalen- 
B n B 2 pl i=l 
te a N - - lo B + lo ( É B) i - l n i' g I " l°"I ' 
Escolhendo Ni, tal que: 
B B P- p- 
- 10g ‹--í-) 5 N. _ 10g ‹--í-) + 1 ‹2.3õ) 
fl B 
l Il B 
2 p 2 pl i=l 1 i=l 
J. -Ni .pi 
segue que: 2 > -?r--- (2.37) 
Z pg. 
i=l i 
§;l 
n “Ni( 5 ) 6 n 8 1-5 Como B > l, (2.37) [ Z pi 2 1 > Z pi 2 (2.38) i=l i=l 
n 
B 
l-B 
l - Z pi .2 i=l 
e finalmente encontramos LÊ < *__š_:_;Í:Ê_____ 
(2'39) 
n 
B 
l-B 
1 - Z . 2 ._ pi l-B B 
onde --¿¿l--Í-§-- é equivalente a 2 ' H (P) + 1' 
1 _ 2 ' 
Portanto, demonstramos o teorema. 
Para O < 3 < l, a prova da cota superior de LÊ segue sümlanmxme.
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Observacoes: 
1) A cota superior de LÊ dado em (2.35) é maior do que 
a unidade. 
Contudo, quando B + w, encontramos LÊ + 1. 
2) Quando S + 1. 
lim LÊ = L. B+1 
Então, (2.35) pode ser reescrita como: 
H(P) 5 L < H(P) + 1 _ 
que é também conhecido com o resultado dado por Shmuwn, 
veja Aczel (1975). 
2.4 - Entropia de Ordem u 
Sabemos de (l.4) que esta entropia foi definida por 
Renyi (1961) do seguinte modo: 
_1 n 
Ha‹p› z (1 - Q) . lag 2 pg , a > o e Q é 1. izi
› 
2.4.1 - Generalizaçao da desigualdade de Shannon. 
~ ~ Teorema 10 - Se P,Q 6 An sao distribuiçoes de probabilidades 
completas, então temos a seguinte desigualdade,[2l]: 
n a Z p. 
-1 Il a -1 i=1 1 (1-d) .log Z pií(l-a) .kn Pí---A graa>O;a#.l 
i=1 d l-d Z p. q. 
izl 1 1 ‹2.42›
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onde a igualdade aparece se e somente se pi = qi , i= l,...,n . 
Prova: 
A prova segue imediatamente da desigualdade de Hölder 
n n 
( Z pi ai)r 3 Z Pi aí para r > l , i=l i=l 
n r n r 
( Z pi ai) z Z pi ai para r < l ; i=l i=l 
onde pi, ai são números não negativos e r um número positivo. 
Fazendo r = a 
Pi = qi 
Consideremos dois casos: 
l) Se a > l , 
Ê a 1fa__ É (_ ›a > (Ê _ )a _ (Ê )d__l 
i=l pi qi 
_ 
i=l pl/qi 
'qi`" 
i=l pl/qi 
'qi _ 
i=l pi
_ 
n a 
n . .Z Pi 
" Z pq > --¿Íš--- 
. 1 - n i=l E a l-a 
i=l pi qi
l 
Tomando logaritmo em ambos os lados e com (l - a) < 0, seqxaque
n 
OL Z . 
-1 n a -l i=l pl 
(1 - a) .log Z pi 5 (l-u) .log (-E----4 . i=l E a 1-a 
. pi qi i=l
_ 
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2) Se O < d < l , 
n u 
n .El pi 
E 
pa < 1: 
i=1 1 
_
É a 1-a 
1-1 pl ql 
Tomando logaritmo em ambos os lados e multiplicando por 
-l 
(l - d) > O temos (2.42). 
Portanto, demonstramos o teorema para a > O, d i 1." 
2.4.2 - Pseudo-generalização da desigualdade de Shannon 
a~l 
. . ~ l d n a Definiçao 8 - H (P Q) = -- lo ( 2 p. q. ) ara ___________ u z 1 9 1 1 1 P -QL J-_: 
d £ l, u > 0, P Q An (2.43) 
Semelhante a HlB(P,Q) notamos que Hâ(P,Q) não é uma medida de im- 
precisao no sentido usual. 
Usando esta definiçao e Ha(P) temos o seguinte teorema. 
Teorema ll - Se P,Q € An segue que: 
(1 
_ n 9_‹:.l 
-a) 1 lo 2 Q < -g- lo ( É a ) # l >0 - 9 
1:1 pi _ l_a 
- 9 
1:1 pi qi 
, Q , a 
(2.44) 
Prova: 
A prova segue direto de (2.l7) e (2.l8) substituindo B 
por a, tomando logaritmo em ambos os lados e multipli - 
-l 
cando-os por (1 - a) .
4l 
2.4.3 - Aplicaçao no teorema de codificaçao. 
n n -Nilfd 
2 pi (2 2 ) 
~ - ': i: Definiçao 9 - La: (1-d)l.]og É al 
1 
] , para 
( -l)N- 
2 pq 2 
a 1 
IL i=l 
a # l , a > 0. (2.45) 
O teorema seguinte mostra uma relação entre esta medida e Ha(P). 
Teorema 12 - Se Ni , i = l,...,n sao os comprimentos das pala- 
vras códigos satisfazendo (2.3), então[2l]: 
Ha‹P› 5 La < Ha‹P› + ¿%Í ‹2.4õ› 
Prova.: 
substituindo q. =--=Ê-- , iz 1,2,...,n em ‹2.44) 1 I'l _Ni 
2 2 
i=l 
temos: 
n u n -Ni l-d Z p. ( Z 2 ) 
H (P) < (1-<1)_l lo (i=l 
1 i=l 
) 
- L 
U " ' g D a (d-l)Ni 
_ Q 
Z pi 2 i=l (2.47) 
2-Ni 
A igualdade em (2.47) acontece se e somente se pi =-?T--- , -Ni 
Z 2 
i=l 
i = l,...,n . 
Para encontrarmos a cota superior de La, escolhemos Ni satisfazen 
do (2.30) então (2.32) aparece. 
Tomando logaritmo em ambos os lados e multiplicando-os por 
(l - d)_l < O se a > 1, encontramos a cota superior de La dada
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em (2.46). 
Observações: _ií--._.--__-i-- 
l) Para d > l, a cota superior de La é maior do que a 
unidade. 
._ .N 
2) A medida de comprimento independente dowfiúor LÊl2 1) 1: 
que e considerada uma generalizaçao de L, pode ser 
definida por 
n d 
Z . 
L* _ (1 )_l 1 [____ÊÍl_ÊÉ_____¶ >Q. ¿ 1 a _ -d . og n a (u_l)Ni 
para a , d . 
2 pl 2 i=l
. 
Analogamente ao fato que LÊ tem a mesma cota superior e 
inferior como LB em (2.27), podemos também mostrar que Lã tem a 
mesma cota inferior e superior como La em (2.46). 
_ a-l 
. . ~ l a 
n Ni‹ u ) 
Eêíšgšgâg-ig _ La = l-d log [išl pi 2 1, d>0;(x£ l 
(2.48) 
Lá é o comprimento médio dado por Campbell U965,]966), 
[5,6]. O teorema seguinte também foi dado por Campbell. 
Teorema 13 - Se Ni , i = l,...,n são os comprimentos das pala- 
vras códigos, entao: ' 
Ha‹p› 3 Lá < Ha‹1>›+ 1 ,<z> o; OL # 1 ‹2.49› 
Prova: ___í. __Ni 
Segue facilmente substituindo q. = -2--- , l Il _Ni 
Z 2 
i=l
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i = l,...,n em (2.44) e usando a desigualdade dada em (2.3). 
A igualdade em (2.49) aparece se e somente se 
-Ni pg a n d 
2 = -H-- e isto equivale a Ni = -]1x;pi + log 2 pi . 
QL 
i=l 
2 P 
izi 1 
A cota superior de Lã em (2.49) pode ser encontrada 
usando (2.37) com no lugar de 3 e seguindo os mesmos passos fei 
tos para a entropia do tipo B, tomando logaritmo em ambos os la- 
dos e multiplicando-os por (l-d)'l. 
Observacoes: 
l) A cota superior de Lã e maior do que a unidade para 
D = 2. 
2) lim Lã = L. a+l 
Quando d * l, temos que (2.49) reduz-se para 
H(P) í L < H(P) + l que é o resultado de Shannon. 
Acabamos de apresentar aplicações das generalizações da 
desigualdade de Shannon para as entropias de ordem d e do tipo B.
~ 
Usaremos este capítulo e algumas definiçoes dadas no primeiro ca- 
pítulo para generalizar a desigualdade de Shannon para outras en- 
tropias definidas anteriormente, com aplicaçoes que serao dadas 
no próximo capítulo.
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CAPÍTULO 3 
ENTROPIAS DE ORDEM (ü,B), TIPO (a,B), DE ORDEM d 
E TIPO B E TEOREMAS DE CODIFICAÇÃO 
Este capítulo consta de generalizações da desigualdade 
de Shannon para as entropias de ordem (a,B), tipo (a,6), de ordem 
a e tipo B. 
Daremos também aplicações destas nos teoremas de codificação como 
fizemos para as entropias de Renyi e de tipo B. 
3.l - Entropia de ordem (d,B) 
Como vimos no primeiro capítulo, esta medida foi intro- 
duzida por Aczél (1963). Por (l.7) podemos escrevê-la como 
“ODF--' QQ EQ + urm 
Q|›-' 
Ha'B(P) = _ P) _ HB(P) Onde Ha(P) ,HB(P) 
sao as entropias de Renyi para d,B > O; a # B. 
A seguir faremos uma generalização da desigualdade de Shannon da- 
da em (2.l) para esta entropia.
H 
3.l.l - Generalização da desigualdade de Shannon. 
Podemos escrever a medida de imprecisão de ordem (Q, 5) 
definida em (l.l5) da seguinte maneira:
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H ‹PQ›=li H‹PQ›+í1ÊH‹PQ› 'põza@ze>0-we (31) d,6 ' B-d ` d ' a-B' B ' ' ' ' 
onde Ha(P,Q) e HB(P,Q) sao as medidas de imprecisao de ordem d e 
B definidas em (l.l3). 
Entao, temos o seguinte teorema. 
Teorema l - Para duas distribuições de probabilidades P,Q 6 An, 
temos: 
HOL,B(P) ¿HOL,8(P,Q) , 0<oú<líB (0<B<l_goL) (3.2) 
Prova: 
*Provaremos (3.2) somente para o caso (0< q< l5_B) por- 
que o outro caso segue similarmente por simetria. 
Se B_ l, entao (3.2) reduz-se para (2.42) que e conhecido. 
Consideremos o caso 0 < a < 1< B. 
Desde que (2.42) é valido para todo a > 0; Q # 1, temos: 
Ha(P) 5 Ha(P,Q) para O < a < l (3.3)
G 
HB(P) < HB(P,Q) para 5 > 1 (3.4) 
Multiplicando (3.3) por -- (> 0) e (3 4) -- (> 0) e somando IDF-' QQ 'U OH Q!-* mto 
as equações resultantes, temos: 
'CDI-* QQ Q 
QI-1 
com 
111 
vo 
'U 'Obi-J QQ Q 
QI-' 
mm E m -{- H (P) +{- í -{- H (P,Q) + -}- ‹P.Q› 
Logo, por (l.7) e (3.l) , Ha B(P) 5 Ha B(P,Q)
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3.1.2 - Pseudo-generalização da desigualdade de Shannon 
Definimos a medida Hà B(P,Q) como:
Í 
‹×-1 1:1 
nl (P › - -9- 1 ‹ É “ › -ii 1 ‹ É B) (3 5) als :Q " B___a og 
"' 
B__OL 
Og ° 
para d,B > 0 ;.a š 5 z P,Q Ç An. 
zâ Podemos escreve-lo como: Q 
ID?-' QQ Q H1 (P,Q) = -i- Hl‹P,Q› + ÊiÊ Hl‹P,Q› ‹3.õ› (X18 -' OL-B B
l Notamos que Ha'S(P,P) š Ha'B(P). 
Contudo, Hà B(P,Q) é uma generalização de Hs(P,Q) dada em Unl2).
I 
. . l 
às; àâf;
z 
No seguinte teorema damos uma relação entre (l.7) e (3.6). 
Teorema 2 - Se P,Q são duas distribuições de probabilidades dis- 
cretas, então: 
Ha'B‹P› ¿Hä,B‹P,Q› ;0<‹›z<1¿s‹o<õ<1¿<×› ‹3.v› 
Pq PB 
. 
1 i 
onde a igualdade aparece se e somente se -H-- = -H-- . 
XP? ZPÊ izl i=1 
Prova: 
Vamos provar (3.7) somente para O < a < l 5 B porque 
o outro caso segue por simetria.
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Se B = l , (3.7) reduz-se para (2.44). 
Consideremos o caso O <‹x< l< B. 
Desde que (2.44) é válido para a2>O, a # l , temos: 
Ha(P) í Hä(P,Q) para O <<1< l (3.8)
€ 
HB(P) ¿HÊ(P,Q) para B>1 (3.9) 
var-' QQ 
QI-* 
'com 
Multiplicando (3.8) por -- (> O) e (3.9) por -:- (> 0) e somando 
as equaçoes resultantes, temos: 
UD!-' QQ Q TDI-' QQ 
Q!-' QP-' 
(DW 
-1 H ‹P› +1-`Ê.H ‹P› 5 H ‹P,Q› + -~H1‹P,Q› . - d-B B _ _ B 
Logo, por (l.7) e (3.6) segue que Ha,B(P) 5 Hä,B(P,Q) 
Desde que Hi B(P,Q) não ë uma medida de imprecisão no sentido
I 
usual, chamaremos (3.7) como uma pseudo-generalizaçao da desigual 
dade de Shannon. 
3.1.3 - Aplicação no teorema da codificação. 
Discutiremos a seguir, a aplicação dos teoremas 1 e 2 
no teorema de codificação. 
Usaremos um conjunto finito de n-símbolos de entrada 
com distribuição de probabilidades P = (pl,...,pn) 6 An que será 
codificado em termos de n símbolos de um alfabeto com tamanho 2. 
Sejam Nl,N2,...,Nn os comprimentos das palavras códi - 
gos, sabemos que se existe um código decifrável unicamente então
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temos a desigualdade dada em (2.3). 
Para o comprimento médio L foi provado que L;¿H(P). 
Definiremos outras medidas de comprimento e mostraremos esta rela 
çao para a entropia de ordem (u,B). 
n n -N. l-d n (B-l)N. 
2 pu ‹ 2 2 1) . 2 pg 2 1 
. .~ 1 kl 1 bl kl i D f 1 - = ' ¿¿111zâê9__ Lmg) 6_a[n Q (u_l)Ni n B n _Ni M1 Z p 2 . Z p ( Z 2 ) 
i=l i i=l 1 i=l 
‹3.1o› 
para d, B> 0 ; d*£ B. 
Verificamos que lim lim L = L. 
a__›l B_›l (U-18)
~ A seguir mostraremos uma relaçao entre esta medida de 
comprimento e a entropia de ordem (d,B). 
Teorema 3 - Se Nl,...,Nn denotam os comprimentos das palavras de 
z z _.. um codigo decifravel unicamente, entao: 
Ha,B(P) í L(a,B) para (O< d< l§_B); O< 6< l5¿d« 
(3.ll) 
PrOVâ3 
Provaremos somente para O<fd< l< 6, pois o outro caso 
segue similarmente. 
Se B = l , (3.ll) reduz-se para (2.47). 
Consideremos o caso O<ía< l< B. 
_N_ 
_ 2 1 Seja Q = (ql¡...,qn) e An em Êfl = 
2 2 1 
i=l
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segue que: Ha,B(P) 5 L(a,B) 
-N.1 
A igualdade em (3.ll) ocorre se e somente se pi=-ñâ-š- 221 
n -N. 
izl 
_ log pi = Ni + log išl 
2 l . 
Portanto, é sempre possível ter um código satisfazendo 
- log pi 5 Ni < - log pi-+1 
que equivale a QL 5 2Nl < ÂL _ (3.l3) Pi pi A 
A relação dada em (3.ll) mostra que Ha 6(P) é a maior
I 
cota inferior de L . (0L,B) 
. N. 
n ëiãfh n ¿1Ê)1 
. . ~ l a a B B 2 - =--l . 2 --- 1 _ 2 £EâÊ¿£E¿ëä2-- I'(a,B) B-a Og [išl pl 1 B-a og [išl P 
(3.l4) 
para a,B > O ; d š B. 
O teorema seguinte mostra uma relação entre L%a,B) e H(a'B)(P). 
Teorema 4 - Se Ni , i = l,...,n são os comprimentos das palavras 
codigos satisfazendo (2.3) temos:
1 @LB@)51%afi) pma 0<a5l<B (0<B5l<a) (3.l5) 
Prova: 
Provaremos para 0< a5_l< B, pois o outro caso segue 
similarmente. 
Se a = 1 . (3.l5) reduz-se para (2.49).
l 1
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Consideremos o caso O <d <].<B. 
-N.1 
Colocando qi = -Hg--š- , i= l,...,n em (3.7) segue que: 
2 2 1 
i=l 
n -Ni Êäl n -Ni Êšl 
_Zl pi (2 ) 
B 
'El Pi (2 ) 
OL l= l= 
HO¿,B(P) ig 109 ( n _Ni gi )-epa 109 (--_-----n _Ni gi ) z (Z 2 ) OL (Z 2 ) 6 
i=l i=l 
n -N. gli n -N. ÊIÊ 
Por (2.3) segue que ( Z 2 1) a 5 l e ( E 2 1) B í l 
i=l i=l 
Logo, Ha,B(P) 5 L%a,B). 
A seguir daremos uma cota superior de Läa B).I 
Teorema 5 - Para um código decifrável unicamente, satisfazendo 
(2.3) segue: 
I%mB)<HmB@)+]_ gua O<a<líB(O<B<líM (116) 
Prova: 
Podemos escrever L%a B) definida em (3.l4) como:i 
1 _ 1:2 1 _:_ L(a,B) _ B_a;La + LB ‹3.17› arm 
Q»-' 
I-' 
mostraremos para 0< a< l5_B pois o outro caso segue similarmente 
Se B = l , (3.l6) reduz-se a (2.49). 
Sabemos que (2.49) vale para d > O , d š l , então: 
Lã 5 Ha(P› + 1 para o< @< 1< 5 ‹3.1s›
E 
5l 
LÊ í HB(P) + l para B > l (3.l9) 
UDI-' QQ toco _ (> O) e (3.l9) por _ multiplicando (3.l8) por 
do as equações resultantes segue que: 
l 1 -_.La+_LB<_-Ha‹ UD!-' 
'com 
Qi-1 
Um 
UDF-' QQ 'COI-' QQ 
_ _ _ P) + -;- + 
vam 
QQ 
Qr-* 
no 
QI-H 
UD)-' QQ EQ vovo 
Q»-* + -:- HS(P) + -:- = 
- (P)-+
_ 
HB(P) 
Logo, usando (l.7) e (3.l7) demonstramos o teorema 
3.2 - Entropia do tipo (d,8) 
Definida por Shannon e Taneja[l9] como: 
I`l 
2 (PÉ - PÉ) 
Q!-' O) e somag 
Ha'B(P) = ¿ÍÊ>----- para a, B> O ; a # B como dada em (l.8) 
21'” _ 21 5 
3.2.1 - Generalizaçao da desigualdade de Shannon. 
Do segundo capítulo sabemos que uma distribuiçao de ge- 
~ A neralidades Q Q An é dita distribuiçao de potencia B derivável de 
P se existe um número real B tal que qi = pis).
n 
Seja Fr(PI|Q) = El pi qä_r onde r é um parâmetro i= 
Teorema 6 - Para duas distribuiçoes de probabilidades P,Q € An, 
temos:
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_ W (P) W (P) 
H°°'B‹P› ¿‹21'°°- 2l'B› 1 I-9°---É--1 .0<<×;1<e, 
Fu&>HQ› FBu>HQ› 
‹3.zo› 
0< Bí].<a. 
Prova: 
(i) Seja 0<0zíl<B. 
n n 
Usando a desigualdade de Hölder ( Z piai)r í Z piaí , r >l, i=l i=l 
n r ¿ Z piai , r <l, i=l 
onde ai, pi são números não-negativos.
P 
Fazendo ai = aí segue que:
i 
n 
cx 1-fx n oz 
FO¿(P = Z Pi qi = Z (pi/q-) ° qi _<_ i=l i=l 1 
n 
(1 
n 
U. í(íÍP'_-q-)=(ZP-)=l 
i=l 1/ql 1 i=l 1 
puaO<aíL 
F3‹P||Q›> 1 para B > 1 ‹3.21› 
wafin wgw) 
De (3.2l) segueque--_-------¿WOL(P) -WB(P) (3.22) 
Fa@>HQ› FBu>HQ› , 
_ _ -1 Como (21 a - 21 B) >0, temos: 
H@,e(P) <(21-Q _ 21-B)-1 _ [ 
W@(P) _ Ws(P) 1 ` Fa‹PI!Q› FB‹P||Q›
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(ii) Para O< Bí].<d a prova segue similarmente. 
3.2.2 - Pseudo~generalização da desigualdade de Shannon 
De (l.9) podemos escrever a entropia do tipo (dzfi) como 
d Ad a A -a - H 'B‹1>›-_-- H (p›+-É- HB‹P› onde A -21 1eA -21 B 1 "AOL-AB AB-Au Voz" ` B' ` 
e Ha(P) , H8(P) sao entropias do tipo oa e B. 
Definimos a medida Hl(a'B)(P,Q) por: 
n E n ê.-A 
Hl(°°'B)‹P.Q› =--1-À-.I (2 pi q. 
°° ›°°-‹ 2 pi qis ›B1 ‹3.z3› Aa ' s izi 1 i=1 
Verificamos que lim lim Hl‹a'B)(P,Q) = Hs(P,Q). 
%+l a+l
A E podemos escreve-la como: 
A A 
Hl(°°'5>‹P,Q› =¡~¡°°T.Hl“‹P,Q› +À-_BT.HlB‹P,Q› ‹3.24› 
d B B a 
onde Hla(P,Q) e HlB(P,Q) são definidas em (2.l4). 
Relacionando a entropia do tipo (a,B) e (3.24) temos o seguinte 
teorema. 
Teorema 7 - Se P,Q 6 An, então: 
H°°'B‹p› 5 Hl(°°'B) ‹P,Q› , o<<×<15B‹o<@<1í<>z› ‹3.25› 
Prova: 
‹1› 0<‹›z<1¿e,
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Se B = l, (3.25) reduz-se para (2.l5). 
Consideremos o caso O <‹x<Il< B. 
Desde que (2.l5) vale para a >0 , d š l, temos: 
Ha(P) 5 Hla(P,Q) para O <a‹<l (3.26)
e 
HB‹P› 5 Hl6‹P,Q› para 5 > 1 ‹3.27› 
A A 
multiplicando (3.2õ› por --3>- (> o) o ‹3.27› por -__Ê._ ‹> o) o Aa-AB AB-Aa 
somando as equações resultantes¡ segue: 
A A A A d a B B a lu B 16 --H ‹P› ---H ‹P› í--H ‹P,Q› +---.H ‹P.Q› ‹3.zs› Aa-AB " AB-Aa Au-AB AB-AOL 
Logo, por (l.9) e (3.24) temos que Ha'B(P) 5 Hl(a'B)(PzQ). 
(ii) Para O< $<]¬5a, a prova segue similarmente.“ 
3.2.3 - Aplicação no teorema de codificação. 
Faremos uma discussão análoga a entropia decmdan (d,B), 
isto é, mostraremos uma aplicação dos teoremas 6 e 7 no teorema 
de codificação usando as mesmas condições. 
Para uma distribuição de probabilidade P Q An e um có- 
digo satisfazendo (2.3) definiremos três medidas de comprimento 
para a entropia do tipo (a,B).
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Definição 3 _ LWIB) = 
‹zl“°°-zl'5›'1. 
I n 
l - n 
1 
1
1 
E p_‹‹.×› zw-1›Ni Z p_‹ô› 2‹e- mi 
i=1 1 izi 1 
(3.29) 
para d, B> 0 ; a % B, 
H B 
‹‹>z› _ P1 (B) _ Pi °nde Pi ` wa(P) e pi 
" wB(P) 
Verificamos que lim lim L(a B) = L. a+l B+l ' 
Teorema 8 - Se Nl,...,Nn denotam os comprimentos de um código de í__í.._í-í 
cifrável unicamente entao: 
iwa M ¿ffi'5un paz o<a¿1<e‹o<e;1<m u_u» 
Prova: 
'Seja 0<oz_<_l<8. 
.N 
Tomando Q = (ql,...,qn)€ An em CL20)<xúb qi==-5â-- (3.3l) 
2 2'Ni 
i=l 
para i = l,2,...,n . 
Usando (3.3l) e (3.20) temos o seguinte: 
n _N. _ n _N. _ 
wa‹P›‹2 2 HM wB‹P›‹z 2 1›l8 
ÉmB@)< QLu_ff%-l [ fiifl_ _W pl 1 “ ' n n 
izl J i=l ‹3.32› 
n _N. _ De‹L3) (2 2 Hlaíi , o<@¿1 
izi 
II _N. ‹z 2 *›1'B_>_1 , e>1 
i=l '
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Usando estas desigualdades em (3.32) demonstramos o teorema. 
Para O < B§_l< d, a prova segue similarmente. 
A igualdade em (3.30) é válida se e somente se 
-N.i2 
¡ l=l,...¡n. 
É 2 
i=l 
1 
“ 'Ni 
Ou seja, log - = N. + log ( Z 2 ) 
pi 1 i=l 
Portanto, é sempre possível ter um código satisfazendo a relação 
log ÊL 5 Ni < log ii + i ‹3.33› 
1 Pi 
- . l Ni 2 que e equivalente a - 5 2 <- (3.34) Pi Pi 
No teorema seguinte daremos uma cota superior de L(a B).I 
Teorema 9 - Para um código decifrável unicamente, satisfazendo 
(2.3) temos: 
-2)L < (282 OL-É B) O< <l<B (3 35) ' (“'B) i=l pi i=l pi ' a"
° (21-d+B 
e
_ 
l-B+a d n B n d 
(2 - 2).L(a,B) < (2 išl pi 
- 
išl 
pi) , O‹<B¿¿l<:a 
Prova: 
(i) Seja O< a5_l< B, 
Ni Ni 
De (3.34) temos pi 2 < 2 e pi 2 z_l,
n 
Z pg 2(a_l)Niz_l para 0< a5_l, 
i=l
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n 
Z PÉ 2(B-1)Ni i=l 
<2B para B> l , 
fl n a B 
išl pi išl pi < Ê “ 2-8 Ê B (3 36) Semrfqve= - _ P-- P- - 
Ê pq 2(“'1)Ni Ê pg 
2(5'1)Ni i=l 
l 1:1 1 
l l i=l i=l 
multiplicando ambos os lados de (3.36) por (2l_a - 2l'B)_l >0 
encontramos: n 
1 1 B 1 
n '21 PÉ -a - - a 1= 
LOW < (2 - 2 › .‹išl pi --28 › 
5+1-Q 5 H a _ 
n
B 
(2 _ 2) L(a B) < 2 .iii pi iii pi 
isto para o resultado. 
(ii) Para O< Bí]_<a, a prova segue similarmente.
M 'U 
›..J.
M N M 'U H-
É wib H OL 11 -Ni 1-QL H 2-Ni)1-3 
Defini ão 4 L . 1 i=l i=l 
i=l i=l 
---i--'‹‹›z,s›= -z.\'[n 'fn 1 Au B 2 pq 2(“'1)N1 z pf 2(B'l)Ni 
i=l 1 i=l 
(3.37) 
para a, B> O ; a # B. 
Verificamos que lim lim L( ) = L. a+1 e+1 “fg 
Teorema 10 - Se Nl,...,Nn denotam os comprimentos de um código 
decifrável unicamente satisfazendo (2.3), então: 
H“'B‹P› 5 L(a B) para Q gz›o ; Q f 5 ‹3.3a› 
Prova: 
(i) O< mf l< B,
...Ni 
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colocar qi z .¡Ê--¡I- , 1 z l,...,n em (3.20) 
‹3.39› zzl 
i=1 
Usando (3.39) e (3.20) temos: 
n n _N. 1_q n n -N. l_B zp§°‹z:2*› zpÊ‹z2l› 
me 1-oz 1-B -1 izi 
I 
izi |-I. |-' 
H ‹P›¿‹2 -2 › ln - _ .1_ 
Z pÊ_°2 Nl( 
OL)
M
S 
i=l i=1 pi 
izl _ 1'
‹ 
(ii) Para 0< Bí].<fl a prova segue similarmente. 
- 1 _ 1-OL 1-5- Definiçao 5 - LWIB) _ (2 - 2 ) . Hišl pi 
2 )- (izlpi 
OL! 
l-d 1-5 
l n 
Ni (T) n Ni (T) 
O* 
2 2 )B 1 
para a, B> O ; a # 5 (3.40) 
Teorema ll - Se Ni , i = l,...,n são os comprimentos das pala- 
PI`OVa 
vras de um código satisfazendo (2.3), então: 
H°°'B‹P› 3 LL B, , 0<<>z<1;B,‹o<e<1í‹×›. 
'(i) 0< a< l5.Bz 
-Ni 
Colocando qi = ~¡-E-šf , i = l,...,n em (3.25) temos: 221 
i=l 
Q-l 
Pi 
H‹>z,e(P) <(21-<×_21-B~)»1_ Hizl › _ (1: 
. 2 
n -N.- Lil 
z ‹2 1) 
°° Ê pl‹ NH B 
1 
› 1 _ kn n -NiÊ___l-_ 
( É 2" ) G ( É 2 ) B
1 i= 1 j_= 
(3.4l)
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'Usando (2.3) conseguimos Ha'B(P) < Ll . _' (U4 
(ii) Para 0< 8<]_íd a prova segue similarmente. 
3.3 - Entropia de ordem a e tipo B 
Esta medida introduzida por Sharma e Mittal[l8] é uma 
medida não-aditiva definida por 
52 
Qu: 
l-fi-1 n íúíz 
HÊ‹1>› z ‹zl"S-1›'l. [ 2 (pi) 
' _ 11 como dado om ‹1.11). 
izi 
3.3.1 - Generalização da desigualdade de Shannon. 
Definimos' Hâ(P zQ) pOr: 
n Êzl 
‹ 2 p°°›°“ 
- ..l. 
HÊ(p,Q› z ‹2l"B-1›'l. [-3*¿íl--- 11 para oz,B > o , afã ‹3.42› a l a Z p.qf_ 
izl 1 1 
Verificamos que se pi = qi para todo i = l,...,n , a medida acima 
reduz-se a entropia de Mittal dada em (l.ll). 
n n 
Definindo Wr(P) = _Z pš e Fr(P||Q) = _Z pí 
qä_r po- 
l=l l=l 
demos escrever (3.42) da seguinte forma: 
tl; 
B 
1-B _l wa(P)°L"1 
HOL(P,Q) = (2 -1) . [----- - ll par‹'=1f-×#B;<×,B>0 
Fa(PI|Q) ' '(3.43) 
A seguir daremos uma generalização da desigualdade de Shannon pa- 
ra esta entropia.
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fiamxma l2 - Para duas distribuições P,Q € An , temos: 
Ê.-.L 
w ‹P›“'l HB‹P›¿‹2l'f3-1›fl.[-°-“---11 , <›z,B>0 z af B ‹s.44› 
°° FOAP IIQ› 
Prova: 
(i) O <a‹<l e O< B<]“ 
n n 
Usando a desigualdade de Hölder ( Z piai)r 5 Z piaš , r > l i=l i=l
n 
z Z piaí , r < l i=l 
~ z ~ onde ai, pi sao numeros nao-negativos. 
a . = . a. = . . se e u : F zendo pl ql e 1 pl/ql gu q e 
Fa(P||Q› 5 1 ‹3.45› 
a igualdade em (3.45) acontece se e somente se pi = qi ; 
i = l,...,n . 
B-l 
W ‹P)°L'l ÊIÂ 
Então, -°°í- - 1 _>_ wa(P)°“`l - 1 
Fa‹P ||Q› 
Multiplicando ambos os lados por (2l_B-l)_l:>O, temos demonstra- 
do o teorema. 
(ii) Para d,B >l ou 0‹<a‹<l<:B, 0< 3< l< d, o teorema 
segue similarmente.
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3.3.2 - Pseudo-generalização da desigualdade de Shannon 
Para duas distribuiçoes de probabilidades P,Q 6 An, de- 
finimos 
n 9‹;la_§_-À 
Hff‹P,Q› = ‹2l'6-1›`l. [ ‹ z p«qi °°› 
(H - 11 , 
i=1 1 
%s>o ; af 5 ‹a4n 
Verificamos que lim lim HâB(P,Q) = HS(P,Q). 
d+l B+l 
Teorema 13 - Se P,Q ê An entao: 
HB‹p) < H1B‹P › >o - ¢ B (3 48) a _ Q ,Q para a,B , a . 
Prova: 
(i) 0<0L<l<Bz 
n n r l/r n s l/s Usando a desigualdade de Hölder Z a.b.z_( Z a.) . (Z bj 
. i 1 . 1 . 1 i=l i=l i=l 
com ai, bi números não negativos e O <r <l , O<:s< l. 
_E_ a-l Fazendo ai _ pi .qi 
-d 
a-l 
bi “ Pi
z 
_ Q _ r 
- gli e s - l d 
n ãzl _2_ n _l_ 
‹ 2 piqi 
“ ›“'l 
. ‹ 2 pÍ)l'“ 5 1 
izl izi 
l d-l a n d d-l n d a-l Como a2>l , ( Z pi) z ( 2 piqi ) i=l i=l
n -__-à 
e como B:›l, (2l_B-l)_l .[ ( Z p ) _
1 j_= 
Il 
'CD 
F-“Q
Q 
I-'i-J 
l d 
- l 1 Á 
Quo l-'P-' 
d-l - í-zaí-_z  
5_‹z1'B-14" _ f ‹z piqi i=1 ) 
- 1] 
Portanto demonstramos o teorema. 
(ii) O< B<]_<d, a prova segue similarmente. 
3.3.3 - ëplicação no teorema de codificação 
Mostraremos uma aplicação dos teoremas 12 e 13 no teore 
ma de codificação como fizemos anteriormente para outras entro- 
pias. 
Para um par de distribuições P,Q Q An, definiremos medidas de com 
primento para a entropia Hâ(P). 
n ÊL1. 
( Z pÍ)d-1 
Definição 6- L(u,B) z Q1"B-1J'l. [¡5É›----- 11 ‹3.49) 
i=l 
para a,B> O ; d # B. 
Verificamos que lim lim L( ) = L. a+1 e+1 “'B 
Teorema 14 - Se Nl,...,Nn denotam os comprimentos de um código 
decifrável unicamente satisfazendo (2.3), então: 
Hâ‹P› í L(u B, . a,e>›0 ; a f B ‹3.5o›
63 
Prova: ___í. _N_1 
Escolhendo Q 6 An tal que qi = -E~Ê-š- em (3.44) se- 
z 2 1 
gue que: i=l
M N LV] 'U H-Q 
QUO 
r-Jr-1 n -N. l-d n 1 _ 
5 1-5 -1 i=l i=l H (P) (2 - 1) . [ f o - ll 
0* í 
I; (1 2-Ni(1--OL) 
P1 i=l 
n -Ni B Como Z 2 <l , então H (P) 5 L 
)
. 
i=l ""' a (G-[B
' 
P -N.1 
A igualdade em (3.50) ocorre se e somente se pi:-Hà-1;-,i=l,".,n 
2 2 1 
i=l 
n -Ni 
( Z 2 ) - log pi = Ni + log i=l 
Portanto, e sempre possível ter um codigo satisfazendo 
- log pi 5 Ni < - log pi + l (3.5l) 
N. =>ií2l<À. 
Pi Pi 
Teorema 15 - Para um código decifravel unicamente satisfazendo 
(2.3) temos: 
|-'-Q 
QID 
I'-'i-'n 
1 - 2`“. ‹_z p )
' 
L‹‹›z.s› < lílfi para e>1 ‹3.52› 
1 _ 2 ' 
Prova: 
N . De (3.5l) segue que pi 2 
1 < 2 
_ . -N- 
pã 
2(a l)Nl < 2a_2 1 
Somando sobre todos i (i`= l,...,n) temos:
Ê pa 2(a-l)Ni < Zu Ê 2 
Ni 
< 2d 
. i '. i=l i=l 
'J Q Q'm 
I-* 
(Z p) 
._ j_= 
'-1.
F 
Entao, 1 - --l;----- < l - HG H-Q QCD F}4 
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n 2 (_Z p 
Z pg 2(a-l)Ni i=l 
i=l 
Multiplicando ambos os lados por (1 - 21 B) 1, temos demonstrado 
o teorema. 
Caso particular: se a = B > 1, o resultado acima reduz-se ao re- 
sultado de Nath e Mittal. 
1.-.‹>‹ ea N.( ) a. 
1 l_B 1 n 1 u d-l ~§ílZ " L(O¿,3) : (2 ` D- '[ (išl pj_D ) " 1] 
(3.53) 
para a,B:>0 ; a š B. 
Verificamos que lim lim L? 
) 
= L. 
d+l B+l u'B 
Teorema 16 - Se Ni , i = l,...,n sao os comprimentos das pala- 
vras de um código satisfazendo (2.3), então: 
H8(P) < Ll , 0< @< l< B (0< B< 1< Q) (3_54) G _ (UIB) _ _
Prova: 
` (i) 0<:a< l5_B, 
Se B: l, (3.54) reduz-se a (2.49). 
Consideremos o caso 0< u< l< B. 
-N.1 
Colocando qi = -H~š-š- , i = l,...,n em (3.48) segue que: 221 
i=l
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d-1 “ 'Ni(_ã`) _
M
H 
*O 
'-1.
N S2 Q'a H+~ 
H. 
5 1-5 -1 = _ Ha‹P›_<_‹2 -1› .[‹ _Nig:¿ › 11 
vflä N Q 
i=l 
n -N. 
Como Z 2 1 5 1 , temos que H6(P) 5 Ll . 
(ii) O< B<]n5a, a prova segue similarmente. 
Teorema 17 - Para um codigo decifrável unicamente satisfazendo 
(2.3), temos: 
l 1-B B _ 
L(u'B) < 2 .Hu(P) + l , d,B>>0 , d š B 
(3.55) 
Prova: 
A igualdade em (3.54) acontece se e somente se 
'Ni PÉ 
2 =---- 1 z 1 n n 
OL 
I r-~~I I 
2 pl i=l
n 
a qual é equivalente a Ni =-log pg + log ( E pâ) (3.56) i=l 
U. (X p- P- 
Escoihenâo Ni tal que -1Qgc¡¡¿-)5_Ni< -1Qgé¡§›-›+1 ‹3.57› 
Z pq E pq 
i=l 1 i=l 1 
-N. pq 
e usando esta relação temos 2 1 z -H-¿-- (3.58) 
2 p9.2 
i=l 1 
Existem duas possibilidades: 
n -N.¿í¶) n 1 a Q d lfa 
l) Se dI>l, (3.58) resulta em [ Z pi 2 ] 5_ Z pi 2 (3.59) i=l i=l
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Consideremos dois casos: 
a) Se O< B< l, 
Elevando
n l2p.2*“1 ;[2p.21 
izl 1 i=1 1 
Q'm PJH ambos os lados de (3.59) a potencia -:- temos:
Q Q'm I-'i-' D Q I-* Q Q'm I-'I-^ _N_ (Ê _._t_ _ _:._ _ _ (3.60) 
Multiplicando ambos os lados de (3.60) por (2l_B-l)_l >O demons- 
tramos o teorema. _ 
b) Se B >l, a prova segue similarmente. 
2) Se O‹<d‹<l, a prova segue similarmente. 
Observações: 
l) 
2) 
A cota superior de L%a B) em (3.55) é maior do que aI 
unidade. 
Se B = d, (3.55) reduz-se para o resultado provado 
para entropia do tipo B.
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