Abstract-The problem of symbolic representation of gray value variations is studied, especially with respect to the gradient of the image function. The goal is to relate the results of this analysis to the structure of the picture, which is determined by the physics of the image generation process. The operators for the detection of gray value transitions are the first derivatives of two-dimensional Gaussians with different widths whose positive and negative parts are separately normalized to + 1 and -I, respectively.
I. INTRODUCTION I N this paper, we consider only processes for the generation of local descriptors of the gray value function. These processes can be related to the picture domain cues, which are component parts in a scheme suggested by Kanade [ 11. Based on this scheme, low-level vision can be characterized "as the process which infers the position, orientation, shape, painting, possibly the fine structure (i.e., nonpainted texture), and illumination of surfaces in 3-D space from their digitized images" as suggested by several authors (see, e.g., Nagel 121). Edge finding is one of the most important problems in low-level computer vision. The success of many methods for the recognition of objects in high-level computer vision, where scene models are involved, depends on the reliability of the applied edge detection approach.
Another important problem in computer vision is the segmentation of an image into regions which facilitate the matching process with prototypes. This problem is closely connected with region finding if one considers closed edges to be boundaries of regions. Numerous papers published in the last few years suggest considering multiresolution approaches to the edge finding task because the scale of interesting features is often unknown (see, e.g., Marr [3] , Rosenfeld [4] , and Crowley and Sanderson [5] ). Therefore, the application of operators with different widths appears necessary. There is, however, a great difficulty in finding appropriate criteria for the selection of the best width for an operator. Knowledge of the optimal operator size is important for several reasons.
1) The position and the number of edges in gray value images depend very frequently on the size of the applied operator.
2) The localization of gray value corners or T-, X-, and Y-junctions is facilitated if the size of the kernel can be adapted to the gray value variations at these critical regions.
3) Qualitative models of edges can be derived from the variation of the position, amplitude, and direction of edges as a function of increasing operator size until the optimal size is reached. Such models are necessary for the physical interpretation of intensity changes (see, e.g., Leclerc and Zucker [6] , Haralick [7] , and Nagel [2] ).
There are several reasons to apply Gaussians and their derivatives to edge detection problems (see Marr and Hildreth [8] , Hartley [9] , Koenderink [lo] , Terre and Poggio [26] , and Gennert [27] ). Investigations into the problem of an appropriate selection criteria for the edge detection approach based on the Laplacian of Gaussians have been performed by several authors (see, e.g., Hildreth [1 11, Witkin [ 12] ), but there still remain many open questions. Because of other difficulties with this operator in localizing edges (see, e.g., Berzins [13] , Haralick [14] , and Nagel [ 15] ), recent developments in edge finding are based on other classes of operators. Among these classes, the first derivative and the second directional derivative of Gaussians (Canny [ 161, Hartley [9] , Haralick [ 141, and Korn [ 171) are of special interest for possible solutions of the selection problem. The first derivative of Gaussians approximates very closely an edge detector which is optimal given certain assumptions (Canny [16] ).
In the approach of Gennert [27] , whose article was published after submission of the present paper, the first derivative of Gaussians is used in order to get reliable information at vertices. This is one of our problems too.
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The main purposes of our contribution, however, is to show that, by normalization, special gradient operators with different scales can be defined which are suitable for the comparison of differently filtered images. We base our approach, which is described in the next section, on this class of operators.
II. EDGE DETECTION EXPLOITING THE GRADIENT OF THE GRAY VALUE FUNCTION
Intensity changes in images can be perceived by human beings as edges if these changes occur in a fixed spatialfrequency domain (for a bibliography, see Frisby [ 181) . Men can at least qualitatively assign perceived edges to the physical causes of intensity changes. Furthermore, the Craik-Cornsweet-O'Brien phenomenon [ 181 in psychology suggests that perceived gray values of regions may be determined by the shape of the edge which separates the regions. Obviously, edge information can be used by the human visual system to extrapolate the brightness of the corresponding regions. Because of the large reduction of transmitted pixels, the approximate reconstruction of the gray value function from the attributes of edge points is one aim of our approach.
The bibliography on edge detection in computer vision is extensive (see, e.g., Ballard and Brown [19] ). The gradient of Gaussians is an edge detection operator whose pleasant properties are extensively discussed, e.g., by Torre and Poggio [26] or Gennert [27] . The main contribution of our approach is the proposal of a normalization of this operator. Thus, one gets the possibility of comparing gray value gradients for different scales. Both theoretically and by application to images of real scenes, it is shown that a clear relation between the extent and shape of the processed gray value function on the one hand and the output of a filter bank on the other hand can be established. Such a relation could be the basis for edge models, which should be used for the estimation of the reliability of gray value variations for later stages of visual information processing, e.g., image segmentation, correspondence of edges for stereo and motion detection, or shape from shading.
A. DeBnition of a Special Gradient Approach
Our starting point is the hypothesis that edge detection should be based on the measurement of intensity differences across regions with different dimensions. The difference of mean gray values is determined by convolution of the gray value distribution f (x, y) with operators XGG and YGG (x-and y-gradients of Gaussians, respectively ), which are defined by
where
is the Gaussian with standard deviation u and
is obtained by the following normalization requirement:
-m y * G(x, y, u) dy = I o because the integrals can be solved in closed form:
Because of the normalization of the 1-D Gaussian
one obtains the expression in (3) . A consequence of (3) is the relation kb,) = 44
where uI is some arbitrary standard deviation. In our applications, u, = 0.8 is usually taken as the standard deviation of the smallest filter. The operators XGG and YGG in (1) and (2) represent both components of the gradient VG(x, y, a) of a Gaussian, leaving aside the normalization k(u). The Nabla operator V has the components (a/ax, a/ay ) r where T denotes the transposed vector.
The convolution of the image function f (x, y) with VG(x, y, a) is equivalent to the gradient of the image after smoothing with the Gaussian G(x, y, a):
Here * is the symbol for convolution and n is a vector with components n, and n2.
Quantization errors can be controlled by choosing a sufficiently large standard deviation u in (1) and (2) . Edge detection is now reduced to the problem of finding appropriate features in the vector field 12. The approach of Machuca and Phillips [21] is also based on vector fields, but the important step of using Gaussians with different widths [8] is missing there. 
with j = J-1. The variables u and u are spatial frequencies. One obtains an analogous result for the operator YGG. The transfer function for spatial frequencies is, therefore, a bandpass. The maxima of this function result from (6) and its analog for y:
and U= f-
The responses of the convolution in (5) are two pictures n,(x, y, a) and n2(x, y, a), which can be analyzed separately (Korn [22] ). Another possibility is evaluation of the magnitude A(x, y, a) and direction (Y of the vector n, which are defined by
cos a = n,/m sin (Y = rr*/m.
In this way, the attributes A and (Y can be assigned to every point in the digitized image. The magnitude in (8) is invariant against addition of a constant gray value to the image function and against rotations of the image. The direction defined by (9) is invariant against addition of constants and multiplication of the image function by constant factors. From this, it follows that the direction may be more useful for the detection of relevant structures than the magnitude, which can be lowered by small factors caused by the illumination (the picture function is the product of the surface illumination and the reflectance function).
In this vector field, edges are defined by the attributes of the maxima of the magnitude A(x, y, u) in the direction of maximal intensity change, i.e., in the direction (II given by (9). In other words, we are searching for zero crossings of the second directional derivative of the smoothed gray value distribution. This can be seen clearly in the following quantitative formulation of the procedure.
The total differential of an arbitrary scalar function w (x, y) is the scalar product of the vector dr = (dx, dy) with the gradient VW:
&v(x, y) = dx 2 + dy f$ = dr * VW.
With the smoothed image function G * f as the scalar function, one obtains from (10)
where y is the angle between dr and V ( G * f ). If the differential is performed in the direction of the gradient, i.e., in the direction a given by (9), then dr and V( G * f ) are parallel, and one obtains from (5) and (1 l), with cosy = 1 and (drj = dr, g(G*S)lingmdie"t = IV(G*f)( = In)/'(u). (12) direction The search for extrema of ( it ( in the direction (Y requires that the directional derivative of (12) be set to zero:
The second directional derivative as an edge detection operator has previously been proposed by Canny [16] and Haralick [7] . The main difference between their approaches and our approach is that we are starting from the principle that zero crossings of the second directional derivative of G *fare only possible candidates, not yet final selections for contour points. Therefore, a filter band is necessary where a selection criterion must be applied to the output of gradient filters after application of different scales to the raw image. In addition, we are investigating the output of the filter bank for T-, Y-, or X-junctions (see, e.g., Winston [23] ) using images of real scenes. It turns out that the application of (13) must be modified because the gradient direction Q! changes rapidly across a few pixels at vertices. Furthermore, the examples in the next section show that maxima and minima of the gradient magnitude should be considered if several surfaces meet in an image and that sometimes the extrema of the gradient magnitude are not sufficient to close a contour.
B. Computer Simulation: Kernels and Results of Convolution
The size of the kernels of the operators XGG and YGG for digital filtering depends on the standard deviation u and the approximation error caused by cutting the Gaussians in (1) and (2) . Omitting values lower than 5 percent of the maximum of the operator, one obtains kernels for XGG, which are shown in Fig. 1 for u = 0.1, 0.5, 0.8, and 1.0. The sizes of the kernels of XGG for u = 1.5, 2.0, 2.5, and 3.0 are 7 x 9, 11 x 13, 13 x 15, and 15 X 19 elements. A 90 deg rotation of these matrices supplies the kernels for YGG. The plots of the kernels for u = 5.0 in Fig. 2 illustrate the shape more clearly.
For better comprehension, we are considering a 1-D example. This example is row 157 of the projector in Fig.  3(a) . The gray values (profile) of this row are depicted in the middle part. In Fig. 3(b) , the positions of the extrema of the 1-D gradient of this profile are shown for different standard deviations u. The 1-D gradient operator is de- fined analogously to XGG in (1):
The representation in Fig. 3 to (7) , the properties of low-pass filtering with Gaussians depend on the standard deviation (I. The number of detectable gray value transitions, which may be taken as a measure for the resolution, decreases with increasing standard deviation or scale u. This decrease can be seen very clearly in Fig. 3 (b). Here and in the following sections, the term scale is used for the parameter u [8] .
In addition to the decrease of the number of extrema as a function of the scale u, there can be a shift of their positions depending on the shape of the corresponding gray value variations. For variations with constant slope, as depicted in Fig. 4(a) , the positions of extrema of the gradient profile are the centers of the corresponding flanks independent of the scale, within certain limits. The gradient profile for u = 1.0 in Fig. 4 increasing scale. This can be seen in Fig. 5 (b) where, after a two-pixel shift, the position at pixel 23 does not change for scales between 3 and 9. The edge points of the profile in Fig. 5 (a) are lying to the left of the center of the convex profile; for concave profiles, they are lying to the right. The evaluation of the 2-D gradient of the image function according to (13) makes some additional steps necessary. The search for extrema in the convolved image must be performed in the direction (Y, which is the direction of maximal gray value change according to (9). In the following, we are using the coordinate systems which are shown in Fig. 6 . The angles Q! = 0 and cx = 90 deg denote the directions of the X-and y-axis, respectively. Cc) For applications in machine vision, we have to consider our implementation, the search for extrema is performed in the matrix of the magnitudes of the gray value gradient. With the exception of boundary pixels, the following differences are computed for every point P( i, j ) in this matrix [see Fig For large changes of the direction (I: of the gray value gradient (e.g., corners, branching of edges), the accuracy of Q( is often very bad. As a consequence, a maximum can be ignored because the corresponding angle (Y does not lie inside the prescribed range of tolerance, causing a gap. Thus, a connected chain of maxima can be terminated by such a gap.
Gaps can be detected by the following procedure. Beginning with a central pixel P( i, j ) # 0 in a 3 x 3 window [see Fig. 8(a) ] the neighbors which differ from zero are counted. The result is a number N with 0 I N I 8. The two interesting cases are N = 1 and N = 2 [see the examples in Fig. 8(b) and (c)l. If N = 1, there must be a gap. In the second case (N = 2 ), there are two neighbors P, # 0 and Pz # 0 of P( i, j ). The absolute value of the difference DC of the columns and the difference DR of the rows of P, and P, is considered to indicate a gap, provided the following condition is true: (DC # 2 and DR # 2) and (DC + DR) < 2. Fig. 9 shows an example for an X-edge where several surfaces of the depicted scene come together at the marked part of the projector in Fig. 9(a) . In Fig. 9(b) , the complex gray value structure of this junction is depicted. An arrow marks the beginning of a valley, which is a shadowed region between the top and base structures of the slide projector. In Fig. 9 . These open end points can be detected by the procedure described above (see Fig. 8 ).
Because of the uncertainty of the gradient direction at open end points where several regions are meeting, we are looking for all the maxima which can be found on search paths So (k = 1, 2, 3, 4); i.e., we do not postulate the compatibility according to Fig. 7(c) . These maxima are represented in Fig. 9(g ). Now, a continuation of the contour at the point (22, 20) is possible, taking the points (23, 20) and (24, 20) from Fig. 9(g ), but no maximum can be found for closing the gap near the point (26, 24) . Here, at the end of the valley the minima of the gradient magnitude must also be investigated.
All the minima of the gradient magnitude ((T = 0.8) which can be found using the search paths So (k = 1, 2, 3, 4) are shown in Fig. 9(h) . The horizontal chain of minima in the lower right-hand part of Fig. 9 (h) represents very clearly the interesting valley. The magnitudes of the gradients for these minima are increasing from right to left, indicating the ascension to a ridge. Taking the minimum with the largest magnitude in the neighborhood of point (26, 24) , a continuation can be found, which is point (25, 23 ).
As will be seen in Section II-C, the application of gradient filters with increasing scales yields, in general, increasing difficulties for the representation of sharply bending edges or T-, Y-, or X-junctions because important high spatial frequencies can be strongly attenuated by unadapted bandpass filters [see (7)]. Using the filter bank, which is discussed in Section II-C, it turns out that rather small filters must be applied at these critical parts of im- 19  19  20  23  26  30  35  39  41  45  20:  21  22  25  32  46  61  70  75  78  83  21:  12  14  21  40  64  76  79  80  al  81  22:  5  7  21  49  60  48  38  34  31  27  23:  3  7  26  51  46  23  14  14  16  18  24:  2  8  29  48  37  18  16  18  19  20  25:  2  9  30  47  32  11  6  7  7  8  26:  2  10  34  46  28  9  2  3 23  21  21  22  22  22  21  21  23  20  22  27  23  23  23  19  23  24  20  22  20  J3  33  26  29  24  25  25  22  23  23  23  24  39  36  36  32  33  31  30  27  31  25  27  40  36  39  31  37  40  40  43  0  44  40  41  42  42  45  52  59  73  15  e8  91  65  41  44  54  62  74 ages. According to our experience with visual images of high. One important exception is the marked part in the natural scenes, the minimal scale should, however, not be image of a workpiece of Fig. 10(a) , whose gray values less than ~7 = 0.8 in order to provide sufficient noise reare graphically and numerically represented in Fig. 10 (b) duction.
and (c). The magnitude and direction of the gray value Beginning with such small filters and using maxima and gradient are depicted in Fig. 10(d) and (e). The maxima minima of the gradient magnitude, we obtain, in general, of the gradient magnitude, which are found using the closed contours if the contrast at an edge is sufficiently ranges CY of tolerance in Fig. 7 (c) are shown in Fig. 10(f) .
Applying the smallest filter ( u = 0.8), there are no maxima or minima of the gradient magnitude to close the gap near the open end point ( 120, 78). In order to find possible candidates for a continuation, we are searching in a five-pixel neighborhood for the largest gradient magnitude which is used as continuation at such a gap. This procedure is repeated N times, where the number N can be chosen by our program. For the example in Fig. 10 , we are getting the points (121, 79), (122, 80), (123, 81 ), and ( 124, 82) for the continuation. Surely, this procedure cannot be the final solution of this problem, which shows the limitation of our edge model underlying the gradient-based approach. The problem of which computational steps should be carried out in order to get an appropriate representation of such complex gray value functions, as shown, e.g., in Fig. 10(b) [25] , and Torre and Poggio [26] ) in which differential geometry and vector analysis is applied to the problem of representing intensity changes in images. One purpose of our paper is to show what kind of problems arise if images of real world scenes are considered and to show the way we try to manage some of the difficulties. Certainly, there remains a lot of work in order to bridge the gap between mathematical theory and the representation of intensity variations in real images in order to facilitate the physically meaningful segmentation of a picture. In Fig. 11 , the directions cy of edges are graphically represented. Here, the gradient of the image in the upper right-hand corner has been calculated for the scale u = 0.8. The little black squares mark the positions of the maxima of the gradient. They are the origins of vectors which are pointing from dark to bright regions in the direction 01. These vectors may be considered as normals of the boundary curves of regions, but attention must be paid to the fact that (Y depends on the sign of the gray value difference of neighboring regions. The direction is a very important attribute of edge points to distinguish useful information from noise, as can be seen in Fig. 11 . A nearly constant (Y or an 01 changing smoothly along a certain distance is an indication for boundaries which can be related to an object. In addition, the nonsystematical changes in the directions of points in the interior and exterior of the contour of the airplane give some hints for operator results related to noise.
The front of a car in Fig. 12(a) is a more complex example of the importance of the information given by the direction 01. In Fig. 12(b) and (c), the magnitudes and the maxima of the gradient of the picture in Fig. 12(a) are shown for the scale u = 0.8. In Fig. 12(d) , the gray values from 0 (black) to 255 (white) represent the angles from 1 to 360 deg. Structures with the same brightness in Fig.  12(d) have the same direction. This can be used for the enhancement of details with a low contrast. An example is the periodic stripes under the number plate, which are very difficult to see in Fig. 12(a)-(c) . 
C. Criterion for the Selection of Contour Points
The physical interpretation of the convolution (5) is subtraction of the mean intensities of two neighboring regions for two orthogonal directions. The standard deviation or scale u of the Gaussian determines the size of the regions in which the mean intensities are calculated (see Fig. 2 ). Beginning with small regions, i.e., with small scales u, one obtains maxima of ) n ) = A (x, y, a) in the direction CY of the gradient as a function of the scale u. These maxima and the variation of the position and amplitude of A (x, J, a) with varying u can be related to structural features of the gray value function f(x, J'), which can be considered a surface in three dimensions: X. JJ, and gray value. Besides the examples in Figs. 4 and 5. such a relationship will be illustrated by the following very simple consideration.
In Fig. 13 , there are two 1-D functions P(x) and P(x/u) which differ only by a scale factor a > 1. It is P(x) = P(x/a) = 0 forx < 0. Using the operator (14) for this 1-D case, one obtains two responses. They are n,,(x, al), where the gradient of P(x), and r+(x, a?), which is the gradient of P(x/a) with a different scale u7 I= 01:
.
exp [ -(X -.~')~/2u5] P(x'/~) d,r'. (16)
Enlarging u? up to the value u2 = au, and using (4), i.e., 
Thus, both functions are identical for different scales if a2/a, is equal to the scaling factor a of the function P(x/a). In other words, the gradients of two functions which differ only by the scale of the x-axis have the same maxima (or asymptotes) if the widths of the applied gradient operators differ by the same scale factor. This example is also relevant in two dimensions if the x-axis points in the direction (31 of the gradient of the profile after rotating the frame of reference.
It should be stressed that (17) is valid only for (T~/cJ, = a where a > 1 is the scaling factor of the function P(x/a ) (see Fig. 13 ). For a scale us = cur, one gets a gradient k(u,) &3(X~ cd = &---; s yx -xl) ()
Taking the example shown in Fig. 13 , it is easy to prove that (18) is valid for monotonically increasing or decreasing functions P(x). This assumption is generally satisfied for our approach because we are comparing the maximum magnitude of gradients for different scales, e.g., the points K, and K2 in Fig. 13 , which are lying in the middle part of a profile with positive (or negative) slope.
It is not the purpose of our approach to model quantitatively the image function f(x, y). We are interested in qualitative features of gray value variations which are, for example, approximations of the widths and the steepness or the height of gray value flanks in order to detect, e.g., smoothly changing intensities caused by the illumination.
In two dimensions and for an unknown scaling factor a, we increase u monotonically beginning with a small value u,, typically u = 0.8 in images of natural scenes. The maximal magnitudes of gradients with different scales u are compared, searching for a maximum as a function of u. Supposing that a maximum can be found for u = u,, we denote such an extremum as a contour point. The computation of contour points with a filter bank is described in the following section in detail. The ratio ~,,,/a~ of the scale u,~ at which a contour point has been found to the initial value ul can be considered an approximation of the scaling factor a. This factor is a measure of the extent of an edge in the direction CY, which in turn is an attribute of a contour point. The attributes of contour points are the x-and y-coordinates, the magnitude A(x, y, u,), the direction CY, and the scale a,.
For the determination of contour points, the maximal magnitudes of gray value gradients must be compared for different scales u. Examples of pictures of the maximal gradient magnitude for u = 0.8, 1.5, and 3.0 are given m Fig. 14(a) . Here, the image of the projector in Fig. 9 (a) has been processed. In our implementation, up to five scales can be considered for such a 2-D comparison, where individual maxima M(r, a, a,) (m = 1, 2, . * * , 5) must be tracked, beginning with a small scale u1 where u, < u2 * . * < u5. The position vector r of a maximum in gradient picture m gives the pixel coordinates (i, j ) in a reference system which is common to all pictures m (m = 1,2;*., 5 ). The angle cy is the gradient direction at position r, and u,,, is the scale of the applied gradient filter for picture m. In Fig. 14(b) , some steps of the procedure are illustrated. Beginning with a maximum M,(r, LY, al) at point r in Picture 1, we are using a search path Sk which is determined by the gradient direction (Y according to Fig.  7(c) . Starting at the same position r in Picture 2, a corresponding maximum is searched along the path Sk. The range of the search in our implementation is maximal f2 pixels from the starting point r. Having found a corresponding maximum M;( r', CY', u2) at position r' in Picture The following example may illustrate the input and output of our program for the detection of contour points. We consider the marked lower left-hand part of the projector in Fig. 9(a) . Computing the maximal gradients for scales u = 0.8, 1 .O, 1.5, 2.0, and 2.5, one gets five matrices, which are represented in Fig. 15(a)-(e) . The results of the comparison of these matrices are the attributes of contour points, as described above. From these attributes, the gradient magnitude M and the number m of the best scale urn are shown in Fig. 15(f) and (g) . Near sharply bending edges at the points (22, 20) or (26, 24) , the numbers 2 and 1 mean that the scales uz = 1 .O and (TV = 0.8, respectively, are the best ones. Otherwise, the number 1 may indicate the noisy points, which in general cannot be tracked from picture 1 ( CJ, = 0.8) to picture 2 ( u2 = 1.0).
The gradient magnitude does not increase very much with increasing scale u if one compares corresponding parts of the gradient pictures in Fig. 15(a)-(e) . This may be an indication for sharp edges, i.e., the shift of the position and the change of the magnitude of the tracked point can be used for a qualitative description of the shape of a gray value profile in the gradient direction CY, as mentioned earlier. :  20  21  22  25  0  0  0  0  0  0  83  20:  21:  0  0  0  0  3  64  76  79  80  81  0  21:  22:  0  0  0  0  49  60  0  0  0  0  0  22:  23:  0  0  0  0510  0  0  0  0  0  23:  24:  0  0  o  0  48  0  0  16  18  19  20  24: 19  20  21  22  23  24  25  26  27  24  29   0  0  0  0  a  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  21  22  24  28  0  0  0  0  0  I5  19  0  0  0  0  5:  "6:  78  12  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  053  0  0  0  0  0  0  0  0  0  0  51  0  0  17  la  19  21  0  0  0  0 Fig. 3(a) . First of all, the attribute "best scale urn " of a contour point Ki is a measure of the range of the gray value variation. This can be seen clearly if one considers the contour point with u = 33 in the profile of row 246, which is a symbol for the shadow on the table depicted in Fig. 3(a) . For many applications, the attributes "position and direction" are more important than the magnitude A(x, y, a) of the maximum of the gradient. If visual images which are picked up by a TV camera are considered, our results show that variations of position and gradient direction cy are, in general, small for scales between u = 1 .O and u = 2 5. Therefore, maxima of the gradient for only one scale, e.g., u = 1.0, can be taken as suitable approximations of contour points if good resolution is required.
In addition to the selection criterion for contour points which is discussed in this section, the very important criterion of smoothness of the direction cy (see Fig. 11 ) must be considered. Both criteria are relevant in order to get proper structural features in real images.
III. RECONSTRUCTION OF GRAY VALUES AND

SEGMENTATION
According to (l)- (5), (8), (9), and (13), the magnitude A(x, y, a) is the difference of mean intensities of two areas whose sizes depend on the scale u and whose common border lies perpendicular to the direction Q. The attribute urn of a contour point is a measure of the largest size of these regions, whose mean intensity difference is optimized. The optimum is the amplitude of a contour point. Thus, an approximation of the original gray value function f (x, y) is possible using the attributes of contour points, up to an additive constant. For this purpose, contour points in all relevant spatial-frequency domains must be considered in order to obtain the information about large-scale intensity changes.
Another possibility for taking into account low-spatialfrequency information is the following one: the search for contour points is stopped at some medium scale u,. (e.g., UC-= 5 ), and the missing low-frequency information is obtained by considering only the result of low-pass filtering of the image by a Gaussian with a single u > Us.
If only the 1-D gradient (14) is used, the attributes of contour points can be related to the sizes of horizontal stripes which yield the largest difference of mean intensities. Here, single rows are reconstructed, and the gray value distribution of the whole image is built up by putting together all these slices. The easiest way to obtain proper starting points for the reconstruction process is to take the gray values of the first column of the original image. Another possibility is to take the reconstructed first column for initial values where only the gray value at the origin ( 1, 1) of the original image is required to be set to the correct brightness level.
In Fig. 17(a) , a simple procedure, which was used to compute the image in Fig. 17(b) , is illustrated. The contour points K, are connected by step functions. The height of the steps is given by the magnitude, and the direction is given by the sign of Ki . For this kind of approximation, the attribute "optimal scale a," is not considered. Fig. 17(b) shows the reconstruction of the car image in Fig. 19(a) . Here, a stepwise interpolation of contour points, which are the result of the comparison of 1-D gradient profiles for the scales u = 1.0, 1.5, * * * , 3.5, is performed. Such reconstructions are useful to paint the interior of closed chains of contour points which define regions. For this purpose, the mean of all gray values, lying in the interior of a region, is taken for painting. In this way, regions with homogeneous brightness are obtained. The projector in Fig. 18(a) is a reconstruction of the image in Fig. 9(a) where only attributes of contour points and the gray value of pixel ( 1, 1) of the original image have been used.
A very simple test for closure is a filling procedure with the following properties. After crossing a contour point, an arbitrary value u is taken and expanded in the horizontal and vertical directions. Every possible path is filled with the value v until a contour point is met which blocks up a path. After termination of this expansion process, all pixels with label v belong to one region whose boundary consists of contour points without any gap. In this way, the interior of all closed chains of contour points can be labeled by some code.
In Fig. 18(b) , the result of segmentation is illustrated for the image of the projector in Fig. 9(a) . The black lines show the positions of contour points, which are the closed boundaries of regions. Every region has a homogeneous intensity taken from the reconstruction in Fig. 18(a) . The regions have been ordered according to their sizes. The numbers shown in Fig. 18(b) are the code numbers, beginning with the largest region, number 1, which represents in this case the background.
Another, more complex, example is the image in Fig.  19(a) . Here, the maxima of the magnitude A (x, y, a) are considered for only one scale u = 1.0 according to the remark at the end of Section II-C. A further simplification is performed by painting regions with the mean gray value of corresponding pixels in the original images instead of using the reconstructed gray value distribution [see Fig.  18(a) ]. By these simplifications, the computing time is very much shortened without serious disadvantages if one is interested only in the segmentation of images with good quality. Fig. 19(b) shows the maxima of the gradient of the image in Fig. 19(a) for the scale (T = 1.0, coded by brightness. In Fig. 19(c) and (d) , the results of segmentation are depicted. Here, the same regions of the images under consideration are shown. The only difference is that in Fig. 19(c) the positions of the edge points are illustrated by black lines and in Fig. 19(d) the edge points have the gray value of a region which lies to the right of the corresponding contour for clockwise circulation.
IV. CONCLUSIONS
We think that our approach is one step in bringing together the various approaches in the field of edge detection and segmentation. This approach appears to have the following principal advantages. 1) A selection between different scales u can be performed according to a quantitative criterion developed in Section II-C.
2) The formalism of vector analysis can be applied to study attributes of extrema in gradient vector fields as a function of the scale u. The direction QI of the gradient of the image function is obtained with high resolution for every pixel (in our implementation, 8 bits) and can be used very effectively to analyze structures in images which are characterized by similar or slowly varying directions CY.
3) A representation of features is built up which can possibly be related to the physical interpretation of ir,ten- sity changes (see the Section I). This is a topic of ongoing research. Our approach has successfully been applied to many natural scenes. Some of these are discussed in this contribution.
The XGG and YGG operators, which are defined by (1) and (2), are good approximations of an optimal detector for step-like changes of mean intensities, as has been shown by Canny [16] . They differ from the gradient of Gaussians by the normalization of the positive and negative parts of the kernel. This step turns out to be necessary in order to define a selection criterion for gradients with different scales. This criterion is applicable only for the comparison of gray value profiles in the direction (Y of the gradient where the sign of the slope does not change, in other words, where the gray values does not increase or decrease, respectively. Thus, the noise from the electrooptical devices which are used to pick up and digitize the picture must be reduced by suitable low-pass filtering. The size of the smallest kernel in the proposed filter bank of bandpass filters must therefore be adapted to the noise level, which is determined by electrooptical components. Our recommendation for the smallest gradient filters in a filter bank, namely, the scales B = 0.8 to 1 .O (see Fig. 1 is based on experimental results with images of real scenes picked up by a TV camera. It was pointed out that the information referring to the extent of a gray value dark-bright or bright-dark transition could be made explicit by the best scale o,,,, which is a result of the filter bank. The corresponding magnitude of the gradient at the contour point is a measure for the contrast, i.e., the difference of mean intensities. This information is certainly useful for estimation of the reliability of an edge. In addition, it has been indicated that the change of the gradient magnitude as a function of the scale u gives some hints related to the steepness of a profile; i.e., one can discriminate between sharp and smooth edges. This information can be made explicit on the basis of the gradient magnitudes of the tracked edge points. Investigations at our institute show that the information about the contrast at contour points is very useful for the segmentation process, where criteria are needed in order to merge regions for the figure-ground separation. Beyond the segmentation problem, there are many other problems in visual information processing, where reliable information about edges is needed, e.g., for the correspondence problem in stereo and motion analysis. We think that the proposed filter bank of gradient filters is one important tool to get more information taking into account the interaction of several filter channels. The demonstration of some of the capabilities of such a filter bank when applied to real images is a main point in this paper.
Another point refers to the representation of vertices in real images. The aim was to close the gaps at the T-, X-, and Y-junctions using the special gradient operators XGG and YGG without modifications. This is in contrast to the work of Gennert [27] (published after submission of this paper), who has modified the directional derivative of a Gaussian operator in order to create edge detectors that perform better at vertices and comers. He used 16 orientations for his edge detector. In our approach, only two orientations are required. The performance of his operators when applied to real images cannot be easily recognized in the example which is shown at the end of his paper.
Only the smallest filters of the filter bank are involved in the analysis of vertices, in general CJ = 0.8 or 1.0 (see Fig. 1 ). Now, it turns out that gaps can be caused by the difficulty of computing the directional derivative at a structure where the gradient direction CY changes very rapidly across two or three pixels. Such gaps are closed by searching for maxima of the gradient magnitude indepen-dently of the gradient direction. The same procedure must be applied in order to find minima of the gradient magnitude if the gap marks the end of a valley in the gradient picture (see Fig. 9 ). In most of the real images which we have investigated, gaps could be closed by such a procedure .
However, the example in Fig. 10 demonstrates that in some cases additional information is needed in order to get a closed contour. Here, the maxima and saddle points of the derivative of the gradient magnitude must also be considered. It is straightforward to make this information explicit if gradient pictures are analyzed by the procedures described in this paper.
There certainly remains much work to be done to get a full primal sketch, as proposed by Marr [3] . We think that a filter bank of gradient filters or other suitable bandpass filters represents a good basis for making certain information explicit which is needed by later visual modules to support some tasks, e.g., detection of closed contours for the image segmentation.
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