This paper, was originally prepared for and presented at the 2008 AUVSI Student UAS Competition, it provides the OSAM-UAV (Open-Source Autonomous Multiple Unmanned Aerial Vehicle) team's design of an unmanned aircraft system for remote target recognition missions. Our OSAM-UAVs are designed to be small in size with strong airframes, and low-cost using opensource in both autopilot hardware and flight control software. A robust EPP-based delta wing airframe is used to prevent damage to the airframe during landing or even crashes. Autonomous navigation is achieved using an open-source Paparazzi autopilot, which gives special attention to safety during operation. Our system has been further enhanced by using the Xbow MNAV Inertial Measurement Unit (IMU) in place of the Paparazzi's standard infrared (IR) sensors, for better georeferencing. An array of light-weight video cameras have been embedded in the airframe, which stream video to the ground control station through wireless transmitters in real-time. The ground control system includes a computer vision system, which processes and geo-references images in real-time for target recognition. Experimental results show the successful autonomous waypoint navigation and realtime image processing.
INTRODUCTION
Unmanned Aerial Vehicles (UAVs) are airplanes that can be programmed to fly autonomously, without a human pilot involved. Recent developments in battery, wireless and Microelectromechanical Systems (MEMS) technologies have facilitated decreased cost and size of UAVs with increased capability. Unmanned Aerial System (UAS) is a broader field, which includes both UAVs and their payloads. UASs are being used for a variety of military and civilian applications such as traffic control, precision agricultural application, forest fire monitoring, and border patrol. This in turn, has created a need for more skilled engineers to develop UAS systems to for new applications [1] .
To help fill this need the Association for Unmanned Vehicle Systems International (AUVSI) is sponsoring the Sixth Annual Student Unmanned Aircraft Systems (UAS) Competition, which will be held at Webster Field, St. Inigoes, MD. The purpose of the competition is to stimulate interest in UAS technology among undergraduate students in an effort to prepare students for careers in related fields. The competition consists of students designing, fabricating, and demonstrating a UAS to meet specific predefined requirements [2] .
MISSION OVERVIEW
The mission consists of four phases: takeoff, autonomous waypoint navigation, autonomous area search, and landing. Throughout the mission, the UAV is expected to incorporate an autonomous target recognition system which will identify manmade targets located on the ground. The targets will come in a variety of basic shapes and colors with an alphanumeric character on top [2] .
UAV designs must include safety considerations. Lack of proper safety precautions will result in a team being disqualified from the competition. The UAV's mission performance will be based on five parameters: level of autonomy, in-flight re-tasking, imagery, target location, and mission time. While the objective is to have all four mission phases autonomous, takeoff and landing may be handled manually [2] .
Since the mission is complicated with numerous requirements and safety issues to be considered, only the most important issues relating to the OSAM team's design are addressed in this paper. Mission requirements and safety issues will be analyzed in correlation with our team's solutions and corresponding design.
AIRCRAFT DESIGN
By using commercially available parts readily available from the Remote/Control (R/C) airplane industry, a reliable plane can be built at an affordable price [6] . The R/C community has been around for years and has already established a foundation for unmanned flight. Our team will be using the Paparazzi OpenSource Autopilot, for reasons of cost, adaptability and modifiability, and safety (it has undergone extensive testing). In order to improve the inertial data to obtain accurate geo-referenced pictures, our team will add an inertial measurement unit (IMU) with a Kalman filter to the Paparazzi's basic system. Video cameras with video transmitters will be used to deliver image information to the ground control station in real-time.
AIRFRAME
A fixed wing airframe will be used, because they are more common than rotor wing or flapping wing systems, which means they are less expensive and generally more reliable [1, 3] . More specifically, we use a delta wing because of its reliability and flexibility. The frame is a Unicorn Wing 1 , which is made of EPP 1 http://unicornwings.stores.yahoo.net/ foam. This foam is known for its light weight, strength, and durability. These characteristics allow the airframe to simply bounce with little harm to the plane's actual frame [4] , unlike more rigid materials such as wood or metal. Using EPP foam proves to be an advantage during both the testing and tuning stages of airframes, enhancing the likelihood that users can avoid starting over because of a wreck [5] .
The airframe uses a battery-powered out-runner motor for propulsion. Although internal combustion engines have a higher power density than electrical systems [3] , batteries are less volatile than combustible fuels and have the advantage of being a constant weight, giving us a fixed center of gravity. While the objective is to complete the mission in twenty minutes [2] , the airframe with standard batteries will achieve flight for up to forty-five minutes [4] ; incorporating additional batteries can extend the flight-time. The airframe will provide more than enough lift for its payload, while still maintaining good maneuverability [2] . 
PAPARAZZI AUTOPILOT
The competition requires that the autopilot be capable of waypoint navigation, area searches, and in-flight re-tasking [2] . By using the Paparazzi Autopilot, all of these requirements are met. In addition, the Paparazzi system has been specifically designed with safety in mind, is inexpensive, reliable, and opensource. Paparazzi gives users full control of the code; modifications to the autopilot can be made to meet the system's needs, such as creating custom takeoff and landing functions [6] .
METHOD OF STABLE NAVIGATION
The Paparazzi Autopilot uses an onboard Arm7 to control the UAV's flight. Sensors feed data directly to the autopilot, which uses the signals for navigation control. The Paparazzi system uses inexpensive infrared sensors and a built-in GPS to guide control of the UAV's elevons as well as its propeller to achieve stable autonomous flight. An optional gyroscope can be used for Copyright c 2009 by ASME increased reliability. Although this system functions well as a basic autopilot, sensor data are still not as accurate as more expensive systems which rely on IMUs. The Paparazzi Autopilot offers great flexibility in that it is a multi-platform autopilot, which can be used on a variety of airframes. The system uses PID controllers to achieve reliable navigation; a given airframe only needs to have these PID values tuned to fly dependably [6, 7, 9] . To improve sensor information, our team plans to replace the sensors with an IMU. 
AUTOPILOT SAFETY CONSIDERATIONS
The Paparazzi System, initiated in 2003, was developed with goals of safety and reliability. In addition to undergoing thousands of hours of testing, all of the autopilot's critical airborne code has been formally proven. In the event of an emergency situation, the user can define what the UAV should do. For example, in the event of lost communication, the UAV can be set to continue on its mission or to return home, according to the mission's requirements [2, 6] . With the UAS competition mission in mind, our team has created a set of safety modes which the autopilot will use in the event of a mishap. The following modes will ensure safety throughout the mission:
Communications
The communications system between the UAV and ground control system consists of three basic communication subsystems: control, safety override, and video. Control communication between the autopilot and the GCS is carried on through Maxstream 2 transmitters and receivers operating at 900 MHz. In this way UAV sensor data are delivered to the GCS, and stand-by operators can maintain a level of control through the Paparazzi ground control software. The UAV carries a remote control receiver operating at 72.970 MHz for the safety override system, so that the autopilot can be overridden by a user for manual control via remote control. To allow for video communication each video camera has a corresponding transmitter operating in the 2400 MHz range, which sends imagery from the UAV to the GCS to be processed in real-time.
Inertial Measurement Unit (IMU)
Many autopilots use an IMU to increase the accuracy of their sensors [10] . In an effort to increase the accuracy of our UAV's sensors, our team decided to implement an IMU with a Kalman filter into the Paparazzi system. We are using the MNAV IMU, from Crossbow 3 , which is open-source software and proprietary hardware system. Increased sensor accuracy will result in greater efficiency in the aircraft's navigation, but more importantly it will increase the accuracy of sensor information fed to the imaging system for georeferencing. Valid information is required for optimal image correction and to produce accurate target location information [13] . By using an IMU, our sensors will work together to create more accurate outputs for geographic coordinates, altitude, roll, pitch, and yaw of the plane. The IMU's sensor information will go through a Kalman filter, which uses combined sensor data with complicated algorithms to further reduce builtup error.
Since the Paparazzi system wasn't developed to work with an IMU, an interface between the Paparazzi Autopilot and MNAV had to be created. Decisions were made to alter the opensource MicroGear 4 autopilot, produced by Curtis L. Olson, to act as this interface. MicroGear runs on a gumstix 5 board, which has plenty of processing to handle both the Kalman filtering and communication protocols for the Paparazzi system. Our IMU module simply takes the place of the Paparazzi's GPS, IR, and gyroscope sensors. The IMU sends its data to the gumstix, which incorporates the Kalman filtering and passes the sensor information with added levels of accuracy to the autopilot in the appropriate format. By using a separate board to handle the Kalman Copyright c 2009 by ASME filtering, over-taxing the autopilot's resources is avoided. The modularity of this system allows users to easily change, remove, or reuse the system. 
CAMERAS
Our team will be using small, lightweight video cameras as the UAV's payload, which will provide numerous images of the flight in real-time. Although commercial cameras are generally higher-resolution than video cameras, the video cameras were chosen based on their advantages of rapidly producing large quantities of images and transmitting these images to the GCS while in flight [1] , which facilitates real-time processing. The mission requires that the UAV's cameras have a sixty degree field of view in all directions from the base of the UAV, and that the UAV be capable of identifying target characteristics as small as six inches across at an altitude of 750 feet [2] . This presents a problem as video cameras with a wide field of view have very low spatial resolution. In order to solve this problem, an array of video cameras will be used giving us both high spatial resolution as well as a wide field of view.
FIELD OF VIEW AND RESOLUTION
In order to identify all of the targets it is important that the UAV be capable of maintaining a wide field of view while creating good spatial resolution images to validly identify target characteristics. Historically, many teams have used a low-resolution camera with a wide field of view in conjunction with a gimbaled camera, which has a narrow view but high-resolution. The gimbaled camera is then used to focus in on potential targets (target-tracking) spotted by the low-resolution camera until target characteristics can be identified [8, 10, 11] . Although gimbaled systems result in high-resolution images, the systems are expensive, require complex control to focus on targets, have a lag-time required to focus on a target, are relatively heavy, and can only look at one small area at a time. These factors create a problem when two targets are simultaneously within the UAV's footprint.
An array of cameras overcomes many of these problems, creating an adequate field of view and meeting resolution requirements. This simple design doesn't require target-tracking and it provides high-resolution images over the entire footprint, ensuring that images at high resolution are taken of any target within the UAV's line of vision. Minimal delay is required for the camera to focus in on potential targets. The downside is that the images may still not be as good as the resolution from a gimbaled system's images. 
GROUND CONTROL SYSTEM DESIGN
The ground control system (GCS) includes the equipment used to monitor the UAV and to initiate in-flight re-tasking or remote control guidance. For the competition, our team's GCS will consist of several computers, communications gear, and a ground crew to oversee the system. The UAV will send live video and sensor data to the GCS. Although the GCS may consist of as little as one computer, several computers may be set up to process and display information or to give the UAV in-flight instructions. In order to eliminate possible communication interference for safety, our team will be using one laptop, to monitor and send commands to the UAV. Another laptop will be used as the computer vision system, which will process the UAV's images and search for and report targets in the images. This setup is superior to using one laptop, because it allows the ground crew to constantly monitor the UAV flight information on one computer while the target recognition system is being monitored on a separate computer. The laptop communicating with the aircraft will use the Paparazzi ground control software. The second laptop uses NASA World Wind with a Geo-Spatial Real-Time Aerial Image Display (gRaid) plug-in, which we developed. This software implements our computer vision system and acts as a graphical user interface for the user.
PAPARAZZI GROUND CONTROL SOFTWARE
The Paparazzi ground control system's basic features makes it possible for users to program waypoints for the UAV to follow, to create search areas, and to create no-fly zones. While the UAV is in flight a graphical user interface (GUI) displays the UAV's position and mission progress with real-time sensor information. Using a GUI allows the ground crew to quickly identify and correct potential problems. Using the Paparazzi software changes to the UAVs mission can be changed in-flight, if necessary. In addition, mission information and sensor information are logged to a file so that the mission can be replayed and analyzed, if necessary [6] .
To ensure safety, no-fly boundaries can be created and displayed in relation to the UAV's position. In the case of an emergency, the UAV is capable of manual override by the safety pilot at the GCS [2] . Since the Paparazzi Software is open-source software that has been implemented by several teams and has undergone numerous hours of autonomous flight, all major software issues have been resolved [6] . [12] Our plug-in, gRaid receives the images from the UAV while in flight and using information from the Paparazzi Ground Control Software, geo-references the images and overlays them onto World Wind's global map in real-time. The gRaid plug-in consists of two threads. The first thread was written primarily in C++ using OpenCV 6 , a set of open-source computer vision libraries. It handles the image processing for target recognition and will be further discussed in the Computer Vision System section. The second thread was written primarily in C# and acts as the interface between the user, NASA World Wind, the Paparazzi Ground Control Software, and the computer vision system. 
COMPUTER VISION SYSTEM DESIGN
UAV vision systems are difficult to manage because UAVs are constantly moving on multiple axes, which leads to distorted images [3, 12] . For this reason computers have trouble correctly recognizing objects in images from UAVs. To overcome this problem, teams in the past have used a man-in-the-loop to assist their target recognition systems [8, 10] . To achieve our goal of producing a truly autonomous system, a computer vision system was developed which first digitally manipulates the images in order to allow the computer to more easily recognize targets. Only when the images have been "corrected" does the system search for objects. By using special algorithms, image correction and target identification can be achieved in real-time [13, 16] . All images are saved to the computer with information about the picture including the UAV's sensor data and the targets identified in the the picture. This can later be used for further analysis. 6 http://www.intel.com/technology/computing/opencv/index.htm 5 Copyright c 2009 by ASME
IMAGE PRE-PROCESSING
A number of factors with pictures from UAVs make targets hard to recognize; by pre-processing all of the images many of these challenges can be overcome. The pre-processing consists of capturing the images from the camera's video stream, digitizing the images, correcting image distortion, georeferencing the image, and correcting image perspective. The corrected image can then be used by the computer to search for targets.
FRAME GRABBER
The onboard UAV video cameras continuously stream video to the computer at a rate of approximately thirty frames per second. This will produce numerous images, which is helpful because it allows the system to filter out low-quality pictures which may suffer from radio interference. In order to minimize the amount of processing that needs to be performed, only a small portion of the high-quality frames from the video feed will be used. The goal is to minimize the amount of picture overlap while ensuring that there will be enough overlap to accurately and completely cover the area. Whenever the UAV's footprint covers enough new ground the software will grab an image from the video stream. Through reducing the amount of redundant work performed by the system, processing requirements and time are decreased without hindering the system's power to identify targets. Reduced processing results in a faster system, which is needed for real-time applications. Grabbed frames are associated with the corresponding UAV sensor data, this information is then used for image correction.
BARREL DISTORTION CORRECTION
Most cameras have intrinsic barrel distortion. Barrel distortion is mainly affected by the lens parameters. Using a program developed by Z. Zhang, the barrel distortion parameters of a camera and lens combination can readily be measured using a checkerboard pattern with several pictures. These parameters are then written to a file, which can be used by other applications [13, 17] . Saving these parameters to a file is beneficial because they can be reused again and again without recalculating the parameters. 
GEOREFERENCING OBJECTS
By using the UAV sensor data geographic coordinates can be given to every pixel in a picture. Accurate sensor data are needed as the UAV's geographic coordinates are used with the UAV's altitude, roll, pitch, and yaw information to geo-reference pixels in the images. Distances and angles between the cameras and the ground are calculated and used to ascertain where the image is in relation to the UAV's position. To do this the camera's coordinate system is first rotated into the UAV's coordinate system, which is then used to determine how the image is projected onto the ground. [7, 12] These calculations are important, since the footprint is normally not square, but a quadrilateral. These calculations are used to geo-reference areas in the pictures as well as to correct the image's perspective. Copyright c 2009 by ASME Figure 11 . THE CAMERA'S COORDINATE SYSTEM DETERMINES HOW THE IMAGE IS PROJECTED ONTO THE EARTH instructions. Rather than getting nice flat images of the ground the cameras will produce distorted images, i.e. pictures taken at an angle. Using the known angle of the cameras on the bottom of the UAV with logged pitch, roll and yaw information, distortion can be calculated. With the calculated distortion information a new picture can be formed which straightens out the lines in the image, facilitating autonomous target recognition [13] . By leveling out the images, a uniform set of pictures can be created, which can later be stitched into a single composite image [1, 12] . 
PATTERN RECOGNITION SYSTEM
The target recognition system takes the corrected images and first reducing image noise, then it detects lines in the images and extracts simple structures from the images. It then identifies regions of interest in the pictures, analyzes shapes, and classifies identified objects.
NOISE REDUCTION
When the images are received they are noisy, meaning that the lines are blurred because the picture is pixelated. This is especially evident as you zoom in on the pictures. To ensure correct identification of images, straight and clear lines will be produced. This is accomplished using a method called downsampling. Essentially, the pictures are blurred to give straight lines in place of pixelated lines. Reducing noise results in clearer pictures which are much easier for the target recognition subsystem to use. Objects in the pictures now have more clearly defined borders [13] . Copyright c 2009 by ASME
FEATURE EXTRACTION
Features are extracted from the image by creating bright pixels at points of high contrast in the pictures and dark pixels at points of low contrast, which creates a picture with lines. Objects in the picture are outlined because of their high contrast with surroundings. In order to ensure extraction of the man-made targets, the pictures are run through range filters. The process is repeated for the blue, green, and red spectra. This decreases the chance of missing a target [8, 10, 13] . This method is quick and it facilitates looking only at the most important features. 
TARGET IDENTIFICATION
Extracted features are examined in order to find targets. Objects are detected by eliminating extracted features that are not enclosed, leaving only the objects. These objects are then compared with target shapes. The basic idea for each of the shapes is to first count the number of edges the object exhibits. If the number of edges matches a shape, then it will measure the angles between lines to confirm the object is the shape. Since circles don't have edges, a slightly different algorithm must be used to identify circles. By using a Hough line transformation, circular objects can quickly be identified. After an object has been identified as a target, it will then be further processed to ascertain the characteristics of the object. Identified targets with their characteristics are written to a file, which will serve as a final report to be given to the judges [13] . Our target recognition system has been designed to meet all recognize all targets defined in the requirements, which includes identifying all shapes (squares, rectangles, triangles, hexagons, octagons, crosses, and octagons) and all possible alphanumerics, as well as target colors (red, orange, yellow, green, blue, black, white) and orientation to the nearest octant [2] .
RESULTS
Through testing we have used the UAV to fly waypoints, cover search areas, and land autonomously, using only the Paparazzi's basic sensors. Through testing we have observed that our airframe exceeds maximum flight time in good conditions. The IMU was not finished in time to be integrated with the rest of the system. The target recognition system was tested and proven to work in real-time, but when integrated with the World Wind interface a memory leak was introduced, so at the competition the target recognition system was not used.
Our results at the competition were very good. We won second place using a man-in-the-loop target recognition system. We had the best georeferencing of targets of any of the teams. Our main holdup was that a memory leak remained in the computer vision system which would cause a crash of the imagery every few minutes. This problem has since been fixed. To find out more about our project visit our website http://www.engr.usu.edu/wiki/index.php/OSAM or our youtube channel http://www.youtube.com/user/USUOSAM. We have made vast improvements on our system for our research and for the 2009 AUVSI Student UAS Competition.
CONCLUSIONS
Our team's UAS aircraft is made of durable, light-weight EPP foam, which is crash-resistant. An electric motor provides power to safely fly the UAV for expected mission duration. An IMU with a Kalman filter provides the UAV with reduced noise in sensor data to be used with image processing and accurate target location. Rather than using a gimbaled camera, the aircraft uses an array of cameras to improve spatial resolution, field of view, and simultaneous identification of multiple targets.
The GCS allows several computers to process data from the UAS simultaneously, which gives several users an opportunity to interact with and monitor the system. The CVS first rapidly 8 Copyright c 2009 by ASME pre-processes images by reducing noise, eliminating barrel distortion, and correcting image perspective. The processed images should make it possible for the system to automatically locate targets in the pictures by recognizing basic target characteristics. The entire process occurs in real-time.
In the design process, our team has created a UAS to specifically meet mission requirements. Basic waypoint navigation, in-flight re-tasking, and real-time target recognition are all incorporated. Our target recognition system is both quick and accurate. The OSAM team has developed a reliable, low-cost UAS design which meets or exceeds all competition requirements.
