Let G be a finite group. For each m > 1 we define the symmetric canonical subset S = S(m) of the Cartesian power G m and we consider the family of Cayley graphs G m (G) = Cay(G m , S). We describe properties of these graphs and show that for a fixed m > 1 and groups G and H the graphs G m (G) and G m (H) are isomorphic if and only if the groups G and H are isomorphic. We describe also the groups of automorphisms Aut(G m (G)). It is shown that if G is a non-abelian group, then Aut(G m (G)) ≃ G m ⋊ Aut(G) ⋊ D m+1 , where D m+1 is the dihedral group of order 2m + 2. If G is an abelian group (with some exceptions for m = 3), then Aut(G m (G)) ≃ G m ⋊ Aut(G) × S m+1 , where S m+1 is the symmetric group of degree m + 1. As an example of application we discuss relations between Cayley graphs G m (G) and Bergman-Isaacs Theorem on rings with fixed-point-free group actions.
Introduction
Let G be a group with the identity element e. A subset S of G\{e} is said to be symmetric if S = S −1 . Recall that the Cayley graph with respect to S, denoted by Cay(G, S), is the graph whose vertex set is G and two vertices g, h are adjacent (we denote this by g ∼ h) if h = s · g for some s ∈ S. With any group G we associate the family of graphs G m (G) = Cay(G m , S) (m = 2, 3, . . . ), where S = S(m) is the symmetric subset canonically determined by G and m. There are many results concerning isomorphisms of Cayley graphs, in the literature. Mostly they concern the question when two Cayley graphs on a given group (depending on the set S) are isomorphic. In this paper we consider a different question related to the isomorphism problem. Namely, we show that any member of our family of graphs determines the group G, in the sense that for the given integer m > 1 and groups G, H if the graphs G m (G) and G m (H) are isomorphic, then G and H are isomorphic as well. It is interesting that our construction appeared as a result of investigation of some ring theory problems. Some structural invariants of the graphs G m (G) appears as important invariants of ringsfor details see next section. We are convinced that investigation of the graphs G m (G) is also of independent interest, as their combinatorial properties determine structure of the group G.
The definition of the the graph G m (G) is based on a description of the set S. For x ∈ G × = G \ {e} and 1 k < l m + 1, we denote by x [k,l) the element (e, e, . . . , e k−1 times , x, x, . . . , x l−k times , e, e, . . . , e) of G m . By G [k,l) we denote the set of all elements x [k,l) , where x ∈ G × and call it an interval. The symmetric set S is the union of all intervals:
G [k,l) .
Thus if g = (g 1 , . . . , g m ), h = (h 1 , . . . , h m ) are two vertices of G m (G), then g ∼ h iff h = x [k,l) · g for some x ∈ G × and 1 k < l m + 1.
It is easy to see that the graph G m (G) has |G| m vertices and obviously is d-regular, where d = m+1 2 (|G| − 1).
We begin by providing an overview of the main results in this paper. In Section 2 we present ring theoretical motivations for considering graphs G m (G). In Sections 3 and 4 we collect elementary properties of the family {G m (G) | m 2}. In particular, we prove that for any group G the graph G 2 (G) is strongly regular and for m > 2 the graphs G m (G) are edge regular. Recall that a maximum clique of a graph is a clique, such that there is no clique with more vertices. The clique number of the graph G m (G), that is the number of vertices in a maximum clique (Proposition 4.7), is equal max{m + 1, |G|} if (m, |G|) = (2, 2) 4 if (m, |G|) = (2, 2) .
In Section 4 we distinguish two types of cliques of graphs G m (G): interval cliques, whose vertices belong to the one interval and dispersed cliques, whose vertices belong to different intervals. We prove (Corollary 4.9) that any automorphism of G m (G) preserves the type of a maximum clique, with one exception -the graph G 2 (C 3 ). This fact will play a key role in determining the group of automorphisms Aut(G m (G)).
In the next preparatory Section 5, we introduce the concept of a homogeneous homomorphism between graphs G m (G) and G m (H), as a graph homomorphism preserving intervals. The main result states Theorem 5.2. Let G, H be groups and m > 1. Then every homogeneous graph homomorphism (isomorphism) F : G m (G) → G m (H) is induced by a group monomorphism (isomorphism) , that is F (g 1 , g 2 , . . . , g m ) = (f (g 1 ), f (g 2 ), . . . , f (g m ))
for some monomorphism (isomorphism) of groups f : G → H.
In the last main Section 6, we describe the groups of automorphisms of the graphs G m (G). The final description depends only on whether the group G is abelian or non-abelian. We prove Theorems 6.3 and 6.10. Let G be a non-trivial group with the automorphism group Aut(G) and let m > 1. where S m+1 is the symmetric group of degree m + 1.
If G is abelian and either

If G is non-abelian, then
where D m+1 is the dihedral group of order 2m + 2.
We then combine all of the partial results from Sections 4, 5 and 6 to obtain the main result of our paper. Theorem 6.12. Let G and H be groups and m > 1. Then the graphs G m (G) and G m (H) are isomorphic if and only if the groups G and H are isomorphic.
Throughout the paper we consider only finite groups. Our notation is mainly standard. We use exponential notation for automorphisms, that is x f means the image of x under the action of an automorphism f . The exception is Section 4, where we use classical notation f (x). We use, beside some special cases, the script font for denoting a graph and the standard font for denoting its vertex set, for instance, if X is a graph, then X means its vertex set.
Motivation
Let a finite group G acts on a non-commutative ring R so that we have a group homomorphism G → Aut(R), r → r g . Then we can form the fixed subring R G = {r ∈ R | r g = r for all g ∈ G}.
A natural way to construct fixed points of the action is to use the trace map tr G : R → R defined by tr G (r) = g∈G r g . The image T = tr G (R) is an ideal of R G . One of the most fundamental results in the theory of fixed rings is the following theorem of G.M. Bergman and I.M. Isaacs [1] .
Theorem. Let G be a finite group of automorphisms of the ring R with no additive |G|torsion. If tr G Bergman-Isaacs theorem is extremely useful and has been the basic tool in theory of finite group actions on non-commutative rings for a long time. If the acting group G is solvable it is known that the best possible nilpotence bound is |G| (see [1] , [6] ). There were other proofs of Bergman-Isaacs theorem (cf. [5] , [8] ), but none of them yield better information on the bound.
It appears that working with the generic model defined by D.S. Passman in [5] (cf. [6] , chapter 6) one can easily reduce the problem of nilpotence bound to description of properties of the graph G m (G) for sufficiently large m.
For a given finite group G and some index set I let
be the free algebras without 1 over the ring of integers Z and the field Q, respectively. The group G acts naturally on the left side on Z G and Q G permuting the variables according to the formula (ζ i,g ) x = ζ i,x −1 g . The algebra Z G has a nice universal property saying that for any ring A acted upon by G and for given elements a i ∈ A (i ∈ I) the map θ : ζ i,g → a g i extends to a G-homomorphism of rings θ : Z G → A. Furthermore, for a sufficiently large set I this map can be made a surjection and in this case θ(tr G (Z G )) = tr G (A).
For any positive integer m let Q G (m) be the linear span over Q of all monomials in ζ i,g of degree m. For monomials a = ζ i 1 ,g 1 
Let T be the set of all elements atr G (b)c, where a, b, c are monomials in ζ i,g such that deg(b) 1 and deg(a) + deg(b) + deg(c) = m, and let T G (m) be the linear span of T over Q. We call T G (m) a trace subspace. It is clear that T G (m) is a subspace of Q G (m). In the context of Bergman-Isaacs theorem we are asking the following To explain the connection of the question with the theorem consider a ring R satisfying its assumptions. Let θ : Z G → R be an epimorphism such that θ(tr G (Z G )) = tr G (R). Now, if we have m giving positive answer to the question, we obtain that all θ(ζ i 1 ,g 1 . . . ζ im,gm ) belong to the ideal of R generated by tr G (R). Then a product of any m elements of R belongs to this ideal, so m is a bound for the nilpotency index of R modulo the ideal generated by tr G (R), and in particular a bound for the nilpotency index of R in the case tr G (R) = 0.
If G = {e, g} is cyclic of order 2, the question is easy and the answer is m = 2. The identities like 2ζ 1,e ζ 2,e = ζ 1,e tr G (ζ 2,e ) + tr G (ζ 1,e )ζ 2,e − tr G (ζ 1,e ζ 2,g )
show that T G (2) = Q G (2).
We will now reduce Question 2.1 to some questions concernig properties of the graph G m (G). For a fixed sequence i = (i 1 , i 2 , . . . , i m ) of elements of I (not necessarily different)
It is clear that |Ω i | = |G| m . Notice that each monomial ω ∈ Ω i determines in a natural way
We will interpret the identity
as a linear equation in the set of variables Ω i . Our aim is to express any ω ∈ Ω i using the elements of T G (m).
Since atr G (b x )c = atr G (b)c for x ∈ G, the set Ω i determines the system of m+1 2 |G| m−1 linear equations in |G| m variables ω ∈ Ω i . Let B be the matrix of this system (with respect to a fixed order of elements of Ω i and equations (2.2)). Clearly each entry of B is either 0 or 1. Furthermore, each its row has exactly |G| entries equal to 1, and in each of its column the number 1 appears exactly m+1 2 -times. Thus
where A is a symmetric |G| m × |G| m matrix. We will see that A is the adjacency matrix of the Cayley graph G m (G). It is clear that there is one to one correspondence ζ i 1 ,g 1 ζ i 2 ,g 2 . . . ζ im,gm → (g 1 , g 2 , . . . , g m ) between elements of Ω i and G m . Let ω = ζ i 1 ,g 1 ζ i 2 ,g 2 . . . ζ im,gm and ω ′ = ζ i 1 ,h 1 ζ i 2 ,h 2 . . . ζ im,hm . Clearly in the matrix B T B the (ω, ω ′ )-position is equal to the product of the ω-th column by the ω ′ -th column of B. Notice that the ω-th column of B has entries equal to 1 precisely in the rows corresponding to equations (2.2). On the other hand two different monomials ω and ω ′ can appear simultaneously in at most one equation of the form (2.2). Therefore the product of the ω-th column and the ω ′ -th column is 1 only in the case when ω and ω ′ appear in the same equation, so when g ∼ h in the graph G m (G). It means that A is the adjacency matrix of the graph G m (G).
By the Cauchy-Binet formula det( 
In general, there is no simple explicit formula for computing eigenvalues of a Cayley graph. When the symmetric set S ⊂ G × is normal (that is s g ∈ S for all s ∈ S, g ∈ G) the spectrum of Cay(G, S) can be computed explicitly in terms of the complex character values (see [9] ). Namely, if Irr(G) = {χ 1 , . . . , χ t } is the set of all irreducible characters of G, then for j = 1, . . . , t
are all eigenvalues of Cay(G, S). Moreover the multiplicity of λ j is equal to
But the symmetric set S of G m (G) is normal only in the case when the group G is abelian. Thus the above formulas for λ j can be applied to abelian groups only. It is well known (see [4] , Theorem 4.21) that if Irr(G) = {χ 1 , . . . , χ s }, then the set of all irreducible characters of G m consists of the characters χ = χ i 1 × · · · × χ im defined as:
where χ i 1 , . . . , χ im ∈ Irr(G). Furthermore, if G is abelian, then irreducible characters are linear and form the group G = Hom(G, C * ) ≃ G. Let χ 1 = 1 be the identity of G. The orthogonality relations for characters yield that if χ j 1 , . . . , χ j k ∈ G, then 
Proof. Take χ = χ i 1 × · · · × χ im ∈ Irr(G m ). Since G is abelian, χ(e) = χ i 1 (e) . . . χ im (e) = 1. According to (2.4) and (2.5) the eigenvalue λ corresponding to χ is equal:
where n χ is the number of pairs (k, l) such that 1 k < l m + 1 and χ i k · ... · χ i l−1 = 1. If m |G|, then the pigeonhole principle implies that some elements of the sequence
It is worth emphasizing that the expression of monomials from Q G (m) as a linear combination of trace monomials from T G (m) is not immediate even for small groups. This is already seen for the cyclic group of order 3. 
Unfortunately, the general case goes beyond this scheme. So we state the following Question 2.5. Whether the smallest eigenvalue λ min of the adjacency matrix of the graph G m (G) satisfies the inequality
for any group G and m |G|?
Elementary properties
In this section we collect some basic properties of the graphs G m (G). We begin with the following easy observation. Lemma 3.1. Let G be a group and m > 1. For any g ∈ G m \ {e} there exists a sequence 1 i 1 < i 2 < · · · < i k < i k+1 m + 1 and elements x 1 , . . . , x k in G such that
It is clear that the decomposition in point (3) is unique for g. The number ϑ(g) = k we call the weight of g and the decomposition we call the weight decomposition of g. It is clear that 1 ϑ(g) m for any g = e. Then we have the following weight decompositions: g = a [2, 4) b [4, 7) c [7, 8) and ϑ(g) = 3 h = a [2, 3) e [3, 5) b [5, 7) c [7, 9) and ϑ(h) = 4.
The following lemma follows immediately from the definition of the set S.
if and only if one of the following conditions is satisfied: 1. h = g −1 and (i = k, j = l); 2. h = g and (j = k or i = l); 3. h = g −1 and (i = k, j = l or i = k, j = l).
. Since g and h are adjacent, there exists y ∈ G × and 1 l < s m + 1 such that
Take r t such that i r l < i r+1 and i t s < i t+1 . Then we can write a formal weight decomposition of h
The factors
are the weight components of h. If i r < l, then
are also such components. In a sense the weight component x r [ir,i r+1 ) of g creates two weight components of h. If i r = l, then the factor x r[i r ,l) disappear. Moreover if x r−1 = yx r , then x r−1 [i r−1 ,ir) and (yx r ) [l,i r+1 ) are weight components of h, if x r−1 = yx r , then both elements create one weight component equal to x r−1 [i r−1 ,i r+1 ) . Similar situation is created by relations between s and i t . Therefore the numbers of factors in weight decompositions of g and h may differ at most by 2.
For g ∈ G m let V (g) be the set of all neighbours of g in the graph G m (G). Proposition 3.5. Let G be a group and m > 1. Then for any element g ∈ G m \ {e}:
Proof. (1) It follows from the definition of the graph G m (G) that g ∈ V (e) if and only if g ∈ S if and only if ϑ(g) = 1. For the second part take g = g [k,l) . Then
All possible values for h [i,j) according to conditions listed in Lemma 3.3 are equal • |G| − 2;
common neighbours of e and g.
Before proving next parts of the proposition let us make a useful observation:
(2) If ϑ(g) = 2, then g = x [k,l) y [l,s) , where e = x = y = e, and 1 k < l < s m + 1. Hence if h [i,j) ∈ S and hg ∼ e, then by (3.6)
It gives six common neighbours of e and g:
Therefore |V (e) ∩ V (g)| = 6.
(
Assume first that x = z. If y = e and y = x 2 then for g =
. So we get two neighbours of g of weight 1:
If y = x 2 , then beside these two vertices we have two other neighbours of g of weight 1.
respectively. So in this case we have four common neighbours of e and g.
If y = e, then beside the vertices given in (3.7) we have two other neighbours of g of weight 1:
These are the only neigbours of g of weight 1 if we additionaly assume that x = x −1 . So under this additional assumption we have again four common neighbours of e and g. If x is an element of order 2, then also
g are neighbours of g of weight 1 and in this last case there are 6 common neighbours of e and g.
we cannot obtain an element of weight 1. Therefore such g and e do not have common neighbours.
In view of the considered cases we may assume that x = z and x = z −1 . If y = e, then one can easily notice that the only common neighbours of g =
. So assume that y = e. It is easily seen that multyplying g by any element from the intervals
we do not get an element of weight 1. So let us consider the product
Since z = e and hx = hy, this is an element of weight 1 when hx = 1 and hy = z. This gives
Analogously, the product
has weight 1 when hy = x and hz = 1, that is when h = z −1 and z −1 y = x. This means that
Thus these two products are different neighbours of e only when
that is, when x and y commute. If only one equation of (3.8) is satisfied, then g has exactly one common neighbour with e. If none of the equations is satisfied, g and e do not have common neighbours.
(4) If ϑ(g) 4, then by Lemma 3.4 the weight of any neighbour of g is not less than 2.
Corollary 3.6. The sets of common neighbours of e and g depending on ϑ(g) are presented in the following table:
Recall that a non-empty k-regular graph X on n vertices is called edge regular if there exists a constant a such that every pair of adjacent vertices has precisely a common neighbours. Then we say that X is edge regular with parameters (n, k, a). Furthermore, the graph X is said to be strongly regular with parameters (n, k, a, c) if it is edge regular with parameters (n, k, a) and every pair of distinct nonadjacent vertices has c common neighbours. From Proposition 3.5, it follows immediately that G 2 (G) is strongly regular and for m 3 the graph G m (G) is edge regular. Indeed, since the right transfer T g : G m → G m , x → xg is an automorphism of G m (G), the number of common neighbours of adjacent vertices g and h can be computed as follows
Consequently G m (G) is edge regular. Since the weight of any element of G 2 (G) does not exceed 2, only points 1 and 2 of Proposition 3.5 apply to this graph. Furthermore, a simple calculation using formulas from Section 10.2 in [3] shows that Corollary 3.7. For a given non-trivial group G and integer m > 1
The eigenvalues of G 2 (G) are 3(|G| − 1), |G| − 3, and −3 with multiplicities equal to 1, 3(|G| − 1) and |G| 2 − 3|G| + 2 respectively.
In light of Corollary 3.7 the spectrum of G 2 (G) depends only on the size of the group G. It could suggest that G m (G) does not carry to much information about G. However, it is not true. In next sections we show that for any m 2 the graph G m (G) fully determines G in the sense that for given non isomorphic groups G and H the graphs G m (G) and G m (H) are also non isomorphic. 2. I m (x) is a d-regular graph with d = 2m − 2 when x has order 2 and d = 2m − 1 when x has order bigger than 2.
Maximum cliques
Proof. The first assertion follows strightforward from the definifion of I m (x). The proof of the second one follows from the analysis done in the beginning of the proof of Proposition 3.5. In fact, in the graph I m (x, G) for a fixed interval G [k,l) a vertex x [k,l) is adjacent to:
• x −1 [k,l) (this connection is excluded when x is an element of order 2). As it is seen the structure of I m (x, G) depends only on m and the fact whether x has order 2 or not. It does not depend on the structure of G. See Fig. 1 and Fig. 2 presenting I m (x) for m = 3 and m = 4.
x [2, 4) x −1 [1, 2) x [2, 3) x [1, 3) x [3, 4) x [1, 4) The graph I 3 (x), o(x) > 2
x [2, 4) x [1, 2) x [2, 3) x [1, 3) x [3, 4) x [1, 4) The graph I 3 (x), o(x) = 2
Fig. 1.
x −1 [2, 5) x [1, 2) x [1, 3) x [2, 3) x [2, 4) x [3, 4) x [3, 5) x [4, 5) x −1 [1, 4) x −1 [1, 5) The graph I 4 (x), o(x) > 2
x [2, 5) x [1, 2) x [1, 3) x [2, 3) x [2, 4) x [3, 4) x [3, 5) x [4, 5) x [1, 4) x [1, 5) The graph I 4 (x), o(x) = 2 Let B m be a graph whose vertices are all the intervals G [k,l) , 1 k < l m + 1. We say that two intervals G [k,l) and
, where x is an element of order 2. It can be obtained also from I m (x, G) , where x has order bigger than 2, by removing the edges
, with simultaneous merging of ends and identifying suitable edges to avoid multiple edges. Now we are ready to describe maximum cliques of G m (G). Since the right transfer maps create a transitive subgroup of the automorphism group of G m (G) we need to describe cliques containing e only, and then contained in V (e) ∪ {e} = S ∪ {e}. A clique which beside e contains vertices of one fixed interval we call an interval clique. If a clique contains vertices from different intervals, then we call it a dispersed clique. If Q is such a clique, then by Q * we denote the subgraph of Q on vertices different from e. Notice that for any x ∈ G × and 1 j m + 1 vertices from the set
form an m-element dispersed clique contained in I m (x). We use the name maximum dispersed (interval) clique for a dispersed (resp. interval) clique with a maximal number of vertices. It is clear that notions of maximum and maximal interval clique mean the same, while one can find 3-vertex dispersed cliques which are maximal but not maximum cliques. Proof. The first part of the lemma is obvious. The second one follows from the fact that for a given g ∈ V (e) and an interval G [k,l) not containing g there exists at most one vertex in G [k,l) adjacent to g. 
Proof. Take a clique Q with a maximal number of vertices and at least two vertices from different intervals. If x [k,l) ∈ Q * and y ∈ Q * is a vertex from another interval G [i,j) , then it is the unique vertex from this interval and either y = x [i,j) or y = x −1 [i,j) . Moreover, as it was observed in the proof of Proposition 4.4, {k, l} and {i, j} have exactly one common element. This last condition means that there are at most as many elements in Q * as in the maximal family of 2-element subsets of the set {1, 2, . . . , m + 1} every two of which has one common element. By the well known Erdös-Ko-Rado theorem on intersecting families, the maximal family contains at most m subsets and then |Q| m + 1. On the other hand for a fixed element x ∈ G the set {e, x [1, 2) , . . . x [1,m+1) } forms a clique in G m (G) with m + 1 vertices.
For the proof of the second part of Lemma we may assume that m > 3 as the case m = 3 is easily seen from Proof. Using a suitable right transfer map we may assume that the considered cliques contain e, so they are either interval cliques or dispersed cliques. If m > 2 the proposition follows immediately from both Lemmas. For m = 2 and x of order 2 we have a 4-vertex clique {e, (x, e), (x, x), (e, x)}. Note also that if G does not have elements of order 2, then there is no a 4-vertex clique in G 2 (G).
If v is a vertex of a graph X and Y is a subgraph of X with the vertex set Y , then we say that v is a neighbour of Y if v / ∈ Y and for some y ∈ Y we have v ∼ y. By N (Y ) we denote the subgraph of X whose set of vertices is equal to the set of all neighbours of Y . According to our convention, N(Y ) is the vertex set of N (Y ).
Notice that if |G| = m + 1, then maximum interval cliques and maximum dispersed cliques in G m (G) have the same size. Below we will show that the neighbours graph N (Q * ) is an invariant differentiating the type of a maximum clique. Proof. Figure 3 presents graphs V 3 (e) for the groups C 4 = {e, x, x 2 , x 3 } and C 2 × C 2 = {e, x, y, z}. The neighbours graphs for dispersed and interval cliques of V 3 (e) (for these groups) are presented on the Figures 4,5 and 6.
x [2, 4) x −1 [1, 2) x [2, 3) x [1, 3) x [3, 4) x [1, 4) The graph V 3 (e) for G = C 4
x [2, 4) x [1, 2) x [2, 3) x [1, 3) x [3, 4) x [1, 4) The graph V 3 (e) for G = C 2 × C 2 Fig. 3. 2 x [1, 3) x [3, 4) x [1, 4) x −1 [2, 4) x [1, 2) x −1 [2, 3) x −1 [3, 4) x 2 [2, 4) x 2 [2, 3) The graph N (Q * ) for a dispersed clique
x [1, 3) x [3, 4) x [1, 4) y [2, 4) y [1, 2) y [2, 3) z [2, 4) z [1, 2) z [2, 3) The graph N (Q * ) for a dispersed clique (Q * = {x [1, 2) , x [2, 3) , x [2, 4) 
Fig. 4.
Observe that the set of neighbours of any vertex x [k,s) in I m (x) can be decomposed as a union of two disjoint (m − 1)-element cliques. More precisely
(4.9)
1. Let m > 3 and Q be a maximum dispersed clique in G m (G). By Lemma 4.6 there exists x ∈ G × , such that Q * is a subgraph of I m (x), and there exists j, 1 j m + 1 such that Q * = C(x, j).
First suppose that o(x) > 2. We will show that |N(Q * )| = 2m(m − 1). In fact, each vertex from Q * has exactly |G| + 2m − 4 = 3(m − 1) neighbours in V m (e) by Proposition 3.5 (1) and different vertices from Q * do not have common neighbours. Hence
It is easily seen that N(Q * ) ∩ I m (x) = I m (x) \ Q * . Actually, each vertex from I m (x), in particular each vertex from Q * has degree 2m − 1 in I m (x), so x [2, 4) x −1 [1, 2) x [2, 3) x −1 [2, 4) x [1, 2) x −1 [2, 3) x 2 [1, 3) x 2 [3, 4) x 2 [1, 4) The graph N (Q * ) for a dispersed clique
x [2, 4) x [1, 2) x [2, 3) y [2, 4) y [1, 2) y [2, 3) z [1, 3) z [3, 4) z [1, 4) The graph N (Q * ) for a dispersed clique (Q * = {z [1, 2) , z [2, 3) , z [2, 4) 
Fig. 5.
Take a vertex v ∈ A. Then either v = x [l,j) for some l < j or v = x −1 [j,s) for some s > j. By 4.9 the set of neighbours of v = x [l,j) 
Since any vertex from C(x, l) \ {x [l,j) } is adjacent to some vertex from Q * , we see that v has 2m − 2 neighbours in A ∪ B. Moreover, v has |G| − 3 = m − 2 neighbours in C, so the degree of v in N (Q * ) is equal to 3m − 4. In the case when v = x −1 [j,s) , the argument is identical.
If v ∈ B, then all its neighbours (in N(Q * )) lie in I m (x) \ Q * . By Lemma 4.6(1) v has only one neighbour in Q * , so since the degree of v in I m (G) is equal to 2m − 1, the degree of v in N (Q * ) is equal to 2m − 2. Finally, if v ∈ C, then clearly v ∈ C(y, j) for some y, v has m − 1 neighbours in C(y, j) and |G| − 3 = m − 2 neighbours outside C(y, j). Thus any vertex from C has degree 2m − 3 in N (Q * ). Consequently, if o(x) > 2, then the graph N (Q * ) is not regular.
Suppose Observe that all neighbours of any vertex v ∈ D (in N(Q * )) are contained in
, then s = j and t = j. Thus v has exactly two neighbours in Q * :
then v ∈ C(y, j) for some y ∈ {e, x}, so v has m − 1 neighbours in C(y, j). Then for any z ∈ G \ {e, x, y} the vertex v has exactly one neighbour in C(z, j), so the degree of v in N (Q * ) is equal to m − 1 + (|G| − 3) = 2m − 3. Therefore, in this case the graph N (Q * ) is also not regular. Fig. 6 presents the neighbours graphs for m = 3 and groups of order 4, when Q * = G [1, 2) .
2.
x [2, 4) x [2, 3) x [1, 3) x [1, 4) x −1 [2, 4) x −1
x −1 [1, 4) x 2 [2, 4) x 2 [2, 3) x 2 [1, 3) x 2 [1, 4) The graph N (Q * ) of an interval clique (Q * = {x [1, 2) ,
x [2, 4) x [2, 3) x [1, 3) x [1, 4) y [2, 4) y [2, 3) y [1, 3) y [1, 4) z [2, 4) z [2, 3) z [1, 3) z [1, 4) The graph N (Q * ) of an interval clique (Q * = {x [1, 2) , y [1, 2) , z [1, 2) 
Fig. 6.
Suppose that m > 3 and Q is an interval clique, i.e. Q * = G [k,l) , where 1 k < l m+1. Take x ∈ G × and x [k,l) ∈ G [k,l) . Suppose that o(x) > 2. According to 4.9 the set of neighbours of x [k,l) in I m (x), is the sum of two disjoint (m − 1)-element cliques, that is:
By the same reason we can write
We will show that any neighbour v of Q * lying in I m (x) has m neighbours in the set N(Q * ) ∩ I m (x). Notice that v has one of the following four forms: C(x, k) , so v has m − 2 neighbours in C(x, k) \ {x [k,l) } and has no neighbours in C(x −1 , l) \ {x [k,l) }. Notice v has two more neighbours in two remaining cliques. Namely, we have
Consequently, v has m neighbours in the set N(Q * ) ∩ I m (x). Analogous calculations for vertices v of three other forms give the same result.
If o(x) = 2, then
then v belongs to exactly one of the above two cliques and has exactly one neighbour in the second clique. This shows that v has m − 1 neighbours in the set N( Finally, if we assume that |G| = |H| < m + 1, then obviously each isomorphism of F : G m (G) → G m (H) such that F (e G ) = e H induces a bijection between maximum cliques, and in particular F induces a bijection between sets sets {I m (g) | g ∈ G × } and {I m (h) | h ∈ H × }. Therefore, none maximum interval clique can be send to a clique contained in some set I m (h), that is, F must also preserve the type of maximum interval cliques.
We finish this section with the following example.
The graph G 2 (C 3 )
The graph G 2 (C 3 ) 
Homogeneous homomorphisms
Recall that if X and Y are graphs with the sets of vertices X and Y respectively, then the map F : X → Y is a homomorphism if F (x) and F (y) are adjacent in Y whenever x and y are adjacent in X . When X and Y have no loops, which is our usual case, this definition implies that if x ∼ y, then F (x) = F (y). If F is a homomorphism between X and Y we will write F : X → Y , even though it is really a function between X and Y .
Let G and H be groups with the identity elements e G and e H respectively. We will describe homomorphisms between graphs G m (G) and G m (H) which preserve intervals. A homomorphism of graphs F :
For simplicity we denote the identities of G and H using the same symbol e.
Let i G k denote the subproduct of G m of the form
The elements of i G k we will denote in the following shortened form: . . . , g k ) = (e, e, . . . , e i times , g 1 , g 2 , . . . , g k , e, e, . . . , e m−i−k times
).
In what follows we will use also the following condition characterizing adjacency of vertices:
x 1. Let x = i (g 1 , g 2 , . . . , g k , e), y = i (e, g 2 , . . . . . . , g k , g k+1 ) ∈ G m be such that g 1 = e, and g k+1 = e, where k 2. Suppose that the element a = (a 1 , a 2 , . . . , a m ) ∈ G m is such that a j = e for some j ∈ {1, 2, . . . , i} ∪ {i + k + 2, . . . , m}. Then either x ∼ a or y ∼ a in G m (G).
Let x
x ∼ i (a 1 , a 2 , . . . , a k−1 , e ) and x ∼ i (e, a 2 , . . . , a k−1 , a k ) for some a 1 , a k ∈ G × and a 2 , . . . , a k−1 ∈ G, where k > 2.
Then either x = i (a 1 , a 2 , . . . , a k ) or a 1 = a k and x = i (a 1 , a 1 a 2 , . . . , a 1 a k−1 , a 1 ).
Proof.
(1) Assume that a j = e for some j i and take a minimal such index. Suppose that x ∼ a and y ∼ a in G m (G). Then by (5.10)
Since the j-th entries of both vertices xa −1 and ya −1 are the same and not equal e, all nonidentity entries are equal. Now comparing the i + 1-th entries we see that they differ because g 1 = e. So either g 1 a −1 i+1 = e or a −1 i = e. In any case all entries on the right from this place are equal e, since they are equal in both vertices. But the i + k + 1-entries differs from each other so one of them is not equal e, a contradiction. The proof for the case i + j + 2 j is analogous.
(2) By part (1) without loss of generality we may assume that i = 0 and k = m. As before, by (5.10) we have
= e, then all entries of the first vertex are equal because x m = e. In particular x 1 a −1 1 = x 2 a −1 2 = e. This implies that the first two entries of the second element are also equal because x 1 = e. So x 1 = x 1 a −1 which gives g 1 = e, a contradiction. Analogously we get a contradiction if we assume that x m a −1 m = e. Therefore we may assume that a 1 = x 1 and a m = x m . Now suppose that x 2 a −1 2 = e. Then similarly as in the previous case, all entries but the first one of the first vertex are equal x m . We have also x 1 = x 2 a −1 2 in the second vertex. Therefore x 1 = x m = a 1 , x 2 = a 1 a 2 , . . . , x m−1 = a 1 a m−1 that is x = (a 1 , a 1 a 2 , . . . , a 1 a m−1 , a 1 ).
Finally let us assume that x 2 a −1 2 = e. Then analyzing the second vertex we see that all its entries but the first one are equal e. This means x 2 = a 2 , . . . , x m = a m , i.e. x = (a 1 , . . . , a m ) . This ends the proof. Theorem 5.2. Let G, H be groups and m > 1. Then every homogeneous graph homomorphism (isomorphism) F : G m (G) → G m (H) is induced by a group monomorphism (isomorphism), that is F (g 1 , g 2 , . . . , g m ) = (f (g 1 ), f (g 2 ), . . . , f (g m ))
Proof. First we consider the case m = 2. We will make use of the following properties of Suppose F : G 2 (G) → G 2 (H) is a homogeneous homomorphism. Since F (G [1, 2) ) ⊆ H [1, 2) , there is a map f : G → H such that F (g, e) = (f (g), e) for all g ∈ G. Moreover, if a = b are elements in G × , then (a, e) ∼ (b, e) and hence (f (a), e) ∼ (f (b), e). In particular, f (a) = f (b) as G 2 (H) does not contain loops. Thus the map f : G → H is injective. In case when F is an isomorphism of graphs the map f is bijective. We claim that F (g, g) = (f (g), f (g)) and F (e, g) = (e, f (g)) for all g ∈ G. Indeed if g = e, then F (g, g) = (x, x) for some x ∈ H. Since (g, e) ∼ (g, g) ∼ (e, e), we have (x, x) = F (g, g) ∼ F (g, e) = (f (g), e). By (a) it follows that either x = f (g) or x = e. But F (e, e) = (e, e) and (g, g) ∼ (e, e), so x = e and hence x = f (g). Similarly F (g, e) = (e, y), for some y ∈ H × . Since (g, g) ∼ (e, g), we have (f (g), f (g)) = F (g, g) ∼ F (e, g) = (e, y). By (b) it follows that y = f (g), so F (e, g) = (e, f (g)).
For g ∈ G × the elements (e, e), (g, e), (e, g −1 ) form a clique in G 2 (G), so
{F (e, e), F (g, e), F (e, g −1 )} = {(e, e), (f (g), e), (e, f (g −1 )} is a clique in G 2 (H). So we may assume that x = f (ab). Since (ab, a) ∼ (a, a), we see that F (ab, a) = (f (ab), y) ∼ (f (a), f (a)). Therefore by (a) y = f (a), because f (ab) = f (a). So we obtained that F (ab, a) = (f (ab), f (a)) and if a and b run independently the set G × with additional condition ab = e the vertex (ab, a) run all elements of the set G 2 \ (G [1, 2) ∪ G [2, 3) ∪ G [1, 3) ). Therefore for arbitrary g, h ∈ G we have F (g, h) = (f (g), f (h)). Now we show that f is a homomorphism of groups. Since (ab, a) ∼ (e, b −1 ), we see that F (ab, a) = (f (ab), f (a)) ∼ (e, f (b) −1 ). Now, by the assumption ab = e, so f (a) = f (b) −1 and then by (b) f (ab) −1 f (a) = f (b) −1 . Therefore
We will now consider the general case. We will show by induction that there exists a group monomorphism f : G → H such that for any k 2 and i m − k (g 1 , g 2 , . . . , g k )) = i (f (g 1 ), f (g 2 ), . . . , f (g k )), (5.11) where i (g 1 , g 2 , . . . , g k ) ∈ i G k . The case k = 2 is almost done by the case m = 2 considered above. We only need to know that F ( i G 2 ) ⊆ i H 2 . Take i (g 1 , g 2 ) ∈ i G 2 . If g 1 = g 2 , then F ( i (g 1 , g 2 )) ∈ i H 2 , because F is homogeneous. Suppose that g 1 = g 2 . Then we have a three-element clique in G m (G): { i (g 1 , g 2 ), i (g 1 , g 1 ), i (g 2 , g 2 )}. Thus we have a three-element clique in G m (H):
. Now it can be easily proved that
We demonstrate it for the case m = 3.
Let F (e, g 1 ,
But (e, g 1 , g 2 ) ∼ (e, e, g 2 ), thus (x, y, z) ∼ (e, e, f (g 2 )) that is (x, y, zf (g 2 ) −1 ) ∈ S. Hence zf (g 2 ) −1 = y = x and then f (g 2 ) = e, a contradiction. Therefore z = f (g 2 ). This means that zf (g 1 ) −1 = e, and similarly as before, (x, yf (g 1 ) −1 , zf (g 1 ) −1 ) ∈ S, which implies y = xf (g 1 ) and z = xf (g 1 ). Consequently y = z. We have also (e, g 1 , g 2 ) ∼ (e, g 1 , e), so (x, y, z) ∼ (e, f (g 1 ), e and then (x, yf (g 1 ) −1 , z) ∈ S. Thus y = zf (g 1 ), which finally gives f (g 1 ) = e, a contradiction. In these considerations we used the assumption x = e. So x = e and F ({e} × G × G) ⊆ {e} × H × H.
By the considered case m = 2 there is a group monomorhism f i : G → H such that
. 
F ( i (gx 1 , gx 2 , . . . , gx k , g)) ∼ i (e, f (g)f (x 2 ), . . . , f (g)f (x k ), f (g)) Part 1. of Lemma 5.1 gives us that F ( i (gx 1 , gx 2 , . . . , gx k , g)) ∈ i G k+1 and part 2. implies
. . , f (g)f (x k ), f (g)).
Substituting above g = g k+1 ,
This finishes the proof. Proof. If ϕ : G → H is an isomorphism of groups, then certainly the map Φ : G m → H m ,
induces a homogeneous isomorphism between graphs G m (G) and G m (H).
is a homogeneous graph isomorphism, then by Theorem 5.2 there exists an isomorphism of groups f : G → H, such that
Thus the groups G and H are isomorphic.
Automorphisms and isomorphisms
It is well known that in any Cayley graph the right transfers form a group of vertex-transitive group of automorphisms of the graph. We denote this group by T m (G):
In the previous section we defined homogeneous homomorphism. As a consequence of this definition by a homogeneous automorphisms we mean automorphisms fixing all intervals. Since they are determined by automorphism of the group G (by Theorem 5.2), we denote them by Aut m (G) and we use the same letters for denoting automorphisms of G and homogeneous automorphisms of G m (G): If f ∈ Aut(G) and x = (x 1 , . . . , x m ) ∈ G m , then
It is clear that for g ∈ G m and f ∈ Aut m (G)
that is Aut m (G) normalizes T m (G).
In this section we give a description of the group Aut(G m (G)) of all automorphisms of G m (G). The cases of abelian and non-abelian groups appear to be essentially different. We begin with a simpler one. Lemma 6.1. Let G be an abelian group and m 2. For i = 1, 2, . . . , m let γ i : G m → G m be the mappings given by
. . , g m ),
(we assume g 0 = g m+1 = e). Then 1. all γ i are automorphisms of the group G m of order 2, satisfying the condition S γ i = S and then all they are automorphisms of the graph G m (G).
for
3. for all i, j, (1 i, j m, i + j m), γ i γ i+1 . . . γ i+j is an automorphism of G m (G) of order j + 2, in particular the automorphisms γ i γ i+1 have order 3 and γ 1 . . . γ m = ω has order m + 1.
the subgroup Γ
Proof.
(1) By the definition of γ i we easily see that γ 2 i = 1. Furthermore, again by the definition of γ i we have
For all other 1 k < l m + 1 the elements x [k,l) are fixed points of γ i . Hence S γ i = S. Now, by abelianity of G, it is easily seen that γ i is an automorphism of the group G m :
Therefore, if g, h ∈ G m are such that g ∼ h and x = x [k,s+1) is such that h = xg, then
(2) The proof is obvious.
(3) Suppose first that j = 1. For 1 i m the automorphisms η = γ i γ i+1 have order 3. In fact:
and
. . , g m ).
We have also
Then (γ i γ i+1 ) 2 = γ i+1 γ i , which means that (γ i γ i+1 ) 3 = 1.
For the general case we obtain . . . . . . . . . . . . . . . . . . . . . . . . . . .
Now, one can easily see that g (γ i ...γ i+j ) j+2 = 1.
(4) It is well known that the symmetric group S m+1 can be described as the group isomorphic to
Since Γ m is generated by elements γ i , i = 1, . . . , m, satisfyjng the same relations as in (6.14), Γ m is a homomorphic image of S m+1 . More precisely, for i = 1, . . . , m let σ i = (i, i + 1) be a transposition of neighbour elements in the set {1, . . . , m + 1}. Then σ i -s satisfy all the relations (6.14) and the correspondence σ i → γ i can be extended to an epimorphism from S m+1 onto Γ m . The possible homomorphic images of S m+1 have order 1 or 2 or are isomorphic to S m+1 . The group Γ m has more than 2 elements, so the above map extends to an isomorphism of S m+1 onto Γ m . Lemma 6.2. For i = 1, . . . , p we define automorphisms τ i in the following way depending on whether m = 2p − 1 or m = 2p
2. τ 1 . . . τ p = ετ , where ε : G m → G m is defined by g ε = g −1 and τ : G m → G m given by (g 1 , g 2 , . . . , g m ) τ = (g m , g m−1 , . . . , g 2 , g 1 )
are commuting automorphisms of order two of G m (G).
3. Γ m , τ = Γ m × ε , provided G is not an elementary abelian 2-group. 
2. the group of all automorphisms of the graph G m (G) is equal to
Proof. (1) It follows immediately from the definitions that for all f ∈ Aut m (G) and all γ i ,
Let α be an automorphism of G m (G) such that e α = e. Hence V (e) α = V (e) and then α induces an automorphism α of the graph B m (G) (by Corollary 4.9). It is enough to show, that
This gives that f = αβ −1 fixes all intervals, that is f ∈ Aut m (G). Hence we obtain that α = f β ∈ Aut m (G) × Γ m .
If m = 2, then the graph B 2 (G) is a cycle with three vertices G [1, 2) , G [2, 3) , G [1, 3) and its automorphism group is isomorphic to the symmetric group S 3 . The group Γ 2 is isomorphic to S 3 and it is easily seen that this group acts on the graph B 2 (G) faithfully.
If m > 3, the complement B m (G) of B m (G) is isomorphic to the Kneser graph KG m+1,2 . It is well known that its group of automorphisms is isomorphic to the symmetric group S m+1 . The action of various automorphisms γ i on the set S induces various non-trivial automorphisms of B m (G) by (6.13), so the natural homomorphism of Γ m into the group of automorphisms of B m (G) is in fact an epimorphism. Hence the condition ( * ) is fulfilled. [2, 4) G [1, 2) G [2, 3) G [1, 3) G [3, 4) G [1, 4) [1, 2) G [3, 4) G [2, 3) G [1, 4) G [2, 4) G [1, 3) m = 3, the graph B 3 Fig. 10 .
The situation is a little different for m = 3 (see Fig. 10 ); the group of automorphisms of B 3 (G) is isomorphic to the standard wreath product of the symmetric group S 3 and the cyclic group C 2 , which is a semidirect product
with action of S 3 by permutations of coordinates. Observe that the last group is isomorphic to the direct product S 4 × C 2 . Hence the homomorphism of Γ 3 into the group of all automorphisms of B m (G) mentioned in the previous paragraph is not an epimorphism. More precisely, Γ 3 induces a subgroup of index 2 in the group of automorphisms of B 3 (G). However, not all automorphisms of B 3 (G) are induced by automorphisms of G 3 (G). For instance a function ϕ : [2, 4) and G ϕ [2, 4) = G [1, 3) , and fixing all other intervals is an automorphism of B 3 (G) (see Fig. 10 ) which cannot be induced by an automorphism of G 3 (G). This follows from the fact that for an element x ∈ G such that x = x −1 the set {x [1, 2) , x [1, 3) , x [1, 4) } is a clique in G 3 (G). If α is an automor- [1, 4) and there are not 3-cliques with vertices from these intervals. Therefore all automorphisms of G 3 (G) induce on B 3 (G) automorphisms forming a subgroup of index 2 and then they come from Γ 3 (G). This means that also in the case m = 3 the condition ( * ) is fulfilled, provided the group G has exponent bigger than 2.
(2) We have already noticed that Aut m (G) normalizes T m (G). It is also easily seen that for all i, 1 i m, and all g ∈ G m γ i T g γ i = T g γ i .
Hence the group Aut m (G) × Γ m normalizes T m and then T m ⋊ Aut m (G) × Γ m (6.15) is a subgroup of Aut(G m (G)). Now let α ∈ Aut(G m (G)) and suppose that g ∈ G m is such that g α = e. Then e Tgα = e and by Lemma 6.3 T g α = f γ for some f ∈ Aut m (G), γ ∈ Γ m . Thus Then Aut(G 3 (C 2 )) is isomorphic to the standard wreath product of the symmetric group S 4 and C 2 , which is a semidirect product
with action of S 4 by permutations of coordinates (see Fig. 11 ).
Since T 3 has order 2 3 , the group of automorphisms fixing e (which fixes also (x, e, x), because this is the unique vertex not adjacent to e) is ismorphic to the direct product S 4 ×C 2 , so it is such as the group of automorphisms of B 3 (C 2 ). Therefore all automorphisms of B 3 (C 2 ) are induced by automorphisms of G 3 (C 2 ).
(b) Let G = C 3 = {e, x, x 2 } be a cyclic group of order 3 and m = 2. By Example 4.10 the graph G 2 (C 3 ) consists of three disjoint triangles, so the automorphism group Aut(G 2 (C 3 )) is isomorphic to the standard wreath product of two copies of the symmetric group S 3 , which is a semidirect product S 3 × S 3 × S 3 ⋊ S 3 with action of S 3 by permutations of coordinates.
By Proposition 3.5(3) we see the crucial difference between graphs G m (G) for abelian and non-abelian groups. It follows from this that G is non-abelian if and only if there exist vertices with exactly one path of length 2 connecting them. In other words, G is non-abelian if and only if the square A 2 of the adjacency matrix A of G m (G) (where m 3) has entries equal to 1. Proof. The first part follows immediately from the proof of Proposition 3.5. For the proof of the second part note that if g = y [i,j) x [k,k+1) and j < k or k < i, then y [i,j) and x [k,k+1) commute and then y [i,j) is also a neighbour of g. If i k and l j, then g = (yx −1 y −1 ) [k,k+1) y [i,j) which again shows that y [i,j) is a neighbour of g.
It is easily seen that the automorphisms γ i (i = 1, . . . , m) defined in Lemma 6.1 restricted to the subgraphs I m (x) are their automorphisms. So is the group Aut m (G) × Γ m restricted to the subgraph V m (e). But most of these functions are not automorphism of the graph G m (G). Proof. It is obvious that isomorphic groups have isomorphic Cayley graphs. Suppose that F : G m (G) → G m (H) is a graph isomorphism. Observe that if G is an elementary abelian 2-group, then so is H by Proposition 4.3. So we assume that neither G nor H is such a group. In light of Theorem 5.2 it is enough to show that there exists an automorphism ϕ ∈ Aut(G m (H)) such that F = ϕ • F is a homogeneous isomorphism. Notice that if F (e G ) = a = e H , then the composition T a −1 • F is an isomorphism sending the element e G onto e H . Thus we may assume that F (e G ) = e H and then also F (V (e G )) = V (e H ).
Consider the graphs of intervals B m (G) and B m (H). Since the sets {e G } ∪ G [k,l) and {e G } ∪ H [k,l) form maximum |G|-element cliques around e G and e H (it is clear that |G| = |H|), the isomorphism F induces an isomorphism of graphs B m (G) and B m (H). Indeed, if m = |G| − 1, then the maximum |G|-element cliques containing e G and e H are of interval type. Thus F induces a bijection F between vertices of B m (G) and B m (H). If m = |G| − 1 our graphs have also dispersed |G|-element cliques. It is seen, by Corollary 4.9, that each isomorphism preserves the type of a maximum clique. So in this case, F induces also a bijection F between vertices of B m (G) and B m (H). It is obvious that F is a graph isomorphism.
It follows from Lemma 6.5 that G is abelian if and only if H is abelian. Consider the map ψ : B m (H) → B m (H) given by ψ(H [k,l) ) = F (G [k,l) ). Since F is a graph isomorphism, ψ is a graph automorphism. Furthermore, using the same arguments as in the proofs of Theorem 6.3 and Theorem 6.10, in all special cases, one can show that ψ is induced by an automorphism ψ of G m (H) fixing e H . Hence the map ψ −1 • F is a homogeneous isomorphism of G m (G) onto G m (H), that is by Theorem 5.2 (ψ −1 • F )(g 1 , g 2 , . . . , g m ) = (f (g 1 ), f (g 2 ), . . . , f (g m ))
for some isomorphism f : G → H. Consequently, the groups G and H are isomorphic.
