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У сучасній хірургії набувають широке 
застосування цифрові технології, які засновані 
на використанні спеціальних програмно-
апаратних систем, які отримали найменування 
Computer Aided Surgery (CAS). CAS-технології 
призначені для вдосконалення і автоматизації 
діагностики, передопераційного планування, 
тренінгу хірургаоператора, а також 
безпосередньо хірургічного втручання і 
інтраопераційного супроводу [1]. 
Розвиток CAS-технологій пов'язаний з 
науковими досягненнями, серед яких слід 
відзначити сучасну діагностику (КТ, МРТ), 
віртуальне комп'ютерне моделювання і 
адитивні технології (3D-друк шаблонів), що 
використовуються для виготовлення протезів, 
допоміжних елементів та імплантатів. Отже, 
створені до теперішнього часу CAS-системи 
можна охарактеризувати як об'єднання в 
єдиний технологічний ланцюжок медичних 
апаратних засобів, спеціалізованих 
програмних комплексів і комп'ютерних 
програм. 
Одним з інформативних методів 
неінвазивної діагностики, що дозволяє 
проводити дослідження широкого спектру 
об'єктів (як біологічних, так і промислових) з 
різним хімічним складом і можливістю 
побудови тривимірних моделей за 
отриманими даними є комп'ютерна 
томографія. Комп'ютерні томографи (КТ) 
найбільш часто використовуються в медичній 
діагностиці та характеризуються відносно 
низькими експлуатаційними витратами при 
високій пропускній здатності. Основним 
недоліком цього інформаційного методу є 
наявність рентгенівського випромінювання 
[2]. 
В цілому якість КТ-зображення 
характеризується п'ятьма факторами: 
просторовим дозволом, контрастністю, шумом 
або просторовою однорідністю, лінійністю і 
наявністю артефактів. Поява артефактів може 
не просто знизити візуальну якість зображень, 
але в ряді клінічних випадків зробити їх 
абсолютно непридатними для медичної 
діагностики. Артефактами зображень в 
комп'ютерній томографії є будь-яка 
невідповідність між КТ-числами 
реконструйованого зображення та істинними 
коефіцієнтами ослаблення контрасту 
матеріала об'єкта. 
Наприклад, у досліджуваній області 
досить часто присутні об'єкти з високою 
щільністю, які зроблені з металу, що викликає 
на зображенні поява артефактів у вигляді смуг. 
У зв'язку з цим всі артефакти можна 
поділити на чотири групи відповідно до 
причин, що викликали їх появу:  
– фізичні процеси, що визначають 
механізм збору даних;  
– чинники, які пов'язані з пацієнтом;  
– несправність медичної апаратури;  
– технологія сканування.  
Для ідентифікації та аналізу об’єктів  і 
артефактів на медичних зображеннях в 
системах машинного зору використовується 
системи CAS на базі методів машинного 
навчання [6, 8, 9]. Найбільш поширеними 
методами машинного навчання для задач 
класифікації [13] є штучні нейронні мережі 
(artificial neural network) [7], логістична 
регресія [1], метод опорних векторів Support 
Vector Machine (SVM) [71] та метод Random 
Forest [14]. 
Проте описані алгоритми обробки 
забражень  видають більше помилок під час 
прогнозування артефактів, аніж нейронна 
мережа, яка здатна узагальнювати дані та 
обробляти великі їх обсяги. Отже, побудова 
систем розпізнавання КТ-зображень або 
інформаційних систем на основі експертних 
знань (pattern-recognition) та правил 
виокремлення ознак (feature extraction), в 
основу яких покладено методи машинного 
навчання з використанням нейронних мереж є 
актуальною задачєю. 
 
ІІ. МЕТА ДОСЛІДЖЕННЯ 
 
Метою роботи є створення нейронної 
мережі, яка буде автоматично виявляти 
артефакти на КТ- зображеннях. 
Розробка штучної нейронної мережі 
для виявлення і аналізу артефактів на КТ- 
зображеннях потребує створення нової 
математичної моделі, а також її програмної 
або апаратної реалізації, яка побудована за 
принципом організації та функціонування 
біологічної нейронної мережі, наприклад 
мережі нервових клітин живого організму. 
Навчання штучної нейронної мережі з 
математичного погляду передбачає вирішення 
багатопараметричної задачі нелінійної 
оптимізації [15]. 
Розроблена мережа вважається 
навченою, якщо функція втрат набуває 
мінімального значення. 
 
ІІІ. ПРОГРАММНІ ЗАСОБИ РОЗРОБКИ 
НЕЙРОННОЇ МЕРЕЖІ 
 
Середовищем розробки програмного 
забезпечення та реалізації алгоритму 
нейронної мережі є Python та його бібліотеки: 
NumPy (Numerical Python), Tensor Flow, Keras 
API.  Однією з ключових переваг 
програмування на мові Python є 
інтерпретаційний характер його коду. 
Інтерпретатор Python і його стандартні 
бібліотеки доступні у двійковій чи вихідній 
формі та можуть безперебійно працювати на 
всіх основних операційних системах, що 
забезпечує переносимість розробленого 
алгоритму на інші апаратні платформи. 
Бібліотека NumPy дає змогу 
інтегрувати у розроблене програмне 
забезпечення математичні та логічні операції 
над масивами, перетворення Фур'є, операції, 
пов'язані з лінійною алгеброю. Бібліотека 
NumPy містить також колекцію інструментів і 
прийомів, за допомогою яких можна вирішити 
на комп’ютері математичні моделі для задач в 
галузі науки та техніки. Одним із таких 
програмних інструментів є багатовимірний 
об’єкт масиву, який є потужною структурою 
даних для ефективного обчислення масивів та 
матриць для задачі обчислення неронної 
мережі [30]. 
У бібліотеці TensorFlow представлені 
алгоритми машинного навчання, такі як 
обчислювальні графи та ребра, які дають 
змогу описати вершини чи вузли операції, а 
також представляють потоки даних між цими 
операції [31]. 
Бібліотека Keras є основою для 
побудови глибоких нейронних мереж на 
Python. Keras дозволяє будувати як сучасні, 
глибокі системи навчання, а також ті, які 
використовуються в Google та Facebook, з 
невеликою складністю, а також з кількома 
рядками коду [33]. 
Для визначення якості роботи створеної 
нейронної мережі використано функцію втрат 
(loss function). За таку функцію обирано 
евклідову відстань, середньоквадратичну 
похибку або функцію кросентропії [17]. 
 
 
ІV. СТРУКТУРА НЕЙРОННОЇ МЕРЕЖІ 
ДЛЯ ВИЯВЛЕННЯ АРЕФАКТІВ 
 
Сучасними програмними  методами 
оптимізації є AdaGrad (adaptive gradient 
algorithm), RMSProp (Root Mean Square 
Propagation), калманівський метод 
стохастичного градієнтного спуску (Kalman-
based Stochastic Gradient Descent – КSGD) та 
метод Adam (Adaptive Moment Estimation) [20 
– 22]. Ці методи є модифікаціями методу 
стохастичного градієнту і передбачають зміни 
коефіцієнта швидкості навчання під час 
навчання нейронної мережі. 
В архітектуру розробленої нейронної 
мережі закладено апріорні знання з 
предметної області комп’ютерного зору: 
піксель зображення сильніше пов’язаний з 
сусіднім (локальна кореляція) і об’єкт на 
зображенні може зустрітися у будь-якій 
частині зображення [34]. 
Розроблена згорткова нейронна мережа 
являє собою чергування згортальних шарів 
(convolution layers), агрегувальних шарів 
(subsampling layers) і повнозв’язних шарів 
(fully-connected layer) на виході. Всі три види 
шарів можуть чергуватися в довільному 
порядку (рис. 1). 
 
 
Рис. 1. Архітектура розробленої загорткової 
нейронної мережі. 
 
У згортковому шарі мережі нейрони, 
які використовують однакові ваги, 
об’єднуються в карти ознак (feature maps), а 
кожен нейрон карти ознак пов’язаний з 
частиною нейронів попереднього шару. При 
обчисленні мережі враховується, що кожен 
нейрон виконує згортку деякої області 
попереднього шару, яка визначається групою 
нейронів, що пов’язані з даним нейроном [34]. 
У повнозв’язному шарі кожен нейрон 
з’єднаний з усіма нейронами мережі на 
попередньому рівні, причому кожен зв’язок 
має свій ваговий коефіцієнт. 
Створена архітектура нейронної мережі 
реалізована з використанням бібліотеки для 
машинного навчання TensorFlow та 
нейромережевої бібліотеки Keras. Архітектура 
фінальної моделі нейроної мережі 
використовуює нейронну мережу прямого 
поширення, таку як багатошаровий 
перцептрон (multilayer perceptron) [21]. Кожен 
перцептрон у згортковому та повнозв’язному 




Рис. 2. Логічна схема перцептрону в шарі з 
трьома виходами. 
 
Матриця ваг нейронної мережі має 
невеликий розмір (ядро згортки), вона 
«рухається» по всьому оброблюваному шару 
нейронів [34]. Проходячи від одного шару до 
наступного, приховані нейрони у шарі 
обчислюють зважену суму входів на них з 
урахуванням зваженої ваги в попередньому 
шарі, та застосовують нелінійну функцію 
активації до отриманого результату. 
 
V. ЗАСТОСУВАННЯ НЕЙРОННОЇ 
МЕРЕЖІ ДО КТ-ЗОБРАЖЕНЬ 
 
Для формування тренувального та 
тестувальних наборів було відібрано КТ- 
зображення 10 різних людей з наявними 
металевими об’єктами в щелепно-лицевій 
області. Зображення були взяті з відкритої 
бази даних DeepLesion [12].   
Після отримання зображень було 
створено тренувальний набір даних, який 
складався з 180 КТ-зображень в аксіальному 
виді (90 знімків з наявним артефактом та 90 
знімків без артефакту). Для тестового та 
валідованих наборів було виділено по 20 
зображень (10 знімків з наявним артефактом 
та 10 без артефакту). 
На рисунку 3 представлено приклади 
КТ-зображень з артефактами, які було 
використано для навчання мережі. 
  
Рис. 3. КТ-зображення з наявними артефактами 
від металу: а) зображення з артефактом у вушному 
регіоні; б) зображення з металевими об’єктами в регіоні 
нижньої щелепи. 
 
На рисунку 4 наведено приклади КТ-




Рис. 4. КТ-зображення з відсутніми 
артефактами від металу: а) зображення регіону черепа; 
б) зображення нижньої щелепи. 
 
На першому кроці розробки системи 
було створено базову згортку нейронної 
мережі з невеликою кількістю шарів – 6.  
У подальшому архітектуру нейроної 
мережі було ускладнено для збільшення 
точності роботи системи шляхом збільшення 
кількості згортальних шарів у мережі до 9. 
Щоб обмежити межу ускладнення структури 
нейронної мережі прийнято гіпотезу, що 
модель архітектури мережі є адекватною, 
якщо результат розпізнавання наявних 
артефактів з металу на КТ-зображеннях має 
вірогідність більш ніж 95%, оскільки 
розроблена система буде використовуватись в 
медичних цілях. 
Архітектуру моделі мережі з 9 
згортальних шарів, яку було побудовано у 
Phyton 3 за допомогою бібліотеки Keras, 
наведено на рисунку 5. 
 
 
Рис. 5. Скомпільована у Phyton 3 базова модель 
нейронної мережі 
  
Тренування CNN моделі відбувалось на 
тестовій вибірці, яка складається із 180 
зображень. На рисунку 6 наведено графік 
тренування моделі, а саме залежність функції 
втрат від номеру епохи. Кількість епох через 
які пройшла мережа було обрано 100, так як 
саме цього було достатньо для тренування 
мережі.  
 
Рис. 6. Графік залежності функції втрат від 
номеру епохи для загорткової архітектури CNN 
 
На рисунку 7 наведено графік 
залежності значення точності розпізнавання 
від номеру епохи. 
 
Рис. 7. Графік залежності точності від номеру 
епохи для загорткової архітектури CNN 
 
З даних рисунків видно, що нейрона 
мережа є стабільної та дієвою. Тренування 
пройшло успішно, проте максимальний 
отриманий результат точності складє 95%, що 
недостатньо для вирішення нашої задачі. 
Значення функції втрат даної становить 0.22. 
Отриманий результат задовольняє 
вимогам, які були  поставлені до системи, 
проте потребує порівняння з більш складними 
архітектурами нейронних мереж для того, щоб 
перевірити можливість досягнення більшої 
точності розпізнавання артефактів з металу. 
 
VI. ПОРІВНЯННЯ РЕЗУЛЬТАТІВ 
ОТРИМАНИХ НА ОСНОВІ ІНШИХ 
НЕЙРОННИХ МЕРЕЖ  
 
У якості мережевої архітектури для 
порівняння результатів виявлення наявних 
артефактів розглянемо архітектуру AlexNet, 
яка застосовується для розпізнавання 
елементів біомедичних зображень. 
 Архітектура AlexNet складається з 
п'яти згорткових шарів, за деякими з яких 
слідують maximum pooling шари і потім три 
повністю пов'язані шари та, нарешті, 1000-ний 
класичний softmax класифікатор. Архітектуру 
даної моделі мережі, яку було побудовано у 
Phyton 3 за допомогою бібліотеки Keras, 
зображено на рисунку 8.  
 
 
Рис. 8. Скомпільована у Phyton 3  модель AlexNet 
 
Результати тренування даної моделі 
мережі з архітектурою AlexNet на нашій 
тренувальній вибірці показали прийнятні 
результати щодо залежності функції втрат від 
номеру епохи (рис. 9) та залежності точності 
від номеру епохи (рис. 10). 
 
 
Рис. 9. Графік залежності функції втрат від 
номеру епохи для архітектури AlexNet 
 
 
Рис. 10. Графік залежності точності від номеру 
епохи для архітектури AlexNet 
 
Результати тренування моделі AlexNet 
показують, що дана модель починаючи з 20 
епохи починає сильно перенавчатись. Хоча 
архітектура цієї моделі є більш складною аніж 
згорткова архітектура CNN моделі з 9 шарами.  
Отже, архітектура AlexNet показує 
набагато гірший результат: максимальне 
значення точності – 87%, значення функції 
втрат – 0.6. 
Наступна архітектура нейронної мережі 
для порівняння результатів, яка 
використовується для виявлення артефактів на 
біомедичних зображеннях – VGG16. 
Архітектура VGG16 складається з 
дванадцяти згорткових шарів, за деякими з 
яких слідують maximum pooling шари 
і потім чотири повністю пов'язані шари та, 
нарешті, 1000-ний класичний softmax 
класифікатор. Архітектуру даної моделі 
мережі, яку було побудовано у Phyton 3 за 




Рис. 11. Скомпільована у Phyton 3  модель 
мережі VGG16 
 
Результати тренування даної моделі 
мережі з архітектурою VGG16 на нашій 
тренувальній вибірці показали дещо кращі 
результати щодо залежності функції втрат від 
номеру епохи (рис. 12). 
 
 
Рис. 12. Графік залежності функції втрат від 
номеру епохи для архітектури VGG16 
 
Результати тренування моделі VGG16 
показують, що дана модель також 
перенавчається, проте не так значно як модель 
AlexNet. Максимальне значення точності для 
даної моделі – 90%, значення функції втрат – 
0.2. 
Отже, архітектура VGG16 показує 
прийнятний результат відносно залежності 
точності від номеру епохи, проте поступається 
згортковій архітектурі CNN моделі з 9 
шарами. 
 
VII. ОБГОВОРЕННЯ РЕЗУЛЬТАТІВ 
 
У роботі створенно та перевірено на 
тестовій вибірці нейронні мережі, яка дають 
змогу автоматично виявляти наявні артефакти 
на КТ- зображеннях, зокрема із включенням 
металу. 
Виходячи з тренування та порівняння 
моделей нейронних мереж (CNN, AlexNet, 
VGG16) складено таблицю 1, яка дає змогу 
наочного представити отримані результати. 
 
Таблиця 1 












шарів) 85% 80% 83% 
CNN (9 
шарів) 100% 94% 95% 
AlexNet 89% 86% 87% 
VGG16 88% 92% 90% 
 
Найкращі результати щодо виявлення 
артефактів на КТ-зображенняє показує 9 
шарова CNN модель. Більш складні моделі 
(AlexNet, VGG16) не показали достатньо 
вирогідних результатів, що показує 
непридатність цих моделей для поставленої 
задачі. Збільшення епох навчання для таких 
моделей призводить до їх перенавчання, що і 
впливає на остаточний результат щодо 
точності розпізнавання. 
Отже, в якості фінальної моделі для 
задачі виявлення наявних артефактів на КТ-
зображеннях доцільно використання 9 
шарової CNN моделі, яка показала найкращі 
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НЕЙРОННАЯ СЕТЬ ДЛЯ ВЫЯВЛЕНИЯ 
АРТЕФАКТОВ НА КТ-ИЗОБРАЖЕНИЯХ 
 
Шлыков В.В., доц., д.т.н. 
v.shlykov@kpi.ua 
Волянык О.М., магістр  volyanik.oleg@gmail.com 
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Национальный технический университет Украины 
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г. Киев, Украина 
 
Реферат – Обоснована необходимость создания системы для выявления артефактов на КТ-изображениях, создана 
архитектура нейронной сети в программной среде Python с помощью нейросетевой библиотеки Keras и проверена ее точность 
с помощью тестового набора изображений. Показано, что потенциально возможности полученной системы могут быть 
усовершенствованны для других задач биомедицинской инженерии. 
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Abstract – The necessity of creating a system for detecting artifacts on CT images was substantiated, the neural network architecture 
was created in Python software using the Keras neural network library, and its accuracy was tested using a test set of images. It is shown 
that, potentially, the capabilities of the resulting system can be improved for other biomedical engineering tasks. 
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