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To compute and analyze vibrationally resolved electronic spectra at zero temperature,
we have recently implemented the on-the-fly ab initio extended thawed Gaussian ap-
proximation [A. Patoz et al., J. Phys. Chem. Lett. 9, 2367 (2018)], which accounts
for anharmonicity, mode-mode coupling, and Herzberg–Teller effects. Here, we gen-
eralize this method in order to evaluate spectra at non-zero temperature. In line with
thermo-field dynamics, we transform the von Neumann evolution of the density ma-
trix to the Schro¨dinger evolution of a wavefunction in an augmented space with twice
as many degrees of freedom. Due to efficiency of the extended thawed Gaussian ap-
proximation, this increase in the number of coordinates results in nearly no additional
computational cost. More specifically, compared to the original, zero-temperature
approach, the finite-temperature method requires no additional ab initio electronic
structure calculations. At the same time, the new approach allows for a clear distinc-
tion among finite-temperature, anharmonicity, and Herzberg–Teller effects on spec-
tra. We show, on a model Morse system, the advantages of the finite-temperature
thawed Gaussian approximation over the commonly used global harmonic methods
and apply it to evaluate the symmetry-forbidden absorption spectrum of benzene,
where all of the aforementioned effects contribute.
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I. INTRODUCTION
Vibrationally resolved electronic spectra have, for a very long time, been used to learn
more about electronic and vibrational states of molecules, their potential energy surfaces,
and light-induced dynamics of nuclei.1–4 The computational methods for simulating such
spectra are, therefore, an essential tool in physical chemistry.
The most widespread is the global harmonic method,5–7 which employs the harmonic
approximation for both ground- and excited-state potential energy surfaces. Within the
framework of the global harmonic approximation, one can easily account for non-Condon
and finite-temperature effects.8–12 This approximation, however, neglects the effects of
anharmonicity, which can significantly alter molecular spectra. Other quantum13–16 and
semiclassical4,15,17–20 methods do include anharmonicity effects on spectra, but at a sub-
stantial computational cost. Recently, we have been investigating the thawed Gaussian
approximation,21–24 an efficient semiclassical method which accounts partially for anhar-
monicity and requires no initial knowledge of the potential energy surface. The method has
been extended to include non-Condon effects, namely, to account for the Herzberg–Teller
contribution to the transition dipole moment.25–27 Unfortunately, as a wavepacket propaga-
tion method, it has been limited to computing spectra in the zero-temperature limit, where
only the ground vibrational state is populated initially.
To account for non-zero temperature, one typically employs the density matrix formal-
ism, where a number of numerically exact28–30 and approximate31–36 approaches exist. Oth-
erwise, typical wavefunction-based methods can be used in combination with statistical
sampling of initial conditions.37–43 Thermo-field dynamics44,45 offers an alternative way to
make wavefunction-based methods applicable at finite temperature: the problem, which
seemingly requires the von Neumann equation for the density matrix, is mapped to a
time-dependent Schro¨dinger equation with twice as many degrees of freedom. Recently,
the thermo-field dynamics was employed in chemistry for solving the coupled electronic-
vibrational dynamics,46–49 electronic structure,50 and vibronic spectroscopy11 problems. The
application to vibronic spectroscopy, which is of central interest to this work, was, however,
restricted to the global harmonic approximation.
Here, we combine the extended thawed Gaussian wavepacket propagation with the
thermo-field dynamics in order to include both anharmonicity and finite-temperature ef-
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fects. Due to the favorable scaling of the thawed Gaussian approximation with system’s
size, the new method adds nearly no additional cost to the original, zero-temperature ap-
proach. To illustrate the accuracy achieved by going beyond both global harmonic and
zero-temperature approximations, we test the method on a set of Morse potentials with
different degrees of anharmonicity and at different temperatures. Finally, we apply it
to evaluate the spectrum corresponding to the symmetry-forbidden electronic transition
S1 ← S0 (A˜1B2u ← X˜1A1g) of benzene and demonstrate that the simultaneous inclusion of
Herzberg–Teller, anharmonicity, and finite-temperature effects is needed to reproduce the
experimental spectrum.
II. THEORY
A. Extended thawed Gaussian approximation for zero-temperature spectra
Before turning to vibrationally resolved electronic spectra at finite temperature, let us
briefly describe the original, zero-temperature approach based on the extended thawed Gaus-
sian approximation.
The absorption spectrum at zero temperature can be computed as the Fourier transform33,51,52
σ(ω) =
4piω
~c
Re
∫ ∞
0
dtC(t)eiωt (1)
of the correlation function
C(t) = 〈1, g|µˆ†e−iHˆ2t/~µˆ|1, g〉eiω1,gt, (2)
where |1, g〉 is the ground (“g”) vibrational state of the ground (“1”) electronic state, ~ω1,g
is its energy, Hˆ2 is the nuclear Hamiltonian corresponding to the excited (subscript “2”)
electronic state, and µˆ is the transition dipole moment µˆ21 = ~ˆµ21 · ~ projected on the po-
larization ~ of the external electric field. In other words, to compute the spectrum, one has
to evolve the nuclear wavefunction |φ0〉 = µˆ|1, g〉 on the excited-state surface, which is, in
general, a challenging task that scales exponentially with the number of atoms.
Different exact quantum41,53–56 and semiclassical19,57–73 methods were developed for solv-
ing the problem of wavepacket propagation. Sometimes, the region of the excited-state
potential energy surface explored by the evolved wavepacket is fairly harmonic, meaning
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that it can be well approximated by a second-order Taylor expansion in nuclear coordi-
nates about a reference geometry; we call this the global harmonic approximation. Then,
the correlation function (2) can be obtained analytically.8–10,74,75 Moreover, in this case the
excited-state surface is easily constructed from a single Hessian calculation. To account
for the anharmonicity effects on the spectrum at least approximately, we recommend using
the simple and efficient semiclassical thawed Gaussian approximation.21 In contrast to many
other exact or approximate quantum dynamics methods, this method is computationally
feasible even for rather large molecules and can be employed in a “black-box” fashion, i.e., it
requires little human input. In particular, the thawed Gaussian approximation requires only
local potential energy information along the classical trajectory (as described below) and,
therefore, supports an on-the-fly implementation where the potential energy is provided by
an ab initio electronic structure calculation.
Within the thawed Gaussian approximation,21 the wavepacket is assumed to be a complex
Gaussian function
ψt(q) = e
i
~ [
1
2
(q−qt)T ·At·(q−qt)+pT ·(q−qt)+γt] (3)
parametrized by the time-dependent D-dimensional real vectors qt and pt, D ×D complex
symmetric matrix At, and complex number γt; D is the number of degrees of freedom.
The time dependence of the matrix At implies that the width of the thawed Gaussian
wavepacket changes with time, as opposed to the frozen Gaussian ansatz where the width
remains constant. Wavepacket (3) solves exactly the nonlinear Schro¨dinger equation
i~|ψ˙t〉 = [T (pˆ) + VLHA(qˆ)]|ψt〉, (4)
where T (p) = 1
2
pT ·m−1 · p is the kinetic energy and
VLHA(q) = V (qt) + V
′(qt)T · (q − qt) + 1
2
(q − qt)T · V ′′(qt) · (q − qt) (5)
is the local harmonic approximation of the true potential energy V (q) about qt, if the time-
dependent parameters of ψt satisfy the following equations of motion:
21
q˙t = m
−1 · pt, (6)
p˙t = −V ′(qt), (7)
A˙t = −At ·m−1 · At − V ′′(qt), (8)
γ˙t = Lt +
i~
2
Tr(m−1 · At). (9)
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In these equations, V ′(qt) denotes the gradient and V ′′(qt) the Hessian of the potential energy
evaluated at qt, m is the symmetric mass matrix, and Lt = T (pt)− V (qt) is the Lagrangian.
To construct the initial wavepacket, the ground-state potential energy surface V1(q) is
assumed to be harmonic in the vicinity of its minimum qeq, i.e., the ground-state Hamiltonian
is approximated as
H1(q) ≈ −~
2
2
∂Tq ·m−1 · ∂q +
1
2
(q − qeq)T ·K · (q − qeq), (10)
where K = V ′′1 (qeq) is the symmetric force-constant matrix and ∂q = ∂/∂q. In position
representation, the lowest eigenstate ψ0(q) of the Hamiltonian (10) is a Gaussian (3) with
parameters
q0 = qeq, (11)
p0 = 0, (12)
A0 = im
1/2 · Ω ·m1/2, (13)
γ0 = (−i~/4) ln[det(ImA0/pi~)], (14)
where Ω =
√
m−1/2 ·K ·m−1/2. This initial wavefunction ψ0(q) is then evolved by solving
differential equations (6)–(9) with V = V2 (the excited-state potential energy).
The thawed Gaussian wavepacket (3) is not suited to treat non-Condon effects, i.e.,
the effects due to the dependence of the transition dipole moment µ(q) on nuclear coordi-
nates q. Within the Herzberg–Teller approximation—the simplest extension of the Condon
approximation—the transition dipole moment is assumed to be a linear function76
µ(q) = µ(qeq) + µ
′(qeq)T · (q − qeq), (15)
where µ′(qeq) is the gradient of µ with respect to nuclear coordinates at the equilibrium
geometry. Then, φ0(q) = µ(q)ψ0(q) is no longer a Gaussian wavepacket. Fortunately, the
extended thawed Gaussian ansatz,25,77
φt(q) = [at + b
T
t · (q − qt)]ψt(q), (16)
which is a special case of Hagedorn’s “Gaussian times a polynomial” wavepacket,78–80 solves
the same Schro¨dinger equation [Eq. (4)] as ψt(q), provided that the Gaussian parameters
evolve, as before, according to Eqs. (6)–(9) and, in addition,
a˙t = 0, (17)
b˙t = −At ·m−1 · bt. (18)
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Hence, with the extended thawed Gaussian approximation, one can include the Herzberg–
Teller contribution at nearly no additional computational cost.
B. Vibrationally resolved electronic spectra at finite temperature
At non-zero temperature, the dipole-dipole correlation function is
C(t) = Tr(µˆ†e−iHˆ2t/~µˆρˆeiHˆ1t/~), (19)
where ρˆ = e−βHˆ1/Tr(e−βHˆ1) is the vibrational density operator and β = 1/kBT . Note that
in Eq. (19) we assumed that only the ground electronic state is populated in the thermal
equilibrium, which is usually justified by the large energy gap between the ground and first
excited electronic states. The correlation function can be re-written as
C(t) = Tr(ρˆ1/2µˆ†e−iHˆ2t/~µˆρˆ1/2eiHˆ1t/~) (20)
=
∫
dqdq′〈q′|ρˆ1/2µˆ†|q〉〈q|e−iHˆ2t/~µˆρˆ1/2eiHˆ1t/~|q′〉 (21)
=
∫
dq¯φ¯0(q¯)
∗φ¯t(q¯), (22)
where
φ¯0(q¯) = 〈q|µˆρˆ1/2|q′〉, (23)
φ¯t(q¯) = 〈q|e−iHˆ2t/~µˆρˆ1/2eiHˆ1t/~|q′〉 (24)
= e−iH2(q)t/~eiH1(q
′)t/~〈q|µˆρˆ1/2|q′〉 (25)
= e−i[H2(q)−H1(q
′)]t/~〈q|µˆρˆ1/2|q′〉 (26)
= e−iH¯(q¯)t/~φ¯0(q¯), (27)
q¯ = (q, q′)T is a 2D-dimensional coordinate vector, and
H¯(q¯) = H2(q)−H1(q′) (28)
is a Hamiltonian in q¯ coordinates. In Eq. (20) we used the relation [ρˆ, Hˆ1] = 0 and the
cyclic property of the trace; in Eq. (21) we introduced the position representation in q and
q′ coordinates; in going from (25) to (26), we used the fact that the two Hamiltonians H1(q′)
and H2(q) commute because they act on different coordinates; finally, Eq. (22) follows from
(21) because
〈q′|ρˆ1/2µˆ†|q〉 = 〈q|µˆρˆ1/2|q′〉∗ = φ¯0(q¯)∗ (29)
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and (ρˆ1/2)† = ρˆ1/2.
Equation (22) has a remarkable interpretation—the dipole-dipole correlation function
C(t) for a D-dimensional system at finite temperature T can be thought of as a wavepacket
autocorrelation function of φ¯t(q¯) evolved with the Hamiltonian H¯(q¯) according to the
Schro¨dinger equation
i~ ˙¯φt(q¯) = H¯(q¯)φ¯t(q¯), (30)
which describes an effective 2D-dimensional system at zero temperature.
The approach described here is, despite the explicit use of the position representation,
equivalent to the thermo-field dynamics, as presented in Ref. 11. Indeed, the final result
does not depend on the representation:
C(t) =
∫
dq¯φ¯0(q¯)
∗φ¯t(q¯) =
∫
dq¯〈φ¯0|q¯〉〈q¯|φ¯t〉 = 〈φ¯0|φ¯t〉, (31)
where |q¯〉 = |q〉|q˜′〉 is a general position state in the augmented direct-product Hilbert
space and |q˜〉 denotes a position state in the “fictitious” (or “tilde”) Hilbert space. In the
Appendix we derive Eq. (31) using standard thermo-field dynamics notation and without
invoking the position representation.
In principle, any known method for solving the time-dependent Schro¨dinger equation can
be applied to obtain φ¯t. However, the doubled number of coordinates adds a substantial, if
not prohibitive, computational cost to the already large cost of zero-temperature calculations
with exponentially-scaling exact quantum methods. In the following, we therefore employ
the extended thawed Gaussian approximation, which scales favorably with the number of
degrees of freedom.
C. Extended thawed Gaussian approximation for finite-temperature spectra
To solve Eq. (30) with the (extended) thawed Gaussian approximation, we must first
identify φ¯0 and the local harmonic approximation to the potential energy V¯ (q¯) = V2(q) −
V1(q
′).
If we assume, as in Sec. II A, that the ground-state surface V1 is harmonic [Eq. (10)], a gen-
eral off-diagonal matrix element ρ1/2(q, q′) ≡ ρ1/2(q¯) of ρˆ1/2 is a Gaussian (3) parametrized
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with 2D-dimensional vectors
q¯0 =
qeq
qeq
 , p¯0 =
0
0
 ,
a 2D × 2D matrix
A¯0 = i
A B
B A
 (32)
composed of D ×D submatrices
A = m1/2 · Ω · coth(β~Ω/2) ·m1/2, (33)
B = m1/2 · Ω · sinh(β~Ω/2)−1 ·m1/2, (34)
and a scalar
γ¯0 = (−i~/2) ln[det(m · Ω/pi~)]. (35)
Next, we assume µˆ to be diagonal in position representation,
φ¯0(q¯) = µ(q)ρ
1/2(q¯), (36)
and employ the Herzberg–Teller approximation [Eq. (15)], to obtain
φ¯0(q¯) = [µ(qeq) + b¯
T
0 · (q¯ − q¯0)]ρ1/2(q¯), (37)
b¯0 =
µ′(qeq)
0
 . (38)
With these initial values, we propagate the time-dependent parameters q¯t, p¯t, A¯t, and γ¯t
according to Eqs. (6)–(9) and b¯t according to Eq. (18). The potential energy, its gradient,
and its Hessian are given by
V¯ (q¯t) = V2(qt)− V1(q′t), (39)
V¯ ′(q¯t) =
 V ′2(qt)
−V ′1(q′t)
 , (40)
V¯ ′′(q¯t) =
V ′′2 (qt) 0
0 −V ′′1 (q′t)
 , (41)
while the D ×D mass matrix m is replaced by the 2D × 2D matrix
m¯ =
m 0
0 −m
 , (42)
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where qt and q
′
t are D-dimensional vectors composed, respectively, of the first and second
halves of coordinates of q¯t, i.e., q¯t = (qt, q
′
t)
T . Interestingly, the classical equations of mo-
tion [Eqs. (6)–(7)] for the parameters q¯t and p¯t are solved by propagating two independent
trajectories in D spatial dimensions: the first trajectory evolves qt and pt with the excited-
state Hamiltonian H2, while the second trajectory evolves q
′
t and p
′
t with the negative of the
ground-state Hamiltonian, −H1, due to the negative signs of mass in Eq. (42) and gradient
in Eq. (40). Because the second trajectory is at a fixed point, i.e., at the minimum of the
ground-state potential energy V1 with zero momentum, it shows no dynamics. As a result,
one requires only a single excited-state classical trajectory, to evolve the first D coordi-
nates of q¯t, and Hessians of the excited-state potential energy surface along this trajectory,
which is the same as in the original zero-temperature approach; no further potential energy
evaluations are needed to account for the temperature effects.
III. COMPUTATIONAL DETAILS
A. Morse potential
To test the accuracy of the proposed method, we construct a one-dimensional model
system consisting of a ground-state harmonic potential and an excited-state Morse potential.
The ground-state surface is assumed harmonic to exclude the error (or error cancellation)
due to using an approximate initial vibrational state—this is rarely an issue with zero-
temperature methods because the harmonic approximation typically holds in the vicinity of
the potential minimum, but could affect the results at higher temperatures. In the current
model, the error of the results obtained with thawed Gaussian approximation is only due to
the anharmonicity of the excited-state potential energy surface.
A set of Morse potentials
V2(q) = V2(q2) +
ω2
4χ
[1− e−
√
2mω2χ(q−q2)]2 (43)
was constructed by fixing the equilibrium position q2, minimum energy V2(q2), and frequency
ω2 =
√
V ′′2 (q2)/m at q2, and by varying the anharmonicity parameter χ. We set the minimum
of the ground-state harmonic potential to zero (q1 = 0) and its frequency to ω1 = 1, while
the excited-state Morse parameters were q2 = 1.5, ω2 = 0.9, and V (q2) = 10. Mass was set
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to m = 1. The level of anharmonicity was tuned by changing the parameter χ in the range
between 0.01 and 0.02, in steps of 0.001.
Exact spectrum was computed by evaluating Franck–Condon factors by numerical inte-
gration, which is feasible for this one-dimensional model system since both harmonic and
Morse vibrational eigenfunctions are known analytically. Adiabatic harmonic model,
V AH2 (q) = V2(q2) +
1
2
mω22(q − q2)2, (44)
which is constructed about the minimum of the potential energy surface, is the same for
all constructed Morse potentials because it does not depend on χ. Since the (extended)
thawed Gaussian approximation is exact for harmonic potentials, it was used to compute the
adiabatic harmonic spectra. For both harmonic and thawed Gaussian dynamics calculations,
time step was 0.1 and the total simulation time was 1000, i.e., 10000 steps in total were taken.
Gaussian broadening with half-width at half-maximum of 0.1 was applied to all spectra.
Spectra were evaluated at temperatures Tω = 0, 0.5, and 1, where Tω = kBT/~ω1 = 1/β~ω1,
and a constant transition dipole moment µ = 1 was used.
To compare reference (σref) and approximate (σ) spectra, we used the spectral contrast
angle θ, defined through its cosine as
cos θ =
σref · σ
‖σref‖‖σ‖ , (45)
where σ1 · σ2 =
∫
dωσ1(ω)σ2(ω) is the inner product of two spectra and ‖σ‖ =
√
σ · σ the
associated norm. In all calculations, the reference was the exact spectrum, while the ap-
proximate spectra were computed with the adiabatic global harmonic and thawed Gaussian
approximations.
B. On-the-fly ab initio calculations
The S1 ← S0 absorption spectrum of benzene was computed with adiabatic harmonic,
vertical harmonic, and thawed Gaussian approximations. In short, the adiabatic harmonic
model is, as described above, obtained by the second-order Taylor expansion of the excited-
state potential energy surface about its minimum, while for the vertical harmonic model,
the same expansion is performed about the ground-state minimum.
Density functional theory was used for the optimization and Hessian calculation of the
ground electronic state, while its time-dependent version was employed for the excited-state
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optimization, energy, gradient, and Hessian calculations. We used B3LYP functional with
ultrafine grid and 6-31+G(d,p) basis set, as implemented in the Gaussian0981 package. For
the thawed Gaussian propagation, we used a second-order symplectic integrator with a time
step of 8 a.u. (≈ 0.2 fs) and 10000 steps in total. The Hessian of the potential energy was
evaluated every four steps and interpolated in between, as done previously in Ref. 25. The
ground-state surface was assumed to be harmonic. The gradient of the electronic transition
dipole moment was computed numerically by the second-order finite difference method with
a step of 10−4 A˚.25
Computed correlation functions were multiplied by an exponential damping function e−t/τ
with τ = 18000 a.u., resulting in a Lorentzian line shape with half-width at half-maximum
of ≈ 12.2 cm−1. To facilitate comparison with the experimental spectrum, computed spectra
were shifted and scaled to match the experimental spectrum of Ref. 82 at its highest peak
(data taken from the MPI-Mainz UV/VIS Spectral Atlas83,84).
Finally, let us emphasize that the finite-temperature treatment of spectra requires no
additional electronic structure evaluations, i.e., same ab initio data could be reused to com-
pute the benzene spectrum at any given temperature. We evaluated the spectra at zero
temperature and at the temperature of the experiment (T = 298 K).
IV. RESULTS AND DISCUSSION
A. Morse potential
Thawed Gaussian and global harmonic spectra were compared with the exact result
(see Fig. 1). Already for the system with weak anharmonicity (left panels, χ = 0.01),
the thawed Gaussian approximation provides a more accurate spectrum than the harmonic
method. The difference is seen mainly in the intensities of the high-frequency peaks. Since
the adiabatic harmonic model describes well the region around the potential minimum,
it can recover the positions and intensities of peaks corresponding to transitions between
vibrational states with small quantum numbers. In contrast, the harmonic approximation
breaks down for vibrational states with more quanta, resulting in incorrect intensities of high-
frequency transitions. The effect of anharmonicity on the peak positions becomes significant
for χ = 0.02 and even the thawed Gaussian approximation is inadequate. Nevertheless, it
11
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FIG. 1. Exact, thawed Gaussian (“TGA”, Sec. II B), and adiabatic harmonic [Eq. (44)] spectra for
the Morse potential model systems (see Sec. III A) with lower (left panels) or higher (right panels)
degree of anharmonicity χ and at three different temperatures Tω.
is still more accurate than the adiabatic harmonic model, which has no dependence on χ
(harmonic spectra are, clearly, the same for different χ at a given temperature).
In contrast to the global harmonic method, the thawed Gaussian approximation can
result in non-physical negative spectral features. In the studied Morse system, a negative
peak overlaps with the hot band around ω = 9, resulting in poor description of this spectral
region at higher temperatures. In a way, the gain in accuracy in the high-frequency part of
the spectrum is accompanied by a loss in accuracy in the frequency region below the 0-0
transition.
To compare the global harmonic and thawed Gaussian methods quantitatively, we mea-
sure the error of an approximate spectrum with the spectral contrast angle between the
approximate and exact spectra (see Fig. 2). The thawed Gaussian approximation gives
more accurate spectra than the harmonic approximation for all anharmonicities and at all
temperatures studied. However, an interesting trend is observed: the harmonic approxi-
mation becomes more accurate as the temperature increases, whereas the thawed Gaussian
approximation keeps the same degree of accuracy at all temperatures. The main reason
for such behavior is closely related to the discussion above. As the temperature increases,
the intensity of hot bands below the 0-0 transition grows and they become more relevant
in measuring the error. Hence, the adiabatic harmonic method gains on accuracy, unlike
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the thawed Gaussian approximation, which always loses on accuracy in the low-frequency
part of the spectrum. However, such behavior of the global harmonic method is not gen-
eral; if the ground-state potential energy surface were anharmonic, high-temperature spectra
would also reflect the effects neglected in the global harmonic models—those of ground-state
anharmonicity on the initial density matrix.
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FIG. 2. Errors, measured by the spectral contrast angle [Eq. (45)], of the spectra computed with the
thawed Gaussian approximation (“TGA”, Sec. II B) or the adiabatic harmonic approach [Eq. (44)],
as a function of the anharmonicity parameter χ. Results are shown for three different temperatures
Tω (see Sec. III A).
B. Absorption spectrum of benzene
The symmetry-forbidden S1 ← S0 transition in benzene is a well-known example of the
Herzberg–Teller effect,1,2 where the spectrum arises only due to the coordinate dependence
of the transition dipole moment, which is zero by symmetry at the equilibrium geometry. As
such, it has been studied extensively both from the experimental82,85–89 and theoretical34,90–96
points of view. The spectrum is a challenge for computational methods because it is highly
resolved, exhibits Herzberg–Teller effects, and contains hot bands due to finite temperature.
Although benzene is typically considered to be a rigid molecule, we have recently shown
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that the anharmonicity affects significantly the intensities of the peaks in the main progres-
sion of the spectrum.25,26 However, our previous work assumed zero temperature, therefore
neglecting the weak hot bands present in the experimental spectrum.
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FIG. 3. Benzene S1 ← S0 absorption spectrum computed with the extended thawed Gaussian
approximation (“Extended TGA”) at 298 K (using the approach described in Sec. II C), compared
with the experimental spectrum82,84 measured at 298 K and other approximate spectra simulations
based on: (a) zero-temperature extended thawed Gaussian approximation (“Extended TGA 0 K”)
as described in Sec. II A, (b) adiabatic or vertical global harmonic models at 298 K (see Sec. III B),
and (c) thawed Gaussian approximation, which assumes Condon approximation [“TGA (Con-
don)”].
Here, we complement our earlier result with the new finite-temperature extended thawed
Gaussian method. First, we demonstrate [Fig. 3(a)] the effect of non-zero temperature on the
spectrum. Whereas the original, zero-temperature extended thawed Gaussian approximation
neglects completely the weak, but non-negligible, hot bands, the finite-temperature approach
reproduces all features of the spectrum. The inaccuracy in the frequencies of the peaks is
most likely due to the electronic structure method used; we discuss this later. Nevertheless,
Fig. 3(a) clearly shows the difference in the spectra computed without and with finite-
temperature effects.
We argue that the benzene absorption spectrum is affected by the anharmonicity of the
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excited-state potential energy surface. This effect is best demonstrated by the difference in
spectra based on two global harmonic models: if the potential energy surface were harmonic,
the second-order expansion of the potential energy about any molecular geometry would
result in the same spectrum. As shown in Fig. 3(b), in benzene, the adiabatic harmonic
method is much more accurate than the vertical; in general, either of the two methods
can be more appropriate.22,23,97 The extended thawed Gaussian approximation outperforms
not only the vertical harmonic approach, whose spectrum is completely off, but also the
adiabatic harmonic approximation, which fails to produce accurate peak intensities.
Figure 3(c) shows the importance of treating the Herzberg–Teller effect with the extended
thawed Gaussian approximation. Since the transition is symmetry-forbidden, i.e., µ(qeq) = 0,
the spectrum computed within the Condon approximation [µ(q) ≈ µ(qeq)] vanishes, whereas
the full, Herzberg–Teller treatment reproduces the experimental spectrum.
In computational chemistry, vibrational scaling factors,98 which we denote by f , are often
used to empirically correct for systematic errors in the vibrational frequencies computed with
electronic structure methods. In vibronic spectroscopy, such scaling, applied to ground- and
excited-state frequencies, can modify both peak positions and intensities.10 However, the
effect on intensities is often weak; indeed, the adiabatic harmonic spectrum with scaled
vibrational frequencies (red, dashed line in Fig. 4) exhibits almost perfect peak positions,
but still the same errors in intensities as the adiabatic harmonic spectrum of Fig. 3(b).
For comparison—and for comparison only—we show an analogous, “corrected” spectrum
computed with the extended thawed Gaussian approximation (blue, solid line in Fig. 4).
Since the simple procedure of scaling the vibrational frequencies is not applicable in this
case, we scale directly the frequency axis by f , which corrects peak positions, but leaves
intensities unchanged. The results imply that the subtle anharmonicity effects on spectral
intensities, described well with the on-the-fly semiclassical thawed Gaussian method, cannot
be captured even with the corrected harmonic potential.
V. CONCLUSION
In conclusion, we have presented a new approach to compute vibronic spectra at finite
temperature within the framework of the thawed Gaussian approximation. The proposed
method describes partially the effect of anharmonicity on the spectrum and at the same
15
Experiment Extended TGA 298K Adiabatic harmonic 298K
38000 39000 40000 41000
0
0.5
1
Frequency [cm-1]
In
te
ns
ity
M
ax
.i
nt
en
sit
y
FIG. 4. Benzene S1 ← S0 absorption spectra computed with the extended thawed Gaussian
approximation (“Extended TGA”) and adiabatic harmonic model, both at 298 K, compared with
the experimental spectrum82,84 measured at 298 K. The adiabatic harmonic model was modified
by scaling both ground- and excited-state frequencies by a constant f = 0.963, which was taken
from Ref. 98 and is associated with the electronic structure method used (see Sec. III B). For
the spectrum evaluated with the extended thawed Gaussian approximation, we applied the same
scaling factor only to the values on the frequency axis.
time includes all effects treated in the conventional global harmonic approach—mode-mode
coupling, non-zero temperature, and Herzberg–Teller contribution to the transition dipole
moment. Most importantly, the inclusion of finite temperature comes at no additional com-
putational cost or deterioration in accuracy. Hence, the proposed procedure provides a
viable route to systematically improve on global harmonic simulations at any temperature.
Finally, this on-the-fly ab initio semiclassical approach to thermo-field dynamics could in-
spire other quantum or semiclassical “direct dynamics” methods for computing spectra at
finite temperatures.
The data that support the findings of this study are available from the corresponding
author upon reasonable request.
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Appendix: Relation to thermo-field dynamics
Following Suzuki,44 let us define
|I¯〉 =
∑
k
|kk˜〉 = |00˜〉+ |11˜〉+ . . . , (A.1)
where |kk˜〉 denotes a basis vector of a space obtained as a direct product of “physical” (with
basis {|k〉}) and “fictitious” (with basis {|k˜〉}) Hilbert spaces. In general, we use tilde ˜
to denote an element of (or an operator acting on) the “fictitious” Hilbert space and bar ¯
(as opposed to bold font used in Ref. 46) for the direct-product space. The physical and
fictitious states are related through the conjugation rule44
(u1|k〉+ u2|k′〉)˜= u∗1|k˜〉+ u∗2|k˜′〉, (A.2)
which results in
〈α˜| ˆ˜A|α˜′〉 = 〈α′|Aˆ|α〉 (A.3)
for arbitrary complex numbers u1 and u2, states |α〉 and |α′〉, and operator Aˆ. Next, the
so-called thermal vacuum is defined as
|0¯(β)〉 = ρˆ1/2|I¯〉, (A.4)
where ρˆ is the density operator and acts only on the physical Hilbert space. Then, the
correlation function, defined in Eq. (19), can be written as
C(t) = 〈φ¯0|e−i ˆ¯Ht/~|φ¯0〉, (A.5)
where |φ¯0〉 = µˆ|0¯(β)〉 and
ˆ¯H = Hˆ2 − ˆ˜H1. (A.6)
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The proof goes as follows:
C(t) = 〈0¯(β)|µˆ†e−i ˆ¯Ht/~µˆ|0¯(β)〉 (A.7)
=
∑
k,k′
〈kk˜|ρˆ1/2µˆ†e−i ˆ¯Ht/~µˆρˆ1/2|k′k˜′〉 (A.8)
=
∑
k,k′
〈k|ρˆ1/2µˆ†e−iHˆ2t/~µˆρˆ1/2|k′〉〈k˜|ei ˆ˜H1t/~|k˜′〉 (A.9)
=
∑
k,k′
〈k|ρˆ1/2µˆ†e−iHˆ2t/~µˆρˆ1/2|k′〉〈k′|eiHˆ1t/~|k〉 (A.10)
=
∑
k
〈k|ρˆ1/2µˆ†e−iHˆ2t/~µˆρˆ1/2eiHˆ1t/~|k〉 (A.11)
= Tr(µˆ†e−iHˆ2t/~µˆρˆeiHˆ1t/~), (A.12)
where we used (A.3) to go from (A.9) to (A.10).
To complete the equivalence between Eq. (A.5) and Eq. (31) of the main text, we demon-
strate that
〈qq˜′|φ¯0〉 = φ¯0(q, q′), (A.13)
i.e., that the position representation of state |φ¯0〉 introduced in this appendix is the function
defined in Eq. (23) of the main text. Indeed,
〈qq˜′|φ¯0〉 =
∑
k
〈q|µˆρˆ1/2|k〉〈q˜′|k˜〉 (A.14)
=
∑
k
〈q|µˆρˆ1/2|k〉〈k|q′〉 (A.15)
= 〈q|µˆρˆ1/2|q′〉 (A.16)
= φ¯0(q, q
′), (A.17)
where we again used Eq. (A.3) with Aˆ being identity operator.
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