Abstract. Users wanting to monitor distributed systems often prefer to abstract away the architecture of the system, allowing them to directly specify correctness properties on the global system behaviour. To support this abstraction, a compilation of the properties would not only involve the typical choice of monitoring algorithm, but also the organisation of submonitors across the component network. Existing approaches, considered in the context of LTL properties over distributed systems with a global clock, include the so-called orchestration and migration approaches. In the orchestration approach, a central monitor receives the events from all subsystems. In the migration approach, LTL formulae transfer themselves across subsystems to gather local information.
Introduction
Due to the end of regular increase of processor speed, more systems are being designed to be decentralised to benefit from more of the multi-core feature of contemporary processors. This change in processors poses a number of challenges in the domain of runtime verification where performance is paramount.
In runtime verification one is interested in synthesizing a monitor to evaluate a stream of events (reflecting the behaviour of a system) according to some correctness properties. When the system consists of several computing units (referred to as components in the sequel), it is desirable to decentralise the monitoring process for several reasons (as seen in [1, 4, 5] ). First, it is a solution to benefit from the plurality of computing units of the system if one can design decentralised monitors that are as independent as possible. Second, it avoids introducing a central observation point in the system that presupposes a modification of the system architecture, and it also generally reduces the communication overhead in the system. See [4, 5] for more arguments along this line.
In this paper, we study these questions in the context of monitors synthesized from LTL specifications by considering three approaches, namely orchestration, migration, and choreography, to organise monitors (using terminology from is the setting where a single node carries out all the monitoring processing whilst retrieving information from the rest of the nodes. (ii) Migration is the setting where the monitoring entity transports itself across the network, evolving as it goes along -doing away with the need to transfer lower level (finer-grained) information. (iii) Choreography is the setting where monitors are organised into a network and a protocol is used to enable cooperation between monitors.
Note, there are two important assumptions in our study. First, we assume the existence of a global clock in the system (as in [4] ). This assumption is realistic for many critical industrial systems or when the system at hand is composed of several applications executing on the same operating system. Second, we assume that local monitors are attached to the components of the system and that the monitors can directly communicate with each other through some network.
Contributions of this paper. First, we survey the work on LTL monitoring in the context of distributed systems, classifying them under orchestration, choreography, and migration. Second, we introduce choreography-based decentralised monitoring. Third, we propose an algorithm that splits the monitoring of an LTL formula into smaller monitors forming a choreography. Fourth, we empirically compare orchestration, migration (from [4]), and choreography using a benchmark implementation.
Paper Organization. The rest of the paper is organised as follows. Section 2 introduces some background. Sections 3 and 4 recall the orchestration and migration approaches for LTL monitoring, respectively. In Section 5, we introduce the setting of choreography-based decentralised monitoring. Section 6 reports on our empirical evaluation and comparison of the three approaches using a benchmark implementation. Section 7 compares this paper with related work. Finally, Section 8 concludes and proposes future work.
Background
In this section, we formally define a distributed system and alphabet, followed by an introduction to the syntax and semantics of LTL.
Distributed systems and alphabet. N is the set of natural numbers. Let a distributed system be represented by a list of components: C = [C 1 , C 2 , . . . , C n ] for some n ∈ N \ {0}, and the alphabet Σ be the set of all events of the components: Σ = Σ 1 ∪Σ 2 ∪. . .∪ Σ n , where Σ i is the alphabet of C i built over a set of local atomic propositions AP i . We assume that the alphabets and sets of local atomic propositions are pair-wise disjoint 1 and define function # returning the index of the component related to an event, if it exists: # : Σ → N such that #a def = i if ∃i ∈ [1; n] : a ∈ Σ i and undefined otherwise. The behavior of each component C i is represented by a trace of events, which for t time steps is encoded as u i = u i (0) · u i (1) · · · u i (t − 1) with ∀t < t : u i (t ) ∈ Σ i . Finite (resp. infinite) traces over Σ are elements of Σ * (resp. Σ ω ) and are denoted by u, u , . . . (resp. w, w , . . .) . The set of all traces is Σ ∞ def = Σ * ∪Σ ω . The finite or infinite sequence w t is the suffix of the trace w ∈ Σ ∞ , starting at time t, i.e., w t = w(t) · w(t + 1) · · · .
