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ABSTRACT
This dissertation consists of three essays on historical and contemporary topics in
health and human capital development.
Chapter One examines the effects of the Great Depression on the educational
outcomes of the 1918 influenza pandemic birth cohorts. I construct a novel dataset
linking World War II draftees to the federal population censuses of 1920 - 1940 and
newly digitized county-level data on pandemic severity. Using geographic variation in
Great Depression exposure, pandemic severity, and their interaction, I find that the
larger economic swings dampened the flu’s negative effect on educational attainment.
I present suggestive evidence that the underlying mechanism was the added-worker
effect.
Chapter Two collects and imputes data on the elementary and secondary school
schedules, which can be linked to infectious disease patterns before and during the
current SARS-COV-2/COVID-19 pandemic. Variation in school opening and closing
dates during the academic year are shown to have been important drivers of infec-
tious disease, consistent with schools constituting the primary locus of most social
interactions among children.
The literature on intergenerational transmission usually studies the top-down rela-
tionship from parents to their descendants. Chapter Three takes a backward approach
vi
and studies the effect of children’s education on parental longevity. Using the exoge-
nous variation in the compulsory attendance laws, child labor laws, and continuation
schooling laws in different states from 1880 to 1930 among different states, I estimate
the causal effect of children’s education on parents’ longevity and mortality for the
American Civil War veterans. To address the endogeneity of children’s education, I
instrument for actual years of schooling using required years of schooling. The instru-
mental variable is constructed from geographic variation in exposure to compulsory
schooling, child labor, and continuation schooling laws.
vii
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Re-evaluating the Effects of the 1918
Influenza Pandemic on Human Capital
Development: The Role of the Great
Depression
1.1 Introduction
There is no new thing under the sun. Although the current COVID-19 pandemic
seems unprecedented, it might not be so unprecedented in light of the 1918 Influenza
Pandemic. Pregnant women are more prone to viral infections due to their physio-
logical changes. The severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
receptors are highly increased during pregnancy, contributing to their susceptibility
(Zhao et al., 2020). Some preliminary evidence shows that infection rates of SARS-
CoV-2 among pregnant women are 70 percent higher than similarly aged adult women
in the state of Washington (Lokken et al., 2021). Pregnant women have higher mor-
bidity and mortality rates to the influenza virus too. The hospital admission rate was
four times higher in pregnant women than the general population at the beginning
of the Influenza A H1N1 pandemic of 2009 in the U.S. (Jamieson et al., 2009). In
the outbreak of influenza in 1957, the mortality rate among pregnant women was
twice as high as that among non-pregnant women (Eickhoff et al., 1961). Maternal
infection can cause severe problems in newborns, such as preterm birth, fetal distress,
and neonatal complications (Castro et al., 2020).
An increasing body of empirical evidence suggests that early childhood health
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shocks translate into inferior health status and socioeconomic outcomes in later life.
However, little is known about the interactive effects of early-life health shocks and
later-life macroeconomic conditions on an individual’s human capital development.
This paper uses a newly constructed dataset, linking World War II (WWII) draftees
to their childhood environment to study how the Great Depression interacted with
exposure to the 1918 Influenza Pandemic in affecting educational attainments and
related labor market outcomes. My main finding is that larger cyclical swings during
the Depression dampened the negative effects of the flu on the average educational
attainment for the relevant birth cohorts, measured just before WWII.
In a seminal paper, Almond (2006) used the 1918 Influenza Pandemic as a natural
experiment to test the fetal origins hypothesis (Barker, 1995). Fetal undernutrition
has latent and persistent manifestations in later life, such as diabetes, hypertension,
and coronary heart disease.1 The abrupt onset, severity, and brevity of the pan-
demic facilitates comparisons between cohorts in utero during the pandemic with
neighboring cohorts.2 Utilizing state-level differences in flu severity, Almond shows
the affected cohorts exhibited reduced educational attainment, lower income, lower
socioeconomic status (SES), and worse health.
While Almond’s interpretation of his findings has been widely accepted as the first
evidence on the long-term effect of in-utero environmental insults, his findings were
questioned by Brown (2011) and Brown and Thomas (2018). They argue that fathers
of the 1919 birth cohort were less likely to be deployed in World War I (WWI). Hence,
the fathers were negatively selected relative to fathers of children born in surrounding
cohorts. Specifically, the fathers of the 1919 birth cohort were less likely to be literate
and held lower-earning occupations. Thus, the inferior outcomes of the flu birth
cohort were a result of family environment, which had lower socioeconomic status,
instead of in-utero flu exposures. Using a proxy of parental characteristics, Brown and
1For an overview of Barker’s Hypothesis in both the economic and epidemiological literature, see
Almond and Currie (2011)
2Neighboring cohorts in Almond (2006) refer to birth cohorts of 1912 to 1922
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Thomas (2018) shows the main effects of flu on the 1919 birth cohort in Almond (2006)
attenuate after controlling for a proxy of their family background during childhood.
The debate between Almond (2006) and Brown and Thomas (2018) is furthered by
Beach, Ferrie and Saavedra (2018). Instead of using a proxy for family environment,
Beach et al. (2018) directly controls for parental quality in one’s childhood using
linked data. Utilizing city-level variations in flu severity, they find a robust negative
effect of in-utero exposure to the pandemic on human capital development, consistent
with Almond (2006).3
A major omission in the literature has been the failure to consider the impact of
the Great Depression. The influenza birth cohorts who were born between 1918 and
1920 made decisions of post-secondary education in starkly different macroeconomic
conditions during the Great Depression. The birth cohorts of 1918 - 1920 entered
high school in 1932, 1933, and 1934, when they reached age 14: These were some
of the worst years of the Depression (Romer, 1993). By contrast, economic activity
grew by 10% from 1934 to 1936 (Granados and Roux, 2009). Whether the Great
Depression mitigates or exacerbates the effects of the influenza pandemic on the flu
birth cohort is ambiguous a priori. On the one hand, education is counter-cyclical
(Dellas and Sakellaris, 2003), and educational attainments of the flu birth cohorts
should increase. The economic downturn during the Great Depression lowered a
school-age child’s opportunity cost of schooling as it was more challenging to find
a job, and the earnings were relatively low conditional on holding a job. In turn,
school-age children’s demand for education and propensity to enroll in high school
would be higher. On the other hand, the Great Depression could decrease the flu
cohorts’ education by the “added worker effect” (Margo, 1993) (Finegan and Margo,
1994). With an unemployment rate of nearly 25%, fathers of the school-age children
3The different measurements of parental characteristics in Brown and Thomas (2018) and Beach
et al. (2018) are the contributing factors for their disparate findings. The former adopts an approxi-
mation of childhood characteristics by the average parental characteristics of a state-year, which can
be systematically mismeasured. In contrast, the latter directly controls one’s parental age, father’s
occupational score, literacy, and immigration status.
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were more likely to lose their job, and their children - the added workers - may had
sought work to supplement household income.
To investigate the interaction between the Great Depression and the 1918 In-
fluenza Pandemic on the flu birth cohorts, I construct a panel dataset of individuals
linking WWII draftees back to 1940, 1930, and 1920 decennial censuses. In this way,
I can observe each linked person four times: as a newborn or infant around 1920, as a
young teenager about to face high school decision circa 1930, as a young adult when
the majority finished schooling in 1940, and when they were drafted by the WWII
circa 1943. A linked panel dataset provides numerous advantages compared to pooled
cross-sectional data used in Almond (2006). First, I observe (and subsequently con-
trol for) the birth year-month of individuals and their family characteristics at least
twice, around birth in 1920, and before entering high school in 1930. My first source
of identification is one’s birth year-month because the WWII Draft Cards have the
exact date of birth, while all existing literature controls for either the year or quarter
of birth. Second, the linked sample facilitates an additional identification strategy by
making use of the spatial distributions of the treatments. I assume that an individ-
uals’ county of residence at census enumeration of 1920 is the same as their county
of birth (1918 - 1920). Similarly, the location when enumerated in 1930 is the same
as the county of residence when enrolling in high school (1932 - 1934). These ap-
proximations allow me to exploit geographic variations in the severity of flu and the
economic downturn as an additional source of identification.
With the linked individual-level panel dataset in hand, I merge on various county-
level influenza and pneumonia measurements and the state/county level Great De-
pression severity by location of birth and residence around the time of the high school
decision. I build a theoretical model to provide a framework to guide the subsequent
empirical analyses using difference-in-difference (DID) and semi-parametric models.
Similar to Beach et al. (2018), my primary identifying assumption is that other de-
terminants of human capital did not systemically vary with the pandemic and the
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Great Depression. Concerns regarding family background are alleviated by direct
controls for parental SES, parental literacy, occupation, homeownership, and radio
ownership. Another concern may arise about whether the influenza exposure and
the Great Depression severity vary together systematically. This concern is mitigated
by controlling for fixed effects at different geographical levels. Based on the iden-
tification assumptions and empirical specifications, I find a mitigating effect of the
Great Depression on average years of schooling of the influenza birth cohorts. In
other words, in the absence of the Great Depression, the negative effect observed by
Almond (2006) and Beach et al. (2018) would be larger. I present suggestive evidence
that the underlying mechanism is the so-called “added worker effect” - nonworking
high-school-aged children would have been more likely to enter the labor force, and
working children less likely to leave it if their fathers were unemployed.
The rest of this paper is structured as follows: Section 1.2 provides some back-
ground on the Influenza Pandemic and the Great Depression. Section 2.2 describes
the linked data and various measurements of influenza and Great Depression sever-
ity. Section 1.4 builds a theoretical framework to guide the empirical analysis. Sec-
tion 1.5 presents empirical models and results. Section 1.6 provides some potential
mechanisms of the empirical findings. Section 1.7 relates my findings to the existing
literature, discusses the caveats of this paper, and provide some policy implications.
Section 2.5 concludes.
1.2 Background
1.2.1 The 1918 Influenza Pandemic
It is estimated that one-third of the world’s population or 500 million people were
infected by the Spanish Flu (Morens et al., 2010).4 A recent study using data for 48
4Spain was not the origin of the onset of influenza. The unfair naming of the pandemic after
Spain is because the country was neutral during WWI and had a less censored press than other
countries.
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countries shows the influenza death toll was 40 million or 2.1 percent of the world pop-
ulation between 1918 and 1920 (Barro et al., 2020). In the U.S. along approximately
675,000 died of the flu (Morens et al., 2010). The 1918 pandemic was caused by the
H1N1 virus, and the lineage of the virus is still circulating today (Taubenberger et
al., 2019). If uncomplicated, the flu was a mild three-to-five-day illness. The lethality
came from secondary bacterial infections that caused severe pneumonia, particularly
among pregnant women (Mazumder et al., 2010). The pandemic occurred in three
waves from 1918 to 1920. The first wave, from March to August of 1918, was a
precursor to the deadlier second wave. It is generally believed that the virus from
the first wave mutated, and deadly second wave ran September of 1918 and mostly
waned by March of 1919. (Killingray and Phillips, 2003). Following the second wave
was a much milder and scattered winter outbreak from October 1919 to March 1920.
The pandemic is not only characterized by its multi-waves but also its idiosyncratic
W-shaped age profile of infection and its broad geography. Typical influenza mortality
by age is U-shaped, reflecting higher mortality in the very young and the very old,
and low mortality at all ages in-between (Morens et al., 2010). However, the 1918
pandemic had an unusual high mortality rate among young adults (age 20 - 40)
(Velde, 2020). One possible explanation of this feature is the “cytokine storms”
- a deleterious profuse release of pro-inflammatory cytokines in young adults than
other healthy individuals (Morens et al., 2010). Another possible explanation is that
young adults lacked pre-existing virus-specific antibodies and cellular immunity of the
1918 H1N1 virus (Short et al., 2018). Among young adults, pregnant women were
especially susceptible to influenza as pregnancy is one of a few underlying conditions
that predispose to flu complications. Hence, women who were pregnant were very
likely to be infected and developed various symptoms. That said, given the case-
fatality rate which was low in an absolute sense, the majority of those infected mothers
were survived and gave birth to the flu cohorts.5
5It was estimated that the case-fatality rate was 2.5 percent from 1918 to 1920
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1.2.2 The Great Depression
The Great Depression (GD) of the 1930s was the most severe economic downturn in
U.S. history, and it has attracted much of scholarly attention for its depth, persistence,
and recovery profile. The unemployment rate rose from 3.2% in 1929 to 24.9% in 1933
(U.S. Bureau of the Census, 1975), industrial production fell for 62% from peak to
trough (Romer, 1993), and real GDP decreased nearly 27% (Sutch, 2006). The Great
Depression is not only characterized by its depth but also its prolonged impact. The
unemployment rate remained over 10% after its peak in 1933 for the rest of the decade
(U.S. Bureau of the Census, 1975), industrial production did not return to its pre-
GD level until 1937, and real GDP did not bounce back until 1936 (Fishback, 2017).
Within the decade the economy exhibited a W-shaped profile. It started with the
Great Contraction from 1929 to 1933, followed by a recovery period from 1933 to 1937,
and a second dip recession from the fall of 1937 through most of 1938, see. Figure 1·1.
Notice that, the differences in the level of industrial production in 1932, 1933, and
1934 are stark. Hence, the birth cohorts of 1918 to 1920 faced diverse macroeconomic
conditions when making decisions about their post-secondary education.
In response to the downturn, the Roosevelt administration developed a variety
of stimulus programs, called the New Deal. The New Deal is considered the most
significant expansion of the federal government in peacetime (Fishback, 2017). It
included various programs: relief grants, work relief to the unemployed that lead to
the construction of public works, and direct payment to farmers to take the land
out of production.6 There were substantial differences in the distribution of the New
Deal grants and significant variations in the pace of recovery across the U.S. during
the 1930s. Among all regions, the South received the most per-capita public works
and relief grants (Fishback, Horrace and Kantor, 2006). The spatial disparities of
unemployment prevailed is the outcome of both the New Deals and unemployment




The economic effects of the New Deal on both the demand and supply sides of the
labor market are manifold. Public relief programs had no positive spillover effects on
the labor demand of the private sector (Fishback and Kachanovskaya, 2015), if not
crowding out effects (Neumann, Fishback and Kantor, 2010). On the supply side,
Wallis and Benjamin (1981) argues that individuals responded to the federal relief
programs of the New Deal by switching from non-relief jobs to relief jobs. Hence, the
New Deal reduced the labor supply in the private sector. The New Deal not only af-
fected the labor supply of males but also altered their wives’ labor force participation.
Bowen and Finegan (1969) find a negative relationship between the unemployment
rate and labor force participation of married women in cities. Further, Finegan and
Margo (1994) argue that the New Deal reduced the size of the added worker effect
among married women. The wives of men who held work relief jobs were less likely to
participate in the labor force than other wives in the 1940 census. When the primary
breadwinner of a household, usually the husband, became unemployed in the Great
Depression, other family members, or “added workers”, attempted to enter the labor
force and find employment. The added workers could be wives, as shown in Finegan
and Margo (1994) or their working-age children if the children were still living in their
parents’ households.7
1.3 Data
1.3.1 Constructing a linked dataset
This section describes the construction of the linked individual-level panel dataset for
my empirical analysis. Starting from identifying all males who were born between
7In the section on Mechanisms, I show the existence of added worker effects among young adult
children in a family. The magnitude of the added worker effects of children is more pronounced than
wives shown in Finegan and Margo (1994)
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1918 and 1920 in the available WWII draft card records,8 I search for them in 1940,
1930, and 1920 census complete counts available on the National Bureau of Economic
Research(NBER) server.9 Unlike Beach et al. (2018) and Parman (2015), both of
which start with the WWII Enlistment Record, I use the draft cards for a specific
reason: the enlistment records only have a veteran’s year of birth, but the draft cards
have their exact date of birth. This feature of the draft cards allows me to control
for birth year-month fixed effects instead of only the year of birth fixed effects. This
advantage is particularly significant because the pandemic varied dramatically across
months within the same year.
Another difference of my linked sample from the existing literature is the range of
birth years in the sample. Almond (2006) investigates cohorts born between 1912 and
1922, and Beach, Ferrie and Saavedra (2018) matched WWII veterans from 1909 to
1922. Both papers also use 1918, 1919, and, 1920 birth cohorts for some part of their
results. I focus on the draftees in three-year window, for three reasons: First, the
emphasis of my paper is on the interaction of flu exposure and the macroeconomic
shock around the age of entering high school. The pandemic had smaller effects on
earlier birth cohorts as they were preschoolers or in their early childhood during the
pandemic. The flu is expected to have much less effect on them than those who were
infants or babies during the pandemic. The later neighboring birth cohorts did not
experience the influenza pandemic directly. Hence, the effects of flu exposure are
minimal. Secondly, earlier birth cohorts were already enrolled in high school for some
years or already finished their human capital investment by the Great Depression.
On the other hand, later birth cohorts might still in their middle school or junior
high school, where their attendance might be mandated by a compulsive schooling
law. Third, earlier or later birth cohorts may be susceptible to other diseases and do
not constitute an adequate control group. For example, polio, occurred in 1916 on
8I thank Chris Rodius for sharing the data
9The version of the National Bureau of Economic Research contains an individuals first and last
name, which are not available for the version by IPUMS. The machine learning linking process
requires an individual’s full name.
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an epidemic scale that could potentially affect the birth cohorts of 1916 and 1917.
Another example is the 1921 diphtheria epidemic, a disease caused illness and death
among children. Focus of this paper is on the 1918 Spanish flu, instead of a comparison
of the effects of influenza with other infectious diseases among children.
My linking methodology follows the machine learning method proposed by Feigen-
baum (2016) and Abramitzky et al. (2019). The method can be summarized as
follows: First, standardize the first, middle, and last name, year and state of birt.
Extract records from the complete count census of 1940 that are sufficiently similar to
the draft records by the same state of birth, +/-3 of the year of birth, and sufficiently
close in first and last name, measured by the Jaro-Winkler string distance (Winkler,
1994), Soundex code, and NYSIIS (New York State Identification and Intelligence
System). Next, I compile a training dataset by manually determining a set of records
is either a match or not. I fit a logit model on the training data and pick the relative
weights of different permanent measures of an individual across records.10 Next, I
use these weights to generate logit scores for the entire linking sample. Finally, I
trade-off accuracy and efficiency in the whole sample, choosing hyperparameters by
grid search and dropping multiple matches. For robustness, a 10-fold cross validation
is implemented on the training sample. These procedures allow me to link 254,944
draftees to the 1940 census complete counts. The linking between the 1940 census to
1930 and 1920 is done by the Abramitzky, Boustan, and Eriksson (ABE) algorithm
(Abramitzky, Boustan, Eriksson, Feigenbaum and Pérez, 2019), which gives me a
total of 40,005 draftees linked to 1940, 1930, and 1920.11
1.3.2 Measuring Influenza Exposure
With the linked dataset of the draftees in hand, I now turn to measurement of in-utero
influenza exposure. The previous literature relies on the state and city level measures
10Permanent measurements of an individual refer to the variables I standardize, i.e., state of birth,
year of birth
11Data retrieved from https://censuslinkingproject.org/
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in U.S. Vital Statistics (Rogers, 1920). For my analysis, I hand collect county and
city level measurements for 28 states and 419 cities. Data come from various reports
from states, such as the annual reports of vital statistics, annual reports of state
boards of health, and health bulletins. The measurements include annual influenza
and pneumonia cases and deaths. Figure 1·2 gives an example from New Hampshire,
which contains information on influenza death by county. I calculate the morbidity
and mortality rate based on the number of cases and deaths, as well as the county
population. County-level population from 1918 to 1920 are estimated from linear
interpolation based on 1910 and 1920 census complete counts. Comparing the newly
constructed influenza and pneumonia dataset depicted in Figure 1·4 and Figure 2(b)
from Almond (2006), the data from various state-level reports closely resembles the
Federal Mortality Statistics. Figure 1·4 shows the monthly influenza and pneumonia
death per 1,000 population for all counties in my sample by aggregating the county-
level rate from 1918 to 1920. The mild first wave in the spring of 1918 is followed by the
deadly second wave in the fall of the same year. After the deadly second wave waned
by the spring of 1919, the third wave emerged in the winter of 1919. Specifically, the
figure depicts huge within-year variations in influenza and pneumonia mortality and
this validates my identification strategy by birth year-month.
These morbidity and mortality data are far from perfect. They are subject to
undercounting, especially before a state government officially made influenza a re-
portable disease in 1918. That said, these are the most reliable data I can obtain on
the county level. The data offer more detail about geographic variations in disease
severity compared to state-level data, and this is especially important if a state is ge-
ographically large. Figure 1·5 and Figure 1·6 show the cross-county variations within
a state as well as the differences among states in 1918 and 1919. Alabama exhibited
huge cross-county variations within the same states in 1918. A similar pattern was
observed in Arizona and Wyoming in 1919. The intra-state variations merit the use
of county-level disease measurement rather than state.
12
There are limitations to the state reports. The city-level data usually contain
influenza and pneumonia cases and deaths for the cities of different sizes. Some states
reported the number of cases and deaths in cities by city population, for example,
cities with more than 1,000, 5,000, and 10,000 inhabitants. Other states did not
distinguish cities by their population. However, it is better to control for the size of
underlying cities when comparing the effects of the pandemic between urban and rural
areas in the same state, because cities of various sizes may have inherently different
population density and other contributing factors may affect the spread of infectious
diseases. Hence, I digitized the number of deaths in cities and rural districts of all
registration states from the Mortality Statistics by the Bureau of the Census from
1910 to 1918.12 The deaths in cities reported in the Vital Statistics are composed
of municipalities of 10,000 inhabitants or more in the 1910 census, and all smaller
municipalities were included in the rural districts.13 To account of the state-specific
time trend, I detrend the state-level cases and deaths in 1918 by their counterparts
from 1910 to 1917 and calculate the expected mortality rates for the urban and rural
parts of each registration state.14 Then I construct a measure of excess mortality ratio
as the ratio of excess mortality (actual minus expected) to the number of expected
mortality following Beach et al. (2018).
While influenza mortality and morbidity capture pandemic severity, there may be
confounding factors such as non-pharmaceutical interventions (NPIs). Non-pharmaceutical
interventions include school closings, or the prohibition of public gatherings, which
were adopted at the time (Markel et al., 2007). Some recent papers have examined
the effect of NPI Correia, Luck and Verner (2020) Velde (2020) Barro, Ursúa and
Weng (2020) Barro (2020). Barro (2020) found the NPIs were not very successful in
12Retrieved from https://www.cdc.gov/nchs/products/vsus/vsus_1890_1938.htm
13This is different from the conventional definition of a city, which has 2,500+ inhabitants
14I detrend state-level measurements in two ways. First, I restrict the sample to 1910 to 1917
and regress on state-urban/rural-specific linear time trend. Then I predict the death rate in 1918
using the regression weights. Second, I model the mortality rates as an AR(p) process. I use the
prediction obtained from the first method.
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curtailing flu mortality due to their short duration. For this reason, I ignore NPIs
in my analysis. Pre-pandemic population health and air pollution can also be the
confounding factors for disease severity. Clay, Lewis and Severnini (2018) and (2019)
note that factors determined cross-city disparities in influenza mortality include pre-
pandemic infant mortality rates, illiteracy, and air pollution, which is measured by
coal-firing capacity. Cities with high levels of coal capacity experienced higher excess
deaths in 1918 because coal-firing increased the total suspended particulates (TSP)
in the air, and TSP is a contributing factor for pneumonia mortality. People were
more likely to die of the secondary bacterial pneumonia than the primary H1N1 virus
infection (Morens, Taubenberger and Fauci, 2008). Admittedly, all of these risk fac-
tors influenced an individual’s exposure to the pandemic and the symptom developed
after contracting the disease. Nevertheless, I did not include them in my analysis
because including county or city fixed effect at birth in the empirical specification
takes care of any pre-existing and contemporary differences. Meanwhile, the primary
geographic unit in my analysis is a county, and the effects of TSP is considerably
smaller for the areas outside of cities.
1.3.3 Measuring the Great Depression Exposure
Different counties and cities received different exposure to the flu, but also to the
economic shocks of the Great Depression. I adopted various measures for the Great
Depression, including a county and city-level unemployment rate in 1930, a state-level
total employment contraction between 1930 and 1933,15 a state-level total employ-
ment growth between 1933 and 1940,16 a state-level person-specific GD measure,17
15Choice of the two years means to capture the depth of the economic downturn in the Great
Contraction
16There was a “second dip” from 1937 to 1938. Choice of the two years intends to approximate
the recovery phase roughly.
17The person-specific measure is the total employment growth between the year one finished his
formal schooling and the previous year. For example, if John Smith was born in 1920 and had ten
years of schooling in the 1940 census, he dropped out of high school in 1937. The person-specific
GD measure captures the short-term economic condition between 1936 and 1937. This measure is
imperfect because it assumes everyone entered school at age seven, was myopic, and had short-term
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and a state-level cohort-specific GD measure.18 County and city-level unemployment
rates come from the 1930 Census of Unemployment (U.S. Bureau of the Census,
1932). The census unemployment schedule separated unemployed workers into differ-
ent classes: Class A included individuals who were out of a job, able and willing to
work, and looking for a job. Class B was composed of workers who were furloughed,
those who held a job nominally without pay.19 For each county and city, I aggregate
the number of unemployed workers of Class A and B and divide by the number of
total gainful workers.20
The unemployment rate of 1930 is only a point estimate of the labor market
conditions at the nascent of the Great Depression. To facilitate empirical analyses,
I utilize the change of total employment for a better assessment of the depth of the
downturn and the strength of the recovery. The employment measures from 1930
to 1940 come from Wallis (1989), where the state-level total employment of each
year, including both manufacture and non-manufacture employment, is measured as a
percentage of the pre-depression levels of that state in August 1929. The construction
and resources of the employment measures differed considerably from those used in
the concurrent measurements. Specifically, employment back in the Great Depression
had less cyclical variability than a real employment series today. To overcome the
shortfall, these measures were further corrected by benchmarking against the linear
interpolation of labor force series between the decennial censuses of 1930 and 1940.
The original data in Wallis (1989) cover every year between 1930 and 1940, and I
memory. They only consider the immediate past economic condition (last year) for their school
investment decisions.
18The cohort-specific measure is the total employment growth between the year a specific cohort
entered high school and the year this cohort graduated from high school. For example, the 1918
birth cohort entered high school in 1933 and graduate from high school in 1936. This measure is
imperfect because someone may not attend high school or drop off from high school, and it assumes
everyone started formal schooling by age seven.
19Class C included persons who were out of a job and unable to work. Class D included persons
who were idle because of sickness or disability. Class E was out of the labor force; they were out of
a job and not looking for work. Class F were persons having jobs but voluntarily idle without pay.
Class G were those who were not at work but having jobs.
20The Bureau of Labor Statistics (BLS) classifies people as unemployed if they do not have a job,
actively looked for work in the prior month, and are available for work
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separate it into two periods: 1930 to 1933 and 1933 to 1940. The Great Depression
was in its nascence in 1930 and nadir in 1933. Hence, the negative growth rate of
employment between these two years constitutes a good measure of how grim the
downturn was from peak to trough. Another measure is the positive growth rate of
employment from 1933 to 1940, which captures the strength of the rebound in the
recovery stage of the Great Depression.
Figure 1·7 and Figure 1·8 illustrate the spatial distribution of economic downturn
of the contraction stage (1930 - 1933) and expansion stage (1933 - 1940) in the Great
Depression. Declines in total employment on the state level were the steepest in
the North East Central and Mountain states and rose in the South Atlantic states.
The total employment of different states in 1930 was ranged from 86.8% to 98.7%
of their August 1929 levels, and the gap was further widened to 44.2% to 101.2% in
1933 (North Carolina was the only state experienced an increase in total employment
in 1933 compared with its pre-GD level). It is this wide divergence across states
that enables my identification strategy by the geographic dispersion of the Great
Depression.
1.4 Theoretical Framework
My theoretical model builds on prior work by Heckman (2007) and Conti, Heck-
man, Yi and Zhang (2011). I construct a dynamic model of two-dimensional human
capital formation, taking health inputs around birth and parental investments into
consideration. The key feature of the model are human capital, composed of health
and cognitive skills, and parental investments taking into account the opportunity
cost when the actual decisions are made. I show that a health shock in early life
can affect a child’s outcomes through two channels: a direct channel of production
of human capital and an indirect channel of parental resources reallocation between
health and cognitive skills. The model also demonstrates that the income and sub-
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stitution effects of an improvement in labor market conditions work together and the
effect prevailing depends on the health shock around birth and other factors. The
model provides a concise framework to investigate how health shocks in early life
and macroeconomics shocks in later life jointly affect the trajectory of an individual’s
human capital development.
I assume that each family comprises one parent and one child, and there are two
periods of childhood t = {1, 2}. The first period is from birth to age fourteen (grade
eight), and the second is from age fourteen to age eighteen (high school). Each child
has two dimensions of human capital: health (H) and cognitive skill (C). Denote
individual i′s human capital stocks at the end of each period by θki,t and parental
investments in the beginning of the period by Iki,t, where k = {H,C} and t = {1, 2}.
Let σ ≥ 0 and 0 ≤ β ≤ 1 denote the flu severity around birth and the probability
of being employed in the Great Depression. Hence, the child’s health and cognitive




i,t=1. In other words, the more severe
the health shock in early life, the lower the health stock at the end of period one.
Similarly, parental investments in health and cognitive skills in period two are IHi,t=2
and (1 − β)ICi,t=2. The parent has a human capital level of θp in period two; this
includes the parent’s cognitive skills and non-cognitive skills.













i,t=1 + αI (1− β)ICi,t=2)
1−γ
. The higher flu severity, σ, a child experiences around
birth, the lower the child’s health stock at the end of period one. Meanwhile, assuming
a child is either at work or attending school, his/her probability of staying in school
is 1 − β, where β is the probability of working. 0 < γ < 1 measures the relative
importance of the parent’s own human capital in the production of their child’s human
capital in the second period. A parent who has higher human capital is more efficient
in helping their children (
∂θki,t=2
∂θp
> 0). The parameters αθ and αI can be interpreted
as the relative importance of the first-period health (cognitive skill) in the production
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of health (cognitive skill) in the second period, relative to parental investments in
health (cognitive skill) in the second period. The production functions are concave








0), higher levels of capabilities in the first period create higher levels of capability in
the second period.
Based on the health and cognitive skill production technologies, the parent makes
the high school decision at the beginning of period two for the child, taking the health
and cognitive stocks at the end of period one and investments already made in period
one into account. Notice, ICi,t=1 can be thought of as the quality of schooling in period
one, as compulsory schooling and child labor laws of the time require a minimum age
of fourteen years old for a child to work circa 1933. Hence, ICi,t=1 is exogenous to the
parental decision. The parent has an income of Y2 = β h2 θp and a consumption level
c2 a period two, where h2 is the hours worked and β is the probability of the parent to
































i,t=1 + αI (1− β) ICi,t=2]1−γ (1.4)
A parent cares about both child health and cognitive skill upon entering adulthood
and maximizes parental utility (1) subject to budget constraint (2) and the child’s


















where W = 1 + (1 − β)1−
1
γ and r = αθ
αI
. Recall that σ > 0 is the severity of the
influenza pandemic, equation (5) shows the more severe influenza was in the child’s
place of birth, the less cognitive skill investment a parent will make. This is in line
with the empirical findings by Conti et al. (2011): for the child experienced early-
life health shocks, the parent exhibits compensating investments in child health and
reinforcing (less) investment in education as relative unhealthy child produce human
capital less efficiently. Recall 0 ≤ β ≤ 1 is the probability of being employed, hence, it
measures how well the economy as a whole performs. Controlling for the flu margin,
equation (6) shows the better the macroeconomic condition, the more education a
child will get. This is mainly because holding σ constant will fix IHi,t=2 in equation
(3). This will result in an increase in ICi,t=2 when β increases in equation (2). Notice
too, this result follows from the equal weighting of cognitive skill and health in the
parent’s utility function.
Labor market conditions have an income effect on the parent through the budget
constraint (βθ), but also a substitution effect in the production of cognitive skills in
period two of the child ((1− β) ICi,t=2). Specifically, the higher the household income,
the more likely the parent can afford more years of schooling for the child. On the
other hand, the higher the probability of finding a job for a high school-aged child,
the higher the opportunity cost of staying in school. In turn, the child will have lower
educational attainment. Figure 1·9 shows the change of cognitive skill investments
corresponding to different macroeconomic conditions for different combinations of
influenza severity (σ) and production share of parental human capital. Regardless
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of the magnitude of the initial health shock and parental human capital’s relative
importance, the cognitive skill investments follow a hump-shaped path. Recall that β
is the probability of being employed in the Great Depression. When the probability of
the parent being employed is relatively low, cognitive skill investments increase in β as
the income effect dominates substitution effects. Once the macroeconomic condition
is improved, or the probability of being employed is high enough, the cognitive skill
investments decrease in β. In other words, the substitution effect dominates the
income effect.
1.5 Empirical Framework
1.5.1 Linear Model - DID
I adopt a difference-in-differences strategy to identify the impact of in-utero or neona-
tal flu exposure and the Great Depression on outcomes in early adulthood. Specifi-
cally, I estimate the following regression, with some variations:
yibc = α0 + α1 Fluic + α2GDic + α3 Fluic × GDic + α5Xi + FEb + FEs + FEr + εibc
where yibc are outcomes of individual i, from birth year-month b in birth county/city
c. These outcomes comprise an individual’s highest grade attained, high school mar-
gins of each grade, college margin, and labor market outcomes. Fluic = 1 if individual
i was born in a county/city c which experienced above-median influenza exposure.
Place of birth from 1918 to 1920 is approximated by county/city of residence in the
1920 census. State of residence when the high school decision was made is approxi-
mated by an individual’s state of residence circa 1935 as reported in the 1940 census.
This approximation is reasonable because the 1918 to 1920 birth cohorts should have
entered high school between 1932 and 1934, assuming they started attending school
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by age seven. For unemployment in 1930 and total employment contraction between
1930 and 1933, GDic = 1, if the unemployment rate is higher than median and em-
ployment contraction is below the median. In other words, a person lived in a place
where the economy was poorer than the country’s median level. For total employ-
ment growth between 1933 and 1940 and cohort-specific GD measure,21 GDic = 1
if the total employment growth of a state is higher than the median level, which
means a person lived in a state with economic performance better than the median
level of the nation. For person-specific GD measure,22 the definition of GDic = 1
varies by years. For 1930 to 1933, GDic = 1 if the total employment contraction is
below the median level (worse downturn). For 1934 to 1940, GDic = 1 if the total
employment growth is above the median level (better recovery). Xi includes addi-
tional personal characteristics, parental characteristics, and county-level demograph-
ics. Personal characteristics are race, and the number of siblings in the household in
1920. Parental characteristics include parental literacy, father’s occupational score,
radio ownership, homeownership, and interstate migration between 1920 and 1935.
County-level demographics are percent Black, percent urban, percent foreign-born,
and percent in manufacturing in county of residence in 1930.23 FEb, FEs and FEr
are birth yr-mo fixed effects, state of birth , and residence fixed effects, and region
of birth and residence fixed effects, respectively. Standard errors are clustered at the
birth county by birth month level.
21Recall the cohort-specific GD measure is the total employment growth between a cohort’s year
entering and graduating from high school. The year intervals for 1918, 1919, and 1920 birth cohorts
are 1933 - 1936, 1934 - 1937, and 1935 - 1938. The economy was in the process of recovery in all
three time periods
22Recall the person-specific GD measure is the total employment growth between the year one
finished his formal school and the previous year. The year one finished his formal schooling varies.
Hence, this short-term measure may capture either growth or contraction.
23County-level demographics come from Fishback, Kantor and Wallis (2003)
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Identification
Figure 1·10 shows the raw levels of educational attainment by severity of the flu and
the Great Depression. Specifically, I plot the average years of education by birth year-
quarter for each county with above/below median flu and GD exposure.24 Measuring
the Great Depression by employment contraction between 1930 and 1933, Figure 1·10
reveals that the average years of education of counties with above-median employment
contraction is substantially higher than counties with below-median employment con-
traction (the two black curves are systematically higher than the two red curves). In
contrast, the differences between the solid and dotted red curves are much smaller,
and similar for the two black curves. Prima facie, the effect of the Great Depres-
sion on educational attainment is an order of magnitude larger than the effect of the
flu. Another observation is that the average years of education of individuals who
were born in flu-ridden counties (Flu = 1) dropped after the onset of each wave,
marked by the vertical dotted lines in spring 1918, fall 1918 and winter 1919. The
decrease was the biggest right after the deadly second wave in fall 1918.25 On the
other hand, a similar pattern does not show for the average years of education of those
who were born in counties had below-median flu treatments.26 Finally, counties with
above-median treatments of employment contraction exhibit much higher volatility
compare to those below.27
There might be some concerns regarding the identification strategy in the DID
model, including the correlation between parental SES and flu treatments, and the
correlation between flu and GD treatments. Beach, Ferrie and Saavedra (2018) es-
tablishes a piece of empirical evidence that parental characteristics were not system-
24Technically, I can generate the same figure for each birth month. Notice that the systematic
decrease in the average years of education from 1918 to 1920 comes from censoring when the educa-
tion information was collected. Precisely, the highest grade attended or completed comes from the
1940 census. By 1940, the birth cohort of 1918 was more likely to finish their formal schooling than
the birth cohort of 1920.
25The black and red solid curves in Figure 1·10
26The black and red dotted curves in Figure 1·10
27The black solid and dotted curves have bigger fluctuations than the red solid and dotted curves
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atically correlated with pandemic intensity. In their paper, parental characteristics
include parental age, literacy, immigration status, father’s occupational score, home-
ownership, and family size. Precisely, the coefficients of influenza severity are statis-
tically insignificant and close to zero when regressing parental characteristics on flu
measures. Other than the family background, one may be concerned about the sys-
tematic variation between flu and GD severity. For measures of the Great Depression,
I use state-level total employment and county-level unemployment rate. For influenza
severity, I adopt various county-level disease measures. Correlation between the state-
level employment rates and county-level flu measures can be alleviated by including
state fixed effects. Also, there is no statistically significant correlation between the
county-level unemployment rate and county-level disease severity. Therefore, an em-
pirical approach that includes state fixed effects and relies on geographic variations
in pandemic and Great Depression severity is plausibly causal.
Summary Statistics
Before delving into the results, I summarize the main outcomes, treatment variables,
and control variables in Table 1.1 and Table 1.2. Table 1.1 summaries the mean,
standard deviation, minimum, and maximum of all the outcome variables. The top
panel includes the main outcomes of educational attainments. The average years
of education in the linked sample is approximately 10.4 grades, which is between
the sophomore and junior year in high school. Almost half of individuals graduated
from high school, but only about 16 percent enrolled in college. The bottom panel
contains the primary labor market outcomes. Employment status indicates whether
one is employed or unemployed, and almost 83 percent of linked individuals were
employed. The high employment rate is expected because the flu birth cohorts were
age 20 to 22 by 1940. The occupational income score assigns each occupation the
median total income of all persons with that particular occupation in 1950. Weeks
worked reports the number of full-time equivalent weeks that an individual worked
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for pay during the previous calendar year (1939), and hours worked reports the total
number of hours an individual was at work during the census week of 1940.28
Table 1.2 includes the summary statistics of the main explanatory variables. In-
fluenza and pneumonia mortality are in log-levels.29 At first glance, 1918 has the
highest mortality because of the deadly wave in the fall, and the mortality rates cut
in half by 1919 and 1920. The person-specific GD measure’s small and positive mean
shows the linked children experienced a short-term economic recovery right before
they finished their schooling. It is expected that the cohort-specific GD measure has
a positive mean because it captures the economic recovery during the three birth
cohorts’ high school years. Recall their high school started at the nadir of the Great
Depression (1933 - 1935) and ended in the middle of the recovery phase (1936-1938).
The state-level total employment contraction and growth are measured by the dif-
ference in log-levels between 1930 to 1933 and 1933 to 1940. The first period has a
negative mean as the whole economy was in a contracting stage. The second period
has a positive mean when the economy was in a recovery stage. In terms of personal
characteristics, an overwhelming majority of the linked sample are Whites, and the
average number of siblings is 2.13, not including the individuals themselves.30 For
parental characteristics, almost 90 percent of the fathers of linked individuals were
literate in 1930. The fathers are less likely to be white-collar workers and more likely
to be laborers. Almost 40 percent of the linked individual’s households own a radio,
and more than half of their family own their home. Regarding county demographic
features, Blacks are underrepresented in the county of residence in 1930. Almost half
of the county population lived in urban areas, and less than 10 percent worked in the
manufacturing sector.
28Census week of 1940 refers to March 24th to 30th, 1940
29Mortality rates are defined as log(influenza and pneumonia mortality + 1)
30Blacks change the spelling of their names more frequently than Whites across censuses. This





Next I proceed with a difference-in-difference model to estimate the causal relationship
between the 1918 Influenza Pandemic, the Great Depression, and their interaction on
various outcomes in early adulthood, such as educational attainment, employment
status, and socioeconomic status. Table 1.3 provides the main results on educational
attainment. In the baseline columns, column (1) shows that the effect of flu exposure
is close to zero and is statistically insignificant if it enters by itself, and column
(2) shows the total employment contraction has a positive effect on education if
enters by itself. If a regression includes both the flu and employment contraction
in the specification without interactions, the effect of flu is still close to zero and
insignificant, and the effect of employment contraction is positive and significant, as
shown in column (3). Column (4) constitutes my baseline result, which includes flu,
employment contraction, and their interaction term, as well as fixed effects of birth
year-month, state of birth, region of birth, and region of residence before high school.
On average, the flu birth cohorts of 1918 to 1920 who lived in a county with worse
economic downturn have 0.3 more years of schooling compared to their counterpart
who lived in counties with better economic conditions in the Great Depression.31 Even
though the coefficient of flu is insignificant and close to zero, the interaction term is
positive and significant, which means the effect of flu on one’s education depends on
the degree of Great Depression severity.
Table 1.4 illustrates the baseline results. The bottom panel of the table puts
the coefficients in column (4) into a two-by-two matrix form. The top panel of the
table shows the average education is about 10.8 years for a resident in a county with
both below-median treatments of flu and employment contraction. The average years
of education increases to 11 years, or by 0.2 years more, if one lived in a state with
31Effect of GD is calculated as 0.20 + 0.24 × 44.89% = 0.308, where 44.89 percent of the states
had above-median flu treatment.
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above-median employment contraction (worse downturn). Average years of education
increases to 11.28 years, or by 0.24 years more, if he lived in a county had above-
median treatment of flu in 1918 and above-median employment contraction between
1930 and 1933. The findings here are consistent with the graphical illustration in
Figure 1·10.
Going back to Table 1.3, on top of the baseline specification, I also include personal
characteristics such as race and number of siblings, and the results are very similar to
the baseline. In the next column, I add parental characteristics, i.e., father’s literacy,
radio ownership, and homeownership. The interaction is still positive and significant
even though none of the flu or GD by itself is significant. In the last column, I use
the full specification, which adds county-level demographic characteristics. Flu has a
significant and negative effect, which is consistent with the findings of Almond (2006),
and Beach, Ferrie and Saavedra (2018), and the interactive effect becomes larger in
magnitude and more significant. On the other hand, employment contraction ap-
pears to show a very large positive effect on educational attainment in the baseline
specification, but this effect wanes once more controls are added. The effect of em-
ployment contraction is statistically insignificant from zero once adding county-level
demographics. This shows that the prima facie countercyclicality of education can
almost entirely be ascribed to individual observables and the local demographics.
Using the total employment contraction, Table 1.3 shows the negative effect of
flu on schooling is less severe when a state’s economy is poorer in contraction. In
other words, a worse economic downturn in contraction mitigates the negative health
shocks at birth. To show the interaction effect exists regardless of the measure of the
Great Depression, Table 1.5 uses all five measures of the Great Depression with full
specifications with and without the interaction. The top panel shows analyses without
the interaction term, which shows the flu’s effects are close to zero and statistically
insignificant. Meanwhile, column three of the top panel shows employment growth
between 1933 and 1940 lowers educational attainments by 0.35 years. On the bottom
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panel, column one repeats the last column of Table 1.3 and columns two to five use the
same specification, and the only change is the GD measure. Column two uses total
employment growth between 1933 and 1940 to show above-median economic recov-
ery lowers educational attainments by 0.40 years.32 Even though flu by itself lowers
educational attainments, taking the interaction effect into consideration, flu increases
years of schooling by 0.017 years.33 In other words, a better economic recovery in ex-
pansion mitigates the negative health shocks at birth. Column two depicts a picture
that the flu’s negative effect is less severe when a state experiences better than median
recovery in expansion. Column three conveys a story that short-term change in total
employment before one finished his schooling also mitigates the flu’s negative effect.
Since the cohort-specific measure also captures the employment growth, column four
paints the same picture as column two. Similar to column one, column five shows
the negative effect of flu is less severe when a county has above-median unemploy-
ment. In summary, larger cyclical swings, either worse downturn in contraction or
better recovery in expansion, mitigate the flu’s negative effect. Specifically, the more
pronounced the business cycle is, the less prominent the effect of flu. Comparison
between the top and bottom panels show that models without interaction does not
capture the heterogenous effect of flu by different GD severity.
In addition to the continuous years of education, I also repeat the same analyses
on whether an individual graduated from high school, shown in Table 1.6. Note
that, I change the Great Depression measure to employment growth from 1933 to
1940 because the 1918 to 1920 birth cohorts should have graduated from high school
between 1936 and 1938, in the middle of the recovery stage. If the state experienced
a faster recovery (GD = 1), the high-school-aged teenagers were less likely to stay in
school by the higher opportunity cost. Hence, the effect of the employment growth
in the rebound stage is expected to be negative. The linear probability model using
the full specification in the last column shows the expected results. The marginal
32−0.57 + 0.38× 44.89% = −0.40
33−0.17 + 0.38× 49.28% = 0.017
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effect of flu and GD are -0.005 (.013) and -0.078 (.029).34 On average, a person who
lived in a flu-ridden county around birth has about half percent35 less probability
of graduating from high school, and a person lived in a state with faster recovery
between 1933 and 1940 is 7.8 percent36 less likely to be a high school graduate. Other
than high school graduation, I also investigate the high school margin for each high
school year, as well as the college margin, all of which are illustrated in Table 1.7.
The effects of flu and GD are significant for the eleventh and the twelfth grade only.
Recall the average education in the sample is 10.39 grade and the college attendance
rate is 16.4 percent. These are the possible factors that render the insignificance of
the treatments on the ninth and tenth grade and college margin.
Urban v.s Rural
The county-level analyses show a consistent negative effect of flu, a positive (nega-
tive) effect of GD for contraction (expansion) stages, and a positive interaction effect.
Even though county-level data has broader geographic areas, it masks the urban-
rural difference of the disease exposure within the same county. Table 1.8 shows the
effects on educational attainments, high school graduation rate, and college enroll-
ment rate of each registration state and the urban and rural parts of each state in
separate columns. Note that, the flu measures used in this table are composed of
thirty registration states from the Federal Vital Statistics, and urban is defined as all
municipalities with more than 10,000 inhabitants in 1910 and rural is referring to the
areas outside of those big cities in a state.37 A typical pattern across the three panels
of Figure 1.8 is: the effects on the state-level are uniformly smaller than the effects
of the urban areas and rural areas have insignificant effects. The results show stark
urban-rural differences. The state-level effects are mainly driven by the individuals
who lived in urban areas; even the urban population is only about one-third of the
34standard error in parentheses
35−0.03 + 0.05× 49.28% = −0.005
36−0.10 + 0.05× 44.89% = −0.078
37Therefore, the rural area may contain smaller municipalities, i.e., 10,000- inhabitants
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state population. Consistent with the baseline findings, an above-median influenza
exposure around birth decreases human capital; an above-median economic recov-
ery in the rebound stage of the GD decreases human capital; the Great Depression
mitigates the negative effects of influenza.
City-level Analysis
So far, this paper demonstrates consistent findings in counties and the urban and rural
parts in all registration states. Let us now focus on smaller geographic areas, the cities.
Table 1.9 restricts the individuals who lived in cities in 1920. Notice, the flu severity
comes from the state-level reports; hence, it does not control underlying city sizes.
Even though the effects of flu and GD are not always significant, the interaction terms
are almost all significant other than the 10th grade and college enrollment. Recall
there was only 16.4 percent of linked individuals enrolled in college. Due to the limited
sample size, the regression of college enrollment does not have much power.38 Table
1.9 is the city version of the county counterpart of Table 1.7. Comparing with the
results of counties, the results of cities have more significant interaction terms, and
they are bigger in magnitude. The effects of flu by itself is less significant and close
to zero, and the GD measure in the recovery stage has effects of similar magnitude
but less significant for some of the high school years.
Robustness
Figure 1·11 repeats the specifications from the last four columns of Table 1.6, the
only change being the measurement of the Great Depression: from the state-level
growth rate of total employment of 1933-1940 to the county-level unemployment rate
in 1930. The coefficient on unemployment rate of 1930 (GD) alone gets slashed once
controlled for other observables, such as personal characteristics, parental characteris-
tics, and county-level demographics. Hence, the apparent beneficial effect of economic
downturn on educational attainment (countercyclicality) from Figure 1·10 was almost
38Number of individuals enrolled in college in this analysis is only 1, 922× 16.4% = 315
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entirely due to differences in observable characteristics between high GD and low GD
states. However, the effects of flu remain negative and significant and the interaction
continues to be positive, and significant in all four specifications. The size of the
coefficients of the interaction term in the graph of the right bottom corner is identical
to the size of in the last column of Table 1.6, but the effect of flu is twice as large.
The two graphs in Figure 1·12 are similar to the last column of Table 1.7. The
graphs illustrate the effect of flu and GD on college enrollment with different GD
measurements. The top graph uses the state-level employment contraction from 1930
to 1933, and the bottom graph uses the county-level unemployment rate in 1930.
Both graphs only show the coefficients of the interaction term and their 95 percentile
confidence intervals from baseline to full specifications. Contrary to the insignificant
interaction effect in the last column of Table 1.7, the interactions are uniformly above
zero and significant in the top graph. On the bottom graph, the coefficient eventually
becomes significant and positive by adding more controls. Hence, the two graphs
convey the same message that the worse economic downturn mitigates the negative
effect of flu exposure.
Heterogeneity
So far, this paper has shown broadly robust results of the adverse effects of flu, a
positive interaction effect between flu and GD, and positive (negative) effects of GD
when using the measurements in the contraction (expansion) stage. But do the same
results hold in sub-populations? Is there any gradient which the effect of flu and GD
may vary? I examine the effects of flu and the Great Depression intensity on children’s
educational outcomes by the types of jobs their father held, and by a measure of
household wealth – homeownership. If a father has a higher socioeconomic status,
he can provide a better shield for his children in bad times. Family wealth should
protect children from a temporary income shock. Though real estate is a relatively
illiquid form of wealth, this is the only piece of information on family wealth available
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in the 1940 census.
Figure 1·13 distinguishes the effects of flu and GD on children’s educational out-
comes by fathers who held jobs of different classes. All three graphs in Figure 1·13
use county-level influenza mortality in 1918. The top graph focuses on the impacts
on continuous educational attainment using state-level employment contraction from
1930 to 1933 and the county-level unemployment rate in 1930. The middle graph
studies the effects on high school graduation rates using linear probability models.
The two GD measures are the state-level employment growth between 1933 and 1940,
and the county-level unemployment rate in 1930. The bottom graph shows the col-
lege margin using linear probability models and the same measures of GD as the
top graph. Across all three graphs, neither the flu, GD nor the interaction term is
significantly different from zero for children with fathers who held white-collar jobs.
However, for those children with blue-collar or laborer fathers, the flu adversely af-
fected their human capital investment. Regardless of which GD measure used, the
larger economic swings (worse economic downturn in contraction in top and bottom
graphs and better economic recovery in expansion in the middle graph) mitigate flu’s
negative effect. The middle graph shows better economic recovery lowers high school
graduation rate for children of lower SES.
Figure 1·14 studies the effect of flu and GD on children’s high school graduation
by their families’ homeownership. Both graphs in Figure 1·14 focus use county-
level influenza mortality of 1918 with full specification, similar to the last column
of Table 1.6. The graph on the top uses the employment contraction during the
downturn (1930 - 1933), and the bottom one uses the employment growth during the
recovery stage (1933 - 1940). For children who lived in families owned their properties,
their burdens of flu and the Depression are smaller in magnitudes and statistically
insignificant, compare to their counterpart who lived in a rented place. The pattern
are consistent across the two graphs: the mitigating effects of larger cyclical swings
are significant for children who lived in rented places, but not for those who lived
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in owned properties. Meanwhile, larger family wealth shields the children from the
negative impact of infectious diseases.
Labor Market Outcomes
This paper has demonstrated the consistent effects of flu and GD on various mea-
sures of human capital investment at different geographical levels, and by different
socioeconomic gradients. From a standard earnings function regression, we know a
person’s years of schooling directly affects his/her income. Hence, it is a natural next
step to investigate the effects of flu and GD on labor market outcomes. Table 1.10
presents some results on employment status, occupation income score, and amount of
time worked, all of which were summarized in Table 1.1. There is a debate in litera-
ture on whether people who were on work relief of the New Deals program should be
considered as employed or unemployed (Margo 1993, Lebergott et al. 1948, Lebergott
1964, Darby 1976). I approach the labor market outcomes with caution by treating
the public emergency relief workers as either employed or unemployed and report the
findings separately in columns (1) and (2) for each outcome. The top panel of Table
1.10 uses the above/below median specification with the GD measured by the state-
level (negative) growth rate of total employment between 1930 and 1933. The bottom
panel uses the above/below 75 percentile with the county-level unemployment rate
in 1930.
In the employment status column in Table 1.10, the linear probability model shows
the negative effect of flu, and the interaction term becomes more prominent in column
(2) when we treat the relief workers as unemployed using in both panels. Specifically,
the magnitude of the mitigating effect of the Great Depression on the top panel is
doubled by moving from column (1) to (2). For the extensive margin of employment
status, higher exposure of flu around birth, either above 50 or 75 percentiles, decreases
the probability of being employed. The worse the economic downturn, the less likely
one was being employed. Similar to education, the GD mitigates the negative impact
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of flu on unemployment. A similar pattern is also observed for occupation status, but
the extent of increments between columns (1) and (2) is smaller. These results are
consistent with the findings of Almond (2006). The effects on the weeks worked last
year and time worked last week in the last two columns are similar in magnitude for
the interaction term between columns (1) and (2). However, if treating the workers
on public relief as employed, the flu decreases full-time equivalent working weeks by
almost one week in 1939 on the top panel. This effect disappears if workers on public
relief are assumed to be unemployed. Similar for hours worked, both the flu and GD
decrease hours worked in the census week of 1940, and GD still have mitigating effects
on the bottom panel.
1.5.2 Semi-parametric Model - Partial Linear Regression
In the previous section, I used a difference-in-difference design to estimate the con-
ditional average treatment effect (ATE) of both the 1918 Influenza Pandemic and
the Great Depression from 1929 to 1939 on flu birth cohorts of 1918 to 1920. How-
ever, ATE only measures the difference in the mean outcomes between individuals
who received flu and GD treatments under unconfoundedness. The identification as-
sumption is by controlling for the covariates linearly, namely personal and parental
characteristics, and county-level demographics, the OLS obtains an unbiased estima-
tion ATE = E[Yi(Flu = 1 & GD = 1)− Yi(Flu = 0 & GD = 0) |Xi = x]. However,
individuals in the linked sample received the treatments of flu and GD on different
scales, and their parents might respond to the shocks differently. The average treat-
ment effects are unable to capture the underlying heterogeneity. In this section, I
estimate the effects of flu and GD using continuous measurements, while relaxing the
assumption of linearity using a semi-parametric approach. The estimating equation
is:
yibc = α0 + α1 Fluic + α2GDic + α3 Fluic ×GDic + f(Fluic, GDic) + α5Xi + FEb + FEs + FEr + εibc
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In this specification, Fluic and GDic are continuous measures of exposure during
the pandemic and the Great Depression. This semi-parametric model allows any form
of the unknown function f(Fluic, GDic). It is more flexible than a linear model, and
it avoids the common “curse of dimensionality” of nonparametric models. In other
words, the semi-parametric regression combines the nonparametric modeling of the
effects of the treatment variables with parametric effects for some predictors, i.e.,
control variables and various fixed effects. Estimation of the nonparametric part,
f(Fluic, GDic), can be done by splines or kernel smoothing methods. However, these
methods involve a discretionary choice by the researcher. For example, one is willing
to assume the treatment has an effect up to the third-order on outcomes if using a
piece-wise cubic spline or in a third-order Taylor expansion for the local polynomial
regression. To avoid this arbitrary fitting in the model, I propose to use penalized
regressions for the nonparametric estimation. Specifically, I use Lasso, Ridge, and
Elastic Net for model selections of f(Fluic, GDic).
All three penalty-based methods involve all of the candidate predictors in the
fitting of the model. The penalties eliminate the contributions from less essential
predictors. The least absolute shrinkage and selection operator (Lasso) minimizes
the residual sum of square plus a L1 penalty term. The ridge regression is very
similar to Lasso but changes the penalty from L1 to L2. Elastic Net changes the
penalty term to a linear combination of the L1 and L2 penalties. The differences
between the three models are: Lasso and Elastic Net enforce the sparsity by forcing
some of the coefficients to precisely zero, but Ridge can only shrink the coefficients
toward but not precisely equal to zero. Hence, I use Lasso and Elastic Net for the
model selection and use Ridge for double-checking the model selected.
To avoid spurious nonlinearity of the treatments, I drop the observations include
extremely high levels of flu and low level of GD. For all three penalty-based models,
I feed in the continuous flu and GD measures up to the fifth- order and their interac-
tions. For selection, I only keep the variables with a positive coefficient in Lasso and
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Elastic Net. Lasso selects up to the third-order term, and their interactions, and the
Elastic Net chooses only up to the second order. For references, I proposes the Ridge
regression based on the same inputs. The coefficients of the Ridge regression are
similar in magnitudes for all terms up to the second-order. Hence, I choose the model
selected by Elastic Net. Specifically, I include f(Flu,GD) = Flu2 + Flu2 × GD,
together with the first-order terms, their interaction, and other control variables for
my semi-parametric estimation.
Educational Outcomes
To show the existence of nonlinearity in the sample, Figure 1·15 plots flu and GD
against average years of education. The sample in the top graph already excludes
outliers of flu. The bottom graph of GD includes all samples, and the same pattern
is observed if dropping observations with a very low level of GD. The two graphs
clearly show moderate nonlinear relationships between flu, GD and education. Table
1.11 provides more motivations, for the empirical strategy mentioned in the section
above. All regressions in the table include personal and parental characteristics,
county demographics, state and region of birth fixed effects, and the region of resi-
dence fixed effect in 1935. If using only the continuous first-order terms of flu and GD
and their interaction, then only the positive growth rate in total employment from
1933 to 1940 significantly decreases an individual’s probability of graduating from
high school. These are illustrated by the first four columns of Table 1.11, regardless
of the model used: a linear probability model, a logit regression, or a probit model
with or without outliers. These results strongly suggest that the effects of flu and
GD might be nonlinear. Hence, I proceed with the aforementioned semi-parametric
models and include the results in the last three columns of Table 1.11. Notice, the
first-order terms of flu and GD and their interaction are coherent to the findings in
DID in Table 1.7.
For the four graphs in Figure 1·16, flu is measured by the county-level influenza
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mortality of 1918, and GD is measured by the state-level growth rate of total employ-
ment between 1933 and 1940. The choice of the GD measure in the expansion stage
is because the birth cohorts of 1918 to 1920 were likely to graduate from high school
between 1936 and 1938 if they did finished their secondary education. Hence, the
strength of the economic recovery is more relevant for them upon graduating from
high school. The two graphs on the left-hand-side use the original continuous mea-
sures of flu and employment growth. The two graphs on the right-hand-side use the
standardized flu and employment growth (z-score). The top two graphs of Figure 1·16
shows the marginal effects of flu at each percentile of the employment growth (1933
- 1940). In the top left graph, environmental insults in utero or around birth reduce
the probability of graduating from high school by about 0.6 to 1.7 percent for the
bottom fifty percentiles of employment growth exposure. The adverse effects of flu
disappear for those individuals who graduate from high school in a state that had a
above-median recovery of the whole country. The bottom left graph of Figure 1·16
shows the marginal effects of the employment growth at every percentile of the flu.
Similar to the marginal effect of flu, employment growth reduces the probability for
one to graduate from high school by approximately 29.6 to 64.7 percentage points
across all percentiles of flu exposure. Comparing the coefficients of flu and employ-
ment growth in the two graphs on the right-hand-side of Figure 1·16, the magnitude
of the effect of employment growth is about three times of flu’s. This is in proximity
of the above/below median analysis in column “12th Grade” in Table 1.7.
As shown in Table 1.11, models with interactions of higher-order terms are inher-
ently difficult to interpret. Hence, I illustrate the marginal effects of flu and GD in
separate tables. Table 1.12 and Table 1.13 give the detailed marginal effects of flu
and GD for each high school year and college margins, as well as on the continuous
measurement of educational attainments. Specifically, the column “12th Grade” in
both tables illustrates the marginal effects of the linear probability model in the third
to the last column in Table 1.11. Meanwhile, the two graphs on the left-hand-side
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in Figure 1·16 are the graphical illustrations of the column “12th Grade” in Table
1.12 and Table 1.13. A common pattern emerges in the two tables: the effect of one
treatment is more prominent and significant at lower percentiles of the other treat-
ment. These are because the first-order interactions between flu and GD are positive
for the last three columns of Table 1.11. On the other hand, Table 1.12 and Table
1.13 demonstrate that the overall effects of GD are bigger in magnitude and more
significant than flu. These not only echo with the findings in the discrete treatment
model, as shown in Table 1.7 but also accentuates the fact that the degree of recovery
in the Great Depression had a primary effect on education and the effects of flu are
only secondary. Consequently, these findings beg the question on the true extent of
the effects of the in-utero flu exposure by Barker’s hypothesis. In other words, are the
findings of lower education in Almond (2006) and Beach, Ferrie and Saavedra (2018)
only from the in-utero or neonatal environmental insults? In the light of this study,
I propose an alternative explanation: the lower human capital investments of the
flu cohorts observed ex post is resulting from health impairment and macroeconomic
conditions faced at the time high school decisions were made.
Labor Market Outcomes
Not only does the flu cohorts’ education exhibits such a gradient but also their labor
market outcomes in early adulthood. Table 1.14 and 1.15 characterizes the gradients
on employment status, occupation income scores, full-time equivalent weeks worked in
the previous year, and hours worked in the census week. Workers on public emergency
relief are treated as employed and unemployed in columns (1) and (2) of each outcome.
The adverse effects of flu on the probability of being employed are more noticeable
when the economic recovery is below the 60th percentile. Without investigating the
role of the GD, one may conclude that a lower employment rate is a direct result
of lower health endowment from the pandemic. These flu cohorts are too feeble to
obtain employment because of lower health endowment at birth. However, the results
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clearly show that the effect of lower health endowment is more prominent if it was
more difficult to find a job when the recovery was sluggish. The adverse effect of
flu eventually disappeares if the state of residence fared better in the rebound stage
of the Great Depression. The flip side of the story on GD is illustrated in the first
two columns of Table 1.15. For those born in a county with flu higher than the
30th percentile, the economic recovery significantly increases their chances of being
employed. In other words, the individuals who were slightly affected by the pandemic
might already go to work because they were healthier than those who were heavily
affected. Those who were frailer from the pandemic were able to find a job only when
the economy was further improved.
Continuing with Table 1.10, for occupation income scores, similar to the results in
Table 1.10, the effects of flu are insignificant and close to zero. These might because
the occupation score is not a proxy of one’s income that is sensitive enough to capture
the health effect. All individuals with the same occupation are assigned to the same
income score based on the median income of all people holding that job. However,
the positive effects of GD are larger and more significant for those who were born in
a county with less severe flu, as shown in the column “occupational score” of Table
1.15. The explanation is straightforward: the healthier were more likely to take up
any opportunity to improve his/her career when the opportunities are abundant as
the economy was improving.
Similar to the observation of employment status, the two measurements on time
worked also display pronounced effects of GD in lower percentiles of flu in the last
four columns of Table 1.14. Without considering GD, a negative coefficient of flu
will be attributed to the lower health endowment. However, part of the reason for
working less, especially among those who lived in a state with a stagnant economy,
was limited availability of work.39 Given that one held a job, an individual with poor
39Liu and Fishback (2019) shows that the unemployment rate in 1930 has a negative effect on weeks
worked 1939 and hours worked per week in March 1940 using the 1940 Census 1 percent sample.
The magnitudes of their finding are more prominent, which could be ascribed to the underlying
sample used. Liu and Fishback (2019) focus on household heads age 16 to 64, and I only considered
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health was less able to work more.
Let us turn to the marginal effects of GD on different scales of flu. GD of the
expanding stage does not have a statistically significant effect other than those in
the 80 to 90 percentiles of flu in the last four columns of Table 1.15. These can be
ascribed to the timing of the data of hours worked, and weeks worked were collected.
Specifically, all the labor market outcomes are coming from the 1940 census. The
reference period is the previous calendar year (1939) for weeks worked. The reference
period for hours worked is the week of March 24th to 30th, 1940. By the time of the
1940 census, the U.S. was already recovered from the Great Depression. The relatively
healthy individuals among the flu cohorts might already work regular hours, and the
relatively unhealthy ones were just started to work more as the economy is getting
better.40
1.6 Potential Mechanisms
1.6.1 Effects of the Pandemic
Biological
The recent severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) provides
some insights about the biological mechanisms of how in-utero exposure to an adverse
environment translates to lower health endowment at birth. A recent study shows the
pregnant women contracted COVID-19 have a higher rate of preterm birth, cesarean
delivery, and stillbirth (Khalil et al., 2020). Women with perinatal COVID infec-
tion may have adverse effects on newborns, causing fetal distress, premature labor,
respiratory distress, and even death (Zhu et al., 2020). Manifestations of COVID
among infants are similar to adults, mainly fever, pneumonia, and other respiratory
symptoms. Further complications include shock and kidney failure, which requires
individuals age 20 to 22
40The relatively healthy individuals refer to those with flu exposure lower than 80 percentiles in
Table 1.15 in the last two columns
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treatments in the intensive care unit (Castagnoli et al., 2020). Influenza could affect
fetal nutritional inflow, which leads to lower birth weight and lower height in adult-
hood by suppressing appetite, reducing nutritional intake, and inducing fever, which
accelerates energy consumption and nutrient loss of the pregnant mother (Kelly,
2011).
In-utero influenza exposure not only adversely affects a newborn’s physical health
but also brain development. Development of the brain occurs in two critical periods
in gestation: the first period is weeks eight to fifteen, and the second is between weeks
sixteen and twenty-five after fertilization (Otake, 1998). The first period features the
peak proliferation of nerve cells and the substantial migration of neurons to different
parts of the developing brain. The second period is characterized by rapid neuron dif-
ferentiation, synaptogenesis, and neuronal pruning (Kelly, 2011). Infection and other
insults could disrupt normal brain neurodevelopment such as cell proliferation, which
results in brain structural alterations, grey matter reduction, and white matter dis-
ruption (Howes and Murray, 2014). Meanwhile, infection-induced maternal immune
activation increases the risk of the development of schizophrenia in adulthood (Kepin-
ska et al., 2020). The mother’s emotional stress during pregnancy can alter the fetus’
brain structure and functions and increases the risk for attention deficit hyperactiv-
ity disorder (ADHD), conduct disorder, and other impaired cognitive development
(Glover, 2011).
Parental Behavior
The effect of in-utero insult of influenza in the pandemic translates into lower human
capital not only through the biological path, but also through parental behaviors.
Parents may reinforce health shocks by reallocating family resources of human capital
investments away from the child who experienced the pandemic in-utero, and towards
older siblings (Parman, 2015). Children with biological or mental impairment from
the in-utero shock or both may have lower productivity than children who were not
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affected in a family. Parents maximize their return to investment by equalizing the
marginal return to investments in health and human capital among children.
Shifting investments away from human capital by parental behavior not only can
happen in a family with multiple children but also within the same child. The theo-
retical model in this paper predicts: In response to an in-utero health shock, a parent
reallocate family resources away from human capital investments (
∂ICt=2
∂σ
< 0) and to-
ward health investment (
∂IHt=2
∂σ
> 0).41 The parent exhibits a compensating behavior
toward health and reinforcing behavior toward schooling. In other words, a parent
responds to lower health endowment at birth by investing in the child’s health more
heavily. By the budget constraint, the parent has to decrease investments in human
capital.
1.6.2 Effects of the Great Depression
The positive effects of the Great Depression on various educational outcomes stem
from the argument of opportunity cost. All individuals select the optimal amount of
human capital acquisition, where their earning opportunities vary at different macroe-
conomic conditions. The opportunity costs of staying in school is decreased signifi-
cantly by economic downturns. In other words, abstracting away from the ability to
pay, the willingness to purchase, and the borrowing constraints, education is counter-
cyclical (Dellas and Sakellaris, 2003). When unemployment skyrocketed at close to
25 percent in the nadir of the Great Depression, the chances of finding a job for a high
school student are relatively low. Betts and McFarland (1995) finds that an increase
of one percentage point in the unemployment rate is associated with a rise of about
4 percent in full-time attendance in the community college in the U.S. from 1969 to
1985. For the years 1990 through 2009, the unemployment elasticity of community
college education is between 1.1 and 3.3 (Hillman and Orians, 2013). Furthermore,


















Depression, their earnings were likely to be lower. Altonji et al. (2016) shows that
the Great Recession resulted in a 10 percent earning loss for recent college graduates
when the unemployment rate increased from 9 percent in 2007 to 17.6 percent in
2009. The education levels of new hires within the same occupation are higher when
the unemployment rate is high. Hence, low-skilled individuals suffer the most from
the economic downturn in terms of occupation quality (Devereux, 2002).
1.6.3 Interactive Effect of the Pandemic and the Great Depression
Hypothesis
One possible explanation of the positive interaction between exposure in the pan-
demic and the Great Depression is the so-called “added worker effect” (Margo, 1993);
(Finegan and Margo, 1994). Specifically, children of unemployed household heads
were much more likely to participate in the labor force than children of fathers who
were employed, controlling for other factors. To understand why the added worker
effect leads to the positive interactive effect between flu and GD, let us simplify the
semi-parametric specification to only include the first order treatments and their in-
teraction, where α1, α2, α3 are the coefficients of Flu, GD and Flu×GD, respectively.
If using the measurement of the recovery stage of the Great Depression, the sign of
the coefficients should be: α1 < 0, α2 < 0, and α3 > 0. Marginal effects of flu and
GD are ∂y
∂F lu
= α1 + α3GD and
∂y
∂GD
= α2 + α3 Flu, respectively.
If a child lived in a state that had a slower recovery between 1933 and 1940, the
probability of their father holding a job was lower, and the child was more likely to
need to work in order to supplement household income. Hence, the negative effect of
flu on education appears to be more prominent if the economic recovery was slow in
the state of residence around one’s high school age. In other words, it appears that
deteriorated health is the reason for lower education for children who were born in
flu-ridden counties when not considering GD. Inevitably, flu severity is a contributing
factor per sei for lower schooling. Once taking account of the degree of economic
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recovery, another contributing factor is children needed to work under worse economic
conditions, hence, unable to attend school. Mathematically, we should observe the
marginal effect of flu starts from a smaller negative number (α1) and becomes bigger
(less negative) as GD increase. Eventually, the marginal effect of flu disappeared as
GD becomes bigger. These are precisely what shown in the marginal effect of flu as
a continuous measure in Table1.12. As the growth rate of total employment getting
higher (higher percentiles of GD), fathers are more likely to find a job to provide
income for their children to stay in school, which attenuates the negative effect of flu.
To see the positive interactive effect from the perspective of the Great Depression,
assume children A and B who were born during the pandemic lived in the same state
during their high school years. Child A was born in a county with minimal exposure
to flu circa 1918, but child B was born in a flu-ridden county. Given the two children’s
fathers have the same probability of finding a job in the Great Depression, child B
was less healthy than A, hence less capable of working to supplement household
income, and more likely to stay in school. Mathematically, we should observe ∂y
∂GD
to
start from a smaller negative number (α2) and become bigger (less negative) as flu
severity increases. These are precisely what we observed empirically in Table 1.13.
In summary, I propose a potential mechanism behind the positive interaction as the
“added worker effect” . Next, I will show some proof for the existence of added worker
effects in the sample.
Evidence from Summary Statistics
To show the gradients of the marginal effects of both flu and GD are due to the
added worker effect, I adopt the empirical strategies in Finegan and Margo (1994)
and follow it closely. Table 1.16 summaries various labor market outcomes of the
sons in the linking data by their fathers’ labor force status. Fathers are classified
into five categories based on their labor force status in the census week of 1940:
worked on “Public Emergency Work” (PEW) jobs under the New Deals, worked in
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private sectors or non-PEW government jobs, unemployed who were holing a PEW
job in 1939, unemployed who did not work on PEW, and out of the labor force.
The table shows the mean and standard deviation for sons’ labor force participation,
employment status, and whether they were on work relief in the census week of 1940.
Among sons whose fathers were unemployed in 1940 and who had not been on work
relief in 1939, 83.1 percent were in the labor force. In contrast, among sons whose
fathers were employed in a private sector or non-PEW government jobs during the
census week, only 73.4 percent were in the labor force. The difference between them
shows an added worker effect of almost 10 percent.42
Further, the participation rate of sons of fathers who held PEW jobs in 1940 was
83.1 percent, far higher than the participation rate of sons of unemployed fathers.
One possible reason for these observations is the Works Progress Administration
(WPA) encouraged younger members of the family to work in order to support their
families.43 In the last column of Table 1.16, among sons whose unemployed fathers
had not been on work relief in 1939, 10.4 percent were on work relief. Among sons
whose father were on PEW in 1940, 21.5 percent, or 11.1 percent more, was on work
relief. The reason is that families whose children were on work relief had more liberal
budgets for the mean tests when measuring their family needs.44 Hence, unlike the
42The added worker effect among sons discovered in this study is slightly higher than the added
worker effects among wives in Finegan and Margo (1994). One possible reason is that married
women and their families had strong distastes for the wives to seeking an employment outside of
their family
43According to Howard (1934), younger working members in a family were permitted to keep part
of their earning for their own use instead of devoting entirely to family support. “This practice is
designed to reduce the probability that younger members of the family might be tempted to leave
home and withdraw their support entirely if compelled to give up their entire earnings. As an
encouragement particularly to young working members to continue their work and family support
some agencies increase the family budget for families of such workers.”
44The National Youth Administration(NYA) was a New Deal agency providing working and ed-
ucation to youth between the age of 16 and 25 to prevent high school enrollees from dropping out
of school due to dire financial needs. NYA provided grants to youth in exchange for part-time work
positions, and the benefits paid under the NYA programs have been treated in different ways by
the WPA for family income. “Sometimes they have been disregarded, sometimes treated as other
earnings, and sometimes applied against the family budget. When this last is done the family is
frequently allowed a more liberal budget than if no contribution were made by the NYA beneficiary”
(Howard, 1934)
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wives who were discouraged from working on PEW together with their husbands,
high-school children were welcomed and accommodated.
Other than the labor status in 1940, I also investigate the transition in labor
status between 1939 and 1940. In Table 1.17, the last column is whether an individual
worked at least one week in 1939 (WW39). If a son did not work for even one week
in 1939 (WW39 = 0) but worked during the census week of 1940 (WW40 = 1), then
he entered the labor force (entry = 1). Conversely, if WW39 = 1 and WW40 =
0, he exited the labor market between 1939 and 1940. In contrast to the findings of
Finegan and Margo (1994), which work relief reduced the added worker effects among
wives, this exercise finds PEW amplifies the added worker effects among sons.45 The
probability of entry of sons of fathers who were on PEW in 1940 is 18.6 percent,
the highest among all other categories. The probability of exiting is 2.8 percent, the
lowest among all father’s labor force status. In addition, among all father’s labor
force status, besides the fathers worked on PEW in 1940, the sons of unemployed
fathers have been more likely to enter the labor force and less likely to leave it. Sons
of the unemployed father have higher entry rates and lower exit rates than sons of
fathers employed in the private sector or held non-PEW government positions.
1.7 Discussion
The findings on the effects of the influenza pandemic and the Great Depression shown
in the previous sections on various education and labor market outcomes are coherent
and significant regardless of the measurements used, size of geographic areas, and
specifications. This study provides another piece of evidence in favor of the adverse
long-run effects of natural disasters on human capital development using the 1918
influenza pandemic as a natural experiment, together with Almond and Mazumder
(2005), Almond (2006), Mazumder et al. (2010), and Beach et al. (2018). In the
45through the same argument of liberal family budget if children worked on NYA in footnote three
on the previous page
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section below, I will discuss the similarities and distinctions between this study and
the existing literature, caveats, and also policy implications.
1.7.1 Comparison with Existing Literature
Similar in the spirit of Almond (2006) and Beach et al. (2018), this paper finds that
in the absence of the pandemic, the flu cohorts would have acquired more years
of schooling, and this effect persists by including controls of family backgrounds.
However, I would regard the findings in this study “pandemic effect” rather than
“in-utero” effects, because different birth cohorts experienced various facets of the
pandemic in different ways. The pandemic is not only about contracting the virus per
sei but also about the social and economic aftermath, such as the recession coincided
with it. Velde (2020) uses high-frequency data to show the falling in industrial output
and labor supply during the pandemic. Correia et al. (2020) finds that areas that
were more severely affected by the pandemic had a sharp and persistent decline in
real economic activity. Barro et al. (2020) argues flu-related economic declines for
GDP and consumption in a typical country of 6 and 8 percent, respectively.
Hence, my view of the reverberation of the pandemic among different birth cohorts
is not merely about the virus. The birth cohort of 1918 was exposed to the pandemic
postnatally and in-utero, together with the recession starting August 1918. The
majority of the 1919 birth cohort experienced the deadly wave in-utero or through
their scarring mothers and the trough of recession around April 1919. Lastly, the vast
majority of the 1920 birth cohort received influenza treatment through their mothers,
and they were treated with another ensuing recession from 1920 to 1921. Though the
recession from 1918 to 1919 was sharp and brief, the impact we observed ex post is a
combination of both the pandemic and the economic downturn.
Another difference between this study and the existing literature is the identifi-
cation strategy. Almond (2006), Brown and Thomas (2018), and part of the findings
in Beach et al. (2018) are concerned with the deviation of educational attainment of
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the 1919 birth cohort from the long-run trend. In contrast, this paper studies the
different outcomes by disease severity among the pandemic birth cohorts, those who
were born between 1918 and 1920. The shorter window is determined by the scope of
this study: the effect of the Great Depression on the 1918 influenza birth cohorts, in-
stead of the difference between the flu cohorts and cohorts exposed to other diseases.
The neighboring birth cohorts of 1916-1917 and 1920-1921 were likely to be treated
by polio and diphtheria epidemics. Hence, similar to one of the main results from
Beach et al. (2018), this study restricts to a shorter birth window and utilizes the
within-cohorts differences in geographic distribution as one of the primary sources of
identification.
Perhaps the most significant difference of my paper from the existing strand of
literature is considering the effect of the Great Depression on schooling. Recessions
affect the quality and availability of initial job opportunities and decrease the chance
of finding jobs that offer significant promotion and training opportunities (Oreopoulos
et al., 2012). As shown previously, even though the effect of influenza alone becomes
statistically insignificant as controlling for county-level demographic characteristics
in some specifications, the interaction term remains significant in all specifications.
Hence, this study suggests that the results shown in previous literature on the effect
of the 1918 pandemic on education are the combined effects of the flu and the Great
Depression.
1.7.2 Caveats
This study is not without weaknesses. One obvious caveat is the data quality of
influenza morbidity and mortality data. Even tracking these measures in the current
COVID-19 pandemic is far from perfect. In addition to the imprecise measures of
disease severity, the linking sample comprises only males because of the difficulties
of finding females with a change of surnames upon marriage. The majority of the
linked individuals are White, hence, this study can not shed much light on the racial
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disparities of the pandemic and the Great Depression. Last but not least, the linking
sample is positively selected from the general population circa 1940 because the pro-
cess starts from the WWII Draft Cards. Military personals are generally considered
healthier in the whole population. Therefore, the effects I found may constitute a
lower bound of the overall effects in the general population.
1.7.3 Policy Implication
Johnson and Schoeni (2011) suggests the low socioeconomic status of the parents
around birth translates to worse birth outcomes for their children. In turn, the adverse
birth outcomes impeded children’s cognitive development and human capital accumu-
lation, as well as economic status in adulthood. If the intergenerational transmission
of disadvantages holds, the disease burden can only exacerbate children’s inferior
outcomes who were born to economic-disadvantaged families. Recall Figure 1·13 and
Figure 1·14 provide the effect of the pandemic and the Great Depression stratified
by father’s socioeconomic status and homeownership. The negative impacts of the
pandemic are insignificant and close to zero for the children with fathers held white-
collar occupations in Figure 1·13. However, for those children with fathers with lower
SES, the pandemic significantly reduces their years of schooling, the probability of
graduating from high school, and college enrollment. Homeownership is an indica-
tor of the wealth of the household at that time, and Figure 1·14 demonstrates that
household wealth shields children from the health shock in the pandemic. In addition,
throughout the entire study, I demonstrate that macroeconomic conditions mitigate
the effects of the pandemic for the flu cohorts through the channel of opportunity
costs. In light of the findings using the 1918 Influenza Pandemic, this paper attempts
to suggest on future policymaking for the current COVID-19 pandemic.
With an unemployment rate of 14.7 percent in April 2020, many Americans who
lose their jobs could also lose their employer-sponsored health insurance. They fall
back on the coverage of Medicaid. In the 15 states that did not expand Medicaid under
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the Affordable Care Act (ACA), working-age, nondisabled adults without dependent
children are ineligible for Medicaid. Even in the 36 states that expanded Medicaid
under the ACA, nondisabled adults with household income above 138 percent of the
Federal Poverty Line (FPL) are still ineligible for Medicaid (Gangopadhyaya and
Garrett, 2020). If a couple’s combined income exceeds the income threshold, then
the pregnant woman is left uninsured. In fact, the uninsured rate was already as
high as 29.8 and 17.5 percent among adults ages 19 to 64 who are unemployed and
not in the labor force before COVID, respectively (Gangopadhyaya and Garrett,
2020). The pregnant women among uninsured have lower nutritional intakes, miss
their routine check-ups, and experience higher mental stress. All of these make their
babies susceptible to higher health risks, particularly in COVID, and put them in
disadvantaged positions for their human capital accumulation. Their children might
have similar experiences as those flu birth cohorts who were born in the 1918 Influenza
Pandemic - lower educational attainments and lower SES in early adulthood.
Policies that help to lower the opportunity cost of education of the cohort who are
born in COVID-19 might mitigate the adverse effect of the pandemic. For example,
providing higher financial aid for these children when they enter college. Financial aid
programs increase the college enrollment rate among recipients both on the extensive
and intensive margin (Londono-Velez et al., 2017). Londono-Velez et al. (2017) also
finds that, on the extensive margin, college enrollment increases, amending the socioe-
conomic gap of students’ family backgrounds. For the intensive margin, financial aid
shifts students from low-quality into higher-quality institutions and from the public
to private colleges. Even though financial aid increases the college enrollment rate, its
effect on increasing the college graduation rate is unclear. In other words, there might
be a high attrition ratio among those financial aid recipients (Corredor et al., 2020).
Another way to decrease the opportunity cost of higher education and increase the
college graduation rate for the COVID cohort is a performance and progress-based
partial forgiveness of student loans. To incentivize students to finish their college
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education, a policy can partially forgive student loans only if one successfully obtain
a degree and reaches a certain GPA.
1.8 Conclusion
Almond (2006) provides the first piece of evidence of the fetal origin hypothesis using
the 1918 Influenza Pandemic as a natural experiment. A fundamental assumption
of Almond’s paper is that other determinants of human capital vary continuously
among cohorts without the occurrence of the pandemic. Brown and Thomas (2018)
challenges Almond’s identification assumption because the pandemic coincided with
the height of WWI deployment. Those served in the armed forces were positively
selected, and those left behind gave birth to the pandemic cohorts. Hence, the cohorts
inflicted by influenza also came from families with lower SES. After accounting for
proxies of family background, the long-run effects of the pandemic disappeared. Beach
et al. (2018) addresses the contention by directly control for the linked WWII enlistees’
parental characteristics and buttress the finding of Almond (2006) using city-level
variation in influenza exposure.
This paper documents the detrimental aftermath of the 1918 Influenza Pandemic
by estimating the long term effects on an individual’s human capital acquisition and
subsequent labor market performances using linked data, variations in county-level
influenza exposure, in conjunction with the spatial distribution of the Great Depres-
sion. Using linked data allows me to directly control for one’s parental characteristics
with a minimal linking error. Taking the Great Depression into consideration is essen-
tial, given it coincided with the critical timing of human capital investment decisions.
Results indicate that larger cyclical swings in the Great Depression mitigated the bur-
dens of the 1918 Influenza Pandemic, and together, they contribute to the long-run
effects observed in the existing literature.
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Figure 1·1: Severity of the Great Depression
Source: Romer (1993) Figure 2
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Figure 1·2: Sample State Report
Source: Twenty-seventh Report Relating to the Registration and Return of
Births, Marriages, Divorces and Deaths in New Hampshire for the Years 1918
and 1919
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Figure 1·3: Influenza Death by Month 1918 - 1919
sources: Almond (2006) Figure 1 (b)
Figure 1·4: Influenza and Pneumonia Mortality 1918 - 1920
Notes: Data comes from newly assembled county-level influenza and pneumonia mortality dataset, which is
hand-collected from various state-level reports. Figure plots the total of influenza and pneumonia mortality of 541
counties in 12 states, which has monthly data reported. Influenza and pneumonia mortality is calculated as the
influenza and pneumonia death per 1,000 populations in a county
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Figure 1·5: Spatial Dispersion of Pandemic 1918
Notes: Data comes from state board of health annual reports of 24 states: CT, ME, MA, NH, RI, VT, NJ, NY, IN,
MI, WI, KS, MO, SD, VA, AL FL, GA(only one county), LA, MD, TN, AZ, WY, DC. Influenza and pneumonia
mortality is calculated as deaths per 1,000 population in each county. Map separates counties into four quarters by
severity. The darker the color, the more severe the pandemic is in that county. Map shows big interstates and
intra-state variations of flu exposures in 1918.
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Figure 1·6: Spatial Dispersion of Pandemic 1919
Notes: Data comes from state board of health annual reports of 21 states: CT, ME, MA, NH, VT, NJ, NY, IN, MI,
WI, KS, MO, SD, VA, AL, MD, OK, TN, WV, AZ, WY. Influenza and pneumonia mortality is calculated as deaths
per 1,000 population in each county. Map separates counties into four quarters by severity. The darker the color, the
more severe the pandemic is in that county. Map shows big interstates and intra-state variations of flu exposures in
1919.
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Figure 1·7: Spatial Dispersion of Economic Downturn in the Great
Depression
Notes: State-level great depression measures come fromWallis (1989). Total employment
of 1930 and 1933 are measured as percentages of 1929 (pre-GD level) of each state. Total
employment composes of both manufacturing and non-manufacturing employment. Growth
rates between 1930 and 1933 is calculated as
log(1933)
log(1930
for each state. The mean growth rate
is -0.20 as the whole economy was in the Great Contraction. Map separates GD severity into
four quartiles. The darker the color, the more severe the economic downturn. Map also shows
large interstate and regional variations in economic downturn during the Great Contraction
(1930 - 1933).
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Figure 1·8: Spatial Dispersion of Economic Recovery in the Great
Depression
Notes: State-level great depression measures come fromWallis (1989). Total employment
of 1933 and 1940 are measured as percentages of 1929 (pre-GD level) of each state. Total
employment composes of both manufacturing and non-manufacturing employment. Growth
rates between 1933 and 1940 is calculated as
log(1940)
log(1933
for each state. The mean growth rate
is 0.31 as the whole economy was in a recovery stage. Map separates GD severity into
four quartiles. The darker the color, the better the economic recovery. Map also shows
large interstate and regional variations in economic recovery.
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Figure 1·9: Numerical Simulation of the Theoretical Model
Notes: Figure shows the responses of cognitive skill investments to macroeconomic conditions
in theoretical model. Macroeconomic conditions is measured by probability of being employed
in the Great Depression (β). Path of cognitive skill investment also depends on other
model parameters, such as influenza exposure around birth (σ) and the relative importance of
parental human capital in the production of child’s human capital (γ). The paths are all
hump-shaped regardless of the parameter values.
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Figure 1·10: Average Education by Flu & GD Exposure
Notes: This graph enables the empirical specification of DID. Three vertical
dotted lines correspond to three pandemic waves: The first mild wave occurred in
March 1918, the deadly second wave started in Sept 1918, and the third wave in
Oct 1919. Flu = 0 indicates the county of birth 1918 - 1920, approximated by
county of residence in 1920, had a below-median influenza exposure, where
influenza is measured by the number of deaths per 1,000 population in a county.
Similarly, Flu = 1 indicates an above-median influenza exposure. GD = 1
indicates the state of residence circa 1935 (when the birth cohorts were in high
school) had worse than a median economic downturn, measured by the total
employment contraction between 1930 and 1933. Similarly, GD = 0 indicates a
better than a median economic downturn. Average years of education comes
from the highest educational attainments in the 1940 census. The graph shows
the average years of schooling by birth quarters between 1918 and 1920.
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Figure 1·11: Effects of Flu and GD on High School Graduation Rate
Notes: GD is measured by county-level unemployment rate in 1930 decennial census unemployment schedule. GD =
1 indicates the county of residence circa 1935 (when the birth cohorts were in high school) had higher than median
unemployment rate circa 1929 (worse economic condition before the onset of the Great Depression). GD = 0
indicates a lower than median unemployment rate (better economic condition). Flu = 0 indicates the county of
birth 1918 - 1920, approximated by county of residence in 1920, had a below-median influenza exposure, where
influenza is measured by the number of deaths per 1,000 population in a county. Similarly, Flu = 1 indicates an
above-median influenza exposure. The coefficient on GD alone gets slashed once controlled for other observables,
such as personal characteristics, parental characteristics, and county-level demographics. Therefore, the apparent
beneficial effect of GD on educational attainment from Figure 1·10 was almost entirely due to the differences in
observable characteristics between high GD and low GD states.
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Figure 1·12: Effects of Flu and GD on College Enrollment
Notes: For the graph on top, GD is measured by state-level employment contraction between 1930 and 1933. GD =
1 indicates the state of residence circa 1935 (when the birth cohorts were in high school) had worse than a median
economic downturn. GD = 0 indicates a better than a median economic downturn. For the graph on bottom, GD is
measured by county-level unemployment rate in 1930. GD = 1 indicates the county of residence circa 1935 (when
the birth cohorts were in high school) had higher than median unemployment rate circa 1929 (worse economic
condition before the onset of the Great Depression). GD = 0 indicates a lower than median unemployment rate
(better economic condition). Flu = 0 indicates the county of birth 1918 - 1920, approximated by county of residence
in 1920, had a below-median influenza exposure, where influenza is measured by the number of deaths per 1,000
population in a county. Flu = 1 indicates an above-median influenza exposure. Standard errors are clustered at
birth county x birth year level. The coefficients of the interaction are positive and significant with full specification
on both graphs, which shows the worse economic downturn mitigates the negative effect of flu exposure.
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Figure 1·13: Heterogeneous Effects of Flu & GD by Dad’s Occupation
Notes: For state-level employment contraction between 1930 and 1933, GD = 1 indicates the state of residence circa 1935 (when the
birth cohorts were in high school) had worse than median economic downturn. GD = 0 indicates a better than median economic
downturn. For state-level employment growth between 1933 and 1940, GD = 1 indicates the state of residence circa 1935 (when the
birth cohorts were in high school) had better than median economic recovery. GD = 0 indicates a worse than median economic
recovery. For county-level unemployment rate in 1930, GD = 1 indicates the county of residence circa 1935 (when the birth cohorts
were in high school) had higher than median unemployment rate circa 1929 (worse economic condition before the onset of the Great
Depression). GD = 0 indicates a lower than median unemployment rate (better economic condition). Flu = 0 indicates the county of
birth 1918 - 1920, approximated by county of residence in 1920, had a below-median influenza exposure, where influenza is measured
by the number of deaths per 1,000 population in a county. Flu = 1 indicates an above-median influenza exposure. All results are
based on full specification. Standard errors are clustered at birth county x birth year level. The middle graph shows better economic
recovery lowers high school graduation rate for children have fathers who are blue collar and laborers. All three graphs show larger
economic swings mitigate the negative effect of flu but the mitigation is more significant for children with lower SES.
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Figure 1·14: Effects of Flu & GD on High School Graduation by
Home Ownership
Notes: For the graph on top, GD is measured by state-level employment contraction between 1930 and 1933. GD =
1 indicates the state of residence circa 1935 (when the birth cohorts were in high school) had worse than median
economic downturn. GD = 0 indicates a better than median economic downturn. For the graph on bottom, GD is
measured by state-level employment growth between 1933 and 1940. GD = 1 indicates the state of residence circa
1935 (when the birth cohorts were in high school) had better than median economic recovery. GD = 0 indicates a
worse than median economic recovery. All results are based on full specification. Standard errors are clustered at
birth county x birth year level. Regardless of the GD measure, the graphs show that the mitigating effects of larger
economic swings are bigger and more significant for children lived in rented place. Meanwhile, family wealth shields
the children from infectious disease burdens.
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Figure 1·15: Nonlinearity of Education and Main Explanatory Vari-
ables
Notes: Figure on top graphs continuous measure of educational attainments on county-level influenza mortality with
out outliers. The graph excludes counties with extremely high disease burdens. Figure on the bottom graphs
continuous measure of educational attainments on employment growth between 1933 and 1940. Both graphs show
moderate nonlinearity between explanatory variables and the outcome variable.
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Figure 1·16: Marginal Effects of Flu and GD on High School Gradu-
ation Rate
Notes: Both flu and GD are continuous measures. Flu is measured by county level influenza mortality in 1918
(number of deaths per 1,000 population in a county). GD is measured by the state-level employment growth
between 1933 and 1940. The two graphs on the left-hand-side use the original continuous variables of flu and
employment growth. The two graphs on the right-hand-side use standardized flu and employment growth (z-score).
The top two graphs show the marginal effects of flu on different percentiles of employment growth. The bottom
graph shows the marginal effect of employment growth on different percentiles of flu. Flu only has negative and
significant effects on high school graduation rate when employment growth is in the lower or medium percentiles in
the top left graph. Employment growth lowers high school graduation rate across all percentiles of flu in the two
graphs on the bottom. Compare the coefficients of flu and employment growth in the two graphs on the
right-hand-side, the marginal effect of employment growth is about three times as big as the marginal effect of flu.
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Table 1.1: Summary Statistics - Outcome Variables
Outcome Variables Mean Std Dev Min Max
Education
Education Attainment 10.388 2.622 0 20
High School Graduation 0.497 0.499 0 1
College Enrollment 0.164 0.370 0 1
Labor Market Outcomes
Employment Status 0.829 0.376 0 1








Weeks Worked Last Year 36.312 16.408 1 52
Hours Worked Last Week 44.562 14.815 1 98
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Table 1.2: Summary Statistics - Explanatory Variables
Explanatory Variables Mean Std Dev Min Max
Influenza & Pneumonia Mortality
1918 4.84 9.382 0 352.97
1919 2.26 1.713 0 21.83
1920 1.01 1.271 0 50.83
Great Depression
Person-specific‡ .03 .06 -.33 .23
Cohort-specific § .13 .09 -.04 .48
Employment Contraction (1930-33) -.20 .10 -.69 .04
Employment Growth (1933-40) .31 .12 .08 .72





Number of Siblings 1920 2.13 2.070 0 15
Parental Characteristics






Own Radio 1930 .39 .489 0 1
Home Ownership 1930 .52 .499 0 1
Migrants (1920 - 1935)† .76 .425 0 1
County Demographics 1930
Percentage Black 7.31 11.619 0 85.81
Percentage Urban 47.75 33.588 0 100
Percentage Foreign Born 8.11 7.337 0 32.00
Percentage Manufacture 9.23 8.816 0 73.67
‡ Person-specific GD: state-level employment growth between one finished his formal schooling and the prior year
§ Cohort-specific GD: state-level employment growth between the year a birth cohort entered high school
and the year graduated from high school.
† Migrants are referring to parent(s) had interstate migration between 1920 and 1935
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Table 1.3: Effects of Influenza and the Great Depression on Education
Dependent Variable: Baseline Add Personal Add Parental Add County
Educational Attainment (1) (2) (3) (4) Characteristics Characteristics Demographics
Flu 0.09 0.09 0.04 0.02 -0.07 -0.15**
(0.059) (0.059) (0.065) (0.063) (0.066) (0.068)
GD: Employment Contraction 0.35*** 0.29*** 0.20** 0.17** 0.02 0.00
(1930-33) (0.051) (0.069) (0.080) (0.079) (0.127) (0.131)
Flu x GD 0.24** 0.24** 0.21* 0.29**
(0.116) (0.113) (0.126) (0.128)
Individual Characteristics Y Y Y
Parental Characteristics Y Y
County-level Demographics Y
Birth Yr-Mo FE Y Y Y Y Y Y Y
State of Birth FE Y Y Y Y Y Y Y
Region FE Y Y Y Y Y Y Y
Observations 18,501 18,501 18,501 18,501 18,501 18,501 18,501
* p < 0.1; ** p < 0.5; *** p < 0.01
Standard error clustered on birth county by birth month level
The Great Depression is measured by the negative growth rate (employment contraction) of total employment between 1930 and 1933
Employment Contraction (1930 - 1933) = log(total employment 1933)log(total employment 1930)
Flu = 1 if a county had above median influenza mortality in 1918 (higher disease burden)
GD = 1 if a state had below median total employment contraction in the Great Depression (worse downturn in the Great Contraction)
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Table 1.4: Summary of the Effects of Flu & GD on Educational At-
tainment
Yrs of Schooling GD = 0 GD = 1
Flu = 0 10.80 11.00
Flu = 1 10.84 11.28
Coefficients GD = 0 GD = 1
Flu = 0 0.20**
Flu = 1 0.04 0.24**
* p < 0.1; ** p < 0.5; *** p < 0.01
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Table 1.5: Effects of Influenza and the Great Depression on Education by Different GD Measures
Dependent Variable: Employment Contraction Employment Growth Employment Growth Employment Growth Unemployment Rate
Educational Attainment 1930 - 1933 1933 - 1940 Person-specific Cohort-specific 1930
Without Interaction
Flu -0.09 -0.10 -0.08 -0.09 -0.09
(0.061) (0.062) (0.053) (0.061) (0.063)
Economic Swings (GD) 0.12 -0.35*** 1.07*** 0.07 0.06
(0.120) (0.124) (0.045) (0.056) (0.060)
With Interaction
Flu -0.15** -0.17** -0.39*** -0.25*** -0.21**
(0.068) (0.066) (0.066) (0.083) (0.080)
Economic Swings (GD) 0.00 -0.57*** 0.74*** -0.04 -0.05
(0.131) (0.149) (0.055) (0.067) (0.074)
Flu x Economic Swings 0.29** 0.38*** 0.69*** 0.29*** 0.26**
(0.128) (0.148) (0.085) (0.102) (0.101)
Observations 18,501 18,501 18,501 18,501 18,501
* p < 0.1; ** p < 0.5; *** p < 0.01
Standard error clustered on birth county by birth month level
All regressions include individual & parental characteristics, county-level demographics,
birth year-month fixed effects, state of birth fixed effects, and region fixed effects
Flu = 1 if a county had above median influenza mortality in 1918 (higher disease burden)
GD = 1 if a state had above median total employment contraction between 1930 and 1933 (worse downturn in the Great Contraction) in column 1
GD = 1 if a state had above median total employment growth between 1933 and 1940 (better recovery in the recovery stage of the Great Depression) in column 2
GD = 1 if a state had above median changes in total employment in the year prior to the completion of one’s human capital investments in column 3
GD = 1 if a state had above median total employment growth between the year a birth cohort entered and graduated from high school, for birth cohorts of 1918,
1919 and 1920 (better recovery) in column 4
GD = 1 if a state had above median unemployment rate in 1930 (worse economics in the beginning of the Great Depression) in column 4
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Table 1.6: Effects of Influenza and the Great Depression on High School Graduation
Dependent Variable: Baseline Add Personal Add Parental Add County
High School Graduation (1) (2) (3) (4) Characteristics Characteristics Demographics
Flu -0.01 -0.01 -0.01 -0.01 -0.02** -0.03**
(0.010) (0.011) (0.011) (0.011) (0.012) (0.013)
GD: Employment Growth 0.03*** -0.00 -0.04 -0.04* -0.07*** -0.10***
(1933 - 1940) (0.009) (0.014) (0.023) (0.023) (0.025) (0.031)
Flu x GD 0.02 0.03 0.03 0.05**
(0.021) (0.023) (0.026) (0.023)
Individual Characteristics Y Y Y
Parental Characteristics Y Y
County-level Demographics Y
Birth Yr-Mo FE Y Y Y Y Y Y Y
State of Birth FE Y Y Y Y Y Y Y
Region FE Y Y Y Y Y Y Y
Observations 18,501 18,501 18,501 18,501 18,501 18,501 18,501
* p < 0.1; ** p < 0.5; *** p < 0.01
Standard error clustered on birth county by birth month level
GD is measured by the state-level growth rate of total employment from 1933 to 1940
Employment Growth (1933 - 1940) = log(total employment 1940)log(total employment 1933)
Flu = 1 if a county had above median influenza mortality in 1918 (higher disease burden)
GD = 1 if a state had above median total employment growth between 1933 and 1940 (better recovery)
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Table 1.7: Effects of Influenza and GD on High School & College
Margins
High School
Dependent 9th 10th 11th 12th College
Variable Grade Grade Grade Grade Enrollment
FLU -0.01 -0.02 -0.03** -0.03** 0.00
(0.011) (0.012) (0.013) (0.013) (0.010)
GD: Employment Growth -0.03 -0.05* -0.10*** -0.10*** -0.05**
(1933 - 1940) (0.023) (0.026) (0.037) (0.031) (0.021)
FLU x GD 0.02 0.02 0.04* 0.05** 0.00
(0.022) (0.024) (0.026) (0.023) (0.021)
Observations 18,501 18,501 18,501 18,501 18,501
* p < 0.1; ** p < 0.5; *** p < 0.01
All regressions include individual & parental characteristics, county-level demographics,
birth year-month fixed effects, state of birth fixed effects, and region fixed effects
Standard error clustered on birth county by birth month level
GD is measured by the state-level growth rate of total employment from 1933 to 1940
Flu = 1 if a county had above median influenza mortality in 1918 (higher disease burden)
GD = 1 if a state had above median total employment growth between 1933 and 1940 (better recovery)
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Table 1.8: Effects of Influenza and GD on Education in Urban and Rural Areas
Explanatory Educational Attainment High School Graduation College Enrollment
Variables Urban & Rural Urban Rural Urban & Rural Urban Rural Urban & Rural Urban Rural
Flu -0.08 -0.53*** 1.36** -0.04*** -0.11*** 0.12 -0.02 -0.03 0.18
(0.070) (0.139) (0.562) (0.017) (0.034) (0.113) (0.015) (0.039) (0.127)
GD: Employment Growth -0.37*** -1.20*** 0.05 -0.09*** -0.20*** -0.03 -0.07*** -0.15*** -0.05
(1933 - 1940) (0.118) (0.246) (0.159) (0.023) (0.050) (0.031) (0.020) (0.046) (0.027)
Flu x GD 0.26*** 0.79*** -0.03 0.10*** 0.14*** 0.06 0.04** 0.08* 0.06**
(0.086) (0.213) (0.161) (0.021) (0.045) (0.037) (0.017) (0.046) (0.029)
Observation 16,087 5,551 10,536 16,087 5,551 10,536 16,087 5,551 10,536
* p < 0.1; ** p < 0.5; *** p < 0.01
Standard error clustered on birth county by birth month level
All regressions include individual & parental characteristics, county-level demographics,
birth year-month fixed effects, state of birth fixed effects, and region fixed effects
Flu = 1 if a county had above median influenza mortality in 1918 (higher disease burden)
GD = 1 if a state had above median total employment growth between 1933 and 1940 (better recovery)
Urban is composed of all cities in a state with 10,000+ inhabitants in 1910
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Table 1.9: Effects of Influenza and GD on High School & College
Margins in Cities
High School
Dependent Education 9th 10th 11th 12th College
Variable Attainments Grade Grade Grade Grade Enrollment
FLU 0.07 -0.04 -0.05 -0.04 0.00 0.04
(0.236) (0.037) (0.039) (0.044) (0.053) (0.049)
GD: Employment Growth -0.54 -0.10** -0.09 -0.10* -0.05 -0.02
(1933 - 1940) (0.346) (0.048) (0.053) (0.058) (0.058) (0.048)
FLU x GD 1.31** 0.20*** 0.16 0.27** 0.24** -0.04
(0.744) (0.075) (0.108) (0.122) (0.123) (0.138)
Observations 1,922 1,922 1,922 1,922 1,922 1,922
* p < 0.1; ** p < 0.5; *** p < 0.01
Standard error clustered on birth county by birth month level
All regressions include individual & parental characteristics, county-level demographics,
birth year-month fixed effects, state of birth fixed effects, and region fixed effects
Flu = 1 if a county had above 75 percentiles influenza mortality in 1918 (higher disease burden)
GD = 1 if a state had above 75 percentiles total employment growth between 1933 and 1940 (better recovery)
City size varies, not the conventional definition of residential areas with 10,000+ inhabitants
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Table 1.10: Effects of Influenza and the Great Depression on Labor Market Outcomes
Explanatory Employment Status Occupational Score Weeks Worked Hours Worked
Variables (1) (2) (1) (2) (1) (2) (1) (2)
Above/Below Median
Flu -0.02* -0.04*** 0.29 0.22 -0.95* -0.63 -0.05 -0.05
(0.011) (0.016) (0.208) (0.238) (0.540) (0.524) (0.047) (0.042)
GD: Employment Contraction -0.01 -0.00 1.48*** 1.55*** -0.61 -0.77 -0.08 -0.07
(1930 - 1933) (0.018) (0.016) (0.424) (0.465) (0.966) (1.011) (0.082) (0.067)
Flu x GD 0.03 0.06** -1.04** -1.12** 2.58** 2.25** 0.16** 0.14*
(0.023) (0.022) (0.453) (0.495) (1.049) (1.081) (0.076) (0.080)
Above/Below 75 Percentile
Flu -0.03** -0.04*** 0.35 0.30 -0.74 -0.58 -0.15*** -0.14***
(0.013) (0.015) (0.261) (0.275) (0.544) (0.558) (0.039) (0.039)
GD: Unemployment Rate -0.04*** -0.04*** 2.21*** 2.29*** -1.68*** -1.66*** -0.18*** -0.19***
(1930) (0.012) (0.013) (0.235) (0.254) (0.515) (0.530) (0.035) (0.035)
Flu x GD 0.05*** 0.06*** -1.25*** -1.31*** 0.75 0.78 0.16*** 0.16***
(0.018) (0.020) (0.343) (0.365) (0.774) (0.795) (0.051) (0.051)
Observation 12,949 12,949 12,478 11,545 11,611 10,765 9,345 9,051
* p < 0.1; ** p < 0.5; *** p < 0.01
Standard error clustered on birth county by birth month level
All regressions include individual & parental characteristics, county-level demographics,
birth year-month fixed effects, state of birth fixed effects, and region fixed effects
Flu = 1 if a county had above median influenza mortality in 1918 (higher disease burden)
GD = 1 if a state had above median total employment contraction between 1930 and 1933
(worse downturn in the Great Contraction) on the top panel
GD = 1 if a state had above 75 percentile unemployment rate in 1930
(worse economics in the beginning of the Great Depression) on the bottom panel
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Table 1.11: Motivation of Semi-parametric Analysis on High School Graduation
Explanatory Variable: Linear Linear Prob. Probit Logit Semi-Parametric w/o Outliers
High School Graduation Probability w/o Outliers w/o Outliers w/o Outliers Linear Prob. Probit Logit
FLU -0.001 -0.002 -0.005 -0.012 -0.028** -0.075** -0.128**
(0.005) (0.006) (0.017) (0.028) (0.013) (0.038) (0.063)
GD : Employment Growth -0.134* -0.424*** -1.232*** -1.992*** -0.530*** -1.514*** -2.457***
(1933− 1940) (0.081) (0.122) (0.353) (0.589) (0.130) (0.379) (0.632)
FLU ×GD 0.004 0.005 0.010 0.025 0.083** 0.221* 0.379**
(0.014) (0.014) (0.044) (0.072) (0.039) (0.115) (0.193)
Flu2 0.002* 0.006* 0.009*
(0.001) (0.003) (0.005)
Flu2 ×GD -0.005* -0.015* -0.024*
(0.003) (0.009) (0.014)
Observation 18,501 18,501 18,501 18,501 18,501 18,501 18,501
* p < 0.1; ** p < 0.5; *** p < 0.01
Standard error clustered on birth county by birth month level
All regressions include individual & parental characteristics, county-level demographics,
birth year-month fixed effects, state of birth fixed effects, and region fixed effects
Flu is a continuous measure of an individual’s influenza & pneumonia exposure in his county of birth in 1918
GD is a continuous measure of total employment growth between 1933 and 1940
in an individual’s state of residence during high school age, approximated by state of residence in 1935
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Table 1.12: Marginal Effects of Influenza on High School Margins
High School
Percentiles of Education 9th 10th 11th 12th
GD(1933-40) Attainment Grade Grade Grade Grade
10th -0.068* -0.010 -0.008 -0.015** -0.017**
(0.039) (0.007) (0.007) (0.007) (0.007)
20th -0.068* -0.010 -0.008 -0.015** -0.017**
(0.039) (0.007) (0.007) (0.007) (0.007)
30th -0.023 -0.001 -0.000 -0.004 -0.011**
(0.019) (0.003) (0.003) (0.004) (0.005)
40th -0.023 -0.001 -0.000 -0.004 -0.006*
(0.019) (0.003) (0.003) (0.004) (0.003)
50th -0.020 -0.000 0.000 -0.003 -0.006*
(0.018) (0.003) (0.003) (0.003) (0.003)
60th 0.002 0.004 0.004 0.003 0.001
(0.020) (0.003) (0.003) (0.003) (0.003)
70th 0.004 0.005 0.005 0.003 0.001
(0.021) (0.003) (0.003) (0.003) (0.003)
80th 0.004 0.005 0.005 0.003 0.001
(0.021) (0.003) (0.003) (0.003) (0.003)
90th 0.024 0.009 0.008 0.008 0.006
(0.030) (0.005) (0.004) (0.004) (0.004)
Observations 18,501 18,501 18,501 18,501 18,501
* p < 0.1; ** p < 0.5; *** p < 0.01
Standard error clustered on birth county by birth month level
All regressions include individual & parental characteristics, county-level demographics,
birth year-month fixed effects, state of birth fixed effects, and region fixed effects
Flu is a continuous measure of an individual’s influenza & pneumonia exposure
in his county of birth in 1918
GD is a continuous measure of total employment growth between 1933 and 1940 in an individual’s
state of residence during high school age,approximated by state of residence in 1935
All regression exclude outliers of GD and Flu
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Table 1.13: Marginal Effects of the Great Depression on High School
Margins
High School
Percentiles Education 9th 10th 11th 12th
of Flu(1918) Attainment Grade Grade Grade Grade
10th -2.075*** -0.304*** -0.323*** -0.308*** -0.647***
(0.739) (0.118) (0.124) (0.106) (0.129)
20th -1.847*** -0.258** -0.281** -0.250** -0.579***
(0.692) (0.109) (0.115) (0.099) (0.121)
30th -1.714** -0.231** -0.257** -0.217** -0.543***
(0.676) (0.105) (0.112) (0.097) (0.118)
40th -1.591** -0.206** -0.234** -0.187* -0.515***
(0.670) (0.103) (0.111) (0.097) (0.117)
50th -1.435** -0.175* -0.206* -0.148 -0.472***
(0.673) (0.103) (0.111) (0.099) (0.118)
60th -1.264* -0.139 -0.175 -0.105 -0.432***
(0.693) (0.105) (0.113) (0.103) (0.121)
70th -1.054 -0.095 -0.138 -0.053 -0.382**
(0.738) (0.112) (0.120) (0.112) (0.128)
80th -0.783 -0.037 -0.090 0.014 -0.324**
(0.827) (0.126) (0.133) (0.127) (0.142)
90th -0.595 0.005 -0.057 0.061 -0.296*
(0.909) (0.139) (0.146) (0.140) (0.154)
Observations 18,501 18,501 18,501 18,501 18,501
* p < 0.1; ** p < 0.5; *** p < 0.01
Standard error clustered on birth county by birth month level
All regressions include individual & parental characteristics, county-level demographics,
birth year-month fixed effects, state of birth fixed effects, and region fixed effects
Flu is a continuous measure of an individual’s influenza & pneumonia exposure in his county of birth in 1918
GD is a continuous measure of total employment growth between 1933 and 1940 in an individual’s
state of residence during high school age,approximated by state of residence in 1935
All regression exclude outliers of GD and Flu
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Table 1.14: Marginal Effects of Influenza on Labor Market Outcomes
Percentile of Employment Status Occupational Score Weeks Worked Hours Worked
GD(1933-40) (1) (2) (1) (2) (1) (2) (1) (2)
10th -0.022*** -0.034*** 0.047 0.047 -0.739** -0.526* -0.041** -0.039*
(0.006) (0.008) (0.135) (0.135) (0.326) (0.308) (0.021) (0.020)
20th -0.022*** -0.034*** 0.047 0.047 -0.739** -0.526* -0.041** -0.039*
(0.006) (0.008) (0.135) (0.135) (0.326) (0.308) (0.021) (0.020)
30th -0.015*** -0.024*** 0.047 0.047 -0.739** -0.526* -0.016* -0.015
(0.004) (0.005) (0.135) (0.135) (0.326) (0.308) (0.010) (0.009)
40th -0.010*** -0.016*** -0.005 -0.005 -0.355** -0.238* -0.016* -0.015
(0.003) (0.004) (0.062) (0.062) (0.143) (0.138) (0.010) (0.009)
50th -0.009*** -0.015*** -0.008 -0.008 -0.330** -0.219* -0.012 -0.011
(0.003) (0.003) (0.059) (0.059) (0.135) (0.131) (0.008) (0.008)
60th -0.003 -0.006* -0.033 -0.033 -0.140 -0.076 -0.003 -0.002
(0.003) (0.003) (0.057) (0.057) (0.116) (0.124) (0.008) (0.008)
70th -0.002 -0.005 -0.036 -0.036 -0.120 -0.061 -0.002 -0.001
(0.003) (0.003) (0.059) (0.059) (0.119) (0.128) (0.009) (0.008)
80th -0.002 -0.005 -0.036 -0.036 -0.120 -0.061 -0.002 -0.001
(0.003) (0.003) (0.059) (0.059) (0.119) (0.128) (0.009) (0.008)
90th 0.004 0.003 -0.059 -0.059 0.049 0.065 0.009 0.011
(0.004) (0.005) (0.083) (0.083) (0.177) (0.186) (0.012) (0.012)
Observation 12,960 12,960 12,488 12,488 11,620 10,773 9,352 9,058
* p < 0.1; ** p < 0.5; *** p < 0.01, Standard error clustered on birth county by birth month level
All regressions include individual & parental characteristics, county-level demographics, birth year-month, state of birth, and region fixed effects
Flu is a continuous measure of an individual’s influenza & pneumonia exposure in his county of birth in 1918
GD is a continuous measure of total employment growth between 1933 and 1940 in an individual’s
state of residence during high school age,approximated by state of residence in 1935
All regression exclude outliers of GD and Flu
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Table 1.15: Marginal Effects of the Great Depression on Labor Market Outcomes
Percentile of Employment Status Occupational Score Weeks Worked Hours Worked
Flu(1918) (1) (2) (1) (2) (1) (2) (1) (2)
10th 0.028 0.009 4.862** 4.862** -4.614 -5.212 -0.091 -0.141
(0.087) (0.112) (2.446) (2.446) (4.543) (4.733) (0.307) (0.310)
20th 0.096 0.103 4.734** 4.734** -2.707 -3.796 0.021 -0.031
(0.079) (0.099) (2.224) (2.224) (3.890) (4.110) (0.278) (0.280)
30th 0.132* 0.153 4.646** 4.646** -1.651 -2.956 0.091 0.038
(0.077) (0.095) (2.131) (2.131) (3.629) (3.846) (0.268) (0.268)
40th 0.164** 0.198** 4.581** 4.581** -0.862 -2.326 0.152 0.097
(0.077) (0.093) (2.085) (2.085) (3.493) (3.710) (0.264) (0.263)
50th 0.206*** 0.257*** 4.419** 4.419** 0.545 -1.392 0.243 0.186
(0.078) (0.093) (2.022) (2.022) (3.390) (3.617) (0.266) (0.263)
60th 0.255*** 0.327*** 4.244** 4.244** 1.995 -0.252 0.320 0.261
(0.083) (0.097) (2.015) (2.015) (3.480) (3.682) (0.275) (0.270)
70th 0.312*** 0.408*** 3.943* 3.943* 3.688 1.107 0.455 0.393
(0.091) (0.107) (2.086) (2.086) (3.806) (3.988) (0.302) (0.295)
80th 0.381*** 0.509*** 3.391 3.391 6.223 2.925 0.605* 0.541
(0.106) (0.126) (2.324) (2.324) (4.607) (4.673) (0.345) (0.335)
90th 0.425*** 0.577*** 2.902 2.902 7.729 4.113 0.739* 0.706*
(0.118) (0.142) (2.563) (2.563) (5.190) (5.223) (0.389) (0.389)
Observation 12,960 12,960 12,488 12,488 11,620 10,773 9,352 9,058
* p < 0.1; ** p < 0.5; *** p < 0.01, Standard error clustered on birth county by birth month level
All regressions include individual & parental characteristics, county-level demographics, birth year-month, state of birth, and region fixed effects
Flu is a continuous measure of an individual’s influenza & pneumonia exposure in his county of birth in 1918
GD is a continuous measure of total employment growth between 1933 and 1940 in an individual’s
state of residence during high school age,approximated by state of residence in 1935
All regression exclude outliers of GD and Flu
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Table 1.16: Summary Statistics of Fathers and Sons’ Labor Market Status
Son’s Labor Force Status 1940
Labor Force Employed On Work Unemployed
Participation Relief(PEW)
Fathers N Mean Std Dev Mean Std Dev Mean Std Dev Mean Std Dev
Employed 1940 81,378 .734 .442 .573 .495 .039 .194 .122 .327
On PEW 1940 4,387 .831 .375 .345 .475 .215 .411 .271 .445
Unemployed 1940 4,683 .831 .375 .411 .492 .105 .306 .315 .465
Out of Labor Force 1940 7,488 .770 .421 .481 .500 .111 .313 .179 .383
Sample includes all linked children in 1940 decennial census
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Table 1.17: Summary Statistics of Fathers and Sons’ Entry and Exit in the Labor Market
Sons
Worked At Least
Entry Exit One Week in 1939
Fathers N Mean Std Dev Mean Std Dev Mean Std Dev
Employed 1940 81,387 .135 .342 .040 .195 .639 .480
On PEW 1940 4,387 .186 .390 .028 .164 .672 .470
Unemployed 1940 4,683 .173 .378 .030 .171 .688 .463
Out of Labor Force 1940 7,488 .155 .362 .037 .189 .651 .477
Sample includes all linked children in 1940 decennial census
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Chapter 2
Modeling Days in School from Public
School Opening, Vacation, and Closing
Dates, 2010 - 2021
2.1 Introduction
The recent Coronavirus Disease 2019 (COVID-19) has raised awareness of the key role
public school openings, closings, and vacation periods may play in disease infection
rates. It has also revealed that relatively little research has been done using historical
data to lay a foundation for understanding how changes in public school schedules
affect the spread of respiratory infections, including influenza (the “flu”), pneumonia,
and respiratory failure. Infections of children and teenagers may have spillover effects
on adults and elders, and illness patterns will vary across different geographic areas
and by season. This study developed recent and historical data that can be used to
address such issues by generating a long balanced panel on public school schedules
from July 1, 2010 to March 1, 2021. This data can be linked with infectious disease
information. Because the primary interest is to merge this information with available
data on infection and treatment at the weekly level, our focus is on generating weekly
measures of days in school.
This paper describes our use of web sources of academic calendars to collect school
opening, closing, and vacation dates ranging from 2010/11 to 2020/21 school years
for a large national sample of school districts. We then used these dates in two
ways: We created an original framework to predict school dates for the 2,744 district-
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years, which we were able to obtain actual school schedules. As we gathered data
retrospectively, it was common for data to be unavailable, especially for earlier years.
We then built another framework to predict the remaining 1,931 district-years of
missing data based on more recent and available observed years. Our final dataset
is a balanced panel of eleven academic years of “predicted days in public school”
by week for 425 Metropolitan Statistical Areas (MSAs) and rural areas1 in the U.S.
Our collected sample, and regression-based predictions indicate substantial variations
across time and geography that can be used in future studies to identify the precise
disease pattern variations and how they relate specifically to school opening and
closing decisions.
It is well established that the spread of infectious diseases is closely related to
school opening and closing policies for many infectious diseases. A famous example
was the H1N1 influenza (“swine flu”) pandemic in 2009. Wong et al. (2016) analyzed
the flu data from Hong Kong and found that individual school closures reduced the
peak of H1N1 cases. Brown et al. (2011) showed that Pennsylvania school closings
reduced swine flu rates but caused substantial losses in parental productivity and
increases in childcare needs during the H1N1 outbreak. The study also showed eco-
nomic losses outweighed the cost savings from preventing influenza infection. They
concluded that decision-makers need better information about school closings and
their effects on infection rates to trade off the costs and benefits when making school
closing decisions. Establishing guidelines for school closure is also crucial for policy-
makers. Araz et al. (2012) highlighted the importance of understanding the extent
and severity of infections in order to make informed decisions about school closings
and their duration.
Another strand of literature has studied the reverse relationship: how infections
affect school closings. Kahn (2007) showed that most (but not all) school closure
decisions are made at the school or district level, instead of at the state level in
1Rural areas are referring to the geographic areas outside of MSAs in each state
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the U.S. Only six states indicated that they have the power to close schools when
a certain level of absenteeism rate is achieved. Whether statewide school closure
policies can effectively reduce the spread of influenza is still debatable. Litvinova et
al. (2019) found that, although school closures reduce the contact between students
and school workers, it does not offset the increases in contact between students and
nonhousehold relatives. Sadique et al. (2008) showed that school closures increase
families’ health spending but decrease women’s participation in the workforce. In
addition, school closures increase the families’ overall health costs and exacerbate the
influenza spillover within households. Li and Leader (2007) found that households
with school-aged children have higher health spending and more working days lost.
Therefore, understanding the epidemiological and social impacts of school closures can
help policy makers choose school closure policies more effectively during pandemics.
A final but essential example is the current COVID-19 pandemic, which started in
early 2020 and is still having significant impacts in the U.S. Researchers continuously
study the role of school closings and reopening in COVID-19 transmission despite
its controversy. Keskinocak et al. (2020) analyzed data from Georgia and found
that school closures reduced peak infections. Another study that surveyed the entire
United States demonstrated that school shutdowns related to COVID-19 resulted
in a direct decrease in incidence (Auger et al., 2020). Despite potential confounding
factors, such as nonpharmaceutical interventions (NPIs), these studies have important
implications in understanding the impacts of children’s school activity on the spread
of COVID-19. Using contract tracing data from Salt Lake County, Utah, Lopez
et al. (2020) found evidence that young children (age < 10) in childcare centers
transmitted COVID-19 to caretakers and family members, which was not previously
thought possible. Harris et al. (2021) studied the effect of school opening, closing, and
hybrid learning since the fall of 2020 on COVID-19 hospitalizations. They found that
school reopening did not increase COVID-19 hospitalizations, especially for counties
that had low hospitalization rates. In light of these studies, it is not surprising that
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public health officials and the public have diverse beliefs about the role of children’s
school activities in COVID-19 transmissions. While these early studies are insightful,
it is not always possible to make causal statements about the effect of school shutdown
and reopening on infection rates. This is because public schools’ openings and closings
are often endogenous to local infectious rates. Hence, further investigations on the
impacts of school opening, closing, and vacation on disease transmissions should be
emphasized in order to contribute to officials’ understanding and decision making.
The aforementioned literature shows that school schedules may affect rates of
disease transmission. On the other hand, an increase in infection rates may cause
schools to change their schedule. This paper focuses only on the former topic: how
scheduled school opening and closing dates affect infections. We do not attempt to
document unscheduled closings in response to events such as snowstorms, hurricanes,
earthquakes, fires, and other natural disasters. We neither try to document any
administrative policies,2 nor short term, endogenous changes in school calendars due
to influenza and other infections on deaths of children in a school. Instead, we focus
on documenting differences in school days using the academic calendars of different
school districts across the country. We collected the fall start and end date, spring
start and end date, and the start and end date of fall breaks and spring breaks.3 These
district calendars were planned and posted online before any pandemic or infection
for most of the years we collected. One exception is the academic year 2019/20, in
which schools closed and changed announced schedules nationwide for the spring of
2020 due to the COVID-19 pandemic. In addition, the school calendars of academic
year 2020/21 were also pre-planned, without influences of the recent pandemic during
the collection process. The school day variations that we model in this period are
plausibly exogenous, and variations across time and geography can be used to tease
out the causal effect of school exposure on a diverse set of infectious diseases.
2Administrative policies include, but are not limited to: strikes, school equipment failures, or
budget cuts.
3Not every district have fall breaks and a district can have up to three spring breaks.
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Understanding the contribution of school opening and closing policies to non-
COVID-19 infections in the pandemic era will also be of interest. Despite its impor-
tance, we are not aware of any organized effort to systematically record and archive
public (or private) school schedules across the United States. While several states
have information on state websites, the data available are more commonly decen-
tralized and maintained by individual schools, districts, or local governments. This
paper remedies this issue by collecting dates of the fall semester, spring semester, and
spring breaks from online webpages and calculating weekly school days. Based on the
collected and calculated data, we were able to impute missing spring break duration,
predict missing dates for those districts and year we could not find a calendar. This
information can then be used for future studies.
The rest of this chapter is structured as follows: Section 2.2 describes the collected
sample on school schedules, calculation of weekly school days based on actual dates
in the collected sample. It also summarizes these weekly school days. Section 2.3
elaborates on our prediction models on prediction of different school dates. Section 2.4
presents results on our prediction. Section 2.5 concludes.
2.2 Data
2.2.1 Unit of Observation
There are more than thirteen thousand school districts in the United States. Harris et
al. (2021) ambitiously uses a large subset of school districts in the U.S. for their anal-
yses of COIVD-19 in the academic year 2020-2021. We are not aware of any central
repository where this information is available for all school districts, particularly going
back a decade. Hence, the necessity of collecting our own school schedule arises. The
way we collect school schedule information depends on the insurance claim data and
COVID-19 data we anticipate merging with our school data. The insurance claims
dataset and COVID-19 data set are referring to the IBM MarketScan(r) Commer-
cial Database and COVID-19 Research Database Symphony Claims Dataset. The
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two disease datasets provide MSA and state identifiers.4 For 12 large MSAs, they
also identify the slightly finer metropolitan divisions (MDs). We use the following
method to assign a district to a unique geographic area: use MDs instead of MSAs
if the finer geographic identifier is available; use MSA for other urban areas without
a finer identifier; treat all areas outside of a state’s MSAs as one rural area for each
state. Altogether, we identified 425 areas, which we called “MSA-plus” areas, which
contain all urban and rural areas in the fifty states and Washington DC. We chose to
focus our attention on adequate representations at these levels of geographic aggre-
gation. Therefore, we designed our data collection around the ability to merge our
data at the MSA-plus level.
Using city populations in 2020, we sorted cities from the largest to the smallest
in every MSA-plus and tried to locate the school districts’ schedules in the largest
city. Unfortunately, this was not always possible since about five percent of school
districts do not make their schedule publicly accessible on the internet. In this case,
we were able to identify the school districts in the second-largest city in the same
MSA-plus and use its schedule instead. If the districts’ schedule in large cities was
not available, especially among earlier years, we turned to districts in smaller cities in
the same MSA-plus. In this way, we elected a representative school district for each
MSA-plus in each year.5 We sought to collect data for each MSA-plus by selecting a
school district representative of school districts in the MSA-plus. We also strived to
get the school schedule for the representative district as retrospectively as possible,
emphasizing the inclusion of the 2018-2019 school year because it was the last year
not impacted by the COVID-19 pandemic. The longer panel has its own merits
because there are variations across years in the timing of school openings, holidays,
4To protect patient identity, the IBM MarketScan claim data and COVID-19 Research Symphony
Data do not reveal zip code or county identifier, but allow geographic identification only at the level
of MSA or two-digit zip codes
5As illustrated earlier, the majority of the representative districts are the districts in the largest
cities of that MSA-plus. In some cases, districts in smaller cities are used instead. We use “repre-
sentative school district” to refer to the district chosen for each MSA-plus - year.
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and vacation periods, which helps with identification. A longer time period also
enables us to get larger sample sizes. Initially, we aimed for 15 years, which would
have included the swine flu epidemic of 2009. However, it soon proved difficult to
find schedules for the earliest years. Our final sample comprises school schedules for
the academic year 2010/11 to 2020/21 whenever possible.
2.2.2 Data Entry
The school information was obtained by locating schools’ calendars online and manu-
ally entering data into a database. School schedules generally appear in idiosyncratic
formats, formatting often varies from district to district and from year to year, which
made automated web scraping impossible. The most common format was a pdf or
HTML formatted monthly calendar with dates noted in color or words. In other
cases, information was presented in list form. A growing number of school districts
are using calendar software which required scrolling through multiple years of events
as recorded chronologically. Given the various formats of the schedules, we made the
following simplifying strategies: If the schedule varied by grade, we use the informa-
tion for first-grade students. Younger children are both more interactive and more
susceptible to infections. We ignored recording single-day events, including field trips,
village days, visiting parents at work, and other single school days off. The assump-
tion is that transmission can still occur, but infectivity is generally longer than one
day for most diseases. We ignored teacher training days. These are often shortened
school days rather than whole days off, and school calendars were often imprecise
about whether children attended school. In the vast majority of cases, such days are
solitary irregular days. We chose to ignore them even when two or more occurred
together. We captured every break of two or more consecutive weekdays and include
holidays in the count of school breaks.6 We ignored differences at the end of the
school year for graduating seniors, as implied by our focus on first graders.
6For example, if a district takes five consecutive weekdays off, we would count as nine days
without school (including two weekends)
89
Table 2.1 illustrates the information collected for three school districts and con-
trasts the three types of geographic areas: MSA, MD, and rural areas. For each
school district in our sample, we recorded the school year, state, MSA-plus, zip code,
and the dates of fall start, fall end, spring start, and spring end. For breaks, we
collected the start and end dates for each break. If any school start date fell on the
weekend, the start date was recorded as the following Monday’s date. Conversely,
if any school closing dates fell on the weekend, the school closing date was recorded
as the date of the previous Friday. Other than the information shown in the table,
URL sources were also recorded to enable verification. Beginnings and ends of the
fall and spring terms were denoted by the first and last school day with students in
class, while vacation periods were denoted by the first and last school days students
were not in class.
Data entry for this project began on May 1, 2020, and was completed on October
15, 2020. Because school calendars are generally negotiated (often with unions) and
posted more than a year in advance, the schedules available online reflected routine
or expected calendars, instead of the calendars changed due to COVID-19 for the
academic year 2019-2020. We also found this to be true for 2020 - 2021: most
schools posted their previously scheduled calendar, not the modified calendar in light
of COIVD-19. We separately recorded the statewide COVID-19 closing dates with
the URL announcement. When we finished our data collection, most states had still
not reopened, and the posted calendars still reflected the negotiated schedules and
intended calendars prior to COVID-19. Our data captures the intended calendars,
which did not reflect dates when schools switched over to virtual classes or hybrid
learning. These intended dates are helpful because the information is closer to the
usual calendar schedule and can be used in regression models to predict dates in other
years. Separate sources can be used to track the actual schedule from Spring 2020
through 2021 when modeling the effects of hybrids learning and school reopening.
Despite many efforts, we could not track down school calendars for all school
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districts going back eleven years. Figure 2·1 shows the sample completeness of our
collected school calendar data by census region. The figure reveals a considerable
drop in data availability after tracking back six years. There are some variations
in data completeness among regions, but not in a uniform way. The West starts
with high availability in recent years but falls short in earlier years. The Northeast
has the highest completeness for the academic year 2017/18 and 2015/16 among all
regions but was surpassed by the Midwest in earlier years. The Midwest has better
completeness in earlier years. Figure 2·2 illustrates the fall school start months in
our collected sample. The bars show the fraction of all districts with the date of fall
start contained in that month. The starting dates range from early July through the
second week in September. An overwhelming majority of districts start in August
across years, and very few districts start early in July. Also relevant is that there is
no noticeable trend in the month in which school starts. Figure 2·3 illustrates the
fall school start weeks, in which the first week is the week containing July 1.7 The
bars show the fraction of all districts with the date of fall start contained in that
week. Consistent with Figure 2·2, most districts start their fall term in week six to
ten across years. Meanwhile, a very small number of districts have early start in the
first four weeks. Again, there is no obvious time trend in the week in which school
starts.
Having the collected data in hand, we proceed with the calculation of actual weekly
school days.8 A week is defined as seven days starting from January 1, regardless of
the day of the week it falls on.9 Weekends, national and state holidays were taken into
account by adjusting actual weekly school days in each year and state. In addition to
7To adjust the calendar year to academic year, we re-indexed the weeks and the re-indexed week
one contains July 1. This is because July 1 precedes the earliest starting date of the fall term and
the latest ending date in the spring among all district-year. All figures and tables are generated
based on these re-indexed weeks.
8We have actual dates for school districts in our collected sample. We calculated weekly school
days using these actual dates and call it “actual school days”
9For example, week one comprises of January 1 to January 7, and week two comprises of January
8 to January 14 so on and so forth. Week 52 includes eight days in nonleap years and nine days in
leap years.
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calculating the actual weekly school days from collected data, we also calculated the
duration of the fall term, spring term, and the number of days between spring start
and spring break one for the prediction models. We define nearby districts of the
representative school district as those districts sharing the same two-digits zip code.
This is because two-digits zip codes capture a smaller geographic area than a state,
and MSA/MD does not define geographic proximity.
2.2.3 Summary Statistics
Our final data set contains data from 489 school districts, spanning 425 MSA-plus ar-
eas. Out of the 425 MSA-plus areas, 375 are MSA/MD areas, and fifty are in different
states’ rural parts. The collected dataset contains school schedules for academic years
from 2010-2011 to 2020-2021. The date information collected were used to examine
school opening, closing, and vacation periods. Results indicate substantial variation
across time and geography. The average starting and ending dates are summarized
in Table 2.3, along with their standard deviations in days. On average, the fall term
starts around August 23 and ends by December 19 of each year. The spring term
starts on January 3 and ends on June 4, with the first spring break starting on March
27. There are more variations of the fall start dates than fall end dates and spring
start dates since most of schools end their fall term before Christmas and reopen after
New Year’s Day. There are also significant variations at the end of a school year and
in the spring breaks’ timing. These variations across years and districts will give us
the identification for using variations in school schedules to explain infection patterns.
After examining the dates, we calculated actual weekly school days, which are
summarized in Table 2.2. Week twenty-six or twenty-seven contains Christmas as
shown by the mean school days dropping significantly compared to a typical week.
The drop in average weekly school days in week twenty-seven or twenty-eight reflects
the end of winter break.10 The three spring breaks are shown in the decreased weekly
10The spring start dates of most districts are the first weekday after January 1
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school days in week twenty-nine, thirty-three, thirty-nine, and forty.11 Figure 2·4
illustrates Table 2.2 graphically. Deriving from the collected sample, Figure 2·4 shows
the actual average weekly school days with 95 percent confidence intervals in all MSA-
plus for eleven years. The graph shows a slightly bigger confidence interval around
Thanksgiving (week twenty-one and twenty-two) and the weeks containing spring
breaks (week thirty-seven to forty-two).
Figure 2·5 takes three districts and shows their calculated weekly school days from
actual school dates for every year.12 The three graphs demonstrate stable school
schedules across years: the curves’ horizontal shifts reflect the change of yearly calen-
dars. The top graph of Figure 2·5 shows the weekly school days of Cambridge Public
School in Cambridge, Massachusetts, with some missing earlier years. Cambridge
public school starts its fall terms relatively late - not until week nine. The district
also has two spring breaks and ends its school years relatively late. The middle graph
of Figure 2·5 illustrates the same school days for Socorro Independent School District
in El Paso, TX. Socorro Independent School District has a relatively early start for
its school years (in week three) and has one spring break but ends its school early
(in week forty-nine). For Des Moines Independent Community School District in Des
Moines, IA, we could not find their calendar for all five earlier years. Des Moines
starts its school year relatively early (in week five), has three spring breaks, and ends
its school year as late as week 52.
11Even though the spring breaks usually span through multiple days, drops in mean weekly school
days are about one day in the four weeks. This is because different districts take spring breaks
at different times. Meanwhile, the spring break arrangement differs widely among districts: some
districts do not even have spring breaks, the majority of the districts have one, and very rarely, a
district has three.
12We choose these three districts because they represent other districts in their region. Cambridge
Public School starts its fall and ends its spring late with two breaks. Socorro Independent School
District starts its fall ends its spring early with shorter breaks. Des Moines Independent Community




Our goal is to predict the dates of openings, closings, and vacations for all MSA-
plus-years. The purpose of predicting the dates in our collected data is to assess the
model performance. The purpose of predicting the dates on missing MSA-plus-years
is to impute the missing data and create a balanced panel. We explored different
prediction models as illustrated in Table 2.4. We tried to predict the fall start date,
and the model in column (1) includes only whether the most recent available leading
fall start date is before August 26, MSA-plus fixed effects, and academic year fixed
effects. The lead variable is the fall school start date in the next available future
year. The variable last lead before August 26 equals one if the district starts its fall
term earlier than one week before Labor Day in the next available future year. This
variable is meant to capture the effect of fall start date before or after Labor Day. If
the leading outcome variable is before August 26, then the current year’s fall start
date will be 5.84 days earlier, on average. Column (2) of Table 2.4 adds the leading
outcome variable to the specification in column (1), and a one-day delay in the fall
school start in the next future year will postpone the fall start date of the current
year by 0.37 days. Column (3) adds the last available lag of the outcome variable,
and both the lead and the lag are statistically significant predictors of the current fall
start date. The last column of Table 2.4 adds the average fall start date among nearby
districts, where nearby districts have the same two-digit zip code as the district we
predicted. The full specification in column (4) improves the prediction accuracy by
reducing the root mean square error from 9.477 to 7.967.
In addition to predicting the fall start date, we also built prediction models to
predict fall school end date, spring start date, spring end date, and spring break one
start date as shown in Table 2.5. The models are built upon collected data, and we
generated the lead, lag, and nearby district average in the same manner as in Table
94
2.4. We also generated the fall and spring term duration, and the duration of three
spring breaks, by subtracting the start date from the end date. Column one of Table
2.5 just repeats column (4) of Table 2.4. To predict the fall end date, we add the
fall term’s duration on top of the full specification in column one. The fall school
length equals the number of days between the fall start date and fall end date. One
additional day in the fall term will delay the fall end date by 0.07 days. The relatively
small effect of the fall duration is because, hypothetically, the last school day before
Christmas is December 24. To predict the spring school start, we use the same
specification as predicting fall school start. The only difference is the next available
leading, and lagging outcome variables do not have significant prediction power. This
is because most of the districts start their spring term on the first weekday after New
Year’s Day. To predict the starting date of the first spring break, we add the days
between spring start and spring break one as a predictor. One more day of delay
in spring break one will postpone the spring break one start date by 0.8 days, on
average. Not every MSA-plus-year has a spring break; hence, the sample size for
prediction is slightly smaller than other school dates’ prediction. In the last column
of Table 2.5, we follow the same framework as predicting the fall end date. The only
change is using the length of the spring term instead of the fall term. In our collected
data, the spring school end dates are relatively stable across years; hence, the lead
and lag outcome variables do not significantly predict power.
2.3.2 Imputation
Table 2.5 only shows predictions for spring break one start date for all three spring
breaks. The majority of the school district-years have at least one spring break, and
its timing is relatively stable across years. The same is not true for spring break
two dates, which are more variable and many districts did not have a spring break
two. Furthermore, the frequency of spring break three dates was even lower in our
sample, and limiting the usefulness of a regression predictive model. Therefore, for
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the missing start dates of spring breaks two and three, we used the mean dates for
those breaks in the same MSA-plus in the collected sample. In addition to the start
dates of the two spring breaks, we also imputed the duration of spring break two and
three by the next available lead in missing MSA-plus-year.13 Once all missing data
in all three spring breaks were either predicted or imputed; we proceeded with the
calculation of spring break end dates by adding the duration onto the start dates. We
also imputed using the mean value in the same MSA-plus for the missing duration of
fall and spring terms in an MSA-plus-year. We also used the mean value in the same
MSA-plus to impute the missing number of days from spring start to spring break
one.
2.4 Results
So far, we have predicted and imputed all dates of fall and spring terms and spring
breaks for both collected and missing MSA-plus-years. Figure 2·6 compares the actual
and predicted fall start dates for three school districts. In the top graph, the actual
fall start date of Cambridge Public School are missing for the academic years 2010/11,
2011/12, 2013/14 and 2014/15. For the years we have collected data, the predicted
weekly school dates are close to the actual weekly dates, except the outlier in 2020/21.
The middle and bottom graphs of Figure 2·6 depict the same comparison of districts
in El Paso, TX and Des Moines, IA. Figure 2·7 and Figure 2·8 also contrast the
actual and predicted fall end dates and spring start dates for the same three districts.
The difference between actual and predicted dates in Figure 2·7 and Figure 2·8 are
relatively smaller than Figure 2·6. Part of the reason for this improvement is that
the fall end date and spring start date tend to have less variations than the fall start
date. Many districts end their fall term by the last Friday before the Christmas week
and start their spring term by the first weekday after New Year’s Day. Figure 2·9
13For an MSA-plus, if the lead duration of spring break two and three are not available, then we
use the last available lag.
96
shows the same comparison for the three districts’ spring end date. For the academic
years we collected dates, the predicted dates are, at most, three days apart from the
actual dates.
Based on the predicted school dates, we proceeded with the calculation of pre-
dicted weekly school days.14 For this analysis, the predicted weekly school days were
derived from the predicted school dates, regardless of whether we had collected data.
Figure 2·10 compares the actual and predicted weekly school days in the academic
year 2018/19. We chose this year because it is the last year before the impact of the
COVID-19 pandemic, and we have collected data for all three districts for compar-
ison. The top graph of Figure 2·10 shows the predicted weekly school days are the
same as the actual weekly school days for Cambridge Public School, and the reasons
are as the following: The one-day difference in predicted fall start date of 2018/19 in
the top graph of Figure 2·6 would not matter because both August 4 and August 5
fall on the same weekend. Even though the predicted fall end date is one day later in
2018/19 than the actual fall end date in the top graph of Figure 2·7, the predicted fall
end date of December 21 falls on a weekend. We do not count weekends for weekly
school days. As a result, the predicted spring start and end date of 2018/19 in the
top graph of Figure 2·8, and Figure 2·9 are the same as the actual dates. In addition
to Cambridge Public School, Figure 2·10 also shows the calculated weekly school days
for districts in El Paso, TX and Des Moines, IA. Prediction of the weekly days differ
by at most only one to two days from the actual for both districts.
In addition to summarizing weekly school days of individual districts, we also
summarized the annual school days by region across years in Figure 2·11. Annual
school days were aggregated from the weekly school days, and then we took an average
of these annual weekly days across all eleven years for each region. Figure 2·11
conveys three main perspectives of our prediction: First, the predicted average annual
school days are very close to the actual average annual school days. Second, the 95
14The predicted weekly school days should be distinguished from the actual weekly school days,
which is calculated from actual school dates in our collected sample.
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percent confidence intervals of the predicted average annual school days are close to
the Northeast and Midwest regions’ actual average annual school days and slightly
smaller for the South and West. Third, the predicted average annual school days
maintain the regional variations of the actual average annual school days. Based on
the actual average annual school days, the Midwest has the least school days and the
Northeast has the most among all regions. The same pattern is observed using the
predicted average annual school days.
In addition to snapshots of weekly school days in a single academic year for indi-
vidual districts, we also summarized the weekly school days across all years. Figure
2·12 shows the average weekly school days for all MSA-plus and all years. The red
curve shows the actual average weekly school days based on the collected sample. The
curve of “predicted within sample” is the part of the predicted average annual school
days for which we have actual average annual school days. The grey dashed curve is
the part of the predicted average annual school days for which we do not have actual
average annual school days. The purpose of juxtaposing actual and within-sample
predictions is to assess the within sample predictions’ performance. The purpose of
comparing the out-of-sample prediction and within-sample prediction is to check the
out-of-sample validity of the prediction model. The actual and within-sample predic-
tions are almost identical. The within-sample and out-of-sample differences can be
partially attributed to the underlying sample. Recall in Figure 2·1; samples are rela-
tively complete in later years than earlier years. This means most of our out-of-sample
predictions are in earlier years, and the within-sample predictions are concentrated on
more recent years for each MSA-plus. Hence, the discrepancies between the within-
sample prediction and out-of-sample prediction may reflect the calendar’s shifts. 15
We also summary the school days on a monthly level in Figure 2·13 starting with
January as month one. The monthly figure also shows the accuracy of our within-
15An example of a shift in the calendar itself is on the spring start date. For the academic year of
2015-2016, the earliest date a district can start is January 4 because the New Year Day falls on a
Friday, and January 2 and January 3 are on the weekend. In contrast, for the academic year 2019 -
2020, a district could start on January 2 because New Year’s Day is a Monday.
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sample prediction and the stability of out-of-sample predictions. The monthly school
days might be useful when modeling infectious disease patterns at the monthly level.
2.5 Conclusion
This study collected school schedules for representative school districts in all MSAs
and each state’s rural area in the U.S. Also, the dates schools shut down due to the
COVID-19 pandemic were also recorded. We summarized school opening and closing
date patterns for the collected data. The Northeast and Midwest have the longest
and shortest annual school days. Schools in the West usually started and ended fall
semesters and spring semesters earlier, and schools in the Northeast tended to start
and end both semesters later. We have also shown the school opening and closing
pattern across time, from the academic year 2010-2011 to 2019-2020. Furthermore,
this study also imputed the dates for missing academic years in each MSA using
regression-based prediction models. School dates can be accurately predicted by the
date in past and future years of the same district and nearby district dates. Weekly
and monthly school days were derived based on the predicted and actual school dates.
The end product is a balanced panel of 425 MSAs over eleven years. For future studies,
school opening patterns will be useful for analyzing infectious disease patterns at the
level of MSAs and two-digit zip codes.
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Figure 2·1: Data Completeness of Collected Sample
Note: For each MSA, we collect school schedules from academic year 2010/11 to 2020/21. More data are collected
for later academic years than earlier years.
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Figure 2·2: Months of School Opening
Note: Graph shows month of fall school opening across years based on actual school dates in our collected sample.
Majority of the school districts start by August.
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Figure 2·3: Week of School Opening
Note: Graph shows week of fall school opening across years based on actual school dates in our collected sample..
Week = 1 for the week containing July 1.
102
Figure 2·4: Average Weekly School Days 2010 - 2021
Note: Graph shows average weekly school days and 95 percent confidence interval across all eleven academic years
based on collected sample. N = 2,744. Week = 1 for the week containing July 1. Week 21 or 22 are the weeks
contain Thanksgiving. Week 26 or 27 are the weeks contain Christmas. Week 33, 39 and 40 are the weeks contains
spring breaks.
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Figure 2·5: Calculated Weekly School Days Using Actual School
Dates 2010 - 2021
Note: Graphs show calculated weekly school days of all eleven academic years for three school districts. Week = 1
for the week containing July 1. Weekly school days are calculated from the actual school dates in the collected
sample. Years with missing data are not included.
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Figure 2·6: Actual and Predicted Fall Start Dates
Note: Graphs show actual and predicted fall school start dates for three school districts. Actual fall school start
dates come from collected data and they are missing for some earlier years. Predicted fall school start dates are
predicted dates from prediction models.
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Figure 2·7: Actual and Predicted Fall End Dates
Note: Graphs show actual and predicted fall school end dates for three school districts. Actual fall school end dates
come from collected data and they are missing for some earlier years. Predicted fall school end dates are predicted
dates from prediction models.
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Figure 2·8: Actual and Predicted Spring Start Dates
Note: Graphs show actual and predicted spring school start dates for three school districts. Actual spring school
start dates come from collected data and they are missing for some earlier years. Predicted spring school start dates
are predicted dates from prediction models.
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Figure 2·9: Actual and Predicted Spring End Dates
Note: Graphs show actual and predicted spring school end dates for three school districts. Actual spring school end
dates come from collected data and they are missing for some earlier years. Predicted spring school end dates are
predicted dates from prediction models.
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Figure 2·10: Calculated Weekly School Days Using Actual School
Dates of Academic Year 2018 - 2019
Note: Graphs show actual and predicted weekly school days of three school districts of academic year 2018 - 2019.
Actual weekly school days are calculated from collected school dates. Predicted weekly school days are calculated
from predicted school dates. Actual school dates are available for all three school districts in the collected sample.
Week = 1 for the week containing July 1.
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Figure 2·11: Actual and Predicted Average Annual School Days by
Region
Note: Graph shows actual and predicted average annual school days and 95 percent confidence intervals by region
using for eleven academic years. Actual average annual school days are calculated from school dates in the collected
sample. Predicted annual school days are calculated from predicted school dates. Regional variations are large: the
Midwest has approximately 4.5 less school days than the Northeast in a year on average.
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Figure 2·12: Actual, Within-sample Prediction and Out-of-sample
Prediction of Average Weekly School Days
Note: The graph shows actual average weekly school days, calculated from actual school dates in collected sample,
for all eleven academic years. The graph also shows the predicted average weekly school days for those district-year
we have collected school dates (within-sample prediction). The grey dash curves shows the predicted average weekly
school days for those district-year we do not have actual school dates collected (out-of-sample prediction). Week = 1
for the week containing July 1.
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Figure 2·13: Actual, Within-sample Prediction and Out-of-sample
Prediction of Average Monthly School Days
Note: The graph shows actual average monthly school days, calculated from actual school dates in collected sample,
for all eleven academic years. The graph also shows the predicted average monthly school days for those
district-year we have collected school dates (within-sample prediction). The grey dash curves shows the predicted
average monthly school days for those district-year we do not have actual school dates collected (out-of-sample
prediction). Month = 1 for the month containing July 1.
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Table 2.1: Data Entry Examples for Three School Districts
School District Anchorage School District Cambridge Public School Grass Valley School District
Academic Year 2020 - 2021 2019 - 2020 2020 - 2021
State AK MA CA
Geographic Type MSA MD Rural
MSA-plus Name Anchorage, AK Cambridge-Newton-Framingham, MA Rural Area, CA
MSA-plus Code 0511260 2515764 0699999
District Zip Code 99501 02141 95945
Fall School Start Date 08/20/2020 09/03/2019 08/20/2020
Fall School End Date 12/17/2020 12/20/2019 12/18/2020
Spring School Start Date 01/04/2021 01/02/2020 01/04/2021
Break 1 Start Date 03/08/2021 02/17/2020 02/12/2021
Break 1 End Date 03/12/2021 02/21/2020 03/29/2021
Break 2 Start Date 04/20/2020 04/02/2021
Break 2 End Date 04/24/2020
Break 3 Start Date
Break 3 End Date
School Year End Date 05/20/2021 06/17/2020 06/11/2021
Additional Breaks
School Close by COVID (2020) 04/09/2020 04/21/2020 04/01/2020
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Table 2.2: Summary Statistics of Calculated Weekly School Days
Variable Mean Std. Dev. Min Max
Week 1 .000 .000 0 0
Week 2 .000 .000 0 0
Week 3 .004 .105 0 4
Week 4 .027 .319 0 5
Week 5 .163 .753 0 5
Week 6 .727 1.572 0 5
Week 7 1.760 2.153 0 5
Week 8 2.921 2.285 0 5
Week 9 3.648 1.841 0 5
Week 10 4.087 .822 0 5
Week 11 4.972 .244 0 5
Week 12 4.973 .161 4 5
Week 13 4.816 .449 2 5
Week 14 4.912 .452 0 5
Week 15 3.892 .510 0 4
Week 16 4.900 .437 0 5
Week 17 4.978 .167 3 5
Week 18 4.915 .301 1 5
Week 19 4.372 .507 2 5
Week 20 4.585 .494 3 5
Week 21 3.620 1.327 2 5
Week 22 3.352 1.335 1 5
Week 23 4.998 .081 2 5
Week 24 4.991 .154 1 5
Week 25 3.447 1.372 0 5
Week 26 .031 .174 0 1
Week 27 2.615 1.447 0 5
Week 28 4.925 .412 0 5
Week 29 3.910 .293 2 4
Week 30 4.988 .142 2 5
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Table 2.2: Summary Statistics of Calculated Weekly School Days
Cont’d
Variable Mean Std. Dev. Min Max
Week 31 4.993 .117 2 5
Week 32 4.968 .237 1 5
Week 33 3.987 .842 0 5
Week 34 4.462 .957 0 5
Week 35 4.867 .534 0 5
Week 36 4.807 .704 0 5
Week 37 4.204 1.529 0 5
Week 38 4.099 1.568 0 5
Week 39 3.732 1.625 0 5
Week 40 3.904 1.714 0 5
Week 41 4.440 1.149 0 5
Week 42 4.382 1.307 0 5
Week 43 4.796 .716 0 5
Week 44 4.977 .191 2 5
Week 45 4.934 .316 0 5
Week 46 4.945 .421 0 5
Week 47 3.962 1.287 0 5
Week 48 2.591 2.058 0 5
Week 49 1.820 2.230 0 5
Week 50 .828 1.696 0 5
Week 51 .259 .984 0 5
Week 52 .032 .293 0 5
N = 2,744
Actual Weekly school days are calculated based on actual
school dates in our collected sample
Week = 1 for the week containing July 1.
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Table 2.3: Summary Statistics of Predicted School Dates
Variable Mean Std. Dev. Min Max
Fall School Start August 21 10.361 July 17 September 17
Fall School End December 19 1.997 December 11 December 24
Spring School Start January 4 2.248 January 2 January 17
Break One Start March 18 18.406 January 12 April 28
Spring School Start June 2 9.742 May 2 June 30
Standard deviation in days
Table 2.4: Prediction Models for Fall School Start Dates
Outcome Fall School Start
Variable (1) (2) (3) (4)
Last Lead -5.84*** -1.90** -2.03** -0.25
before Aug 26 (0.781) (0.942) (0.937) (0.803)






Academic Year FE Y Y Y Y
MSA-plus FE Y Y Y Y
Root MSE 9.477 9.372 9.321 7.967
N 2,744 2,744 2,744 2,744
* p < 0.1; ** p < 0.5; *** p < 0.01
Last lead before Aug 26: the leading outcome variable is before Aug 26
Lead: the outcome variable in the immediate future year
Lag: the outcome variable in the immediate prior year
Nearby District: average school dates in the school districts with
the same two-digits zip code
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Table 2.5: Prediction Models for Observed School Dates
Outcome Fall School Fall School Spring School Break Spring School
Variables: Start End Starts One Starts End
Lead .23*** .28*** .15 - .02 .02
(0.043) (0.101) (0.098) (0.018) (0.040)
Lag .14*** .33*** .04 .01 .04
(0.046) (0.097) (0.095) (0.017) (0.038)
Average of .85*** - .27*** .85*** .35*** .70***
Nearby Districts (0.029) (0.012) (0.034) (0.023) (0.031)
Length of Fall School .07**
in Days (0.034)
Days between Spring .80***
Start & Spring Break 1 (0.020)
Length of Spring School .60***
in Days (0.039)
Academic Year FE Y Y Y Y Y
MSA-plus FE Y Y Y Y Y
Adj. R-square .999 .999 .999 .999 .999
Root MSE 7.967 7.536 7.458 8.127 7.589
N 2,744 2,744 2,744 2,712 2,744
* p < 0.1; ** p < 0.5; *** p < 0.01
Lead: the outcome variable in the immediate future year
Lag: the outcome variable in the immediate prior year
Nearby District: average school dates in the school districts have the same two-digit zip code
Fall school length = fall school end date - fall school start date
Spring school length = spring school end date - spring school start date
Days between spring starts and spring break One = spring break 1 start date - spring school start date
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Chapter 3
Is Intergenerational Transmission of
Human Capital One-Way? Evidence from
the Union Army Veterans and Their
Children
3.1 Introduction
Over the past century, life expectancy at birth rose dramatically in the United States,
especially during the second half. The overall increase is not only due to an increase
in life expectancy at birth but also an increase at later ages (Kinsella, 1992). There
are many factors contributing to the long-run decline in mortality, including increases
in GDP per capita (Brenner, 2005), public health interventions (Bleakley, 2007), and
education (Deaton et al., 2007). Over the 20th century, average educational attain-
ment in the US has increased substantially due to the massive increase in secondary
schooling during the “High School Movement” (Goldin and Katz, 2008). There is a
substantial literature linking rising educational attainment to longer life expectancy
– educated people live longer (Lleras-Muney (2005), Cutler and Lleras-Muney (2006),
Eide and Showalter (2011)).
This chapter investigates a different causal link between educational attainment
and life expectancy – parents of better-educated children live longer. Children with
more human capital investments will have more knowledge about health and pass
this knowledge along to their parents. Another possibility is that better-educated
children might provide more financial support for their parents. This is the reverse of
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the usual pattern of intergenerational transmission of human capital, which is from
parents to children. Recent studies of developing economies support this hypothesis
(De Neve, Jan-Walter and Fink (2018), Lundborg and Majlesi (2018)). Nevertheless,
to investigate this possibility for the United States, it is necessary to have intergen-
erational data linking the educational attainment of children to the length of life of
their parents. Such data has not existed until recently, with the availability of the
Veteran’s Children’s Census (VCC) component of the Union Army(UA) data set.
In addition to the unique data, it is also necessary to have an identification strategy
to measure the causal effect of child’s schooling, because such schooling is endogenous.
Wealthy parents might be more able to invest in their children’s education. On the
other hand, wealthy parents have better health and live longer (Deaton, 2002). To
overcome the endogeneity bias, I will follow a strategy used in recent work (Clay et al.,
2016) to instrument children’s education by their required years of schooling, based on
a person’s exposure to compulsory schooling, child labor, and continuation school law.
These laws effectively increase educational attainments exogenously (Lleras-Muney,
2002).
Exploiting variations of schooling requirements over time and across states im-
posed by these laws, this paper estimates the effect of children’s human capital ac-
cumulation on parental outcomes. Specifications are used to account for differential
time trends across states and regions by father’s birth states. The first stage re-
gression shows a statistically significant increase in actual years of schooling among
veterans’ children due to the passage of these laws for various measures of children’s
education. I estimate that the laws increase schooling by around 0.082 to 0.127 years,
similar to previous estimates (Clay et al., 2016). Effects on parental health outcomes
are estimated using both the OLS and instrumental variables (IV) estimation. My
findings are suggestive. While OLS regressions suggest little or no links between chil-
dren’s schooling and parental longevity, 2SLS estimates are positive and significant
in some specifications on father’s longevity and survival to specific ages. The results
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are suggestive and need further work, because of weak instrument bias.
This paper contributes to the body of literature on the intergenerational transmis-
sion of human capital. Using compulsory schooling reforms as an IV, Stella (2013)
finds a large causal relationship between parents’ and children’s education among
European countries. Using a twin design, Lundborg and Majlesi (2018) finds better-
educated parents increase their male decedents’ cognitive and non-cognitive skills
among Swedish military personnel. Intergenerational transmission of human capital
is not only manifested in skills but also health and health behaviors. Currie and
Moretti (2003) shows a causal relationship between mother’s education and infant
health, as well as the reduction in smoking after children grown up.
This paper also contributes to the literature on the effect of school attendance
laws on schooling and returns to schooling. Early literature finds that compulsory
education laws did not contribute to the increase in enrollment from 1880 to 1910
(Landes and Solmon, 1972). Eisenberg (1988) finds the important role of attendance
level and per-child school expenditure in the passage of the compulsory schooling laws
from the 1870s to 1910s. Margo and Finegan (1996) finds positive but insignificant
effects of compulsory attendance laws when comparing reported school attendance in
the census of younger and older fourteen-year-olds in states with and without laws in
1900, positive and significant effects in six states that also had strong child labor laws.
For the 1901 to 1925 birth cohort, the legal requirement of school attendance for one
more year increased educational attainments by five percent (Lleras-Muney, 2002).
Clay et al. (2016) find laws passed after 1880 had significant effects on enrollment
and attendance and laws passed after 1890 had significant effects on enrollment,
attendance, and educational outcomes. In another paper, they find early compulsory
schooling laws significantly increased completion of six, seven, and eight years of
education (Clay et al., 2012)
The paper is organized as follows: Section 3.2 provides backgrounds of the Com-
pulsory Attendance Law, Child Labor Laws, and Continuation Schooling Laws, as
120
well as the Civil War veterans and their children. Section 3.3 includes information
about the Union Army dataset, data construction on the veteran’s military informa-
tion and health conditions, and veterans’ children’s required years of schooling. Then
section 3.4 proceeds with the empirical method followed by the discussion section.
Section 3.5 shows some empirical results. Section 3.6 summarizes the findings and
concludes the paper.
3.2 Background
3.2.1 Life Expectancy and Education
Life expectancy is the expected years of life remaining applying current age-specific
death rates to predict the future survival of a specific birth cohort (Shrestha, 2005).
For example, the life expectancy at birth was 48.3 years in the United States circa
1900 (Kinsella, 1992). This means a newborn is expected to survive until 48.3 years
old on average. Life expectancy at birth increased from 49.2 years in the first decade
of the 20th century to 75.4 years in the last decade of last century (Shrestha, 2005).
The long-term upward trend is also observed in life expectancy at older ages. For ex-
ample, life expectancy at age sixty-five was twelve years in 1900 and steadily increased
to approximately nineteen years by the year 2000 (Eggleston and Fuchs, 2012). The
increase in older age life expectancy will accelerate population aging, increase la-
bor supplies of the elderly, and increase the reliance on government transfers among
retirees.
Not only has life expectancy of all ages increased dramatically during the twentieth
century in the U.S., but also education in the same period. The U.S. expanded
its education by mass secondary schooling, followed by establishing a flexible post-
secondary education system (Goldin and Katz, 2009). Years of education at age 35
increased from the ninth grade in 1900 to above fourteen years around 1980 in an
almost linear manner among the native born (Goldin and Katz, 2009). By the end of
the first decade of the twentieth century, less than ten percent of teenagers graduated
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from high school, and the number increased to fifty percent by 1940 - the end of “high
school movement” (Goldin and Katz, 2001).
The increase in life expectancy and education during the last century might not be
coincidental. There is an extensive literature showing a positive relationship between
education and health. During the second half of the twentieth century, education is
among the strongest predictors of life expectancy to explain between-country dispar-
ities (Jasilionis and Shkolnikov, 2016). Education explains not only the cross-country
differentials but also within-country disparities. Meara et al. (2008) finds that the
life expectancy at age twenty-five of Americans with some college education increased
from the 1980s to 2000s, while those who have high school education or less decreased
during the same period. Differentials of life expectancy by education also are evident
between men and women. A recent study shows that between 1991 and 2005, about
a quarter and more than 85 percent of life expectancy widening can be attributed
to the change in education for White women and men age twenty-five to eighty-five,
respectively (Hendi, 2015).
The aforementioned literature raises the hypothesis that better-educated chil-
dren might provide information and knowledge that would enable their parents to be
healthier and live longer. Using Swedish compulsory schooling reform in the 1950s and
1960s, Lundborg and Majlesi (2018) finds female schooling affects fathers’ longevity,
especially those from the low socioeconomic background. Another recent piece of
literature explores the human capital variation created by the 1974 Tanzania edu-
cation reform and finds that each additional year of primary schooling of children
resulted in a 0.8 percentage point reduction in the paternal death and 3.7 percentage
of maternal death (De Neve, Jan-Walter and Fink, 2018). The recent literature in
development economics in favor of the hypothesis motivates this study in the context
of the historical U.S. It has not been previously investigated because the necessary
data did not exist.
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3.2.2 Compulsory Attendance Laws, Child Labor Laws and Continuation
Schooling Laws
The passage and enactment of compulsory attendance laws varied across different
states. Massachusetts was the first state which enacted a compulsory schooling law
in 1852. Mississippi was the last state, did not pass its law until 1918 (Katz, 1976).
The initial law usually states an age a child has to attend school (usually eight years
old), an age a child can withdraw from formal schooling (usually fourteen years old),
and a minimum number of years one has to attend. Subsequent amendments either
increase or decrease the entry and exit ages over time. Enforcement of these laws
varied among different school districts in a state, including fines or termination of
parental rights who refused to send their children to school. Exemptions of the law
include child suffering severe injury, poverty, distance from the nearby school, among
other reasons.
Compulsory attendance laws were usually complimentary with child labor laws,
which specifies the number of hours a child is allowed to work and the earliest age a
child can start working before the exit age if a child has already attended for certain
years or is literate. Initially, children were not allowed to work before turning fourteen
years old and able to work a limited number of hours from age fourteen to sixteen.
Most states raised the minimum age restriction over time. Enforcement of the child
labor law was not strict, especially in rural areas. Young boys, some of them were
under age fourteen, were employed in mines and breaking up coal (Hindman, 2016).
Continuation schooling law imposed a requirement of part-time school attendance for
those child workers. It required children to continue with schooling until a certain age
(usually sixteen to eighteen) and exempted children with certain years of attendance,
ranging from elementary school equivalence to ten years.
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3.2.3 Civil War Veterans and Pension System
The Civil War was fought between the eleven southern Confederate states and 23
northern Union states from 1861 to 1865. Slavery was prevalent in both the south
and the north in the early nineteenth century. However, it was more concentrated in
the agricultural South than the industrialized North. Slaves were working mainly as
farm laborers in an efficient gang system on plantations. The northern abolitionists
viewed slavery as immoral, and this threatened the South. Some Union Army soldiers
were drafted voluntarily, sometimes brothers joined the Union together, and others
were involuntary with compensation in the form of a bounty. The Confederate Army
surrendered to the Union Army after four years of brutal battles.
The Civil War pension system is the first full-fledged pension system developed in
the United States and served as the prototype of the Social Security System today.
In its peak, pension expenditures covered veterans, widows, and dependent children
accounted for more than 35% of the budget of the federal government. The General
Law of 1862 was the first pension law which only granted pensions to veterans whose
disability was incurred as a direct consequence of military duty or developed afterward
from causes directly traced to injuries received or diseases contracted while in military
service (Glasson, 1918) regardless of his labor force participation and income. The
amount of each pension depended upon the veteran’s military rank at discharge and
type and severity of the health issue or disability.
The 1890 Act expanded eligibility to veterans who were disabled and incapable of
manual labor even the disability was not directly related to the war. It marked the
beginning of a universal disability and old-age pension program (Costa, 1995). UA
veterans just had to serve more than ninety days and were honorably discharged to be
eligible for a pension. The number of pensioners on the pension rolls were more than
doubled within one year of passage of the Act (Costa, 1995) and the total expenditure
increased tremendously. The last main change to the pension laws was in 1907, when
old age was recognized as a disability. The amount of benefit depended on the age
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of the applicant. The Pension Bureau instructed the examining surgeons to grant a
minimum pension to all men at least 65 years old unless they are unusually vigorous.
But if the applicant could claim a specific disability, then he might be entitled to a
pension larger than that granted for age alone (Costa, 1995).
3.3 Data
3.3.1 Union Army Dataset
The Veterans’ Children’s Census (VCC) data set1 is a collection of census and death
information for Union Army veterans, their spouses, and children. The VCC data set
covers veterans’ parents, veterans themselves, their brothers/sisters, cousins/siblings,
children, children’s spouses, and veterans’ grandchildren for each decennial censuses
from 1850 to 1940. The primary variable of interest, years of completed schooling
of veteran’s children, comes from the 1940 census. The veterans’ primary outcome
variable, total years lived, is calculated from the birth and death year in VCC. Death
date comes from death record, obituary, and cemetery information. Birth year is
calculated from the age at different census years. Meanwhile, VCC also includes
various controls of personal characteristics, such as occupational score, marital status,
homeownership, etc. The VCC dataset provides a unique opportunity to study the
effect of children’s schooling on parental health because it links veterans with their
children over time.
The Military dataset (MIL) contains both war-time records and veterans’ pension
applications after the war. The military dataset also contains the initial rank when a
recruit was mustered in, which is a good approximation of his socioeconomic status
before the war. For example, the majority of the Blacks, even though they were
free Blacks from the North, were enlisted as private. Another important piece of
information in the MIL is the amount of pension a veteran was awarded. A veteran
1VCC is part of the Early Indicators (EI) project. The project is sponsored by the National
Institutes of Health and the National Science Foundation (Grant Numbers NIH P01 AG10120 and
NSF SBR 9114981). This chapter uses the final release version
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may have up to twenty pension applications based on different pension laws, and
each pension application specified a ruling decision and the amount granted by the
pension board.2 Length of pensionable service was initially used by the pension board
to decide whether a veteran is qualified for a pension under a specific law. It is a
good approximation for war-time stress because the longer a veteran served, the more
battle he fought and the bigger the chance he experienced the death of his formal
comrades or even brothers. The information in MIL provides various controls for
veterans’ personal characteristics.
The Surgeons’ Certificates/Disease dataset (DIS) includes a tremendous amount
of veterans’ health or disease information from detailed physical examinations by
physicians on the pension board. For each pension exam, a group of physicians will
determine the diseases based on the veteran’s claim. The disease category includes
but is not limited to injury/wound, cardiovascular, diarrhea, gastrointestinal, hernia,
etc. The disease information gives me more controls of a veteran’s risk of death before
his oldest child attended school. It can also be used as outcome variables for disease
onsets after the oldest child started formal schooling.
3.3.2 Required Years of Schooling
Data on compulsory attendance, child labor, and continuation schooling laws comes
from Clay et al.(2016).3 This data set captures compulsory attendance age limit,
years of schooling exemption, child labor exemption, continuation schooling require-
ment, and continuation school exemption in each state for every year from 1880 to
1930 (Clay et al., 2016).4 States were only coded as having a law once the law covered
all counties or required counties to specifically opt-out. This issue arises because a
2In 1900, the annual value of an average veteran pension was $135, or 53 percent of the annual
income of farm laborers, 36 percent of non-farm laborers, 20 percent of the income of carpenters,
blacksmiths or salesmen, and 12 percent of the annual income of landlords or merchants (Costa,
1995).
3I thank Karen Clay, Jeff Lingwall, and Melvin Stephens for sharing the data
4The dataset is built upon previous work by United States Bureau of Education (various years),
Goldin and Katz (2011), Lleras-Muney (2002), and Stephens and Yang (2014).
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number of Southern states passed laws merely permitting counties to enact compul-
sory attendance. Few counties actually made use of this law and passed compulsory
attendance laws. These opt-in states later passed universal laws that covered all
counties (Clay et al., 2016).
Figure 3·1, comes from Clay et al. (2016), illustrates the progress of passage of
state legislation on compulsory schooling: about 30 percent of all states around 1880
passed such laws, and all states had such laws in place around 1920. Figure 3·2 shows
the distribution of the years the veterans’ children started their formal schooling. The
children are relatively early birth cohorts: the majority of them started attending
school before all states passed their laws in 1920, and about half of the children
started attending by 1880 - the beginning of the compulsory school data. This will
particularly weaken the instrument as well as limit the sample size for analysis.
The instrumental variable, required years of schooling, is constructed based on
the entry and exit age specified by the session law of individual states. An entry age
is an age at which a child had to enter school and the exit age is when he or she could
stop attending. Then, the required years of schooling is modified by the completed
years of schooling to exit before the exit age and a minimum age requirement for
this exemption to be applied. For example, the Compulsory Attendance Law in
Massachusetts specified an exit age of fourteen with an exemption of completed six
years of schooling, conditional on one is older than thirteen year old. A child living
in Massachusetts entered school in age six and finished six years of schooling by age
twelve, but he or she was not able to drop off from school for another year because the
minimum age to be exempted is thirteen. In this case, the required years of schooling
would be seven.
The instrument is further modified by early exemption from schooling due to
employment. The Child Labor Law usually specifies a minimum age of a child who
was employed might be exempted from school and the minimum number of years
completed for this exemption to apply. For instance, Massachusetts had a minimum
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age requirement of twelve for children who finished seven years of schooling to be
exempted by employment. Still taking our hypothetical child as an example, at
twelve years of age, he was old enough to exit from school by his employment, but he
was one year short of the required years of schooling for the employment exemption
to apply. Even taking the option of exiting by employment into consideration, the
required years of schooling would remain at seven. The calculated cumulative number
of years of exposure to the laws is birth-cohort-and-state-specific between 1880 and
1930.
3.3.3 Summary Statistics
The dataset is constructed in the following way: First, I combined all subsamples
of the VCC dataset, including Anderson Brothers, Prisoner of the War(POW), Non-
POW Whites, and USCT.5 Then I merge the veterans’ military and disease infor-
mation using the MIL and DIS dataset receptively. There are 13,288 veterans in my
final dataset, which contains veterans’ children’s educational attainment and personal
characteristics, veterans’ personal characteristics, and disease information.
Table 3.1 gives a detailed summary of veterans’ main outcome variables. Veteran’s
years lived are calculated from the death year and birth year. A birth year can be
inferred from the age at different census years in the VCC data set or extracted from
the birth information in the MIL. To be more accurate, I choose to use the birth
information in the military dataset.6 The average age among veterans is more than
seventy-five years old.7 Veterans’ survival until age eighty, ninety, and a hundred
are also derived from their age. For a veteran, I observe whether he had a disease
in nine categories whenever he had a pension exam.8 Based on these exams, I can
5USCT includes veterans from USCT and expanded USCT of the MIL and DIS dataset
6Ages in historical censuses are subject to age heaping and more error-prone, especially among
Blacks and people who are illiterate.
7The average age of veterans is higher than the life expectancy in the 19th century. This is
because the VCC dataset is restricted to those veterans who survived until 1900. In other words,
the intergenerational dataset I derived from VCC, MIL, and DIS are subject to upward longevity
bias.
8Nine disease categories include: cardiovascular, diarrhea, endocrine, gastrointestinal, genitouri-
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derive whether a veteran had a disease before his first child attended school and ever
had a disease in his lifetime. Disease onset is defined as the difference between these
two points in time. The bottom panel of Table 3.1 summarizes the disease onset of
neoplasm and diarrhea.
Table 3.2 summarizes the main explanatory variables and the corresponding in-
strumental variables. In the first column, I adopted various ways to measure veterans’
children’s education, including years of schooling of a veteran’s oldest and most edu-
cated son, daughter, and child. Since these measures are pertaining to only a single
child of a veteran, I also constructed the average years of schooling of a veteran’s sons,
daughters, and children to capture a veteran’s decedents’ overall education. Column
IV is constructed in the same manner but based on the compulsory schooling law data
by the decedent’s year of birth and state of residence by school age. The top panel
of Table 3.2 shows, on average, veterans’ first daughters had 8.14 years of schooling,
which is 0.43 years higher than the first sons. Part of the reason lies in the difference
in required years of schooling. As shown in column IV of the top panel, on average,
the required years of schooling for the oldest daughter is 0.05 years more than their
male counterpart. In the middle panel of Table 3.2, the most educated son refers
to the son who had most years of schooling among all sons, regardless of whether
a daughter had more education than him. The most educated daughter is defined
similarly. The most educated child is referring to the son or daughter with the highest
years of schooling. Hence, the mean years of schooling of the highest child are not
necessarily lying in between the means among sons and daughters. The bottom panel
of Table 3.2 shows the average years of education of daughters is 0.45 years higher
than those of sons, which 0.08 years could be ascribed to various state legislation on
children’s education.
Table 3.3 summarizes additional control variables used in the analysis. Almost
73 percent of the sample are Whites, and 30 percent of the veterans were illiterate.
nary, hernia, wound, neoplasm, respiratory, and rheumatism
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On average, a veteran had 5.36 children in his lifetime.9 The occupation refers to the
latest census occupation before a veteran’s first child attended school. The majority
of them held white-collar and semi-skilled laborer jobs. If a veteran was enlisted
multiple times, the rank of the very first enlistment is considered. The enlistment
rank is a close approximation of one’s socioeconomic status before joining the Union
Army. For example, free Blacks from the North were most likely to be enlisted
as a private - the lowest grade among all recruits. Civil War veterans who were
prisoners of war (POWs) experienced acute malnutrition, starvation, stress and even
died during imprisonment in Confederate POW camps. Hence, they had deteriorate
health and expected to live shorter. On average, a veteran served on active duty
for about 830 days or 2.25 years. Even though pension income only accounts for a
veteran’s partial income, it is a piece of precious information on one’s income given
how generous the pension ruling amount was and the dearth of income measures in
historical censuses. Additional control variables on a veteran’s health are summarized
in Table 3.4: veteran’s height is the height at the first enlistment in inches, and disease
dummies show whether a veteran had a disease before the oldest child attended school.
3.4 Empirical Framework
3.4.1 OLS
The main specification for estimating the effect of children’s education on parental
longevity is:
Y rsLivedisc = β0 + β1 1st ChildEducisc + β2 Xi + σs + δr + ιc + uisc (3.1)
where Y rsLivedisc is the life span of a veteran i in birth cohort c and birth state s.
1st ChildEducisc is the years of schooling of the veteran’s oldest child. σs, δr, and ιc
9The numerous offspring come from the fact that a veteran might have multiple marriages because
the pension income made them attractive patterns even when they were more advanced in age.
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are the state of birth, region of birth, and year of birth fixed effects. Xi’s are controls
of a veteran’s personal characteristics, military information, and diseases before his
first child attended school. Personal characteristics include father’s race, number of
children, illiteracy, and occupation. Military information includes a veteran’s military
rank at enlistment, pension income, and length of pensionable service. In addition,
regressions include state FE of the oldest child, by the time they started attending
school, approximated by the state of residence in the census right before they turn
into age seven. If a child did not appear in the census until a much later year, a child’s
state of birth is used instead. Both personal characteristics and military information
are summarized in Table 3.3. Disease information includes height and dummies for
each of the nine disease categories before a veteran’s oldest child attended school as
shown in Table 3.4. Standard errors are clustered at veterans’ birth state by birth
year level.
OLS estimation by equation 3.1 is inconsistent since the years of schooling of the
oldest child is endogenous as it correlates with the error term uisc. For example, the
father invests heavily in children’s education may have more schooling himself, and
higher education of the father may also contribute to his longevity (Hummer and
Hernandez, 2013). Hence, specification in equation 3.1 should be estimated using an
empirical method that accounts for the endogeneity of education (Card, 1999).
3.4.2 2SLS
Using the years of required schooling for the oldest child as an instrument, I esti-
mated the following Two Stage Least Square (2SLS) estimation.10 The first stage
specification is:
1st ChildEducisc = α0 + α1 1st Child LawY risc + α2 Xi + σs + δr + ιc + visc (3.2)
10The instrument is constructed from Compulsory Schooling Law, Child Labor Law, and Contin-
uous Education Law based on each child’s year of birth and the state of residence in the census year
right before he/she attended elementary school
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Stage two of the estimation is:
Y rsLivedisc = β0 +β1 Predicted 1st ChildEducisc +β2 Xi +σs + δr + ιc +uisc (3.3)
For the second stage of the estimation, the unit of observation is a veteran. Both
stages of the 2SLS estimation include the same controls: veteran’s personal
characteristics, military information, and disease information before the first child
attending school. The 2SLS uses the same group of control variables as the OLS
estimation. Standard errors are cluster at the veteran’s birth state by birth year
level. In addition to the first child’s education, I also use the first daughter’s and
son’s education and the most educated son’s, daughter’s, and child’s years of
schooling. Furthermore, to capture the overall education level of all children a
veteran ever had and avoid counting the same father/veteran multiple times, I take
the average number of years of schooling of all sons, daughters, and children for
each veteran. Notice, a veteran may get married up to 5 times in the sample. The
average years of schooling of the father include his children with all spouses. The
required number of years of schooling receives the same treatment.
3.5 Results
Table 3.5 shows the results from the OLS estimation. The effects of years of
schooling of a descendant are close to zero and statistically insignificant, regardless
of which measure is using. However, in column two of 2SLS, using the required
years of schooling of the oldest son as an IV, one more year of education of the
oldest son increases the father’s longevity by about 1.52 years.11 Even though the
oldest daughter’s education is statistically insignificant after instrumenting, the
11This effect might be biased toward the OLS estimate because years of required schooling of the
oldest son is a weak instrument. The first stage F-statistics is 2.143.
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effect is positive.12 The effect of years schooling of the oldest child is not a weighted
average of the oldest son and daughter.13 Though not statistically significant, the
increase of years of schooling of the oldest child also increases the father’s
longevity.14 Admittedly, the instruments are considered weak instruments. However,
given its historical context, lots of the IVs or proxies used in modern labor
economics are not available back then. Compulsory schooling is the best IV
available, and the sample size limits the analyses.
In addition to a continuous measure of longevity, I also examine the effect of
children’s education on a father’s survival to a certain age using linear probability
models. Table 3.6 shows the effects of the years of schooling of the oldest son,
daughter, and most educated son on their father’s survival until age eighty, ninety,
and one hundred. The average age of the veterans is 75.37, which is higher than
expected for the relevant cohorts. This is not because veterans are exceptionally
vigorous and live longer than others, but due to the selection bias of the sample
collected. A veteran needs to survive until 1900 to enter the sample, and the
majority of them were born between 1816 and 1850. Regardless of which age we are
considering, the columns OLS shows the effects of children’s education are
statistically insignificant and close to zero. On the other hand, for 2SLS, one more
year of schooling of the oldest son will increase the probability of the father’s
survival until age eighty by 15 percent.15 One more year of schooling of the oldest
daughter will increase the probability of the father’s survival until age eighty by 7.3
percent.16 Last but not least, one more year of schooling of the most educated son
12First stage F-statistics of the oldest daughter: 5.508
13The oldest son is the oldest male descendant among all sons of a veteran, regardless of a veteran
had an older daughter. The oldest daughter is the oldest female descendant among all daughters
of a veteran, regardless of a veteran had an older son. The oldest child is the oldest descendant of
a veteran, regardless of male or female. Hence, it is not a weighted average of the oldest son and
daughter
14First stage F-statistics of the oldest child: 6.385
15This effect might be biased toward the OLS estimate because years of required schooling of the
oldest son is a weak instrument. First stage F-statistics of the oldest son: 2.735
16First stage F-statistics of the oldest daughter: 10.097
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increases the probability of the father’s survival until age one hundred by 0.5
percent.17
So far, I have shown how children’s education increases a veteran’s longevity and
the probability of surviving at different ages, although the empirical findings are
crippled with weak instruments. A natural question is what the mechanism behind
those findings? Certain diseases significantly shorten the life expectancy of a person.
Hence, I turn to the causal effect of children’s education on veteran’s disease onsets.
I generated a cutoff time for each veteran, which is his first child attended school at
the age mandated by the compulsory schooling laws.18 From various pension exam
records, I generate dummy variables of whether a veteran had a disease for all nine
disease categories before the cutoff because the health condition at this point is
exogenous to children’s education. Then, I also generate the same group of disease
dummies for whether a veteran ever had those conditions in his lifetime. Disease
onsets equal to one if a veteran did not have a disease before the cutoff point but
eventually developed it later on in his lifetime.
Table 3.7 shows the OLS and 2SLS results for neoplasm and diarrhea.19 The top
panel use focuses on the onset of neoplasm, and all specifications include children’s
state FE when they started attending school. The regressions in the bottom panel
do not include the state of school FE of veterans’ children because the explanatory
variables are the average years of schooling among veterans’ descendants. The OLS
estimations show either a wrong direction of the effect or insignificant effects. The
2SLS results show that, on average, one more year of schooling of the veteran’s most
educated son, daughter, and child decreases the probability of father’s onset of
neoplasm by 2.7 percent, 1 percent, and 0.9 percent, respectively.20 On the bottom
17First stage F-statistics of the most educated son: 9.780
18If a child started to attend school before state legislation on schooling were in place, assume
he/she attended school at age seven
19Diarrhea includes chronic diarrhea and dysentery. Hence, diarrhea back in the 1900s is life-
threatening and more severe than in the modern sense
20First stage F-statistics of the most educated son, daughter, and child: 9.780, 20.261, 10.486.
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panel, on average, one more year increase in average education among all daughters
and children decreases father’s onset of diarrhea by 15.3 percent and 11.9 percent,
respectively.21
3.6 Conclusion
Previous work in development economics finds that an exogenous increase in
child schooling positive affects parental health. This paper contributes to the
literature on intergenerational transmission of human capital. Compared to the
previous literature in a historical context, this study adds controls of income and
one’s health information to disentangle the causal effect of children’s education on
parental health outcomes using state laws as an instrument. Even though pension
income is only a part of a veteran’s income, it is still a significant portion. This
study also adopts various controls for a veteran’s morbidity and comorbidity factors,
which are highly correlated with mortality and longevity. Using compulsory
attendance law, child labor law, and continuation schooling law as an instrument for
schooling, this paper finds positive and significant effects of children’s education on
parental longevity and survival for both White and Black Civil War veterans. The
underlying mechanism for these findings is higher children’s education decreases the
father’s probability of diseases onsets.
21First stage F-statistics of average years of schooling of veterans sons, daughters and children:
3.151, 9.104, 14.564
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Figure 3·1: Passage of State Laws, 1880 - 1930
Note: Figure shows percentage of states with a Compulsory Attendance Law, Child Labor Law,and Continuation
Schooling Law. Source: Clay et al. (2016)
Figure 3·2: Birth Year of Veteran’s Children
Note: Figure shows the starting year of veterans’ children’s formal schooling for all veteran’s children
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Table 3.1: Summary Statistics of Outcome Variables
Outcome Variables Mean Std Dev Min Max
Veteran’s Longevity
Years Lived 75.37 9.060 22 108
Veteran’s Survival
Age 80 .34 .475 0 1
Age 90 .05 .220 0 1
Age 100 .002 .040 0 1
Veteran’s Disease Onset
Neoplasm .02 .133 0 1
Diarrhea .20 .400 0 1
n = 13,288
Sample composed of Veteran’s Children’s Census (VCC): Andersonville Brothers,
Prisoner of the War (POW), Non-POW Whites, and U.S. Colored Troop (USCT).
Disease onset = a veteran ever had a disease - a veteran had a disease before his
first child attend school
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Table 3.2: Summary Statistics of Explanatory Variables
Explanatory Actual IV
Variables N Mean Std. Dev. N Mean Std. Dev.
Years of Schooling of Veteran’s Oldest
Son 7,034 7.71 3.449 4,662 5.48 2.435
Daughter 6,652 8.14 3.144 4,693 5.53 2.441
Child 9,476 7.83 3.348 4,840 4.93 2.474
Years of Schooling of Veteran’s Most Educated
Son 7,120 8.57 3.495 6,524 6.42 2.286
Daughter 6,695 8.86 3.145 6,584 6.51 2.257
Child 9,604 9.22 3.419 7,810 6.55 2.258
Average Years of Schooling of Veterans’
Son 7,120 7.84 3.180 7,219 5.95 2.126
Daughter 6,695 8.29 2.934 7,152 6.03 2.102
Child 9,604 8.05 2.976 9,024 5.84 1.992
n = 13,288
Sample composed of Veteran’s Children’s Census (VCC): Andersonville Brothers,
Prisoner of the War (POW), Non-POW Whites, and U.S. Colored Troop (USCT).
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Table 3.3: Summary Statistics of Control Variables






Number of Children 14,157 5.36 3.208 1 22
Illiteracy 14,157 .30 .459 0 1
Occupation †
White Collar 2,984 30.57%
Farmer 1,124 11.52%
Blue Collar 1,297 13.29%
Skilled Laborer 475 4.87%
Semi-skilled Laborer 3,696 37.87%
Unskilled Laborer 184 1.89%
Veteran’s Military Info






Prisoner of War (POW) Status 14,157 .12 .330 0 1
Pension Income 13,654 30.21 22.407 0 140
Length of Pensionable Service (days) 5,167 829.96 367.856 94 1,774
† father’s occupation before the first child attend school
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Table 3.4: Summary Statistics of Control Variables - Cont’d
Veteran’s Disease † N Mean Std Dev Min Max
Height (in) 4,388 67.34 2.474 54.82 80
Cardiovascular 13,288 .013 .114 0 1
Diarrhea 13,288 .011 .104 0 1
Endocrine 13,288 .0001 .012 0 1
Gastrointestinal 13,288 .004 .062 0 1
Genitourinary 13,288 .003 .057 0 1
Hernia 13,288 .008 .088 0 1
Wound 13,288 .058 .234 0 1
Neoplasm 13,288 .0003 .019 0 1
Respiratory 13,288 .011 .103 0 1
Rheumatism 13,288 .012 .103 0 1
† father’s disease before the first child attend school
Sample composed of Veteran’s Children’s Census (VCC): Andersonville Brothers,
Prisoner of the War (POW), Non-POW Whites, and U.S. Colored Troop (USCT).
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Table 3.5: Effect of Children’s Education on Father’s Longevity
Dependent Variable: OLS 2SLS
Dad’s Years Lived First Stage Second Stage
yrs schooling .022 .055 1.519**
of oldest son (.038) (.035) (.497)
yrs schooling -.016 .091** .103
of oldest daughter (.044) (.032) (.426)
yrs schooling -0.002 .093** .633
of oldest child (0.035) (.031) (.428)
Observations 2,718 2,718 2,718
* p < 0.1; ** p < 0.5; *** p < 0.01
Standard error clustered on state x year of birth level
All regressions include father’s characteristics (race, # of children, illiteracy, and occupation before
the first child attend school), military information (pension income, initial & final military rank,
and length of pensionable service), disease info (dummy for all disease categories before the first
child attend school), and birth year FE, birth state FE, birth region FE
Regressions also include state FE of the oldest son, daughter, and child by the time they start
attending school, approximated by the state of residence in the census right
before they turn into age seven or state of birth
The oldest son is the oldest male descendant among all sons of a veteran, regardless of a veteran
had an older daughter.
The oldest daughter is the oldest female descendant among all daughters of a veteran, regardless
of a veteran had an older son.
The oldest child is the oldest descendant of a veteran, hence, not a weighted average of the oldest
son and daughter
F-stat of oldest son, daughter and child: 2.143, 5.508, 6.385
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Table 3.6: Effect of Children’s Education on Father’s Survival
Dependent Variable: Age 80 Age 90 Age 100
Survival OLS 2SLS OLS 2SLS OLS 2SLS
years of schooling -.0002 .150** -.001 .056 -.0001 -.003
of oldest son (.003) (.062) (.002) (.041) (.0002) (.005)
years of schooling -.0004 .073* -.001 .027 -.0003 -.005
of oldest daughter (.004) (.038) (.002) (.025) (.0003) (.003)
years of schooling .0005 -.041 -.0002 .029 -.00003 .005*
of most educated son (.003) (.035) (.002) (.023) (.0002) (.003)
Observations 2,718 2,718 2,718 2,718 2,718 2,718
* p < 0.1; ** p < 0.5; *** p < 0.01, Standard error are clustered on state x year of birth level
All regressions include father’s characteristics (race, # of children, illiteracy, and occupation before
the first child attend school), military information(pension income, initial & final military rank, and length of
pensionable service), disease info (dummy for all disease categories
before the first child attend school), and birth year FE, birth state FE and birth region FE
Regressions also include state FE of the oldest son, daughter, and child by the time they start attending school,
approximated by the state of residence in the census right before they turn into age seven or state of birth
The oldest son is the oldest male descendant among all sons of a veteran, regardless a veteran had an older daughter.
The oldest daughter is the oldest female descendant among all daughters of a veteran, regardless a veteran had an older son.
The most educated son is the son with the highest educational attainment of a veteran, regardless of a veteran
had a daughter with even higher education
F-stat of oldest son, oldest daughter, most educated son: 2.735, 10.097, 9.780
All results are based on linear probability models
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Table 3.7: Effect of Children’s Education on Father’s Disease Onset
Dependent Variable: OLS 2SLS
Onset of Neoplasm First Stage Second Stage
yrs schooling of the .003** .082** -.027**
most educated son (.001) (.030) (.013)
yrs schooling of the -.0002 .122*** -.010
most educated daughter (.001) (.028) (.009)
yrs schooling of the .0006 .086*** -.009
most educated child (.001) (.025) (.012)
Observations 2,162 2,162 2,162
Dependent Variable: OLS 2SLS
Onset of Diarrhea First Stage Second Stage
Average years of .002 .072 -.122
schooling of all sons (.004) (.047) (.085)
Average years of .001 .120*** -.153***
schooling of all daughters (.005) (.040) (.051)
Average years of .001 .127*** -.119**
schooling of all children (.004) (.037) (.047)
Observations 1,961 1,961 1,961
* p < 0.1; ** p < 0.5; *** p < 0.01, Standard error are clustered on state x year of birth level
All regressions include father’s characteristics (race, # of children, illiteracy, and occupation before
the first child attend school), military information (pension income, initial & final military rank,
and length of pensionable service), disease info (dummy for all disease categories before the first
child attend school), and birth year FE, birth state FE, birth region FE
Regressions on the top panel also include state FE of the most educated son, daughter,
and child by the time they start attending school, approximated by the
state of residence in the census right before they turn into age seven or state of birth
F-stat of the highest educated son, daughter and child: 9.780, 20.261, 10.486
F-stat of average education of sons, daughters and children: 3.151, 9.104, 14.564
All results are based on linear probability models
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