Abstract-In this paper, the problem of time-varying parameter identification is studied. To this aim, two identification algorithms are developed in order to identify time-varying parameters in a finite time or prescribed time (fixed-time). The convergence proofs are based on a notion of finite-time stability over finite intervals of time, i.e., short-finite-time stability, homogeneity for time-varying systems, and Lyapunov-based approach. The results are obtained under injectivity of the regressor term, which is related to the classical identifiability condition. The case of bounded disturbances (noise of measurements) is analyzed for both algorithms. Simulation results illustrate the feasibility of the proposed algorithms.
I. INTRODUCTION
The parameter identification problem for different kind of systems has been extensively studied during the last decades. One of the more important reasons is the need for accurate and efficient control for systems. The challenge of providing better models of physical phenomena leads to that the parameter identification problem becomes fundamental in industrial applications. System identification techniques are also used in signal processing applications (such as communications [1] , geophysical engineering [2] , and mechanical engineering [3] ), in nontechnical fields, such as biology [4] , environmental sciences, and econometrics, to improve the knowledge on the identified object, prediction, and control. The identification theory basically deals with the problem of the efficient extraction of signal and system dynamic properties based on available data measurements. In the literature, there exist many methods to identify parameters, and the most popular ones belong to the group of least squares (LS) methods, e.g., nonrecursive methods of LS, recursive methods of LS, methods of weighted LS, exponential forgetting with constant forgetting factor, exponential forgetting with variable forgetting factor, etc. There also exist many modifications of the LS methods, e.g., method of generalized LS, method of extended LS, instrumental variables method, and some others like extended Kalman filter, modulating functions methods, subspaces methods, etc. (see, e.g., [5] and [6] ). It is worth mentioning that most of these methods were established for identifying constant parameters. For time-varying parameters, the methods of recursive LS can also be used [6] . For instance, in [7] , a nonrecursive LS method is proposed for time-varying parameters. In this method, a polynomial approximation, based on Taylor expansion, with a bounded regressor vector is built and used to approximate the time-varying parameters. In [8] , a new matrix forgetting factor recursive LS algorithm is proposed for timevarying parameters which satisfy a random walk model assumption. In the framework of adaptive estimation, in [9] , a modified version of the LS algorithm is provided to estimate time-varying parameters by means of a polynomial approximation. However, most of these works are only able to follow slowly varying parameters and they can ensure at most exponential or asymptotic convergence to a neighborhood of the real value. In the context of finite-time (FT) convergence [10] , a recursive FT convergent algorithm has been presented in [11] . Such an algorithm is a nonlinear recursive version of the LS algorithm, where the nonlinear injection terms provide FT convergence since they are designed based on the generalized super-twisting algorithm (STA) [12] . In this line of research, in [13] , the STA has also been used for parameter identification of mechanical systems. However, the linearly filtered equivalent output injection signal of the STA is used to obtain the regressor, from which a standard LS recursive algorithm identifies the parameters asymptotically. Other parameter identification methods, using first-order sliding-modes, are also based on the reconstruction of the equivalent control signals leading to asymptotic reconstruction algorithms (see, e.g., [14] , where an identification scheme is developed for time-varying parameters). An FT and nonrecursive LS algorithm is presented in [15] for constant parameters. Such an algorithm is based on adaptive control, it requires to solve matrix valued ordinary differential equations and checking the convertibility of a matrix (persistence of excitation condition) online.
This paper contributes to the development of two parameter identification algorithms that are able to identify time-varying parameters in an FT and also in a prescribed time (that can be selected a priori), i.e., fixed-time (FxT) [16] , respectively. The convergence proof of the FT identification algorithm is based on a notion of FT stability over finite intervals of time, i.e., short-FT stability [17] ; and homogeneity for time-varying systems [18] ; a Lyapunov function approach is also given for this algorithm. On the other hand, the convergence proof corresponding to the FxT identification algorithm is also based on a Lyapunov function approach. The results are obtained under injectivity of the regressor term, which is related to the classical identifiability condition. It is worth saying that, to the best of our knowledge, an FxT algorithm for identification of time-varying parameters does not exist in the literature. Additionally, the case of bounded disturbances (noise of measurements) is analyzed for both algorithms. Simulation results illustrate the feasibility of the proposed algorithms.
Notation: Let q denote the Euclidean norm of a vector q ∈ R n , and 1, n a sequence of integers 1, ..., n. The induced norm for a matrix Q ∈ R m ×n is given as Q := λ m ax (Q T Q) = σ m ax (Q), where λ m ax (respectively, λ m in ) is the maximum (respectively, the minimum) eigenvalue, and σ m ax is the maximum singular value. For a Lebesgue measurable function u : R ≥0 → R m define the norm u (t 0 ,t 1 ) := ess sup t ∈(t 0 ,t 1 ) u(t) , then u ∞ = u (0, + ∞) and the set of functions u with the property u ∞ < +∞ is denoted as L ∞ . A continuous function α : R ≥0 → R ≥0 belongs to class K if it is strictly increasing and α(0) = 0; it belongs to class K ∞ if it is also unbounded. A continuous function β : R ≥0 × R ≥0 → R ≥0 belongs to class KL if for each fixed s, β(r, s) ∈ K with respect to r, and for each fixed r, β(r, s) is decreasing to zero with respect to s.
II. PROBLEM STATEMENT
Consider the following time-varying system:
where θ ∈ R n and y ∈ R m are the unknown parameter vector and the output available for measurements, respectively, while the term ε(t) ∈ R m represents some bounded disturbances (noise of measurements). It is assumed that ε is a Lebesgue measurable and essentially bounded signal, i.e., ε ∈ L ∞ . The term Γ : R → R n ×m is a continuous function of time so-called regressor, and Θ : R → R n is a uniformly bounded Lebesgue measurable signal. The regressor Γ is known, and bounded, whilst Θ represents the unknown but bounded parameter dynamics and w is the frequency or rate of the time-varying part. The aim of this paper is to identify the time-varying parameter vector θ(t) in a finite and/or FxT for the disturbance-free case and provide an ultimate bound for the disturbed case.
III. PRELIMINARIES
Consider a time-dependent differential equation [19] 
where x(t) ∈ R n is the state vector; f : R × R n → R n is a continuous function with respect to x and piece-wise continuous with respect to t, f (t, 0) = 0 for all t ∈ R. The solution of the system (3) for an initial condition x 0 ∈ R n at time instant t 0 ∈ R is denoted as x(t, t 0 , x 0 ) and defined on some FT interval [t 0 , t 0 + T ).
Let Ω, Ξ be open neighborhoods of the origin in R n , 0 ∈ Ω ⊂ Ξ. Definition 1 (see [16] , [19] ): At the steady state x = 0 the system (3) is said to be 1) Uniformly stable (US) if for any > 0 there is δ( ) such that for any
2) Uniformly finite-time stable (UFTS)if it is US and FT converging from Ω, i.e., for any x 0 ∈ Ω, there exists 0 ≤ T x 0 < +∞, such that x(t, t 0 , x 0 ) = 0 for all t ≥ t 0 + T x 0 , for any t 0 ∈ R. The function T 0 (x 0 ) = inf{T x 0 ≥ 0 : x(t, t 0 , x 0 ) = 0 ∀t ≥ t 0 + T x 0 } is called the settling-time of the system (3).
3) Uniformly fixed-time stable (UFxTS)if it is UFTS and the settling-time function T 0 (x 0 ) is bounded, i.e., ∃T m ax > 0 :T 0 (x 0 )≤ T m ax , for all x 0 ∈ Ω and for any t 0 ∈ R.
If Ω = R n , then x = 0 is said to be globally US (GUS)/UFTS (GUFTS)/UFxTS (GUFxTS), respectively. In this paper, a special stability notion will be also used for a compact interval of initial times t 0 , and only on a fixed interval of time [20] , [21] .
Definition 2 (see [17] ): At the steady state x = 0, the system (3) is said to be
2) Short-finite-time stable (short-FTS)with respect to (Ω, Ξ, T 0 , T f ) if it is short-TS with respect to (Ω, Ξ, T 0 , T f ) and FT converging from Ω with the convergence time
3) Globally short-FT stable (GShort-FTS)if for any bounded set Ω ⊂ R n containing the origin there exist a bounded set Ξ ⊂ R n , Ω ⊂ Ξ and T f > 0, such that the system is short-FTS with respect to (Ω, Ξ, T 0 , T f ) for anyT 0 .
In [20] and [21] , the short-time stability is considered only for a fixed initial time instant t 0 . This notion is used here to avoid a confusion with FT stability from [22] and [23] , since both concepts of stability are used in this work.
IV. SHORT-FT IDENTIFICATION ALGORITHM
In this section, the FT identification algorithm is presented. The convergence to zero of the parameter identification error will be proved based on homogeneity for time-varying systems and short-FT stability, results introduced previously by [18] and [17] . For simplicity and brevity, it is assumed that t 0 = 0.
In order to estimate the parameter vector θ, the following nonlinear algorithm can be introduced:
where
, with |·| and sign(·) understood in the component-wise sense, and γ ∈ [0, 1); the matrix K ∈ R n ×n is symmetric and positive definite, i.e., K = K T > 0. Define σ Γ m in and σ Γ m a x as the minimum and maximum singular values of Γ(ωt) for all t ≥ 0, respectively. Then, let us introduce the following assumption.
Assumption 1:
The assumption σ Γ m in ≥ σ > 0 for all t ≥ 0 implies that m ≥ n and it is equivalent to the classic identifiability condition corresponding to the injectivity of the regressor term, i.e., rank(Γ(ωt)) = n, for each instant of time t.
Let us define the errorθ(t) =θ(t) − θ(t). Hence, the error dynamics is given bẏ
In the following, the short-FT stability statements given by Lemma 3 and Corollary 1 in [17] will be applied, separately; to prove that error dynamics (5), for the disturbance-free case, is GShort-FTS for γ = 0, and globally ultimate bounded for γ ∈ (0, 1), while for the disturbed case, an ultimate bound is given for any γ ∈ [0, 1). All the proofs are described in the Appendix.
A. Homogeneity-Based Approach: Disturbance-Free Case
Let us consider ε = 0. Then, the following result is established. Remark 1: According to Theorem 1, the short-FT stability is preserved for a frequency spectrum sufficiently close to zero (see Lemma 3 in [17] ).
B. Lyapunov-Based Approach: Disturbance-Free Case
Let us consider ε = 0. Thus, based on the statements given by Corollary 1 in [17] , the following result is given. 2 / 3 , then system (5) is UFTS. Let us consider the case in which γ ∈ (0, 1). Then, the following result is established.
Corollary 1: Let Assumption 1 be satisfied. Then, the system (5), for γ ∈ (0, 1) and K = K T > 0, is globally ultimate bounded, and its trajectories satisfy the following bound:
with
The solutions of system (5) enter into the bound (6) at most in a FT T (θ(0)). According to Definition 2, system (5) is GShort-FTS with respect to the set {θ ∈ R n : θ ≤ λ m ax (K)/λ m in (K)μ}.
Remark 4: Corollary 1 shows that the parameter identification error may be reduced according to the choice of the gain K and the parameter γ since the size of μ depends on the value of both of them.
C. Lyapunov-Based Approach: Disturbed Case
Let us consider ε = 0 and introduce the following assumption. Assumption 2: The disturbance term ε ∈ L ∞ with ε ∞ ≤ ε and a known constant ε > 0.
Thus, based on the statements given by Corollary 1, the following result is established.
Corollary 2: Let Assumptions 1 and 2 be satisfied. Then, the system (5), for γ ∈ [0, 1) and K = K T > 0, is globally ultimate bounded, and its trajectories satisfy the following bound:
Remark 5: The solutions of system (5) enter into the bound (7) at most in a finite time T (θ(0)). Additionally, system (5) is GShort-FTS with respect to the set {θ ∈ R n : θ ≤ λ m ax (K)/λ m in (K)μ}.
Remark 6: Corollary 2 shows that the parameter identification error converges to a neighborhood of the origin that depends on the magnitude of the noise, i.e., ε, the choice of the gain K and the parameter γ.
V. FXT IDENTIFICATION ALGORITHM
Let us introduce a modification of the nonlinear algorithm (4), i.e.
The error dynamics is given as follows:
Note that, since γ 1 ∈ [0, 1) and γ 2 > 1, (9) is not homogeneous. Therefore, only the Lyapunov-based approach is used to prove the FxT stability.
In the following, the FxT stability statements given by [16, Lemma 1] will be applied to prove that error dynamics (9), for the disturbancefree case, is GFxTS for γ 1 = 0 and γ 2 > 1, and globally ultimate bounded for γ 1 ∈ (0, 1) and γ 2 > 1, while for the disturbed case, an ultimate bound is given for any γ 1 ∈ (0, 1) and γ 2 > 1. All the proofs are described in the Appendix.
A. Lyapunov-Based Approach: Disturbance-Free Case
Let us consider ε = 0. Based on the statements given by Lemma 1 in [16] , the following result is established.
Theorem 3: Let Assumption 1 be satisfied. If the following conditions hold: 1) λ m in (K) > max(λ 1 , λ 2 ), with
, 2) γ 1 = 0 and γ 2 > 1 then the system (9) is globally FxT stable with settling time
Remark 7:
The solutions of the error dynamics (9), for γ 1 = 0 and γ 2 > 1, go to zero at most in a fixed time T that is independent ofθ(0).
Let us consider the case in which γ 1 ∈ (0, 1) and γ 2 > 1. Then, based on the statements given by Corollary 1 and Theorem 3, the following result is established.
Corollary 3: Let Assumption 1 be satisfied. If the following conditions hold:
then the system (9) is globally ultimate bounded, and its trajectories satisfy the following bound for all t > T (θ(0)),:
δ ∈ (0, 1), and allθ(0) ∈ R n . Remark 8: The solutions of (9), for γ 1 ∈ (0, 1) and γ 2 > 1, enter into the bound (10) at most in a fixed time T that is independent of θ(0). In this sense, the Algorithm described by (8) may possess a faster rate of convergence to the bound (10) than the Algorithm given by (4).
Remark 9: Corollary 3 shows that the parameter identification error could be adjusted according to the choice of the gain K and the parameter γ 1 .
B. Lyapunov-Based Approach: Disturbed Case
Let us consider ε = 0. Thus, based on the statements given by Corollary 3, the following result is established.
Corollary 4: Let Assumptions 1 and 2 be satisfied. If the following conditions hold: 1) λ m ax (K) < λ 3 , with
, and γ 2 > 1 then the system (9) is globally ultimate bounded, and its trajectories satisfy the following bound:
δ ∈ (0, 1), m ∈ N the dimension of y, allθ(0) ∈ R n , and
Remark 10: The solutions of (9) enter into the bound (11) at most in a fixed time T .
Remark 11: Corollary 4 shows that the parameter identification error converges to a neighborhood of the origin that depends on the magnitude of the noise, i.e., ε, the choice of the gain K and the parameters γ 1 and γ 2 ; in a fixed time T .
VI. SIMULATION RESULTS

A. Automatic Throttle Valve Actuator
Consider the behavior of an automatic throttle valve actuator [6] . The dc motor is described by where U is the armature voltage, M e l is an electrical time variable, R and ψ are the unknown time-varying armature resistance and magnetic flux linkage, respectively, while i and ω are the armature phase current and motor angular speed, respectively. The mechanical part is modeled as
U (t) = R(t)i(t) + ψ(t)ω(t), M e l (t) = ψ(t)i(t),
where J is the inertia, v is the gear ratio, c s and f p are the spring constant and pretension, respectively, f c is the Coulomb friction torque, f s is the viscous friction torque, and ϕ is the angular throttle position. The model for the parameter identification is then given as
y(t) = Γ T (t)θ(t) + ε(t), where y(t) := [U (t), M e l (t)] T is the measured output, θ(t) := [R(t), ψ(t)]
T is the unknown time-varying parameter vector, ε(t) represents the disturbances, and
The parameters of the model are given as follows: i(t) = 0.5 sin(2πf t) [ sults are depicted in Figs. 1 and 2 . The results illustrate the statements given by Theorem 2 and 3, i.e., FT and FxT convergence, respectively.
For the disturbed case, the FT and FxT algorithms are designed in the same way as in the previous simulation taking into account that the disturbance ε(t) := [ε 1 (t), ε 1 
(t)]
T is given by a bounded continuous signal, such that ε 1 ∞ ≤ ε = 2. Note that the value K = 3I satisfies the conditions of Corollary 2, i.e., K = K T > 0, and also the conditions of Corollary 4, i.e., λ m ax (K) < λ 3 = 3.5230. The results are depicted in Fig. 3 . The results illustrate the statements given by Corollaries 2 and 4, i.e., global ultimate boundedness. Now, the algorithms given in (4) and (8), are implemented with K = 3I and different values of γ, γ 1 ∈ (0, 1), respectively, and γ 2 ∈ [1.5, 3.0] for the algorithm given by (8) and the disturbance case. The parameter identification error for both algorithms is depicted in Fig. 4 . The results illustrate the statements given by Remarks 6 and 11, respectively.
B. Example With Relaxed Assumption 1
Let us consider another example, i.e. θ 1 (t) = sin(3.5t) + cos(2t), θ 1 (0) = 2, θ 2 (t) = sin(0.1t) + cos(3t), θ 2 (0) = 2.
with the following structure for the regressor:
For this example rank(Γ(t)) = 1 for all t, i.e., Assumption 1 is not satisfied, and the injectivity condition of the regressor term does not hold for each instant of time. The FxT algorithm (8) is implemented with γ 1 = 0, γ 2 = 1.5, K = 15I, and initial conditionŝ θ(0) = (1, 1) T , and for comparison purpose the pseudoinverse solution (least-square) is also implemented, i.e.,θ(t) = (Γ(t)Γ T (t)) −1 Γ(t)y. The results are depicted by Fig. 5 for the disturbance-free case, i.e., ε(t) = 0.
Despite that Assumption 1 does not hold, the proposed FxT Algorithm works, while the conventional inversion algorithm fails to provide an estimation in this case. The explanations of this phenomenon lies in the persistence of excitation condition which is a subject of future research.
VII. CONCLUSION
Two identification algorithms, i.e., FT and FxT algorithms, are proposed that are able to identify time-varying parameters in a finite time and also in a prescribed time, respectively. The convergence proof of the FT identification algorithm is based on short-FT stability and homogeneity for time-varying systems; and also a Lyapunov-based approach is given for this algorithm. On the other hand, the convergence proof of the FxT algorithm is based on a Lyapunov-based approach. The results are obtained under injectivity of the regressor term, which is related to the classical identifiability condition. It is worth saying that, to the best of our knowledge, an FxT algorithm to identify time-varying parameters does not exist in the literature. Additionally, the case of bounded disturbances (noise of measurements) is analyzed for both algorithms. Simulation results depict the feasibility of the proposed algorithms. The persistence of excitation properties are in the scope of future research.
APPENDIX
Let us introduce the following class of functions for
Proof of Theorem 1: Let us apply the statements given in [17, Lemma 3 ] in order to prove that the system (5) is short-FTS. 1) System (5) is r-homogeneous with degree ν = −1 for (r 1 , r 2 , . . . , r n ) = (1, 1, . . . , 1) and γ = 0.
2) Let us prove that system (5) is GAS for ω = 0. Assume that Θ(0) = 0 and define Γ 0 = Γ(0). Then, let us consider the following candidate Lyapunov function:
The time derivative along the trajectories of system (5) is given as follows:
Note thatθ
and since θT Γ 0 ≤ θT Γ 0 γ + 1 holds for all 2 > γ + 1 > 0,V may be bounded as follows:
Hence,V is negative definite and thus, GAS is concluded for ω = 0.
3) Since Γ is a continuous function of time and Θ is a uniformly bounded Lebesgue measurable signal, [17 (12) which satisfies the following inequalities:
where c 1 = 2λ m ax (K) and c 2 = 2λ m in (K). The function V is positive definite, radially unbounded, and continuously differentiable with its time derivative satisfyinġ
Then, recalling thatθ
γ + 1 , and since θT Γ ≤ θT Γ γ + 1 holds for all 2 > γ + 1 > 0, and Θ(ωt) ∞ ≤ k(ωt),V may be bounded as follows:
Let us assume that γ = 0. Therefore, from (15) and (13) , it follows thatV Proof of Corollary 1: From (15) and the fact that Θ(ωt) ∞ ≤ Λ, for all t ∈ R, it follows thaṫ
From (16), it follows thaṫ
and by the comparison principle (see, e.g., [19] ), one obtains
then, the last inequality ensures thatθ satisfies the following bound:
for all t < T (θ(0)), while for all t≥T (θ(0)), from (13), it is obtained thatθ is bounded as in (6), i.e., θ ≤ λ m ax (K)/λ m in (K)μ. Note that (6) and (17) hold for anyθ(0) ∈ R n , with no restriction on how large μ is.
Hence, it is concluded that the solutions of system (5) are globally ultimate bounded with its trajectories satisfying the bound given by (6) .
Proof of Corollary 2: Let us consider the Lyapunov function (12) which satisfies the inequalities (13) and (14) . The time derivative of V satisfiesV
Consider, in the component-wise sense, that
and then, in the component-wise sense, one obtains that
holds for any γ ∈ [0, 1). Applying (18) , one obtains thatV is upper bounded as follows:
Recall that · γ , | · | and sign(·) are understood in the componentwise sense, i.e. 
for all t < T (θ(0)), while for all t≥T (θ(0)), from (13), it is obtained thatθ is bounded as in (10) 1 , μ f ). Therefore, it is concluded that the solutions of system (9) are globally ultimate bounded with its trajectories satisfying the bound given by (10) .
Proof of Corollary 4: Assume, in the component-wise sense, that |(Γ Tθ ) i | ≥ |ε i |, for all i = 1, n. Then, it implies that sign(Γ Tθ − ε) = sign(Γ Tθ ). Consider that for any x,x ∈ R and γ 2 > 1, the inequality |x +x| γ 2 ≤ 2 γ 2 −1 (|x| γ 2 + |x| γ 2 ) holds [25] . Thus, defining x = (Γ Tθ ) i − ε i andx = ε i , it follows that
for all i = 1, n, and then component-wisely
holds for all γ 2 > 1. Taking into account the previous inequality, this proof follows the same steps as the proof of Theorem 3, Corollary 2, and Corollary 3.
