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Let A(l) be an analytic family of commuting n x n matrices with constant rank 
on an open connected set D. Then the range and the null space of Ak(A) become 
independent of i, in D for a certain power k<n. We obtain similar results for 
uniformly regular families of commuting operators on a Banach space. ‘cm 1988 
Academic Press. Inc. 
Given a bounded linear operator A on a complex Banach space X we 
denote by N(A) the null space and by R(A) the range of A. The reduced 
minimum modulus of A is defined by y(A) = inf{ IIAxll: dist(x, N(A)) = l}. 
We recall that y(A) > 0 if and only if R(A) is closed, and that y(A) = ?(A’) 
where A’ denotes the adjoint of A. 
In this paper, D denotes an open bounded connected set in the complex 
plane. Let A(1) be an analytic function on D whose values are bounded 
linear operators on X with closed range. We say that the family A(I) is 
uniformly regular on D if it satisfies the following equivalent conditions: 
(1) The function y(A(1)) is continuous on D; 
(2) The function R(A(I)) is continuous on D in the gap topology; 
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(3) The function N(A(I)) is continuous on D in the gap topology; 
(4) For each x,, in N(A(&)) there exists an X-valued analytic 
function x(n) on D such that x(l,)=x, and x(~)EN(A(A)) for all 1 in D. 
The proof of these implications can be found, for instance, in [9, 161, 
except that (4) derives from the others; this comes from the argument in 
[ 17, p. 1391 by using the linearization theorem [ 131 and [7, 
Corollary 2.191, or it follows immediately from [ 15, Theorem 2(iv)]. 
If X is finite dimensional, then A(A) is uniformly regular if and only if 
rank A(I) is constant on D. 
The condition of uniform regularity includes rather general situations. 
For instance, an arbitrary analytic family of semi-Fredholm operators is 
uniformly regular on its domain except for a discrete subset; this follows 
from the linearization theorem and the well-known properties of the linear 
semi-Fredholm pencils T - AZ. 
For an operator A on X we define 
R”(A)= fi R(A”) and 
n=l 
NW=(~,W))-. 
If A(1) = T- II is a uniformly regular family of semi-Fredholm operators, 
it was shown in [3,6] that R”(A(I)) and N”(A(I)) are constant on D. 
Analogous results were obtained in [8] for the linear pencils A(A) = T- IS 
with T and S not necessarily commuting. However, the example 
A(A)= 
1 /I2 
AZ+ 1 1(132+ 1) 
on C 
shows that these stability results are no longer true for functions non-linear 
in 1, with non-commuting values; see [ 181. 
In this paper we extend the results of Homer, Gol’dman, and 
KraEkovskii to general uniformly regular families of commuting operators. 
We start with the finite-dimensional situation because we shall need this 
result in the proof of Theorem 3. 
THE RESULTS 
Let A(l) be an analytic family of matrices on D. Then we have rank A(i) 
constant on D\E, where E is a discrete subset of D, and 
rank A(&) c rank A(I) for A, E E, A $ E (to see that, look at a non-zero 
subdeterminant of maximal size and apply the identity theorem for 
holomorphic functions). 
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THEOREM 1. Let A(n) be an analytic function from D into M,,(C) with 
commuting values and constant rank on D. Then R(A”(A)) = Y and 
N(A”(I)) = Z are independent of 3, in D, and give a decomposition X = Y @ Z 
which reduces all the matrices A(n) in such a \t’ay that the restrictions on Y 
are invertible and the restrictions on Z are nilpotent, for all 1 in D. 
Proof If A(d) is invertible for some 1 in D, there is nothing to prove. 
So suppose that 0 is an eigenvalue of A(A) for all 1 in D. We fix a point & 
in D, and consider the Riesz decomposition X = Y 0 Z corresponding to 
the point 0 in the spectrum of A(&). Then we have A”(&,)Z= 0 and 
A(&,) Y = Y, hence R(A”(&)) = Y. Since the given family is commuting 
with the Riesz projections, the subspaces Y and Z are invariant under 
A(1) for all 1 in D. The function det(A(A)I y) is holomorphic on D, 
consequently we have A(1) Y= Y for all 1 in D except for a discrete subset 
E of D. 
Clearly, we have rank(A(l)l=) constant on D\E. Let q denote this 
constant. Suppose that 1, E E. Since rank(A(1,)I y) <dim Y, we must have 
rank(A(A,)(,)>q which is impossible by the remark preceding the 
theorem. Hence E is empty so that we have A(n) Y = Y for all 2 in D. 
In particular, we have Y= R(A”(&)) c R(A”(1)) for all J in D. Since & 
was arbitrary, this proves that R(A”(A)) is constant on D, equal to Y. Since 
Z is invariant under all A(1) and Y n Z= 0, it follows that N(A”(A)) = Z 
for all 1 in D. m 
EXAMPLE. Let 
Then the family A(J) = T- 1s is commuting and rank A(1) = 2 on C, but 
the square A*(n) does not have constant rank at two points. Nevertheless, 
the third power stabilizes, namely A3(1) =O. We shall see that this 
phenomenon is the crux of our problem. It cannot occur in the special case 
studied by Homer, Gol’dman, and KraEkovskii (see Corollary). 
THEOREM 2. Let A(I) be untformly regular on D. Let 1, ED be such that 
A(&) commutes with A(1) for all 1~ D. Then we have 
R”M&J) = NAV)) and WA(i)) c N”MhJ) 
for all jl E D. In particular, if the family A(1) is commuting and if there exists 
asequencen,<n,<n,< ... of positive integers such that the powers A”‘(I) 
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are uniformly regular on D for k= 1,2, . . . . then R”(A(1)) and N”(A(L)) are 
constant on D. 
Proof. Let 1, #JO. To prove the inclusion R”(A(&)) c R(A(1,)) sup- 
pose that there is U,,E R”(A(&)) such that uO# R(A(i,)). Then there exists 
a functional fO E N(A’(A,)) with f,,(uO) = 1. Since the adjoint family A’(A) is 
also uniformly regular by property (I), it follows from property (4) that 
there exists an analytic function f,,(A) on D such that fO(n,) = f,, and 
fo(A)~N(A’(I)) for all ~ED. Then FO(~)=fO(lz)(u,) is holomorphic on D 
with F,(I.,)= 1, hence the set of zeros E is discrete. 
If 2, $ E, then uO $ R(A(&,)), hence uO 4 R’“(A(&)), a contradiction. 
Consequently, we have &E E. Let m be the (finite) multiplicity of the zero 
& of F,. Since uO belongs to R ^(A(&,)), it may be written as 
u,=A(A,)c,= ... =Am(~O)LInl=A”+‘(E.o)L~,+,, 
with u,=A(I,) tl,, v,=A(&) tl,,..., t’,,=A(&)u,,+,. 
Let B(1) be the analytic function on D defined by the relation 
(A-&)B(A)=A(l)-A(&). 
Since A(&) commutes with A(A), it follows that B(A) commutes with A(A), 
for each 1 in D. Let f,(A) = B’(I) fO(,I). Then we have 
A’(A)f,(i)=A’(l) B’(l)f,(d)= B’(A) A’(JI).f,(l)=O, 
hence f,(A) E N(A’(I)) for all 1 in D. Next we have 
(4I-~)fi(n)(~~,)=(&-~)B’(~)fo(~)(u,) 
= (lo- ~)fO(~)(B(~) 0,) =fo(~)C(&- A) B(l) ULI 
=f0(~)C(A(4l) - A(l)) t111 =fo(A)(uo) = F,(l), 
because fO(A) E N(A’(I1)). Reiterating the argument with F,(A) =fi(A)(tl,) 
and f,(n) = B’(A)f,(A.), etc., we conclude after m + 1 steps that 
which contradicts the choice of m. Thus we have proved that 
R”(A(&))c R(A(L,)). The inclusion for the null spaces follows then by 
duality. The proof is complete. 1 
COROLLARY [3, 61. Zf T- II is a uniformly regular family of semi- 
Fredholm operators, then R”(A(A)) and N”(A(1)) are constant on D. 
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ProoJ It comes from the fact that the powers of T-AZ are uniformly 
regular on D; see the argument given in [ 17, p. 1391. m 
We now extend this result to arbitrary uniformly regular families of 
commuting semi-Fredholm operators. Let T be a semi-Fredholm operator 
on X. By the theorem of Kato [ 10, Theorem 41 there exists a direct decom- 
position X = X,, 0 X, reducing the operator T in such a way that TI, is 
nilpotent and N”(TI,,)c R”(T/,,); see also [lo, p. 2631. Moreover, X0 
is finite dimensional. This implies that the subspace N”(T) + R”( T) is 
closed, and R”(T) has finite codimension in it. 
THEOREM 3. Let A(1) be a unifbrmly regular family of commuting semi- 
Fredholm operators. Then R”(A(d)) and N”(A(1)) are constant on D. 
Moreover, there exists an integer d such that all the powers A”(I), with 
n 2 d, are uniformly regular on D. 
Proof We first suppose that the null spaces N(A(J)) are finite dimen- 
sional (@+-family). For each k = 2, 3, . . . let Fk denote the discrete subset of 
D such that Ak(A) is uniformly regular on D\F,. Let F= up=, Fk. Let 
1 #p be two points in D\F. Since these two points belong to the open 
connected set D\F, for each k = 2, 3, . . . . we have R”(A(1)) = R”(A(p)) by 
Theorem 2. We denote by Y this constant subspace. For 1 E F we have 
R”(A(n))c Y by [4], because D\F is dense in D. 
The commutativity assumption implies that Y is invariant under A(1) 
for all 13. in D. The restrictions A(A)1 y are again @+-operators; see [2, 
Lemma IV.2.91. Moreover, the operators A(n)1 y are surjective for A E D\F, 
see [ 1, p. 961. Consequently, by what we have mentioned in the intro- 
duction, the set of points in D, where these operators are not surjective, 
is discrete in D. So we have R”(A(;L)) = Y for all 2 in D except for a 
discrete subset E. Of course, for A,, in E we have R”‘(A(I,)) c Y. 
We know from [12] that the closed subspace M(J) = N”(A(2)) + 
R”(A(,I)) is independent of 2 in D. It seems interesting to point out that 
this result merely relies on the commutativity (and continuity), but not on 
the uniform regularity or even analyticity of the given semi-Fredholm 
family. To see this, it is enough to check that the annihilator of the closed 
subspace M(A) is constant on D. By the well-known duality between ranges 
and null spaces, and remembering that N”(A’(I)) has finite-dimensional 
salient on the (weak *-closed) subspace R”(A’(A)), the annihilator of M(A) 
turns out to be the weak *-closure of the subspace M’(1) = N”(A’(I)) n 
R”(A’(I)). But M’(A) is constant on D by [S, Theorem 33. A more 
transparent proof of this last result can be derived from [12]. We sketch 
it as follows. The inclusion M’(&) c M’(I) holds for ;1 near to 2, by 
[4, Theorem 31; we note that the argument for the second part of [4, 
Theorem 33 is essentially contained already in [3]. To explain the converse 
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inclusion, suppose that A and S are commuting semi-Fredholm operators 
with S so close to A that N”(S) c N”(A); this is ensured by duality from 
the first part of [4, Theorem 33. Now, with this S and A, it remains to 
show that N”(S) A R”(S) c N”(A) n R”(A). To this end we reproduce a 
nice argument due to LivEak [ 121. Let ?cO be a non-zero vector in 
N(Sk) n R”(S) for some k. Thus for each n = 1,2, . . . there is an x, in X 
with x,, = S’X,,. Then the vectors ?I~,,,, for m = 1,2, . . . are linearly indepen- 
dent and contained in N”(S) c N”(A). Since N”(A) has finite-dimensional 
salient on R”(A), some linear combination t’ = akxk + . . . + akmxkm, with 
ak,,, # 0, must be contained in R”(A). This proves the desired inclusion. 
From now the uniform regularity will again be important. Let M denote 
the constant subspace M(A). 
We now proceed to prove that R”(A(I)) is constant on D. Let &E E 
and Z= R”(A(I,)). The restrictions of the operators ,4(A) to the invariant 
subspace A4 are @+-operators. Since all the null spaces N(A(A)) are 
contained in M, it is clear that the family A(A)1 ,,,, is uniformly regular on D, 
by property (3). The index theorem then implies that the codimension of 
R(A(I)(,,,) is a finite constant for all A. in D. 
Consider the Kato decomposition X= X0 0 X, corresponding to the 
operator A(&,). Then we have A4 = Z @ X,,. Since Z is invariant under all 
the operators A(A), we can consider the family ,?(A) defined in the 
canonical way on the finite dimensional quotient space Q = M/Z. We note 
that rank a(A) = dim(A(I)M)/Z. 
Since A(&)Z=Z, we have A(A)Z=Z for all A in some open disk iJ 
around 1,. Since codim(A(A)l,) is constant, it follows that rank A(A) is 
constant on U. By Theorem 1 we conclude that R(An(ll)) is constant on U, 
where n =dim X0. But at the point A= I, this range is zero because the 
operator A(&) is nilpotent on A’,. Consequently, we have An( c Z for 
all A in U. But for 1 E cr\E we have Y = A”(I) Y c A”(A) M c Z. This proves 
that Y= Z. 
Let d denote the (finite) codimension of Y in M. It is clear that 
An(A)M= Y for every n 2 d. Consequently, the family An(I) is uniformly 
regular by property (3), because the null spaces N(A”(A)) are contained in 
M and the family A”(A)1 ,,,, is uniformly regular by property (2). 
Suppose now that A(A) is a @ --family. Then A’(A) is a @+-family. We 
have just proved that almost all powers of this adjoint family are uniformly 
regular on D. This implies, via property (l), that the same powers of the 
family A(A) are also uniformly regular on D, and hence R”(A(I)) is 
constant on D by Theorem 2. Finally, the assertion concerning N”(A(A)) 
for both @ +- and @ --families follows from these results by duality. The 
proof is complete. 1 
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