The behaviour of group sequential tests in the two-sample problem is investigated if one replaces the classical non-robust estimators in the t-test statistic by modern robust estimators of location and scale. Hampel's 3-part redescending M-estimator 25A used in the Princeton study and the robust scale estimators length of the shortest half proposed by Rousseeuw & Leroy and Q proposed by Rousseeuw & Croux are considered. Of special interest are level, power and the average sample size number of the tests. It is investigated, whether commerical software can be used to apply these tests.
Introduction
The famous Princeton study (Andrews et al., 1972) had a strong in uence for further research on robustness. Much recent research concentrates on robustness properties of estimators for a xed sample size, e.g. the behaviour of the in uence function, breakdown point, maximal bias curve, and e ciency considerations, e.g. Huber (1981) , Hampel et al. (1986) and Davies (1993) . There are di erent strategies based on robust estimators to identify outliers, c.f. Hampel (1985) , Rousseeuw & van Zomeren (1990) , and Davies & Gather (1993) . In some areas of applied statistics, e.g. in planning and analyzing clinical trials, group sequential plans play an important role. Such plans can reduce the average sample size number (ASN), i.e. the expected sample size when the test stops, which is attractive from ethical, time and nancial aspects, c.f. Pocock (1977) and Pocock (1983, p.142 .) . In contrast to the xed sample size case, much less research has been published on the application of robust estimators to group sequential plans. However, already Pocock (1977) considers in his fundamental paper a group sequential Wilcoxon test. Mehta et al. (1994) investigate exact permutational tests for group sequential clinical trials with special emphasis on the non-parametric group sequential Wilcoxon test. Silvapulle & Sen (1993) propose robust tests based on a Waldtype statistic in group sequential plans for one-and two-sided hypotheses in the linear model. The authors demonstrate by simulating a two-way analysis of variance model that their test based on an M-estimator corresponding to Huber's Proposal 2 (Huber, 1981) is power robust in contrast to the test depending on the least squares estimator. The aim of the present paper is to study the behaviour of group sequential two-sample tests for location di erence if one replaces the classical non-robust estimators in the t-test statistic by modern robust estimators for location and scale. Four criteria will be considered: the actual level and power of the test, the average sample size number, and the bias of the naive estimated standardized treatment di erence. It is investigated, whether commerical software, e.g. EaSt (1993) , can be used to apply these tests.
Group sequential design
Consider the following group sequential plan for the two-sample situation.
Denote the maximal sample size for each of both treatment groups by N, and the maximal number of interim tests by K, K 1. Let n j be the sample size at stage j for each treatment group, and N j = n 1 +:::+n j be the sample size up to stage j for each treatment group, 1 j K. Assume that there are independent random variables X 1 ; :::; X N each with distribution function F(( ? 1 )= ), and Y 1 ; :::; Y N each with distribution function G(( ? 2 )= ). The location parameters 1 2 IR, 2 = 1 + 2 IR, and the scale parameter 2 (0; 1) are unknown. Let = = 2 (0; 1) denote the standardized treatment di erence. The usual distribution assumption is that F and G are
Gaussian. We will consider the two-sided testing problem H 0 : = 0 vs: H 1 : 6 = 0:
Of course, one-sided tests can be treated in an analogous manner. Group sequential tests will be considered which can only reject the hypothesis H 0 early, c.f. Pocock (1977) . However, other group sequential test procedures can also be used, e.g. procedures proposed by O'Brien & Fleming (1979) , Wang & Tsiatis (1987) , DeMets (1983), and where a is some xed constant, c.f. Wang & Tsiatis (1987) . The probability for an error of type I is distributed on the di erent stages of the interim tests such that P =0 (9 j 2 f1; : : : ; Kg; jT j j > c(j)) = :
It is well-known that the maximum likelihood estimator of will often be biased even under the classical normality assumption if this estimator is computed after a group sequential test has stopped and di erent bias reduction methods have been proposed, e.g. Cox (1952) , Whitehead (1986) , and Kim (1988 Kim ( , 1989 . In this paper it is investigated how di erent pairs of distributions (F; G) and di erent pairs of robust estimators for ( 1 ; 2 ; 1 ; 2 )
in uence the bias of the naive estimator for given by^ = (^ 2 ?^ 1 )= (^ 2 1 + 2 2 )=2] 1=2 .
Estimators
Three pairs of estimators will be considered for the unknown location and scale parameters. Of course, the classical estimators 'mean' X and 'standard deviation' S are used. Hampel's three-part redescending M-estimator 25A (Andrews et al., 1972 ) is one of the best location estimators in the Princeton study because 25A is asymptotically normal distributed and it has good robustness and good e ciency properties. It is de ned as solution of Rousseeuw & Leroy (1988) show that SH has a breakdown point of approximately 0:5 and that the bias of SH can be much lower than the bias of 1:483 MAD if there are many outliers, see also Martin and Zamar (1993) . Gr ubel (1988) and Davies (1990) prove that SH is asymptotically normal. Some other properties of SH are given in Christmann, Gather & Scholz (1994) . Croux & Rousseeuw (1992a,b) and Rousseeuw & Croux (1993) Croux & Rousseeuw (1992b) propose to use other values of d N for sample sizes N 9. However, in the present paper Q will only be used for sample sizes larger than 9. The estimator Q has a nite sample breakdown point of approximately 0:5 but in contrast to 1:483 MAD, Q has a smooth and bounded in uence function at the standard normal distribution. Further, Q is asymptotically normal. The gaussian e ciency of Q is 82% in contrast to 37% for 1:483 MAD, c.f. Rousseeuw & Croux (1993) . In this article, the very robust estimator SH and the more e cient estimator Q are used as robust scale estimators.
Design of the simulations
The tests with test statistic (2.2) are based on three pairs of estimators:
( X; S), (25A,SH), and (25A,Q). Three di erent distributions will be considered. Let N(0; 1) be the standard normal distribution, t 3 Student's tdistribution with 3 degrees of freedom, and MIXN a mixture of two normal distributions, which is de ned by 0:9N(0; 1) + 0:1N(10; 10 2 ). The standard normal distribution is choosen for two reasons. It is a symmetric distribution with thin tails and many papers and commercial software for planning and analyzing group sequential studies, e.g. EaSt (1993) and the SAS/IML functions SEQ, SEQSCALE and SEQSHIFT (SAS, 1995) assume normally distributed errors in the test problem given in (2.1). Student's distribution t 3 is symmetric with heavier tails than N(0,1) and is often a good approximation to the distribution of high quality data, c.f. Hampel et al. (1986, p. 23) . The mixture distribution given above is asymmetric and produces extreme outliers. We consider seven di erent pairs of 
Results
The results for all considered designs are very similar. Therefore, only the results for Pocock's plan with K = 3 interim tests (Tables 2, 3 and 4) and for O'Brien-Fleming's design with Lan and DeMets boundaries with K = 5 interim tests (Table 5) First, Pocock's plan is considered. If the distributions in both treatment groups are normal, the group sequential t-test has higher power and lower average sample size number than the other two tests under consideration, c.f. Tables 2 and 3 . For most other situations considered in our simulations the group sequential tests based on the robust estimators (25A,Q) and (25A,SH) show a better behaviour than the t-test.
Please insert Table 2 If the distribution is not normal in at least one treatment group but t 3 or MIXN, the application of the t-test can be dangerous. It can happen that the probability of an error of type I is approximately equal to , but that the power is drastically reduced and the average sample size number is markedly higher than for normally distributed data. In the simulations this happens for the pairs (F; G) equal to (N(0,1), t 3 ), (t 3 , t 3 ), and (MIXN, MIXN).
An application of the t-test can be very dangerous, too, for the other three pairs of (F; G), i.e. (N(0,1), MIXN), (t 3 , MIXN), and (MIXN, N(0,1)), but for other reasons. For these pairs of distributions the t-test can have a probability for an error of type I which is drastically higher than , in our simulations even higher than 10 . In these cases, the average sample size number of the t-test can be lower or higher than for normally distributed data. For normally distributed data the power of the test based on (25A,Q) is only a few percents lower than for the t-test, and the average sample size number is only slightly higher than for the t-test. If in at least one treatment group the distribution is not normal, but t 3 or MIXN, the application of a group sequential test based on (25A,Q) is much safer with respect to level, power and average sample size than the use of the t-test. For the robust test the estimated power values increase and the average sample size numbers decrease with increasing treatment di erences j j. Both points are not always true for the t-test, c.f. the pair of distributions (MIXN, N(0,1) ).
Please insert Table 3 The group sequential test based on (25A,SH) shows a similar behaviour than the one based on (25A,Q) in our simulations. In general, the test based on (25A,SH) has a somewhat lower power than the one based on (25A,Q) for normally distributed data. There are pairs of distributions (F; G), where the test based on (25A,Q) has higher power than the one based on (25A,SH) and vice versa. A similar result holds for the average sample size numbers. This behaviour is plausible because the scale estimator SH has a lower e ciency for normally distributed data than Q, and SH is more robust than Q, c.f. Rousseeuw & Croux (1993) .
The estimated values of Median(^ ? ) are given in Table 4 . Non-parametric 95% con dence intervals based on the 4902?th and 5099?th order statistics for Median(^ ? ) are computed, c.f. Ser ing (1980, p. 102f) . The widest con dence interval, i.e. the greatest di erence between these order statistics, has the length 0:021.
Please insert Table 4 For normally distributed data the estimated values of Median(^ ) are approximately equal to zero under H 0 but tend to be greater than for positive values of . For such data,^ based on ( X; S) and (25A,Q) have comparable biases, but -as could be expected -the bias is not negligible for 6 = 0, especially for = 0:5. Note, that = 0:5 is the value, for which the power of the tests should be approximately 0:95. For normally distributed data, the application of (25A,SH) yields greater biases than the other pairs to estimators if > 0.
For all six considered situations with non-normal data, the classical pair ( X; S) yields values of Median(^ ) which can drastically di er from in both directions. For such situations, the application of (25A,Q) or (25A,SH) allows a much more stable estimation of . However, none pair of estimators which is considered dominates the others for all situations. Overall, the pair (25A,Q) yields the best results in the simulations from two aspects. For normally distributed data the results based on (25A,Q)
do not di er too much from those produced by ( X; S), whereas (25A,Q) yields more robust results with respect to actual level and power of the test, average sample size number, and bias of the estimated standardized treatment di erence. In our simulations, the test based on (25A,SH) does not give much more robust results than the one based on (25A,Q) for non-normal data, but for normally distributed data the loss of power using (25A,SH) is greater than for (25A,Q Table 5 shows that this is successful for moderate sample sizes, because level, power, and averaged sample size number are very similar to those for the group sequential t-test under normality, but yield similar robustness properties under the considered alternatives. This is also true for the naive estimator for .
Please insert Table 5 Table 2 Estimated values of level and power (in percent) for two-sided group sequential Pocock tests;
Plan 1: K = 3, = 5%, 1 ? 95% for = 0:5. Table 5 Estimated 
Hypothesis Distributions

Discussion
The investigated group sequential tests based on modern robust location and scale estimators give much more stable results than the group sequential t-test under the distributions considered here. On the other hand, under normality one does not loose much information if one uses tests based on modern robust estimators instead of the t-test. The group sequential test based on Hampel's 3-part M-estimator 25A and the scale estimator Q proposed by Rousseeuw and Croux (1993) is an attractive alternative to the group sequential t-test, at least if the subsample sizes n k for each group are not too small at the beginning of the test procedure, i.e.
for k = 1. This test behaves very similar to the group sequential t-test under normality, but the behaviour is more stable for all 4 criteria -level, power, averaged sample size number and naive estimated standardized treatment di erence -under the model deviations considered here. It can be argued that the mixture model considered here may be too pessimistic for 'real life data' although the percentage of outliers is only 10%. However, the dramatic impact of such outliers on the group sequential t-test shows that the behaviour of this test can be very unstable. As mentioned earlier, Student's distribution with 3 degrees of freedom is often a good approximation to the distribution of high quality data, c.f. Hampel et al. (1986, p. 23) . But even under these circumstances the group sequential t-test looses much more power and the average sample size number is substantially higher than for the alternative tests in the situations considered here. Rousseeuw & Leroy (1988) An investigation of more complex estimators to reduce the bias and condence intervals for the standardized treatment di erence from a robustness point of view is beyond the scope of this paper.
APPENDIX: ADDITIONAL TABLES  Table 6a Estimated values of level and power (in percent) for two-sided group sequential Pocock tests;
Plan 2 
