This paper is dedicated to the well-posedness issue for the barotropic NavierStokes system with homogeneous Dirichlet boundary conditions in bounded domains of R N . We aim at considering data in as large a class as possible. Our main result is that if the initial density is bounded away from zero and belongs to some W 1,r with r > N, if the initial velocity is in the Besov space B 2−(2/p) r,p (and satisfies a suitable boundary condition), and if the body force is in L p loc (R + ; L r ) for some p > 1 then the system has a unique local solution. Our regularity assumptions are consistent with a dimensional analysis which shows that critical data would correspond to r = N and p = 1, and improve an old result by Solonnikov (1980 J. Sov. Math. 14 1120.
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Introduction
There is a profuse literature concerning the mathematical study of viscous compressible flows. In the barotropic case that we shall consider here, the corresponding equations read ∂ t ρ + div(ρu) = 0 i n (0, T ) × ,
Above, ρ = ρ(t, x) ∈ R + stands for the density, u = u(t, x) ∈ R N for the velocity and the pressure P is a suitably smooth given function of ρ. The viscosity coefficients µ and µ are assumed to satisfy µ > 0 and µ + µ > 0 so that the sesquilinear form corresponding to the Lamé operator A := −µ − µ ∇div is coercive (see, e.g., [18] ). We supplement the system with homogeneous Dirichlet boundary conditions for the velocity and initial data ρ 0 and u 0 at time t = 0. The body force f = f (t, x) ∈ R N is a given function. Finally, we assume that is a bounded 'admissible' domain of R N with N 2 (see definition 1.1 for more details). In the case of smooth data with density bounded away from zero, the existence of localin-time classical solutions for (1) has been established by Nash in [20] in the whole space case. More recently, the existence of global weak solutions with finite energy has been established by Lions in [14] (see also [21] for an up-to-date review of results concerning weak solutions).
In between the classical and weak solutions approach, a number of authors have proved the existence of local unique solutions for data with enough derivatives in Lebesgue spaces and various assumptions over the coefficients µ and µ (see, e.g., [16, 22, 25, 27] ). In particular, it has been established by Solonnikov in [25] that (1) is locally well-posed in a C 2 bounded domain of R N with N = 2, 3 whenever for some q > N,
• ρ 0 ∈ W 1,q ( ) and inf x∈ ρ 0 (x) > 0,
Solonnikov's result requires that µ µ > 0 hence does not apply to the monoatomic gases in dimension 2 or 3 (recall that such gases satisfy the Stokes relation (2 − N)µ + Nµ = 0 and that for polyatomic gases (2 − N)µ + Nµ is, in general, slightly positive).
In this paper, we want to prove the local well-posedness for a larger class of data and for any viscosity coefficients (µ, µ ) such that µ > 0 and µ + µ > 0.
Motivated by the fact that the momentum equation in (1) has some similarities with the incompressible Navier-Stokes equation:
it is natural to take u 0 and f in a class for which local well-posedness may be proved for (NS).
It is well established now that when solving (NS) in R
N it is suitable to use norms which are invariant for all λ > 0 by the transform u(t, x) −→ λu(λ 2 t, λx).
This is due to the fact that (NS) itself is invariant by (2) . In particular, critical spaces for initial data are norm invariant for all λ by the transform u 0 (x) −→ λu 0 (λx).
Solving (NS) in critical spaces has been initiated by Fujita and Kato in [8] . There the initial data are taken in the Sobolev spaceḢ N 2 −1 . Since then, (NS) has been shown to be well-posed in a number of critical functional spaces (see, e.g., [17] ). In particular, it is well-posed in L N (R N ) (see [10] ) and also in L N ( ) for any smooth bounded domain of R N (see [9] ). As we deal with (1), the next natural question is where the initial density has to be taken. Now, in the case f ≡ 0, system (1) is invariant by the transform
(ρ, u)(t, x) −→ (ρ, λu)(λ 2 t, λx)
up to a change in the pressure law (which may be treated as a lower order term as far as one is interested in local-in-time results). Hence, taking u 0 ∈ L N ( ) and ρ 0 so that ∇ρ 0 ∈ L N ( ) is a natural assumption for the initial data. In order to get control of the parabolicity of the momentum equation, however, one has to suppose in addition that ρ ±1 0 is bounded, an assumption which has the desired scaling invariance.
In the case of the whole space = R N , this program has been successfully implemented in [3, 4] (except that for serious technical reasons, Besov spacesḂ . However, our result in R N was strongly based on Fourier analysis so that having a direct extension to the case of more general domains seems quite unlikely.
This paper is based on the following maximal regularity estimate for functions vanishing on {t = 0} and on ∂ :
which proves to be more robust than the Fourier analysis methods that we have used so far for studying (1) in R N . Let us mention in passing that a similar approach has been used recently for the study of incompressible inhomogeneous fluids in almost critical spaces (see [5] ).
If p = r, µ µ > 0 and the bounded domain is smooth, then estimate (3) goes back to the work by Solonnikov in [26] . Besides, according to the work by Lamberton in [13] the case p = r entails (3) in the general case. The reader may refer to the book [11] by Krylov or to the survey paper [19] by Monniaux for a 'modern' proof of (3) in the case µ = 0.
This motivates the following definition. 
has a unique solution in the space
and the following inequality holds true for all t ∈ [0, T ]:
for some constant C depending only on p, r, µ /µ and on the shape of .
Finally, for any (p, r) ∈ (1, ∞) 2 and T > 0 we introduce the space
r (T ).
One can now state our main result: 
In addition, the total mass M := ρ dx is time independent.
Remark. In contrast to prior works devoted to (1) in bounded domains, our result is not restricted to the case where µ > 0 and µ 0. The key to that improvement is the recent paper [18] by Mitrea and Monniaux.
Remark. In this paper, we have restricted our attention to local-in-time results for large data and general pressure laws. We plan to address the question of global solvability for small perturbations of a steady equilibrium state in future works.
Remark. The main drawback of any method based on classical maximal regularity estimates is that the critical index of regularity cannot be achieved. Indeed, this would require our taking p = 1 in (3). However, the corresponding inequality is generically false. It would be interesting to study whether one may get the critical index of regularity by following the method introduced recently in [6] .
Following Solonnikov in [25] , the proof relies on the maximal regularity estimate (3). The main novelty here is that the time and space exponents p and r may be uncorrelated (recall that in [25] , p = r was needed). This extra degree of freedom is the key to go below Solonnikov's regularity assumptions and get almost critical data. More precisely, proving the existence in the above theorem relies on a generalization of (3) to parabolic systems with nonconstant coefficients depending on both t and x, and having some Hölder regularity with respect to x. Once the inequality has been established for the constant coefficient case (this has been done in a recent paper by Mitrea and Monniaux [18] ), the generalization to nonconstant coefficients turns out to be easier than in the case of the nonstationary Stokes system with variable coefficient studied in [5] . On the other hand, the proof of the uniqueness is more involved than in [5] as, owing to the hyperbolic nature of the mass equation, stability estimates cannot be proved without losing at least one derivative. In the case of incompressible fluids, it turns out that the loss of one derivative occurs only in the mass equation. In the compressible case, because the pressure term depends (explicitly) on the density, the coupling between the mass and momentum equations is somewhat stronger and, to our knowledge, there is no way to avoid the loss of one derivative in the stability estimates for both the density and the velocity. Hence spaces with negative index of regularity have to be employed (see theorem 2.6). Let us point out that this additional difficulty did not occur in [25] as there was enough regularity to get uniqueness by means of standard energy arguments.
The paper is structured as follows. In section 2, we prove estimates for a suitable linearization of (1) . In section 3, we prove theorem 1.4. In the appendix, we justify that any C 1,1 bounded domain is admissible and establish that the Riesz transform pertaining to the Lamé operator is continuous on L r . This property is needed for proving some new maximal regularity estimates that are the key to the proof of uniqueness.
Convention. In all that follows, C stands for a 'generic' constant depending only on the coefficient µ /µ, on the dimension N, on the regularity parameters p, r and on the shape of the domain: that is, we require C to be invariant under dilation or isometric transforms of .
Linear estimates
As we want to prove local results, at the linear level, the mass and momentum equations of (1) may be considered independently. On the one hand, the linearization of the mass equation is the classical transport equation. On the other hand, the linearized momentum equation is a parabolic system with time and space dependent coefficients. This section is dedicated to the study of such linear equations.
Let us first recall a few classical results for the transport equation
where v is a given time-dependent vector field with coefficients in L 1 ([0, T ]; C 0,1 ( )) and satisfying v · n = 0 on ∂ . In order to deal with the mass equation in the proof of theorem 1.4, we shall mostly use the following result the proof of which may be found in e.g. [25] :
In order to handle the momentum equation of (1), we need to investigate the following linear parabolic system with variable coefficients:
Above, ρ stands for some given positive bounded function with Hölder regularity with respect to the space variable.
High regularity estimates
Throughout this subsection, stands for an admissible domain of R N . For α ∈ (0, 1], we introduce the following notation:
and we set
Finally, if the function ρ * is positive and measurable then we denote
We aim at proving the following result which is the key to theorem 1.4.
Theorem 2.2. Assume that ρ is a bounded measurable function such that
) and there exists a constant C depending only on N, p, r, α, µ /µ and on the shape of such that, denoting
and by δ the diameter of , we have the following inequality for all t ∈ [0, T ]:
The proof of theorem 2.2 relies on the following maximal regularity estimate pertaining to the case where the coefficient ρ depends only on t.
Theorem 2.3. Let be an admissible domain of R
) and there exists a constant C depending only on p, r, µ /µ and on the shape of such that for all t 0:
Proof. Let us make the change in time variable τ = T (t) with
Now, by virtue of proposition 1.3, for all T > 0, the above system has a unique solutionũ in the space F p,r (T ) and we have
Coming back to the time variable t completes the proof.
Let us now tackle the proof of the a priori estimates of theorem 2.2 in the case u 0 ≡ 0.
Lemma 2.4. Under the assumptions of theorem 2.2 with u 0 ≡ 0, the following a priori estimate is valid:
(ρ * ∂ t u, µη
Proof. We shall follow Solonnikov's method in [25] . To avoid unnecessary heaviness in the calculation, we focus on the case µ = 0 and assume that the solution u to (8) is real valued. That the terms generated by µ ∇div u are of the same order as those produced by µ u is left to the reader.
First step: the case of a small perturbation of a time-dependent function ρ * . This first step is devoted to the proof of the inequality in the easy case where ρ − ρ * is small. For that, we rewrite the equation for u as follows:
Now, according to theorem 2.3, we have for some constant C 0 depending only on p, r and on the shape of ,
so that if for all t ∈ [0, t] we have 2C 0 ρ(t ) Ċα ρ * (t )δ −α then the right-hand side may be absorbed by the left-hand side and one gets the desired inequality.
Second step: local estimates. Let us assume from now on that
The key idea is that, because ρ has some Hölder regularity with respect to the x variable, it does not vary much on small subdomains of . Hence one may introduce a convenient partition of unity in the x variable and use theorem 2.3 in order to control the solution on each subdomain. Let ( k ) 1 k K be a covering of by open cubes with diameter λδ for some λ ∈ (0, 1) to be fixed hereafter. With no loss of generality, one may assume that the covering has finite multiplicity m = m(N ). Consider a subordinate partition of unity
Note that ρ k depends only on t. Hence applying theorem 2.3 and Hölder inequality implies that for all t ∈ [0, T ],
Now, as k has diameter less than λδ, one may write
Therefore, if one sets for a suitably small constant c,
(a choice which is allowed thanks to (12)), then the last term of the above inequality may be absorbed by the left-hand side and we eventually get
Third step: the global estimate. Taking advantage of the definition of g k and of the properties of (ϕ k ) 1 k K , we see that
Plugging this in (13) and using the definition of ρ * , ρ * and η ρ thus yields
Next, let us use that for any α 0, we have
From this, since the covering has finite multiplicity m, we get
By the same type of arguments, we have
|, we get, thanks to inequality (14) and to the fact that
). Now, let us use the following classical interpolation inequality:
Then choosing ε = κη −1 ρ (t )λ 1+ς at time t in the previous inequality (with κ suitably small), and using the definition of λ yields
Fourth step: bounds for u L p t (L r ( ))
. In order to get an inequality involving the data only, we now have to bound the lower order term u L p t (L r ( )) . For that, we note that for all t ∈ [0, T ], we have
Now, let us use the following inequality:
which holds true for any smooth function with nonvanishing L r norm.
Let η * ρ (t) = sup 0 t t η ρ (t ). Putting together inequalities (16) and (17) (and using an appropriate smoothing of the function u if need be), one can write for all ε > 0:
.
· Then, the above inequality becomes
whence applying the Gronwall inequality,
So finally,
Now, plugging the above inequality in (16) yields the desired bound for ∂ t u and ∇ 2 u.
Fifth step: bounding u(t)
D 1 p ,p
Ar
We note that u satisfies
Hence applying theorem 2.3 ensures that
Then inserting the bound that we have obtained above for ρ * ∂ t u completes the proof of the lemma.
Proof of theorem 2.2. The uniqueness part of theorem 2.2 is obviously a consequence of lemma 2.4 so let us go to the proof of the existence of a solution for (8) . We first consider the case u 0 ≡ 0. Then performing the change in unknownũ(τ ) = u(t) with τ = T (t) and T (t) := t 0 ρ −1 * (t ) dt reduces the study to the case where ρ is bounded from above and from below.
One may now apply the continuity method as presented in e.g. [11] . We proceed as follows:
We have to show that for any T > 0 and any
Note that according to proposition 1.3, the set E contains 0 and hence is nonempty. So it suffices to find an ε > 0 such that for all θ 0 ∈ E,
Fix some
, and denote by Q θ : u → v the solution operator to the equation
As θ 0 is in E, it is clear that Q θ maps the Banach space F p,r (T ) in itself. From the definition of Q θ , it is also obvious that any fixed point of Q θ is a solution to L θ u = f. Now, we note that if u 1 and u 2 are two functions in F p,r (T ) and if
Therefore, owing to θ 0 ∈ E, one may write
Let us point out that the constant C is independent of θ 0 . Indeed the functions involving ρ θ 0 in the estimate of lemma 2.4 may be bounded independently of θ 0 for θ 0 ∈ [0, 1].
It is now clear that property (18) holds true with ε :
ε then the above inequality ensures that Q θ is a contractive mapping and hence has a unique fixed point. Hence 1 is in E. In other words, there exists a function u ∈ F p,r (T ) such that ρ∂ t u + Au = f .
One can now prove the existence part of theorem 2.2 for general initial data. In fact, it suffices to first solve ρ * ∂ t w + Aw = f,
and next,
The existence of w is ensured by theorem 2.3 together with the inequality
while the above analysis provides a solution v for the second system with
. Now u := v + w is clearly a solution to (8) with initial data u 0 and putting together the above two inequalities, we get
As the system satisfied by u can be rewritten
applying theorem 2.3 and using inequality (20) enables us to bound u(t)
This completes the proof of the theorem.
Low regularity estimates
We now want to prove low regularity estimates for the solutions to (8), which will be needed to establish the uniqueness in theorem 1.4. More precisely, in the case of null initial data, we want to estimate the solution to (8) 
where b stands for a given measurable positive function depending on both t and x, and ζ is a real number greater than −1.
Recall that if is an admissible domain then A generates an analytic semi-group on L r . Hence negative fractional powers of A may be defined by the formula
and one can set A α := (A −α ) −1 (see, e.g., [15] ). Let us first focus on the case where the coefficient b depends only on t.
Lemma 2.5. Let u satisfy (21) in the admissible domain for some positive function b in L
and real number ζ > −1. Then, the following a priori estimate holds true for all 1 < p, r < ∞ and t ∈ R + : (21) and using the maximal regularity estimate (3) leads to
Proof. Making the change in functionũ(τ ) = u(t) andF (τ ) = b −1 F (t) with τ = T (t) and T (t) =
. 2 Here W −1,r denotes the dual set of W 1,r 0 .
Coming back to the variable t and to the original functions u and F completes the proof.
The following result is the key to the proof of uniqueness in theorem 1.4. 
and if u satisfies (21) with F = g + div f then the following estimate is valid for all t ∈ [0, T ]:
Proof. For simplicity, assume that ζ = 0 and that u is real valued. We use again the partition of unity introduced in the proof of theorem 2. 
Therefore, u k satisfies
with null boundary data and 
. In order to bound F k and G k it suffices to apply Hölder inequality and to use the properties of the partition of unity. AsẆ
Therefore,
where k ∼ k means that the summation over k concerns only those k such that k ∩ k = ∅. According to corollary A.4, we have
Hence, if we choose λ ∈ (0, 1] and T > 0 such that for some small enough ε,
then the last term in the right-hand side may be absorbed by the left-hand side.
To complete the proof of the desired estimate, let us use the fact that
−N , we thus deduce from the above inequality that for all t ∈ [0, T ],
Indeed, on the one hand, taking advantage of the reiteration theorem, we may write
On the other hand, according to e.g. [15, p 56], we have
One can now conclude that for all t ∈ [0, T ],
whenever T satisfies (23) and
for a small enough constant η depending only on N, p, r and on the shape of .
Remark. Since we shall use the above result only for proving uniqueness, we did not strive for the most general statement. It goes without saying that one may also consider nonzero initial data and get an inequality for all time. From it one may deduce a stability result for system (1).
The proof of the main theorem
To simplify the presentation, we restrict ourselves to the case µ = 0. However, as the domain of the Lamé operator is independent of (µ, µ ) and as the results of the previous section concerning the linearized system are true in the general case, proving theorem 1.4 in its full generality relies on the same arguments.
The proof of existence
It is based on the following Tikhonov's theorem:
Theorem (Tikhonov). Let E be a separable reflexive Banach space and K a nonempty closed convex subset of E. Let be a self-map on K. If in addition satisfies the following weak continuity property:
weakly in E then admits at least one fixed point.
The Banach space that we shall use for applying the above theorem is the set F p,r (T ) that has been defined in definition 1.1. The fact that it is separable and reflexive stems from proposition 1. 3 
as it implies that F p,r (T ) coincides with the space
L r ) (with equivalent norms). Throughout, we fix some initial data ρ 0 , u 0 and source term f satisfying the assumptions of theorem 1.4. Let us first recast our problem in terms of fixed point of a suitable map.
To deal with the density, one may use the fact that, whenever u ∈ F p,r (T ), then u is in L 1 ([0, T ]; C 0,1 ( )) and vanishes at the boundary. Hence the transport equation
has a unique solution given by the formula
t (x)), where ψ t stands for the flow of the vector field u at time t. Now, denoting R : u → ρ the solution map associated with the above equation, we readily get
Note also that, as u · n = 0 on ∂ , the Stokes formula implies that
Hence the 'total mass' over is time independent. In order to bound ∇R(u), one may use that ρ := R(u) satisfies
Using proposition 2.1 and Gronwall lemma, we thus get
Therefore, if T is chosen so that
then inequalities (25) and (26) imply that for all t ∈ [0, T ],
Let us now focus on the momentum equation. We want to solve the following linear system with unknown vector field v (recall that ρ = R(u)):
Recall that if the vector field u and the time T have been chosen so that (27) is satisfied then (28) holds true. Now, asẆ 1,r →Ċ 1−N/r , one can deduce from (29) that the functions B ρ and K ρ with α = 1 − N/r are bounded. Therefore, if in addition the right-hand side of the first equation of (30) 
L r ) (a fact that will be proved below for u ∈ F p,r (T )) then theorem 2.2 ensures that system (30) has a unique solution v in F p,r (T ).
Let : u −→ v. We claim that if T has been chosen small enough then satisfies the assumptions of Tikhonov's theorem for some convenient closed convex subset of F p,r (T ).
Bounding . Inequalities (28) and (29) entail that there exists some constant C depending only on p, r, N, ρ * , ρ * and on the shape of such that for all t ∈ [0, T ],
To simplify the computations, let us assume from now on that, for a small enough constant c, we have µT
Then, theorem 2.2 implies that there exists some constant C depending only on ρ * , ρ * , p, r, N and on the shape of , and such that
with
On the one hand, (28) and (29) guarantee that
On the other hand, the convection term may be bounded as follows:
For the time being, let us assume that 1 < p < 2r/(r − N). Then, by using that D 
Of course, since is bounded, the Poincaré inequality guarantees that, for some constant C depending only on the shape of , we have
Coming back to (33), one can now conclude that for all t ∈ [0, T ],
In addition to the previous conditions, let us assume now that for all t ∈ [0, T ],
Then, the above inequality implies that
So finally, if we assume that U(t) M(t) for all t ∈ [0, T ], and that conditions (27) , (32) and
are satisfied then we have
In order to conclude, we now have to find conditions over the data and T ensuring (27) , (32) and (37). For the last two conditions, it suffices to choose T small enough. As for (27) , we note that, according to (34),
hence, the first part of (27) is satisfied whenever for some small enough constant c,
Next, we have
hence the second part of (27) is satisfied provided
As a conclusion, in the case 1 < p < 2r/(r − N), we have proved that there exists some constant c such that if T has been chosen so that conditions (32), (37), (39) and (40) are satisfied then is a self-map over the closed convex subset
Let us now briefly explain how one may proceed if p 2r/(r −N). In this case inequality (34) is no longer correct. However, one may bound the convection term as follows:
is continuously embedded in the set C 0 ( ) and the following estimate is available:
Note also that in the case that we are now considering, we have 2/p > 1 so that
Therefore, putting together Hölder's inequality and the definition of U yields
It is now easy to find some small enough positive time T and some closed convex subset K T of 
, one may assume in addition that ρ n converges to some functionρ in C([0, T ]; L r ). Finally, using the fact that the vector fields u, u n , v and v n are in the bounded set K T , applying standard interpolation inequalities show that convergence holds true also for stronger norms so that one may pass to the limit in the system satisfied by (ρ n , u n ), namely,
Since uniqueness holds true for the two equations (which are linear), this means thatρ = R(u) and v = (u). So finally v is the only possible limit value for a weakly convergent subsequence of (v n ) n∈N 
End of the proof of existence. The previous steps combined with the Tikhonov theorem ensure that has at least one fixed point u. It is clear that (R(u), u) satisfies system (1).
The proof of uniqueness
With no loss of generality one can assume that 1 < p < 2. Hence uniqueness in theorem 1.4 stems from the following proposition: 
If in addition δρ
Proof. Throughout, let us fix two positive real numbers ρ * and ρ * such that for i = 1, 2,
In all that follows, C stands for a 'constant' depending (at most) on N, p, r, ρ * , ρ * , µ and on the shape of .
In order to bound δρ(t) L r , it suffices to use the fact that
and to apply proposition 2.1. We get for all t ∈ [0, T ],
whence, according to the Gronwall inequality,
Using embedding, the reiteration theorem and the properties of the domains of the fractional powers of A stated in [15] as for proving (34) (recall that 1 < p < 2 and N > r), we get
Coming back to (41), we thus get
We now have to bound δu. For that we note that 
Therefore, taking advantage of the mean value theorem and of Hölder inequality yields
). Now, we note that according to (24) and Hölder inequality, we have
Therefore, we end up with
). Putting this inequality together with (42), we see that there exists some continuous function 
For a smooth domain, this latter result is a consequence of the works by Seeley in [23] , and of Agmon, Douglis and Nirenberg in [1] . The case of a three-dimensional rough domain has been treated by Shi and Wright in [24] . There the domain is assumed to be W 2,q for some value of q depending only on r. The case N = 3 that has not been considered by the authors follows from a similar method. Indeed, their proof relies on three facts:
-an L 2 energy estimate which holds true whenever µ > 0 and µ + µ > 0 (see [18] ); -a representation formula for solutions in the half-space; -the Hörmander-Mihlin theorem.
Finally, as a suitable change in the time variable reduces the proof to the case µ = 1, the constant C depends on the viscosity coefficients only through the ratio µ /µ.
The following continuity result for the Riesz transforms associated with the Lamé operator is the key to theorem 2.6. Proof. Arguing by duality, we note that the second result is a consequence of the first one. Indeed, let r ∈ (1, ∞) be the conjugated exponent of r. Then, using integration by parts and the self-adjointness of A, one may write for all u ∈ C ∞ c ( ) and j ∈ {1, . . . , N},
2 is continuous over L r then the supremum may be bounded by a constant, which
Let us now go to the proof of the first continuity result. According to propositions 5.3 and 5.6 of [2] , it suffices to establish that the Lamé semi-group (e −tA ) t>0 satisfies the following two properties:
• for all q ∈ (1, 2] there exists a constant C such that for all t > 0, 
• for all q ∈ [2, ∞) there exists a constant C such that for all t > 0,
This will be a consequence of the following lemma that we admit for a while:
Lemma A.3. Fix some θ ∈ (0, π) and denote θ := {z ∈ C \ {0}/| arg z| < π − θ }. Finally, as A is self-adjoint, the above inequality entails (44).
The proof of inequality (45) Then arguing as for bounding e −tA leads to inequality (47), and thus to lemma A.2.
Proof of lemma A.3. In [18] , at the end of section 2, it has been proved that for all z ∈ θ , equation zu + Au = f has a unique solution u which satisfies
for some constant C depending only on θ, q and on the shape of . Because Au = f − zu, inequality (43) thus ensures that
Using interpolation we thus eventually get 
