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Abstract 
The traditional RBF neural network has the problem of slow training speed and low efficiency, this 
paper puts forward the algorithm of improvement of RBF neural network by AdaBoost algorithm combined 
with PSO, to expand the application range of the RBF neural network. Firstly, it preprocesses the sample 
data in training set, and initialize the weights of test data; Secondly, it optimizes and chooses different 
implied layer functions and network learning parameters by using the improved PSO algorithm, to produce 
different types of RBF weak predictor, and repeatedly train the sample data by using Matlab tools; Finally, 
it constructs multiple generated RBF weak predictors to strong predictors by using AdaBoost iterative 
algorithm. It chooses data sets of UCI database to do the simulation experiment, and the simulation results 
show that the proposed algorithm further reduces the mean absolute error, compared with the traditional 
RBF neural network prediction, the experiment has improved the prediction precision of the network, to 
provide a reference for RBF neural network prediction. 
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1. Introduction 
RBF neural network is a local optimal approximation network, with good generalization 
ability, classification ability and nonlinear mapping ability, simple structure, as well as fast 
convergence speed [1], and this network is often used in the areas, such as nonlinear system 
modeling, fault detection and prediction control and pattern recognition, etc [2-4]. However, 
there are still some problems, such as RBF neural network needs to further improve prediction 
accuracy, the implied layer basis function center, the appropriate number of nodes of implied 
layer nodes, center and width are not selected easily in the actual system, etc. 
Aiming at these problems, there are some algorithms to improve RBF neural network. In 
literature [5], it proposed using the clustering characteristics in the adaptive resonance theory 
network to adjust the number of implied layer nodes and the initial parameters of network, and it 
has simplified the structure of network, but in view of the mathematical relationship between the 
similarity, vigilance parameters and the width of the implied layer nodes, the network 
performance needs to be improved. In the literature [6], it proposed using neuron information to 
adjust the structure of the RBF neural network, but it did not solve the convergence problem in 
the process of learning. In literature [7], it proposed an improved fuzzy K-Prototype algorithm for 
improving RBF neural network and reducing the system sensitivity to the initial center selection 
of basis function, but the application scope is still limited. In literature [8], it proposed combining 
the gray theory with RBF neural network, but the prediction results need to improve precision. In 
literature [9-11], it proposed using PSO algorithm to optimize the parameters of RBF neural 
network, to reduce the error of the RBF network data. 
Reasonable network structure design and how to choose the appropriate learning 
algorithm are two main factors in the design process of RBF neural network. The determination 
of RBF implied layer nodes and initial parameters is the key point of the network structure 
design. This paper uses the improved PSO clustering algorithm to determine the initial structure 
of the network, then uses AdaBoost learning algorithm to learn network and train multiple weak 
predictors, and finally produces strong predictors, to further improve the performance of 
network. Finally, it uses simulation experiment of data sets from UCI database, to prove that the 
algorithm has improved greatly in terms of feasibility and effectiveness. 
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2. RBF, PSO and AdaBoost Algorithm Principle 
 
2.1. RBF Neural Network 
RBF neural network approximate any nonlinear function is used to deal with the law in 
the system that is not easy to say, and is a three-layer feedforward neural network, generally 
composed of input layer, implied layer and the output layer of the neural network [12]. RBF 
neural network translates the complex nonlinear problem into a high-dimensional feature space, 
and converts the problem into linear separable, which avoids the local minimum problem, and 
needs more implied layer neurons. The more the neurons in the implied layer, the more 
accurate the approximation is. The structure of RBF neural network is shown in Figure 1. 
 
 
 
 
Figure 1. Topological structure chart of RBF network 
 
  
In Figure 1, , , … ,  is the input vector of the training sample, m is the total 
number of input sample, the corresponding actual output is  ,where m,n and i values can be 
different; the basis function is the i implied layer output function; is the i weights between the 
implied layer and output unit. The implied layer basis functions belong to local non-negative 
nonlinear function, and the optional function is shown in Table 1. 
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2.2. AdaBoost Algorithm 
AdaBoost is an iterative algorithm, training different weak classifiers in the same training 
set, and then constructs multiple weak classifiers into strong classifiers, with better classification 
performance [13]. AdaBoost algorithm is simple with high classification accuracy, and does not 
need feature selection. When the weak classifier is constructed into a strong classifier, it does 
not need to change the original classifier, and the upper limit of classification error rate will 
steadily decline along with training. According to the classification of each sample and the 
classification accuracy of the previous whole data set, the algorithm resets the weights of 
sample, as each iterative computation needs to update the weights, and setting the weak 
classifier with better classification effect has greater weights than other classifiers. The updated 
weights data is passed to the lower classifier to continue training, and each training classifier is 
fused by the weighted voting mechanism; after N cycles, N weak classifiers are obtained, and 
the last strong classifiers are obtained according to the superposition of N weak classifiers by 
the calculated weights.  
The main steps of AdaBoost iterative algorithm are: Iterating circularly, updating 
samples to find the distribution of the best weak classifier at present, and then calculating the 
error rate of each weak classifier, finally constructing the weak classifiers, which have been 
trained for several times, into strong predictors. 
 
2.3. Improvement of PSO Algorithm 
RBF neural network mainly studies three parameters, which are respectively RBF 
center , , RBF width, and the connection weights  between implied layer and output 
layer, the values of these three parameters influence the prediction accuracy of RBF neural 
network model to a large extent, and the common algorithms of these three parameters are 
mainly the orthogonal least squares (OLS), k-means algorithm and PSO algorithm, genetic 
algorithm and ant colony algorithm, etc. 
PSO algorithm has a stronger global searching ability, simple realization principle and 
other advantages, we can consider using PSO algorithm for optimization of three important 
learning parameters in RBF model, while PSO is a global optimization algorithm, it needs longer 
time to train the data sets, and it is easy to fall into local minimum. In order to obtain the optimal 
parameters in RBF, we need to improve on the basis of the traditional PSO algorithm and thus 
improve the optimizing capability of the standard algorithm. In literature, it respectively proposes 
four methods to optimize parameters of RBF by using the improved PSO algorithm, and to a 
certain extent, it improved the training ability of the network. The traditional PSO algorithm is 
constantly updating the particle velocity and position value in training sets by the following two 
mathematical formulas:  
 
1 1 2 2( 1) * (0,1)*( ( )) * (0,1)*( ( ))id id id id gd idV t V c Rnd P x t c Rnd P x t         (1) 
 
( 1) ( ) ( 1)id id idx t x t V t           (2) 
 
In formula (1),  and  are the velocity and position of the  particle,  and  are 
the history optimal position of the particle  and the population,  is inertia weight,  and  are 
acceleration learning factors, with non-negative values, and eventually achieve the optimal 
state; meeting the below conditions ,  and  
∗ 0,1 ∗  are the learning ability of particles; ∗ 0,1 ∗ expresses 
the collaboration between different particles. 
In PSO algorithm, the particles are evolved through two parameters  and , and  in 
order to avoid particles falling into local optimum, and improve the searching ability of other 
particles in new area in the late algorithm, this algorithm adds a random variable  by the 
distribution of Gaussian (0,1) in formula (1), and calculates the parameters , 
 
( ) ( )(0.5 1)
gd gd
P k P k           (3) 
 
In formula (2), we add the second random search factor , when the particle optimizes 
that new position is not better than the current position, we need to start the next optimization in 
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the original position, otherwise the new position is the starting position of the next optimization, 
and the formula follows: 
 
( 1) ( ) ( 1)
id id id
x t x t V t     ,      (0,1) 0.5Rnd        (4) 
 
Therefore, this paper uses the improved iterative formula (3) and (4) to optimize the 
update speed and position of particles, and finally outputs the optimal particle that is the optimal 
parameter of RBF neural network kernel function. 
 
 
3. The Improvement of RBF Prediction Model Based on AdaBoost Combined PSO 
This paper firstly uses the improved PSO algorithm that is mentioned in section 2.3 to 
optimize these three parameters , ,  and  in RBF neural network, and constructs N 
RBF weak predictors by using the generated parameters, and finally uses AdaBoost algorithm 
continuously adjusting weights to obtain strong predictors, which are generated by multiple 
weak predictors. 
 
3.1. Determination of RBF Model Parameters 
The constructor function of RBF in Matlab is: [net,tr]=newb(P,T,GOAL,SPPREAD,MN,DF), 
and the net is thee return value of network, tr is return value of training record, and when the 
network data sets are trained, the newrb self-adaption increases the number of implied layer 
nodes, until the requirements of the target error  are met. In the constructor function, P is the 
input vector of R x Q (R is the number of input variables, Q is the number of training sample), T 
is the output data matrix of the target classification vector S x Q (S is the number of output 
category), GOAL is the target error, SPREAD is the expansion rate of RBF. In table 1,  is the 
parameter SPREAD value, MN is the maximum number of neurons (should exceed the total 
number of samples), DF is the number of the implied layer neurons, which need to add in each 
iteration process. In the process of training, the newrb function produces one neuron in each 
cycle, and the increase of each neuron can minimize error, if the requirements of precision 
aren’t met, neurons need to constantly increase, when the error is less than the expected error 
or the number of implied layer neurons reaches the maximum, the training can end. Using the 
minimum error function E as the target evaluation function of network, can reduce the error of 
abnormal point, where  is the desired output of network:  
 
2 2
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1
( y ) ( y )
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t n
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3.2. Strong Predictor Based on AdaBoost 
Using PSO for RBF parameters optimization can generate a number of different types 
of RBF weak predictor, using AdaBoost algorithm based on PSO algorithm improved the 
structure of RBF neural network algorithm process is shown in Figure 2. 
 
 
 
 
Figure 2. Algorithm flow of RBF neural network based on AdaBoost combined with PSO 
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The detailed steps of the algorithm are explained as follows: 
Step 1: By the initialization of the training data, obtain input and output dimensionality of 
training sample to design the structure of network, set the weights  and threshold value 
(0<<1) of training network. Set the number of iteration 1, initial error 0, the weights 
					 1, 2, … , , where n is the sample number of training set. 
Step 2: Pretreat the sample data. 
Step 3: Use PSO algorithm to optimize three diameters (, , ) of RBF network, and 
use N different RBF neural network basis functions to generate different RBF weak predictors. 
Step 4: Use RBF neural network to train the weak predictor of each construction, create 
the regression model of system gt(x)y, t = 1, 2, …, T.. 
The error rate of  tg x is t :  t tD i   , where i meets 
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Step 5: Adjust the weights of test data. When 
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4. The Analysis of Experiments and Results 
 
4.1. Experimental Data 
At present, the public test data sets UCI of the University of California Irvine 
(http://archive.ics.uci.edu/ml/datasets/) have a total of 308 data sets, and this experiment adopts 
the data sets of Bike Sharing and Energy Efficiency in the UCI database for regression 
prediction. 
Bike Sharing data set contains 731 pieces of public bicycle data with weather and 
seasonal information and has 16 attributes in total, with instant(record index)(T1), 
dteday(date)(T2), season(T3), yr(year)(T4), mnth(T5), holiday(T6), weekday(T7), 
workingday(T8), weathersit(T9), temp(Normalized temperature in Celsius)(T10), 
atemp(Normalized feeling temperature in Celsius)(T11), hum(Normalized humidity)(T12), 
windspeed(T13), casual(count of casual users)(S14), registered(count of registered 
users)(S15), cnt(count of total rental bikes including both casual and registered)(S16). In this 
experiment, the 150 groups of data selected randomly are used as training data, and the 150 
groups of data are used as testing data, T3-T13 are selected as training attributes, and S16 is 
selected as actual output. The initial data of Bike Sharing data set is shown in Table 2. 
 
 
Table 2. Bike Sharing Data Set 
NO T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 S14 S15 S16 
1 1 2011/1/1 1 0 1 0 6 0 2 0.344167 0.363625 0.805833 0.160446 331 654 985 
2 2 2011/1/2 1 0 1 0 0 0 2 0.363478 0.353739 0.696087 0.248539 131 670 801 
3 3 2011/1/3 1 0 1 0 1 1 1 0.196364 0.189405 0.437273 0.248309 120 1229 1349
4 4 2011/1/4 1 0 1 0 2 1 1 0.2 0.212122 0.590435 0.160296 108 1454 1562
5 5 2011/1/5 1 0 1 0 3 1 1 0.226957 0.22927 0.436957 0.1869 82 1518 1600
… … … … … … … … … … … … … … … … … 
730 730 2012/12/30 1 1 12 0 0 0 1 0.255833 0.2317 0.483333 0.350754 364 1432 1796
731 731 2012/12/31 1 1 12 0 1 1 2 0.215833 0.223487 0.5775 0.154846 439 2290 2729
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Energy Efficiency data set contains 768 pieces of energy efficiency data of air 
conditioning and has 10 attributes in total, with Relative Compactnes(I1), Surface Area(I2), Wall 
Area(I3), Roof Area(I4), Overall Height(I5), Orientation(I6), Glazing Area(I7), Glazing Area 
Distribution(I8), Heating Load(O1), Cooling Load(O2). In this experiment, the 618 groups of data 
selected randomly are used as training data, and the 150 groups of data are used as testing 
data, I1-I8 are selected as training attributes, and O1 is selected as actual output and O2 for 
reference. The initial data of Energy Efficiency data set is shown in Table 3. 
 
 
Table 3. Energy Efficiency Data Set 
NO I1 I2 I3 I4 I5 I6 I7 I8 O1 O2 
1 0.98 514.50 294.00 110.25 7.00 2 0.00 0 15.55 21.33
2 0.98 514.50 294.00 110.25 7.00 3 0.00 0 15.55 21.33
3 0.98 514.50 294.00 110.25 7.00 4 0.00 0 15.55 21.33
4 0.98 514.50 294.00 110.25 7.00 5 0.00 0 15.55 21.33
5 0.98 514.50 294.00 110.25 7.00 2 0.00 0 15.55 21.33
… … … … … … … … … … … 
767 0.62 808.50 367.50 220.50 3.50 4 0.40 5 16.48 16.61
768 0.62 808.50 367.50 220.50 3.50 5 0.40 5 16.64 16.03
 
 
4.2. Experiment and Result Analysis 
In the experiment, we used 3 commonly test function Griewank, Rastrigin and Schaffer 
to improve PSO algorithm, set key parameters of algorithm: population size for 30 and 60; the 
maximum number of iterations for 200; the initial acceleration factor of 2.7 and 1.5; inertial 
weight 0.8. In Matlab, the performance indexes of OLS, standard PSO and improved PSO 
algorithm are shown in Table 4. The simulation results show that the improved PSO algorithm is 
better than the standard PSO algorithm and the least square method. 
 
 
Table 4. Comparison of the Improved PSO Algorithm in the Test Function 
Function Particle Number 
OLS Algorithm Standard PSO AlgorithmImproved PSO Algorithm
VarianceCorrect rate Variance Correct rate Variance Correct rate 
Griewank
30 2.45 92.978 1.119 94.684 4.76 97.215 
60 3.556 93.023 5.34 94.983 1.87 97.874 
Rastrigin 
30 30.45 92.053 21.87 94.012 16.29 97.945 
60 23.89 92.945 13.66 94.783 7.45 98.002 
Schaffer 
30 0.043 91.998 0.021 94.239 5.034E-4 96.994 
60 0.011 93.045 2.3043E-4 95.034 2.926E-6 98.084 
 
 
 
Figure 3. Prediction error absolute value of 
Bike Sharing 
 
Figure 4. Prediction error absolute value of 
Energy Efficiency 
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Figure 5. Decline curve of mean square error 
of Bike Sharing 
 
Figure 6. Decline curve of mean square error of 
Energy Efficiency 
 
 
 
 
Figure 7. Regression states of Bike Sharing 
 
Figure 8. Regression states of Energy Efficiency 
 
 
Use 10 RBF neural networks combined with PSO to form a weak predictor sequence, 
the strong predictor’s prediction error absolute value and weak predictor’s mean prediction error 
absolute value of the data sets of Bike Sharing and Energy Efficiency are as shown in Figure 3 
and Figure 4 respectively. 
The decline curves in the process of network training of datasets of Bike Sharing and 
Energy Efficiency are as shown in Figure 5 and Figure 6 respectively, and the prediction error of 
Bike Sharing and Energy Efficiency are as shown in Table 5 and Table 6, and the mean error 
absolute value is shown in Table 7. 
The regression states of network training of the datasets of Bike Sharing and Energy 
Efficiency are as shown in Figure 7 and Figure 8 respectively. 
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Table 5. Prediction Error of Datasets of Bike Sharing 
NO S16 
Predicted value of 
Adaboost RBF strong 
predictor 
Absolute error of 
Adaboost RBF 
strong predictor 
Relative error of 
Adaboost RBF 
strong predictor 
RBF weak 
predictor 
Absolute error of 
RBF weak 
predictor 
Relative error of 
RBF weak 
predictor 
582 6824 7020.02 196.02 2.87% 7296.17 472.17 6.92% 
583 5464 5625.43 161.43 2.95% 6249.7 785.70 14.38% 
584 7013 7312.39 299.39 4.27% 7206.84 193.84 2.76% 
585 7273 7588.77 315.77 4.34% 7385.06 112.06 1.54% 
586 7534 7747.25 213.25 2.83% 8381.07 847.07 11.24% 
… … … … … … … … 
730 1796 2060.14 264.14 14.71% 2559.89 763.89 42.53% 
731 2729 3014.87 285.87 10.48% 3307.02 578.02 21.18% 
 
 
Table 6. Prediction Error of Datasets of Energy Efficiency 
NO O1 
Predicted value of 
Adaboost RBF strong 
predictor 
Absolute error of 
Adaboost RBF 
strong predictor 
Relative error of 
Adaboost RBF 
strong predictor 
RBF weak 
predictor 
Absolute error of 
RBF weak 
predictor 
Relative error of 
RBF weak 
predictor 
619 18.90 19.3159 0.4159 2.20% 18.9288 0.0288 0.15% 
620 19.12 19.4863 0.3663 1.92% 19.6999 0.5799 3.03% 
621 16.76 17.495 0.7350 4.39% 18.0437 1.2837 7.66% 
… … … … … … … … 
767 16.48 16.8762 0.3962 2.40% 16.5461 0.0661 0.40% 
768 16.64 17.7316 1.0916 6.56% 17.5801 0.9401 5.65% 
 
 
Table 7. Comparison of Mean Error Absolute Value of Prediction Results 
Prediction model 
Mean error absolute value of Bike 
Sharing 
Mean error absolute value of Energy 
Efficiency 
AdaBoost-PSO RBF  200.95 0.34 
PSO RBF  321.76 0.51 
RBF  419.45 0.72 
 
 
From Figure 3 we can see, in the prediction error value of the datasets of Bike Sharing, 
the strong predictor’s prediction error with a red point is smaller than the weak predictor’s 
prediction error with a blue point, the strong predictor’s prediction error is smaller on the whole, 
and has a better prediction result. From Figure 5 we can see the error mean square of the 
dataset training of Bike Sharing shows a decline curve with a faster convergence rate, and 
achieve the best effect of validation set of 0.0194 in the 18th step, where the error curve will 
begin to flatten, and the error value won’t change basically, with a better effect. From Figure 7 
we can see the predicted training set of the strong predictor R = 0. 95627, validation set R = 0. 
94412, the test set R = 0. 941, and the overall R = 0. 95219, with a very good regression 
prediction result. 
From Figure 4 we can see, in the prediction error value of the datasets of Energy 
efficiency, the strong predictor’s prediction error value with a red point is smaller than the weak 
predictor’s prediction error with a blue point, the strong predictor’s prediction error is smaller on 
the whole, and has a better prediction result. From Figure 6 we can see the error mean square 
of the dataset training of Energy efficiency shows a decline curve, and achieve the best effect of 
validation set of 0. 0086in the 20th step, where the error curve will begin to flatten, and the error 
value won’t change basically, with a better effect. From Figure 8 we can see the predicted 
training set of the strong predictor R = 0. 99787, validation set R = 0. 98427, the test set R = 0. 
98189, and the overall R = 0. 98656, with a very good regression prediction result. 
This paper uses respectively the improved RBF and AdaBoost of standard RBF and 
PSO to predict the test samples of the improved RBF construction strong predictor, to measure 
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the performance of model, and the Table 7 shows the prediction results, where the average 
error of absolute value of the improved RBF strong predictor based on AdaBoost algorithm 
combined with PSO falls nearly 47% in two data sets of Bike Sharing and Energy efficiency. 
Through the Matlab simulation experiment of UCI data sets, the result shows AdaBoost 
algorithm combined with PSO to improve the RBF neural network construction, which is 
introduced in this paper, has better prediction results and can significantly improve the 
prediction accuracy of RBF neural network.  
 
 
5. Conclusion 
RBF neural network has been widely used in classification, regression field, and 
achieved a better effect, but it is still easy to fall into local minimum value and other problems. 
This paper improves the key parameters of the standard RBF neural network by using PSO to 
generate a series of weak predictors, and combined with AdaBoost algorithm constructs and 
improve a strong predictor, this method has optimized the parameters of traditional RBF neural 
network, and improved the prediction precision, for the reference of the RBF neural network 
application.  
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