Abstract. Although introduced only a few years ago, the problem of order-preserving pattern matching has already attracted significant attention. In this paper we introduce the first index for this problem that uses sublinear space in addition to the data, which is useful when we want to search repeatedly in datasets to which we have read-only access and which are too large to copy conveniently. Specifically, we show how, given a string S[1.
Introduction
Mining for correlations in large datasets is complicated by amplification or damping: e.g., the euro fluctuating against the dollar may cause the pound to fluctuate similarly a few days later, but to a greater or lesser extent. If we search only for sequences of values that rise or fall in exactly the same way as those in a pattern, therefore, either relatively or absolutely, we are likely to miss many potentially interesting leads. Searching for sequences in which only the relative order of the values is constrained to be the same as for the pattern is more robust. Kubica et al. [20] and Kim et al. [19] formally introduced this problem under the name order-preserving pattern matching and gave efficient online algorithms for it. For example, in 6, 3, 9, 2, 7, 5, 4, 8, 1, the order-preserving matches of 2, 1, 3 are 6, 3, 9 and 5, 4, 8. Several sets of authors have continued their investigation, and we briefly survey their results in Section 2.
Crochemore et al. [12] showed how, given a string S[1.
.n], in O(n log(n)/ log log n) time we can build an O(n log n)-bit index such that later, given a pattern P [1. .m], we can return the starting positions of all the occ order-preserving matches of P in S in optimal O(m + occ) time. Their index is a kind of suffix tree, and other researchers [21] are trying to reduce the space bound to n lg σ + o(n log σ) bits, where σ is the size of the alphabet of S, by using a kind of Burrow-Wheeler Transform instead. Even if they succeed, however, when σ = Ω(n) the resulting index will still take linear space -i.e., Ω(n) words or Ω(n log n) bits.
An index taking n lg σ + o(n log σ) bits is often called succinct because its space usage differs from the information-theoretic minimum by only a lower-order term. However, some researchers (see, e.g., [3] ) draw a distinction between succinct encodings, which can change the underlying data (by applying the Burrows-Wheeler Transform, for instance) and mix it with their auxiliary data structures, and succinct indexes, which use read-only access to the underlying data and keep their auxiliary data structures separate. The latter have several advantages: e.g., several succinct indexes can use the the same underlying data, and the dataset may be publicly available to read but we may have to copy it if we want to manipulate it, which may be inconvenient if it is large.
In this paper we show how, given S[1.
.n] and a constant c ≥ 1, we can build an O(n log log n)-bit index such that later, given P [1..m] with m ≤ lg c n and fast random access to S, we can return the starting position of some order-preserving match for P in S in O m log 4 n time if one exists.
By "fast random access" we mean that we can read any ℓ consecutive characters of S in O(ℓ log n) time for any ℓ. When σ is superpolylogarithmic in n, i.e., σ = log ω(1) n, this is a succinct index, and in any case we always use sublinear space (measured in words) in addition to the data.
Previous Work
Although recently introduced, order-preserving pattern matching has received considerable attention and has been studied in different settings. For the online problem, where the pattern is given in advance, the first contributions were inspired by the classical Knuth-Morris-Pratt and BoyerMoore algorithms [4, 11, 19, 20] . The proposed algorithms have guaranteed linear time worst-case complexity or sublinear time average complexity. However, for the online problem the best results in practice are obtained by algorithms based on the concept of filtration, in which some sort of "order-preserving" fingerprint is applied to the text and the pattern [5, 6, 7, 9, 10, 14] . This approach was successfully applied also to the harder problem of matching with errors [7, 17, 18] .
For the offline problem, when the text is given in advance, in addition to the already mentioned results by Crochemore et al. [12] other solutions have been proposed combining the idea of fingerprint and indexing. In [8] the authors show how speedup the search building an FM-index [15] on the binary string expressing whether in the input text each element is smaller or larger than the next one. By expanding this approach, [13] show how to build a compressed file format supporting order-preserving matching without the need of full decompression. Experiments show that this compressed file format takes roughly the same space as gzip and that in most cases the search is orders of magnitude faster than the sequential scan of the text. We point out that the approaches in [8, 13] , although interesting for the applications, do not have competitive worst case bounds on the search cost as the one in [12] and in the present paper.
Our Index
Given a sequence S[1..n] we define the rank encoding E(S) [1. .n] as This is similar to the encodings used in previous papers on order-preserving matching. We can build E(S) in O(n log n) time and E(S) = E(S ′ ) if and only if S and S ′ are an order-preserving match.
We define the rank-encoded suffix array R[1.
.n] of S such that
.n]) has length n − i + 1. Figure 1 shows an example. Similarly to how we can use a normal suffix array to support normal pattern matching, we can use R to find all order-preserving matches for a pattern P [1..m] in O m log 2 n time via binary search -i.e., at each step we choose an index i,
, compute its rank encoding and compare it to E(P ), all in O(m log n) time -but storing R takes Ω(n log n) bits. Therefore, we sample and store only every ⌊lg n⌋th element of R and every element of R that is 1 or n a multiple of ⌊lg n⌋, which takes only O(n) bits. Notice we can still find in O m log 2 n time via binary search in R an ordering-preserving match for any pattern P [1.
.m] that has at least ⌊lg n⌋ order-preserving matches in S. If P has fewer than ⌊lg n⌋ order-preserving matches in S but we happen to have sampled a cell of R pointing to the starting position of one, then our binary search still finds it; otherwise, we find an interval of length at most ⌊lg n⌋ − 1 which contains pointers to all the order-preserving matches for P in S.
Suppose that for each unsampled element R[i] = j we store the following data:
where the superscript rev indicates that the string is reversed; -the distance D[i] < lg c n + lg n to the cell of R containing j − 1 from the last sampled element sampled cell to obtain the contents of R[i] = j, extract and encode S[j..k + m − 1], compare its encoding to E[P ) and, if they are the same, return j. This still takes O m log 3 n time. Therefore, after we perform our binary search on R, if we find an interval of length at most ⌊lg n⌋ − 1 which contains pointers to all the order-preserving matches for P in S (instead of an order-preserving match directly), then we can check each cell in that interval with this procedure, in a total of O m log 4 n time.
If R[i] = j is the starting position of an order-preserving match for a pattern P [1.
.m] with m ≤ lg c n that has at most ⌊lg n⌋ order-preserving matches in S, then
Therefore, we can repeat the procedure described above and find j without ever reading a value in L larger than lg c n + lg n and, since each value in B is bounded in terms of the corresponding value in L, without ever reading a value in B larger than lg c n + lg n + 1/2. It follows that we can replace any values in L and B greater than lg c n + lg n + 1/2 by the flag −1, indicating that we can stop the procedure when we read it. With this modification, each value in L and B takes O(log log n) bits so, since each value in D is less than lg c n + lg n and also takes O(log log n) bits, L, B and D take a total of O(n log log n) bits.
For example, suppose we are searching for order-preserving matches for P We first check whether R [17] points to an order-preserving match for P . That is, we assume (incorrectly) that it does; we take the first L[17] = 3 characters of P ; and, because B[17] = 1.5, we prepend a character between the lexicographically first and second, say 1.5. This gives us 1.5 2 3 1, whose encoding is 0.5 1. .n]) (which also happens to be true). Since R[24] = 6 is sampled, however, we compute E(S [7. .10]) = 0.5 1.5 0.5 0.5 and, since it is not the same as P 's encoding, we reject our initial assumption that R [17] points to an order-preserving match for P .
We now check whether R [18] points to an order preserving match for P . That is, we assume (correctly this time) that it does; we take the first L[18] = 3 characters of P ; and, because B[18] = 1.5, we prepend a character between the lexicographically first and second, say 1.5. This again gives us 1.5 3 2 1, whose encoding is 0.5 1.5 2.5 0. 
Conclusion and Future Work
The O(n/ log n) sampled values from R take O(n) bits and, since we replace each value in L and B greater than lg c n + lg n + 1/2 by the flag −1, in total L, B and D take O(n log log n) bits. Checking an unsampled position in R takes O(log n) repetitions of an O m log 2 n -time procedure (the bottleneck being the binary search, for which we extract and encode a substring of S for each step in time O(m log n)), and we check only O(log n) unsampled positions, so we use O m log 4 n time. Summarizing our results, we have the following theorem:
Theorem 1. Suppose we want to support order-preserving matching in a string S[1.
.n] for patterns of length at most lg c n for some given constant c ≥ 1, and that we can read any ℓ consecutive characters of S in O(ℓ log n) time. Then we can build an O(n log log n)-bit index such that later, given such a pattern P [1..m], in O m log 4 n time we can return the starting position of some order-preserving match for P in S, or report that none exist.
Our approach may be applicable to a similar but older problem, parameterized pattern matching, for which we are asked to preprocess a string S[1..n] over an alphabet of size σ consisting of two subalphabets, Σ s and Σ p , such that later, given a pattern P [1..m] over the same alphabet, we can quickly find the substrings of S that can be made equal to P by changing their characters in Σ p according to an automorphism of Σ p . Baker [1, 2] introduced this problem in 1993 and gave a kind of suffix tree to solve it, which also uses encodings of the suffixes: characters in Σ s are left unencoded, the first occurrence of each character in Σ p is encoded with a 0 and each other occurrence is encoded as the distance to the previous occurrence. Very recently, Ganguly, Shah and Thankachan [16] gave a succinct encoding based on the Burrows-Wheeler Transform. We believe that combining Baker's encoding with the ideas behind our index will prove the following conjecture, but we have not yet checked the details: Conjecture 1. Suppose we want to support parameterized matching in a string S[1..n] for patterns of length at most lg c n for some given constant c ≥ 1, and that we can read any ℓ consecutive characters of S in O(ℓ log n) time. Then we can build an O(n log log n)-bit index such that later, given such a pattern P [1..m], in O m log 4 n time we can return the starting position of some parameterized match for P in S, or report that none exist.
