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Abstract
We observe that a crucial inventory management problem (‘phantom inventory’), that by some
measures costs retailers approximately 4% in annual sales can be viewed as a problem of identify-
ing anomalies in a (low-rank) Poisson matrix. State of the art approaches to anomaly detection
in low-rank matrices apparently fall short. Specifically, from a theoretical perspective, recovery
guarantees for these approaches require that non-anomalous entries be observed with vanishingly
small noise (which is not the case in our problem, and indeed in many applications).
So motivated, we propose a conceptually simple entry-wise approach to anomaly detection
in low-rank Poisson matrices. Our approach accommodates a general class of probabilistic
anomaly models. We extend recent work on entry-wise error guarantees for matrix completion,
establishing such guarantees for sub-exponential matrices, where in addition to missing entries,
a fraction of entries are corrupted by (an also unknown) anomaly model. We show that for
any given budget on the false positive rate (FPR), our approach achieves a true positive rate
(TPR) that approaches the TPR of an (unachievable) optimal algorithm at a min-max optimal
rate. Using data from a massive consumer goods retailer, we show that our approach provides
significant improvements over incumbent approaches to anomaly detection.
keywords: anomaly detection, matrix completion, high-dimensional inference,
phantom inventory
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1. Introduction
Consider the problem of tracking the inventory level of a single product (SKU) at a brick and
mortar shop. Among the slew of complex operational processes that a retailer performs, this one
would appear to be relatively simple, so it is perhaps surprising that in fact inaccurate records
of inventory occur frequently: past audits of major retail chains have found errors in over 65% of
records across all SKU–store pairs [1, 2]. The most significant consequences of these inaccuracies
are events referred to as phantom inventory, which alone cost the retail industry up to 4% in annual
revenue. Phantom inventory events occur when on-shelf inventory is recorded to be present when
in reality it is missing (due to misplacement, theft, etc.). Detecting these anomalous events is the
motivation for this work.
At first glance, this problem would appear to lend itself to a fairly straightforward algorithmic
solution: observe the sales transactions of the SKU over time, and loosely speaking, detect whether
the rate of transactions has slowed or stopped. This solution works in principle if we have an
accurate model of both (a) the transactions as a stochastic process (a Poisson process with known
rate, say), and (b) the effect of the phantom inventory event we wish to detect (stopping all
transactions, say). Given these two ingredients, one can formalize the problem of classifying past
transactions as typical or anomalous in many ways – we will describe one such formalization later
on – and build ‘optimal’ classifiers.
The primary challenge when applying this procedure in practice is that neither of the two requi-
site ingredients are necessarily known in advance, often due to rapid changes in offered assortments
and demand. It is effectively impossible then to detect whether a sequence of sales (particularly
a lack of sales) is anomalous. However, there is still hope for large retailers offering many SKUs
across multiple locations. In particular, a retailer might reasonably assume that the demand rate
for a particular SKU at a particular store is related to the demand for both (a) the same SKU at
other stores and (b) other SKUs at the same store. This suggests that while the anomaly detection
problem cannot be solved for a single SKU-store pair using its single set of transactions, it may
be possible to accurately detect anomalies simultaneously across all SKU-store pairs using all sales
data. This is exactly what we seek to accomplish in this paper.
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Detecting Anomalies in Matrices: Abstracting one step away, the problem of detecting phantom
inventory across multiple SKUs and stores from sales data can be formulated as one of statistical
anomaly detection in a low-rank matrix. Specifically, let M∗ be some low-rank matrix, and let Y
be a random matrix with independent entries and expected value M∗. For our application, M∗
should be thought of as the matrix whose rows correspond to stores, whose columns correspond
to SKUs, and whose entries are the expected demands during some, typically short, period – say,
a week. Y is then the corresponding matrix of realized demands, assuming no phantom inventory.
Finally, let X = Y + A where A is an unknown, sparse, matrix of anomalies, capturing the effect
of phantom inventory events in our application. We observe only X, and only on some subset of
matrix entries Ω. The anomaly detection problem concerns identifying the support of A simply
from these observations.
State-of-the-art approaches to solving this problem stem from algorithms for matrix completion;
for instance, consider solving the following convex optimization problem (referred to as ‘stable PCP’
[3]), where λ1 and λ2 are regularization parameters:
(1) min
Yˆ ,Aˆ
‖Yˆ ‖∗ + λ2‖Aˆ‖1 + λ1‖PΩ(X − Yˆ − Aˆ)‖2F ,
The three matrix norms in the objective are meant to promote, from left to right, low-rankedness in
Yˆ , sparsity in Aˆ, and fit to X on the observed entries Ω. Upon solving problem (1), we may then use
Aˆ to estimate the support of A. Now in the absence of anomalies, this optimization problem (after
removing the Aˆ terms) is in essence optimal under a variety on assumptions on the distributions of
Y and Ω. In contrast, the available results for anomaly detection are weaker. Perhaps most limiting,
without additional assumptions on the anomaly models, results that guarantee the recovery of A
require that the total observation noise ‖Y − M∗‖F be bounded by a constant independent of
the size of the matrix. In this setting, noise in observing any individual matrix entry in Ω grows
negligibly small in large matrices. This is limiting:
1. Y is typically noisy: In the phantom inventory setting that motivates this work, Y can be
viewed as a matrix of Poisson entries with mean M∗. Clearly then, E‖Y −M∗‖F will scale
with the size of the matrix, so theoretical guarantees for extant anomaly detection approaches
do not apply.
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2. Even ignoring this theoretical limitation, we will see that in the setting where Y is noisy (such
as in our motivating application), the optimization approach above can perform quite poorly.
This Paper: Against the above backdrop, we make the following contributions to the problem of
phantom inventory detection, and more generally anomaly detection in matrices:
1. A near-optimal algorithm: We develop a new algorithm for low-rank Poisson1 matrices,
and prove that our approach is min-max optimal (up to logarithmic terms) under a broad class
of probabilistic anomaly models. These results demonstrate that, as alluded to previously,
our algorithm is able to accurately detect phantom inventory events across SKUs and stores
using a single set of sales data, even when the underlying demand model and anomaly model
are unknown.
We frame the anomaly detection problem itself as one of classifying each observed entry as
anomalous or non-anomalous. As is typical in classification problems, our results are stated
vis-a`-vis the competing objectives of minimizing the false positive rate (FPR) and maximizing
the true positive rate (TPR):
Theorem 1. (Informal) Let all matrices be of size n × n. Fix any 0 < γ ≤ 1. Under mild
assumptions, our algorithm achieves, with high probability,
FPR ≤ γ and TPR ≥ TPR∗ −O
(
log2 n√
n
)
.
The term TPR∗ here represents the highest achievable TPR among all policies whose FPR
is at most γ. Thus, this result implies that our algorithm achieves, within an additive factor,
the best possible classification tradeoff, and that this additive factor shrinks as matrix size
increases. Moreover, the rate at which this additive factor shrinks is in fact optimal up to
logarithmic terms:
Proposition 1. (Informal) For any algorithm satisfying FPR ≤ γ, there exists an instance
such that
TPR ≤ TPR∗ − Ω
(
1√
n
)
.
1Sub-exponential, more generally.
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Our results are powered by two ingredients. The first is a new result for Poisson matrix
completion described in the next contribution. The second is we show that combined with a
moment matching approach to learning the anomaly model, we can jointly learn the anomaly
model along with the true underlying rate matrix. This in turn suffices to build a classification
algorithm that we show is near optimal in the sense that it achieves an ROC curve that
converges to the optimal ROC curve at a min-max optimal rate. The min-max optimality is
established through a hypothesis testing argument.
2. Entry-wise guarantee for sub-exponential matrices: As part of our approach, we prove
a new result of independent interest for matrix completion with sub-exponential noise that,
for the first time, bounds the entry-wise error:
Theorem 2. (Informal) Let M∗ be of size n × n and rank r, and assume that the entries of
M∗ are observed independently with probability p, along with additive sub-exponential noise.
Under mild assumptions, there exists an estimator Mˆ such that, with high probability,
‖Mˆ −M∗‖max ≤ O
(
r log n
p
√
n
)
.
This result substantially improves upon previous results for sub-exponential matrices, all of
which bound an aggregate error measure [4, 5, 6, 7]. Our analysis builds on a recent framework
introduced in [8] for sub-gaussian noise (which would not suffice for the Poisson distribution
used to model demand in our application), and requires both a considerably more fine-tuned
computation, and a recent result for Poisson matrix completion from [7].
3. Experimental validation: Testing our algorithm on both synthetic data and large-scale
data (thousands of stores, thousands of products) from a national retailer, we find that our
approach significantly outperforms the convex optimization approach to detecting anomalies.
Indeed, our algorithm achieves 13% and 19% higher accuracy (measured via the usual area
under ROC curve) than the incumbent Stable PCP on synthetic and real data, respectively.
Moreover, our algorithm’s accuracy is within, respectively, 2% and 8% of the best achievable
on synthetic and real data.
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Related Literature: There are three ongoing streams of work to which the present paper con-
tributes. The first, naturally, is in anomaly detection for matrices. The majority of these studies
has focused on a formulation called robust principal component analysis (PCA) [9, 10], and in par-
ticular, approaches based on convex relaxations. Most relevant to our problem (which allows for
noise) is the stable PCP [3], written in Eq. (1). Despite a sequence of breakthroughs and improve-
ments in algorithms for optimizing these convex objectives (initial work by [11, 12, 13]; see [14, 15]
for surveys of more recent work), progress in statistical guarantees for these formulations has been
relatively slower since the initial results of [9, 3]. Recent progress has been on more refined observa-
tion models [16] and on guarantees for nonconvex objectives [17, 18, 19]. Still, the overall state as
it pertains to the model we will propose next is limited to the status presented in the introduction:
the relevant existing guarantees will be insufficient, and for good reason – these models effectively
allow for adversarial perturbations, so accuracy is naturally limited.
The second body of work concerns statistical inference in matrix completion. This stream
[8, 20, 21] has recently produced tight statistical characterizations of various algorithms for random
matrices. Our own algorithm necessitates proving a similar result, borrowing crucial techniques
from [8] in particular to prove the first entry-wise guarantee for sub-exponential (rather than sub-
gaussian) noise. Adjacent to this stream is work on matrix completion with Poisson observations
in particular [7], from which we also borrow.
Finally, with respect to our motivating application: phantom inventory is well-studied in Oper-
ations Management. The phenomenon itself has been observed for some time [1, 2], with observed
causes ranging from theft [22], to misplacement [23], to point-of-sale errors [24]. Despite technologi-
cal progress in inventory tracking, phantom inventory remains a primary challenge for retailers [25].
Existing algorithmic solutions have focused on [26, 27] adapting inventory management policies to
uncertain inventory levels. Algorithmic detection, particularly in a form that combines observations
across products and stores, is the motivation for this work.
Notation: The sub-exponential norm of X is defined as ‖X‖ψ1 := inf{t > 0 : E (exp(|X|/t)) ≤
2}. For A ∈ Rn×m, we write ∑(i,j)∈[n]×[m]Aij as ∑ij Aij when no ambiguity exists. ‖A‖2,∞ :=
maxi
√∑
j A
2
ij , ‖A‖max = maxij |Aij |, ‖A‖F =
√∑
ij A
2
ij. The spectral norm of A is ‖A‖2 . The
letter C (and c) represents a sufficiently large (and small) universal (i.e. not dependent on problem
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parameters) constant that may change between equations.
2. Model
We are given (an unobserved) ‘rate’ matrix M∗ ∈ Rn×m+ (n ≤ m without loss of generality). A
second matrix B ∈ {0, 1}n×m serves to indicate the position of anomalies. Given M∗ and B, we
generate a random matrix X with independent entries distributed according to
Xij ∼


Poisson(M∗ij) if Bij = 0
Anom(α∗,M∗ij) if Bij = 1.
Anom(·, ·) is some non-negative, integer-valued random variable and α∗ ∈ Γ ⊂ Rd is an unknown pa-
rameter vector. We observe XΩ where Ω ⊂ [n]× [m] is random. Specifically, we assume that entries
are observed independently with probability pO. In addition, we assume that B is a Bernoulli(p
∗
A)
random matrix where p∗A is bounded away from one by a constant.
Our goal is to infer B given XΩ. We discuss next how this model fits the phantom inventory
problem, and the assumptions we place on M∗ and the anomaly distribtution.
Fit to Application: In the phantom inventory problem, X is a sales matrix so that the (i, j)th
entry corresponds to sales of product j at store i; the Poisson distribution is typically a good fit
for sales data [28, 29]. Our results will not rely on the Poisson assumption; any sub-exponential,
integer-valued random variable will do. Anomalies in this setting are the consequence of so-called
shelf-execution errors and typically result in a censoring of sales so that for our motivating problem
Anom(α∗, λ) is perhaps best viewed as a censored Poisson(λ) random variable. Again, our results
will allow for a broad family of distributions for anomalies, which we describe momentarily.
Assumptions on M∗: Let M∗ = UΣV T , be the SVD of M∗, where Σ ∈ Rr×r is a diagonal matrix
with singular values σ∗1 ≥ σ∗2 ≥ . . . ≥ σ∗r (κ = σ∗1/σ∗r ); and U ∈ Rn×r, V ∈ Rm×r are two matrices
that hold the left and right-singular vectors. We make the following assumptions:
• (Boundedness): ‖M∗‖max + 1 ≤ L.
• (Incoherence): ‖U ‖22,∞ ≤ µrn , ‖V ‖22,∞ ≤ µrm .
• (Sparsity): pO ≥ C1L log(m)κ
2µr
‖M∗‖max
√
n
for some known constant C1.
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Similar to existing results in matrix completion and recovery, our guarantees will be parameter-
ized by µ, L, r and κ.
Assumptions on Anom(·, ·): We have the following assumptions:
• (Sub-exponential): Anom(α∗,M∗ij) is sub-exponential:
∥∥∥Anom(α∗,M∗ij)∥∥∥ψ1 ≤ L.
• (Lipschitz): For any M ∈ R+, α ∈ Γ and all k ∈ N, P (Anom(α,M) = k) is K-Lipschitz in
(α,M).
• (Mean Decomposition): For any M ∈ R+, α ∈ Γ, we have E (Anom(α,M)) = g(α)M for
some g : Rd → R where g(α) is K-Lipschitz in α.
We pause to discuss the restrictiveness of our assumptions. To begin, we assume a probabilistic
anomaly model as opposed to one that is adversarial. Insomuch as our requirements of this model
are concerned the mean decomposition is perhaps the most restrictive. Nonetheless, we suspect
that these assumptions are parsimonious enough to allow for many practical applications: in our
motivating application, this assumption is well justified from the known mechanisms for anomalies
(essentially, random censoring of sales). It is also worth considering that alternative anomaly detec-
tion models that allow for adversarial anomalies require in essence exact observations of M∗ when
the observations are non-anomalous. This is highly problematic in many applications, including
our motivating application – sales in absence of anomalies will be highly noisy, especially over a
short period of time.
2.1. Performance Metrics
The task we consider is to identify the anomalous entries of XΩ. That is, given XΩ, we consider an
algorithm π which outputs a binary matrix Aπ to be as ‘similar’ to B as possible, on the observed
entires Ω. In particular, Aπij = 1 indicates that the algorithm predicts that Bij = 1, i.e., an anomaly
has occurred at entry (i, j). One can view the goal of π as aiming to correctly classify the entries
into “anomaly set” and “non-anomaly set”. This effectively amounts to a classification task, and
as such we will measure performance via the standard true positive and false positive rates. In
particular, we will call an entry (i, j) positive if Bij = 1, and negative if Bij = 0. Furthermore, an
entry (i, j) is called “true positive” if Aπij = 1 and Bij = 1; “false positive” if A
π
ij = 1 and Bij = 0.
Consider the following definition for true positive and false positive rates.
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Definition 1. The true positive rate (TPR) of an algorithm π given an observation XΩ is denoted
by
TPRπ(XΩ) :=
E
(∑
(i,j)∈Ω 1
{
Aπij = 1, Bij = 1
} ∣∣∣XΩ)
E
(∑
(i,j)∈Ω 1 {Bij = 1}
∣∣XΩ) ,(2)
i.e., the ratio between the expected number of true positive samples over the expected number of
positive samples. Similarly, the false positive rate (FPR) of an algorithm π given an observation
XΩ is denoted by
FPRπ(XΩ) :=
E
(∑
(i,j)∈Ω 1
{
Aπij = 1, Bij = 0
} ∣∣∣XΩ)
E
(∑
(i,j)∈Ω 1 {Bij = 0}
∣∣XΩ) ,(3)
i.e., the ratio between the expected number of false positive samples over the expected number of
negative samples.2
By the linearity of expectation, one can simplify Eq. (3):
FPRπ(XΩ) =
∑
(i,j)∈Ω P
(
Aπij = 1, Bij = 0
∣∣∣ XΩ)∑
(i,j)∈Ω P (Bij = 0 | XΩ)
.
Note that the output of π solely depends onXΩ. Therefore, conditioned onXΩ, A
π
ij and Bij are inde-
pendent. This implies FPRπ(XΩ) =
∑
(i,j)∈Ω P(A
pi
ij=1 | XΩ)P(Bij=0 | XΩ)∑
(i,j)∈Ω P(Bij=0 | XΩ)
. Let f∗ij := P (Bij = 0 | XΩ)
be the probability that an entry (i, j) does not have an anomaly given the observation XΩ. By the
independence among entries, for (i, j) ∈ Ω, we have
f∗ij := P (Bij = 0 | XΩ)
= P
(
Bij = 0 | Xij ,M∗ij , α∗, p∗A
)
=
(1− p∗A)PPoisson
(
Xij|M∗ij
)
p∗APAnom
(
Xij |α∗,M∗ij
)
+ (1− p∗A)PPoisson
(
Xij |M∗ij
) .(4)
2We suppose TPRpi(XΩ) = 0 if E
(∑
(i,j)∈Ω 1{Bij = 1}
∣∣XΩ) = 0. Similarly, FPRpi(XΩ) = 0 if
E
(∑
(i,j)∈Ω 1{Bij = 0}
∣∣XΩ) = 0.
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This provides a succinct characterization for FPR given in Eq. (3):
FPRπ(XΩ) =
∑
(i,j)∈Ω P
(
Aπij = 1 | XΩ
)
f∗ij∑
(i,j)∈Ω f∗ij
.(5)
Similarly, one can simplify TPR given in Eq. (2) into:
TPRπ(XΩ) =
∑
(i,j)∈Ω P
(
Aπij = 1, Bij = 1
∣∣∣ XΩ)∑
(i,j)∈Ω P (Bij = 1 | XΩ)
=
∑
(i,j)∈Ω P
(
Aπij = 1 | XΩ
)
P (Bij = 1 | XΩ)∑
(i,j)∈Ω P (Bij = 1 | XΩ)
=
∑
(i,j)∈Ω P
(
Aπij = 1 | XΩ
)
(1− f∗ij)∑
(i,j)∈Ω(1− f∗ij)
.(6)
Our goal will be to maximize TPR for some bound on FPR. In establishing the quality of our
algorithm we will compare, for a given constraint on FPR, the TPR achieved under our algorithm
to that achieved under the optimal estimator that knows M∗, p∗A, and α
∗. We will show that in
large matrices this gap grows negligibly small at a min-max optimal rate.
3. Algorithm and Theoretical Guarantees
We are now prepared to state our approach to the anomaly detection problem formulated above.
Our algorithm, which we refer to as the entry-wise (EW) algorithm, leverages an entry-wise matrix
completion guarantee for sub-exponential noise that we will describe shortly. Besides the observed
data XΩ, the only other input into the EW algorithm is a target FPR which we denote as γ. The
full algorithm is stated in Algorithm 1 below:
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Algorithm 1 Entry-wise (EW) Algorithm πEW(γ)
Input: XΩ, γ ∈ (0, 1]
1: Set Mˆ = nm|Ω| SVD(XΩ)r. Here SVD(XΩ)r := argminrank(M)≤r ‖M −X ′‖F, whereX ′ is obtained
from XΩ by setting unobserved entries to 0.
2: Estimate θˆ = (pˆA, αˆ) based on the moment matching estimator in Eq. (7) .
3: Estimate a confidence interval [fLij , f
R
ij ] for f
∗
ij for each (i, j) ∈ Ω according to Eq. (8).
4: Let {tEWij } be an optimal solution to the following optimization problem:
PEW : max
{0≤tij≤1,(i,j)∈Ω}
∑
(i,j)∈Ω
tij
subject to
∑
(i,j)∈Ω
tijf
R
ij ≤ γ
∑
(i,j)∈Ω
tijf
L
ij
5: For every (i, j) ∈ Ω, generate Aij ∼ Ber(tEWij ) independently.
Output: AΩ
The goal of the EW algorithm is to maximize the TPR subject to a FPR below the input target
value of γ. Our main result is the following guarantee, which states that (a) the ‘hard’ constraint on
the FPR is satisfied with high probability, and (b) the TPR is within an additive regret of a certain
unachievable policy we use as a proxy for the best achievable policy. Specifically, for any γ ∈ (0, 1],
let π∗(γ) denote the optimal policy when M∗, p∗A, and α
∗ are known (this policy is described later
in this section). One can verify that, for any γ, XΩ and policy π, TPRπ∗(γ)(XΩ) ≥ TPRπ(XΩ)
if FPRπ(XΩ) ≤ γ. Note that the only additional assumptions we require, beyond those stated in
Section 2, are the set of regularity conditions (RC) stated later in this section.
Theorem 1. Assume that the regularity conditions (RC) hold. With probability 1−O( 1nm), for any
0 < γ ≤ 1,
FPRπEW(γ)(XΩ) ≤ γ,
TPRπEW(γ)(XΩ) ≥ TPRπ∗(γ)(XΩ)− C
(K + L)3L3κ4µr
pOp∗Aγ
log2(m)
√
m
n
.
In a typical application, we can expect the problem parameters to fall in the following scaling
regime: K,L, κ, r, µ = O(1), pO, p
∗
A, γ = Ω(1), and m/n = Θ(1). For this regime, the regret is
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O
(
log2 n√
n
)
, which is in fact optimal up to logarithmic factors. To be precise, we fix a particular
value of γ for which the following proposition states that, for any n, there exists a family of anomaly
models Mn for which no algorithm can achieve a regret on TPR lower than O(1/
√
n) across all
models within the family (we will explicitly construct this family in the proof in Section 5). To
allow for direct comparison to Theorem 1, let Πγ denote the set of all policies π such that
PX|M∗ (FPRπ(X) ≤ γ) ≥ 1−C/n2 for all M∗ ∈Mn.
Proposition 1. For any algorithm π ∈ Πγ, there exists M∗ ∈Mn such that
EX|M∗
(
TPRπ∗(γ)(X)− TPRπ(X)
)
≥ C/√n.
This shows that our algorithm is optimal for the TPR up to logarithmic factors.
In the remainder of this section, we motivate the steps of Algorithm 1 and provide a proof sketch
of Theorem 1. Mirroring the algorithm itself, the following description is given in four parts: (i) an
entry-wise guarantee for Mˆ ; (ii) a moment matching estimator for θˆ; (iii) a confidence interval for
f∗ij ; (iv) an analysis of the optimization problem PEW.
3.1. Step 1: Entry-wise guarantee for Mˆ
Our algorithm is initiated with a de-noising of XΩ. To ease notation, let θ = (pA, α), θ
∗ = (p∗A, α
∗)
and denote e(θ) := pAg(α)+(1−pA). This latter function is chosen so that, as follows from a quick
calculation, E (X) = e(θ∗)M∗. While the SVD-based de-noising algorithm used here is standard,
the key result that drives rest of the algorithm and analysis is the following new entry-wise error
bound, which may be of independent interest:
Theorem 2. Let Mˆ = nm|Ω| SVD(XΩ)r. With probability 1−O( 1nm),
∥∥∥Mˆ − e(θ∗)M∗∥∥∥
max
≤ C(κ
4µr)L
pO
logm
√
m
n
.
Our result can be viewed as the first entry-wise guarantee result for the Poisson matrix com-
pletion. The proof sketch is provided in Section 4. As a comparison, consider the recent results
for aggregated error bound on matrix completion with Poisson noise [7]. Under the proper hyper-
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parameters, their results based on SVD provide the following Frobenius norm bound:
∥∥∥Mˆ −M∗∥∥∥
F
.
√
n.
In contrast, our entry–wise guarantees provide that
∥∥∥Mˆ −M∗∥∥∥
max
.
log n√
n
.
Therefore, our results show that the SVD approach not only provides aggregated error guarantee
but also yields a much stronger result: the entry-wise error guarantee. Furthermore, the entry-wise
error is evenly distributed among all entries up to a logarithmic factor.
The entry-wise guarantee is the key enabler to do the (near) optimal anomaly detection. In
particular, this enables us in the next steps to infer both the parameters θ∗ and the posterior
probabilities of anomalies at each entry.
3.2. Step 2: Moment matching estimator
Step 1 yields an (entry-wise) accurate estimator Mˆ of M∗, but only up to some linear scaling
that depends on the unknown anomaly model parameters θ∗. Now in Step 2, we are able to use
Mˆ to estimate that unknown scaling e(θ∗), along with θ∗ itself, via a generalized moment of the
cumulative distribution function at sufficiently many values for identifiability. In particular, for
any t ∈ N, let gt(θ,M) be the proportion of entries of XΩ expected to be at most t with the model
specified by θ and M :
gt(θ,M) :=
E (|Xij ≤ t, (i, j) ∈ Ω|)
E (|Ω|)
=
1
nm
∑
(i,j)∈[n]×[m]
(pAPAnom (Xij ≤ t | α,Mij) + (1− pA)PPoisson (Xij ≤ t | Mij)) .
Given that M∗ ≈ Mˆ/e(θ∗), we choose θˆ to be the minimizer of the following function which seeks
to match a set of T empirical moments to their expectations as closely as possible (in ℓ2 distance),
θˆ := argmin
θ∈Θ
T−1∑
t=0
(
gt(θ, Mˆ/e(θ))− |Xij = t, (i, j) ∈ Ω||Ω|
)2
,(7)
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where T is a large enough constant for identifiability (usually T = d + 1 for θ ∈ Rd+1) and Θ is
chosen such that θ∗ ∈ Θ and pA is bounded from 1 by a constant for θ = (pA, α) ∈ Θ.
Let F = (F0, F1, . . . , FT−1) : Θ → RT be defined as Ft(θ) = gt(θ,M∗e(θ∗)/e(θ)). One can
expect that Ft(θˆ) ≈ Ft(θ∗) by solving θˆ from Eq. (7). In fact, we have the following result.
Lemma 1. With probability 1−O( 1nm),
∥∥∥F (θˆ)− F (θ∗)∥∥∥ ≤ C (K + L)(κ4µr)L
pO
logm
√
m
n
.
Proof Sketch. First, note that both |Xij ≤ t, (i, j) ∈ Ω| and |Ω| concentrate rapidly to their re-
spective expectations since both are sums of independent Bernoulli variables. Also, gt(θ,M) is
Lipschitz with respect to M , due to the assumed Lipschitz continuity of PAnom and PPoisson.
Hence gt(θ
∗, Mˆ/e(θ∗)) ≈ gt(θ∗,M∗) ≈ |Xij≤t,(i,j)∈Ω||Ω| . Since θˆ is the optimizer of Eq. (7), we
have gt(θˆ, Mˆ/e(θˆ)) ≈ |Xij≤t,(i,j)∈Ω||Ω| . Lipschitz continuity of gt(θ,M) on M then gives us that
gt(θˆ,M
∗e(θ∗)/e(θˆ)) ≈ gt(θˆ, Mˆ/e(θˆ)). Combining all above results, we have gt(θˆ,M∗e(θ∗)/e(θˆ)) ≈
gt(θ
∗,M∗). This implies F (θ∗) ≈ F (θˆ) and completes the proof sketch. 
To establish θˆ ≈ θ∗ from F (θˆ) ≈ F (θ∗), the additional regularity conditions are required.
Let δ′ = (κ
4µr)L
pO
logm
√
m
n be the entry-wise bound of
∥∥∥Mˆ − e(θ∗)M∗∥∥∥
max
. We formally state the
regularity conditions that we require in the following.
(RC) Regularity Conditions on F (θ):
• F : Θ→ RT is continuously differentiable and injective.
• Bδ′(K+L) log(n)(θ
∗) ⊂ Θ where Br(θ∗) = {θ : ‖θ∗ − θ‖ ≤ r}.
• For any θ ∈ Bδ′(K+L) log(n)(θ∗), ‖JF (θ)− JF (θ∗)‖2 ≤ Cδ′(K+L) log(n) ‖θ − θ∗‖ where J is the
Jacobian matrix.
•
∥∥JF (θ∗)−1∥∥2 ≤ C.
These conditions are among the typical set of conditions for methods involving generalized moments
[30, 31, 32, 33]. Assuming these conditions hold, the following Lemma establishes that our moment
matching estimator is able to accurately estimate θ∗.
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Lemma 2. Assuming the above regularity conditions (RC) on F (θ), with probability 1−O( 1nm),
∥∥∥θˆ − θ∗∥∥∥ ≤ C (K + L)(κ4µr)L
pO
logm
√
m
n
.
Proof Sketch. The proof of this result involves the generalization of the inverse function theorem
[34, 35, 36]. In particular, we construct a sequence of {θk, k ∈ N} as following: θ0 = θ∗, θ1 =
J−1F (θ
∗)(F (θˆ)−F (θ0))+θ0, θ2 = J−1F (θ∗)(F (θˆ)−F (θ1))+θ1, . . . One can verify that limk→∞ F (θk) =
F (θˆ). By the injectivity of the function F and boundedness of the Jacobian matrix, limk→∞ θk = θˆ.
Furthermore, the set of {θk} is inside the small ball centered at θ∗: ‖θk − θ∗‖ . (K + L)δ′. This
implies that
∥∥∥θˆ − θ∗∥∥∥ . (K + L)δ′. See the Appendix B.1 for further details. 
Before proceeding, a possible question here is why a more ‘natural’ estimator such as the
MLE was not used. The reason is that our estimator needs to be, in a sense, robust to model
misspecification as a result of using Mˆ as a proxy for e(θ∗)M∗. The MLE does not have this property
here, loosely due to the unboundedness of the KL-divergence between two Poisson distributions.
On the other hand, the estimator we have proposed indeed provides the desired robustness.
3.3. Step 3: Confidence interval
Next, we estimate a confidence interval [fLij ,f
R
ij ] for each conditional non-anomaly probability
f∗ij, (i, j) ∈ Ω using what effectively amounts to a plug-in estimator along with the high-probability
guarantee of Lemma 2. Recall Eq. (4) that f∗ij =
y∗ij
x∗ij+y
∗
ij
where x∗ij = p
∗
APAnom
(
Xij|α∗,M∗ij
)
, y∗ij =
(1− p∗A)PPoisson
(
Xij |M∗ij
)
. Let
xˆij := [pˆAPAnom(Xij |αˆ, Mˆij/e(θˆ))],
yˆij := [(1 − pˆA)PPoisson(Xij |Mˆij/e(θˆ))],
where [x] denotes x ‘truncated’ to its nearest value in [0, 1], i.e. [x] = max(min(x, 1), 0).
By Lemma 2, θˆ ≈ θ∗. Given this, along with Lipschitz continuity of the density function, we
could expect that xˆij , yˆij are sufficiently ‘close’ to x
∗
ij and y
∗
ij, so that they might yield an accurate
confidence interval of f∗ij = y
∗
ij/(x
∗
ij + y
∗
ij). That is the following result:
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Lemma 3. Let δ = (K+L)
3(κ4µr)L2
pO
logm
√
m
n . There exists a (known) constant C1 such that, if
(8) fLij :=
[
yˆij − C1δ
xˆij + yˆij
]
and fRij :=
[
yˆij + C1δ
xˆij + yˆij
]
,
then with probability 1−O( 1nm), for every (i, j) ∈ Ω, we have fLij ≤ f∗ij ≤ fLij + ǫij, and fRij − ǫij ≤
f∗ij ≤ fRij , where ǫij = min(4C1δ/(x∗ij + y∗ij), 1).
3.4. Steps 4-5: The optimization problem PEW
The final two steps involve solving PEW. To motivate its particular form, consider the ‘ideal’
anomaly detection algorithm if the f∗ij’s were known. Recall that f
∗
ij is the posterior probability
that an entry (i, j) does not have an anomaly given XΩ. Intuitively, one should claim anomalies
at entries with the smallest values of f∗ij. This leads to the following idealized algorithm, which we
will call π∗(γ):
1. Let {t∗ij} be an optimal solution to the following optimization problem.
P∗ : max
{0≤tij≤1,(i,j)∈Ω}
∑
(i,j)∈Ω
tij
subject to
∑
(i,j)∈Ω
tijf
∗
ij ≤ γ
∑
(i,j)∈Ω
f∗ij
2. For every (i, j) ∈ Ω, generate Aij ∼ Ber(t∗ij) independently.
For any algorithm π and any observation XΩ, let t
π
ij(XΩ) := P
(
Aπij = 1 | XΩ
)
. If FPRπ(XΩ) ≤ γ,
then {tπij(XΩ)} is a feasible solution of P∗ by Eq. (5).
Furthermore, the optimization problem P∗ can be solved by a sorting algorithm. In particular,
order {f∗ij , (i, j) ∈ Ω} by f∗a1b1 ≤ f∗a2b2 ≤ . . . ≤ f∗a|Ω|b|Ω| . Let S be the largest integer such that
D(S) :=
∑S−1
k=1 f
∗
akbk
≤ γ(∑(i,j)∈Ω f∗ij). Let t∗akbk = 1 for 1 ≤ k < S; t∗akbk = 0 for S < k ≤ |Ω| + 1;
furthermore, t∗aSbS = (γ(
∑
(i,j)∈Ω f∗ij) − D(S))/f∗aSbS . Then it can be verified that the {t∗ij} is an
optimal solution of P∗. One can check that π∗(γ) essentially maximizes the TPR by the definition
in Eq. (6). This yields the following claim.
Claim 1. For any π, γ, and XΩ, if FPRπ(XΩ) ≤ γ, then TPRπ(XΩ) ≤ TPRπ∗(γ)(XΩ).
The ROC curve of π∗ includes all the points ( D(S)∑
(i,j)∈Ω f
∗
ij
, S−1−D(S)∑
(i,j)∈Ω(1−f∗ij)
) for 1 ≤ S ≤ |Ω| + 1.
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The curve is a piece-wise linear and concave function that starts from (0, 0) with S = 1 and ends
at (1, 1) with S = |Ω|+ 1.
Now notice that PEW is obtained from P∗ by replacing f∗ij with the confidence interval estima-
tors fLij and f
R
ij defined in the previous step. Intuitively, we could expect that PEW ≈ P∗, and
therefore the algorithm πEW should achieve the desired performance. In fact, FPRπEW(γ)(X) ≤ γ
holds immediately because fLij ≤ f∗ij ≤ fRij and so {tEWij } is a feasible solution of P∗. To show the
desired performance guarantee for TPRπEW(X), we prove the following Lemma that characterizes
how fLij and f
R
ij are close to f
∗
ij in an accumulated manner:
Lemma 4. Let δ = (K+L)
3(κ4µr)L2
pO
logm
√
m
n . With probability 1−O( 1nm),
∑
(i,j)∈Ω
(
|fLij − f∗ij|+ |fRij − f∗ij|
)
≤ CL log(n)δpOnm.
Next we proceed to the analysis of PEW. For a fixed η, let {t′ij} be the optimal solution of
π∗(γ′) for some γ′ such that
∑
(i,j)∈Ω t
′
ij∑
(i,j)∈Ω t
∗
ij
= η < 1. The key idea is to find some η such that {t′ij} is a
feasible solution of PEW, while maintaining good TPR performance compared to π∗(γ). Indeed, a
sufficiently large η can be achieved by Lemma 4. In particular, we have:
Lemma 5. Let δ = (K+L)
3(κ4µr)L2
pO
logm
√
m
n , η = 1 − CLδ log(n)/γ. Then {t′ij} is a feasible solution
of PEW. Furthermore, min
(
1,
∑
(i,j)∈Ω t
∗
ij−
∑
(i,j)∈Ω t
′
ij∑
(i,j)∈Ω(1−f∗ij)
)
≤ C1Lδ log(n)γp∗A for a constant C1.
Finally, some algebra gives us that TPRπ∗(γ) − TPRπEW(γ) ≤
∑
(i,j)∈Ω t
∗
ij−
∑
(i,j)∈Ω t
EW
ij∑
(i,j)∈Ω(1−f∗ij )
. Note
that
∑
(i,j)∈Ω tEWij ≥
∑
(i,j)∈Ω t′ij since {tEWij } is the optimal solution of PEW and {t′ij} is a feasible
solution of PEW. This implies that TPRπ∗(γ) − TPRπEW(γ) . Lδ log(n)γp∗
A
and completes the proof
(sketch) of Theorem 1. A full detail of proof can be found in Appendix B.
4. Entry-wise guarantee for sub-exponential random matrices
In this section, we provide the proof sketch for Theorem 2 (a full detail of proof can be found
in Appendix A). Our idea can be viewed as the bootstrapping of recently-developed techniques
for entry-wise analysis for random matrices [8] and recent matrix completion result for Poisson
observations [7]. Our results substantially improved all previous results for matrix completion with
sub-exponential noise on the aggregated error measure.
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The key difficulty is to generalize [8] that provided entry-wise results for sub-gaussian noise to
the scenario with sub-exponential noise. Although rich results for sub-gaussian noise are known,
the bound in sub-exponential matrices that we required for generalizing [8] is missing. Then we find
that a lemma recently developed in [7] that originally provided the result on aggregated error for
Poisson matrix completion can be effectively used in our proof. This observation with considerably
more fine-tuned analysis leads us to show the first entry-wise guarantee result for matrix completion
with Poisson noise (or sub-exponential noise, more generally).
Since the main result in [8] is for symmetric scenario, we consider X¯, M¯∗ that are symmetrical
under our anomaly model. In particular, let M¯∗ ∈ Rn×n+ be a symmetric matrix. For 1 ≤ i ≤ j ≤ n,
let


X¯ij ∼ Poisson(M¯∗ij) with prob. (1− p∗A)pO
X¯ij ∼ Anom(α∗, M¯∗ij) with prob. p∗ApO
X¯ij = 0 with prob. 1− pO.
Let X¯ji = X¯ij for 1 ≤ i ≤ j ≤ n. Let t = g(α∗)p∗ApO+(1−p∗A)pO. It is easy to verify E
(
X¯/t
)
= M¯∗.
Furthermore, suppose max
(
M¯∗ij + 1,
∥∥∥Anom(α∗, M¯∗ij)∥∥∥ψ1
)
≤ L for (i, j) ∈ [n] × [n]. Denote the
eigenvalues of M¯∗ by λ∗1 ≥ λ∗2 ≥ . . . ≥ λ∗n with their associated eigenvectors by {u¯∗j}nj=1. Denote
the eigenvalues of X¯ by λ1 ≥ λ2 ≥ . . . ≥ λn with their associated eigenvectors by {u¯j}nj=1.
Suppose r is an integer such that 1 ≤ r < n. Assume M¯∗ satisfies λ∗1 ≥ λ∗2 ≥ . . . ≥ λ∗r ≥ 0
and λ∗r+1 ≤ 0. Let U¯∗ = (u∗1, u∗2, . . . , u∗r) ∈ Rn×r, U¯ = (u1, u2, . . . , ur) ∈ Rn×r. We aim to show that
U¯ is a good estimation of U¯∗ in the entry-wise manner under some proper rotation. In particular,
let H¯ := U¯T U¯∗ ∈ Rr×r. Suppose the SVD decomposition of H¯ is H¯ = U ′Σ′V ′T . The matrix sign
function of H¯ is denoted by sgn(H¯) := U ′V ′T . In fact, sgn(H¯) = argminO
∥∥∥U¯O − U¯∗∥∥∥
F
subject to
OOT = I.3 We aim to show an upper bound on
∥∥∥U¯sgn(H¯)− U¯∗∥∥∥
2,∞ . Let ∆
∗ := tλ∗r, κ :=
λ∗1
λ∗r
. We
rephrase the Theorem 2.1 in [8] for the above scenario and rewrite it as the following lemma.
Lemma 6 (Theorem 2.1 [8]). Suppose γ ∈ R≥0. Let φ(x) : R≥0 → R≥0 be a continuous and non-
decreasing function with φ(0) = 0 and φ(x)/x non-increasing in R>0. Let δ0, δ1 ∈ (0, 1). With the
above quantities, consider the following four assumptions:
3See [37] for more details about the matrix sign function.
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A1.
∥∥∥tM¯∗∥∥∥
2,∞
≤ γ∆∗.
A2. For any m ∈ [n], the entries in the mth row and column of X¯ are independent with others.
A3. P
(∥∥∥X¯ − tM¯∗∥∥∥
2
≤ γ∆∗
)
≥ 1− δ0.
A4. For any m ∈ [n] and any W ∈ Rn×r,
P
(∥∥∥∥(X¯ − tM¯∗)m,·W
∥∥∥∥
2
≤ ∆∗ ‖W ‖2,∞ φ
(
‖W ‖F√
n ‖W ‖2,∞
))
≥ 1− δ1
n
If 32κmax(γ, φ(γ)) ≤ 1, under above Assumptions A1–A4, with probability 1− δ0− 2δ1, the follow-
ings hold,
∥∥∥U¯ ∥∥∥
2,∞ . (κ+ φ(1))
∥∥∥U¯∗∥∥∥
2,∞ + γ
∥∥∥tM¯∗∥∥∥
2,∞ /∆
∗
∥∥∥U¯sgn(H¯)− U¯∗∥∥∥
2,∞ . (κ(κ+ φ(1))(γ + φ(γ)) + φ(1))
∥∥∥U¯∗∥∥∥
2,∞ + γ
∥∥∥tM¯∗∥∥∥
2,∞ /∆
∗.
To obtain useful results from Lemma 6, one need to find proper γ and φ(x) and show that the
Assumptions A1–A4 hold. For sub-gaussian noise, these assumptions can be easily verified. We
investigate the scenario for sub-exponential noise. We define γ¯ and φ¯(x) as the proper form for γ
and φ(x) respectively in the following.
Definition 2. Let γ¯ :=
√
n
∆∗L, φ¯(x) :=
√
n
∆∗L log(2n
3r)x.
Under γ¯ and φ¯(x), we will show that Assumption A3 holds based on Lemma 11, Assumption
A4 holds based on Lemma 14. Note that Assumption A2 naturally holds since each element of X¯
is independent of each other. Assumption A1 holds due to that
∥∥∥tM¯∗∥∥∥
2,∞ = maxi
√∑
j t
2M¯∗2ij ≤
t
√
nL ≤ γ¯∆∗. First, we observe that X¯ij − tM¯∗ij is a sub-exponential random matrix.
Lemma 7. For any (i, j) ∈ [n]× [n],
∥∥∥X¯ij − tM¯∗ij∥∥∥ψ1 ≤ 6L.
To show that Assumption A3 holds, we introduce a result in [7] that helps to control the operator
norm of X¯ − tM¯∗.
Lemma 8 (Lemma 4 in [7]). Let Y be a random n1 × n2 matrix whose entries are independent and
centered, and suppose that for some v, t0 > 0, we have, for all t1 ≥ t0, P (|Yij| ≥ t1) ≤ 2e−t1/v. Let
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ǫ ∈ (0, 1/2), and let K = max{t0, v log(2mn/ǫ)}. Then,
P
(
‖Y ‖2 ≥ 2σ +
ǫv√
n1n2
+ t1
)
≤ max(n1, n2) exp(−t21/(C0(2K)2)) + ǫ,
where C0 is a constant and σ = maxi
√∑
j E
(
Y 2ij
)
+maxj
√∑
i E
(
Y 2ij
)
.
In order to use Lemma 7 for Assumption A3, we need to convert the asymmetrical results into
symmetric scenario. In particular, we have
Lemma 9. P
(∥∥∥X¯ − tM¯∗∥∥∥
2
≤ Cγ¯∆∗
)
≥ 1− 1n2 for some constant C.
Proof. Denote Y ∈ Rn×n by
Yij =


2(X¯ij − tM¯∗ij) i < j
(X¯ij − tM¯∗ij) i = j
0 i > j
.
Note that ‖Yij‖ψ1 ≤ 2
∥∥∥X¯ij − tM¯∗ij∥∥∥ψ1 ≤ 12L by Lemma 10. By the property of subexponential
random variable, we have E
(
Y 2ij
)
≤ C1L2 and for all t′ ≥ 0, P (|Yij | ≥ t′) ≤ 2 exp(−t′/C2L) where
C1, C2 are two constants.
Consider applying Lemma 7 to X with n1 = n2 = n. Let ǫ =
1
2n2
. Then K = C2L log(4n
2).
Take t′ =
√
C03 ln n2K + ln 2. Then max(n1, n2) exp(−t′2/(C0(2K)2)) + ǫ = 1n2 . Furthermore
2σ + ǫv√n1n2 + t
′ ≤ C3
√
nL for some constant C3.
Therefore, ‖Y ‖2 ≤ C3
√
nL with probability 1− 1n2 . Note that X¯ − tM¯∗ = (Y + Y T )/2. Hence,
with probability 1− 1n2 ,
∥∥∥X¯ − tM¯∗∥∥∥
2
≤ (‖Y ‖2 +
∥∥∥Y T ∥∥∥
2
)/2 ≤ C3
√
nL ≤ C3γ¯∆∗. 
Next, we will show that Assumption A4 holds based on the Bernstein-type inequalities to control
the tail bound of sum of sub-exponential random variables.
Lemma 10. For any m ∈ [n] and any W ∈ Rn×r, the following holds
P
(∥∥∥(X¯ − tM¯∗)m,·W ∥∥∥
2
≤ C∆∗ ‖W ‖2,∞ φ¯
(
‖W ‖F√
n ‖W ‖2,∞
))
≥ 1− 1
n3
where C is a constant.
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Proof. First, consider a special case with r = 1, w ∈ Rn×1. Let Yj = X¯ij − tM¯∗ij . By Lemma 10,
we have maxj∈[n] ‖Yj‖φ1 ≤ 6L =: K. Then, by Bernstein’s inequality, P
(
|∑Ni=1 wiYi| ≥ t) ≤
2 exp
{
−C2
(
t2
K2‖w‖22
∨ tK‖w‖∞
)}
.
Take t = ( 1C2 + 1) ‖w‖2K log(2n3r), then C2 t
2
K2‖w‖22
= ( 1C2 + 1)(1 + C2) log(2n
3r) log(2n3r) ≥
log(2n3r) and C2
t
K‖w‖∞ = (1 + C2)
‖w‖2
‖w‖∞ log(2n
3r) ≥ log(2n3r). Therefore,
P
(
|
N∑
i=1
wiYi| ≥ ( 1
C2
+ 1) ‖w‖2K log(2n3r)
)
≤ 1
n3r
.
This idea can be generalized to the scenario with r > 1. 
After showing that Assumptions A1–A4 hold, we can prove the following result.
Proposition 2. Let t := (g(α∗)p∗A + (1 − p∗A))pO. Suppose
√
nL log(n)κ2 ≤ Ctλ∗1 for some known
constant C. Then, with probability 1−O(n−2), the following holds
∥∥∥U¯ ∥∥∥
2,∞ . κ(
∥∥∥U¯∗∥∥∥
2,∞ +
∥∥∥M¯∗∥∥∥
2,∞ /λ
∗
1)∥∥∥U¯sgn(H)− U¯∗∥∥∥
2,∞ .
√
n log(n)
tλ∗1
κ3L
∥∥∥U¯∗∥∥∥
2,∞ + κ
∥∥∥M¯∗∥∥∥
2,∞ /λ
∗
1.
Next we need to convert Proposition 2 back to our asymmetric scenario. We use the “sym-
metric dilation” technique [38, 8, 21, 39] to generalize the result to accommodate our asymmetric
model. Let M∗ = U∗Σ∗V ∗,SVD(XΩ)r = UΣV be the SVD decomposition of M∗ and SVD(XΩ)r
respectively. Some fine-tune analysis can lead to the following result.
Proposition 3. Let H = 12(U
TU∗ + V TV ∗), µ = max
(
n ‖U∗‖22,∞ ,m ‖V ∗‖22,∞
)
/r, κ = σ∗1/σ∗r , t =
(p∗Ag(α
∗) + 1 − p∗A)pO. Suppose
√
mL log(m)κ2 ≤ Ctσ∗1 for some known constant C. Then, with
probability 1−O((nm)−1), the followings hold
(‖U ‖2,∞ ∨ ‖V ‖2,∞) . κ
√
µr
n
(‖Usgn(H)− U∗‖2,∞ ∨ ‖V sgn(H)− V ∗‖2,∞) .
√
m log(m)κ3L
√
µr
tσ∗1
√
n
‖SVD(XΩ)r − tM∗‖max . κ4µr log(m)L
√
m
n
.
21
Finally, a concentration bound implying that |Ω| ≈ nmpO provides us
∥∥∥∥SVD(XΩ)r nm|Ω| − e(θ∗)M∗
∥∥∥∥
max
.
(κ4µr)L
pO
logm
√
m
n
,
which completes the proof (sketch).
5. Minimax Lower Bound
In this section, we provide a minimax lower bound on the regret of TPR, which confirms that
Theorem 1 is optimal up to logarithmic terms. Recall that an model is specified by pO, p
∗
A, α
∗,M∗,
and the anomaly distribution Anom(·, ·). We consider the following special model:
• All the entries can be observed, i.e., pO = 1.
• When the anomaly occurs, Xij = 0, i.e., PAnom (Xij = 0 | M) = 1 for any M ∈ R≥0.
This corresponds to the scenario that “extreme phantom inventory” occurred, e.g., items being
broken or stealing without notice. We refer to this in notational form as X ∼ H(p∗A,M∗) (α∗ and
pO are not needed in this model).
The difficulties of achieving the optimal TPR are rooted on the difficulties of recovering the
exact M∗ based on X. Hence, we construct a set of matrices that are particular difficult to
distinguish given the observation X. In particular, for any even number n, we construct Mn =
{M b ∈ Rn×n, b ∈ {0, 1}n/2} as follows. Fix a constant C. Consider n ≥ 4C2 and b ∈ {0, 1}n/2. For
any i ∈ [n/2], j ∈ [n],
• if bi = 0, M
b
2i,j = 1 and M
b
2i+1,j = 1− C√n ;
• if bi = 1, M
b
2i,j = 1− C√n and M b2i+1,j = 1.
Therefore, M b consists of two possible values: 1 or 1 − C√
n
. The entries of the same row of M b
have the same values. The bi indicates the allocation of 1 and 1 − C√n over the 2i-th row and the
(2i + 1)-th row of M b.
For any M b ∈ Mn, one can verify that the assumptions in Section 2 hold for X ∼ H(p∗A,M b).
In particular,
• L = O(1) because
∥∥∥M b∥∥∥
max
≤ 1 and ‖Anom(M)‖ψ1 = 0 for M ∈ R≥0.
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• K = O(1) because P (Anom(M) = k) is independent of M for k ∈ N and M ∈ R≥0.
• κ, µ, r = O(1). Note thatM b has the decompositionM bij = xiyj where x, y ∈ Rn. In particular,
one can verify that for j ∈ [n], yj = 1; and for i ∈ [n/2], x2i = 1−( C√n)bi , x2i+1 = 1−( C√n)1−bi .
Hence, M b is rank-1 (r = 1) and has κ = σ∗1/σ∗r = 1. To consider µ, note that the SVD
decomposition of M b is M b = x‖x‖(‖x‖ ‖y‖) y
T
‖y‖ where
x
‖x‖ and
y
‖y‖ are two singular vectors.
Observing that xi‖x‖ ≤ 1√n(1− C√
n
)
≤ 2√
n
,
yj
‖y‖ ≤ 1√n . Therefore, µ = O(1) for M b.
Let γ = 12e and p
∗
A =
1
2 . Choose T = 1, the regularity conditions (RC) also can be verified (see
details in the Appendix C). By the Theorem 1, we can obtain
Proposition 4. For any M b ∈Mn, let X ∼ H(p∗A,M b). With probability 1−O(1/n2),
FPRπEW(γ)(X) ≤ γ,
TPRπEW(γ)(X) ≥ TPRπ∗(γ)(X) − C
log2(n)√
n
.
Next, we provide a proof sketch for Proposition 1 based on the construct ofMn. The full details
can be found in Appendix C.
Proof Sketch of Proposition 1. Let C1, C2 be two constants. To allow for comparison to Proposi-
tion 4, let Πγ denote the set of all policies π such that PX∼H(p∗
A
,Mb) (FPRπ(X) ≤ γ) ≥ 1 − C1/n2
for all M b ∈Mn.
We aim to show that for any algorithm π ∈ Πγ , there exists M ′ ∈Mn such that
EX∼H(p∗
A
,M ′)
(
TPRπ∗(γ)(X)− TPRπ(X)
)
≥ C2√
n
.
This concrete statement is sufficient to show the Proposition 1.
Let M+ = 1,M− = 1− C√
n
. For any M ∈Mn, there are one-half M+ and one-half M− entries
in M . Note that, when observing Xij = 0, π
∗ would claim anomaly on the entry M+ with priority
than M−, because it is more possible to observe 0 for M− in the normal situation. Indeed, we
choose γ and p∗A in a way that π
∗ roughly claims anomalies for all M+ entries with Xij = 0.
Intuitively speaking, if an algorithm π achieves the similar performance as π∗, it must be able
to distinguishM+ andM− from the observation X. However, the construction ofMn prevent this
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distinguishability. Consider M b1 and M b2 where b1 and b2 only differs in one element. Then one
can verify that PX∼H(p∗
A
,Mb1 ) (X ∈ A) ≈ PX∼H(p∗
A
,Mb2 ) (X ∈ A) for any set A. This finally leads to
the O( 1√
n
) regret between π and π∗. 
Note that πEW(γ) ∈ Πγ and achieves O(log2 n/
√
n) regret for every M b ∈Mn. This shows that
our algorithm is optimal for the TPR up to logarithmic factors.
6. Experiments
In studying the empirical performance of the EW algorithm, we first consider a synthetic setting
where we examine the impact of natural problem parameters on performance. We measure the
AUC achieved by EW, and how it compares to an AUC upper bound as well as the AUC of Stable
PCP (a state-of-the-art approach). We then study performance on real world data from a large
CPG research partner.
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Figure 1: Synthetic data. Left scatter shows AUC of ideal algorithm vs that of EW (blue points, above
45-degree line); and AUC of Stable PCP vs EW (green, mostly below 45 degree line). Right display
corresponds to the ROC curve in a representative setting with n = m = 100, r = 3, M¯∗ = 5, pO =
0.8, p∗
A
= 0.04, α∗ = 0.2.
Synthetic Data: We consider generating an ensemble of M∗ matrices with n = m = 100. The
natural problem parameters we evaluate include
• nr : the ratio between the dimension and the rank of the matrix.
• M¯∗ = 1nm
∑
ijM
∗
ij : the average value of all entries.
• pO : the probability of an entry being observed.
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Figure 2: Synthetic data. Histograms shows problem characteristics where EW performs worst relative
to ideal algorithm (20th percentile).
• p∗A: the probability of an entry where an anomaly occurs.
• α∗: the anomaly parameter. When the anomaly occurs, E (Anom(α∗,M)) = α∗M.
For a given choice of r and entry-wise mean M¯∗, we set M∗ = kUV T . U, V ∈ Rn×r are
random with independent Gamma(1, 2) entries and k is picked so that M¯∗ = 1nm
∑
ijM
∗
ij. If (i, j)
is observed, then Xij is Poisson with meanMij with probability 1−p∗A; otherwise, it is Poisson with
mean aijMij where aij is exponentially distributed with mean α
∗. We consider an ensemble of 1000
problems obtained by uniformly drawing r ∈ [1, 10], M¯∗ ∈ [1, 10], pO ∈ [0.5, 1], p∗A ∈ [0, 0.3] and
α∗ ∈ [0, 1]. We consider an implementation of the EW algorithm where the matrix completion step
used the soft impute algorithm [40], the anomaly model estimation used MLE, and solving PEW
by replacing f∗ij directly by
yˆij
xˆij+yˆij
. Stable PCP solves Eq. (1). In both cases, we tuned Lagrange
multipliers corresponding to rank using knowledge of the true rank. For convex optimization, we
generated an ROC curve for each problem instance by varying the Lagrange multiplier penalizing
‖A‖1; for EW we do this by simply varying γ.
Left of the Figure 1 shows that, over ensembles, EW consistently achieves an AUC close to that
of a super-optimal algorithm (’ideal’, that knows M∗ and the anomaly model) while Stable PCP
is substantially worse than EW. In particular, the average AUC of π∗ is 0.823, the average AUC of
πEW is 0.803, whereas the average AUC of Stable-PCP is 0.708. Right of the Figure 1 shows the
explicit ROC curve for a representative setting.
Figure 2 shows that the problem instances where the AUC of EW was furthest away from
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the ideal AUC show largely intuitive characteristics: higher α∗ (so anomalies look similar to non-
anomalous entires), lower pO, higher p
∗
A and higher r (so that M
∗ is harder to estimate). The
behavior with respect to M¯∗ is surprising but was consistently observed across other ensembles as
well.
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Figure 3: Real data. The left display considers an ensemble similar to the synthetic data. Right display
corresponds to the ROC curve in a representative setting of p∗
A
= 0.04 and α∗ = 0.2.
Real Data: This consists of sales of m = 290 products across n = 2481 stores with pO ∼ 0.14. M∗
is obtained by denoising this data with r ∼ 30 (estimated via cross-validation). Average observed
sales per product-store was M¯∗ = 2.64; so the variance of non-anomalous entries is relatively large.
We generate X as before, introducing anomalies by deliberately perturbing a fraction p∗A of entries
and thinning the resulted sales at rate α∗. In particular, for each sample, p∗A ∈ [0, 0.3], α∗ ∈ [0, 1]
are uniformly drawed. We generate an ensemble of 1000 such perturbed matrices.
Figure 3 considers the ensemble of perturbed matrices; we see similar relative merits as in the
synthetic experiments: EW achieves an AUC close to that of an algorithm that knows M∗ and
α∗ whereas Stable PCP is consistently worse than EW. In particular, the average AUC of π∗ is
0.733, the average AUC of πEW is 0.672, whereas the average AUC of Stable-PCP is 0.566. Right
of the Figure 3 shows an ROC curve for a representative setting of p∗A = 0.04 and α
∗ = 0.2 4 where
we see the absolute performance: the AUC for the ideal algorithm was ∼ 0.806 whereas the AUC
for EW was close at 0.747 – this suggests that EW is quite viable in this domain. Stable PCP is
substantially worse with an AUC of 0.58.
4the parameters are chosen to fit the reported loss caused by the phantom inventory [41].
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7. Conclusion
We proposed a simple statistical model for anomaly detection in low-rank matrices that is moti-
vated by the phantom inventory problem in retail. We proved a new entry-wise bound for matrix
completion with sub-exponential noise, and used this to motivate a simple policy for the anomaly
detection problem. We proved matching upper and lower bounds on the regret of our algorithm,
and demonstrated in experiments that our approach provides substantial improvements over bench-
marks based on solving convex formulations.
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A. Entry-wise Bound and Proof of Theorem 2
In this section, we present the details of Section 4. The proof is self-contained and some lemmas
are relabeled for convenience. We will prove the Theorem 2 based on recent results on entry-wise
analysis for random matrices [8] and matrix completion with Poisson observation [7]. The proof
idea can be viewed as a generalization from Gaussian noise in the Theorem 3.4 [8] to subexponential
noise. In particular, we will proceed the proof in two steps: (i) consider the symmetric scenario
where M∗, noises, and anomalies have symmetries; (ii) generalize the results to the asymmetric
scenario.
A.1. Symmetric Case
Consider a symmetric scenario. Let M¯∗ ∈ Rn×n+ be a symmetric matrix. For 1 ≤ i ≤ j ≤ n, let


X¯ij ∼ Poisson(M¯∗ij) with prob. (1− p∗A)pO
X¯ij ∼ Anom(α∗, M¯∗ij) with prob. p∗ApO
X¯ij = 0 with prob. 1− pO.
(9)
Let X¯ji = X¯ij for 1 ≤ i ≤ j ≤ n. Let t = g(α∗)p∗ApO+(1−p∗A)pO. It is easy to verify E
(
X¯/t
)
= M¯∗.
Furthermore, suppose max
(
M¯∗ij + 1,
∥∥∥Anom(α∗, M¯∗ij)∥∥∥ψ1
)
≤ L for (i, j) ∈ [n]× [n].
Denote the eigenvalues of M¯∗ by λ∗1 ≥ λ∗2 ≥ . . . ≥ λ∗n with their associated eigenvectors by
{u¯∗j}nj=1. Denote the eigenvalues of X¯ by λ1 ≥ λ2 ≥ . . . ≥ λn with their associated eigenvectors by
{u¯j}nj=1.
Suppose r is an integer such that 1 ≤ r < n. Assume M¯∗ satisfies λ∗1 ≥ λ∗2 ≥ . . . ≥ λ∗r ≥ 0 and
λ∗r+1 ≤ 0. Let U¯∗ = (u∗1, u∗2, . . . , u∗r) ∈ Rn×r, U¯ = (u1, u2, . . . , ur) ∈ Rn×r. We aim to show that U¯
is a good estimation of U¯∗ in the entry-wise manner under some proper rotation. In particular, let
H¯ := U¯T U¯∗ ∈ Rr×r. Suppose the SVD decomposition of H¯ is H¯ = U ′Σ′V ′T where U ′, V ′ ∈ Rr×r
are orthonormal matrices and Σ′ ∈ Rr×r is a diagonal matrix. The matrix sign function of H¯ is
denoted by sgn(H¯) := U ′V ′T . In fact, sgn(H¯) = argminO
∥∥∥U¯O − U¯∗∥∥∥
F
subject to OOT = I.5 We
aim to show an upper bound on
∥∥∥U¯sgn(H¯)− U¯∗∥∥∥
2,∞ .
Let ∆∗ := tλ∗r, κ :=
λ∗1
λ∗r
. We rephrase the Theorem 2.1 in [8] for the above scenario and rewrite
5See [37] for more details about the matrix sign function.
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it as the following lemma.
Lemma 6 (Theorem 2.1 [8]). Suppose γ ∈ R≥0. Let φ(x) : R≥0 → R≥0 be a continuous and non-
decreasing function with φ(0) = 0 and φ(x)/x non-increasing in R>0. Let δ0, δ1 ∈ (0, 1). With the
above quantities, consider the following four assumptions:
A1.
∥∥∥tM¯∗∥∥∥
2,∞ ≤ γ∆
∗.
A2. For any m ∈ [n], the entries in the mth row and column of X¯ are independent with others.
A3. P
(∥∥∥X¯ − tM¯∗∥∥∥
2
≤ γ∆∗
)
≥ 1− δ0.
A4. For any m ∈ [n] and any W ∈ Rn×r,
P
(∥∥∥∥(X¯ − tM¯∗)m,·W
∥∥∥∥
2
≤ ∆∗ ‖W ‖2,∞ φ
(
‖W ‖F√
n ‖W ‖2,∞
))
≥ 1− δ1
n
If 32κmax(γ, φ(γ)) ≤ 1, under above Assumptions A1–A4, with probability 1− δ0− 2δ1, the follow-
ings hold,
∥∥∥U¯ ∥∥∥
2,∞ . (κ+ φ(1))
∥∥∥U¯∗∥∥∥
2,∞ + γ
∥∥∥tM¯∗∥∥∥
2,∞ /∆
∗
∥∥∥U¯sgn(H¯)− U¯∗∥∥∥
2,∞ . (κ(κ+ φ(1))(γ + φ(γ)) + φ(1))
∥∥∥U¯∗∥∥∥
2,∞ + γ
∥∥∥tM¯∗∥∥∥
2,∞ /∆
∗.
To obtain useful results from Lemma 6, one need to find proper γ and φ(x) and show that the
Assumptions A1–A4 hold. We define γ¯ and φ¯(x) as the proper form for γ and φ(x) respectively in
the following.
Definition 2. Let γ¯ :=
√
n
∆∗L, φ¯(x) :=
√
n
∆∗L log(2n
3r)x.
Under γ¯ and φ¯(x), we will show that Assumption A3 holds based on Lemma 11, Assumption
A4 holds based on Lemma 14. Note that Assumption A2 naturally holds since each element of X¯
is independent of each other. Assumption A1 holds due to that
∥∥∥tM¯∗∥∥∥
2,∞ = maxi
√∑
j t
2M¯∗2ij ≤
t
√
nL ≤ γ¯∆∗.
To show that Assumption A3 holds, we introduce a result in [7] that helps to control the operator
norm of X¯ − tM¯∗.
Lemma 7 (Lemma 4 in [7]). Let Y be a random n1 × n2 matrix whose entries are independent and
centered, and suppose that for some v, t0 > 0, we have, for all t1 ≥ t0, P (|Yij| ≥ t1) ≤ 2e−t1/v. Let
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ǫ ∈ (0, 1/2), and let K = max{t0, v log(2mn/ǫ)}. Then,
P
(
‖Y ‖2 ≥ 2σ +
ǫv√
n1n2
+ t1
)
≤ max(n1, n2) exp(−t21/(C0(2K)2)) + ǫ,
where C0 is a constant and σ = maxi
√∑
j E
(
Y 2ij
)
+maxj
√∑
i E
(
Y 2ij
)
.
In order to use Lemma 7, we show that every entry of X¯ − tM¯∗ is a sub-exponential random
variable based on Lemmas 8 to 10.
Lemma 8. Let Y ∼ Poisson(λ). Then ‖Y ‖ψ1 ≤ 4λ+ 1.
Proof. Note that for any t1 > 0,
E
(
e|Y |/t1
)
= E
(
eY/t1
)
=
∞∑
k=0
ek/t1
λk
k!
e−λ = e−λ
∞∑
k=0
(e1/t1λ)k
k!
= e−λee
1/t1λ = eλ(e
1/t1−1).
Note that 1/(4λ+1) ≤ 1, hence e1/(4λ+1) − 1 = 14λ+1es ≤ 14λ+1e where s ∈ [0, 1/(4λ+1)] by Taylor
expansion. Therefore
E
(
e|Y |/(4λ+1)
)
≤ e λ4λ+1e ≤ ee/4 ≈ 1.973 < 2.
By the definition of ‖·‖ψ1 , we have ‖Y ‖ψ1 ≤ 4λ+ 1. 
Lemma 9. Let Y1, Y2 . . . Yq be q subexponential random variables with ‖Yi‖ψ1 ≤ Lmax. Let c ∈
{1, 2, . . . , q} be a random variable. Then ‖Yc‖ψ1 ≤ Lmax.
Proof. This is because E
(
e|Yc|/Lmax
)
=
∑
1≤i≤q P (c = i)E
(
e|Yi|/Lmax
)
≤∑1≤i≤q 2P (c = i) = 2. 
Lemma 10. For any (i, j) ∈ [n]× [n],
∥∥∥X¯ij − tM¯∗ij∥∥∥ψ1 ≤ 6L.
Proof. Note that
∥∥∥Poisson(M¯∗ij)∥∥∥ψ1 ≤ 4L by Lemma 8 and
∥∥∥Anom(α∗, M¯∗ij)∥∥∥ ≤ L by the defini-
tion of L. We have
∥∥∥X¯ij∥∥∥
ψ1
≤ 4L by Eq. (9) and Lemma 9. Then, by the triangle inequality,∥∥∥X¯ij − tM¯∗ij∥∥∥ψ1 ≤
∥∥∥X¯ij∥∥∥
ψ1
+
∥∥∥M¯∗ij∥∥∥ψ1 ≤ 4L+ 2L = 6L. 
Next we show that Assumption A3 holds.
Lemma 11. P
(∥∥∥X¯ − tM¯∗∥∥∥
2
≤ Cγ¯∆∗
)
≥ 1− 1
n2
for some constant C.
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Proof. Denote Y ∈ Rn×n by
Yij =


2(X¯ij − tM¯∗ij) i < j
(X¯ij − tM¯∗ij) i = j
0 i > j
.
Note that ‖Yij‖ψ1 ≤ 2
∥∥∥X¯ij − tM¯∗ij∥∥∥ψ1 ≤ 12L by Lemma 10. By the property of subexponential
random variable, we have E
(
Y 2ij
)
≤ C1L2 and for all t′ ≥ 0, P (|Yij | ≥ t′) ≤ 2 exp(−t′/C2L) where
C1, C2 are two constants.
Consider applying Lemma 7 to X with n1 = n2 = n. Let ǫ =
1
2n2
. Then K = C2L log(4n
2).
Take t′ =
√
C03 ln n2K + ln 2. Then max(n1, n2) exp(−t′2/(C0(2K)2)) + ǫ = 1n2 . Furthermore
2σ + ǫv√n1n2 + t
′ ≤ C3
√
nL for some constant C3.
Therefore, ‖Y ‖2 ≤ C3
√
nL with probability 1− 1
n2
. Note that X¯ − tM¯∗ = (Y + Y T )/2. Hence,
with probability 1− 1n2 ,
∥∥∥X¯ − tM¯∗∥∥∥
2
≤ (‖Y ‖2 +
∥∥∥Y T ∥∥∥
2
)/2 ≤ C3
√
nL ≤ C3γ¯∆∗. 
Next, we will show that Assumption A4 holds based on the Bernstein’s inequality to control
the tail bound of sum of sub-exponential random variables.
Lemma 12 (Bernstein’s inequality). Let Y1, . . . , YN be independent mean zero, sub-exponential vari-
ables, and w = (w1, . . . , wN ) ∈ RN . Then, for every t > 0, we have
P
(∣∣∣∣∣
N∑
i=1
wiYi
∣∣∣∣∣ ≥ t
)
≤ 2 exp
{
−C2
(
t2
K2 ‖w‖22
∨ t
K ‖w‖∞
)}
where K = maxi ‖Yi‖ψ1 , C2 > 0 is a constant.
Consider r = 1 in the Assumption A4.
Lemma 13. For any m ∈ [n] and any w ∈ Rn×1, the following holds
P
(∣∣∣∣(X¯ − tM¯∗)m,·w
∣∣∣∣ ≥ C ‖w‖2 L log(2n3r)
)
≤ 1
rn3
where C is a constant.
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Proof. Let Yj = X¯ij − tM¯∗ij. By Lemma 10, we have maxj∈[n] ‖Yj‖φ1 ≤ 6L =: K. Then, by
Bernstein’s inequality (Lemma 12), P
(
|∑Ni=1 wiYi| ≥ t) ≤ 2 exp
{
−C2
(
t2
K2‖w‖22
∨ tK‖w‖∞
)}
.
Take t = ( 1C2 + 1) ‖w‖2K log(2n3r), then C2 t
2
K2‖w‖22
= ( 1C2 + 1)(1 + C2) log(2n
3r) log(2n3r) ≥
log(2n3r) and C2
t
K‖w‖∞ = (1 + C2)
‖w‖2
‖w‖∞ log(2n
3r) ≥ log(2n3r). Therefore,
P
(
|
N∑
i=1
wiYi| ≥ ( 1
C2
+ 1) ‖w‖2K log(2n3r)
)
≤ 1
n3r
.

Consider r > 1 in the Assumption A4.
Lemma 14. For any m ∈ [n] and any W ∈ Rn×r, the following holds
P
(∥∥∥(X¯ − tM¯∗)m,·W ∥∥∥
2
≤ C∆∗ ‖W ‖2,∞ φ¯
(
‖W ‖F√
n ‖W ‖2,∞
))
≥ 1− 1
n3
where C is a constant.
Proof. Let Yj = X¯ij − tM¯∗ij . Note that
∥∥∥∥(X¯ − tM¯∗)m,·W
∥∥∥∥2
2
= |
∑
j∈[n]
YjWj,1|2 + |
∑
j∈[n]
YjWj,2|2 + . . .+ |
∑
j∈[n]
YjWj,r|2.
By Lemma 13 and the union bound, with probability 1− 1n3 , for any k ∈ [r],
|
∑
j∈[n]
YjWj,k|2 ≤
(
CL log(2n3r)
)2
(
∑
j∈[n]
W 2j,k)
where C is a constant. Therefore,
∥∥∥∥(X¯ − tM¯∗)m,·W
∥∥∥∥2
2
≤
(
CL log(2n3r)
)2 ‖W ‖2F .(10)
Note that,
∆∗ ‖W ‖2,∞ φ¯
(
‖W ‖F√
n ‖W ‖2,∞
)
= ∆∗
√
nL log(2n3r)
∆∗
‖W ‖F√
n
= L log(2n3r) ‖W ‖F .(11)
Combining Eqs. (10) and (11) completes the proof. 
After showing that Assumptions A1–A4 hold, we can prove the following theorem.
Proposition 2. Let t := (g(α∗)p∗A + (1 − p∗A))pO. Suppose
√
nL log(n)κ2 ≤ Ctλ∗1 for some known
constant C. Then, with probability 1−O(n−2), the following holds
∥∥∥U¯ ∥∥∥
2,∞ . κ(
∥∥∥U¯∗∥∥∥
2,∞ +
∥∥∥M¯∗∥∥∥
2,∞ /λ
∗
1)∥∥∥U¯sgn(H)− U¯∗∥∥∥
2,∞ .
√
n log(n)
tλ∗1
κ3L
∥∥∥U¯∗∥∥∥
2,∞ + κ
∥∥∥M¯∗∥∥∥
2,∞ /λ
∗
1.
Proof. Let γ = (C1 +1)γ¯, φ(x) = C2φ¯(x) where C1, C2 are constants defined in Lemmas 11 and 14
respectively. One can verify that γ = (C1 + 1)
√
nκL
λ∗1t
, φ(x) = C2
√
n log(2n3r)κL
λ∗1t
x. In order to apply
Lemma 6, we still need to show that 32κmax(γ, φ(γ)) ≤ 1. Because √nL log(n)κ2 ≤ Ctλ∗1, one
can verify that 32κmax(γ, φ(γ)) ≤ 1 and φ(γ) ≤ γ by choosing a sufficient small C. Based on
Lemma 11, Lemma 14, we can apply Lemma 6 and obtain that, with probability 1−O(n−2),
∥∥∥U¯ ∥∥∥
2,∞ . (κ+ φ(1))
∥∥∥U¯∗∥∥∥
2,∞ + γ
∥∥∥tM¯∗∥∥∥
2,∞ /∆
∗
∥∥∥U¯sgn(H¯)− U¯∗∥∥∥
2,∞ . (κ(κ+ φ(1))(γ + φ(γ)) + φ(1))
∥∥∥U¯∗∥∥∥
2,∞ + γ
∥∥∥tM¯∗∥∥∥
2,∞ /∆
∗.
Using the fact ∆∗ = tλ∗1/κ, φ(1) ≤ 1 ≤ κ and φ(γ) ≤ γ, we have
∥∥∥U¯ ∥∥∥
2,∞ . κ
∥∥∥U¯∗∥∥∥
2,∞ + κ
∥∥∥M¯∗∥∥∥
2,∞ /λ
∗
1∥∥∥U¯sgn(H¯)− U¯∗∥∥∥
2,∞ . (κ
2γ + φ(1))
∥∥∥U¯∗∥∥∥
2,∞ + κ
∥∥∥M¯∗∥∥∥
2,∞ /λ
∗
1.
Plug in the definition of γ and φ, we complete the proof. 
A.2. Asymmetric Case
Let XΩ associated with M
∗, p∗A, α
∗, pO be the observation generated by the model described in the
Section 2. Let t = (p∗Ag(α
∗) + (1 − p∗A))pO. Let M∗ = U∗Σ∗V ∗T ,M = UΣV T be the singular
decomposition of M∗ and M , where M = argminrank(M ′)≤r ‖X ′ −M ′‖F and X ′ is obtained from
XΩ by setting unobserved entries to 0. We construct the following: M¯
∗ :=

0n×n M∗
M∗T 0m×m

 . One
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can verify that the spectral decomposition of M¯∗ is
M¯∗ =
1√
2

U∗ U∗
V ∗ −V ∗

 ·

Σ∗
−Σ∗

 · 1√
2

U∗ U∗
V ∗ −V ∗


T
.
Note that the largest r singular values, σ∗1 ≥ σ∗2 ≥ . . . ≥ σ∗r , of M∗ are the same as the largest r
eigenvalues of M¯∗. The (r+1)-th eigenvalue of M¯∗ is non-positive. Let U¯∗ = 1√
2

U∗
V ∗

 be the eigen-
vectors associated with the largest r singular values of M¯∗. Similarly, let X¯ :=

0n×n X
XT 0m×m

 .
Let U¯ = 1√
2

U
V

 be the eigenvectors associated with the largest r singular values of X¯.
We can apply Proposition 2 to the M¯∗ and X¯ constructed in this subsection. This gives us the
following result.
Proposition 3. Let H = 12(U
TU∗ + V TV ∗), µ = max
(
n ‖U∗‖22,∞ ,m ‖V ∗‖22,∞
)
/r, κ = σ∗1/σ∗r , t =
(p∗Ag(α
∗) + 1 − p∗A)pO. Suppose
√
mL log(m)κ2 ≤ Ctσ∗1 for some known constant C. Then, with
probability 1−O((nm)−1), the followings hold
(‖U ‖2,∞ ∨ ‖V ‖2,∞) . κ
√
µr
n
(12)
(‖Usgn(H)− U∗‖2,∞ ∨ ‖V sgn(H)− V ∗‖2,∞) .
√
m log(m)κ3L
√
µr
tσ∗1
√
n
(13)
∥∥M ′ − tM∗∥∥max . κ4µr log(m)L
√
m
n
.(14)
Proof. Note that
√
2
∥∥∥U¯∗∥∥∥
2,∞
= (‖U∗‖2,∞ ∨ ‖V ∗‖2,∞) ≤
√
µr/n. Furthermore, we have
∥∥∥M¯∗∥∥∥
2,∞
= ‖M∗‖2,∞ ≤ ‖U∗‖2,∞ ‖Σ∗V ∗‖2 ≤ ‖U∗‖2,∞ σ∗1 ≤
√
µr/nσ∗1.
Apply Proposition 2 on M¯∗ and X¯ along with the bound on
∥∥∥U¯∗∥∥∥
2,∞ ,
∥∥∥M¯∗∥∥∥
2,∞, we can obtain,
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with probability 1−O((n +m)−2),
∥∥∥U¯ ∥∥∥
2,∞ . κ
√
µr
n
(15)
∥∥∥U¯sgn(H)− U¯∗∥∥∥
2,∞ .
√
m log(m)
tσ∗1
Lκ3
√
µr/n.(16)
This completes the proof of Eq. (12) and Eq. (13). Next we proceed to the proof of Eq. (14).
Let U˜ = Usgn(H), V˜ = V sgn(H), Σ˜ = sgn(H)TΣsgn(H). Note that M ′ij = Ui,·ΣV
T
j,· = U˜i,·Σ˜V˜
T
j,·
and M∗ij = U
∗
i,·Σ
∗V ∗Tj,· . Then,
|M ′ij − tM∗ij | = |tr(U˜i,·Σ˜V˜ Tj,·)− ttr(U∗i,·Σ∗V ∗Tj,· )|
= |tr(Σ˜V˜ Tj,·U˜i,·)− ttr(Σ∗V ∗Tj,· U∗i,·)|
= |tr((Σ˜− tΣ∗)(V˜ Tj,·U˜i,·)) + tr(tΣ∗(V˜ Tj,·U˜i,· − V ∗Tj,· U∗i,·))|
≤
∥∥∥Σ˜− tΣ∗∥∥∥
2
∥∥∥V˜ Tj,·U˜i,·∥∥∥∗ + t ‖Σ∗‖2
∥∥∥V˜ Tj,·U˜i,· − V ∗Tj,· U∗i,·∥∥∥∗(17)
where Eq. (17) is due to the triangle inequality and |tr(AB)| ≤ ‖A‖2 ‖B‖∗ by the Von Neumann’s
trace inequality. We derive the bound on the term
∥∥∥V˜ Tj,·U˜i,· − V ∗Tj,· U∗i,·∥∥∥∗. Let γˆ = κ√mL/(σ∗1t).
Note that
∥∥∥V˜ Tj,·U˜i,· − V ∗Tj,· U∗i,·∥∥∥∗ =
∥∥∥(V˜ Tj,· − V ∗Tj,· )U˜i,· + V ∗Tj,· (U˜i,· − U∗i,·)∥∥∥∗
≤
∥∥∥(V˜ Tj,· − V ∗Tj,· )U˜i,·∥∥∥∗ +
∥∥∥V ∗Tj,· (U˜i,· − U∗i,·)∥∥∥∗
≤
∥∥∥V˜ Tj,· − V ∗Tj,· ∥∥∥2
∥∥∥U˜i,·∥∥∥
2
+
∥∥∥V ∗Tj,· ∥∥∥2
∥∥∥U˜i,· − U∗i,·∥∥∥2(18)
. κ2 log(m)γˆ
√
µr/n
(∥∥∥U˜i,·∥∥∥
2
+
∥∥∥V ∗j,·∥∥∥2
)
(19)
. κ3 log(m)γˆµr/n(20)
where Eq. (18) is due to
∥∥∥abT ∥∥∥∗ =
∥∥∥abT ∥∥∥
2
≤ ‖a‖2 ‖b‖2 for any vector a, b, Eq. (19) is due to
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Eq. (16), and Eq. (20) is due to Eq. (15). We then bound
∥∥∥V˜ Tj,·U˜i,·∥∥∥∗,
∥∥∥V˜ Tj,·U˜i,·∥∥∥∗ ≤
∥∥∥V ∗Tj,· U∗i,·∥∥∥∗ +
∥∥∥V˜ Tj,·U˜i,· − V ∗Tj,· U∗i,·∥∥∥∗
.
∥∥∥V ∗Tj,· U∗i,·∥∥∥∗ + κ3 log(m)γˆ µrn(21)
. ‖V ∗‖2,∞ ‖U∗‖2,∞ + κ3 log(m)γˆ
µr
n
.
µr
n
+ κ3 log(m)γˆ
µr
n
. κ2
µr
n
(22)
where Eq. (21) is due to Eq. (20) and Eq. (22) is due to κ log(m)γˆ . 1. Next we bound
∥∥∥Σ˜− tΣ∗∥∥∥
2
.
Note that
∥∥∥Σ˜− Σ∥∥∥
2
=
∥∥∥sgn(H)T (Σsgn(H)− sgn(H)Σ)∥∥∥
2
≤ ‖Σsgn(H)− sgn(H)Σ‖2
= ‖(ΣH −HΣ) + Σ(sgn(H)−H) + (H − sgn(H))Σ‖2
≤ ‖ΣH −HΣ‖2 + 2 ‖Σ‖2 ‖sgn(H)−H‖2 .(23)
By Lemma 2 in [8], we have
‖sgn(H)−H‖2 . (
∥∥∥X¯ − tM¯∗∥∥∥
2
/(tσ∗r ))
2 . γˆ2(24)
‖ΣH −HΣ‖2 ≤ 2
∥∥∥X¯ − tM¯∗∥∥∥
2
. tγˆσ∗r(25)
where
∥∥∥X¯ − tM¯∗∥∥∥
2
≤ γˆtσ∗r by Lemma 11. By Weyl’s inequality, we also have ‖Σ− tΣ∗‖2 ≤∥∥∥X¯ − tM¯∗∥∥∥
2
. tγˆσ∗r . Hence,
‖Σ‖2 ≤ ‖tΣ∗‖2 + ‖Σ− tΣ∗‖2 . tσ∗1 + tγˆσ∗r . tσ∗1.(26)
Plugging Eqs. (24) to (26) into Eq. (23), we have
∥∥∥Σ˜− Σ∥∥∥
2
. tγˆσ∗r + tγˆ2σ∗1 . tγˆσ∗1 . Therefore,
∥∥∥Σ˜− tΣ∗∥∥∥
2
≤
∥∥∥Σ˜− Σ∥∥∥
2
+ ‖Σ− tΣ∗‖2 . tγˆσ∗1 .(27)
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Plugging Eqs. (20), (22) and (27) into Eq. (17), we arrive at
∥∥∥M ′ − tM∗∥∥∥
max
. tκ3 log(m)γˆ
µr
n
σ∗1 . tκ
3 log(m)
µr
n
σ∗1
κL
√
m
tσ∗1
. κ4µr log(m)L
√
m
n
.

Next, we provide a lemma for the concentration bound of the sum over Ω.
Lemma 15. Let Ω = {(i, j)|Oij = 1} ⊂ [n] × [m] where Oij ∼ Ber(pO) are i.i.d random vari-
ables. Let {Tij |(i, j) ∈ [n] × [m]} be independent random variables with E (Tij) = pij. Let
S =
∑
(i,j)∈[n]×[m] pOpij. Then, with probability 1− 1/(nm),
∣∣∣∣∣∣
∑
(i,j)∈Ω
Tij − S
∣∣∣∣∣∣ ≤ C
(√
S log(mn) + log(mn)
)
where C is a constant. In particular, if S & log(nm), then
∣∣∣∣∣∣
∑
(i,j)∈Ω
Tij − S
∣∣∣∣∣∣ ≤ C1S
where C1 is a constant.
Proof. Let Zij = TijOij . Then Zij ∈ [0, 1],E (Zij) = pOpij. By the Bernstein’s inequality [42], we
have
P


∣∣∣∣∣∣
∑
ij
Zij −
∑
ij
pOpij
∣∣∣∣∣∣ > t

 ≤ 2e−
t2/2∑
ij
E((Zij−pOpij )2)+ t3 ≤ 2e−
t2/2
S+ t
3
due to
E
(
(Zij − pOpij)2
)
≤ E
(
Z2ij
)
≤ E (Zij) = pOpij.
Take t = C2
(√
S log(nm) + log(nm)
)
where C2 is a constant. Then we have
P


∣∣∣∣∣∣
∑
(i,j)∈Ω
Tij −
∑
(i,j)∈[n]×[m]
S
∣∣∣∣∣∣ > t

 ≤ 1
nm
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for a proper C2. 
Proof of Theorem 2. Next we proceed the proof of Theorem 2 based on Proposition 3. By
the assumption in Section 2, log(m)µrLκ2/(‖M∗‖max
√
n) . pO and 1 − p∗A = O(1). Note that
‖M∗‖max ≤ σ∗1µr/
√
nm, this implies that log(m)
√
mLκ2 . pOσ
∗
1, which is the condition required
by Proposition 3. Also, by taking Tij = 1 in Lemma 15 and noting that pO &
log(m)√
n
, we have, with
probability 1−O( 1nm),
|nmpO − |Ω|| < C
√
log(nm)pOnm
where C is a constant. Then
∣∣∣∣nm|Ω| − 1pO
∣∣∣∣ = |nmpO − |Ω|||Ω|pO
≤ C
√
log(nm)pOnm
|Ω|pO
≤ C
′√log(nm)√
pOnmpO
where C ′ is a constant. Finally, we can obtain
∥∥∥∥M ′ nm|Ω| − tpOM∗
∥∥∥∥
max
=
∥∥∥∥M ′ nm|Ω| −M ′ 1pO +M
′ 1
pO
− t
pO
M∗
∥∥∥∥
max
.
∥∥∥∥ 1pO (M
′ − tM∗)
∥∥∥∥
max
+
∥∥∥M ′∥∥∥
max
√
log(nm)/pOnm
pO
.
κ4µr log(m)L
pO
√
m
n
+
L
pO
√
log(nm)
pOnm
.
κ4µr log(m)L
pO
√
m
n
(28)
where Eq. (28) is due to pO &
log(m)√
n
. This completes the proof. 
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B. Analysis of piEW and Proof of Theorem 1
B.1. Moment Matching Estimator
B.1.1. Proof of Lemma 1
Recall that
gt(θ,M) =
1
nm
∑
(i,j)∈[n]×[m]
(pAPAnom (Xij ≤ t|α,Mij) + (1− pA)PPoisson (Xij ≤ t|Mij)) .
Let δ′ = (κ
4µr)L
pO
logm
√
m
n and
h(θ) =
T−1∑
t=0
(
gt(θ, Mˆ/e(θ))− |Xij = t, (i, j) ∈ Ω||Ω|
)2
.
We have the following result.
Lemma 16. With probability 1−O( 1nm), for any θ ∈ Θ and t = 0, 1, . . . , T ,
|gt(θ,M∗e(θ∗)/e(θ)) − gt(θ, Mˆ/e(θ))| . (K + L)δ′.
Proof. Note that PAnom (Xij = t|α,M) isK-lipschitz onM . One also can verify that PPoisson (Xij = t|M)
is L-Lipschitz on M . Hence
(pAPAnom (Xij ≤ t|α,Mij) + (1− pA)PPoisson (Xij ≤ t|Mij))
is (K + L)-Lipschitz on Mij . Let C1, C2 be two constants. By Theorem 2, with probability
1−O((nm)−1), |Mˆij/e(θ∗)−M∗ij | ≤ C1δ′. This implies that
∣∣∣∣∣M
∗
ije(θ
∗)
e(θ)
− Mˆij
e(θ)
∣∣∣∣∣ ≤ C1δ
′
e(θ)
≤ C2δ′
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where we use that e(θ) ≥ (1− pA) ≥ c for some constant c. This implies that
∣∣∣∣∣gt
(
θ,
M∗e(θ∗)
e(θ)
)
− gt
(
θ,
Mˆ
e(θ)
)∣∣∣∣∣ ≤ 1nm
∑
ij
∣∣∣∣∣M
∗
ije(θ
∗)
e(θ)
− Mˆij
e(θ)
∣∣∣∣∣ (K + L)
. (K + L)δ′.

Lemma 17. With probability 1−O((nm)−1), h(θ∗) . (K + L)2(δ′)2.
Proof. Set C1, C2, C3, C4, C5 be proper constants.
Note that by Lemma 15, with probability 1−O((nm)−1),
||Xij ≤ t, (i, j) ∈ Ω| − pOnmgt(θ∗,M∗)| ≤ C2
√
pOnmgt(θ∗,M∗) log(nm) + C2 log(nm)
Also, we can similarly obtain ||Ω| − pOnm| ≤ C3
√
pOnm log(nm) by Lemma 15. Then, one can
verify that
∣∣∣∣ |Xij = t, (i, j) ∈ Ω||Ω| − gt(θ∗,M∗)
∣∣∣∣
=
∣∣∣∣ |Xij = t, (i, j) ∈ Ω| − |Ω|gt(θ∗,M∗)|Ω|
∣∣∣∣
≤ 1|Ω|
(
C2
√
pOnmgt(θ∗,M∗) log(nm) + C3
√
pOnm log(nm)gt(θ
∗,M∗) + C2 log(nm)
)
≤ C4
√
pOnm log(nm)
nmpO
≤ C4 log(nm)√
nmpO
.
Then, taking θ = θ∗ in Lemma 16, we have
h(θ∗) =
T∑
t=0
(
gt(θ
∗, Mˆ/e(θ∗))− |Xij = t, (i, j) ∈ Ω|/|Ω|
)2
≤
T∑
t=0
(
|gt(θ∗, Mˆ/e(θ∗))− gt(θ∗,M∗)|+ C5 log(nm)/√nmpO
)2
. (K + L)2(δ′)2 + log(nm) log(nm)/(nmpO)
. (K + L)2(δ′)2
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due to the fact that δ′ & log(m)
√
m/n and pO & log(m)/
√
n. 
Proof of Lemma 1. By Lemma 17, with probability 1 − O((nm)−1), h(θˆ) ≤ h(θ∗) . (K +
L)2(δ′)2. This implies, for each t < T , |gt(θˆ, Mˆ/e(θˆ)) − |Xij=t,(i,j)∈Ω||Ω| | . (K + L)δ′. Combining
with Lemma 17, we have, for each t < T ,
|gt(θˆ, Mˆ/e(θˆ))− gt(θ∗, Mˆ/e(θ∗))| . (K + L)δ′.(29)
Note that
|gt(θ∗,M∗)− gt(θˆ,M∗e(θ∗)/e(θˆ))|
≤ |gt(θ∗,M∗)− gt(θˆ, Mˆ/e(θˆ))| + |gt(θˆ, Mˆ/e(θˆ))− gt(θˆ,M∗e(θ∗)/e(θˆ))|.
By Lemma 16, |gt(θˆ, Mˆ/e(θˆ))− gt(θˆ,M∗e(θ∗)/e(θˆ))| . (K + L)δ′. Also we have
|gt(θ∗,M∗)− gt(θˆ, Mˆ/e(θˆ))| ≤ |gt(θ∗,M∗)− gt(θ∗, Mˆ/e(θ∗))|+ |gt(θˆ, Mˆ/e(θˆ))− gt(θ∗, Mˆ/e(θ∗))|.
By Lemma 16 agian, we have |gt(θ∗,M∗) − gt(θ∗, Mˆ/e(θ∗))| . (K + L)δ′. By Eq. (29), we have
|gt(θˆ, Mˆ/e(θˆ))− gt(θ∗, Mˆ/e(θ∗))| . (K + L)δ′. In conclusion,
|gt(θ∗,M∗)− gt(θˆ, Mˆ/e(θˆ))| . (K + L)δ′.
Therefore,
∥∥∥F (θˆ)− F (θ∗)∥∥∥ . (K + L)δ′ since T is a constant. 
B.1.2. Proof of Lemma 2
Lemma 18. Suppose F satisfies the following condition:
• F : Θ ⊂ Rd1 → Rd2 is continuously differentiable and injective.
• B2C2δ(θ
∗) ⊂ Θ where Br(θ∗) = {θ : ‖θ − θ∗‖ ≤ r}.
• ‖JF (θ)− JF (θ∗)‖max ≤ C1 ‖θ − θ∗‖ for θ ∈ B2C2δ(θ∗).
•
∥∥JF (θ∗)−1∥∥2 ≤ C2.
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Suppose 2
√
d1d2C1(C2)
2δ < 1/2. For any θ ∈ Θ,
‖F (θ)− F (θ∗)‖ ≤ δ =⇒ ‖θ − θ∗‖ ≤ 2C2δ.(30)
Proof. Suppose ‖F (θ)− F (θ∗)‖ ≤ δ. We construct a sequence of θi such that limi→∞ F (θi) = F (θ)
while ‖θi − θ∗‖ is well bounded for every i. Let θ1 − θ∗ = J−1F (θ∗)(F (θ)− F (θ∗)). Note that
‖θ1 − θ∗‖ ≤
∥∥∥J−1F (θ∗)
∥∥∥
2
‖F (θ)− F (θ∗)‖ ≤ C2δ.
Furthermore, by multivariate Taylor theorem,
F (θ1) = F (θ
∗) +A(θ1 − θ∗)T
where the i-th row Ai = (∇Fi(xi))T such that xi = θ∗ + c(θ1 − θ∗) for some c ∈ [0, 1]. Hence,
F (θ1) = F (θ
∗)+JF (θ∗)(θ1−θ∗)T+(A−JF (θ∗))(θ1−θ∗)T . Note that F (θ∗)+JF (θ∗)(θ1−θ∗)T = F (θ)
by the definition of θ1. Therefore,
F (θ1) = F (θ) + (A− JF (θ∗))(θ1 − θ∗)T
=⇒ ‖F (θ1)− F (θ)‖ ≤ ‖A− JF (θ∗)‖2 ‖θ1 − θ∗‖
=⇒ ‖F (θ1)− F (θ)‖ ≤ ‖A− JF (θ∗)‖max
√
d1d2 ‖θ1 − θ∗‖
=⇒ ‖F (θ1)− F (θ)‖ ≤ C1
√
d1d2 ‖θ1 − θ∗‖2
=⇒ ‖F (θ1)− F (θ)‖ ≤ C1
√
d1d2C
2
2δ
2.
We can use the similar idea to the successive construction. In particular, let t = 2
√
d1d2(C1)(C2)
2δ <
1/2, a = 2C1C2
√
d1d2, θ0 = θ
∗. Suppose
‖θk − θk−1‖ ≤ 1
a
tk, ‖θk − θ∗‖ ≤ 1
a
(2t− tk), ‖F (θk)− F (θ)‖ ≤ 1
aC2
tk+1.
It is easy to verify that the above conditions are satisfied for k = 1. Then let θk+1 − θk =
J−1F (θ
∗)(F (θ)− F (θk)) for k > 1.
Then, we have ‖θk+1 − θk‖ ≤ C2 tk+1aC2 ≤ t
k+1
a . Also, ‖θk+1 − θ∗‖ ≤ ‖θk+1 − θk‖ + ‖θk − θ∗‖ ≤
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2t−tk+tk+1
a ≤ 2t−t
k+1
a . Furthermore,
F (θk+1) = F (θk) + JF (θ
∗)(θk+1 − θk)T + (A− JF (θ∗))(θk+1 − θk)T
=⇒ F (θk+1) = F (θ) + (A− JF (θ∗))(θk+1 − θk)T
=⇒ ‖F (θk+1)− F (θ)‖ ≤ ‖A− JF (θ∗)‖2 ‖θk+1 − θk‖
=⇒ ‖F (θk+1)− F (θ)‖ ≤ ‖A− JF (θ∗)‖max
√
d1d2 ‖θk+1 − θk‖
=⇒ ‖F (θk+1)− F (θ)‖ ≤ C1
√
d1d2(‖θk − θ∗‖+ ‖θk+1 − θk‖) ‖θk+1 − θk‖
=⇒ ‖F (θk+1)− F (θ)‖ ≤ C1
√
d1d2
2(t)
a
tk+1
a
=⇒ ‖F (θk+1)− F (θ)‖ ≤ C1C2
√
d1d22
a
tk+2
aC2
≤ t
k+2
aC2
.
Note that ‖θk − θ∗‖ ≤ 2ta . Therefore θk ∈ Θ is well-defined. Furthermore, we can conclude
for any ǫ > 0, there exists N , if k1, k2 > N , ‖θk1 − θk2‖ ≤ ǫ. Therefore, the sequence converges.
Suppose limk θk = θ
′. Note that ‖θ′ − θ∗‖ ≤ 2ta due to ‖θk − θ∗‖ ≤ 2ta . Also note that ‖JF (θ)‖
is bounded for ‖θ − θ∗‖ ≤ 2ta . This implies that limk F (θk) = F (θ′). On the other hand, due to
the convergence of F (θk), limk F (θk) = F (θ). By injectivity, θ = θ
′ and ‖θ − θ∗‖ ≤ 2t/a. This
completes the proof. 
Proof of Lemma 2. We proceed the proof of Lemma 2. By the regularity conditions (RC) stated
in Section 3.2 and Lemma 18, we have ‖F (θ)− F (θ∗)‖ . (K + L)δ′ =⇒ ‖θ − θ∗‖ . (K + L)δ′.
By Lemma 1, we complete the proof. 
B.2. Confidence Interval Estimator and Proof of Lemma 3
Let δ′ = (K+L)(κ
4µr)L
pO
logm
√
m
n . Let
xˆij := [pˆAPAnom(Xij |αˆ, Mˆij/e(θˆ))]
yˆij := [(1 − pˆA)PPoisson(Xij |Mˆij/e(θˆ))].
Let xij = p
∗
APAnom
(
Xij |α∗,M∗ij
)
, yij = (1− p∗A)PPoisson
(
Xij |M∗ij
)
. We have the following result.
Lemma 19. With probability 1 − O(1/(nm)), max(|xˆij − xij |, |yˆij − yij|) ≤ C(L+K)2Lδ′ for any
(i, j) ∈ Ω.
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Proof. By Lemma 2, with probability 1−O(1/(nm)), we have
∥∥∥θˆ − θ∗∥∥∥ . δ′.
Note that g(θ) is K-Lipschitz in θ and e(θ) = pAg(θ) + (1− pA). Hence
|e(θˆ)− e(θ∗)| ≤ |pˆA − p∗A|(1− g(θˆ)) + p∗A|g(θˆ)− g(θ∗)|
. (K + 1)δ′.
Furthermore
∣∣∣∣∣ Mˆije(θˆ) −M∗
∣∣∣∣∣ = 1e(θˆ) |Mˆ −M∗e(θˆ)|
≤ 1
e(θˆ)
(
|Mˆ −M∗e(θ∗)|+M∗|e(θ∗)− e(θˆ)|
)
.
δ′
K + L
+ L(K + 1)δ′
. L(K + 1)δ′.
Note that PAnom (α,M) is K-Lipschitz in α and M . The implies that
|xˆij − xij | ≤ |pˆAPAnom
(
Xij |αˆ, Mˆij
)
− p∗APAnom
(
Xij|α∗,M∗ij
)
|
≤ |pˆA − p∗A|PAnom
(
Xij |α∗,M∗ij
)
+ |PAnom
(
Xij |α∗,M∗ij
)
− PAnom
(
Xij |αˆ, Mˆij
)
|pˆA
. δ′ +KL(K + 1)δ′
. KL(K + 1)δ′.
Similarly, one can obtain |yˆij − yij| . L2(K + 1)δ′. In conclusion,
max(|xˆij − xij |, |yˆij − yij|) . (L+K)2L.

Lemma 20. Suppose |xˆ − x| ≤ δ, |yˆ − y| ≤ δ where x, y, xˆ, yˆ ∈ [0, 1], x + y > 0. Let sˆ = xˆxˆ+yˆ if
xˆ+ yˆ > 0 otherwise sˆ = 0. Then,
∣∣∣∣sˆ− xx+ y
∣∣∣∣ ≤ min
(
δ
x+ y
,
δ
xˆ+ yˆ
, 1
)
.(31)
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Proof. Note that
∣∣∣sˆ− xx+y
∣∣∣ ≤ 1 is trivial since sˆ ∈ [0, 1] and xx+y ∈ [0, 1].
When xˆ = yˆ = 0, xx+y ≤ δx+y due to x ≤ δ.
When xˆ+ yˆ > 0,
∣∣∣∣sˆ− xx+ y
∣∣∣∣ =
∣∣∣∣ xˆ(x+ y)− x(xˆ+ yˆ)(xˆ+ yˆ)(x+ y)
∣∣∣∣
=
∣∣∣∣ xˆy − xyˆ(xˆ+ yˆ)(x+ y)
∣∣∣∣
=
∣∣∣∣ xˆ(yˆ − (yˆ − y))− (xˆ− (xˆ− x))yˆ(xˆ+ yˆ)(x+ y)
∣∣∣∣
=
∣∣∣∣−xˆ(yˆ − y) + (xˆ− x)yˆ(xˆ+ yˆ)(x+ y)
∣∣∣∣
≤ xˆ
xˆ+ yˆ
|yˆ − y|
x+ y
+
yˆ
xˆ+ yˆ
|xˆ− x|
x+ y
≤ xˆ
xˆ+ yˆ
δ
x+ y
+
yˆ
xˆ+ yˆ
δ
x+ y
=
δ
x+ y
.
By symmetry,
∣∣∣sˆ− xx+y
∣∣∣ ≤ δxˆ+yˆ , which completes the proof. 
Proof of Lemma 3. Next, we proceed the proof of Lemma 3. For notation simplification, write
xˆij , yˆij, xij , yij as xˆ, yˆ, x, y.
Let δ = (K+L)
3(κ4µr)L2
pO
logm
√
m
n and C be the constant denoted in Lemma 19. Then by Lemma 19,
with probability 1−O(1/(nm)),
|x− xˆ| ≤ Cδ, |y − yˆ| ≤ Cδ.
By Lemma 20, we have
xˆ− Cδ
xˆ+ yˆ
≤ x
x+ y
.
Therefore fLij ≤ f∗ij. Next we show that f∗ij ≤ fLij + 4Cδ.
If 4Cδ ≥ (x+ y), then fLij + 4Cδx+y ≥ 1 ≥ xx+y . On the other hand, suppose 4Cδ < (x+ y). Note
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that
(x+ y) > 4Cδ
=⇒ 4(x+ y − 2Cδ) > 2(x+ y)
=⇒ 4Cδ
x+ y
>
2Cδ
x+ y − 2Cδ
=⇒ 4Cδ
x+ y
>
2Cδ
xˆ+ yˆ
.
Then,
xˆ− Cδ
xˆ+ yˆ
+
4Cδ
x+ y
≥
(
x
x+ y
− 2Cδ
xˆ+ yˆ
)
+
4Cδ
x+ y
≥ x
x+ y
.
This implies that fLij+
4Cδ
x+y ≥ f∗ij. Similar result can be shown for fRij . This completes the proof. 
B.3. Analysis of the optimization problem PEW
First, we show that the FPR constraint of πEW is satisfied.
Lemma 21. With probability 1−O(1/(nm)), for any 0 < γ ≤ 1
FPRπEW(γ)(XΩ) ≤ γ.
Proof. This is because
∑
(i,j)∈Ω
tEWij f
∗
ij ≤
∑
(i,j)∈Ω
tEWij f
R
ij ≤ γ
∑
(i,j)∈Ω
fLij ≤ γ
∑
(i,j)∈Ω
f∗ij.
due to that fLij ≤ f∗ij ≤ fRij and the constraint of tEWij . 
B.3.1. Proof of Lemma 4
Next, we prove Lemma 4, i.e., show that the accumulated error induced by the approximation of
f∗ij by f
L
ij and f
R
ij has the desired bound.
Proof of Lemma 4. Let xij := p
∗
APAnom
(
Xij |α∗,M∗ij
)
, yij := (1 − p∗A)PPoisson
(
Xij|M∗ij
)
. By
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Lemma 3,
max(|fLij − f∗ij|, |fRij − f∗ij|) ≤ ǫij
where ǫij := min
(
4Cδ
xij+yij
, 1
)
for some constant C and δ = (K+L)
3(κ4µr)L2
pO
logm
√
m
n .
Note that when Xij = t,
xij + yij = P (Xij = t) .
Note that ‖Xij‖ψ1 . L is a sub-exponential random variable by Lemmas 8 and 9. Then, we
have
P (Xij > t) ≤ exp−t/C′L
=⇒ P
(
X ′ij > C
′L log(1/δ)
)
≤ δ
where C ′ is a proper constant. Let zij = min
(
δ
P(Xij=t)
, 1
)
. Then,
E (zij) =
∞∑
t=0
min (1, δ/P (Xij = t))P (Xij = t)
≤
C′L log(1/δ)∑
t=0
δ +
∞∑
t=C′L log(1/δ)+1
P (Xij = t)
≤ C ′L log(1/δ)δ + δ.
Note that zij ∈ [0, 1] are independent random variables. Then, by Lemma 15, with probability
1−O( 1nm),
∑
(i,j)∈Ω
zij . L log(1/δ)δpOnm+
√
pOnm log(nm)
. L log(n)δpOnm
given that pO &
log(m)√
n
and δ & logm√
n
.
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Therefore,
∑
(i,j)∈Ω
max(|fLij − f∗ij|, |fRij − f∗ij |) ≤
∑
(i,j)∈Ω
ǫij .
∑
(i,j)∈Ω
zij . L log(n)δpOnm.

B.3.2. Proof of Lemma 5
Consider a concentration bound
Lemma 22. Let C1, C2, C3 be constants. With probability 1−O( 1nm),
∑
(i,j)∈Ω
f∗ij ≥ C1nmpO
|Ω| ≤ C2nmpO.
Furthermore, if p∗ApOnm & log(nm),
∑
(i,j)∈Ω
1− f∗ij ≥ C3p∗ApOnm.
Proof. Let Zij = P (Bij = 1|Xij). Then
∑
(i,j)∈Ω 1− f∗ij =
∑
(i,j)∈Ω Zij . Note that E (Zij) = p∗A and
Zij ∈ [0, 1] are independent. Hence, by Lemma 15, with probability 1−O( 1nm),
∑
(i,j)∈Ω 1 − f∗ij ≥
Cp∗ApOnm where C is a constant given that p
∗
ApOnm & log(nm) Similar results for
∑
(i,j)∈Ω f∗ij
(with 1− p∗A ≥ c for some constant c) and |Ω| can also be obtained. 
Proof of Lemma 5. Let {t′ij , (i, j) ∈ Ω} be the optimal solution of the algorithm π∗(γ′). Let
{t∗ij , (i, j) ∈ Ω} be the optimal solution of π∗(γ). Suppose
∑
(i,j)∈Ω t′ij∑
(i,j)∈Ω t∗ij
= η < 1.
By the analysis in Section 3.4, order f∗ij by f
∗
a1b1
≤ f∗a2b2 ≤ . . . ≤ f∗a|Ω|b|Ω| . Then t′a1b1 ≤
t∗a1b1 , t
′
a2b2
≤ t∗a2b2 , . . . , t′a|Ω|b|Ω| ≤ t∗a|Ω|b|Ω| by the sorting algorithm in Section 3.4. Furthermore, for
any k and l such that t
′
akbk
> 0 and t∗albl − t′albl > 0, we have f∗akbk ≤ f∗albl . Let A =
∑
ij t
′
ij, B =∑
ij t
∗
ij − t′ij, C =
∑
ij t
′
ijf
∗
ij,D =
∑
ij(t
∗
ij − t′ij)f∗ij . Then the following weighted average inequality
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holds: CA ≤ DB . This implies that CA ≤ C+DA+B , i.e.,
1∑
(i,j)∈Ω t′ij
∑
(i,j)∈Ω
t′ijf
∗
ij ≤
1∑
(i,j)∈Ω t∗ij
∑
(i,j)∈Ω
t∗ijf
∗
ij.(32)
This implies that
∑
(i,j)∈Ω t′ijf
∗
ij ≤ η
∑
(i,j)∈Ω t∗ijf
∗
ij. Then, we have,
∑
(i,j)∈Ω
t′ijf
R
ij ≤
∑
(i,j)∈Ω
t′ij(f
∗
ij + |fRij − f∗ij|)
≤

η ∑
(i,j)∈Ω
t∗ijf
∗
ij

+ ∑
(i,j)∈Ω
|fRij − f∗ij| by Eq. (32) and 0 ≤ t′ij ≤ 1
≤

γη ∑
(i,j)∈Ω
f∗ij

+ ∑
(i,j)∈Ω
|fRij − f∗ij|
∑
(i,j)∈Ω
t∗ijf
∗
ij ≤ γ
∑
(i,j)∈Ω
f∗ij
≤ γ
∑
(i,j)∈Ω
f∗ij +
∑
(i,j)∈Ω
|fRij − f∗ij| − γ(1− η)
∑
(i,j)∈Ω
f∗ij.
Note that
γ
∑
(i,j)∈Ω
f∗ij ≤ γ
∑
(i,j)∈Ω
fLij +
∑
(i,j)∈Ω
|f∗ij − fLij |.
Therefore, we have
∑
(i,j)∈Ω
t′ijf
R
ij ≤ γ
∑
(i,j)∈Ω
fLij +

 ∑
(i,j)∈Ω
(
|f∗ij − fLij|+ |f∗ij − fRij |
)− γ(1− η) ∑
(i,j)∈Ω
f∗ij.
By Lemma 4, we have
(∑
(i,j)∈Ω
(
|f∗ij − fLij|+ |f∗ij − fRij |
))
≤ C1L log(n)δpOnm. By Lemma 22,
we have γ(1− η)∑(i,j)∈Ω f∗ij ≥ C2γ(1− η)pOnm. Take η = 1− C1C2γL log(n)δ. We then have {t′ij} is
a feasible solution of PEW:
∑
(i,j)∈Ω
t′ijf
R
ij ≤ γ
∑
(i,j)∈Ω
fLij.
Furthermore, for any 0 < γ ≤ 1, we can get
∑
(i,j)∈Ω(t∗ij − t′ij)∑
(i,j)∈Ω(1− f∗ij)
=
(1− η)∑(i,j)∈Ω t∗ij∑
(i,j)∈Ω(1− f∗ij)
.
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By Lemma 22,
∑
(i,j)∈Ω t∗ij ≤ |Ω| . nmpO. Suppose p∗ApOnm & log(nm), then by Lemma 22,∑
(i,j)∈Ω(1− f∗ij) & nmpOp∗A. This leads to
∑
(i,j)∈Ω(t∗ij − t′ij)∑
(i,j)∈Ω(1− f∗ij)
.
(1− η)pOnm
pOp
∗
Anm
.
L log(n)δ
γp∗A
.(33)
Note that δ & 1
pO
√
n
. Suppose p∗ApOnm . log(nm), then
L log(n)δ
γp∗A
&
1
pOp
∗
A
√
n
&
nm
log(nm)
√
n
& 1.
This completes the proof. 
B.4. Proof of Theorem 1
Proof of Theorem 1. Finally, we proceed the proof of Theorem 1. Note that
TPRπ∗(γ)(XΩ)− TPRπEW(γ)(XΩ)
=
∑
(i,j)∈Ω t∗ij(1− f∗ij)−
∑
(i,j)∈Ω tEWij (1− f∗ij)∑
(i,j)∈Ω(1− f∗ij)
≤
∑
(i,j)∈Ω(t∗ij − tEWij ) + (
∑
(i,j)∈Ω tEWij f
∗
ij −
∑
(i,j)∈Ω t∗ijf
∗
ij)∑
(i,j)∈Ω(1− f∗ij)
.
Note that
∑
(i,j)∈Ω t∗ijf
∗
ij = γ
∑
(i,j)∈Ω f∗ij and
∑
(i,j)∈Ω tEWij f
∗
ij ≤ γ
∑
(i,j)∈Ω f∗ij by Lemma 21. Fur-
thermore,
∑
(i,j)∈Ω tEWij ≥
∑
(i,j)∈Ω t′ij since {t′ij} is a feasible solution of PEW and the objective
function of PEW maximizes ∑(i,j)∈Ω tEWij given the constraint. Hence,
TPRπ∗(γ)(XΩ)−TPRπEW(γ)(XΩ) ≤
∑
(i,j)∈Ω(t∗ij − tEWij )∑
(i,j)∈Ω(1− f∗ij)
≤
∑
(i,j)∈Ω(t∗ij − t
′
ij)∑
(i,j)∈Ω(1− f∗ij)
.
Also, note that TPRπ∗(γ)(XΩ)− TPRπEW(γ)(XΩ) ≤ 1 since TPR ≤ 1 by definition. By Lemma 5,
TPRπ∗(γ)(XΩ)− TPRπEW(γ)(XΩ) .
L log(n)δ
γp∗A
,
which completes the proof. 
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C. Minimax Lower Bound
C.1. Proof of Proposition 1
Consider the model X ∼ H(p∗A,M∗). Recall that the construction of Mn = {M b ∈ Rn×n, b ∈
{0, 1}n/2} is: for the i-th and (i+1)-th rows, set Mij = 1 andMi+1j = 1− c∗√n if bi/2 = 0; otherwise
set Mij = 1− c∗√n and Mi+1j = 1. Here c∗ < 12 is some sufficient small constant.
For a constant C0, let Π
′
γ denote the set of all policies such that
PX∼H(p∗
A
,M) (FPRπ(X) ≤ γ) ≥ 1− C0/n2 for all M ∈Mn.(34)
Set γ = 12e , p
∗
A =
1
2 . We write
∑
(i,j)∈[n]×[n] as
∑
ij if there is no ambiguity. Note that anomaly
can only occur when Xij = 0. One can verify that
f∗ij =
1/2e−M
∗
ij
1/2 + 1/2e−M
∗
ij
1 {Xij = 0} + 1 {Xij > 0}
=
e−M
∗
ij
1 + e−M
∗
ij
1 {Xij = 0}+ 1 {Xij > 0} .
Since the anomaly only occurs when Xij = 0, a “rational” algorithm should not claim anomalies
for those entries with Xij > 0. We have the following result:
Lemma 23. For any π′ ∈ Π′γ, there exists π such that for any X,
FPRπ(X) ≤ FPRπ′(X),TPRπ(X) = TPRπ′(X).
Furthermore, P
(
Aπij = 1,Xij > 0
)
= 0.
Proof. For any algorithm π′, we can construct π as the following: let Aπij = A
π′
ij ifXij = 0; otherwise
Aπij = 0. Then it is easy to see that
∑
ij
P
(
Aπij = 1|X
)
f∗ij ≤
∑
ij
P
(
Aπ
′
ij = 1|X
)
f∗ij.
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This implies FPRπ(X) ≤ FPRπ′(X). Furthermore,
∑
ij
P
(
Aπij = 1|X
)
(1− f∗ij) =
∑
ij
P
(
Aπ
′
ij = 1|X
)
(1− f∗ij).
This implies TPRπ(X) = TPRπ′(X). 
Hence, it is sufficient to only consider π that does not claim anomalies for entries with Xij > 0.
Let Πγ = {π ∈ Π′γ | P
(
Aπij = 1,Xij > 0
)
= 0}. Note that the FPR constraint is a high probability
statement, hence it is possible that different M ∈ Mn satisfies the constraint on different sets of
X and makes the problem hard to analyze. To address this issue, we consider the “expectation” of
the FPR constraint and have the following lemma.
Lemma 24. For any π ∈ Πγ and any M ∈M,
∑
ij
aπij(M)e
−Mij ≤ γn2 + 2C0.(35)
where aπij(M) = PX∼H(p∗A,M)
(
Aπij = 1|Xij = 0
)
.
Proof. By Eq. (34), with probability 1− C0
n2
, rewrite Eq. (34)
∑
ij
P
(
Aπij = 1|X
)
f∗ij ≤ γ
∑
ij
f∗ij.(36)
Take the expectation on the left hand side of Eq. (36), we have
EX∼H(p∗
A
,M)

∑
ij
P
(
Aπij = 1|X
)
f∗ij


=
∑
ij
e−Mij
1 + e−Mij
E
(
P
(
Aπij = 1,Xij = 0|X
))
+ E
(
P
(
Aπij = 1,Xij > 0|X
))
=
∑
ij
e−Mij
1 + e−Mij
P
(
Aπij = 1,Xij = 0
)
=
∑
ij
1
2
e−MijP
(
Aπij = 1|Xij = 0
)
=
∑
ij
1
2
aπij(M)e
−Mij .
where we use P
(
Aπij = 1,Xij > 0
)
= 0 and P (Xij = 0) =
1
2 +
1
2e
−Mij . Take the expectation on the
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right hand side of Eq. (36), we have
EX∼H(p∗A,M)

γ∑
ij
f∗ij

 = γ∑
ij
(
1
2
e−Mij +
1
2
(1− e−Mij )
)
=
γn2
2
.
Let G(t) = t in the event that Eq. (36) holds; otherwise G(t) = n2. Then it is easy to verify that∑
ij P
(
Aπij = 1|X
)
f∗ij ≤ G(γ
∑
ij f
∗
ij) with probability 1. Take expectation on both sides, we have
∑
ij
1
2
aπij(M)e
−Mij ≤ γn
2
2
+
C0
n2
n2 ≤ γn
2
2
+ C0,
which completes the proof. 
Next, we consider the expectation of TPR. In particular, note that
EX∼H(p∗A,M)

∑
ij
P
(
Aπij = 1|X
)
(1− f∗ij)


=
∑
ij
1
1 + e−Mij
E
(
P
(
Aπij = 1,Xij = 0|X
))
=
∑
ij
1
1 + e−Mij
P
(
Aπij = 1,Xij = 0
)
=
∑
ij
1
2
P
(
Aπij = 1|Xij = 0
)
=
∑
ij
1
2
aπij(M).(37)
Let M+ = 1,M− = 1− c∗√
n
. For any M ∈ Mn, there are one-half M+ and one-half M− entries in
M . Note that, when observing Xij = 0, π
∗ would claim anomaly on the entry M+ with priority
than M−, because it is more possible to observe 0 for M− in the normal situation. Indeed, we
choose γ and p∗A in a way that π
∗ roughly claims anomalies for all M+ entries with Xij = 0.
Intuitively speaking, if an algorithm π achieves the similar performance as π∗, it must be able
to distinguishM+ andM− from the observation X. However, the construction ofMn prevent this
distinguishability. We next provide a lemma to connect TPR and the ability of recognizing M+.
Lemma 25. For any π ∈ Πγ and any M ∈M,
e− eM−
e+ eM−
∑
ij
|1
{
Mij =M
+
}
− aπij(M)| ≤
n2
2
−
∑
ij
aπij(M) + 4C0e.
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Proof. Let
x :=
∑
ij,Mij=M+
aπij(M)
y :=
∑
ij,Mij=M−
aπij(M).
By Eq. (35), we have xe−M+ + ye−M− ≤ γn2 + 2C0 = n22e + 2C0. Hence
y ≤ (n
2
2e
+ 2C0 − xe−M+)eM− ≤ (n
2
2
− x)e
M−
e
+ 2C0e.(38)
Furthermore,
∑
ij
|1
{
Mij =M
+
}
− aπij(M)| =
∑
ij,Mij=M+
(1− aπij(M)) +
∑
ij,Mij=M−
aπij(M)
=
n2
2
− x+ y
≤ (n
2
2
− x) + (n
2
2
− x)e
M−
e
+ 2C0e. By Eq. (38).
Further algebra provides us
(
n2
2
− x) + (n
2
2
− x)e
M−
e
≤
(
(
n2
2
− x)e− e
M−
e
)
e+ eM
−
e− eM−
=
(
n2
2
− x− (n
2
2
− x)e
M−
e
)
e+ eM
−
e− eM−
=
(
n2
2
− x− y + (y − (n
2
2
− x)e
M−
e
)
)
e+ eM
−
e− eM−
≤
(
n2
2
− x− y + 2C0e
)
e+ eM
−
e− eM−
=

n2
2
−
∑
ij
aπij(M) + 2C0e

 e+ eM−
e− eM− .
This implies that
∑
ij
|1
{
Mij =M
+
}
− aπij(M)| + 2C0e ≤

n2
2
−
∑
ij
aπij(M) + 2C0e

 e+ eM−
e− eM− .
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Then, we can conclude
e− eM−
e+ eM
−
∑
ij
|1
{
Mij =M
+
}
− aπij(M)| ≤
n2
2
−
∑
ij
aπij(M) + 4C0e
which completes the proof. 
Next, we show that aπij(M
a) ≈ aπij(M b) if Ma ≈M b.
Lemma 26. Let Ma ∈ Rn×n and M b ∈ Rn×n only differ on two rows (WOLG, the first row and the
second row). In particular, Maij = M
b
ij for any j ∈ [n] and i = 3, 4, . . . , n. Furthermore, Ma1j = 1
and M b1j = 1− c
∗√
n
for j ∈ [n]; Ma2j = 1− c
∗√
n
and M b2j = 1 for j ∈ [n]. Here c∗ < 12 . Then for any
(i, j) ∈ [n]× [n],
|aπij(M1)− aπij(M2)| ≤ c∗.
Proof. Consider some set S such that
aπij(M) = PX∼H(p∗A,M)
(
Aπij = 1|Xij = 0
)
= PX∼H(p∗
A
,M) (X ∈ S) .
Let X(M) beX ∼ H(p∗A,M), δ(X||Y ) be the total variation distance between X and Y , DKL(X||Y )
be the KL-divergence between X and Y . Then,
|aπij(Ma)− aπij(M b)| = |PX(Ma) (X ∈ S)− PX(Mb) (X ∈ S) |
≤ δ(X(Ma)||X(M b)) total variation distance
≤
√
1
2
DKL(X(Ma)||X(M b)) Pinsker’s inequality
=
√√√√1
2
∑
ij
DKL(X(Ma)ij ||X(M b)ij) Xij are independent.
Note that there are only two rows that are different betweenMa andM b. LetX+ be the observation
of the entry with value M+ and X− be the observation of the entry with the value M−. Then we
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have
∑
ij
DKL(X(M
a)ij ||X(M b)ij) = nDKL(X+||X−) + nDKL(X−||X+).
Note that X+ = Y +b,X− = Y −b where Y + = Poisson(M+), Y − = Poisson(M−), and b indicates
whether the anomaly occurs. Hence by the data processing inequality and formula of KL-divergence
of Poisson random variables,
DKL(X
+||X−) ≤ DKL(Y +||Y −)
= (M+ log(M+/M−) +M− −M+)
= − log(1− c
∗
√
n
)− c
∗
√
n
=
c∗√
n
+
(c∗)2
2n
+
∞∑
k=3
1
k
(
c∗√
n
)k − C
∗
√
n
≤ (c
∗)2
2n
+
1
3
(
c∗√
n
)3
∞∑
k=0
(
c∗√
n
)k
≤ (c
∗)2
2n
+
2c∗
3
(c∗)2
n2
≤ (c
∗)2
n
.
where c∗ < 12 . Similarly,
DKL(X
−||X+) ≤ DKL(Y +||Y −)
= (M− log(M−/M+) +M+ −M−)
= (1− c
∗
√
n
) log(1− c
∗
√
n
) +
c∗√
n
≤ (1− c
∗
√
n
)(− c
∗
√
n
) +
c∗√
n
≤ (c
∗)2
n
.
Hence,
|aπij(M1)− aπij(M2)| ≤ c∗.

Next, we show a bound related to the “aggregated TPR” of all M ∈Mn.
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Lemma 27.
n2
2
− 1
2n/2
∑
M∈Mn
∑
ij
aπij(M) ≥ −4C0e+
c∗(1− c∗)
4
n
√
n.(39)
where c is a constant.
Proof. Recall that |Mn| = 12n/2 . In order to use the Lemma 25, we derive a lower bound on
1
2n/2
∑
M∈Mn
∑
ij
|1
{
Mij =M
+
}
− aπij(M)| =
1
2n/2
∑
ij
∑
M∈Mn
|1
{
Mij =M
+
}
− aπij(M)|.
Consider fixed (i, j). Let Ma,M b ∈ Mn be a pair of matrices such that the only different rows
between Ma,M b are the i-th row and the i + 1-th row (or the i − 1-th row). Without loss of
generality, suppose Maij =M
+. Note that there are 2n/2−1 such pairs. Consider
|1
{
Maij =M
+
}
− aπij(Ma)|+ |1
{
M bij =M
+
}
− aπij(M b)|
= |1− aπij(Ma)|+ |aπij(M b)|
= 1− aπij(Ma) + aπij(M b)
≥ 1− |aπij(Ma)− aπij(M b)|
≥ 1− c∗.
The last inequality is due to Lemma 26. Hence,
1
2n/2
∑
ij
∑
M∈Mn
|1
{
Mij =M
+
}
− aπij(M)|
≥ 1
2n/2
∑
ij
(2n/2−1)(1− c∗)
=
n2
2
(1− c∗)
Also note that (Recall c∗ ≤ 12 )
e− eM−
e+ eM−
≥ e(1 − e
− c∗√
n )
e
≥ 1− e−
c∗√
n ≥ c
∗
2
√
n
.
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Then by Lemma 25, one can obtain
c∗
2
√
n
∑
ij
|1
{
Mij =M
+
}
− aπij(M)| ≤
n2
2
−
∑
ij
aπij(M) + 4C0e.
Sum over M ∈Mn on both sides, we have
n2
2
− 1
2n/2
∑
M∈Mn
∑
ij
aπij(M) + 4C0e
≥ c
∗
2
√
n
1
2n/2
∑
M∈Mn
|1
{
Mij =M
+
}
− aπij(M)|
≥ c
∗
2
√
n
n2
2
(1− c∗)
≥ c
∗(1− c∗)
4
n
√
n.

Next, we consider the ideal policy π∗(γ). Write π∗(γ) as π∗ if there is no ambiguity.
Lemma 28. For any M ∈Mn,
∑
ij
aπ
∗
ij (M) ≥
n2
2
− Cn logn− 2.
where C is a constant.
Proof. By Lemma 15, we have, with probability 1− 1n2 ,
∣∣∣∣∣∣
∑
ij
f∗ij − n2(1− p∗A)
∣∣∣∣∣∣ ≤ C1n log n.
where C1 is a constant. Consider a policy π
′ that knows the true rate matrix M . Without loss of
generality, let first n2 rows of M be M
+. Suppose π′ claims anomalies for (i, j) with Xij = 0 and
i ≤ (n− k1)/2 with k1 = 8eC1n log n. Then, with probability 1− 1n2 ,
∑
ij
P
(
Aπ
′
ij = 1|X
)
f∗ij =
∑
i≤(n−k1)/2
1 {Xij = 0} e
−M+
1 + e−M+
≤ n(n− k1)(1− p
∗
A)
2e
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Then we have
∑
ij
P
(
Aπ
′
ij = 1|X
)
f∗ij ≤
n2(1− p∗A)
2e
− C1n log n ≤ γ
∑
ij
f∗ij.
Therefore, with probability 1− 2n2 ,
∑
ij
P
(
Aπ
′
ij = 1|X
)
(1− f∗ij) ≤
∑
ij
P
(
Aπ
∗
ij = 1|X
)
(1− f∗ij).
Finally, we have
EX(M)

∑
ij
P
(
Aπ
∗
ij = 1|X
)
(1− f∗ij)

 ≥ EX(M)

∑
ij
P
(
Aπ
′
ij = 1|X
)
(1− f∗ij)

 − (n2)/ 2
n2
=
∑
i≤(n−k1)/2
1 {Xij = 0} 1
1 + e−1
− 2
≥ n(n− k1)
4
− n log n− 2
=
n2
4
− Cn log n− 2.

Proof of Proposition 1. Next, we finish the proof of Proposition 1. Combining Lemma 27 and
Lemma 28, we have
1
2n/2
∑
M∈Mn
∑
ij
aπ
∗
ij (M)−
1
2n/2
∑
M∈Mn
∑
ij
aπij(M)
≥ −Cn log n− 2− 4C0e+ c
∗(1− c∗)
4
n
√
n.
Therefore, there exists a M ′ ∈Mn, such that
∑
ij
aπ
∗
ij (M
′)−
∑
ij
aπij(M
′) ≥ C1n
√
n.
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Finally, we have
EX∼H(p∗
A
,M ′) (TPRπ∗(X)− TPRπ(X))
= EX∼H(p∗
A
,M ′)


∑
ij
(
P
(
Aπ
∗
ij = 1|X
)
− P
(
Aπij = 1|X
))
(1− fij)∗∑
ij(1− f∗ij)


≥
∑
ij a
π∗
ij (M
′)−∑ij aπij(M ′)
2n2
≥ C1
2
√
n
which completes the proof. 
C.2. Proof of Proposition 4
Proof of Proposition 4. Set p∗A =
1
2 , γ =
1
2e . To apply Theorem 1, we need to show the regularity
conditions (RC) in Section 3.2 hold for H(p∗A,M
b) for every M b ∈Mn.
Next, we employ the same notation as Section 3.2. Note that the parameter we aim to estimate
is p∗A. Choose T = 1 and Θ = [0, 1 − c] for any constant c < 12 . Let δ′ = C log(n)n for some constant
C. The F function can be explicitly obtained:
F (pA) = g0(pA,M
b(1− p∗A)/(1 − pA))
=
1
n2
∑
ij

pA + (1− pA)e− M
b
ij
2(1−pA)


= pA +
1− pA
2
e
− M+
2(1−pA) +
1− pA
2
e
− M−
2(1−pA) .
Further analysis on the derivative provides us
F ′(pA) = 1− M
+e
− M+
2(1−pA)
4(1− pA) −
e
− M+
2(1−pA)
2
− M
−e−
M−
2(1−pA)
4(1− pA) −
e
− M−
2(1−pA)
2
.
Let f(x; a) := −xe−x/aa − e−x/a. We have f(0; a) = −1 and f ′(x; a) = xe−x/a/a2 ≥ 0. Therefore,
f(x; a) > −1 for x > 0. Hence
F ′(pA) = 1 +
1
2
f(M+; 2(1 − pA)) + 1
2
f(M−; 2(1− pA)) > 0.
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Therefore, F (pA) for pA ∈ [0, 1−c] is a strict increasing function and hence injective function. This
can be justified intuitively: when pA increases, the expected number of zeros in the observation X
increases.
It is easy to see that Bδ′(K+L) log(n) ∈ Θ for large enough n. Also,
F ′(p∗A) = 1− e−1 − e−M
−
> c
for some constant c. Next, we consider the second derivative of F .
F ′′(pA) =
(M+)2e−M+/2(1−pA)
8(1− pA)3 +
(M−)2e−M−/2(1−pA)
8(1− pA)3 ≤ C
for some constant C. Therefore |F ′(pA) − F ′(p∗A)| ≤ C|pA − p∗A|. Hence all (RC) conditions are
satisfied. We can apply Theorem 1 and complete the proof.

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