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Abstract
Current neural Natural Language Generation
(NLG) models cannot handle emerging con-
ditions due to their joint end-to-end learning
fashion. When the need for generating text
under a new condition emerges, these tech-
niques require not only sufficiently supple-
mentary labeled data but also a full re-training
of the existing model. In this paper, we present
a new framework named Hierarchical Neural
Auto-Encoder (HAE) toward flexible condi-
tional text generation. HAE decouples the text
generation module from the condition repre-
sentation module to allow “one-to-many” con-
ditional generation. When a fresh condition
emerges, only a lightweight network needs to
be trained and works as a plug-in for HAE,
which is efficient and desirable for real-world
applications. Extensive experiments demon-
strate the superiority of HAE against the ex-
isting alternatives with much less training time
and fewer model parameters.
1 Introduction
Currently, neural generation techniques have pow-
ered many inspiring applications, e.g., poem gen-
eration (Yang et al., 2018), neural machine trans-
lation (NMT) (Bahdanau et al., 2015) and chat-
bot (Zhao et al., 2017). Conditional text genera-
tion is an important sub-task of text generation. It
aims to generate realistic text that carries a specific
attribute (e.g., positive or negative sentiment).
The existing neural models for conditional text
generation are mainly developed in a totally su-
pervised or semi-supervised manner. The typical
idea is to encode the condition into a vector repre-
sentation and then integrate it with the text gen-
eration process (Kingma et al., 2014; Hu et al.,
2017; Mirza and Osindero, 2014). These end-to-
end neural models have achieved encouraging per-
formance. However, when new condition appears
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Figure 1: Relation between the spaces and VAEs.
(e.g., a new topic for categorical generation), they
require a full re-training because the text genera-
tion module and condition representation module
are coupled tightly in an end-to-end training fash-
ion.
Inspired by the recent success of Variational
Auto-Encoder (VAE) (Kingma and Welling, 2014)
based “post-hoc” conditional image generation
strategy (Engel et al., 2018), we provide a new per-
spective for flexible conditional text generation.
That is, we assume that text under each condi-
tion forms a unique subspace which is part of a
larger union probability space. Following this as-
sumption, we propose Hierarchical Neural Auto-
Encoder (HAE), which decouples text generation
module from condition representation module. As
illustrated in Figure 1, HAE is composed of two
VAEs: (1) Global VAE (GLOBVAE), which de-
rives the latent space for texts with its encoder
(global encoder) and learns to generate text based
on an easily-accessible large unlabeled dataset
with its decoder (global decoder); (2) Conditional
VAE (CONDVAE), which is a lightweight con-
ditional network that derives the conditional sub-
space that matches the specified condition in the
global latent space. We utilize CONDVAE to iden-
tify the conditional subspace, which can be easily
learned with limited conditional training samples.
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Once the subspace is found, the global decoder al-
ready learned in the first step is directly adopted
for generation. In this way, whenever a new con-
dition emerges, we only need to train CONDVAE
and directly plug it into the framework.
In essence, our proposed HAE can be regarded
as a combination of post-hoc strategy, hierarchical
model and transfer learning. Different to the ex-
isting end-to-end neural models (Mirza and Osin-
dero, 2014; Sohn et al., 2015; Kingma et al.,
2014), HAE focuses on post-processing on the la-
tent space. Once trained, GLOBVAE is fixed for
text generation of different conditions. This post-
hoc strategy decouples conditional subspace learn-
ing from the text generation, endowing HAE with
more flexibility when handling emerging condi-
tions. Also, the word-level generation is converted
to subspace learning, which eases the learning pro-
cess. Furthermore, any large unlabeled corpus
can be used for the training of GLOBVAE. The
rich semantic knowledge can be easily transferred
for different conditional generation tasks. It is
also validated that transfer learning usually leads
to more robust and effective results (Howard and
Ruder, 2018; Devlin et al., 2019). To summarize,
the key contributions of this work are as follows:
• We provide a new perspective for conditional
text generation following the assumption that
text under each condition forms a unique sub-
space and belongs to a larger union space.
• We propose HAE, which is able to flexibly
accommodate one-to-many conditions with-
out re-training the entire model. Our ex-
tensive experimental results demonstrate that
our framework can generate more realistic
text than state-of-the-art alternatives under
different semantic and syntax conditions with
much fewer parameters.
2 Related work
Boosted by the recent success of deep learning
technology, Natural Language Generation (NLG)
has recently become a new trend in NLP commu-
nity. Many great works have attempted to solve
various subtasks like dialogue generation(Li et al.,
2016), poetry generation (Yi et al., 2018) and story
generation (Fan et al., 2018). However, due to the
black-box nature of neural networks, the recent
proposed generic models all suffer the problem of
lacking interpretability and controllability.
To handle this problem and generate more con-
trollable text, conditional text generation or say,
controllable text generation (Hu et al., 2017) has
recently attracted extensive attention. Current re-
search in this direction mainly falls into two fash-
ions: the supervised methods and semi-supervised
methods. For supervised methods, (Mirza and
Osindero, 2014; Sohn et al., 2015) first converted
the condition information to one-hot vector, then
integrate them into generator and discriminator.
To enhance the correlation between structured
conditional code and generated samples, (Chen
et al., 2016) adopted an extra adversarial classifier
to infer the structured code from generated sam-
ples. (Wang and Wan, 2018) used multiple gen-
erators for multiple conditions and a multi-class
classifier to provide diverse training signal for the
generator.
However, given only a limited number of condi-
tional samples, semi-supervised methods are com-
pulsory. To utilize the implicit conditional dis-
tribution behind unlabeled texts, (Kingma et al.,
2014) introduced a classifier into the VAE ar-
chitecture. (Hu et al., 2017) further involved
two additional independent regularization terms to
enhance the disentanglement between structured
code and unstructured code.
Our work differs from the existing works in the
following ways: (1) Our model decouples the text
generation module from the condition representa-
tion module, which are tightly fused as a single
module in previous studies. (2) Our model al-
lows single-condition generation, which could in-
spire new applications like polite speech genera-
tor (Niu and Bansal, 2018). (3) Our model can
handle emerging conditions and achieve satisfying
performance with much fewer parameters and less
training time.
3 Preliminary
Conditional text generation refers to a series of
tasks in which generic models are conditioned on
human-defined factors (e.g., sentiment, category).
Following this broad setting, many similar but
different tasks are defined including style trans-
fer, story continuation and so on. In this work,
we follow the problem setting proposed by (Hu
et al., 2017). First, a latent code z is sampled
from a prior distribution (e.g., Gaussian distribu-
tion). Then, given a specific condition l, together
with the sampled latent code, the model needs to
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Figure 2: The whole procedure of our proposed framework. (a) pre-train a GLOBVAE on unlabeled dataset X
and derive a global latent space Zg . (b) given conditional samples Y , the pre-trained global encoder (Eg) is
utilized to project them into the global latent space Zg , then a CONDVAE is trained upon encoded vectors vY to
derive the conditional subspace. (c) conditional text generation consists of two steps. First, we use CONDVAE’s
generator (Gc) to project the sampled latent code zc into the global space and obtained zg . Second, we use the
pre-trained global decoder (Gg) to generate conditional texts xc by zg . In the figure, Zg and Zc is the latent space
for GLOBVAE and CONDVAE. zc is the latent code sampled from its prior distribution P (zc) for CONDVAE.
Table 1: The common notations used in this paper.
Notation Meaning
E Expectation
P () Prior distribution
p(|), q(|) Conditional probability
z Latent code for a VAE
Z Latent space derived by a VAE
X Unlabelled text samples
Y Conditional text samples
l Condition
d Space size
v Encoded vector
G Generator for a VAE
E Encoder for a VAE
D Divergence
Q Aggregated posterior distribution
generate a text sample xˆ under the desired con-
dition. We use factor and task to refer to differ-
ent tasks (e.g., sentiment, category) and use condi-
tion for different targets in a single task (e.g., pos-
itive and negative for sentiment conditional gener-
ation). We list the common notations used in this
paper in Table 1.
3.0.1 Conditional Text Generation
Given a set of k conditions L = {l1, l2, ..., lk}
and conditional text samples Y = {y1, y2, ..., ym}
where each yj in Y matches to a single condition
li ∈ L, the goal is to learn a generator to model the
relation between text samples and corresponding
conditions. Thus, when we specify the condition l
and a latent code z, the model could generate re-
alistic text samples matching the given condition.
Formally, the generator G is defined as:
xˆ ∼ G(z, l) = p(xˆ|z, l) (1)
where the latent code z is modeled as continuous
variables with the prior distribution P (z) of a stan-
dard Gaussian distribution.
Variational Auto-Encoder (VAE) (Kingma and
Welling, 2014) consists of an encoder q(z|x) and
a generator (decoder) p(x|z). The encoder aims
to encode input data x into latent space Z ∈ Rd.
The generator is to reconstruct the original input
x. The loss function of VAE is:
lossV AE =− Eq(z|x)[log p(x|z)]
+ KL(q(z|x)‖P (z)) (2)
where z is the latent code for text x, KL(·||·)
is the Kullback-Leibler (KL) divergence, P (z) is
the prior distribution (e.g., Gaussian). The first
term ensures that VAE can distill compact code
z in latent space for reconstruction. The second
term pushes posterior distribution to be close to
the prior distribution, which guarantee the mutual
information between original data and the latent
space (Dupont, 2018).
Wasserstein Auto-Encoder (WAE) (Tolstikhin
et al., 2018) is a variant of VAE. The main differ-
ence is that WAE optimizes the distance between
the aggregated posterior distribution and the prior
distribution, which effectively alleviates the recon-
struction problem underlying vanilla VAE (Tol-
stikhin et al., 2018). The loss function of WAE
is formulated as:
lossWAE =− Eq(z|x)[log p(x|z)]
+ λDz(Q(z), P (z))
(3)
where Q(z) =
∫
q(z|x)p(x)dx is the aggregated
posterior distribution, Dz is any divergence mea-
sure between two distributions, λ is the coefficient
hyper-parameter (λ > 0). There are two vari-
ants of WAE, WAE-GAN and WAE-MMD (Tol-
stikhin et al., 2018). The former applied adver-
sarial classifier as Dz , while the latter uses non-
adversarial Mean Maximum Discrepency (MMD)
as Dz . (Tolstikhin et al., 2018) found WAE-GAN
performs better than WAE-MMD in their experi-
ments.
4 Hierarchical Neural Auto-Encoder
4.1 Framework
Shown in Figure 2, the entire framework is based
on the assumption that text under each condi-
tion could form a conditional subspace in a larger
global space. Under this setting, we devise a
Global VAE (GLOBVAE) and a Conditional VAE
(CONDVAE) to derive the global space and con-
ditional space, respectively. GLOBVAE is com-
posed of a global encoder Eg for text represen-
tation and a global decoder (i.e., generator) Gg
for text generation. For each condition, we use
a condition-specific CONDVAE to derive the con-
ditional subspace. Eic and G
i
c are used to denote
the conditional encoder and decoder for condition
li, respectively.
4.1.1 Global VAE
GLOBVAE is trained on a large number of unla-
beled text samples to derive the global latent space
Zg for the latent code zg, where Zg ∈ Rdg and dg
is the space size. We utilize Wasserstein Autoen-
coder (WAE) (Tolstikhin et al., 2018) for GLOB-
VAE. Previous studies usually use a common VAE
for text representation and generation. However,
as pointed out by (Bowman et al., 2016), VAE
suffers the notorious “posterior collapse” prob-
lem. Different from VAE, WAE encourages aggre-
gated posterior distribution to be close to the prior,
which often alleviates the reconstruction problem
of VAE (Tolstikhin et al., 2018). Specifically,
we adopt a variant of WAE-GAN, WGAN-DIV,
which is proposed in (Wu et al., 2018), due to its
effective adversarial learning of the discriminator.
The loss function of GLOBVAE is formulated as:
lossGLOBVAE(x) =− Eq(zg |x)[log p(x|zg)]
+ λDZg(Q(zg), P (zg))
(4)
where Q(Zg) =
∫
q(zg|x)p(x) dx is the aggre-
gated posterior distribution, P (zg) is the prior
Gaussian distribution, DZg is the adversarial clas-
sifier (i.e., discriminator), and λ is the coefficient
hyper-parameter (λ > 0).
4.1.2 Conditional VAE
We devise a conditional VAE (CONDVAE) to de-
rive the conditional subspace for each condition.
Specifically, for each condition, we use a small
number of text samples encoded by the global en-
coder Eg to train a VAE (Bowman et al., 2016).
Note that the encoded text samples for a single
condition are less likely to densely clustered in
the global text space Zg, since the learning pro-
cess of space Zg is condition-independent and the
unlabeled corpus contains diverse text samples.
Thus, CONDVAE is necessary for capturing the
text distribution patterns in the conditional sub-
space. Specifically, CONDVAE for condition li
consists of an encoder Eic and a generator G
i
c. The
learned latent space is Zic ∈ Rdc , where dc is
the space size. When dc is relatively small (i.e.,
dc  dg), CONDVAE could abstract the succinct
conditional information involved in the actual la-
tent space and approximate to it. The loss function
of CONDVAE for condition li is as:
lossCONDVAE(v
i) = −Eq(zic|vi)[log p(vi|zic)]
+ | (KL(q(zic|vi)‖P (zic))− C |
(5)
where P (zic) is the prior distribution of COND-
VAE; zic is the latent code of the conditional vec-
tor vi which is encoded by the encoder (vi ∈ Zc).
To enhance the diversity of generated texts, we in-
troduce an extra constant term C to control the
amount of encoded information in VAE (Dupont,
2018; Chen et al., 2018; Kim and Mnih, 2018).
By setting C to an appropriate value, COND-
VAE could extract compact conditional informa-
tion without sacrificing the fluency or accuracy.
4.2 Workflow
In this section, we provide the details of training
and generation process.
4.2.1 Training
During training, each yj is encoded as vj ∈ Zg by
the global encoder Eg:
vj = Eg(yj), j ∈ {1, 2, ...,m} (6)
Note that the re-parameteristic trick (Kingma
and Welling, 2014) includes mean vector and vari-
ance vector, we directly use mean vector here. Ac-
cordingly, we obtain conditional vector set ZY =
{v1, v2, ..., vm}.
To handle multiple conditions, we firstly de-
fine a CONDVAE-like model for each condition
li, which also has an encoder Eic and a generator
Gic. Then to further exploit the multiple-condition
information, we treat samples under other condi-
tions as negative samples. By enforcing the model
to fail in reconstructing negative samples, we can
encourage the model to extract more distinct con-
ditional information. The loss function of HAE is
formulated as:
lossHAE
= lossCONDVAE(v
i
l)− λclossCONDVAE(vi¯l)
(7)
where vil is the vectorized sample under condition
li, and vi¯l is a negative sample of vl, λc is the hyper-
parameter to control the importance of negative
samples. For different conditions, we may need
different λc due to the different natures of them.
Intuitively, the larger the difference between the
conditions is, the smaller λc should be.
4.2.2 Generation
For conditional text generation (see Figure 2(c)),
we firstly sample a vector zc ∈ P (zc). Then we
utilize CONDVAE’s generator Gic to convert z
i
c to
zg:
zg = G
i
c(z
i
c). (8)
Finally, we directly adopt the WAE generator Gg
for text generation:
xˆc = Gg(zg) = Gg(G
i
c(z
i
c)) (9)
where xˆc is the generated text under condition li.
Overall, due to the lack of the classifier re-
garding each condition, the training of CONDVAE
does not involve the unlabelled data X in COND-
VAE, which is more flexible than the existing ap-
proaches. Additionally, despite we have to train
k CONDVAE for k conditions, the total number
of parameters is still much smaller than existing
methods, and we can resort to using parallel com-
puting to easily speed up the training process.
5 Experimental Settings
5.1 Data and Task
We use Yelp (Shen et al., 2017) and News Ti-
tles (Fu et al., 2018) for experiments. Yelp is a
collection of restaurant reviews. We directly adopt
the pre-processed version used in (Shen et al.,
Table 2: The statistics of Yelp and News Titles.
Dataset #Train #Dev #Test Avg-len
Yelp 444,101 63,483 126,670 8.93
News Titles 249,043 23,949 20,000 9.85
2017), where two polarity sentiment labels are
provided. For News Titles, we choose the titles
belong to Business, Entertainment and Health cat-
egories for our experiments.
Both Yelp and News Titles are datasets with rel-
atively short texts. We filter out texts longer than
15 words, and choose top 8,900 and 10,000 words
as vocabulary for Yelp and News Titles, respec-
tively. The statistics of the two datasets are listed
in Table 2. We use the training set to pre-train
WAE, the validation set to select better pre-trained
models, and the test set to sample conditional text.
Based on the Yelp dataset, we define two tasks:
(1) Sentiment. This task aims at generating text
samples either positive or negative. The ratio of
positive/negative texts in Yelp is roughly 0.6 : 0.4.
We randomly sample 200 positive and 200 neg-
ative texts for training CONDVAE. (2) Length.
This task aims at generating text samples with a
specific length. We define (len ≤ 3) as short text,
(len ≥ 12) as long text and (3 < len < 12) as
medium text. We respectively sample 200 texts for
short, medium, and long text for model training.
Based on the News Titles dataset, we de-
fine the categorical text generation task: Cate-
gory. This task aims at generating text sam-
ples under a certain topic. The ratio of busi-
ness/health/entertainment in News Title is 0.38 :
0.15 : 0.47, which is more imbalanced than Yelp.
We randomly sample 200 texts for each category
to train CONDVAE.
5.2 Evaluation Settings
5.2.1 Metrics
We evaluate the results with two metrics, accuracy
and diversity. For accuracy, we pre-train a sen-
timent classifier and categorical classifier similar
to (Kim, 2014), which could achieve accuracy of
90% and 97% on validation set, respectively. The
accuracy of length task can be directly calculated
by counting the word number of generated text.
For diversity, we adopt Distinct-1 and Distinct-
2 (Li et al., 2016) as metrics. Distinct-1/Distinct-
2 are the ratios of unique 1-gram/2-gram, respec-
Table 3: The results of conditional text generation tasks. We use boldface and underline to indicate the best and
the second best performance. In incomplete setting (short+long), λc is set to 0.001.
Factor Condition Method Accuracy Distinct-1 Distinct-2
Sentiment
Positive
S-VAE 0.6516 0.0252 0.2667
Ctrl-gen 0.9492 0.0025 0.0154
HAE-single (ours) 0.7870 0.0367 0.2680
HAE (ours) 0.8505 0.0369 0.2751
Negative
S-VAE 0.7872 0.0143 0.2372
Ctrl-gen 0.4504 0.0027 0.0174
HAE-single (ours) 0.7793 0.0333 0.2456
HAE (ours) 0.8463 0.0343 0.2502
Length
Short
S-VAE 0.8565 0.0303 0.2625
Ctrl-gen 0.2010 0.0014 0.0098
HAE-single (ours) 0.9205 0.0393 0.2410
HAE-incomplete (ours) 0.9431 0.0386 0.2332
HAE (ours) 0.9414 0.0362 0.2157
Medium
S-VAE 0.7518 0.0171 0.1441
Ctrl-gen 0.9217 0.0026 0.0183
HAE-single (ours) 0.9831 0.0428 0.3125
HAE (ours) 0.9845 0.0448 0.3321
Long
S-VAE 0.9712 0.0088 0.1319
Ctrl-gen 0.0644 0.0022 0.0158
HAE-single (ours) 0.9903 0.0296 0.2086
HAE-incomplete (ours) 0.9885 0.0305 0.2112
HAE (ours) 0.9908 0.0305 0.2137
Category
Business
S-VAE 0.9266 0.0211 0.1456
Ctrl-gen 0.3716 0.0097 0.0374
HAE-single (ours) 0.8692 0.0493 0.3367
HAE (ours) 0.9101 0.0457 0.3166
Health
S-VAE 0.2492 0.0650 0.3573
Ctrl-gen 0.4388 0.0111 0.0455
HAE-single (ours) 0.5635 0.0470 0.2875
HAE-incomplete (ours) 0.5680 0.0464 0.2877
HAE (ours) 0.5774 0.0466 0.2861
Entertainment
S-VAE 0.9032 0.0218 0.1456
Ctrl-gen 0.7901 0.0113 0.0464
HAE-single (ours) 0.8849 0.0528 0.3215
HAE-incomplete (ours) 0.9164 0.0506 0.3034
HAE (ours) 0.9198 0.0512 0.3140
tively. The higher value indicates better diversity.
For all tasks and models, the reported results are
the average of 10K randomly generated texts by
greedy decoding. Besides, for language genera-
tion, fluency is another important metric. We leave
this part for human evaluation, which is to be de-
tailed in Section 6.
5.2.2 Baselines
We use two semi-supervised methods, S-
VAE (Kingma et al., 2014) and Ctrl-gen (Hu
et al., 2017) as our baselines. S-VAE incorporates
a classifier to provide conditional distribution for
unlabeled data. Ctrl-gen further exploits several
regularization terms to enhance the disentan-
glement between the structured code and the
unstructured code.
5.2.3 Pre-training
As an essential step in our framework, we pre-
train GLOBVAE on unlabeled text data. For Yelp,
we discover that when the reconstruction loss of
GLOBVAE achieves around 1.41 on validation set,
GLOBVAE could achieve an elegant balance be-
tween sample quality and reconstruction capacity.
Similar balance can be obtained when the recon-
struction loss achieves 2.85 on News Titles.
5.2.4 Special Tasks.
Specially, we define two special tasks:HAE-single
and HAE-incomplete to demonstrate the flexibil-
ity of HAE under some restricted situations. (1)
Single-condition generation is a task where the
condition number k = 1. This setting reflects the
situation when a new condition emerges. We de-
note the HAE that address single-condition gen-
eration as HAE-single. Previous models cannot
be adapted to this setting since they rely on mul-
tiple conditional labels for training. (2) Incom-
plete conditional generation is another tricky set-
ting where L is only a subset of all the poten-
tial conditions. For example, when L contains
pos and neg while neu is not included, this is
the incompete setting for the task of sentimen-
tal generation. Previous semi-supervised meth-
ods cannot handle this incomplete situation due to
their inflexible integrated classifier. We call the
HAE trained on incomplete conditional samples as
HAE-incomplete. We conduct experiments upon
(short+long) and (health+entertainment) with the
incomplete setting and test the single condition
setting over all the tasks.
5.3 Hyper-parameter Settings
For GLOBVAE, we use a one-layer Bidirectional
Gated Recurrent Unit (Bi-GRU) with 256 hidden
units in each direction as its encoder. Two lin-
ear Fully-Connected (FC) layers are used for re-
parameteristic trick (Kingma and Welling, 2014).
The size of latent space dg is set to 128. The
word embedding is in 256 dimensions and ran-
domly initialized. For the global decoder, we use a
stacked three layers and eight-head self-attention
block which is similar to Transformer (Vaswani
et al., 2017). Additionally, we add extra posi-
tional embedding after each block, and the linearly
transformed encoded vector is provided as input
for each block, similar to the methods proposed
in (Brock et al., 2019). The output softmax ma-
trix is tied with embedding layer. For adversarial
classifier, we adopt two 128D hidden FC layers
with LeakyRelu activation and one 1D output lin-
ear layer without bias. The balance coefficient λ
is 20 for Yelp and 15 for News Titles. The coef-
ficient k and power p in WGAN-DIV (Wu et al.,
2018) are set to 2 and 6 respectively. During pre-
training, batch size is set as 512. Adam (Kingma
and Ba, 2015) with β1 = 0.0 is used as the opti-
mizer. Learning rate is set to 5× 10−4.
For the CONDVAE, we set the size of latent
space dc = 20. The encoder is two hidden FC
layers with LeakyRelu activation with 64/32 units
and one 20D output linear layer. The decoder is
two hidden FC layers with LeakyRelu activation
with 32/64 units and one 128D output linear layer.
λc is set to 0.1 for sentiment tasks, 0.05 for cate-
gorical tasks, and 3×10−3 for length tasks. Batch
size is set to 128. Adam (Kingma and Ba, 2015)
with β1 = 0.5 is used as the optimizer, learning
rate is 3 × 10−4 for 20K iterations. C linearly in-
creases from 0 to 5 in first 10K iterations.
For fair comparison, we use the same encoder-
decoder architecture for both S-VAE and Ctrl-
gen. The hyper-parameters are set as suggested
in (Kingma et al., 2014; Hu et al., 2017).
6 Experimental Results
6.1 Conditional Text Generation
The results of conditional text generation are listed
in Table 3. We find both S-VAE and Ctrl-gen
could not achieve a good balance between accu-
racy and diversity. Specifically, Ctrl-gen suffers
poor diversity, which indicates “dull texts” (Li
et al., 2016). Moreover, the accuracy of Ctrl-gen
fluctuates heavily on different tasks, which could
be probably attributed to the GAN-like training
procedure. S-VAE is more robust than Ctrl-gen
in terms of accuracy, but its diversity fluctuates
heavily. We analyze that the classifier applied in
S-VAE may not be trained well upon such limited
labeled text. In six out of eight tasks, HAE could
achieve better accuracy and diversity than both S-
VAE and Ctrl-gen. Shown in Table 5 HAE has
fewer than 0.34% of parameters than the baselines
and is able to handle one-to-many conditions in
a more flexible way, so the effectiveness of HAE
showed in the experiments is rather encouraging.
For the special settings, We find that although
HAE-single achieves a slightly lower accuracy
than HAE, its performance is competitive com-
paring to S-VAE and Ctrl-gen, which incorpo-
rate multiple condition information. Meanwhile
HAE-single could achieve similar degree of diver-
sity with HAE. As for HAE-incomplete, it could
achieve comparable performance with HAE. Note
that for all the setting, a same GLOBVAE is used
and only 200 samples is leveraged for training
each CONDVAE. That means HAE could flexi-
bly handle different situations with very few con-
ditional text samples.
6.2 Impact of Hyper-parameter C
Since C is an important hyper-parameter for
HAE, we test C ∈ {0, 2, 5, 10} on the long text
generation task. From the results in Table 4, we
Table 4: The impact of different C on long text gener-
ation task.
C Accuracy Distinct-1 Distinct-2
0.0 1.0000 0.0001 0.0001
2.0 0.9938 0.0256 0.1629
5.0 0.9908 0.0301 0.2112
10.0 0.9875 0.0324 0.2370
find that C controls the balance between diversity
and accuracy. Specifically, when C is too large,
more diverse samples could be generated, but the
accuracy may be sacrificed slightly. On the con-
trary, when C is too small, the accuracy could
climb to a higher value, but meanwhile the diver-
sity drops dramatically. Empirically, we find that
5 is an appropriate value for all tasks. In fact, the
value of C can be tuned to meet different practical
needs.
6.3 Impact of Training Size
In real applications, the number of given con-
ditional text samples may be fewer than 200.
Thus, we conduct experiments for measuring
the robustness of HAE and baselines by using
{10%, 30%, 50%, 70%, 90%} of conditional text
samples on positive text generation task. The re-
sults are in Fig 3. We find HAE, HAE-single and
S-VAE all show robustness over fewer training set,
but HAE and HAE-single are stably effective than
S-VAE in all settings. The performance of Ctrl-
gen notable drops with fewer training data.
6.4 Efficiency
To measure the efficiency of proposed methods,
we report the training time and number of param-
eters of S-VAE, Ctrl-gen and HAE in Table 5.
Here we measure the whole process of training un-
til convergence. We find that HAE is 200 times
faster than Ctrl and 80 times faster than S-VAE.
Moreover, HAE only has 22k parameters, which
is about 0.34% and 0.26% of the parameter num-
bers of S-VAE and Ctrl-gen, respectively.
6.5 Human Evaluation
We conduct human evaluation experiments as a
complementary measurement beyond automatic
metrics. Specifically, eight judges are asked to
rate over 200 conditional samples generated from
each model and each condition. That is, only for
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Figure 3: The impact of different training size.
Table 5: The results of time cost and number of pa-
rameters.
Method S-VAE Ctrl-gen HAE
#Params 6.5M 8.5M 22K
Time Cost 1.4h 3.5h 63.94s
Table 6: Human evaluation results.
Method S-VAE Ctrl-gen HAE
Fluency 1.43 1.21 1.47
Conditionality 1.13 1.08 1.46
our model, 4800 text samples are annotated, and
more than 10K samples are annotated for all the
models. A judge needs to rate fluency and con-
ditionality with a scale from 0 to 2 for each sam-
ple1. Fluency measure whether the text samples
are natural and fluent as real text. Conditionality
indicates whether the generated text adheres to the
given condition. From the results provided in Ta-
ble 6, we find that HAE could achieve better flu-
ency score than S-VAE and Ctrl-gen. These results
of conditional scores match the automatic metric,
together proving that HAE can generate more ac-
curate conditional samples than S-VAE and Ctrl-
gen.
6.6 Qualitative Analysis
To make qualitative analysis, we randomly list
some generated conditional samples in Table 7 and
failed examples in Table 8. As shown in the ta-
ble, our proposed HAE is capable of generating
1The score 0, 1, 2 represent not fluent / conditional at all,
slightly fluent / conditional, and fluent / conditional, respec-
tively.
Table 7: Some generated conditional examples for qualitative analysis.
Condition Conditional Examples
Positive The services are friendly, fast.
Long And this made me feel uncomfortable and the prices aren’t right.
Health Ebola : Virus Spreads in the US
Business FDA Approves New Case of E-cigarettes
Table 8: Some failed examples.
Type Failed Examples
Grammatical
Eat the service!
In addition, this location sucks it is.
Star Wars 7 will include US production on set
Conditional
I was shocked that this is what I needed. (Negative)
Are you actually drunk outside? (Long)
Michael Jackson’s New Album ‘Xscape’ (Business)
accurate and fluent conditional text. As for failed
examples, there are two major mistakes: gram-
matical and conditional. The conditional mis-
takes occur because CONDVAE in HAE does not
perfectly fit the conditional subspace, then some
noises are incorporated into the generation. The
grammatical mistakes occur due to two reasons.
Firstly, the sampled conditional vectors fall out of
high probability region of global space. Secondly,
the learned global generator is prone to make local
mistakes due to the exposure bias and the imper-
fect capacity of generation.
7 Conclusions and Future Work
In this paper, we present a novel HAE framework
toward flexible conditional text generation. HAE
decouples the text generation module from the
condition representation module, allowing more
flexibility of conditional text generation. Exten-
sive experiments demonstrate the superiority of
the proposed HAE against the existing alternatives
while requiring much less training time and much
fewer model parameters. For future work, we are
interested in whether similar ideas can generalize
to more generation tasks, e.g., unsupervised text
style transfer and dialogue generation.
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