Abstract. We consider a class of nonlocal reaction-diffusion problems, referred to as replicator-mutator equations in evolutionary genetics. By using explicit changes of unknown function, we show that they are equivalent to the heat equation and, therefore, compute their solution explicitly. Based on this, we then prove that, in the case of beneficial mutations in asexual populations, solutions dramatically depend on the tails of the initial data: they can be global, become extinct in finite time or, even, be defined for no positive time.
Introduction
We consider replicator-mutator equations, that is nonlocal reaction-diffusion problems of the form (1.1)
where f (x) is a given weight. In this context, u(t, x) is the density of a population (at time t and per unit of fitness) on a one-dimensional fitness space. We detail below the biological background of such models.
In this work, we mainly focus on (1.1) for the special case f (x) = x, namely (1.2) ∂ t u = ∂ xx u + (x −ū(t))u, t > 0, x ∈ R, where the nonlocal term is given by (1.3)ū(t) := R xu(t, x) dx.
We make a rigorous and detailed analysis of the Cauchy problem associated with (1.2). Precisely, we prove that it can be reduced to the heat equation, and therefore compute its solution explicitly. This enables us to describe a variety of contrasted behaviors (extinction, acceleration. . . ) depending on the initial data.
Remark 1.1 (Generalizations to quadratic weights). As a matter of fact, our analysis is also valid for quadratic weights. Following the algebraic reductions of Section 3, one may easily collect explicit formulas for the solutions of (1.1) when f (x) = ±x 2 , and, based on this, explore their behaviors. Nevertheless, since the model (1. triggered a flow of studies in evolutionary genetics, we just state our results for this well-established case.
In the context of evolutionary genetics, equation (1.2) was introduced by Tsimring et al. [17] , where they propose a mean-field theory for the evolution of RNA virus populations on a fitness space. Without mutations, and under the constraint of constant mass R u(t, x) dx = 1, the dynamics is given by ∂ t u = (x −ū(t))u, whereū(t) = R xu(t, x) dx is the average fitness of the virus population. As a first step to take into account evolutionary phenomena, one can then model mutations by the Laplace diffusion operator so that the above integro-differential equation is transferred into (1.2). Notice also that equation (1.2) appears as a mean-field model for diffusion-limited growth [19] .
A central issue in evolutionary genetics is to predict whether a population accumulates deleterious or advantageous mutations. The former case is known as the Muller's ratchet [11, 12] : an asexual population will accumulate deleterious mutations and, therefore, its fitness will decay. On the other hand, it recently turned out that beneficial mutations are more abundant than previously suspected. Hence, after the seminal work [17] , equation (1.2) received a lot of attention since it enables to capture the effect of such beneficial mutations in asexual (clonal) populations. For more details and comments on biological assumptions and such models, we refer to [14, 4, 13] , the review [15] , [18] and the references therein.
However, for biological applications, the unlimited growth rate of u(t, x) at large x in (1.2) is not admissible. To deal with such a problem, the authors of the aforementioned works consider a "cut-off version" of (1.2) at large u(t, x) [17, 14, 15] , or provide a proper stochastic treatment for large fitness region [13] . In the former cut-off regime, the existence of solitary waves (that is localized nonnegative profiles travelling at constant speed and shape) and the way they attract solutions of the Cauchy problem are investigated. In particular, the speed of the wave is determined by a matching condition, and solutions of the Cauchy problem travel at this constant speed in the large time regime.
We now go back to the original deterministic equation (1.2). As far as we know, little was known concerning existence and behaviors of solutions. Let us here mention the main result of Biktashev [1] : for compactly supported initial data, solutions converge, as t → ∞, to a Gaussian profile, where the convergence is understood in terms of the moments of u(t, x). One may then conjecture that this property remains valid for "arbitrary" initial data. In this work, we show in particular that this is completely false: tails of the initial data have a strong influence on solutions.
The situation for equation (1.2) is also in sharp contrast with the cut-off and stochastic approximations as studied in [17, 14, 15, 13] . First, using the Fourier transform, one can explicitly compute all solitary waves and observe that not only all positive speeds are admissible but also that all profiles are changing sign (see Appendix A for details). Next, solutions of the Cauchy problem can become extinct in finite time and, if global, are accelerating as time passes. This is the main goal of this work to rigorously prove these features for (1.2).
Throughout this work, we assume that the initial data is nonnegative, u 0 (x) 0, and satisfies
so that, formally, R u(t, x) dx = 1 for later times. Indeed, if we formally integrate (1.2) over x ∈ R, we see that the total mass m(t) := R u(t, x) dt solves the Cauchy problem
so that the Gronwall lemma yields m(t) = 1 as long asū(t) is meaningful. A striking result of this paper is that the above formal argument may turn out to be completely wrong, in the sense that the solution may become extinct in finite time, u(t, x) = 0 for all x ∈ R and t T .
The organization of the paper is as follows. In Section 2, we state our main results for (1.2). The keystone result is Theorem 2.1 and contains explicit formulas for solutions. Its proof (and that of some generalizations as explained in Remark 1.1) involves algebraic reductions that are given in Section 3. The different scenarii for solutions (extinction in finite time, global existence, acceleration. . . ) are then proved in Section 4. We give a short summary of our work in Section 5. Last, the solitary waves are computed in Appendix A, and the propagation of Gaussian initial data in the case of a quadratic weight f in (1.1) is presented in Appendix B.
Main results
By using tricky algebraic manipulations, we can actually reduce the nonlocal equation (1.2) to the heat equation, and therefore compute the solution explicitly. This is our first main result and it reads as follows.
Theorem 2.1 (The solution explicitly). Let u 0 0, with u 0 = 1. As long as u(t) is finite, the solution of (1.2) with initial data u 0 is given by
where w(t, x) = e t∂xx u 0 (x) is the solution of the heat equation with initial data u 0 . As a consequence, we also have
2 /4s u 0 (y) dy dx ds , and
Corollary 2.2 (The nonlocal term explicitly). As long as it exists,ū(t) is given by
It seems however that these explicit formulas rely on the fact that the equation has exactly the form (1.2): if saturation (as in [17, 14, 15] ) or stochasticity (as in [13] ) is introduced, then we can no longer take advantage of this "algebraic miracle".
Equipped with the above formulas, we can prove rather different scenarii for the Cauchy problem associated with (1.2). Let us notice that, without our exact formulas, proving such behaviors seems to be far from obvious. 
then extinction in finite time occurs, that is
The first case holds, for instance, for Gaussian initial data whose propagation is investigated in Proposition 2.8. The proof of (i) is obvious since the assumption
e ty yu 0 (y) dy < ∞ for all t > 0, and therefore (notice that the integration on (−∞, 0) is harmless since ye ty is bounded on this interval) both (2.4) and (2.3) are meaningful for all t > 0.
On the other hand, initial data not having very light tails at +∞ make the equation completely meaningless in positive and finite time (second point). This in particular happens for initial data having light exponential tails. The proof of (ii) is straightforward in view of (2.3):
The numerator remains bounded for each (t, x) fixed, while the denominator tends to +∞ near time T (possibly just after T ).
Example 2.4 (Light exponential tail, extinction for t α). If
then in (1.2), both u(t, x) andū(t) are defined on (0, α). They are given (see subsection 4.1 for details) by
uniformly in x ∈ R, where
In view of this, it seems reasonable to extend the solution by u(t, x) ≡ 0 for t α, which shows an extinction phenomena.
Example 2.5 (Light tail, extinction for t > α). Consider a slight modification of the above example:
whereα is chosen so that R u 0 = 1. Invoking (2.3)-(2.4), the formula that we obtain is not as explicit as (2.7). However, it is clear thatū(t) is finite for t α, while u(t, x) ≡ 0 for t > α. 
then the solution u(t, x) of (1.2) is defined for no t > 0. This is typically the case if u 0 decays only algebraically.
Remark 2.7. The fact that not enough decay of the initial data on one side leads to pathological phenomena can be compared to a situation recently studied in the framework of dispersive equations. For the L 2 -critical generalized Korteweg-de Vries equation
where Q is the unique even positive solution to Q ′′ + Q 5 = Q, given by
Martel, Merle and Raphaël [10] have proved that if the initial perturbation ε 0 does not decay sufficiently fast on the right, then various regimes are possible, including a continuum of blow-up rates, a continuum of growth rate at infinity, while if ∞ 0 x 10 ε 0 (x)dx < ∞, then only three scenarii are possible. In the case of the parabolic energy critical harmonic heat flow, similar phenomena had been observed by Gustafson, Nakanishi and Tsai [6] .
Let us now turn to the speed of propagation of solutions. Plugging u 0 (y) = δ 0 (y) the Dirac mass at 0 in (2.3) and (2.4), one gets (see subsection 4.3 for details)
Proposition 2.8 (Accelerating propagation of Gaussian initial data). If
then the solution of (1.2) is
This shows that, starting from a Gaussian profile, the solution remains a Gaussian function, is accelerating and flattening since m(t) ∼ t 2 , a(t) ∼ 1 2t , as t → ∞. Starting from our explicit formula, the computations that prove the above proposition are presented in subsection 4.2. Notice that this family of Gaussian self-similar solutions already appears in [1] , where the long time convergence of the solution of (1.2) (with a compactly supported initial data) to a Gaussian profile is also investigated. As far as this result is concerned, we can provide a sharp improvement of the convergence procedure. Precisely, the long time convergence in [1, Theorem 1] is understood in term of the moments of u(t, x), whereas we can prove strong uniform convergence. Precisely the following holds. 
The above result actually measures, uniformly with respect to x ∈ R, the deviation from the elementary solution (2.9). The proof is based on a combination of our explicit formulas with an elementary estimate on the long time behavior of the heat equation. It will appear in subsection 4.3.
Algebraic reductions
In this section, we show how to relate the solution of various modulations of (1.2) with the solution of the standard heat equation
or a perturbation of the heat equation. In particular, the proof of the main result Theorem 2.1 will appear in subsection 3.3.
3.1. External time-dependent factor. Consider the equation
where a is a given function of time only (independent of x and v), and g is independent of u. Consider v the solution to the Cauchy problem
Then u and v are explicitly related through the formula
a(s)ds .
3.2.
Generalized momentum factor. Suppose now that in (3.2), the time dependent function is related to u in the same fashion as in (1.3),
where
for some weight function f (x). Introduce v the solution to the Cauchy problem (3.5)
We remark that this change of unknown function can be inverted: multiplying the above expression by f (x) and integrating over x ∈ R, we get
By integrating in time, we infer
and, so long as
In the case considered throughout this paper, u 0 0, which implies, as we will see below, v(t, x) > 0 for all t > 0 and all x ∈ R in the case g(t, x) = x. Therefore, we always have t 0 v(s)ds 0, and the above computations are licit provided that u (and therefore v) is finite.
Example 3.1. Consider (1.2) without the drift factor xu, that is
In that case, v = w, solution to the heat equation (3.1). In view of the expression of the heat kernel, we have:
2 /4s u 0 (y) dy dx ds.
We compute
2 /4s dx = y √ 4πs, and thus
Therefore, if u 0 is even, or if the main part of its mass lies on the right, R yu 0 (y)dy 0, then the solution u is well-defined for all times t 0. On the other hand, if the mass of u 0 is more important on the left, R yu 0 (y)dy < 0, then finite time blow-up occurs:
Remark 3.2. The above reduction requires to be able to consider an open time interval, in order for the integration procedure to make sense. This approach becomes meaningless if we have u(t) = ∞ (hence v(t) = ∞) for all t > 0, which is exactly the case of Theorem 2.3, (iii).
Spatially linear factor. Consider now a heat equation supplemented with
an extra term involving a factor which is linear in x,
where a is a given function of time only (independent of x and v). In quantum mechanics, the left hand side of the equation is replaced by i∂ t v, where i = √ −1, and the corresponding Schrödinger equation models the evolution of particles under the effect of an electric field a(t)x. When the function a is constant, it is possible to relate the solution of the free Schrödinger equation to the solution of the equation with this electric field through the Avron-Herbst formula, see e.g. [16] . This formula can be generalized to the case where a does depend on t, see [2] . Replacing t with −it in the formula given in [2] , we see that the solutions to (3.1) and (3. In the case a(t) ≡ 1, this formula is simply (3.9) v(t, x) = w t, x + t 2 exp tx + t 3 3 .
Proofs of Theorem 2.1 and Corollary 2.2.
Combining (3.6) and (3.9), we infer (2.1). The expression (2.2) then stems from the explicit formula of the heat kernel on R. Finally, to deduce (2.3), we denote by I(t) the triple integral appearing in the denominator of (2.2). Using Fubini's Theorem, we first compute the integral with respect to x. Using elementary algebra (canonical form) we find
As a result, we have Plugging this into (2.2) and using the normalization R u 0 = 1, we then obtain (2.3). Using (2.3) and equality (3.10) again, we see that (2.4) holds true. .3) would hold true. On the other hand, the assumption T = 0, along with (2.3), would imply u(t, x) = 0 for all t ∈ (0, τ ] and all x ∈ R, while we have seen in (1.5) that so long as u is finite, we have R u(t, x)dx = 1, hence a contradiction.
3.4. Spatially quadratic factor. Consider (3.11)
where a is a given function of time only (independent of x and v). In the case where a is constant (say a = 1), the solution to (3.11) is given by the Mehler's formula, For a(t) 0, we check that ν(t) 1 for all t 0, and µ(t) > 0 for all t > 0. Adapting the generalized lens transform presented in [2] , we see that the solutions to (3.11) and (3.1) are related through the formula
Of course, this formula makes sense so long as ν is nonzero, and so long as the map t → µ(2t)/ν(2t) is invertible. Note that this is the case for all positive times when a 0, from the above remark.
Remark 3.5. In the case a = 1, we compute explicitly µ(t) = sinh(t) and ν(t) = cosh(t). Mehler's formula (3.12) can be viewed as the composition of the lens transform (3.13) and the explicit formula for the heat kernel.
Remark 3.6 (Multidimensional case). All the formulas presented in this section can be generalized to a multidimensional framework,
In the case considered in subsection 3.3, replace a(t)x with a(t) · x where a(t) ∈ R d is a vectorvalued time-dependent function. In the quadratic case of subsection 3.4, it seems necessary to restrict to the isotropic case where a(t)x 2 u is replaced by
that is, the coefficient in factor on x 2 j is independent of j (see [2] ).
Proofs of various features of the Cauchy problem
In this section, based on our explicit formulas, we prove the different behaviors as stated in Section 2.
4.1. Extinction in finite time. We present here the computations associated to Example 2.4. For the initial data (2.5), we compute
which we plug into (2.4) to get (2.6). Next, (2.3) and elementary algebra (canonical form) yields
as θ → ∞, (2.7) implies that
Propagation of Gaussian initial data.
We now present the straightforward computations that prove Proposition 2.8. We plug the initial data (2.10) into the formula (2.3) for u(t, x) and denote by N (t, x), D(t) the numerator, denominator respectively. Using elementary algebra (canonical form), we get
and
Finally, u(t, x) = N (t, x)/D(t) easily yields (2.11).
4.3. Long time behavior for compactly supported initial data. We now prove Theorem 2.9. Using elementary algebra, (2.3) is recast as
which, in particular, is the appropriate form to compute the elementary solution (2.9) for u 0 (y) = δ 0 (y). It follows from (4.1) that the deviation
is given by
Using Taylor formula we write
and get
where supp u 0 ⊂ [−M, M ]. Theorem 2.9 is proved.
Brief summary
We are concerned with evolutionary genetics models for asexual populations (viruses, microbes). In contrast with Muller's ratchet we aim at understanding the dynamics when accumulation of deleterious mutations is neglected. In order to incorporate the effects of mutations, we use the nonlocal reaction-diffusion deterministic model proposed in [17] , and referred to as the replicator-mutator equation.
Our mathematical analysis shows that one can reduce the replicator-mutator equation to the heat equation. As a result, solutions are completely explicit which enables to prove various nontrivial behaviors. First, for initial data with heavy tails, the equation is immediately meaningless. Next, for light initial tails, the solution becomes extinct in finite time, which violates the mass constraint formally observed. Last, for very light initial tails, we prove that solutions are global and are accelerating as time passes. This prevents the convergence to a solitary wave, as observed for some perturbations (cut-off approximation or stochastic treatment) of the original equation. In this Appendix, we compute explicitly the solitary waves for (1.2). In particular, all positive speeds are admissible and, the Airy function being involved, all solitary waves are changing sign, which enforces some cut-off arguments for applications to biology.
We plug the ansatz u(t, x) = φ(x − ct) into equation (1.2). We are therefore looking for a speed c and a profile φ such that (A.1)
Applying Fourier transform to this linear problem yields
which is solved asψ
2 . This enforces c > 0 (if not then lim ±∞ψ = 0 would not hold) so thatψ belongs to the Schwartz space S(R), and so does ψ. The inverse Fourier transform then yields
But the canonical transformation yieldŝ Recalling that the Airy function can be written as
(see e.g. [7] ), we infer, since ψ is real-valued, which is the form announced in [17] . Hence, in view of (A.2), φ must be of the form φ(x) = ψ(x − α), with ψ given by (A.4). Conversely, if φ(x) = ψ(x − α) for some α ∈ R, thenψ = 0 enforcesφ = α and it is obvious that φ solves (A.1). × (cosh(2t) + a sinh(2t))(a cosh(2t) + sinh(2t)) + a 2 m 2 .
The integral in time of this quantity involves elliptic integrals in general, so we consider special values of the parameters. In the particular case of an initial Gaussian centered at the origin, m = 0, with a = 1, the above formula becomes much simpler, In other cases, the initial Gaussian propagates as a Gaussian in a non-trivial way, for which in general explicit computations seem rather intricate. The fact that the solution in (B.3) does not depend on time can be understood as follows: the Gaussian e −x 2 /2 is the ground state associated to the harmonic oscillator, that is the eigenfunction associated to the lowest eigenvalue of the harmonic oscillator (see e.g. [8] and u(t, x) = u 0 (x) from (3.6). Note that this specific case (stationary solution) does not extend to other biologically relevant cases: the eigenfunctions associated to the harmonic oscillator are Hermite functions, ψ n (x) = e which are associated with the eigenvalue λ n = 1 + 2n, but except in the case n = 0, they change signs.
