We show that a collection of lines in 3-space can be cut into a subquadratic number of pieces, such that all depth cycles defined by triples of lines are eliminated. This partially resolves a long-standing open problem in computational geometry, motivated by hidden-surface removal in computer graphics.
Introduction
Historical background. The main goal of most computer graphics applications is to correctly depict ('render') a synthetic 3-dimensional scene onto the computer screen. The geometry of the scene is often represented by a collection of triangles. Correct rendering means, in particular, resolving situations where some object partly occludes another; we want to correctly draw the objects that lie closer to the viewpoint, and avoid drawing the occluded parts.
The importance of determining which parts of the scene objects are occluded was recognized in computer graphics from its very beginning. Until the 1970s, hidden-surface removal (HSR) was considered one of computer graphics' most important problems, and has received a substantial amount of attention; see [20] for a survey of the ten leading HSR algorithms circa 1974.
A commonly used HSR technique is the z-buffer [3] , which produces a 'discrete' solution to the problem. Given a computer screen with a specific resolution, the z-buffer heuristically determines for each pixel on the screen the object that is closest to the viewpoint inside the area represented by the pixel. Since the z-buffer yields to efficient implementations in hardware, it is usually the HSR method of choice in practice. It is not, however, applicable in all situations. Since its output consists of a finite number of samples, instead of an analytic description of the visible part of the scene, it does not provide the data necessary for vector-based output devices, and is highly inefficient in terms of memory consumption when dealing for example with high-quality large-scale printing tasks, which require producing images at exceedingly high resolutions. An analytic solution requires little memory and storage space, and can be used to produce images of arbitrary resolution.
These considerations motivated an extensive study of hidden-surface removal in computational geometry, culminating in the early 1990s with a number of algorithms that provide both conceptual simplicity and satisfactory runningtime bounds. See de Berg [1] and Dorward [7] for overviews of these developments, and Overmars and Sharir [13] for a simple HSR algorithm with good theoretical running-time bounds.
A common feature of most HSR algorithms is that they rely on the existence of a consistent depth order for the input objects. For example, if object A occludes part of object B, and object B partly occludes object C, it is assumed that C will not occlude any part of A; the contrary situation is termed a depth cycle, or, simply, a cycle; see Figure 1 . More precisely, it is assumed that the relationship A ≺ B, defined as A occluding part of B, extends by transitive closure to a partial order. This assumption is not always satisfied in practice, where depth cycles are easily encountered in real-world scenes involving tree branches, industrial pipes, etc. Nevertheless, the reliance on a consistent depth order is crucial to most HSR algorithms, which begin by sorting the objects either front-to-back (e.g., the Overmars-Sharir algorithm [13] ) or back-to-front (e.g., the classical Painter's Algorithm [20] ).
A large number of algorithms have been developed for testing whether the depth relationship in a collection of triangles contains a cycle with respect to a specific viewpoint; see de Berg [1] and the references therein. However, while these algorithms help detect cycles, they do not provide strategies for dealing with cycles.
One such common strategy is to eliminate all depth cycles, with respect to a specific viewpoint, by cutting the objects into portions that do not form cycles, and running an HSR algorithm on the resulting collection of pieces. In 1980, Fuchs et al. [8] introduced binary space partition (BSP) trees, which can be used to perform the described cutting. However, a BSP tree may force up to a quadratic number of cuts [16] , which is problematic in light of the fact that virtually all of the research into hidden-surface removal has concentrated on the development of output-sensitive algorithms that run in subquadratic time whenever possible [1, 7] .
A major challenge in this area is thus to devise an algorithm that, given a specific viewpoint and a collection of n triangles in R 3 , removes all depth cycles defined by this collection with respect to the viewpoint, using a subquadratic number of cuts. This has been an open problem since 1980.
In this paper we study the simpler problem where the input consists of n lines in space, rather than triangles. It can be easily shown that stating the problem in terms of collections of lines does not diminish the problem complexity. Note also that since any cycle defined by a collection of line 1 There is though a small technical difference in the case of triangles, because the existence of a cycle of triangles does not necessarily imply the existence of a cycle among the edges of these triangles. However, we will not address this issue in this paper. segments is also a cycle in the collection of lines spanned by these segments, the case of line segments is simpler than the case of lines, and we thus concentrate on the latter case. We can also assume, without loss of generality, that the viewpoint lies at z = −∞, relying on an appropriate transformation of the 3-dimensional space. All previous work on cutting cycles has thus been done with regard to collections of lines or line segments that are viewed from z = −∞ [4, 9, 19] .
The work of Solan [19] and of Har-Peled and Sharir [9] supplies algorithms that achieve the above goal, provided a subquadratic number of cuts is always sufficient. In particular, these works present algorithms that, given a collection L of n lines in 3-space, perform close to O(n √ C) cuts that eliminate all cycles defined by L as seen from z = −∞, where C is the minimal required number of such cuts. That is, if we can provide a subquadratic bound on the minimum number of cuts that suffice to eliminate all cycles defined by a collection of lines, then the aforementioned algorithms are guaranteed to find a collection of such cuts of (potentially larger but still) subquadratic size.
Such an upper bound has however remained elusive. The only progress in this direction is due to Chazelle et al. [4] , who in 1992 have analyzed the following special case of the problem. A collection of line segments in the plane is said to form a grid if it can be partitioned into two subcollections of 'red' and 'blue' segments, such that all red (resp., blue) segments are pairwise disjoint, and all red (resp., blue) segments intersect all blue (resp., red) segments in the same order; see Figure 2 . Chazelle et al. [4] have shown that if the xy-projections of a collection of n segments in 3-space form a grid, then all cycles defined by this collection (again, as seen from z = −∞) can be eliminated with O(n 9/5 ) cuts.
Our contribution. This paper describes the first step towards obtaining subquadratic general upper bounds on the number of cuts that are sufficient to eliminate all cycles defined by a collection of lines in space. Specifically, we show that all triangular cycles, which are cycles formed by triples of lines, can be eliminated with O(n 2−1/69+ε ) cuts, for an arbitrarily small ε > 0. This allows adapting the technique of Har-Peled and Sharir [9] to yield an algorithm that eliminates all such cycles using O(n 2−1/138+ε ) cuts. While our main bound is still far from the lower bound Ω(n 3/2 ) provided by Chazelle et al. [4] and does not immediately apply to cycles defined by an arbitrary number (larger than 3) of lines, it is an essential first step towards the complete solution. As the first nontrivial general upper bound for this problem, since the problem's conception more than 20 years ago, we expect it to be generalized and improved, and the techniques we introduce to be extended and simplified. A central component in our proof is a result of independent interest concerning the unrealizability of a certain 'weaving pattern' of lines; see next section for definitions.
The Magen-David Weaving
A weaving is a finite collection of lines drawn in the plane, such that at each intersection of a pair of lines, it is specified which of the two is 'above' the other. A weaving Ψ is said to be realizable if there is a collection L of lines in 3-space (called the realization of Ψ) whose xy-projection forms a collection of lines that is combinatorially equivalent to the one that defines Ψ, and the lines in L adhere to the abovebelow constraints specified by Ψ. Otherwise, Ψ is said to be unrealizable. A growing, albeit still relatively small, body of works deals with the analysis and classification of realizable and unrealizable weavings [10, 15, 17] . While it can be shown that, for a sufficiently large number of lines, most weavings are unrealizable, showing that specific weavings are unrealizable is a rather nontrivial problem. We contribute to this study by describing a simple weaving of six lines and showing it not to be realizable. As in the proof of Chazelle et al. [4] , the unrealizability of a specific weaving plays a crucial role in the overall analysis.
Consider the configuration shown in 1 . Finally, we assume that the lines Ni are above the lines Mj at the appropriate four intersection points, the lines Mi are above the lines Lj , and the lines Li are above the lines Nj, for i, j = 1, 2. The weaving described will be referred to as the Magen-David weaving. 3 In light of the recent developments on the subject of weavings [10, 15, 17] , the following result is of independent interest.
Theorem 2.1. The Magen-David weaving is unrealizable.
Proof. Assume to the contrary that there exist six lines L1, L2, M1, M2, N1, N2 in 3-space that realize the MagenDavid weaving. We follow the notations introduced in Figure 3 and assume, without loss of generality, that the lines 2 We use the notation * for the xy-projection of a line in 3-space. In accordance with this, we denote lines drawn in the xy-plane using the * -notation. The above/below data at a crossing is depicted in the figures using the standard convention that the line passing below is drawn with a small gap around the crossing. 
We also use the following notation. When two projected lines meet at a point w, each of the original lines contains a point that projects to w. We designate these two points as w ξ , wη, where ξ, η ∈ {L, M, N } denote the families of the respective lines. For example, M * 1 and N * 1 meet at b, and the corresponding point on M1 (resp., N1) is denoted by bM (resp., bN ). In the proof below we will rotate some of the lines so as to make certain pairs of lines touch. When this happens, we will denote, with a slight abuse of notation, their common point by the symbol denoting its projection.
Rotate the line N1, without changing its vertical projection, about aN , such that the part of N1 whose xy-projection is incident to the central hexagon in the weaving rotates downwards. Clearly, it will meet the line M1 over the point b before crossing any other line; we stop the rotation of N1 when this contact with M1 occurs. Now rotate M1 about b, again rotating the part of M1 whose projection overlaps the hexagon downwards. It will similarly meet L2 over c. Continue this process in a domino-like fashion, rotating L2 until it meets N2, then N2 until it meets M2, then M2 until it meets L1, and finally L1 until it meets N1. We have thus forced six pairs of lines to touch each other, without changing their vertical projections. The resulting configuration is shown in Figure 4 , where dots denote contacts. Note that the above process creates no contacts between the lines other than the six contacts described above, and does not change any other above/below relationships between the lines.
Let X denote the plane spanned by the contact points a, b, c and let Y denote the plane spanned by the contact points d, e, f in R 3 . Note that X also contains the points gN , hM , pM and qN , and Y similarly contains gM , hN , rN and sM . Since pL lies below pM , the line L1 passes below X over p. Since L1 meets X at a we conclude that to the right of a, L1 lies above X. Symmetrically, rL lies above rN , so L1 passes above Y over r, meets Y at f , and thus lies below Y to the left of f . Hence, between a and f , L1 lies above X and below Y , so X lies below Y over this interval.
A symmetric analysis applies to L2: qL lies above qN , so L2 lies above X over q, meets X at c, and thus lies below X to the right of c. On the other hand sL lies below sM , so L2 lies below Y over s, meets Y at d, and thus lies above Y to the left of d. Hence, X lies above Y over the interval between c and d.
Since gN lies above gM , X lies above Y over g. Since hM lies below hN , X lies below Y over h. Consider X and Y as linear functions defined over the interval gh. Our assumptions imply that L * 1 (resp., L * 2 ) crosses gh at a point that lies in the interval af (resp., cd). Hence, X lies above
∩ gh, and below Y over h. This alternation is impossible for a pair of linear functions, implying that the Magen-David weaving is indeed unrealizable.
Remark:
Notice that the contradiction is reached even by using only one of the two above/below relationships of the lines over g and over h. We thus obtain a slightly stronger result, in which one of these order relationships can be arbitrary.
Clockwise Counterclockwise 
Eliminating All Triangular Cycles
Let us provide a formal definition for the problem of cutting cycles. Let L be a set of n non-vertical lines in 3-space in general position. Define the depth order ≺ on L to be such that ≺ if passes below ; that is, the unique vertical line λ that connects and meets them at two respective points p, p so that the z-coordinate of p is smaller than that of p . The relationship ≺ can have cycles, and our challenge is to obtain nontrivial bounds on the number of cuts that need to be applied to the lines of L, so that the ≺ relation among the resulting segments and rays (defined in exactly the same manner as for lines) has no cycles.
Let * denote the xy-projection of a line , and let L * = { * | ∈ L} denote the set of the projections of the lines in Figure 5 .
In this paper we confine our study to triangular cycles; thus from now on, the unqualified term 'cycle' will always refer to a triangular cycle. We therefore wish to cut the lines in L so that all such cycles are eliminated. Here is a simple procedure that achieves this goal. Fix a parameter k to be determined later. For each ∈ L, cut at (the points projecting on) every k-th vertex of A(L * ) lying on * . The total number of cuts is O(n 2 /k). It is easy to see that after these cuts are performed, any cycle c that has not been eliminated has the property that c * is crossed by at most 3k/2 lines of L * . Using the probabilistic analysis technique of Clarkson and Shor [6] , the overall number of these 'light' triangular cycles is O(k 3 ν0(n/k)), where ν0(m) is the maximum number of triangular cycles c in a collection of m lines in space, such that c * is a face in the arrangement of the projected lines. (We refer to cycles of the latter type as empty.) Hence, we can certainly eliminate all triangular cycles in L using
cuts. Let C be a family of triples ( 
.
Choosing k = n 1/69 , and replacing ε by an appropriate multiple, we obtain the main result of this paper. The remainder of the paper is devoted to the derivation of the bound O(n 2−1/34+ε ) on the number of empty counterclockwise triangular cycles.
Empty Cycles in a Restricted Setting
We commence our analysis of empty cycles by first proving a subquadratic bound on their number in a restricted setting. In the next section we describe a reduction of the analysis of empty cycles in a general collection of lines to the case considered here. Observe that if |L| = n then this bound is O(n 11/6 ), which is considerably stronger than the bound O(n 2−1/34+ε ) mentioned above and established in Theorem 5.2 below for the general case. Note also that the lemma yields two additional similar bounds, obtained by cyclically permuting B, R, and G.
Proof. We assume that |B| ≤ |G|, which involves no loss of generality, and establish the bound
For the ensuing discussion, we assume, without loss of generality, that all lines of R * form angles less than π/4 with the x-axis, and are oriented from left to right; this can be enforced by an appropriate rotation of the coordinate frame. Put b = |B|, r = |R|, g = |G|. Fix a threshold parameter t, to be determined later. Let R + denote the set of red lines that participate in at least t cycles of C. The total number of cycles of C that involve red lines in R \ R + is at most rt. For each pair of lines ρ1, ρ2 ∈ R + , define the distance d(ρ1, ρ2) to be the number of blue-green vertices of the arrangement A(L * ) that lie in the double wedge W (ρ1, ρ2) formed between the projections ρ * 1 , ρ * 2 of these two lines and not containing the vertical (y-parallel) direction. Assign to each line ρ ∈ R + the sequence C(ρ) of the cycles of C whose xy-projections contain portions of ρ * . These portions of ρ * form a sequence of pairwise disjoint segments of ρ * , sorted along ρ * . Fix a pair ρ1, ρ2 of distinct lines in R + . The intersection point q of their projections splits each of the sequences C(ρ1), C(ρ2) into two respective subsequences CL(ρ1), CR(ρ1), and CL(ρ2), CR(ρ2), where CL(ρi) (resp., CR(ρi)) is the subsequence consisting of the cycles that precede (resp., succeed) q along ρi, for i = 1, 2; note that no cycle on either line can contain q. Put t1L = |CL(ρ1)|, t1R = |CR(ρ1)|, t2L = |CL(ρ2)|, t2R = |CR(ρ2)|. Suppose finally, without loss of generality, that ρ2 lies counterclockwise of ρ1. See Figure 7 . Fix a line ρ0 ∈ R + and consider the cluster N (ρ0) of lines ρ ∈ R + such that d(ρ, ρ0) < t 2 /36. The distance d(·, ·) satisfies the triangle inequality; this can be verified either directly, or by using duality (see below for more details). Let ρ1, ρ2 ∈ N (ρ0). We thus have
The above claim implies that (assuming that ρ2 lies counterclockwise of ρ1) (relative to the y-direction); see Figure 9 . Applying this argument to each pair of lines in N (ρ0), we conclude that all the middle portions µ(ρ * ), for ρ ∈ N (ρ0), lie on the upper envelope E of the projections of the lines in N (ρ0). Hence, E contains the red portions of at least t 3 |N (ρ0)| cycles of C. However, since E is a convex chain, a blue or green line can generate at most one cycle along E (it intersects E at just one point, due to the separation of orientations). Hence
We now construct clusters of this type iteratively, picking a line ρ ∈ R + not belonging to any previously constructed cluster, and forming its cluster N (ρ), using only lines that have not yet been assigned to any cluster. Let Rc denote the set of 'centers' of these clusters (the lines ρ with respect to which the clusters N (ρ) have been defined). By construction, any pair of lines ρ1, ρ2 ∈ Rc satisfies d(ρ1, ρ2) ≥ t 2 /36. We apply a standard duality transform to the xy-plane which preserves the above-below relationship (see [2] ). We denote the dual of an object a byã (to avoid confusion with the notation a * used to denote xy-projections). We obtain a set R * c of red points, dual to the projections of the red lines in Rc. Each blue-green vertex v is mapped to the line connecting the corresponding dual blue and green points. 
We conclude that
In other words, we have shown that the number of clusters is at most O(b 2 g 2 /t 4 ), and since each cluster contains at most 3b/t lines, we obtain that
Any line in R + can participate in at most b cycles of C, since each such cycle must 'use' a different blue line. Hence the overall number of cycles in C, taking into account also the
. This parameter is in the range
If r > b 4 g 2 , we choose t = 1 and obtain the bound |C| = O(r). If r < g 2 /b 2 , we choose t = b and obtain the trivial bound |C| = O(rb) (as just noted, any line of R can participate in at most b cycles of C), which is also O(r 1/2 g). Hence, we obtain
where we remind the reader that we have assumed that b ≤ g. This completes the proof of Lemma 4.1.
A General Bound on the Number of Empty Cycles

Reducing to Trichromatic Cycles
Let L be a set of n lines in R 3 in general position, and let C denote the set of all empty triangular counterclockwise cycles in L. Color each line of L red, blue, or green, independently, at random, with equal probabilities. Consider a cycle c ∈ C of the form 1 ≺ 2 ≺ 3 ≺ 1. With probability 1/9, each line is assigned a different color (we then refer to c as trichromatic), so that in the cyclic order along c we pass from a blue line to a red line to a green line and back to the blue line. The expected number of trichromatic cycles in C of this type is 1 9 |C|. Hence, ignoring constant factors, it suffices to consider the case where L is the disjoint union B ∪ R ∪ G of three subfamilies of roughly equal size (the expected size of each family is n/3), and that C is a collection of counterclockwise trichromatic triangular cycles in B × R × G whose xy-projections are faces of A(L * ), so that, for each cycle in C, the blue line passes below the red line, which passes below the green line, which passes below the blue line. As above, we refer to these cycles as empty.
Before continuing, we note that a trivial upper bound on |C| is
This is shown by charging each c ∈ C to, say, the blue-red vertex of c * , and by noting that no blue-red vertex of A(L * ) is charged more than twice. Repeating the argument for blue-green and red-green vertices yields (2) .
Assign an orientation to each line of L, so that each of the two possible orientations is chosen at random with probability 1/2. Each cycle c ∈ C, formed by three lines 1, 2, 3, has probability 1/8 to be such that c * lies to the left of each of the projections * 1 , * 2 , * 3 . Hence we may assume that all the cycles in C have this property, which implies that the three orientations of the lines forming a cycle in C cannot all lie in a common semi-circle of the circle S 1 of orientations. Our goal is to decompose the problem of bounding the number of empty cycles into subproblems, each involving appropriate subsets of B, R and G, so that these subsets satisfy the conditions (C1) and (C2) of Lemma 4.1. Each cycle of C will show up as an empty cycle in one of these subproblems, and the bound on |C| will follow by summing up the bounds obtained by applying Lemma 4.1 to each subproblem separately.
Enforcing Separation of Horizontal Orientations
It is simpler to enforce conditions (C1) and (C2) in two separate stages. In the first stage, described in this subsection, we enforce condition (C2). For this, we first formulate the following "intermediate" version of Lemma 4.1; it is used in the following recursive problem decomposition, and will be proven in the next subsection. Assuming that Lemma 5.1 holds, we proceed as follows. Fix a sufficiently large constant even integer t, whose value will be determined below. Partition the unit circle S 1 into t arcs, each of length 2π/t. In addition, mark along S 1 t points, so that between each pair of successive markers there are at most |B|/t orientations of lines of B * . Do the same for R * and for G * . Altogether we have marked 4t points on S 1 . We also mark the antipodal orientation to each of the marked ones, creating a total of at most 7t markers, and at most 7t 'atomic' angular intervals that they delimit. Denote these intervals as γ1, . . . , γ7t. Note that for each of these intervals, its antipodal arc is also an interval in this collection. For each interval γi, let Bi (resp., Ri, Gi) denote the set of lines in B (resp., in R, G) so that the orientation of * lies in γi. By construction, |Bi| ≤ |B|/t, |Ri| ≤ |R|/t, and |Gi| ≤ |G|/t.
For each triple of (not necessarily distinct) indices i, j, k, consider the subproblem involving the set of lines L i,j,k = Bi ∪ Rj ∪ G k . Clearly, each cycle in C appears in exactly one of these subproblems. Since the orientations of the xyprojections of the lines forming a cycle in C cannot all lie in a common semi-circle, we only need to consider triples i, j, k for which γi ∪ γj ∪ γ k is not contained in a semi-circle. In particular, if i = j, say, then there is only one value of k, corresponding to the interval antipodal to γi = γj , that has to be considered.
If i, j, k are distinct, condition (C2) holds for Bi, Rj , G k , or for an appropriate permutation of these subsets, so, by lines. Denoting by T (n) the maximum number of empty triangular counterclockwise trichromatic cycles in a set L = B ∪ R ∪ G of a total of at most n lines, we obtain the recurrence
for any ε > 0, whose solution, assuming t is chosen to be a sufficiently large constant, is easily seen to be T (n) = O(n 2−1/34+ε ), for any ε > 0.
Enforcing Above/Below Relationships Between Colors
In this final step of the analysis, we prove Lemma 5.1, by further decomposing the problem into subproblems, each satisfying also condition (C1) of Lemma 4.1. This is accomplished using fairly standard, albeit technically involved, space decomposition methods. Since lines in space have four degrees of freedom, the decomposition takes place in a 4-dimensional parametric space in which the lines are represented as points.
Specifically, let b, r, g denote the respective sizes of B, R, G. Represent each line ∈ B, having the equations y = a1x + a2, z = a3x + a4, as the point q( ) = (a1, a2, a3, a4) in R 4 ; this parametrization excludes lines parallel to the yz-plane, but we may assume that none of the lines in L is parallel to that plane. Also map each line ∈ R ∪ G to a surface σ( ) in R 4 , which is the locus of all (points representing) lines that meet . Note that q( ) lies below (resp., above) σ( ), relative to the 4th coordinate direction, if and only if passes below (resp., above) in 3-space. Let ΣR∪G denote the collection of the surfaces σ( ), each of which is semi-algebraic of constant description complexity 6 (of a very simple form).
Fix a parameter ξ, to be determined later, and construct a (1/ξ)-cutting of A(ΣR∪G) in R 4 of size O(ξ 4+ε ), for any ε > 0 [11] (see also [18] ). This is a decomposition of R 4 into O(ξ 4+ε ) cells of constant description complexity, so that each cell is crossed by at most (r + g)/ξ surfaces of ΣR∪G. Because of the general position assumption, the cutting can be constructed so that no point representing a line in B lies on the boundary of any cell. Moreover, the cutting can be constructed in such a manner that each cell is crossed by at most r/ξ surfaces corresponding to lines in R and by at most g/ξ surfaces corresponding to lines in G. Also, by partitioning cells further as needed, we may assume that each cell contains at most b/ξ 4 points corresponding to the lines in B. This further partitioning does not change the asymptotic bound on the number of cells of the cutting. 6 A semi-algebraic set is said to be of constant description complexity if it is defined as a Boolean combination of a constant number of polynomial equalities and inequalities of constant maximum degree in a constant number of variables.
For each cell τ of the cutting, let Bτ denote the set of lines ∈ B whose corresponding points q( ) lie in τ ; let Rτ (resp., Gτ ) denote the set of lines ∈ R (resp., ∈ G) such that σ( ) crosses τ ; finally, let R 0 τ (resp., G 0 τ ) denote the set of lines ∈ R (resp., ∈ G) such that σ( ) does not cross τ , and τ lies fully below (resp., above) σ( ).
Fix a cell τ of the cutting. By the reduction described in the preceding subsections, and by construction, each cycle in C that involves a line ∈ Bτ must involve a red line in
. Using (2), the number of such cycles is at most
Multiplying by the total number of cells τ , the overall number of cycles of this type is at most O(n 2 /ξ 1−ε ). The main task is analyzing cycles in Bτ × R 
