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Виконано аналіз проблеми прогнозування на основі часових рядів. Відзначе-
но, що етапу власне прогнозування передують етапи відбору методів прогно-
зування, визначення критерію якості прогнозу та задання оптимального кроку 
передісторії. Як один з критеріїв якості прогнозу розглядається його волати-
льність. Покращення волатильності прогнозу дозволить забезпечити змен-
шення абсолютної величини відхилення прогнозних значень від реальних даних. 
Такий критерій доцільно використовувати при прогнозуванні в медицині та 
інших суспільно важливих галузях. 
Для реалізації принципу конкуренції між методами прогнозування пропо-
нується виконувати їх класифікацію, виходячи із величин відхилень результатів 
прогнозу від точних значень елементів часового ряду. Введено поняття домі-
нування між методами прогнозування та визначено правила для відбору домі-
нуючих і достатньо точних прогнозних моделей. Використання розроблених 
правил дозволить на попередніх етапах аналізу часового ряду з переліку досту-
пних до використання прогнозних моделей відкинути заздалегідь програшні. 
Відповідно до розробленого методу, після застосування зазначених правил, 
виконується побудова системи функцій. Функції відрізняються наборами про-
гнозних моделей, результати прогнозування яких беруться до уваги. Змінними у 
функціях є вагові коефіцієнти з якими прогнозні моделі включаються у них. 
Оптимальні значення змінних та оптимальна модель обираються в результаті 
мінімізації побудованих функцій. 
Виконано експериментальна верифікація розробленого методу. Показано, 
що розроблений метод дозволив зменшити похибку прогнозування з 0,477 і 
0,427 для базових моделей до 0,395 та покращити волатильність прогнозу з 
1969,489 та 1974,002 до 1607,065. 
Ключові слова: часовий ряд, домінуючі прогнозні моделі, волатильність, 
точність прогнозу, оптимальна модель. 
 
1. Вступ 
Проблеми виконання прогнозу на основі ретроспективних даних мають мі-
сце в процесах прийняття рішень в різних сферах людської діяльності. Для 
розв’язання кожної конкретної задачі прогнозування зазвичай залучаються екс-
перти-аналітики або використовується спеціально розроблене для цього про-
грамне забезпечення. Важливим фактором, який впливає на вибір інструментів 
для обчислення прогнозних значень, є наявність чи відсутність необхідності 







Аналітичний огляд сучасних наукових досліджень та програмних продук-
тів, присвячених розв’язанню задачі прогнозування на основі часових рядів, 
засвідчує, що наразі існує велика кількість різних за складністю застосування та 
швидкістю обчислень методів прогнозування. Експерт-аналітик або власник 
проблеми, при розв’язанні задачі прогнозування, на підготовчому етапі має ви-
рішити які саме інструменти доцільно використовувати, виходячи з особливос-
тей заданого часового ряду. Розглядають декілька підходів до вирішення цієї 
проблеми. Перший підхід полягає у виборі найточнішого для заданого ряду за 
деяким критерієм методу [1, 2]. Для цього ряд розбивають на дві частини і, ви-
конуючи прогнозування для вже відомих моментів часу, оцінюють точність 
кожного конкретного методу. Інший шлях дозволяє відібрати декілька достат-
ньо точних для заданого часового ряду методів прогнозування та аналізувати 
результати їх застосування в комплексі, будуючи, наприклад, деяку комбінацію 
з них [3, 4]. Такий підхід дозволяє підвищити точність прогнозу, проте все за-
лежить від кількості та точності відібраних методів.  
Актуальність розробки нових підходів і методів прогнозування на основі 
часових рядів підтверджується теоретично доведеною неможливістю існування 
одного найкращого для всіх часових рядів методу прогнозування [5]. Метод 
побудови оптимальної моделі прогнозування на основі принципу конкуренції 
дозволить одночасно брати до розгляду будь-яку кількість методів прогнозу-
вання. Виконання аналізу результатів прогнозування декількома методами в 
різних комбінаціях забезпечить можливість відбору саме тих методів, які разом 
дають найточніший результат. 
 
2. Аналіз літературних даних та постановка проблеми 
В роботі [6] описується модульна регресійна модель з інтерпретованими па-
раметрами. Використання цієї моделі не потребує залучення аналітиків, які мають 
досвід у моделюванні часових рядів та дає можливість її інтуїтивного налашту-
вання. Розробка [7] присвячена моделям байєсівського прогнозування. В ній авто-
рами уніфіковано концепції та вимоги до моделювання відповідно до динамічного 
лінійного режиму (DLM). Робота містить презентацію байєсівської парадигми. 
Використання нейромережних методів прогнозування потребує певного досвіду 
аналітиків у налаштуванні параметрів нейромеж, але дозволяє отримувати більш 
точні результати прогнозу. У [8] міститься аналіз інструментів, які використову-
ють при дослідженні власне часових рядів. Показано особливості застосування 
різних методів при дослідженні впливу зовнішніх факторів на часовий ряд. Дослі-
дження [9] містить схему автоматичного моделювання штучної нейронної мережі, 
яка базується на узагальненій регресійній нейронній мережі. Моделі глибокого 
навчання, засновані на рекурентних та згорткових нейронних мережах наведені в 
[10]. Показано ефективність розроблених моделей для прогнозування деяких ча-
сових рядів. Підхід до глибокого навчання, який являє собою глибоку архітектуру 
довготривалої пам’яті і дозволяє вирішити обмеження традиційних методів про-
гнозування, пов’язані з аналізом великих часових рядів, наведений в [11].  
Прогнозування нечітких часових рядів спеціально розробленим методом 







розробленого методу, в порівнянні з деякими іншими методами прогнозування, 
для заданих часових рядів. 
Окрему групу сучасних методів прогнозування на основі часових рядів 
складають комбіновані методи прогнозування. Такі методи або включають в 
себе конкретні наперед задані прогнозні моделі, або дозволяють включати 
будь-які моделі на розсуд аналітика. [13] присвячена розробці такого комбіно-
ваного методу прогнозування, який інтегрує в собі чотири різні нейронні мере-
жі. Розроблений підхід дозволяє покращити результати прогнозу, отримані ок-
ремо кожною з нейромереж. У [14] приведено гібридну модель прогнозування, 
яка поєднує у собі модель експоненціального згладжування та мережі коротко-
строкової пам’яті. У результаті такого поєднання у дослідженні розроблено гіб-
ридний ієрархічний метод прогнозування. Розробці комбінованого методу про-
гнозування на основі базових прогнозних моделей та висновків експертів прис-
вячена [15]. Запропонований метод дозволяє ефективно поєднувати результати 
прогнозування отримані за допомогою різних методів, а також робити поправку 
відповідно до прогнозів компетентних експертів. [16] містить гібридний метод, 
який у процесі навчання штучної нейронної мережі, для підвищення її ефектив-
ності, використовує новий метод оптимізації CSA. Використання такого підхо-
ду дозволило для певних часових рядів уникнути проблеми потрапляння у ло-
кальний мінімум. Метод, який поєднує лінійну регресійну модель та нейроме-
режу DBN, приведений в [17].  Особливістю зазначених комбінованих методів є 
те, що в процесі дослідження часового ряду неможливою є зміна набору базо-
вих моделей. Це позбавляє методи гнучкості та адаптивності. 
У [3] запропоновано комбіновану модель побудови схеми прогнозування 
на основі різних базових прогнозних моделей, що дозволяє враховувати їх ре-
зультати з різними вагами. Ваги обчислюються на основі результатів прогнозу-
вання у попередні періоди часу. [4] містить комбіновану прогнозну схему, яка 
дозволяє враховувати висновки експертів щодо майбутніх значень прогнозова-
ної величини. Цей метод доцільно використовувати, коли на часовий ряд має 
місце зовнішній вплив несистемного характеру, який не має відображення у са-
мому ряді. Проте, підбір експертів та обробка їх висновків вимагають 
розв’язання додаткових задач. Розроблені методи синтезу прогнозних схем на 
основі базових прогнозних моделей, хоча і дозволяють розширювати набір ба-
зових моделей, проте не містять апарату для їх попереднього аналізу. Тому, при 
використанні цих методів, всі прогнозуючі моделі залишаються в розгляді на 
кожному з етапів, а результати їх застосування враховуються при обчисленні 
прогнозних значень. В деяких випадках збільшення кількості базових моделей 
може привести не тільки до росту обчислювальної складності алгоритму про-
гнозування, а й до погіршення якості прогнозу. 
Аналітичний огляд [3–4, 13–17] показав, що поєднання прогнозів є найе-
фективнішим підходом до прогнозування часових рядів. Проте, в проаналізова-
них роботах відсутні механізми попереднього аналізу та відсіву неефективних 
для заданого часового ряду прогнозних моделей. Залишення в розгляді та вра-
хування результатів використання таких моделей може бути причиною погір-






відбору ефективніших методів прогнозування та побудови їх комбінації для 
підвищення якості прогнозу. 
 
3. Мета та задачі дослідження 
Метою дослідження є розробка методу для побудови оптимальної моделі 
прогнозування часових рядів на основі принципу конкуренції для підвищення 
якості прогнозів. Це дасть можливість автоматизувати процес відбору кращих 
для заданого часового ряду прогнозних моделей. 
Для досягнення зазначеної мети були поставлені такі завдання: 
– виконати аналіз основних аспектів, якими супроводжується процес 
розв’язання задачі прогнозування на основі часових рядів; 
– розробити підхід до класифікації прогнозних моделей, відповідно до їх 
точності для заданого часового ряду; 
– розробити метод відбору та поєднання ефективніших прогнозних моде-
лей для підвищення точності прогнозу; 
– виконати експериментальну верифікацію розробленого методу. 
 
4. Матеріали і методи дослідження 
Математична постановка задачі прогнозування часових рядів є такою [18]. 
Нехай дано дискретний часовий ряд без пропусків – v1, v2,…, vn, де n – до-
вжина ряду. Елементами часового ряду є зафіксовані у дискретні моменти часу 
значення досліджуваної величини. Необхідно побудувати вирішальне правило 
F, яке дозволяє обчислити оцінку прогнозного значення у майбутні періоди ча-
су, тобто знайти таке ,n kv  що: 
 
 * *1 2, ,..., ,    n k nn k n kv F v v v                  (1) 
 
де k* – глибина передісторії, k – крок прогнозу. 
Серед проблем, які потребують вирішення при розв’язанні задачі прогно-
зування на основі часових рядів, можна виокремити такі: 
– проблема визначення оптимального значення глибини передісторії k*; 
– проблема вибору методу для побудови вирішального правила (1); 
– проблема вибору критерію якості отриманих прогнозних значень. 
Оптимальне значення глибини передісторії для заданого часового ряду та 
кроку прогнозування може бути задане власником проблеми або обчислене за 
допомогою додаткових методів. Відомим методом, який використовується для 
визначення оптимального значення глибини передісторії для заданого ряду при 
прогнозуванні з кроком k є метод авторегресії [1]. Лінійна авторегресійна мо-
дель прогнозування може бути записаною таким виразом: 
 
* *
0 0 0 0
0 1 2 1 1
,       n k n n k n kv a a v a v a v               (2) 
 








Алгоритм обчислення оптимальної глибини передісторії полягає у послі-
довному розв’язанні задачі прогнозування (1) для різних значень k*, k*[k1, k2], 
при *0 , . n k n k  В ході роботи алгоритму визначається таке значення k
*, при 
якому результати прогнозу будуть найкращими за заданим критерієм оптима-
льності [1, 3, 15]. 
Проблема вибору методу прогнозування є ключовою для розв’язання зада-
чі прогнозування на основі часових рядів. Зазвичай задача прогнозування зво-
диться до оптимізаційної задачі, тому відповідно до теореми “No free lunch” [5], 
неможливо обрати єдиний метод прогнозування, який би для всіх часових рядів 
забезпечував отримання найкращих прогнозних значень. 
Для оцінки якості прогнозу використовують один з таких критеріїв [2, 19]. 
Середнє абсолютне відхилення (MAD) (3), середня абсолютна похибка у 

















































                 (5) 
 
В (3)–(5) n1, n2 – задані параметри, при чому k
*<n1<n2n. 
У випадку, коли задачу прогнозування розв’язують велику кількість разів і 
є потреба в мінімізації відхилення кожного конкретного прогнозного значення 
від реальних даних, за критерій якості доречно обрати волатильність прогнозу 
[20]. Такі задачі зазвичай розв’язуються при прогнозуванні медичних та еконо-
мічних показників. Волатильність можна обчислити у вигляді середньоквадра-












































Вибір конкретного критерію якості прогнозу лежить на досліднику або 
особі, що приймає рішення. 
 
5. Результати розробки методу побудови оптимальної моделі прогно-
зування часових рядів на основі принципу конкуренції 
5. 1. Класифікація прогнозних моделей відповідно до їх точності 
Розглянемо задачу прогнозування на основі часових рядів. Нехай для зада-
ного часового ряду v1, v2,…, vn зафіксовані значення кроку прогнозу k, оптима-
льного кроку передісторії k*. Поділимо часовий ряд на навчальну та контрольну 
частини, тобто зафіксуємо значення n1, k
*+kn1<n, починаючи з якого будемо 
виконувати аналіз якості прогнозу.  
Нехай було відібрано m прогнозуючих моделей M1, M2,…, Mm. Для задано-
го часового ряду виконаємо прогноз та побудуємо таблицю (табл. 1). 
 
Таблиця 1 
Результати прогнозування різними прогнозуючими моделями 
Момент часу 
Модель 
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У табл. 1  jiv k  – прогнозне значення елемента vi, обчислене за допомогою 
моделі Mj з кроком прогнозування k. 
Задача побудови оптимальної моделі прогнозування часових рядів на ос-
нові принципу конкуренції полягає у відборі «кращих» прогнозних моделей із 
заданих та побудови на їх основі нової прогнозної моделі. 
Для подальшого аналізу прогнозуючих моделей введемо у розгляд величи-
ни ∆ij, які показуватимуть відхилення прогнозних значень від відповідних їм 
елементів заданого часового ряду, і обчислюються за правилом:  
 
  ,   jij i iv v k  1, ,i n n  1, .j m                 (8) 
 

















Виконання умови (9) означає, що за допомогою моделі 
1j
M були отримані 
більш точні прогнозні значення, в порівнянні зі значеннями, отриманими за до-
помогою 
2j
M . Позначимо таке домінування через 
1 2
.j jM M   
Прогнозну модель 
1j
M  назвемо домінуючою для заданого часового ряду, 
якщо вона домінує будь-яку іншу прогнозну модель із множини заданих моде-
лей. Тобто, 
1j








M  назвемо достатньо точною для заданого часового 




, ,    iji n n                (11) 
 
де ε>0 – попередньо задане число. 
Використання введених понять дозволить реалізувати принцип конкурен-
ції між моделями та відкинути заздалегідь програшні з них. 
 
5. 2. Побудова оптимальної моделі прогнозування часових рядів на ос-
нові принципу конкуренції для підвищення точності прогнозу 
Розглянемо попередньо відібрані прогнозуючі моделі M1, M2,…, Mm та ре-
зультати прогнозування (табл. 1). Реалізація принципу конкуренції полягатиме 
у послідовному аналізі рядків табл. 1 та застосуванню таких правил для відсію-
вання моделей: 
Правило 1. Відсіювання неефективних для заданого часового ряду моде-
лей. Будемо вважати модель 
1j
M неефективною для заданого часового ряду, 
якщо виконується умова (12): 
  
2 12
{1,2,..., }: .  j jj m M M               (12) 
 
Правило 2. Відсіювання недостатньо точних моделей прогнозування. Від-
повідно до цього правила, в розгляді залишаться тільки ті моделі, для яких ви-
конується умова (11), де ε – наперед задане додатне число. 
Після застосування одного з заданих правил або їх комбінації, можливі та-
кі випадки: 
1. У розгляді не залишилось жодної моделі. Цей випадок настає, якщо ε – 
достатньо мале. Далі, у залежності від власника проблеми, можливим є уточ-
нення значення ε, тобто його збільшення, та повернення до Правила 2. Також, в 
деяких випадках, доцільним є розширення набору прогнозуючих моделей та 






2. У розгляді залишилась одна модель Mj, j{1, 2, …, m}, яка є доміную-
чою. У цьому випадку прогнозування значень даного часового ряду доцільно 
здійснювати за допомогою саме цієї моделі. 
3. У розгляді залишилось декілька прогнозних моделей. Позначимо їх че-
рез M1, M2,…, Ms, sm. Якщо моделей достатньо багато і серед них нема домі-
нованих, то звузити їх перелік можна, наприклад, зменшивши значення ε та за-
стосувавши Правило 2. 
Для випадку, коли ε достатньо мале і кількість моделей s>1, пропонується 
метод побудови оптимальної прогнозуючої моделі. 
Розглянемо множину    1,2,...,2 1 / 2 : 0, 1   s jA j s  та двійкові пред-
ставлення її елементів aA у такій формі: 
1 2 0
1 1 1 1... 2 2 ... 2 ,
 
           
s s
as as a as as aa  де  0,1 , aj  1, .j s  Побудуємо 







































 .a A              (13) 
 
Розв’яжемо |A|=2s–1–s оптимізаційних задач виду (14): 
 
 1 2, ,..., min,a sG x x x  aA.               (14) 
 
Позначимо    * * *1 2 1 2, ,..., argmin , ,...,a a as a sx x x G x x x  та знайдемо a*A, 
* * * *
1 1... ,   as as aa  таку що  
 
 * * * *1 2argmin , ,..., .

 a a a as
a A
a G x x x                (15) 
 
Тоді значення вектору  * * *1 2, ,...,  a a as  будуть визначати які прогнозні мо-
делі входять в побудовану оптимальну модель * .aG  Тобто, якщо 
* 1, aj  то мо-
дель Mj, 1, ,j s  входить в * ,aG  в протилежному випадку – не входить, а сама 
модель *aG  буде оптимальною для заданого часового ряду. 
У результаті застосування запропонованого методу, можливим є обчис-

































               (16) 
 
Вибір методу оптимізації функцій (14) лежить на аналітикові. 
 
5. 3. Експериментальна верифікація розробленого методу 
Для виконання верифікації було вибрано часовий ряд з відомостями про 
обсяги грошових переказів з 2000 по 2020 роки (n=21) в Україну за даними Сві-
тового Банку [21]. Після попередньої обробки результатів прогнозування була 
сформована множина з двох прогнозних моделей: методу авторегресії (M1) та 
лінійної регресійної моделі (M2) з кроком передісторії k
*=5 та кроком прогнозу 
k=1. В ході дослідження було застосовано метод побудови оптимальної прогно-
зуючої моделі з такими параметрами: s=2, a=3. Відповідно до (13), (14) було 
побудовано функції для різних значень параметру n2, 2 9,21:n  
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Далі, відповідно до розробленого методу, для 2 9,21n  були розв’язані такі 
оптимізаційні задачі: 
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v v x v x x x
v
            (18) 
 
Розв’язки задач (18) знаходилися за допомогою генетичного алгоритму. 
Результати обчислень наведені в табл. 2. 
Для порівняння отриманих результатів було обчислено похибки прогнозу-
вання (4) та волатильність прогнозу (6), (7). Результати наведені в табл. 3. 
Таким чином, як видно з табл. 3, y результаті застосування розробленого 
методу можливим є зменшення похибок прогнозу та покращення його волати-
льності. Отже, на реальному часовому ряді показані переваги розробленого у 
дослідженні методу при мінімальній кількості прогнозних моделей. Тому, вра-
ховуючи особливості функцій (13), базуючись на принципі математичної інду-
кції, можна стверджувати, що і при більшій кількості моделей можливим є пок-
ращення результатів прогнозу.  
Результати короткострокового прогнозування обсягів грошових переказів 
можуть стати основою для прогнозування рівнів валового внутрішнього проду-








Результати прогнозування часового ряду «Обсяги грошових переказів» різними 
методами (млрд, USD) 
№ Рік vi  11 iM v   22 iM v  
G3(x1,x2) 
x1 x2 iv  
1 2000 419 – – – – – 
2 2001 829 – – – – – 
3 2002 1192 – – – – – 
4 2003 1523 – – – – – 
5 2004 1873 – – – – – 
6 2005 2408 2201,3 2247,8 – – – 
7 2006 3102 3041,6 2716,7 – – – 
8 2007 5290 3992,3 3431,1 – – – 
9 2008 6782 8578,3 5468,1 – – – 
10 2009 5941 8151,8 7701 -4,11321635 6,973126607 7052,6447 
11 2010 6535 4586,8 7928,4 -0,04009825 1,192609851 8044,6611 
12 2011 7822 6297,5 7785,1 -0,14382916 1,154886904 7996,7202 
13 2012 8449 7343,2 7919,1 0,247073185 0,750410116 7776,4515 
14 2013 9667 9107,6 8670,3 1,154284406 -0,17374508 9185,0867 
15 2014 7354 10862 10492,6 -0,64457239 1,669130608 10260,202 
16 2015 8474 6757,2 9010,3 -0,93779505 2,05617604 10899,59 
17 2016 9472 7766 8415,9 0,267226543 0,627461838 8221,7871 
18 2017 12132 8834,3 8939,1 0,135772769 0,811900788 8924,0854 
19 2018 14694 14992 11534,2 0,706463249 0,310414975 13936,463 
20 2019 15788 17632 15926,6 0,355619556 0,657731916 16525,083 
21 2020 15054 16478 18067 1,587884207 -0,62239113 15453,674 
22 2021 – 16302 17874 1,534704584 -0,5427131 15441,967 
 
Таблиця 3 
Похибки прогнозу та волатильність 
Показник M1 M2 G3(x1,x2) 
MAPE 0,477019 0,426788 0,395187 
 1969,489 1974,002 1607,065 
 
6. Обговорення результатів роботи розробленого методу 
В задачах прогнозування часових рядів одним з вирішальних аспектів є 
вибір методу для обчислення прогнозних значень. В роботі розроблено метод 
побудови оптимальної моделі на основі принципу конкуренції. Запропонований 
метод базується на ідеї побудови такої прогнозної моделі, яка б включала най-
кращі прогнозуючі моделі для заданого часового ряду. В основі відбору кращих 
моделей лежать введені в дослідження поняття домінування (9), (10) та достат-
ньої точності (11) моделей. Результуюча модель будується як комбінація зада-
них моделей (13), параметри якої обчислюються шляхом розв’язання оптиміза-







На відміну від методів синтезу прогнозної схеми на основі базових прогно-
зних моделей [3, 4], при обчисленні (16), можливим є випадок, коли не всі базо-
ві прогнозні моделі будуть враховуватися. Реалізований в методі принцип кон-
куренції дозволить для заданого часового ряду залишити тільки ті моделі, які 
дають більш якісні результати. Тобто, при його багаторазовому застосуванні 
якість прогнозу буде не гірша, ніж в кожній із заданих моделей. Так, як можна 
побачити з табл. 2, 3, при розгляді тільки двох базових прогнозних моделей, 
відбулося підвищення точності прогнозу та його волатильності. Підвищувати 
точність прогнозу можна також, розширюючи початковий набір прогнозних 
моделей, що не дозволяє робити гібридний метод експоненційного згладжуван-
ня [14] або гібридні нейромережні методи [16]. 
Застосування розробленого методу на практиці не вимагає активної роботи 
аналітиків, на відміну від випадків використання методів оптимізації мураши-
ної колонії [12] або нейромережних методів прогнозування [9, 10]. Використо-
вуючи поняття достатньої точності моделі (11), доцільним є залучення компе-
тентних експертів. Проте, участь експертів у цьому випадку є мінімальною, в 
порівнянні з комбінованим методом прогнозування [15], де експертів залучають 
для уточнення результатів прогнозу. 
При коректному застосуванні релевантного програмного забезпечення, ре-
зультати розв’язання оптимізаційних задач (14), (15) остаточно задають опти-
мальну прогнозну модель. 
Все це дозволяє підсумувати, що розроблений метод має переваги в тому, 
що незалежно від того, які базові прогнозні моделі в ньому розглядаються, буде 
покращено якість прогнозу для заданого часового ряду. Проте, розширення на-
бору базових прогнозних моделей приводить до збільшення кількості оптиміза-
ційних задач (14) та росту їх обчислювальної складності. Це може стати причи-
ною ускладнення використання розробленого методу на практиці та підвищен-
ня вимог до програмного та апаратного забезпечення, з використанням якого 
розв’язуватимуться вказані задачі. 
Актуальним є питання подальшого розвитку апарату для класифікації ме-
тодів прогнозування відповідно до їх кількісних характеристик для заданого 
часового ряду. Відсіювання моделей через їх неефективність на початкових 
етапах побудови оптимальної прогнозної моделі дозволить спростити та приш-
видшити процес розв’язання задачі прогнозування. 
 
7. Висновки 
1. Виконано аналіз основних аспектів, якими супроводжується процес 
розв’язання задачі прогнозування на основі часових рядів. Відзначено, що етапами 
які передують власне прогнозуванню, є вибір методів прогнозування та визначен-
ня оптимального кроку передісторії. Для оцінювання якості прогнозу необхідним 
є вибір критерію якості. Зазвичай за критерій якості обирають одну з відомих по-
хибок прогнозування. Проте, у випадках, коли важливішою за мінімізацію загаль-
ної похибки є мінімізація максимального відхилення прогнозного значення від 
точного, використовують волатильність прогнозу. Така необхідність може мати 






2. Запропоновано підхід до класифікації прогнозних моделей відповідно до 
їх точності. За критерій точності моделей при їх класифікації обрано абсолютну 
величину відхилення прогнозного значення від точного. Введено в розгляд по-
няття домінуючої та достатньо точної прогнозних моделей. Використання да-
них понять дозволить на початкових етапах аналізу результатів прогнозування 
різними моделями реалізувати принцип конкуренції між ними шляхом викори-
стання розроблених правил для відсіювання методів з розгляду. 
3. Розроблено метод побудови оптимальної прогнозної моделі на основі 
принципу конкуренції, який базується на відборі та поєднанні ефективніших 
прогнозних моделей. Використання розробленого методу дозволяє відкинути з 
розгляду доміновані прогнозні моделі на початкових етапах розв’язання задачі 
прогнозування. Побудовані оптимізаційні моделі описують спосіб визначення 
вагових коефіцієнтів для ефективнішого поєднання результатів прогнозування 
різними методами прогнозування.  
4. В ході експериментальної верифікації розробленого методу було 
розв’язано задачу прогнозування часового ряду, який містить дані про обсяги 
грошових переказів в Україну за даними Світового Банку. Показано, що розро-
блений метод дозволив зменшити похибку прогнозування з 0,477 і 0,427 для 
базових моделей до 0,395 та покращити волатильність прогнозу з 1969,489 та 
1974,002 до 1607,065.  
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