To meet general objectives of the article, i.e. to check the extent to which the information needs of financial market institutions are satisfied, and to learn about whether there is a transition in this realm triggered by the advent of social media and big data, we surveyed a sample of 415 financial market professionals working in Poland. We also used logit regression models, through which we processed the survey results, to identify which factors are responsible for meeting the needs. We showed that although the information needs of financial market professionals are met to a large degree, still some potential for improvement remains in this regard. We found also that respondent-specific traits are insignificant in explaining the degree of satisfaction with data and information that is used by financial market professionals. Out of firm-specific characteristic and, the value of assets under the institution's management turned out to be the key factors explaining the distribution of responses concerning satisfaction.
Introduction
The conditions in which financial markets function are constantly being rearranged. This also regards the way financial market professionals provide themselves with data and information. Recently, we have observed two phenomena that can potentially alter the status quo in this field. The first of them is rapid development of big data technologies that refer to computer science achievements, while the other is the realm of social media that has emerged as a new source of informal data and information concerning billions of human individuals -their thoughts, habits, preferences, moods, opinions, etc. -available at low cost and in real-time. Since information is key for financial market participants and its overall efficiency, discussion on the consequences of both big data and social media advent for the usage of data and information by financial market professionals is certainly required. In Poland, only the information needs of retail investors had been investigated (SII, 2015) . What we lack is a comprehensive empirical study of such needs reported by professionals working at financial institutions more or less closely related to financial markets (for the convenience of further discussion we named them "financial market professionals", in short -FMP, hereafter). We decided to bridge the gap. To do that, we designed a questionnaire through which we surveyed the sample of 415 FMP representing various financial institutions that conduct their operations in Poland, to determine their perception of the information needs, the extent to which they are satisfied, and sources used to feed them. We also processed the responses gathered through the survey within logit regression models to get better insight into the framework of financial market professionals' information needs.
Specifically, we formulated the following research questions that reflect the objectives of the article: (1) what are current information needs of FMP in Poland, (2) how are they met, (3) to what degree are they fulfilled, (4) how do FMP perceive the present state in the market for data and information underlying decision-making processes in financial markets, (5) how do big data and social media affect FMP in their efforts to get relevant and timely data and information.
The remainder of the paper is organized as follows: the next section includes a synthetic review of the respective literature used to form research hypotheses. This is followed by the methodological part in which we demonstrate data collection procedure and specification of the utilized models. After that we provide the results and discussion on them. Finally, the article ends with conclusions summing up key points.
Literature review and hypothesis development
One of the essential functions of financial markets is the production of information (Levine, 2004) . It facilitates price discovery, allows for the appraisal of investment opportunities, and, ultimately, enhances the optimum allocation of resources on the entire economy level. Lee and So (2014) claim that the market for information feeding financial markets deserves at least the same attention of researchers as the financial market itself. Such an assertion is plausible as the understanding of the forces underlying the market for information is vital for exploring the mechanisms of financial asset valuation. Currently, two schools of thinking compete in explaining the mechanisms -modern portfolio theory based on the efficient market hypothesis (EMH, hereafter) and behavioural finance theory built on the noise trader models (NTM, henceforth). EMH underpinnings were constructed by Fama (1970) and are commonly recognized both by academia and in practice. It assumes the rationality of investors who make their decisions exclusively on the basis of the information they are provided with. As a result, the market prices -set by these decisions -reflect all publicly available information and can't be predicted. Yet the theory has been challenged by repeatedly observed market anomalies -events questioning the rational actions of the investors. According to NTM, introduced by Kahneman and Tversky (1979) and developed by Shiller (1984) , the anomalies occur since the choices of market participants are driven by irrational factors -i.e. noise, as Black (1986) termed it. Noise-driven investors do not trade on information. Instead, sentiment can be responsible for a disproportionately large fraction of their buy or sell decisions. This creates the opportunity for predicting securities' returns.
"e-Finanse" 2017, vol. 13 / nr 4 twofold: (i) the availability of information has increased sharply which has resulted in the decrease of the cost of information acquisition and, hence, trading costs, and (ii) the costs of information processing has dropped substantially due to rapid technological improvements. Bai, Philippon and Savov (2013) showed on US data that financial market prices have become more informative since the 1960s, confirming that the market evolution has led to better informed market participants. Thereby, we hypothesized that in the world of easily available and relatively cheap information the information needs of FMP in Poland are satisfied to a large degree:
Hypothesis 1 -The information needs of FMP are satisfied to a high extent.
The key sources of data and information needed by FMP are well-recognized. They include all kinds of reports and announcements emitted by the security issuers, also through online channels, professional industry and macroeconomic analyses of all sorts, various media feeds, etc. However, the spectrum of data and information sources is permanently changing, as still newer opportunities emerge while others fade away. Recently, we witnessed growing interest of the financial community in social media which can herald a shift in the set of data and information sources used by FMP towards more informal outlets in the nearest future (Greenwich Associates, 2015) . Additionally, as KPMG (2008, p. 5) rightfully asserts, "technology has been the single biggest change agent in the transformation of business and the finance function", including the utilization of the technology in exchanging data and information and processing it. Hence, we hypothesized that the surveyed FMP would report data and information needs different from what was needed a couple of years ago:
Hypothesis 2 -The information needs of FMP are different nowadays compared to what was needed a couple of years ago.
As mentioned, the evolution of the market for financial information largely accelerated in the past decade due to the advent and proliferation of social media and big data. The phenomena, being two sides of the same coin, put the competing theories -EMH and NTM -in a new perspective. Social media can be considered an emergent source of informal information, potentially useful for market participants. The media create unprecedented opportunities of market sentiment monitoring and trading on it. Promising results of sentiment-based analysis literature, showing that market sentiment can be a good predictor of future stock returns (e.g. Sprenger & Welpe, 2010; Chen, De, Hu & Hwang, 2013; Heston & Sinha, 2014) , prompted us to assume that social media content monitoring is prevalent in the finance community:
Hypothesis 3 -Majority of FMP monitor social media content for professional purposes on at least weekly basis.
Statistics show that the amount of data and information at the disposition of FMP is massive and rapidly growing: 2,5 quintillion bytes of data is produced per day. Moreover, 90% of the data we deal with today was produced solely within a couple of the past years (PwC, 2013) . A comprehensive discussion on the current state of, and prospects before the "big data" phenomenon can be found in Einav and Levin (2014) , while an elaborate and exhaustive review of diversified solutions in big data analytics was made by Elgendy and Elragal (2014) as well as by Chong and Shi (2015) . In turn, Chen et al. (2016) reviewed 186 journal publications on big data issued in the years 2011-2015 to integrate their findings within one, all-inclusive report. Such huge volumes of data and information can be both an opportunity and a threat, or at least a challenge. We were curious about the perception of the phenomenon by FMP, therefore we hypothesized that they would have ambivalent attitudes to the phenomena. However, we supposed that the emergence and fast-moving development of big data technologies should result in the prevalence of optimistic views over the negative. Financial industry reports reinforce such belief. For example, according to CGMA (2013), 87% of surveyed CFOs and finance professionals (more than 2,000) thinks that big data is going to alter the way business is done over the next ten years. Turner, Shroeck and Shockley (2013) report that the share of the banking and financial market firms that agree with the assertion that big data creates a competitive advantage for their organizations has doubled in recent years. Thus, we also hypothesized that the majority of FMP would strive for taking the advantage of the plethora of data and information through adoption of specialized analytical tools based on big data technology:
Hypothesis 4 -The attitude of the FMP community towards big data is ambivalent, yet with a prevalence of positive opinion.
Following KPMG (2008) predictions, we assumed also that in the pursuit of automated decision-making "e-Finanse" 2017, vol. 13 / nr 4 Andrzej Cwynar, Wiktor Cwynar, Robert Pater, Piotr Kaźmierkiewicz Information needs of financial market professionals in the big data and social media era. The empirical evidence from Poland dashboards, the majority of FMP would be convinced of the increasing importance of visualising data and information. The hypothesis can be also justified by the empirical findings of CGMA (2013) according to which more than 1/3 of investigated finance professionals admitted that what still fails in their organizations is the intelligent visualisation and reporting of data. The bulk of literature devoted to the adoption of visualisation tools in business, including in the financial domain, is largely diversified and rapidly growing. Valuable reviews of various visualisation techniques and approaches for the users of multidimensional financial data can be found in Marghescu (2007) and Ko et al. (2016) . Rigorous demonstrations of novel data visualisation applications and tools are delivered by, for example, Khalil, Reza, Junaedi and Kanigoro (2015) and Schaefer et al. (2011) . External and internal conditions of financial data visualisation development are comprehensively discussed by Flood, Lemieux, Varga and Wong (2015) on the example of monitoring systemic financial stability and Kandel, Paepcke, Hellerstein and Heer (2012) through interviews with data analysts. To recap, we formulated the following hypothesis:
Hypothesis 5 -The majority of FMP recognize the increasing relevance of data and information visualisation.
Finally, we hypothesized that despite large volumes of data and information to be potentially used, FMP lack one, all-inclusive database equipped with analytical tools interfacing with them. This seems to be plausible as according to a CGMA study (2013) 62% of surveyed finance professionals pointed to the fact that bringing data together from different sources poses a great challenge in capturing and extracting valuable insights. Importantly, this was the most frequently indicated weak point in the CGMA research. Therefore, we proposed as follows:
Hypothesis 6 -The majority of FMP need an allencompassing database that integrates data and information from various sources.

Methodology
In the first step of the research we designed a questionnaire to learn the opinions of FMP on their professional information needs and the way they are fulfilled. In the second step we carried out the pilot study to check whether the research tool was properly designed. Since we found no reasons for revising the tool, we conducted the survey between April 25, 2016 and June 6, 2016. We used the CATI technique with the partnership of market research firm. 415 financial market professionals working at financial institutions active in Poland participated in the survey. In the sampling process we strived to trace the population of financial institutions operating in Poland that offer investment services. This includes various types of funds (mutual funds, pension funds, PE/ VE funds, etc.), asset management firms, brokerage houses, and also banks specialized in investment services as well as universal banks having capital market departments in their internal structures.
In another step we estimated models to explain the extent to which information needs of respondents are satisfied by data and information sources used in their institutions (Y i ), that take the following values for an i-th respondent:
Since the variable is ordinal we used an ordered logit model. It takes the following form (Greene 2002, p. 736):
( 1 ) where y * is a latent variable, y is the observable variable, m is a vector of explanatory variables, α is a vector of parameters.
There are N surveyed individuals. Vector m will contain basic characteristics of surveyed professionals and institutions represented by them, as well as additional variables that will describe possible spatial patterns and how respondents perceive 'information'.y=J if μ J-1 <y * ≤μ J , where J=1,…,5 and μ's are parameters to be estimated with α. The probability to select an alternative
To test for statistical significance of the whole set of variables, we used a likelihood ratio (LR) test, which has a χ 2 distribution with k degrees of freedom, where k is the number of explanatory variables. We calculated a variance inflation factor (VIF) for each variable. We eliminated (imperfectly) collinear variables, most often In each of the models we applied different sets of explanatory variables (basically, the models are incrementally capacious in terms of the number of applied independent variables; in this sense, model 4, that includes the largest set of such variables, should be considered the most informative and, hence, the most valuable).
To realize the article's goals, we asked survey participants four questions. The first question (Q1) was designed to check the extent to which the information needs of FMP are satisfied. In the question we utilized a Likert-like scale from "very low" through "very high". However, we also allowed them to respond: "difficult to say" (see Table 1 for details). The replies to the second question (Q2) allowed us to get insight into the reasons behind the particular levels of satisfaction reported by surveyed FMP in Q1, alongside the variables recorded through the respondents' particular section of the questionnaire. The replies to Q2 were used as five independent variables in Model 4 (see Table 1 and Table  2 for details).The third question (Q3) responses revealed the values placed by FMP on various sources of data and information. We were also curious about the way usage of social media influences the degree to which information needs of FMP are met, therefore in the fourth question (Q4) we asked whether they use such media. Various social media were used as independent variables in Model 4 (see Table 1 and Table 2 for details).To recap, the questions from 2 through 4 served as a vehicle enabling us to better understand the reasons behind perceptions reported in the responses to the first question.
Results and discussion
Distribution of survey responses
Our survey showed that almost ¾ of the sample believe that the information needs in their work are fulfilled to at least a high degree (46% -high; 27% -very high), positively verifying Hypothesis 1. Those who perceive the degree as low or very low comprised merely 5% of the surveyed sample. Some explanations of such results can be inferred from the responses to the third question through which we were examining key information sources of the studied sample. On its supply side, the market for financial data and information in Poland seems to be quite well-developed. There are many diversified sources of such content, which was reflected in the cafeteria-style option list for selection by respondents featured in our questionnaire. This means that financial market professionals have got many possibilities they can choose among and this can partly explain their satisfaction in the field of providing them with information relevant to their work. A considerable percent (more than 20%) uses Thomson Reuters / Bloomberg or similar terminals that are commonly acknowledged as well-fitted to typical needs of financial institutions and thus their users' disappointment is rather unlikely.
However, despite the plethora of financial information sources, the majority of respondents (56%) agreed with the statement that what we lack is one, allencompassing database and information platform for financial market professionals (which can be considered a positive verification of Hypothesis 6). This suggests that there is room for a data and information provider that would integrate the resources dispersed among many individual platforms.
Our study showed that the share of social media users in the entire sample is sizable (almost 64%), however they refer to them for informational purposes mostly occasionally. Hence, Hypothesis 3 turned out to be the only one that was negatively verified. Seemingly, the distribution of responses to the first question might challenge the prospects before social media as the source of information content having an incremental value. Yet, one must remember that what is of a pivotal meaning in the social media content is far beyond informationit is its tone that reflects emotions and mood states of those who wrote the text. Therefore, we think that large satisfaction concerning the feed of information needs doesn't mean neglect of social media value.
Thought provoking is what showed up as a consequence of confronting the distribution of responses to the two initial questions (Q1 vs. Q2). Apparently, there is a dissonance between large satisfaction of respondents in covering their informational needs reported in the first question, and the percentage of those who agreed with the statement that the needs are sufficiently well-met in the succeeding question (only 23%). We considered the option "f" in second question ("The information needs
The empirical evidence from Poland are sufficiently well-met, hence there is no necessity for a change in this field") a kind of a "control statement" when designing the questionnaire, and hence we expected that the percent of individuals who agree with the statement should roughly confirm what was revealed by the responses to the first question. To our surprise it turned out that it didn't. We can't exclude that this may denote an inconsistency in responding to the survey questions, obscuring superficiality of the respondents' attitude towards the research. There is an avenue for further investigation in this respect.
In contrast, we were not surprised that almost 85% of all respondents believe that we need different data and information today compared to what was needed several years ago, which supports Hypothesis 2. In conjunction with the large satisfaction concerning the information needs fulfilment, this finding can suggest that the financial data and information market evolves rapidly, yet on its supply side it seems to be able to adapt equally fast and effectively resulting in demand-side contentment. Alternatively, in the light of the striking percent of respondents who indicated the own resources of the institution wherein they work as key information source utilized by them (72%), such an observation can indicate well-developed abilities of financial institutions to gather useful data and information internally, or at least welldeveloped data mining competencies, with little innovative supply-side market participants. The latter seems to be more plausible since the scale of start-up activity -in terms of Western, particularly American standards -is at best moderate in Poland. The US experiences show that this start-up community is what threw down a challenge to such giants as Thomson Reuters or Bloomberg which are behind the data and information revolution in the finance industry.
Not surprisingly, the majority of respondents confirm that data and information visualisation plays an increasingly significant role (69%), positively verifying Hypothesis 5. We perceive such an observation as being consistent with broader phenomenon -what we call "image civilization", i.e. civilization of icons, pictograms, emoticons, etc. -and reflecting the abundance and massive complexity of data we deal with nowadays and, finally, the need to also synthetize it in a graphic or visual way. With reference to this phenomenon, we expected a greater percentage of respondents sharing the opinion that the magnitude of data and information is so big that it is hard to work through it (a bit less than 52% agreed with such a statement). Possibly, this can imply that a remarkable share of investigated institutions, particularly the biggest ones, have implemented some big data infrastructure solutions that alleviate the problems resulting from massive amounts of unstructured and fast moving data.
What is known for sure is that 62% of financial market professionals surveyed in this study think that big data technology can give them an edge on the market. Such a finding confirms our expectation that the availability of big data solutions should result in more FMP perceiving the high volume of data an opportunity as compared to the number of FMP perceiving it as a threat (i.e. positive verification of Hypothesis 4).
What is of key concern in the distribution of responses to the question regarding the most important information sources (Q3) is the astonishingly low share of those who indicated the data and information supplied by the security issuer (26%). Not only the existing literature (e.g. EFRAG, 2009), but also common sense suggests that the outlet is crucial. Some light on the puzzling observation can be shed by rare empirical studies devoted to corporate web sites as the tool of communication between companies and their stakeholders carried out so far in Poland. For example, Sajnóg (2015) found in a comparative study that German companies were more effective in communicating through the web site as compared to Polish firms. However, we noticed also that our sample was substantially diversified across the types of institutions in terms of their replies to Q3. For those that are directly engaged in investing in the capital market, data and information emitted by the security issuer turned out to be clearly more important as compared to the entire sample (it was indicated by 56% of brokerage houses, as well as by 43% of investment funds, asset management, private equity and venture capital firms). By contrast, only 16% of universal banks pointed out this source.
The most frequently indicated sources perceived as key in providing the respondents with data and information in our study included: (1) own resources of the institution (72%), (2) institutions supplying basic statistics concerning the economy and financial market -Central Statistical Office, National Polish Bank, and Warsaw Stock Exchange (56%), (3) news platforms (newswires) specialized in financial topics and issues (41%). Interestingly, firms specialized in delivering financial data -and not news - To summarize, the views expressed in our study by financial market professionals confirm rapid mutation of the market for data and information supporting the decision-making process in financial institutions. They also show that the supply side of the market keeps pace with the changes, although from our study it is not clear if it is due to self-provision with data and information by financial institutions, or due to innovative transformation of external data providers (the first explanation seems to be more plausible, particularly in the light of the tremendous popularity of own informational resources of the investigated entities). Such a conclusion can be supported not only by the small percentage of respondents reporting a low degree to which their information needs are satisfied, but also by the small share of those who reported an adverse effect of massive amounts of data and information. Table 2 contains the results of logit regression analysis. We used it to model the extent to which information needs are satisfied by data sources used in the surveyed institutions. Essentially, respondent-specific characteristics (experience and job position) turned out to be insignificant in all studied models. Although insignificant, the relation between experience in financial asset management (exp_general) and the information requirements fulfilment was positive, reflecting slightly higher information need satisfaction reported by more experienced respondents. Possibly, it may be due to more experience in managing information. Years of practice on the job (exp_occup) also did not have significant meaning for information need satisfaction. However, managers who spent more time in their current positions tended to be slightly less satisfied with the information they had access to. Both exp_occup and exp_general variables signs are robust to sample length and model specification. Interestingly, out of all the studied job positions, CFOs / accountants (occup_findir) belonged to the least satisfied respondents, while the executives were the only job position class outperforming the benchmark (directors / managers) in terms of satisfaction.
Logit regression results
We observed some differences among the types of economic entities respondents work at and the extent to which their information needs were satisfied, as reported by the surveyed individuals. In comparison to investment banks (selected as the benchmark), all other institutions were less satisfied with the information they possessed. Significantly less satisfied were, among others, investment (mutual) funds, asset management, private equity, and venture capital firms (firm_fund). As mentioned before, only about half of surveyed managers reported the value of assets under management of his / her institution (asset_value). Interestingly, the variable turned out to be important in explaining the degree of information e-Finanse" 2017, vol. 13 / nr 4 requirements fulfilment. We found that its relation to the dependent variable was statistically significant at p=0.05 (Model 1). The higher the value of managed assets, the more satisfied respondents were as to their information needs coverage. We believe that this may be explained, at least partly, by the funds they have access to, as greater resources mean access to more timely and accurate information. Alternatively, assuming that the asset value is a proxy of the institution size, the relationship we detected seems to be rational as bigger institutions can afford more, including information, and have the means to better serve their information needs. We noticed also that the type of assets managed by surveyed institutions matters in explaining the dependent variable, yet it is not crucial (statistically insignificant). Firstly, institutions that managed more types of assets were slightly less satisfied with the available information (asset_number in Model 1). Secondly, more risky assets came with more satisfaction of managers with information they had at hand, but only to a certain point. Beyond that point, greater risk was accompanied by smaller satisfaction (a non-linear, parabolic relationship). This result may indicate that more dedicated information is needed by the institutions having different risk profiles of managed assets.
We found no visible spatial pattern of data and information needs fulfilment, despite some differences between NUTS2 regions in Poland (with Mazowieckie as the benchmark region, where the capital city is located). Podkarpackie (south-eastern region) and Pomorskie (northern region) exhibited the lowest, while WarminskoMazurskie (north-eastern region) -the highest level of satisfaction.
When designing the questionnaire, we assumed that Q2 replies would serve as the means of shedding additional light on the reasons behind the respective levels of satisfaction with data and information sources mined by the surveyed institutions. We found two of them especially important in terms of the association with the explained variable: the need for one, complete and comprehensive source of data and information (info_one), and that financial advantage may be gained by analysing large collections of heterogeneous data and information (info_large). In both cases we obtained negative signs concerning the relationship of the responses with the explained variable. It means that data and information provision dissatisfaction is more likely among those who agree with the statement that what we lack is one, all-encompassing data delivery platform for financial market professionals, as hypothesized by us. The increased likelihood of dissatisfaction is shared with those who agreed that market advantage could be achieved through mining diversified, non-uniform data sets which implicitly requires the combination of various data and information needs, and, possibly, integrating them into a comprehensive system. In this sense the responses of the individuals surveyed by us can be perceived as coherent.
We evidenced also that not using social media for professional (i.e. data and information delivery) purposes (media_none) decreases the extent to which the needs in this field are met, though insignificantly in a statistical sense. Additionally, the regression results indicate that the usage of social news platforms (media_news) improves the satisfaction and that the relationship is statistically significant. 
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Conclusions
We have evidenced that the information needs of financial market professionals at institutions operating in Poland are well-satisfied, despite some differences across sample sections distinguished on the basis of firm-specific characteristics. Adapted regression models showed that the differences can be primarily explained by the value of assets under the management of surveyed institutions, with institutions greater in terms of the asset value reporting larger satisfaction. Unfortunately, the variable was reported by a mere half of the survey participants which limits the inference potential possibly attributable to the factor. Respondent-specific characteristics turned out to be statistically insignificant as factors responsible for the extent to which the information needs of studied entities are satisfied. Despite such positive assessment of the degree to which information needs are met, the majority of respondents share the view that what we lack today is an integrated, all-inclusive database for financial market professionals. We proved that affirming such an opinion is statistically significant in explaining the differences as to reported extents to which information needs are fulfilled. Those who opted for the statement "Despite progress, we lack an all-encompassing database for financial market professionals" were less likely to report high level of satisfaction with information sources. We also showed that the majority of FMP acknowledge the potential created by the big data revolution, and that more FMP perceive it as an opportunity rather than a threat. Social media are used by the majority however only occasionally, and still the media do not add significantly to informing decisions or recommendations made by FMP. Intriguingly, a small percentage of the entire sample (about ¼) indicated data and information coming from the security issuer as key in their work. This finding requires further examination as it contradicts our expectations based on both theory and earlier empirical findings. 
