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ABSTRACT 
M. Lewin and Y. Vitek conjecture [7] that every integer 6 [(n’- 2n +2)/2]+1 
is an exponent of some n X n primitive matrix. In this paper, we prove three results 
related to Lewin and Vitek’s conjecture: (1) Every integer d [( n2 - 2n + 2)/4] + 1 is 
an exponent of some n x n primitive matrix. (2) The conjecture is true when n is 
sufficiently large. (3) We give a counterexample to show that the conjecture is not true 
in the case when n = 11. 
1. INTRODUCTION 
A n X n nonnegative square matrix A = (ai j) is primitive if Ak > 0 for 
some positive integer k; the least such k is called the exponent of A and 
denoted by y(A). The associated digraph of A, denoted by G(A), is the 
digraph with vertex set V(G( A)) = { 1,2,. . . , n } such that there is an arc from 
i to j in graph G(A) iff aij > 0. In this paper, every graph is a digraph and 
every matrix is nonnegative. 
A digraph G is primitive if there exists an integer k > 0 such that for all 
ordered pairs of vertices i, j E V(G) (not necessarily distinct), there is a walk 
from i to j with length k. (By a walk we mean a direct path with possibly 
repeated vertices and arcs.) The least such k is called the exponent of the 
graph G, denoted by y(G). The following two results are well known: 
(1) A matrix A is primitive iff its associated digraph G(A) is primitive, 
and in this case, we have y(A) = y(G(A)). 
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(2) A digraph G is primitive iff G is strongly connected and 
gcd(r,,r,,..., rh)=1whereL(G)={r,,r,,...,rh}isthesetofdistinctlengths 
of the elementary circuits of G. 
In 1959, Wielandt [lo] first stated the exact general upper bound for 
y(A), that is: y(A)d(n-1)2+1 for ah nXn primitive matrices. In [3], 
Duhnage and Mendelsohn revealed the so-c&d “gaps” in the exponent set 
of n X n primitive matrices. Each gap is a set S of consecutive integers below 
W,=(n-1)2+1=n2-2n+2 such that no nXn matrix A has an expo- 
nent in S. In 1981, Lewin and Vitek [a found the general method for 
determining ah gaps between [f W,] + 1 and W,, where [x] denotes the 
greatest integer < x. They also conjectured that there are no gaps below 
[d w”]+l. 
In this paper we wiIl prove the following three results related to Lewin 
and Vitek’s conjecture: 
(1) There are no gaps below [fW,]+l for alI n. 
(2) Lewin and Vitek’s conjecture is true for all sufficiently large n, 
namely, if n is sufficiently large, then there are no gaps below [f W,] + 1. 
(3) The conjecture is not true for n = 11. 
Because of the connection between the exponent of a matrix and the 
exponent of a graph stated above, we wiII use graph theory as a major tool to 
prove our results. 
2. SOME BASIC RESULTS ABOUT y(G) 
Let G be a primitive graph, and L(G)= {ri,r2,...,rh} be the set of 
distinct lengths of the elementary circuits of G, where ri > r2 > * - - > r,, and 
gcd(r,, r2 ,..., fA)= 1. Let i, j be any ordered pair of vertices of G. The 
relative distance d,&i, j) from i to j is the length of the shortest walk from 
i to j which meets at least one circuit of each length q for i = 1,2,. . . , A. 
DEFINITION 2.1. The exponent from vertex i to vertex j, denoted by 
y(i, j), is the least integer y such that there exists a waIk of length m from i 
to j for aU m > y. 
It is easy to see the foIIowing: 
hOPOSITION 2.1. Zf G is a primitive graph, then 
y(G) = i jy&Y(i, j). 
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The proof of this proposition is obvious. 
Now let r,,r,,...,r, be a set of distinct positive integers with 
gcd(r,,r,,..., rh) = 1. Then we define $J( ri, r,, . . . , rh) to be the least integer m 
such that every integer k > m can be expressed in the form k = a,r, + a,r, 
+ . . . + a,r,, where a,,a,,..., a,, are nonnegative integers. A result due to 
Schur shows that +( r,, . . . , rA) is well defined if gcd(r,,...,r,)=l. It is also 
well known that in the case when A = 2 we have +(rl, r2) = (rl - l)(r, - 1). 
Roberts has shown [8] that if aj = a, + jd, j = 0,1,2,. . ., S, a, 2 2, then 
cp(%,%..,a,)= [a,-2+lla,+@-I)(a,-I), (2.1) 
where [x] denotes the greatest integer < x. The proof of this result has been 
simplified by Bateman [ 11. Brauer and Seelbinder [2], Johnson [5], Lewin [6], 
and Vitek [9] have discussed the function $I and get various upper bounds for 
$4ri,....rx). 
We will use the following two basic upper bounds for y(G) and y(i, j) in 
the proof of our main results: 
THEOREM 2.1. Let G be a primitive graph and s be the length of the 
shortest elementary circuit of G. Then 
y(G)<n+s(n-2). 
Proof. See [3]. n 
THEOREM 2.2. Let G be a primitive graph. Then for all ordered pairs 
i, j E V(G) we have 
where L(G)= {r,,r,,..., r,, } is the circuit length set of G. 
Proof. Let P be a walk from i to j with length d,(,,(i, j) which meets 
some elementary circuit Cj of length r. for all j = 1,2,. . . , A. For every set of 
nonnegative integers a 1, u2.. . . , ah, a d d Cj to P a j times for j = 1,2,. . . , A. 
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We get a new walk 
P’=PU 
(, 
c,u ... uc,)u(c,v ... uc,)u ... u(c,u ... UC,), 
(I, time5 a2 times ah times 
which is also a walk from i to j. So every integer of the form dLcG)(i, j)+ a,ri 
+ . . . + a,~, (ai nonnegative integers) is the length of some walk from i to j. 
Now if m>d,,Gl(i, j)++(rl,..., rx), then m can be expressed in this form 
by the definition of +( rr, . . . , TV). So we get 
u(h j> d dI,&i, j)+$(r,,..., rh). n 
3. 
set 
A GENERAL INDUCTIVE LEMMA 
Let E,= {mEZ+Im=y(A)forsome nXn primitivematrix A} bethe 
of all exponents of n x n primitive matrices. We have the following 
LEMMA. E, G E, G * . . c E, c E,, 1 c . . . . 
Proof. It will suffice to show that E, g E,+1 holds for all n. We will use 
the matrix version to prove this lemma. (We can also prove this by using the 
graph theory version.) 
If A and B are two n X n nonnegative matrices. We write A - B if they 
have the same zero pattern, i.e., A - B iff a, j > 0 e bi j > 0. It is clear that if 
A>,B>Othen A+B-A. 
Let M, be the set of all n x n nonnegative matrices. Construct a map 
by defining cp( A) to be the unique (n + l)x(n + 1) matrix satisfying the 
following two conditions: 
(1) The upper left n X n principal submatrix of cp( A) is A. 
(2) The last two rows of q(A) are equal and the last two columns of 
q(A) are equal. 
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It is easy to check the following properties of the map ‘p: 
(i) A>Oocp(A)>O. 
(ii) ‘p( A)cp( B) = cp( AB + c,( A)ri( B)) where c,(A) is the last column of 
A and r,t( B) is the last row of B. 
Now it is clear that AB 3 c,,(A)r,f(B). So AI3 - AB + c,(A)r,‘(B) and 
(p( AB + c,( A)r,‘( B)) - cp( AB). Combining this with property (ii), we get 
in particular, ~J(A)~ - cp(Ak). So Ak > 0 iff TV > 0. This means that if 
A E M, is primitive then (p(A) E M,,+ 1 is also primitive and they have the 
same exponent. This proves E, G E, + 1 and hence completes the proof of the 
lemma. n 
This lemma tells us that if for a given integer m, we want to show that 
m = y(G) for some primitive graph G with n vertices, then we only need to 
show that m = y(G’) for some primitive graph G’ with < n vertices. In most 
cases this will enable us to simplify the construction of graphs. 
4. SOME EXPONENT SETS 
In this section we will show that certain families of integers are contained 
in E, by constructing several special primitive graphs and computing their 
exponents. The main result is Theorem 4.1. 
For the sake of simplicity, we use [a,. . . , b] to denote the set of all 
integersbetweenaand b,namely[a,...,b]={m~Z]a~m~b}. 
DEFINITION 4.1. Let m > r1 > rz > . . . > rA be positive integers. The 
graph G,,( ri , . . . , rh) is defined to be the graph having the vertex set 
VG,,(r,>...,r,))= (vi,..., v,, } and the following set of arcs: 
(i) (v,,vi+,)fori=1,2 ,..., m-l. 
(ii) If p>O, then (z)~+~,z)~) is an arc of Gm(rl,...,rh) iff p+l=rj for 
some j, 1 Q j d X. 
This graph is a generalization of the “minimal Frobenius graph” in [4]. 
Figure 1 is an example where m = 9, rl = 4, r, = 3 (h = 2). 
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FIG. 1. 
PROPOSITION 4.1. The graph G,( r,, . . . , r,,) satisfies the following proper- 
ties: 
(i) Zf E > 0, there is only one elementary path from ui to vite. 
(ii) L(G)= {ri,~,..., rx }, where L(G) is the circuit length set of G = 
G,(rl,. . . , TX). 
(iii) Eveq vertex v meets at least one circuit of each length ri for 
i=1,2 A. ,.*a, 
In [4], Heap and Lynn had proved these properties for the special case 
when m = r1 (i.e. for the minimal Frobenius graph). Their proof also works 
for general G,,( ri , . . . , rA), but the proof given here for (i) is somewhat 
different. 
Proof of Proposition 4.1. (i): Let P be any walk from ui to v~+~. Suppose 
P contains some “backward arc” ( z)~+~, 0 ). We claim that the vertex q +p 
must be repeated if t + p 6 i + E. This is because G - { 0, + p } is not strongly 
connected, and every waIk from q to z)~+~ must pass through ~l~+~. In the 
case t + p > i + E similar reasoning shows that the vertex oi+F must be 
repeated. So if P is an elementary path from q to z++~, then P can not 
contain any “backward arc.” So, the only elementary path from vi to ui + F is 
the path q -j q+i -+ *. . --j z)~+~. 
Properties (ii) and (iii) follow easily from (i). n 
LEMMA 4.1. Let n 2 r, > * . . > I-, be a set of positive integers with 
z&T,,..., TX)= 1. Then 
[dq,..., rA)+rl - l,..., +(rl ,..., rA)+rl+min(ri-2,n-ra-l)] SE,. 
Proof. For any integer E with - 1~ E < min( r, - 2, n - r2 - 1) we wish 
to construct a graph G with y(G)=~(r,,...,r,)+r,+e and IV(G>l<n. 
Then this will imply $(rI,. .., rA)+ rI + EE ElvCcjI c E, by the inductive 
lemma in Section 3. 
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FIG. 2. 
Let M = max(r,, rl - E - 1); let G be the graph obtained by adding a new 
path 
V r,-E--l-q_E+ ... +q,+q 
of length E + 2 to the graph G,( r2, r,, . . . , rA). See Figure 2. 
Since -l<e<min(r,-2,n-r,-l),wehavel<r,-E-l<Mandr,-E 
-l<r,, so G is well defined. Also ~V(G)~=M+~+l=max(r,+~+l,r,) 
< n. It is clear that G is strongly connected and L(G) = { rl,. . . , a} by the 
properties of the graph G,(r,, . . . , rx). But gcd(r,, . . . , rA) = 1. So G is primi- 
tive and the only thing left is to check y(G) = $( rl, . . . , rx)+ r, + E. 
Consider the ordered vertex pair (U,,_,, V,,) [in the case E = - 1, consider 
the pair (v,, v,,)]. Let P = UT,-EUT,-E+l. 1 * Ur, be the unique elementary path 
from U,,_, to tJ,, By Proposition 4.1 about the properties of the graph 
G,%,(rZ,. . . , r,),weknowthatif l<jgr,- E - 1, then the vertex vi meets at 
least one circuit of each length vi (i = 1,2,. . . , A). So it is easy to see that an 
integer m is the length of some walk from U7, ~B to U,, iff m = E or 
m=c+a,r,+ ... + a,r, for some positive integer a, and nonnegative 
integers u2, us,.. ., aA. It follows that y(U,,_E,UTI)=$(rI,...,rA)+rl+.c 
On the other hand, for any ordered pair of vertices (x, y) E V(G) we have 
where vi is the vertex in {v~,..., 
{V 
4, _E_ 1 } which is closest to x among 
1,“‘, u~,_,_~}. It is not difficult to see that d(x,v.)<~+l [in the case 
when M=r,>r,-E-1 and x=vt for some t wt r,-e<t<r2, then .h 
d(x,vj)<d(x,v,)<(r2-t)+l<r2-(rl-E)+l<E+l]. Also it is easy to 
see that d(vj, y) < d(v,, u,,) = r, - 1. So dLo,(x, y) < E + 1+ rl - 1 = rl + E 
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for all X, y E V(G), and 
hence y(G)=maxi,iy(i,j)=Y(U,,-,,U,,)=~(r,,...,r,)+r,+&. n 
LEMMA 4.2. Zf n > r, + rz and r, > r, > . . . > I-, are positive integers 
with gcd(r,,...,r,)=l, then 
$+l,..‘, rh)+2rl - 1 E E,. 
Proof. Let G be the graph with vertex set V(G) = { vl, ,. . , vr, + r2 } and 
the following set of arcs: 
(i) (~~,v~),(v~,v~),.~.,(v~~+~~~~,v~,+~~),(~~,+~~,~~). These arcs form a 
Hamiltonian circuit of G. 
(ii) (v,,,v1),(2)r3,v1),...,(t)rh,v1). 
(iii) (v~,~,,+~),(v,,+~,,v,~+~),(v~~+~~--~~),,). (SeeFigure3.) 
G is strongly connected, since G contains a Hamiltonian circuit. We can 
alsocheckthat L(G)= {r,+r,,r,,r,,..., rx } and the vertex v1 meets at least 
one circuit of each length r, + r,, rl, r,, . . . , r,. Also we see that IV( G)I = rl + 
r, < n and note that 
+(r, frz,r1,r2,..., rA)=+(r1,r2,...,rh), 
since rl + rz is already a nonnegative integral combination of 
By the same argument as in Lemma 4.1, we see that 
Y(v,z+,,v,,+r2)=~(r~,r2,...‘rh)+2r1-ly 
and for any ordered pair of vertices x, y E V(G), we have 
rl and r,. 
4,&-,(x> Y) G 4 x,v,)+d(v,,y)Gr,+(r,-1)=2r,-1 
[since it is easy to check d(x, vl) < r, for all x E V(G) and d( vl, y) < ( r1 - 1) 
for all y E V(G)]. So 
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REMARK. The above proof of Lemma 4.2 only works in the case r, 2 2. If 
rz=l, then $(rl,...,rA)=O and n>r~+r~=r~+l=r~<n-l, so 
Hr,,..., rA ) + 2 rl - 16 2 n - 3. In this case we can use the following: 
PROPOSITION 4.2. [l,. . . ,2n - 21 c E,. 
Proof. Take G to be the graph with V(G) = { 1,2,. . . , n } and the arc set 
as follows: 
E(G)= {(1,2)>(2,3),..., (n-l,n),(n,l);(n,n),(n-l,n-l),...,(i,i)) 
for 2<idn. 
Theny(G)=n+i-2.So[n,..., 2n - 21 c E,. Now use the inductive lemma 
inSection toget [1,...,2n-2]G E,. 
LEMMA 4.3. lf n > rI + r, + 1, und r, > r, > . . . > rA are positive in- 
tegers with gcd(r,,...,rx)=l, then 
[+(r, ,..., rA)+2r, ,..., +(rI ,..., rA)+n+rl-r,-l]cE,. 
FIG. 3. 
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Proof. In the case rs = 1 we can use Proposition 4.2 again, so we may 
assume rs > 2. Hence rr 2 3. 
Let (Y be any integer satisfying r, + 1~ (Y d n - r2. We want to construct 
aprimitivegraphG with IV(G)l<n and y(G)=+(r,,...,r,)+rr+cu--1. 
We can construct G by the following four steps (see Figure 4): 
(i) TakeH=G,z(r, ,..., q,)withV(H)={u ,,..., urz). 
(ii) Take F=G,(r,) withV(F)= {vr,...,v,} 
(iii) Choose a vertex u1 in F so that the path 2)12)r+1 . . . t~~+,,_~ (of length 
of F, i.e., choose 1 so that 
\ I 
rr - 2) is “almost in the middle” 
a-(Z+rr-2)=Z-1 or a-(I+rr-2)=(1-l)+l 
according to the parity of (Y and r1 
(iv) Connect F and H by adding two arcs: (u,%, ol) and (~)r+~,_s, ur2). 
This is our desired graph G (see Figure 4). 
It is easy to see that G is strongly connected and (V(G)/ = rz + 1y =S n. 
Also we see that L(G) = { ri, r,, . . . , rx } and the vertex u,~ meets at least one 
circuit of each length q(i = 1,2,. . . , A). 
By the same argument as in Lemma 4.1 and Lemma 4.2, we get 
alSO &(& Y> G 4% q+ d(U’2’ Y>* so Y(X, Y) G &,(& y)+ G(r1, ** * > TX) 
~d(x,~‘~)+d(u,~,y)+~(r,,...,~~)holdsforall x,y~v(G). 
We claim that the following two properties are true: 
(i) d(x,~,~)~~d(u~,~‘~)=Z+r~-2V’x~V(G), 
(ii) d(q2, y)< d(~,*, v,)= (Y - 2 + 1 Vy E V(G). 
Check for (i): Only need to check for x = q where i E [ 2 + r, - 1,. . . , a]. 
FIG. 4. 
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Note that oar,+1 and also O<[a-(Z+ri-2)]-(Z-l)<1 (“almost in 
the middle”) imply 1 > 2. Now suppose i - I = c( rr - 1) + d where 0 d d d rl 
- 2. Then d(q, u,~) < c + rl - 1. We claim c < 1 - 1: If c = 1, then c d I - 1, 
since 12 2. If c d-2, then c < 2( c - 1) < (rr - l)( c - 1) = c( rr - 1) - (ri - 1) 
= i-Z-d-(ri-l)<o-Z-(rr-l)<Z-1. So in any case we have c,<Z 
-1.Henced(u,,~~~)<c+rr-l<Z-l+r~-l=Z+r~-2. 
Check for (ii): Only need to check for y = uj, where j E [l,. . . , 1 - 11. 
Since 12 2, we can write 
I=&-1)+b, where 26b<r,. 
Then d(~lp,~j)~l+a+r,-l=a+r,. But a:-(Z+r,-2)>,Z-1. So we 
have 
and a < a(rr - 1) = Z - b Q a - Z - r, + 1 and a + ri Q o - Z + 1. So d( ttTp, vj) 
d a + r, < a - 2 + 1, proving (ii). 
Now ~(x,y)~d(x,~1~)+d(~*~,~)+~(r1,...,rX)~(Z+rl_2)+((~-Z+ 
l)+Q(r, ,..., rh)=$(ri,.‘., rx)+rl+o-1 for all x,y~v(G). So y(G)= 
maxi,jY(i,j)=~(r,,..., 
rA)+ rl + a - 1. This completes the proof of Lemma 
4.3. n 
Now we are ready to prove: 
THEOREM 4.1. If n a rl > r2 > . . . > r, is a set of positive integers 
where gcd(r,,...,r,)= 1 then 
[4+1,...> rx)+q-l )...) +(r, ).... rh)+n+r,-r,-l]c_E,. 
Proof. 
Case 1: n>r,+r,--1. Then min(r, - 2, n - rz - 1) = n - r, - 1, and 
the result follows from Lemma 4.1. 
Case 2: n = rl + r,. Then n - rz - 1 = r, - 1 and min(r, - 2, n - r. - 
l)=r,-2.SousingLemma4.1,weget[$~(r,,...,r~)+rr-l,..., +(ri ,..., rh) 
+Zr, - 21 c E,, and using Lemma 4.2, we get +(ri,..,, rx)+2r1 - 1 E E,. 
Combining these two results and noting n + r1 - r, - 1= 2r, - 1, we get the 
desired result. 
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Case 3: n > r, + rz + 1. Then min( r, - 2, n - rz - 1) = r, - 2. Again 
Lemma4.1 *[@(r ,,..,, rA)+r,-1 ,,,,, $(r, ,..,, rh)+2r1-2]~E,, and 
Lemma 4.2 * ~(r ,,..,, r,,)+2r, - 1 E E,,, and 
Lemma4.3=,[~(r,,...,r,)+2r ,,.. ,,8(r,,...,Th)+“+rr,-rT2,-l]CE,~. 
Combine these three cases to get Theorem 4. I. 
5. NO GAPS BELOW [$q,] + 1 
THEOREM 5.1. [ 1,. . , ,\ :w,,]+ l] C El,, where w,, = n” - 2n -t 2 is the 
” N’ielundt upper bowul.H 
Proof. We we Theorem 4.1 by suitably choosing the integers rl, Q, . . . ) rA. 
(1) Choose T, = x, rz = x - 1 for any integer x with 2 ,i x < n; then 
Q(r,, Q= (x - 1)(x - 2). so $(r,, i”l)-t fl - 1 = (x - 1)(x - 2)+- x - 1, 
Q(r,, ti)+ n + rl - r1 - 1 = (x - 1)(x - 2)+ n. Theorem 4.1 gives us 
(2) Choose rI = 2x. r, = x, r3 =x - 1 for any integer x with 2 B x G n/2; 
then $( rl, t-2, a> = $J( Y?, r3) = (X - l)( x - 2) and Theorem 4.1 gives us 
Now let x be any integer with 2 6 x 6 n/2; then x - 1~ 2x - 1 < n =S n 
+ x - 1, so the above two exponent sets overlap. Comhining these two 
exponent sets, we get 
[(f-l)(r-2)+x-l,..., (x-1)(x-2)+n+x-l]c.E,,, 
or 
[(X-I)’ ,..., (x-l)‘+njGE,, 
for all integers x with 2 < x 6 n/Z, Now x 6 t1/2 also implies (X - 1)3 Q (X 
2)” + n so the intervals [(x - 2)2,. . . ,( x - 2)’ + n] and [(x - l)“, . . . ,( x - 1)” 
+ n ] oierlap for all 2 < x < n/Z. Take i = 2 , ,..., [n/2], and let I,=[(i- 3 
1)” , . . . ,(i - 1)” + TV]; then the intervals I,, I,, I,,. .., ZI,,,e, overlap one after 
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another. So we have 
I, u I, u . . . ([:I-l)l+n]LE,,: 
but 
This completes the proof of Theorem 5.1. n 
6. PROOF OF THE CONJECTURE FOR SUFFICIENTLY LARGE n 
In this section we will prove that Lewin and Vitek’s conjecture is true for 
all sufficiently large n, namely, if n is sufficiently large, then there are no 
gaps below [&_u,]+l. 
(0 
(ii) 
LEMMA 6.1 (The equivalent form of the conjecture). 
The following two statements are logically equivalent: 
(6.1) [I ,..., [bwn]+l]~En istrueforalln. 
(6.2) [[;w,_,l+Z..., [$w,]+ l] c E, is true for all n 3 2. 
The following two statements are also Iogically equivalent: 
(6.3) [l,..., [ Y$w,] + l] c E, is true for all sufficiently large n. 
(6.4) [[+~,_~]+2,..., [d w,] + l] c E, is true for all sufficiently large n. 
Proof. (i): (6.1) * (6.2) is trivial. Now suppose [[+w~_~] +2,. . . , [$wi]+ l] 
c Ei is true for all i. Take i = 2,3,. . . ) n, and recall the inductive lemma in 
Section 3: E, g E, c . . . G Ei c Ei+l c . . . _C E,. We get [[&w~_~]+ 
2 , . . . , [$wi] + l] c E, for ail i = 2,. . . , n. Combining these, we get [2,. . . , [bw,] 
+ 11 _C E,; also 1 E E, is obvious. This proves (6.2) * (6.1). 
(ii): (6.3) j (6.4) is trivial. Suppose [[&wi_ 1] +2,. . . , [&wi] + 11 G E, is true 
for all i > N, where N is some positive integer. Again using inductive lemma 
in Section 3, we get 
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for all n >, N. Now [g wh,_ 1] + 2 is a fixed integer independent of n. Take n 
sufficiently large, say n > N,, such that [+w,]+l> [&w,+i]+2. Then by 
Theorem 5.1 we have [1,...,[&~,_,]+2]~[1,...,[fw,]+l]~E, for all 
n >, Ni. Combining these two results, we get [l, . . . , [iw,] + l] c E, for all 
n > max(N, Ni). This completes the proof of Lemma 6.1. W 
NOTE. If n is even, then 
[[b-l]+%..., [iwn]+l] = [ n2-;n+8,...,n2-;n+4], 
and if n is odd, then 
[[kw”_J+2,..., [+wJ+1] = [ n2-;n+9,...,n2-;,+3]. 
LEMMA 6.2. Let n be even with n > 4 and n/2+ 1~ i d n - 1. If G is 
the graph with a Hamiltonian circuit (12.. . nl) and two additional arcs (1,3) 
and (i, i +2), then y(G)= +(n - 2, n - 1, n>+ i - 1. 
Proof. Figure 5 is the picture of G. 
Note that L(G) = { n - 2, n - 1, n}, so G is primitive. Also 
+(n-2,n-l,n)= 
( 1 
q (n - 2) for even n 
by Robert’s formula [see Section 2, Equation (2.1)]. Let N(n - 2, n - 1, n) 
i+1 
i+2 i 
. 
. 
n 
(4 
I 3 
2 
FIG. 5. 
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denote the set of all integers which are representable as a nonnegative linear 
combination of n - 2, n - 1, n with integer coefficients. The following two 
properties of N(n - 2, n - 1, n) are useful: 
(i) [~(n-2,n-l,n)-(n-2),...,~(n-2,n-l,n)-2]ZN(n-2,n 
- 1, n). 
Weknowthat +=+(n-2,n-l,n)EN=N(n-2,n-l,n)and+-1 
E N by the definition of +(n - 2, rz - 1, n). Now 
@-(n-2)= ( 1 q (n-2); 
if 0 6 a < n - 4, write a = 2k + c, where c = 0 or 1 and k > 0. We can show 
now k+cd(n-4)/2: If c=O, then k+c=k=a/2<(n-4)/2. If c=l, 
then a is odd, but n - 4 is even, so a + 1~ n - 4: Then k + c = k + 1 = (a - 
1)/2 + 1 = (a + 1)/2 < (n - 4)/2. So 
cp-(n-2)+a= (n-2)+k(n-2)+c(n-2)+2k+c 
= q-k-c)(n-2)+kn+c(n-1) 
( 
EN(n-2,n-l,n) 
for all 0 < a < n - 4. This proves (i). 
(ii) Let a,m>O be integers with ma$(n-2,n-l,n)-n+a+l. 
TheneithermEa+N(n-2,n-l,n)ormE(a-l)+N(n-2,n-l,n). 
To prove (ii), note that if m # $I -t a - 2, then m > $I - n + a + 1 =$ m - 
(a - l)> + - (n - 2), b u m#@+a-2 means m-(a-1)2+-1. So m t 
-(a-l)EN(n-2,n_l,n)byproperty(i). If m=$+a-2, then m-a 
= C$ - 2, so m - a E N(n - 2, n - 1, n) by property (i). This proves property 
(ii). 
Now we use properties (i) and (ii) to prove y(G) = $(n - 2, n - 1, n)+ i 
- 1. First note that if o is any vertex # 2, i + 1, then u belongs to every 
circuit. Hence any walk in G with length > 0 must meet every circuit of G. 
Also note that any ordered pair of vertices x, y must be in one of the 
following two cases: 
Case 1: x f y and there is only one elementary path from x to y. 
Case 2: There exist two walks from x to y with lengths a and a - 1, 
respectively, for some a with 1~ a Q n. (Note that the case x = y is already 
included in Case 2.) 
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If x, y are in Case 2, we see that any integer m E a + N( n - 2, n - 1, n) 
or m E (a - l)+ N( n - 2, n - 1, n) is the length of some walk from x to y. So 
by property (ii) above we have y(x, y)< +(n - 2, n - 1, n)- n + a + 1~ G(n 
- 2, n - 1, n)+ 1. If x, y are in Case 1, we see that y(x, y) = d(x, Y)+ +(n - 
2, n - 1, n). But in Case 1, we have d(x, y) < d(2, i + 1) or d(x, y) < d(i + 
1,2) and 42, i + 1) = i - 1, d(i + 1,2) = n - i + 1. The hypothesis i > n/2 + 1 
now means d(2, i + 1) > d(i + 1,2). So 
y(G)=maxy(x,y)=y(2,i+l)=+(n-2,n-l,n)+i-1. n 
T,Y 
COROLLARY 6.1. lf n is even, then 
n2-3n+4 
2 >**., 
Proof. The case n = 2 is trivial. So we assume n >, 4. Lemma 6.2 gives 
us 
+(n-2,n-l,n)+i ,..., +(n-2,n-l,n)+n-2 
I 
GE,, 
and Theorem 4.1 gives us 
[+(n-2,n-l,n)+n--I,..., +(n-2,n-l,n)+n]CE,. 
Combining these two results and noting that 
$(n-2,n-l,n)= 
( 1 
n-22 (n_2)=n2-42n+4 
gives the desired result. 
THEOREM 6.1. lf n is men, then 
[[b%J +2,..., [bw”]+l] = [ n2-;n+8,..., n2-r+4]gEu. 
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Proof. Take rr = n - 1, rz = (n - 2)/2, and use Theorem 4.1. Note that 
gcd(r,,r,j= 1 and 
So Theorem 4.1 gives us 
2 2 
= 
n -in+4,n -in+6 ME,. 1 
Combining this with Corollary 6.1, we get Theorem 6.1. W 
For the case where n is odd, we need a few number theoretical results: 
LEMMA 6.3. Let P,, P2,. . . , Pi, . . . be the infinite sequence of all prime 
numbers of the form 4k +3. Then the following inequality holds for all 
sufficiently large 1: 
Proof J&t 7~Jx) be the number of primes < x which are of the form 
4 k + 3. By a theorem from analytic number theory, we know that 
44 
x1% 1 x - = 1. -- 
2 logx 
Hence 7rJ2x) > ns(x) if x is sufficiently large. This means P,+ 1 < 2P, if 1 is 
sufficiently large. So for all sufficiently large 1, we have Pi”f 1 6 4P,” G 4 Pr. 
2P,_, = 8P,P,_,. Hence 
LEMMA 6.4. Let L be the least integer such that (P,,, +2)2 6 
2P3P4 . . . P, - 1 holds for all 1 > L, where P1, Pz,. . . , Pi, . . I is the sequence of 
all prime numbers of the form 4k + 3 (L b 5). Zf n > ( P3P4 . . ’ PL + 1)/2, 
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then there exists a prime P (depending on n) satisfying the following 
properties: 
(i) P s 3 (mod4), 
(ii) (P - l)( P + 3)/4 > 19, 
(iii) (P - l)( P + 5)/4 < 12 - 3, 
(iv) P f j(2n - l), 
(v) n z (P + 1)/2 (mod P). 
Proof First note that (iii) always implies (iv), so we need only check 
(i),(ii),(iii),(v). By the choice of L we know that for aII 2 > L we have 
P,,, +2 Q 1/2P,P, . . . Pr - 1 (Lemma 6.3). We will prove that for all n 
satisfying n > ( P3 P4 . . . PIA + 1)/2, there correspondingly exists some prime 
number P satisfying (i)-(v). In the sequence { P3, P4,. . . , Pi, . . I } of aII the 
prime numbers of the form 4k -I- 3 starting from 11, let P[+ I be the first term 
such that 
ng w(mod P,+I); 
take P = PI+I. Then (i),(ii),(v) follow easily from the choice of P. For (iii) we 
consider two cases: 
Case 1: 1 G L. Then P = P,+I < PL+l. So P +2 < PI,+1 +2 
< BP,P,*. . PL - 1 < dm, which implies ( p - l)( p + 5)/4 Q n - 3. So 
(iii) follows. 
Case2: l>L. Notethat n=(Pi+1)/2(modP,)foraIli=3,...,Z.So 
n=(P,P,*. . Pl f 1)/2 (mod Pi) for ah i = 3,. . . , 1. But P3, P4,. . . , PI are 
distinct primes, so n = (P3P4 . . - Pr + 1)/2 (mod P3P4 + . . PO. So 
Now I> L, so by the definition of the integer L, we have 
Then (iii) follows by a similar computation to that in Case 1. n 
THEOREM 6.2. lf n is odd and n > ( P3 P4 * . . PL + 1)/2, where L is the 
fixed integer defined in Lemma 6.4 and P,, Pz, . . . , Pi, . . . is the sequence of 
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prime numbers of the form 4 k + 3 (as before), then we have 
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[[h-l] +2,..., [lw.]+l]=[n2-;n+9,...,n2-;n+3]LE.,. 
Proof We divide [( n2 - 4n + 9)/2,. . . , ( n2 - 2n + 3)/2] into several 
pieces. 
(4 
(b) 
cc> 
[(n2-4n+3)/2,...,(n2-3n+4)/2]cE,. For this we can take r,= 
n - 2 and r2 = (n - 1)/2; then use Theorem 4.1. 
[(n2- 3n - 4)/2,..., ( n2 - 2n - 21)/2] c E, for all odd numbers n >, 13. 
Case 1: n = 1 (mod4). Then gcd(( n + 1)/2, n - 3) = 1. We can take 
ri = n - 3 and r, = (n + 1)/2; then use Theorem 4.1, which gives 
[(n2 - 3n - 4)/2,. . . , (n2 - 2n - 5)/2] c E,, more exponents 
than in (b). 
Case 2: n = 3 (mod4). Then gcd(( n + 3)/2, n - 5) = 1. We can take 
ri = n - 5 and r2 = (n + 3)/2. Then ri >, r2, since n > 13. Then 
Theorem 4.1 gives [(n2-3n-18)/2,...,(n2-2n-21)/2]c 
E,, more exponents than in (b). 
[( n2 - 2n - 19)/2,. . . , ( n2 - 2n + 3)/2] c E, for all n > ( P3P4 . . . PL + 
1)/2, where L is the integer defined in Lemma 6.4. For this we take 
P+l 
rl=n-- 
2 
and r = n+(P-1)/2 
2 2 ’ 
where P is the prime number satisfying properties (i)-(v) in Lemma 6.4. 
By (i) of Lemma 6.4, P = 3 (mod4), so r, is an integer, since n is odd. By 
(iv) of Lemma 6.4, p < 3(2n - l), so r, > r,. Also we see that 2r, - rI = p; 
either gcd(r,,r,)=p or gcd(r,,r,)=l. But if gcd(r,,r,)=P then Plr,; 
hence rI = n - (p + 1)/2 = 0 (mod p). So n = (p + 1)/2 (mod p); this 
contradicts property (v) of Lemma 6.4. So gcd(r,, r2) = 1. Now we use 
Theorem 4.1 to get 
G(rr,r2)+rr-1= 
i 
n+(?7;l)/2)(n 53) 
= n2 - 2n - (p - l)(p +3)/4 B n2 - 2n - 19 
2 2 ’ 
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since (p - l)( p + 3)/4 2 19 by (ii) of Lemma 6.4. Also 
+(r,, r2)+ n + r] - r2. - 1= ( n+(p21)/2j[n P;5)+n 
= n2 - n - (P - l)(P +5)/4 
2 
= n2-2n+3+[n-3-(p-l)(p+5)/4] 
2 
, n2-2n+3 
, 
2 
because (p - l)( p + 5)/4 < n - 3 by (iii) of Lemma 6.4. 
Combine (a),(b),(c) and we get Theorem 6.2. 
Now we state our main theorem in this section: 
m 
THEOREM 6.3. Zf n is sufficiently large, then there are rw gaps below 
[&,]fl. 
Proof Use Lemma 6.1, Theorem 6.1, and Theorem 6.2. q 
7. A COUNTEREXAMPLE WHEN n = 11 
In this section we give a necessary and sufficient condition for an odd 
integer n > 11 to satisfy [( rr2 - 4 n + 9)/2,. , . , ( n2 - 2n + 3)/2] c E,, and use 
this to find a counterexample to Lewin and Vitek’s conjecture for n = 11. In 
order to prove this, we need several upper bounds for d,(c,(x, y) and 
Q(r,,.*.,rx). 
LEMMA 7.1. Let G be a primitive graph with n vertices and 
L(G) = { rl, . . . , r,}, where rl > r, > . . . > T,,. Let d( rl, . . . , rx) = 
max X. y E V(G) d,&r, Y). Then: 
(i) Zfrh+rX_l>n, thend(r,,...,rh)~n-l++~Z~i4X(rr-1-ri). 
(ii) Zfr,+rX>n, thend(rl,...,r,,,)<n+rI-1. 
(iii) Zf3r,>n, thend(r,,...,rA)<2n+rl-1. 
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Proof. (i): For any x, y E V(G), let P(x, y) be the shortest path from x 
to y with length d(x, y). 
(a) If d(x, y) 2 n - r,, then P(x, y) already meets every circuit of G. So 
d,&, Y) = ax, Y) 6 n - 1. 
(b) If d(x, y) d n - ri - 1, suppose x belongs to a circuit Cj of length ri. 
Then since TV + rx 1 > n, Cj meets every other circuit with length # rj, so 
P(x, y)U Cj is a walk from x to y which meets at least one circuit of each 
length r,,. . . , rA; so d,(,, (x,y)<d(x,y)+r,<n-rTI--l+rj<n-1. 
(c) If n - rl 6 d(x, y) G n - rh - 1, then there exists some index i such 
that 
n - r,_, d d(x, y) < 12 - q - 1. 
So P(x, y) meets a circuit C,_, of length 1;_i and P(x, y)~ Ci_ I meets every 
circuit; hence we have d LcG, (x,y)dn+rj_l-rj-l. 
Combine (a),(b),(c). We get d,,,,(x, y)< n - l+max,S,6A(r,_, - r,) for all 
x, y E V(G). This proves (i). 
(ii): If d(x, y) > n - rl, then P(x, y) meets some circuit C of length rl. C 
meets every other circuit, since r, + rA > n, so P(x, y)U C is a walk from x to 
y which meets every circuit, so in this case d,,,,( x, y) < d( x, y )+ ri < n + rl 
- 1. Now if d(x, y) < n - rl - 1, let Cj be any circuit passing through x; 
then ri + rx > n implies Cj meets some circuit C ‘ of length ri, and C’ meets 
every other circuit. So P( x, y)U Cj U C is a walk from x to y which meets 
every circuit. So in this case 
d,,(G)(X,~)dd(X,~)+rj+ r,<n--ri-l+rj+rl=n+rj-l<n+ri-1. 
(iii): Let D be any circuit passing through x; let rj be the length of D. If 
D meets every other circuit, then d,(,,(x, y)< d(x, y)+ rj 6 n - 1+ rj. On 
the other hand, if there exists some other circuit F (with length r,, say) which 
is disjoint from D, then D U F meets every other circuit, since 3r, > n. Take 
a walk from r to some vertex z in F with length Q n - r,, add the circuits D 
at x and F at z, and take a path from z to y; we get 
This completes the proof of Lemma 7.1. 
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Let r, > r, > . . . > rA be the set of positive integers with gcd(r,, . . . , rA) = 
1. We call {rr,..., rA) a reduced set if there exists some index i such that 
‘A>**.> ri+r are all multiples of r, and q, . . . , r, are all nonnegative integral 
combinations of r, and ri. It is clear that if { r,, . . . , rh} is a reduced set, then 
G(Ti,..., r,,) = $(ri, r,,). Vitek in [9] proved the following: 
THEOREM. Zf r1 > rz > . . . >rA with gcd(r,,r, ,..., rx)=l and X>3, 
andif {rl,..., rx} is not a reduced set, then $(rl,..., r,,)< [&rJ(r, - 2). 
We also need an upper bound for +( rl,. . . , rA) in the following special 
cases: 
LEMMA 7.2. Zf n is an odd number and n >, 11, then: 
(i) Zf { rl, r,, r3} = {n, n - 2, n - 3}, then @(rI, rz, r3) 6 (n” - 6n + 
13)/2. 
(ii) Zf {r,,r,,r,)={n,n-l,n-3}, then +(r,,r,,r3)<(n2-6n+ 
13)/2. 
Note here that 
n2-6n+l3 n2-5n+6 = 
2 
2 -(y-2)=[+r,l(r,-2)-(y-2). 
Proof Since n >, 11, { rl, r2, r3 } is not a reduced set. By the above Vitek’s 
theorem, we already know that +(r,,r2,r3)< [+(n - 3)](n - 2)=(n2-5n + 
6)/2 (note that n is odd). So we only need to check for every integer a with 
0 < a < (n - 3)/2 - 2, that (n - 3)(n - 2)/2 - a is a nonnegative integral 
combination of r,, r,, r3. 
(i): If { rI, r,, r3} = {n, n - 2, n - 3}, then i(n - 3)(n - 2)- a = (b(n - 
3) - a)(n - 2)+ a(n - 3). 
(ii): If { rl, r,, r3} = {n, n - 1, n - 3}, first note that 2(n - 2) = (n - 1)+ 
(n - 3) and 3( n - 2) = n + 2(n - 3), and if x is any integer > 2, then 
I = 2y +3z for some nonnegative integers y and z, since +(2,3) = 2. So 
X(n-2)=(2y+3n)(n-2)=y.2(n-2)+z.3(n-2) 
=y.(n-l+n-3)+z{n+2(n-3)) 
is a nonnegative integral combination of n, n - 1, n - 3. Now $(n - 3)(n - 
2)-a={f(n-3)-a}(n-2)+a(n-3)=t(n-2)+a(n-3), where t 
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= 4 (n - 3) - u 2 2 by the choice of a. So t( n - 2) is a nonnegative integral 
combination of n, n - 1, n - 3. This completes the proof of Lemma 7.2. n 
THEOREM 7.1. Zf n is an odd number > 11, and if G is a primitive 
graphwithnverticesandL(G)={r,,...,rA} withA butL(G)#{n,n 
- l,(n - 1)/2}, then y(G)<(n2 - 3n +6)/2. 
Proof. We divide the proof into the following seven cases: 
Case I. If s=rh<(n-5)/2, then y(G)<n++(n-2)<(n2-5n+10)/2 
Q (n2 - 3n +6)/2. 
Case 2. If (n + 1)/2 < r, < n - 5, then yx + yx_ r > n and Lemma 7.1(i) 
gives us 
d(r,,..., rA)<n-l+2~I~A(r-,-1;) 
\ . 
<n_l+(n-l)-J$A.=?&!!, 
Also r,>(n+1)/2 and h>3 implies that {rr,...,rh} is not a 
reduced set. Vitek’s theorem gives us 
q+,...,r& [+r*](r1-2)$9(n-2)= n2-;+10, 
so 
3n-5 4- + n2-7n+lO n2-4n+6 n2-3n+6 = 
2 2 2 
Q 
2 . 
Case 3. rx = (n - 3)/2. 
Subcase 3.1. If { rl, . . . , r, } is not a reduced set, then 
Also 3r, = 3( n - 3)/2 > n, so Lemma 7.l(iii) gives us 
d(r,,..., rh)<2n+rI-1. If r,<n-rA, we then have 
d(r,,..., rh)<2n+r,-1<3n-rA-1, and if r,>n 
- rA then Lemma 7.l(ii) gives us d( rl,. . . , rh) < n + r1 
-163n-rx-l.Soinanycasewehaved(r,,...,r,) 
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< 3n - r, - 1 = (5n + 1)/2. so 
Q n2-5n+6 n2 +5n +8 -= 
4 
+ 5n+l 
2 4 
d n2-3n+6 
2 * 
Subcase 3.2. If { ri, , . , , r,., } is a reduced set, then: 
(a) If rA_, > (n +3)/2, then r, + rx-, > n. By Vitek’s 
theorem +( ri, . . , , rh) = cp(r,, rx) for some i, since 
{ri,..., r,, } is a reduced set. We also know that all 
rj’s are nonnegative integral linear combinations of 
I; and rA. But r, + r, > rA_ 1 + rA > n > rj, so ail rj’s 
except ri are multiples of r,. So we have 
d(r,,..., rx)<n-1+max2,iG~(riP1-~)<(n-l) 
(n - 3)/2 = (3n - 5)/2. Also 
<(n-l)(J$-l)- n2-in+5, 
so 
3n-5 
6------- 
2 
+ n2-6n+5 
d 
n2-3n+6 n2-3n 
2 2 d 2 * 
(b) If rAP,&(n+3)/2,then$(r,,...,rA)=$(ri,rX)fori= 
X-l, since r x_l<(n+3)/2 is not a multiple of r,= 
(n - 3)/2. So 
=n2-4n-5 
4 . 
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Also, that { r,, . . . , r, } is a reduced set implies rr 2 
2r, = n - 3, so rr + T,, > n. By using Lemma 7.l(ii) 
we get d(rl,...,rX)<n+r,-1,<2n-1. So 
y(G)gd(r,,...,r,)++(r,,...,r,)<2n-l+(n”-4n- 
)/4=(n2+4n-9)/4d(n2-3n+6)/2. 
&se 4. rx = (n - 1)/2. Note that if rx_ 1 >, n - 1, then we have either 
A=2 or L(G)= { n, n - l,(n - 1)/2}, contradicting the hypothesis. 
So we must have r,_ r d n - 2. 
Subcase4.1. rx_r=(n+1)/2; then 
= n2-4n+3 
4 . 
But r,+rA>n,sowehaved(r,,...,rx)<n+r,-l< 
2n - 1 by Lemma 7.l(ii). So 
d2n_l+n2-4n+3 n2+4n-1 = 
4 4 
~ n2-3nf6 
2 
Subcase 4.2.(n + 1)/2 < r,_, < n - 2; then rA-r + r,, > n, so 
d(r,, . . .,rA)<n-l+max 2<i<X i-l (r -);)<n-l+ 
n - 3)/2 = (3n - 5)/2 by Lemma 7.1(i). 
(a) If { rl, . . . , rx } is a reduced set, then the only possi- 
bility is L(G) = { r,, r,, rs} = {n - 1, r2,(n - 1)/2}. 
Hence 
dq,... rA)=+(r2,rs)=(r2-1)(9-l) 
n-3 
<(n-3)-= 
n2-6n+S 
2 * 
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3n-5+ n2-6n+9 
B-- 
= n2-3n+4 
2 2 2 
~ n2-3n+6 
2 
(b) If { rl,. . . , rA } is not a reduced set, then 
44r,,..., rA)< [$rh](rL-2)<+(n--2) 
= n2-3n+2 
4 . 
so 
~(G)~d(~,,~~,...,~,)+~(~,,~~,...,~,)~(3n-5)/2+ 
(n2-3n+2)/4=(n2+3n-8)/4,<(n2-3n+6)/2. 
Case 5: rx=n-4. Then rA_l+rA>n, and {rI,.,.,rh} is not a reduced 
set, because n >, 11. So 
Q(n-1)+3+[+(n-4)](n-2) 
= n +2+ &(n - 5)(n - 2) 
= n2-5n+14 
2 
d n2-3nf6 
2 * 
Case 6. r, = n - 3. 
Subca.se6.1. L(G)={n,n-l,n-2,n-3); then 
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Subcase 6.2, 
+trr,..., rj)=+(n,n-1,~2~~3) 
zz 
[ 1 I!$ (n-3)< n2-53nf6 
by Roberts [8], because { rr,. . . , rA} is now an arith- 
meticprogression, so y(G)~d(r,,...,r,)+~(r,,...,r,) 
<n+(n2- 5n+6)/3-(n’--2n+6)/3d(n2-3n+6)/2, 
L(G)={n-l,n-2,n-3}, then d(r, ,..., r,,)<n- 
l+max 2~i~X(qP1-q)=nbyLemma7.1(i),and 
+(rp... ,rJ=+(n-l,n-2,n-3)= 
[ 1 T (n-3) 
= n2-6n+9 
2 
by Roberts [8]. So 
y(G)~d(r,,...,r,)+~(r, ,...,rA)dnf 
n2-6n+9 
2 
= n2-4n+9 n2-3n+6 
2 < 2 . 
Subcase 6.3. L(G)={n,n-2,n-3); then d(rr,...,rA)<n-1+ 
max2G-iGA(ri_, - 1;)= n + 1 by Lemma 7.1(i), and 
Nr,, . *. > rx) G (n2 - 6n + 13)/2 by Lemma 7.2. So 
y(G)~d(r,,...,~h)+~(r~,...,~h) 
dn+l+ n2-6n+13 = n2-4n+15 
2 2 
~ n2-3n+6 
2 . 
Subcase 6.4. L(G) = { n, n - 1, n - 3); same proof as Subcase 6.3. 
by Lemma 7.1(i), and 
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Cuse7. rA=n-2. TheonlypossibilityisL(G)={n,n-l,n-2}.Then 
by Lemma 7.1(i), we have d(rl,...,rh)< n - l+max,Ci.X(ri_I- 
r,)= n and 
$(r,,..., rx)=+(n,n--l,n-2)= 
[ 1 9 (n-2) 
= (n - 3)(n - 2) = n2 - 5n +6 
2 2 
by Roberts [8]. So 
y(G)d(rl ,..., rk)+Q(rI ,..., rA)<n+ n2-in+6 
= n2-3n+6 
2 . 
This completes the proof of Theorem 7.1. n 
Now we consider the exceptional case in Theorem 7.1, namely, the case 
where L(G)= { n, n - l,(n - 1)/2}. 
LEMMA 7.3. Let n > 7 be an odd number, G be a primitive graph with n 
vertices, and L(G)= { rl, rz, r3} where r1 = n, rz = n - 1, r, = (n - 1)/2. 
Then 
Proof. Note that this lemma is in some sense the converse of Theorem 
4.1 [in the special case where L(G) = { n, n - 1, (n - 1)/2}]. Also note that 
r, = 2r,, so 
So the above inequality is actually the inequality ( n2 - 2n + 1)/2 < y(G) < 
( nz - 2n + 3)/2. 
Note that we only need the lower bound y(G) > ( n2 - 2n + 1)/2 in the 
proof of Theorem 7.2 below. The upper bound part is not needed in the rest 
of this paper. 
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(a) First we prove y(G) < +(r,, rz, r3)+ n + rl - rz - 1= $(ri, r,, ra)+ n. 
For this it will suffice to show y(x, y) < +(ri, r,, ro)+ n for all X, y E V(G). 
If x = y, we take the closed path along the Hamiltonian circuit of length n 
from x to X. We get d,(,,( x, x) < n, so Y(X, x) < 9(r,, rz> r3)+ d,&, x) < 
+(ri> 5, rs)+ 72. 
If x # y, then any circuit of length n - 1 contains either x or y. Let 
P(x, y) be the shortest path from x to y with length d(x, y). Notice that we 
have the following two facts: 
(1) Every integer of the form d(x, y)+a,n + az(n - l)+ us(n - 1)/2 
with a, > 0 or a2 > 0 is the length of some walk from x to y. 
(2) Every integer m B +( n, n - 1, (n - 1)/2) can be written as m = u,n 
+ u2(n - l)+ us(n - 1)/2 with either a, > 0 or a2 > 0. 
Fact (1) is true because we can add a Hamiltonian circuit to P(x, y) or add a 
circuit of length n - 1 (at one of the vertices x and y) to P(x, y); then the 
new walk will meet every other circuit. Fact (2) is true because m 3 $( n, n - 
1, (r~ - 1)/2) means m = b In + b,( n - 1) + b3( n - 1)/2 for some nonnegative 
integers b,, b,, b,. If b, > 0 or b, > 0, we get what we want. If b, = b, = 0, 
then m = b3( n - 1)/2 but 
ma@ n,n-1, 
i 
J!$.)=$(n,K$j>?$, 
so m = b3( n - 1)/2 means b, > 2. So m = (n - 1) + (b, - 2)( n - 1)/2. This 
is in the situation where a2 = 1 > 0. This proves fact (2). 
Now it is clear that facts (1) and (2) imply that y( X, y ) =$ $( n, n - 1, (n - 
1)/2) + d( x, y) < +( n, n - 1, (n - 1)/2)+ n - 1. Combining this with the case 
x = y, we get y(G) 6 +(r,, r2, rs)+ n = $(rl, r2, r+)+ n + rl - G_ - 1. 
(b) Next we prove y(G) > +(ri, r,, rs)+ rl - 1 = cp(rl, r,, rs)+ n - 1. Label 
the vertices of G so that C = (12.. . nl) is a Hamiltonian circuit of G. We 
claim that there is some i E { 1, . . . , n } such that (i, i + 2) is an arc of G (read 
the integers mod n), i.e. G contains a subgraph isomorphic to the graph D in 
Figure 6. Suppose not; then (i, j) can possibly be an arc of G only when 
j - i = 1 or j - i = (n + 3)/2 (mod n ), since ( j, j + 1,. . . , i, j ) is a circuit of 
length = i - j + 1 (mod n), which is either equal to rs = (n - 1)/2 or equal 
to r1 = n. Let C’= (tit,. . . t, _ It,) be an elementary circuit of length n - 1; 
then for k = 1 2 , ,***1 n-l, wehave tk+l- tk=10r(n+3)/2(modn)(ifwe 
agree that t,, = tl). Suppose 
tk+l - t, = 1 for k E S,, 
n-t3 
tk+l 
-t,s----- 
2 
for kES,, 
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FIG. 6. 
where SitiS,= {1,2,..., n - l}. Let (S,I = h and IS,1 = n - 1 - h; then 
(n-l-h)+h.(Fj=O(modn) 
because C ’ is a closed path. So 
2(n-l-h)+h(n+3)=O(modn), 
h-2=O(modn); 
but 0 < h G n - 1, so we have h = 2. 
Now we may assume t, + 1 -t,=(n+3)/2(modn)and tb+l-tD=(n+ 
3)/2(modn)forl<a<b<n-1: 
n+3 n+3 
t1+t2+ **- +t, 5 to+l+. .* +t, 5 tb+l+. .* -+tn_l+tl. 
. 
U-l b-(a+l) n-(b+1) 
Because C’=(t,t,...t,_, 1 t ) is an elementary circuit, no vertex can be 
repeated except t,, so ti - tj g 0 (mod n) if i f j. Hence (a - I)+ { b - (a + 
l)}+(n+3)/2<n-1; otherwise we could find l<i<j<b such that 
t.-ti=O(modn). From this we get b<(n-1)/2. Similarly n-(b+l)+ 
i b - (a + l)} + (n + 3)/2 < n - 1, so a 2 (n + 1)/2. This contradicts the fact 
a < b. So G must contain a subgraph which is isomorphic to the graph D in 
Figure 6. 
Now look at the graph D in Figure 6. We claim either d( z, y) = n - 1 or 
d(y, X) = n - 1 in G. If not, d( z, y) < n - 1 and d(y, x) < n - 1; then 
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d(z, y) = n - 2 or (n - 3)/2 and d(y, x) = n - 2 or (n - 3)/2, since L(G) 
= {n,n-l,(n-1)/2}. H ence we get a walk from x to x of length 
(n - 2)+(n - 2) or n - 2+(n - 3)/2 or (n - 3)/2+(n - 3)/2. Add the arc 
(x, z) to this walk; we get a closed walk from x to z of length 2n - 3 or 
(3n - 5)/2 or n - 2, which are respectively 4. (n - 1)/2 - 1,3. (n - 1)/2 - 1, 
and 2.(n - 1)/2 - 1. It is easy to see that none of them is of the form 
a . (n - 1)/2 + bn for nonnegative integers a, b, because for u = 2,3,4, 
n-l 
U- ( 1 2 -l+(n-3-u)~=(n-3)~-1=+(n,~)-l, 
and n>,7means n-3-uaO.Now+(n,(n-1)/2)-lisnotoftheform 
a(n - 1)/2-t bn; so u(n - 1)/2 - 1 is not of that form. This is a contradic- 
tion, because the length of every closed walk must be of the form a( n - 1)/2 
+bn. So we have d(z,y)=n-1 or d(y,x)=n-1. Say d(x,y)=n-1; 
then every elementary path from z to y has length n - 1. It follows that 
every walk from z to y has length of the form d(z, y)+ a(n - 1)/2 + bn = n 
- 1 + a(n - 1)/2 + bn, because every walk can be obtained by adding 
elementary circuits to some elementary path. So y( z, y) = $( n, (n - 1)/2)+ n 
- 1 = $(ri, r,, rs)+ n - 1. So 
This completes the proof of Lemma 7.3. n 
Now we want to find the necessary and sufficient condition for an odd 
integern>,11tosatisfy[(n2-4n-9)/2,...,(n2-2n+3)/2]cE,.Bytak- 
ing {ri,rz}={n-2,(n-1)/2} d an using Theorem 4.1, we have [(n’ - 4n 
-t 3)/2,. . . , (d - 3n +4)/2] c E,. By taking { ri, r,, rs} = {n, n - 1, n - 2) 
andusingTheorem4.1,wehave[(n2-3n+4)/2,...,(n2-3n+6)/2]~E,. 
Combine these two results, we have [( n2 - 4 n + 9)/2,. . . , ( n2 - 3n + 6)/2] c 
E,. By taking {rirr2,r3} = {n,n - l,(n - 1)/2} we have [(n”- 2n + 
1)/2,..., (n2 - 2n +3)/2] c E,, so 
n2-4n+9 n2-2n+3 n2-2n-1 
2 >*.., 2 ,***, 2 1 
GE”. 
Theorem 7.2 wilI give a number theoretical criterion for an integer m E [(n” 
- 3n +8)/2,..., ( n2 - 2n - 1)/2] to satisfy m E E,. 
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First we quote the following result by Lewin and Vitek: 
THEOREM [7]. Let G be a primitive graph with n vertices. Suppose that 
L(G)=(r,,r,} andthat y(G)>(n2+2n+l)/4 and y(G)>2n-2. Then 
+(rl,rz)+ rl- 1 d y(G)< $(T~, Q+ n + rl - r, - 1. 
Proof. See [7, Theorem 4.1, Theorem 4.2, and Corollary 3.21. 
Now we can prove the following theorem: 
THEOREM 7.2. Let n be an odd integer > 11. Suppose m is an integer 
with (n2 - 3n + 8)/2 d m < (n2 - 2n - 1)/2. Then m E E, iff there exist 
positive integers rl, rz. satisfying n > rI > r. and gcd( r,, rz) = 1 such that 
$(rl, r2)+ r, - 16 m Q @(rI, rz)+ n + rl - rz - 1. 
Proof. The sufficiency follows from Theorem 4.1, so we only need to 
show the necessity. If m E E,, then m = y(G) for some primitive graph G 
with n vertices. Suppose L(G) = { rl, . . . , r, }; then by Theorem 7.1 and 
Lemma 7.3, we must have X = 2, so L(G) = { rl, rz} for some positive 
integers r, and rs satisfying n > r, > r, and gcd(r,, rs) = 1. Using the previous 
theorem of Lewin and Vitek and noting that y(G) = m > ( n2 - 3n + 8)/2 
with n > 11 means y(G) > ( n2 + 2n + 1)/4 and y(G) > 2n - 2, we get the 
necessity of Theorem 7.2. n 
Now we use Theorem 7.2 to give a counterexample to Lewin and Vitek’s 
conjecture: 
EXAMPLE. Let n=ll; m=48 is below [$w,]+l=(n”-2n+3)/2= 
51, but 48 4 E,,. 
Proof. (n2 - 3n +8)/2 = 48, (n2 - 2n - 1)/2 = 49, so (n2 - 3n +8)/2 
< 48 Q (n2 - 2n - 1)/2. We claim that for any pair of integers rl, r2 with 
n>r,>r, and gcd(r,,r,)=l, 48g[9(rI,rz)+rI-l,...,+(r,,rz)+n+rl- 
rz - 11. We can see this by considering the following cases: 
(a) rz < 4: Q(rl, r2)+ n + rl - r, - 1= (ri - 2)r, + n < 47. 
(b) rz = 5, r, < 9: +(r,, r2)+ n + r, - r2 - 1 = (ri - 2)r, + n < 46. 
(c) r2 = 5, r, = 11: @(rl, r2)+ r, - 1 = (ri - l)r, > 50. 
(d) rz = 6, r, d 7: +(rIr r2)+ n + r, - 1 = (rI - 2)r2 + n d 41. 
(e) rz=6, r,=ll: $(r,,r,)+r,-l=(r,-l)r,>,60. 
(f) r, b 7: then rl > r2 + 12 8, so $(r,, r2)+ rl - 1 = (ri - l)rs > 49 
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So 48 4 E,, by Theorem 7.2. Thus in the case when n = 11, not e\ ery 
integer below [ 4 wn] + 1 is an exponent of some n X n primitive matrix. H 
1 would like to thank Professor R. A. Brualdi, who has given me great help 
in my study and research in combinatorics, matrix theory, and other fields. 
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