We consider the problem of digital communication in a Rayleigh flat fading environment using a multiple-antenna system, when the channel state information is available neither at the transmitter nor at the receiver. It is known that at high SNR, or when the coherence interval is much larger than the number of transmit antennas, a constellation of unitary matrices can achieve the capacity of the non-coherent system. However, at low SNR, high spectral efficiencies, or for small values of coherence interval, the unitary constellations lose their optimality and fail to provide an acceptable performance.
I. INTRODUCTION
Exploiting propagation diversity by using multiple antennas at the transmitter and the receiver in wireless communication systems has been recently proposed and studied using different approaches [1] - [8] . In [1] , [2] , it has been shown that in a Rayleigh flat fading environment, the capacity of a multiple antenna system increases linearly with the smaller of the number of transmit and receive antennas, provided that the fading coefficients are known at the receiver. In a slowly fading channel, where the fading coefficients remain approximately constant for many symbol intervals, the transmitter can send training signals that allow the receiver to accurately estimate the fading coefficients; in this case, the results of [1] , [2] are applicable.
In fast fading scenarios, however, fading coefficients can change into new, almost independent values before being learned by the receiver through training signals. This problem becomes even more acute when large numbers of transmit and receive antennas are being used by the system, which requires very long training sequences to estimate the fading coefficients. Even if the channel does not change very rapidly, for applications which require transmission of short control packets (such as RTS and CTS in IEEE 802.11), long training sequences have a large overhead (in terms of the amount of time and power spent on them), and significantly reduce the efficiency of the system. A non-coherent detection scheme, where receiver detects the transmitted symbols without having any information about the current realization of the channel, is more suitable for these fast fading scenarios.
The capacity of the non-coherent systems has been studied in [5] , [6] , where it has been shown that at high SNR, or when the coherence interval, T , is much greater than the number of transmit antennas, M , capacity can be achieved by using a constellation of unitary matrices (i.e. matrices with orthonormal columns). Optimal unitary constellations are the optimal packings in complex Grassmannian manifolds [9] . These packings are usually obtained through exhaustive or random search, and their decoding complexity is exponential in the rate of the constellation and the block length (usually assumed to be equal to the coherence interval of the channel), or linear in the number of the points in the constellation.
In [7] , a systematic method for designing unitary space-time constellations has been proposed, however, the resulting constellations still have exponential decoding complexity. A group of low decoding complexity real unitary constellations has been proposed in [8] . These real constellations are optimal when the coherence interval is equal to two (symbol periods) and number of transmit antennas is equal to one. However, the proposed extension to large coherence intervals or multiple transmit antennas does not maintain their optimality.
In this paper, we consider constellations of orthogonal (rather than orthonormal) matrices, and propose a new design criterion for non-coherent space-time constellations based on the KullbackLeibler (KL) distance [10] between conditional distributions. By imposing a multi-level structure on the constellation, we decouple the design problem into simpler optimizations and use the existing unitary designs to construct the optimal multi-level constellation. Our motivations for considering non-unitary constellations and proposing the new design criterion are the following:
• The long coherence time requirement for the optimality of the unitary constellations makes them less desirable for high-mobility scenarios. For example, all of the unitary constellations of [6] - [8] have been designed for the case of T > 1. For T = 1, they provide only one signal point, which is obviously incapable of transmitting any information. The capacity of discrete-time fast Rayleigh fading channels (T = 1) has been studied in [11] , and has been shown to be greater than zero. It has also been shown that the capacity achieving distribution for T = 1 is discrete, with a finite number of points, and one of them always located at the origin. In general, long coherence interval means a slowly fading channel (in which case a training based coherent transmission might be more desirable), whereas the non-coherent constellations are usually needed when channel changes rapidly and training is difficult or expensive (in terms of the amount of time and power spent on that).
• The high SNR requirement for the optimality of the unitary constellations implies low power efficiency. This is because the capacity is a logarithmic function of the average power, and thus, a linear increase in the power results in only a logarithmic increase in the capacity.
Considering the power limitations in the battery operated devices, the high SNR requirement cannot be easily satisfied by mobile devices.
• It appears that the unitary designs are not completely using the information about the statistics of the fading [12] . It can be easily shown that, e.g., in the case of real constellations for M = 1 and T = 2, a non-Bayesian approach (i.e., assuming that fading is unknown, with no information about its distribution), would result in a unitary design. If the statistics of the fading process are known at the transmitter and the receiver, (e.g., if the channel is assumed to be block Rayleigh flat fading, with fading coefficients from the distribution CN (0, 1)), then a design criterion which takes this knowledge into account more efficiently, would result in better constellations (in terms of error rate performance).
• A common performance measure for evaluating different constellations in communication systems is the average symbol error probability. However, the expressions for the average error probability are usually very complicated, and do not provide much insight into the design problem. Therefore, we initially consider the pairwise error probability as our performance and design criterion. Unfortunately, the exact expression and even the Chernoff upper bound for the pairwise error probability do not seem to be tractable for a general noncoherent constellation. Moreover, except for the special case of unitary constellations, the pairwise error probabilities are not symmetric. The KL distance is an asymmetric distance, is relatively easy to derive even for general multiple-antenna constellations, and is equal to the best achievable error exponent using hypothesis testing (Stein's lemma [10] ).
For the above reasons, we propose the use of KL distance between conditional distributions as the design criterion, and construct constellations for single-and multiple-antenna systems in fast and block fading channels which outperform the existing unitary constellations.
The main contributions of this paper are summarized in the following.
1) The relation between the KL distance and the ML detector performance: Using the fact that the KL distance is the expected value of the likelihood ratio, we show that, for a large number of observations (e.g., receive antennas in our case), the performance of the Maximum Likelihood (ML) detector is related to the KL distance between the conditional distributions (Lemma 3). We also show that in some cases (T = 1), for any number of receive antennas, the KL-based design criterion is equivalent to the design criteria based on the exact pairwise error probability and the Chernoff bound (Section III).
2) KL-based design criterion:
We derive the KL distance between the conditional received distributions corresponding to different transmit symbols for the general case of multipleantenna systems (Equation (30)), and propose a design criterion based on maximizing the minimum of this KL distance over the pairs of constellation points. We also derive the simplified distance for orthogonal constellations (Equation (33)).
3) Multi-level structure and decoupled optimization: By imposing a multi-level unitary structure on the constellation, we further simplify the KL distance, and decouple the design problem into simpler optimizations. As a result, we can use any existing unitary design at the levels of the multi-level constellation, and find the optimum distribution of the points among the levels, and their radiuses. In fast fading, i.e., when T = 1 and the unitary construction provides only one signal point, the new design criterion results in PAM-type constellations with unequal spacing between constellation points (Section V-A).
When the coherence interval is larger than the number of transmit antennas, the resulting constellations overlap with the unitary constellations at high SNR, but at low SNR they have a multilevel structure and show significant performance improvement over unitary constellations of the same size (Sections V-C and V-D).
The rest of this paper is organized as follows. In Section II, we introduce the model for the system being considered throughout this paper. In Section III, we derive the exact expression and the Chernoff upper bound for the pairwise error probability in the fast fading scenario, and show that they result in the same design criterion as the one suggested by the KL distance.
In Section IV, we derive the KL distance between conditional distributions of the received signal, and propose the design criterion based on that. In Section V, we present non-coherent constructions for several important cases and compare their performance with known unitary space-time constellations. We show that the new constellations can provide significant performance improvement compared to the unitary constellations, especially at low SNR and when multiple receive antennas are used. Finally, in Section VI we bring some concluding remarks.
II. SYSTEM MODEL
We consider a communication system with M transmit and N receive antennas in a block Rayleigh flat fading channel with coherence interval of T symbol periods (i.e., we assume that the fading coefficients remain constant during blocks of T consecutive symbol intervals, and change into new, independent values at the end of each block). We use the following complex baseband notation
where S is the T × M matrix of transmitted signals, X is the T × N matrix of received signals, H is the M × N matrix of fading coefficients, and W is the T × N matrix of the additive received noise. Elements of H and W are assumed to be statistically independent, identically distributed circular complex Gaussian random variables from the distribution CN (0, 1). We intentionally avoid using the scaling factor of ρ M of [7] to account for the desired signal to noise ratio (or average power constraint on the constellation). We will see in Section V, that the structure of the optimal constellation depends on the actual value of the signal to noise ratio, and constellations of the same size at different SNR's are not necessarily scaled versions of each other. Therefore we capture the SNR factor in the S matrix itself, and use the power constraint
} ≤ P , where s tm 's are the elements of the signal matrix S.
With the above assumptions, each column of the received matrix, X, is a zero-mean circular complex Gaussian random vector with covariance matrix I T + SS H . Therefore, the conditional probability density function of X n , the nth column of the received matrix, X, can be written as
Since the columns of X are statistically independent, we have the following expression for the conditional probability density function of the whole received matrix, X,
Note that the superscript N is not an exponent for p. It only specifies the column size of X and emphasizes the statistical independence of its columns. Later, when calculating the pairwise error probabilities and error exponents, we will find this notation convenient.
, and defining p
Likelihood (ML) detector for this system will have the following form
If L = 2, then the probability of error in ML detection of S 1 (detecting S 2 given that S 1 was transmitted) is given by
where we have used the notation Pr p {R} to denote the probability of set R with respect to the probability density function p. Now, if we also assume that S 1 and S 2 are transmitted with equal probabilities, then the average probability of error in ML detection will be given by
It is known [10] that this average pairwise error probability decays exponentially with the number of independent observations, and the rate of this exponential decay is given by the Chernoff information [10] between the conditional distributions.
For L > 2, even though (5) and (6) are no longer exact, we will still use them as an approximation for the pairwise error probability, which will, in turn, be used to derive the design criterion for space-time constellations.
For the special case of unitary transmit matrices, i.e., when S H l S l = (
T P M
)I M , the exact expression and Chernoff upper bound for the pairwise error probability were calculated in [6] .
However, the corresponding expressions for the general case of arbitrary matrix constellations do not seem to be easily tractable. In the next section, we will calculate these expressions for the case of a single transmit antenna in fast fading, and will show that they result in the same design criterion.
Before proceeding to the next section and deriving the expressions for the pairwise error probabilities, we notice that the conditional probability density function in (3) depends on S only through the product SS H . Since the pairwise error probability in (5) (and also in general the average error probability of the ML detector) is determined only by the conditional probability density functions, it is clear that the performance of the non-coherent multiple-antenna constellation also depends on the constellation matrices {S l } 
the new constellation will also have the same average power as the original constellation.
Therefore, (similar to the result of [5] for capacity) we have the following result.
Theorem 1:
Increasing the number of transmit antennas beyond T does not improve the error probability performance of the non-coherent multiple-antenna systems. Furthermore, any error probability performance achievable by a constellation of arbitrary matrices, can also be achieved by a constellation of orthogonal matrices.
Therefore, in the rest of this paper, we will assume that M ≤ T , and that the constellation matrices are orthogonal.
III. PAIRWISE ERROR PROBABILITY FOR FAST FADING (T = 1)
Throughout this section, we will assume that there are only two signal points in the constellation, i.e., L = 2. As mentioned in the previous section, there is no gain in using more transmit antennas than T . Therefore, we also assume that M = 1. With this assumption, the transmit matrix is simply a complex scalar. We denote this scalar by s. The conditional probability density of the received signal given the transmitted symbol is given by
In the following, we derive the exact expression for Pr(s 1 → s 2 ) in this case.
Lemma 1: For a single antenna communication system (i.e., M = N = 1) in a fast fading environment (i.e., T = 1), the pairwise error probability of non-coherent ML detector is given by
Proof: Using (5) and (8) (with N = 1), and assuming that |s 1 | < |s 2 |, we have
and
Similarly, it can be shown that if |s 1 | > |s 2 |, we have
This completes the proof.
Theorem 2: For a single transmit antenna communication system (i.e., M = 1) in a fast fading environment (i.e., T = 1), the pairwise error probability of non-coherent ML detector is given
where B is as in (11) .
Proof: Proof is by induction, and is given in Appendix I.
It is interesting to notice that, in this case, the two pairwise error probabilities, i.e., Pr(s 1 → s 2 ) and Pr(s 2 → s 1 ) are not equal, even in the limit as |s 1 | → |s 2 | − or |s 1 | → |s 2 | + . The following two identities can be verified easily.
For N = 1, the above equalities reduce to the following:
This discontinuity can be explained as follows. With the ML detector, the decision region corresponding to each constellation point is the region in which that constellation point has the largest likelihood among all of the constellation points. The likelihood functions in this case 
The probability of mistaking s 1 for s 2 is the volume under the conditional pdf corresponding to s 1 in the decision region of s 2 . The discontinuity of the pairwise error probability comes from the fact that, even though the radius of the boundary of the decision regions does not have a jump discontinuity at |s 1 | = |s 2 |, the decision region of s 2 itself suddenly changes from outside the boundary circle to inside the circle, as |s 1 | changes from a value smaller than |s 2 | to a value larger than |s 2 |. Since the volumes under the Gaussian density function in the two regions of inside and outside a circle with radius equal to the standard deviation of the distribution are different, the left and right limits of the pairwise error probability are also different, resulting in a jump discontinuity. This discontinuity can be seen in Figure 2 (a) which shows the two pairwise error probabilities as a function of B for N = 1 (B < 1 and B > 1 correspond to |s 1 | < |s 2 | and |s 1 | > |s 2 |, respectively).
Another interesting point to observe in Figure 1 is that the signal points may not belong to their respective decision regions. As we see in Figure 1 (a), the radius of the boundary of the decision region is greater than one (around 1.1774), whereas both constellation points have magnitudes smaller than or equal to one. This is not the case for large values of |s 1 | as shown in Figure 1 (b), e.g., for |s 1 | = 2, where the radius of the boundary is less than 2. Figure 1 also compares the radius of the boundary of the decision region with the arithmetic mean of the magnitudes of the constellation points (probably the most intuitive, yet incorrect, value for the radius of the boundary). As we see, for large values of |s 1 |, the radius of the boundary is much smaller than the arithmetic mean.
From Figure 2 (a), we observe that in the two disjoint regions {|s 1 | < |s 2 |} and {|s 1 | > |s 2 |}, the pairwise error probability is a monotonic function of B as defined in (11) . Therefore, assuming |s 1 | < |s 2 |, minimizing the pairwise error probability is equivalent to minimizing
B.
The next proposition gives the Chernoff bound on the exponent for pairwise error probability in this case.
Proposition 1: Consider a single transmit antenna communication system (i.e., M = 1), in a fast fading environment (i.e., T = 1). The largest achievable exponent for the average probability of error (i.e., the Chernoff information [10] ) for this system is given by the following expression
where B is as in (11). Proof: See Appendix II.
Notice that since B > 0, and ln(B) and B − 1 have the same sign, the Chernoff distance in (16) is well-defined, and since x − ln(x) − 1 ≥ 0 for x > 0, it is always greater than or equal to zero.
Figure 2(b) shows the exact average error probability, and the Chernoff bound for the average error probability given by
As we see, the Chernoff bound is also a monotonic function of B in the two regions of {B < 1} and {B > 1}. We will see later in Section V-A, that the Kullback-Leibler (KL) distance between the two conditional distributions corresponding to the two different transmitted symbols is given by
This expression is also a monotonic function of B in the two regions of {B < 1} and {B > 1}.
Therefore, the three different criteria of (a) minimizing the maximum of the exact pairwise error probability, (b) maximizing the minimum of the Chernoff distance, and (c) maximizing the minimum of the KL distance, are all equivalent to minimizing the maximum of B (assuming B < 1), and will result in the same constellation. In Section V-A, we design new constellations based on this design criterion and compare their performance with the performance of the conventional PAM constellations.
IV. DESIGN CRITERION
It is known [5] that the capacity achieving signal matrix for the non-coherent systems can be written as S = ΦV , where Φ is a T × M isotropically distributed unitary matrix, and V is an independent M × M real, nonnegative, diagonal matrix. It is also known [6] that when the SNR is high or when T M , the capacity can be achieved by a unitary signal matrix (i.e., a signal matrix with orthonormal columns obtained by setting V to a deterministic multiple of the identity matrix).
Based on these results, unitary space-time modulation has been studied in [6] , where expressions for the exact pairwise error probability as well as the Chernoff upper bound for the pairwise error probability of unitary matrices have been derived. These expressions suggest a design criterion based on minimizing the singular values of the product matrices, Φ H i Φ j , over all pairs of the constellation points. In [8] , it has been shown that this design criterion is approximately equivalent to maximizing the minimum so-called square Euclidean distance between subspaces spanned by columns of the constellation matrices. It can be shown (see Appendix VI) that the square Euclidean distance between subspaces is equivalent to the chordal distance, as defined in [13] . Therefore, unitary designs can be considered as packings in the complex Grassmannian manifolds [13] .
The problem with the unitary constellations is that they are optimal only at high SNR or when T M . These requirements are rather restrictive, and cannot be met in many situations of practical importance. Operation at high SNR means low power efficiency, which is in contradiction with the low power requirements of the wireless systems. On the other hand, large coherence interval means a slowly fading channel, in which case a training based coherent signaling might be more desirable. In fact, the main motivation for non-coherent communication is to deal with fast fading scenarios where training is either impossible or very expensive (in terms of the fraction of time and energy spent on that). Even if the coherence interval is large, because of the exponential growth of the constellation size and (in most cases) decoding complexity with T , one might decide to design a constellation for a block length with is much smaller than T .
optimality and fail to provide a desirable performance. For these reasons, in this work we do not assume a unitary structure on the constellation matrices, and try to design non-coherent signal sets of matrices with orthogonal (rather than orthonormal) columns.
Unlike the case of unitary constellations, the pairwise error probability of the non-coherent ML detector, which is approximately given by (5), does not appear to be tractable in the more general case of orthogonal matrices. Even the Chernoff distance (see Appendix II for the definition and an example), which determines the exponential decay rate of the average pairwise error probability of the ML detector [10] , does not seem to admit a simple closed form expression for arbitrary orthogonal multiple-antenna constellations. Therefore, inspired by the Stein's lemma [10] , we will use, as our performance criterion, the upper bound on the exponential decay rate of the pairwise error probability, given by the Kullback-Leibler (KL) distance [10] between conditional distributions. If p 1 and p 2 are two probability density functions on the probability space (X , F), then the KL distance between them is defined as
where E p 1 denotes expectation with respect to p 1 . We also use the notation Pr p {R} to denote the probability of set R ∈ F with respect to the probability density function p.
Stein's lemma [10] relates the KL distance with the pairwise error probabilities of hypothesis testing:
Lemma 2 (Stein's lemma): Let X 1 , X 2 , . . . , X N ∈ X be drawn i.i.d. according to the probability density function q on X . Consider the hypothesis test between q = p 1 and q = p 2 , where p 1 and p 2 are probability density functions on X , and
acceptance region for hypothesis 1. Denote the probabilities of error by
and define
Then
In other words, the best achievable error exponent for Pr(S 2 → S 1 ) with the constraint that
is smaller than a given value, is given by D (p(X|S 1 ) p(X|S 2 )). It turns out that this error exponent is not achieved with the maximum likelihood detector, but with a detector which is highly biased in favor of the second hypothesis. Nevertheless, it serves as an upper bound on the pairwise error exponent of the ML detector. The following lemma shows that the performance of the ML detector is, in fact, related to the KL distance between the distributions.
(As we saw in Section III, at least in fast fading, i.e., when T = 1, the KL-based design criterion is equivalent to the design criterion based on the exact pairwise error probability and also the Chernoff bound.)
. . , X N ∈ X be drawn i.i.d. according to the probability density function p 0 on X . Consider two hypothesis tests, one between q = p 0 and q = p 1 , and the other between q = p 0 and q = p 2 , where p 1 and p 2 are probability density functions on X , and
denote the likelihood ratios for the two tests, so that the probabilities of mistaking p 0 for p 1 and p 2 using the ML detector are given by P e1N = Pr p 0 {L 1N < 1} and P e2N = Pr p 0 {L 2N < 1}. Also denote by ∆D the difference between the two KL distances, i.e.,
With these assumptions, we will have
Since X i 's are assumed to be drawn i.i.d. according to the probability density function p 0 , by the weak law of large numbers, we have
Multiplying the numerator and denominator of the argument of the ln(·) function by p 0 (x), we have
From equations (23), (24), and (25) we have
which means that for any δ > 0,
. From (27) we will have,
or
The above lemma states that, for sufficiently large N , with high probability the likelihood ratio of the first test is greater than the likelihood ratio of the second test, and the ratio of the two likelihood ratios grows exponentially with N . Recalling that the error probability of each test is the probability that its corresponding likelihood ratio is smaller than one, this implies that for large N , the first test will have a lower probability of error than the second test.
In the above lemma, N is the number of independent observations. In our case, independent observations can be obtained by using an outer code which operates over several independent fading intervals, or simply by using multiple receive antennas.
In Appendix III, we show that the KL distance between p N i and p N j (obtained by substituting S i and S j for S in (3)), is given by
Adopting the KL distance as performance criterion, the signal set design criterion in general will be maximization of the minimum KL distance between conditional distributions corresponding to the signal points, i.e., assuming equiprobable signal points,
where 
This expression, in spite of its notational simplicity and also its resemblance to the well-known rank and determinant criteria of coherent space-time codes [4] , does not provide much insight into the design problem. Moreover, the power constraint does not appear to be easily expressible in terms of the above eigenvalues. Therefore, in the next section, we will try to approach the design problem by imposing some extra constraints on the signal set and directly simplifying the original expression in (30). Since the actual value of N does not affect the maximization in (31), in designing the signal constellations we will always assume that N = 1.
V. SIGNAL SET CONSTRUCTION
In Theorem 1, we showed that any error probability performance achievable by a constellation of arbitrary matrices, can also be achieved by a constellation of orthogonal matrices. Therefore, in this work we will only consider matrix constellations with orthogonal columns. In Appendix IV, we show that with this assumption, the KL distance expression in (30) can be written as
where we have used the notation S lm to denote the mth column of S l . The expressions for KL distance in (33) is not very illuminating as it is. Therefore, we study the signal set construction problem through a series of special cases. These special cases will provide an understanding of the nature of the KL distance in (30) by breaking it down into simpler components. In most cases, this results in a systematic technique for constellation design.
Notice that Sections V-B and V-D correspond to single-antenna and multiple-antenna unitary constellations, and are special sub-cases of Sections V-C and V-E, respectively. It is shown in these sections that, assuming orthonormal signal matrices, the KL-based design criterion reduces to the previously proposed design criterion for the unitary constellations [6] , [8] . Therefore, unitary designs can be considered as special cases of the more general constellations designed using the KL-based criterion. Simulation results corresponding to Sections V-B and V-D are presented in Sections V-C and V-E, respectively, where the unitary designs are compared with their multi-level versions designed using the KL-based criterion.
A. Fast Fading (T = 1)
As stated in Theorem 1, there is no gain in using more than T transmit antennas. Therefore, in this case we consider only single transmit antenna systems, where signal matrices are complex scalars. The KL distance of (33) reduces to
It can be easily verified that, similar to the pairwise error probability (12) and the Chernoff information (16), the KL distance is also a monotonic function of B =
1+|s j | 2 in the two regions of {B < 1} and {B > 1}. Therefore, for a single transmit antenna system in fast fading, maximizing the minimum of the KL distance is equivalent to minimizing the maximum of the exact pairwise error probability as well as the Chernoff bound. The following theorem characterizes the solution to the maximin problem in this case. 
Proof: See Appendix V. constellation vs. average transmit power. As we see, the spacings between pairs of consecutive points are not equal. However, in terms of the KL distance, these points are, by construction, equally spaced. At high SNR, the outer points have to be placed farther apart than the inner points, to maintain a constant KL distance. Therefore, for a PAM constellation with equally spaced points, the outer points have a smaller KL distance than the inner points. In fact, it can be easily shown that in (34), if the ratio of the magnitudes of two constellation points is constant, by increasing SNR the KL distance between those two points converges to a finite constant. This results in an error floor for a PAM constellation as shown in Figure 3(b) . However, as we see in this figure, the optimal constellation does not see any error floor.
B. T > 1, M = 1, and S
This is the case of single transmit antenna systems in block fading environment, with constellation points which are column vectors and all lie on a sphere in C T . Since all of the points have the same magnitude, these constellations can be considered as single antenna unitary constellation.
The KL distance of (33) reduces to
where · is the inner product operation, and ∠S i , S j denotes the angle between signal vectors S i and S j . This distance depends only on the angle between the signal points.
The optimum constellation in this case, is obviously the one that is designed to maximize the minimum angle between subspaces spanned by the signal points (or equivalently, minimizes the maximum absolute inner product or correlation between signal points). This is the same design criterion proposed for unitary constellations [7] , [8] if only one transmit antenna is considered.
Examples of such designs can also be found in [7] and [8] .
For T = 2, if we confine ourselves to real constellations, the above criterion results in the signal set
, which is the same as the signal set proposed in [8] . As also mentioned in [8] , these so-called PSK constellations, have the advantage of low complexity decoding based on a single phase calculation and quantization. Therefore, we will use these constellations for a more general design explained in the next subsection. Notice that the angle between adjacent points is π/L, not 2π/L. This is because this angle is actually the angle between subspaces containing the constellation points, and thus has to be considered modulo π.
C. T ≥ 1 and M = 1
This is the general case for single-antenna constellations. The KL distance in (33) reduces to
As we see, the KL distance between any two points consists of two parts: D 1 (p i p j ) due to having different magnitudes (lying on different spheres in C T ), and respectively, and defining the intra-subset and inter-subset distances as
Without loss of generality, we can assume that r 1 < r 2 < · · · < r K . With this assumption, and 
The suboptimality of this approach comes from the fact that in the above formulation of
, it is assumed that for any two subsets C k and C k+1 , there are two constellation
. This assumption is not necessarily true for the optimal constellation. However, since D(
guaranteed that the actual minimum KL distance of the resulting constellation from the above optimization will not be smaller than the minimum in (40). Moreover, with this assumption, for
we can decouple the original optimization problem into the following simpler problems: 1) For each subset (each k ∈ {1, . . . , K}), find the best configuration of l k points on the surface of the kth sphere, C k , i.e., maximize the minimum intra-subset distance inside the kth subset. Notice that r k appears in D intra (k) only through a multiplicative factor, and does not affect this optimization. Also notice that this step is equivalent to designing a single antenna unitary constellation of l k points (see Section V-B), and any existing unitary design (e.g., [7] or [8] ) can be used at this step.
2) Solve the following continuous optimization to find the radiuses of the subsets:
This optimization problem can be solved numerically, e.g., using the fminimax function of the Matlab program (which uses a Sequential Quadratic Programming method to solve the non-linear constrained optimization problems).
The solution to the problem in (40) can then be obtained by searching over all possible values
The following proposition can be used to further restrict the domain of search:
Proposition 2: The solution of (40) satisfies the following inequalities:
Proof: Let {K, l 1 , . . . , l K , r 1 , . . . , r K } be the solution of (40), with l K ≥ 1. Suppose, for the sake of contradiction, that l k > l k+1 for some k ∈ {1, . . . , K − 2}. Now, by removing one point from subset k + 2 and adding it to subset k + 1 (and rearranging the points in these two subsets to maximize the minimum intra-subset distances), and specifying the parameters of the new constellation by a " " sign (e.g., l k+1 = l k+1 + 1 and l k+2 = l k+2 − 1), we will have 1) D intra is an increasing function of the subset radius, and a non-increasing function of the subset size (number of points in the subset). Therefore, since r k+1 > r k and l k+1 ≤ l k , we have
and since r k+2 = r k+2 and l k+2 < l k+2 we have,
Since all other intra-subset distances and also the inter-subset distances are not affected by this change, the overall minimum KL distance of the new constellation will be greater than or equal to the minimum KL distance of the original constellation.
2)
k+2 < 0. Therefore, the average power of the new constellation is smaller than the average power of the original constellation. Now, by appropriately scaling the new constellation, we can make the average powers of the two constellations equal, and obtain a new constellation which has a larger minimum KL distance. This is a contradiction with our initial assumption. Therefore, the solution of (40) should satisfy (42). 3) For each member of the above collection, perform the following steps, and find the best achievable minimum distance: a) For each subset (each k ∈ {1, . . . , K}) , find the best configuration of l k points on the surface of the kth sphere, C k , i.e., maximize the minimum intra-subset distance inside the kth subset (unitary design). b) Solve the continuous optimization in (41) to find the radiuses of the subsets. 4) Store the parameters of the constellation with the largest minimum KL distance from the previous step as the best candidate with K levels. Assuming that the best unitary constellations (of the type mentioned in Section V-B, and) of arbitrary size are known, this approach significantly simplifies the design problem by reducing the number of design parameters from 2LT (real and imaginary parts of the elements of the constellation vectors), to 2K + 1 (number of the subsets, and radius and number of the points in each subset).
Notice that, since unlike the square Euclidean distance, the KL distance does not scale with the average power of the constellation, the structure of the optimal constellation based on the above criterion depends on the actual value of the signal to noise ratio, and constellations of the same size at different SNR values are not scaled versions of each other. It is also worthwhile to notice that at high SNR (for large values of r k or r k+1 or both), we have the following approximations
This means that D intra (k) increases almost linearly with SNR, whereas D inter (k, k + 1) either approaches a constant value, or increases at most logarithmically with SNR. As a result, at high The decoding of the multi-level unitary constellations proposed in this section can be done in a similar way to that of trellis coded modulation schemes, i.e., in two steps of "point in subset decoding" and "subset decoding". If a unitary code with low decoding complexity, such as the schemes described in [8] , is used inside each subset, then the point in subset decoding step can be done at a very low cost, and considering the fact that the number of subsets is usually much smaller than the size of the whole constellation, the overall decoding complexity of the code will be much lower than the regular ML decoder. 
where W S i and W S j denote the subspaces of C T spanned by columns of S i and S j , respectively, constellations, the KL-based design criterion reduces to the Euclidean-based design criterion, and therefore, the new non-coherent space-time constellations include the existing unitary constellations as a special case.
In Appendix VI, we show that the Euclidean distance defined in [8] and the chordal distance defined in [13] are equivalent. Therefore, the unitary constellations are, in fact, packings in complex Grassmannian manifolds. In [9] , it has been shown that, at high SNR, the calculation of capacity of the non-coherent multiple-antenna channel can also be viewed as sphere packing in the product space of Grassmannian manifolds.
The assumption in this case is that each signal matrix is a scalar multiple of a unitary matrix.
With this assumption, the KL distance in (30) reduces to
where
is the square Euclidean distance [8] or chordal distance [13] between the two subspaces W S i and W S j spanned by columns of S i and S j , defined as respectively. Similar to the approach of Section V-C, we define the intra-subset and inter-subset distances as
Without loss of generality, we can assume that ρ 1 < ρ 2 < · · · < ρ K , and solve the simplified maximin problem
to find the L-point multilevel unitary constellation of T × M matrices with average power P .
At each level, we can use any existing unitary construction and substitute, for D intra (k) in (49), the best achievable KL distance with that construction and with size l k .
As explained in Section V-C for the case of single transmit antenna, in ( receive antennas are not available, similar gains can be obtained by encoding across several fading blocks using an outer code. For each point in the curves corresponding to the multilevel constellations, a separate optimization problem with appropriate power constraint has been solved and the resulting constellation has been used to evaluate the performance. We observe that the multilevel unitary constellation can provide up to 3 dB gain over its corresponding one-level unitary constellation at low SNR. We also notice that as SNR increases, the two curves become closer, which is expected, recalling the optimality of the unitary constellations at high SNR.
VI. CONCLUSIONS
We considered the problem of non-coherent communication in a Rayleigh flat fading environment using a multiple antenna system. We derived the design criterion for space-time constellations in this scenario based on the Kullback-Leibler distance between the distributions of the received signal conditioned on different transmitted values. We showed that close-to-optimal constellations according to the proposed criterion can be obtained by partitioning the signal space into appropriate subsets and using unitary designs inside each subset. We designed new noncoherent constellations based on the proposed criterion, and through simulations, showed that they can provide a substantial improvement in the performance over known unitary space-time constellations, especially at low SNR and when multiple receive antennas are used. We showed that unitary designs can be considered as special cases of the proposed constellations when the signal to noise ratio is high.
APPENDIX I EXACT PAIRWISE ERROR PROBABILITY FOR FAST FADING
In this appendix, we prove that the expression for the exact pairwise error probability of the single transmit antenna system in fast fading is given by (12) . For convenience, we use the following notation for the received vector:
Using (5) and (8), and assuming that |s 1 | < |s 2 |, we have
where A is as in (10) .
Similarly, for |s 1 | > |s 2 | we have
does not have any mass accumulation point). Equation (12) then follows by applying the following lemma with C = N A and using (10) and (11) .
Lemma 4: For any C ≥ 0, we have
The proof is by induction, as follows.
For N = 1, we have
which is true, and proven in Proposition 1. Now assume that (I.4) is true for N = K. We prove that it will also be true for N = K + 1.
Using (8) and the notation defined in (I.1), we can write
Defining the regions R, R 1 , and R 2 as
> C , and
we have
The first term in (I.7) can be calculated as
where the last equality follows from the fact that we have assumed (I.4) is true for N = K.
The second term in (I.7) can be calculated as
where the third equality follows from (I.5) and (8) , and the last equality follows from the formula of the volume of a 2K-dimensional sphere with radius R, Therefore, in the following we only derive the expression for C(p 1 , p 2 ). By definition, the Chernoff information (distance) between two probability densities p 1 and p 2 is given by
Using (8) for the conditional probability densities, we will have .
Using (3) and defining p l (X n ) = p(X n |S l ) for l = 1, . . . , L, we have
since X n 's are independent and identically distributed.
Substituting (2) for p i and p j , we will have
) for x ∈ (0, 1), it is clear that the minimum KL distance will occur between a pair of consecutive symbols from the above order, in the same order. Moreover, 
(using the average power constraint). Now, since
is a monotonically increasing function of α, it is clear that the maximum of α is obtained if and only if s 1 = 0, and
This requires that all of the inequalities in (V.2) hold with equality. Therefore, the optimum signal set can be obtained by setting
where α is the largest real number satisfying We will use the following lemma to prove the equivalence of the Euclidean and chordal distances. 
