As multithreading and object-oriented paradigms become prevalent programming models for large and complex softwares, fault-tolerance in such programming environments also becomes essential. Traditional checkpointing mechanisms limit the flexibility and sophistication of higher level fault-tolerance schemes for such a platform. Comparatively, selective checkpoints, those involving only communicating objects and threads, are more suitable for designing fault-tolerant multithreaded object-oriented systems. In this paper, we describe algorithms for selective checkpointing and consistent rollback from these checkpoints. Also presented, is a working prototype of a reflective checkpointing library (libooft) for C++/Unix, which incorporates these features. The use of these schemes is demonstrated with a collaborative internet ecommerce server. The evaluation of the selective fault-tolerance schemes for the application shows that the selective schemes help minimize the overall execution time and loss of work when the level of concurrency as well as the number of faults in the system is high.
Introduction
Checkpointing involves saving enough state information of an executing program on a stable storage so that, if required, the program can be re-executed starting from the state recorded in the checkpoints. Rollback recovery from checkpoints in both uniprocessor and distributed systems is a topic well researched and a large body of literature exists in this area. Checkpointing, by itself, has been traditionally used for improving execution time of long-running programs in the presence of faults. More sophisticated fault-tolerance schemes that use replicated processes often contain checkpointing as a part of them, and use it as a means of saving and transferring program state information to backup processes.
Both multithreading and the object-oriented programming paradigm (henceforth abbreviated as MT and OO respectively) have gained immense popularity in software practice, and currently a very large number of applications are being built using them. Their fault-tolerance and performance are crucial factors for businesses that use them. However, very little work has been done in the area of checkpointing and rollback of MT programs.
The checkpointing libraries developed so far were designed for process-level checkpointing. It is easy to extend the popular checkpointing libraries to account for multiple threads within a single process. But, such an MT-enabled checkpointing library, which works at process-level, must save all threads in a checkpoint and restore them all at the time of recovery. We describe next with the help of examples that this checkpointing mechanism limits the flexibility and sophistication of fault-tolerance schemes.
Consider a distributed system that employs a distributed checkpointing and rollback algorithm for faulttolerance. The processes of this system become dependent on each other due to communication. If one of the processes crashes, the algorithm determines which processes of the system are dependent on the crashed process, and should be rolled back to a previous checkpoint. This solution is sub-optimal when each process is multithreaded. Not all threads of any process can be assumed to have communicated with the crashed process to become dependent on it. It is desirable to rollback only the threads that are actually dependent on the crashed process, and leave others unaltered. A simple MT-enabled checkpointing library, due to its process-level recovery mechanism, cannot be used for this purpose.
For several applications, not all points in the execution can be considered as recovery points 1 . For instance, if a task is considered as atomic, then recovery points before the beginning of the atomic region as well as after its end are acceptable recovery points, but those within the atomic region are not. However, in the execution of MT programs, various threads may be in various stages of processing their tasks, and these atomic regions may be skewed. What may be a good recovery point for a thread, may not be so for other threads. If only processlevel checkpointing and rollback mechanisms are available, then finding a globally acceptable recovery point may be difficult. This limits the flexibility of checkpointing, and usually requires additional effort from the programmer to ensure that globally acceptable recovery points exist in the program. Thus, checkpointing cannot be transparent. This limitation can be attributed to the underlying process-level checkpointing and rollback mechanisms.
Consider another fault-tolerance framework, that employs replicated processes [24] . In this scheme, voting on intermediate results is used for error detection. The process found faulty in voting is brought to a correct state by restoring a checkpoint obtained from one of the good processes. Assume that the processes of this system are multithreaded. With a trivial modification to the original scheme, each thread participates in voting on the intermediate results with its corresponding threads in replicated processes (not with the threads of the same process). If voting identifies only one thread of one of the processes as faulty, it must be recovered using a checkpoint obtained from another process. Since all other threads of the process have passed in their voting, they are known to be fault-free and therefore, should not be recovered. If MT-enabled checkpointing libraries are used, the state transfer is at process-level, and all threads of the faulty process get restored to the state obtained from the good process. If the total number of threads in the process tends to be high, and only one thread needs to be restored to a correct state, the cost in terms of time and space required for taking and restoring a complete process checkpoint cannot be justified. The ideal solution for this situation is obtaining a checkpoint of only the required thread and the associated state from the good process, and using it for the recovery of the faulty thread. This cannot be accomplished by using simple MT-enabled checkpointing libraries.
The examples above show that the traditional process-level checkpointing mechanism can be inadequate and inefficient for use in MT-OO environments. Without extensive help from programmer, the current checkpointing techniques cannot provide the required sophistication. The need for developing more sophisticated checkpointing mechanisms and algorithms motivates our research.
This paper demonstrates the use of object checkpointing 2 for checkpointing and rollback of MT-OO programs. In particular, the emphasis is on two areas. First, is to investigate how isolated groups of communicating objects and threads in an executing program can be checkpointed group-wise (selectively). Second is to investigate how some threads of an executing program can be rolled back selectively as others continue to execute, while maintaining the overall program state consistent 3 . Thus, our primary focus is on selective checkpointing and rollbacks of running processes. In doing so, many well understood concepts of time and event ordering in distributed systems are applied to MT environments. As could be guessed, runtime dependency detection and management is required to identify the threads and objects that could be excluded from a rollback.
We have implemented a prototype checkpointing library (libooft) for C++/ Solaris2.5 threads. The implementation of such a library has interesting issues related to the programming language and the multithreading platform. A compile-time, user-transparent and reflective solution [5] is used for dependency detection, which has very low runtime cost. The checkpointing and rollback algorithms ensure consistent and domino-effect free operation. To demonstrate how higher level fault-tolerance schemes could be built using the selective algorithms, we show how the conversation model, which was originally proposed for coordinated error recovery of collaborating concurrent entities, can be implemented on top of the selective algorithms. To evaluate the effectiveness of the schemes in a realistic scenario, a stateful server has been used with the library. This server resembles a database search engine that is used at the back end of high performance internet-based e-commerce servers. We evaluate the effectiveness of the selective schemes on this platform in the presence of transient faults. The results indicate that the selective schemes outperform the process-level checkpointing and recovery schemes when the concurrency level of the process or the number of faults is high.
The rest of the paper is organized as follows. The next section surveys related work. Section 3 contains the system model and definition of terms used later in the paper. Section 4 describe selective checkpoints and algorithms for reconstructing a consistent state from these checkpoints. In section 5, the issues in design of the library libooft that implements the selective algorithms are discussed. Section 6, demonstrates the use of the selective schemes in practice. First is an implementation of conversation model in an MT-OO environment using selective algorithms. Second is the application of the selective schemes as a fault-tolerance mechanism for an internet e-commerce server. The performance of this server is evaluated in the presence of faults. The final section concludes the paper.
Related Work
This section briefly covers a small part of the research in checkpointing and object persistence, which is relevant to this paper. An excellent source of material on distributed checkpointing algorithms and software faulttolerance can be found in [6, 14] . Distributed checkpointing algorithms are being developed since ChandyLamport [3] , Strom-Yemini [21] to the recent work at Illinois and Bell Laboratories [27] and at Texas A&M [25] . We use concepts of coordinated atomic actions and conversation model in this paper from the work done at Newcastle [18] and in [10] . Research at LAAS and Newcastle [7, 8] originally used reflection for object level fault-tolerance. Checkpointing libraries have been implemented for single-threaded programs and for distributed systems. libckpt [17] , the condor project at Wisconsin [23] , probabilistic checkpointing [4] at POSTECH and libft of Bell Laboratories are some of them. libckpt [17] and checkpointing used in condor is completely process level. A complete process checkpoint is required in condor, because the aim is to migrate an arbitrary process. Probabilistic checkpointing improves the performance of process level checkpointing by reducing the page size granularity. On the other hand, libft [9] is for critical data checkpointing, and it saves only critical data in checkpoints. This library showed that program state is a subset of the complete process state and for a consistent rollback, only the program state is required. Our approach follows this separation of program state and process state, and extends it further.
Various systems have used object persistence for saving state of data objects. They include the CMU Dome project [1] , object persistence features of Microsoft's COM and MFC, and the Forest project for orthogonal persistence in Java [11] . The current Java environment provides Object Serialization protocol, which is used for saving and transferring state of objects.
As stated earlier, checkpointing of MT programs has not received much attention. In a previous work [12] , we have demonstrated use and suitability of compile-time reflection and source code generation for global object checkpointing and rollbacks.
Process Model, Definitions and Consistency Requirements

Model of an OO program
Existing checkpointing libraries always assume a process model to be code + data + heap + stack. Instead of using this model, we use a higher level model of a program. Software designers, design the creation and termination of threads along with creation and destruction 4 of data objects and interaction between the objects and threads. Runtime interactions and dependencies between threads and objects arise in accordance with the program design. These runtime interactions of the objects are shown in Fig. 1(a) . The arrows in the figure represent method calls and returns. Dynamically formed communicating object groups and the threads associated with them are shown in Fig. 1 into objects. If we assume that every object knows how to checkpoint its own state 5 , checkpointing such a program is invoking checkpoint methods of the objects and then saving the thread states 6 . In this paper, we term this approach to checkpointing as object checkpointing. The checkpoints can now be said to capture the program state, rather than the process state. Although this may sound as a minor point, later sections reveal that this approach is very promising and enables one to design better fault-tolerance schemes.
In this paper, we deal only with programs that execute as a single process. Issues related to communicating multithreaded processes are not considered.
Definitions
We first define some terms that are used in later sections. Consider a process consisting of N o objects and N th threads.
Global checkpoint is the checkpoint that contains all N o objects and N th threads of the process. A global checkpoint always captures a consistent state 7 of the whole program. Selective checkpoint is a checkpoint consisting of checkpoints of a group of communicating objects and threads of the process. In the worst case, when all objects and threads of the program are included in one group, the selective checkpoint is the same as a global checkpoint.
Thread-object interaction information can be specified by a set of N th pairs (
where O j is the object being accessed by T H i when the information is generated.
Object dependency graph is an undirected graph of objects in the system, with an edge connecting any two objects, if at least one of the two objects has invoked a method of the other since the last checkpoint. Reference dataset of a thread is the set of objects it has referenced since the last checkpoint. All threads in the system have their own datasets, which may intersect with each other. The intersection represents shared data between threads. Rollback object and thread set is the set of objects and threads that is needed to be rolled back to a previous checkpoint during the rollback of the executing program. 5 When discussing the implementation of the reflective library libooft, we show how this is a realistic assumption. 6 In low-level terms, thread state means registers and stack. 7 The definition of consistency can be found in the next section.
Consistency Requirements
Ordinarily, multithreaded programming environments do not offer any guarantees on relative execution of the threads, and therefore, no order can be assumed for events in execution of different threads. Programmers control the execution and establish some order (by adding synchronization points such as semaphores and condition variables) in the program. These synchronization points enforce a partial order of events in the execution of two or more threads. The threads must arrive at a common synchronization point for this purpose. A common synchronization point can also be viewed in our program model as a common object in reference datasets. Therefore, within the context of the program model, synchronization points can be generalized to common objects in reference datasets and the following observations can be made: (a) All threads, which participate in synchronization at some point in their execution, have intersecting datasets (in the least, the synchronization object is common in their reference dataset). (b) The threads that do not participate in any synchronization with other threads have no defined ordering for the actions in their execution with respect to the actions of other threads. These threads may not have their reference datasets intersecting with those of the other threads (if they are working on distinct datasets).
The rollback algorithm is not required to restore a program (threads and objects) to a state (recovery point) which is known to have occurred previously in the normal execution of the program, but the requirement is that it must rollback the program to a state that agrees with the order enforced by the program and individual thread execution sequence. This state is also referred to as recovery line in literature. Assume that TH1 and TH2 are any two threads, and O n an object of the process. A recovery line is a set of recovery points for these threads and the object of the process that satisfy the following requirements:
1. The set contains exactly one recovery point for each thread and object involved in the rollback.
2. If the program dictates that action a 1 in the execution of TH1 precedes action a 2 in the execution of TH2, then the recovery line is such that there is no such action a 1 in the execution of TH1 succeeding the recovery point of TH1, whose corresponding a 2 in execution of TH2 occurs before the recovery point of TH2.
3. If thread TH1 performs actions a 3 and a 4 on object O n such that a 3 precedes a 4 , and the recovery point of TH1 succeeds a 3 but precedes a 4 , then the recovery point of object O n is such that for all such actions a 3 and a 4 , the state of the object at the recovery point reflects the effects of action a 3 , but none of a 4 .
Although there is no restriction on how checkpoints should be taken, the nature of checkpoints affects the recovery algorithm. Our requirement for a selective checkpoint is that once a checkpoint is initiated from an object-thread pair, all other objects and threads whose states have some defined ordering with the originating pair must be included in the checkpoint. A selective checkpoint thus represents a snapshot of a set of threads having intersecting datasets. Since the execution of all the threads remains suspended while a checkpoint is being saved, the object and thread-states saved in a single checkpoint cannot violate the second and the third requirement of the recovery line. Thus, a selective checkpoint is a consistent recovery line for the threads and objects contained in it.
If a thread is required to be rolled back, its reference dataset must be rolled back, along with other threads with intersecting reference datasets. This set of threads is called the rollback thread set. Remaining threads of the process are not required to be rolled back. The rollback object set is the union of the reference datasets of all the threads in the rollback thread set 8 .
Selective Checkpoints and Rollbacks
In this section, we describe the following : the minimal runtime system required for recording dependency and other information as the program executes, the procedure for taking selective checkpoints using the runtime information and guidelines for developing a recovery algorithm. These guidelines are also useful to verify how the recovery algorithm ensures correctness. Finally, we describe the selective rollback algorithm, which is based on the guidelines.
Runtime System
Our program model is based on two assumptions : (a) All data in the program is in form of objects. (b) Objects communicate only by invoking methods of each other. There is no other way to access data encapsulated by another object. The runtime system maintains the following data :
1. Object dependency graph: This is an undirected graph in which each node represents an object. An edge is added between two nodes when one invokes any method of the other. This graph is required to be maintained continuously at runtime by a dependency tracking mechanism that gets triggered whenever an object is accessed (by assumption (b) above, this means a method call). The edge connecting two objects can be removed only when both are saved in a checkpoint.
List of threads:
Entries are added and removed from this list as threads are forked and terminated. This list is also used to collect the thread-object interaction information. Each entry is a pair of the form (thread id,object id). When this information is required, with help from the dependency tracking mechanism, each active thread discovers the object it is currently involved with and fills up its entry in the list.
3. Timestamp of creation : Each object carries a timestamp of creation, which is the number of the most recent checkpoint when the object was created.
Generation of Reference Dataset
Reference dataset of any thread can be generated by using the above data. The thread-object interaction information can be looked up to discover the object associated with the given thread. Since all the communicating objects are connected in the graph, a search in the graph starting from the object so obtained finds all objects in the reference dataset of the given thread. This can also be seen in Fig. 1 The object that initiates the selective checkpoint, and the associated thread are called the primary object and thread of the selective checkpoint respectively. Intra-group dependencies of objects of a group are reset after the group is checkpointed, and dependency monitoring begins afresh as execution continues after the checkpoint.
Blocking and Non-blocking Algorithms
The checkpoint procedure has two parts. Object checkpointing (phase1) and thread checkpointing (phase2). In order to save a consistent snapshot of any group of communicating objects, it is necessary not to modify any object while the checkpointing of the group is in progress. This can be ensured in two ways. In the blocking method, all threads suspend themselves during the first part. In the non-blocking method, all threads execute in this phase, but they are responsible for not modifying any objects that are not checkpointed yet 9 . In this paper we describe only blocking algorithms. It was seen during the evaluation of the schemes that the overhead due to blocking is not significantly high, and therefore, the additional complexity of the non-blocking schemes is unnecessary. The threads are blocked only for the period in which object checkpoints are in progress. The period in which threads save their states is not required to be blocking, and execution of some threads may continue while others are saving (or yet to save) their state. For similar reasons, rollback procedures could also either be blocking or non-blocking.
Selective Checkpoints
The following notations are used for describing the algorithm. T is the checkpoint thread set. O p is the primary object and T H p is the primary thread of the selective checkpoint. The algorithm is as follows :
1. Initialize T = T H p 2. Send a CHECKPOINT signal to all other threads. It makes them generate the thread-object interaction information and suspend themselves till an END CHECKPOINT signal.
3. Launch a search in the object dependency graph starting from the primary object O p .
8O n discovered in the search, (a) Invoke O n .checkpoint() (b) Remove all edges in the object dependency graph that connect O n to any other object that has already been included in the checkpoint.
(c) Check the thread-object interaction information to discover any thread(T H n ) associated with the object. If found, T = T T H n .
4. Store the thread-object interaction information in the stable storage. This ends phase1.
5. Send an END CHECKPOINT signal to all other threads. After receipt of this signal, each thread looks up T . If it is included, then it stores its own state in the checkpoint and continues with its computation. When all threads of T have saved their state, the checkpoint is finished (committed). This ends Phase2. Fig. 2 shows how an executing program takes a selective checkpoint. Fig. 2(a) shows an example of selective checkpointing where object O5 requests a checkpoint at time T2. A search in the object dependency 9 This can be the programmer's responsibility or could be achieved through program transformation.
graph discovers that the reference set of Thread1 at time T2 is fO3,O5,O6,O8g. Since it is non-intersecting with that of Thread2, the selective checkpoint consists of the checkpoints of objects fO3,O5,O6,O8g and the state of Thread1. This selective checkpoint thus succeeds in keeping the number of objects involved low. On the other hand, Fig. 2(b) shows an example of selective checkpointing, where due to common objects in the reference datasets of the two threads, the set of objects checkpointed is fO2,O3,O4,O5,O6,O7,O8,O10g and the states of both the threads are included in the checkpoint.
Guidelines for a Recovery Algorithm
The purpose of the recovery algorithm is to discover the rollback thread and object set and then roll them back to a consistent state recorded in checkpoints. Since all communicating objects are connected in the objectdependency graph, the rollback object set is discovered by launching a search in the object-dependency graph from the object that requests a rollback. Consider a program with three selective checkpoints (C0,C1,C2) taken at times T0, T1 and T2 (T0 T1 T2). We assume that the rollback begins at a time T2 and the recovery algorithm starts examining the checkpoints from C2 and move towards C0 in search of a consistent recovery line. Let R be the rollback object set. General guidelines for a rollback of R are given below.
1. If an object is required to be rolled back to a checkpoint which is less than or equal to the timestamp of creation of the object, the object should be destroyed. Conversely, objects that were destroyed before the rollback begins can also appear in R due to their dependencies before destruction, and are required to be re-instantiated during a rollback.
2. If all objects and threads of R are found in a single selective checkpoint (say C2), all of them could be rolled back to C2. Since each selective checkpoint is a consistent recovery line for the threads contained in it, the resultant state is consistent.
3. All objects of R may not necessarily be found in a single checkpoint. It may be necessary to examine multiple checkpoints in search of the required object checkpoints, as is described below. sets of objects, there cannot be common threads, and we can conclude that there is no dependency in the execution of threads that accessed these two object groups during T0-T2. The absence of O m in C2 implies no dependencies between it and O n in the period T1-T2, and therefore, the state in which O n is rolled back to C2 and O m to C1 is consistent. The checkpoint of O n in C 1 must be discarded in favor of that in C2 10 .
4. Now consider the thread states in checkpoints. As stated above, multiple checkpoints must be examined in the rollback procedure. The checkpoints may have common objects and threads. Thus, in the set of checkpoints chosen for rollback, each thread may find its own saved state multiple times. Choosing the correct state from these states is trivial. The first saved state encountered for any thread while examining checkpoints from C2 towards C1 is used for a rollback. Assume that in the case (b) of Fig. 3 , TH1 is the primary thread of C1 and C2, and the primary object of C1 is O n . The primary object of C2 may be either O n or O p . Since O n and O p both get rolled back to C2, in order to satisfy the third requirement of the recovery line, TH1 must use the state in C2 and ignore all states encountered later in the progress of the rollback procedure.
The above discussion only considers one thread per checkpoint. It can be easily extended to multiple threads per checkpoint and rollback involving multiple threads, but this extension is omitted from this paper for the sake of simplicity.
Algorithm for Rollback
The following notations are used for describing the recovery algorithm. R is the rollback object set and T is the rollback thread set. C i is set of objects and threads contained in the selective checkpoint C i . R i is the set of objects and T i is the set of threads that will be rolled back to selective checkpoint C i . The final rollback set F is the set of all R i 's and T i 's. The object that requests a rollback is O s , the last selective checkpoint taken is C n , and timestamps of creation are maintained by each object. The recovery algorithm is described as follows:
1. Send a RECOVER signal to all worker threads in the process. This makes them generate the thread-object interaction information and suspend themselves till an END RECOVER signal.
2. Generate R by launching a search in the object dependency graph starting from O s . F is initially empty and rollback begins from the last checkpoint, i = n.
3. while R 6 = ; do (a) 8O n 2 R , if timestamp of creation i , then destroy O n and remove it from R. (b) Determine objects and threads that will be rolled back to C i and remove them from R.
4. Rollback all objects contained in F.
Send an END RECOVER signal to all threads. After this signal, each thread checks if it is included in F.
If so, it rolls itself back to a state found in a checkpoint specified by its entry in F.
The correctness of state resulting from a rollback using this algorithm follows from the guidelines of section 4.3.
As mentioned before, each selective checkpoint forms a consistent recovery line for the group of threads contained in it. When multiple checkpoints are examined in search of a consistent recovery line for the rollback set R, the groups that are rolled back to different checkpoints are guaranteed to have no cross-dependency. Thus, the situation in which an object gets rolled back to a state that precedes the state of another dependent object does not arise. Therefore, the rollbacks cannot cascade.
Design and Implementation of libooft
Based on the theoretical grounds of previous sections, we have developed a library for selective checkpointing and rollback of MT-OO programs. It is designed for use with C++ programs that use Solaris2.5 thread library. We had two major objectives while designing the library. The primary requirement is that it should be able to do selective checkpointing and rollback of programs. Programmer transparency is the second major design goal. In absence of the transparency features, the programmer must provide checkpoint and restore member functions for each class, as well as some sort of dependency tracking mechanism. This would be an unreasonable expectation. It is common experience that in order to use a specialized library, the programmer needs to make some changes in the code, and sometimes in programming style. Such changes may include inheriting user classes from some library classes, or registering with various services provided by the library etc. We aim for a higher level of user transparency. Our approach to a solution is through generation of the required source code at compile-time. The compile-time component of the library analyzes the user program and carries out all the necessary amendments. The library also has a runtime component that handles the checkpointing and rollback procedures.
Compile-Time Component
The compile-time component of libooft is reflective. Reflection is defined as a property of a program to reason about and act upon itself. Reflection, typically a runtime action, can also be carried out at compile time, wherein a suitably equipped compiler can analyze the program being compiled and alter it. We use the Open C++ 2.5 source to source translator (occ) [5] , which implements compile time reflection for C++. When a user program is compiled using occ, the source translation procedure is carried out first, and then occ invokes the back end compiler (Gnu g++) on the translated code for compilation.
It was mentioned that each object in our model is able to checkpoint and restore its own data. Also, various tasks such as initialization, object registering, dependency tracking are done transparently to the programmer. It is the function of the compile time system to generate code that does these functions. The compile time system, is based on Open C++, and in short, does the following:
1. It goes through each class definition and analyzes every data and function member of the class, their types, arguments and return values (where applicable) and parent classes of the given class. This information is used for the following :
(a) For each class, checkpoint and restore functions are generated, and a class ooft is made a parent of each user class. The checkpoint and restore functions of each class save and restore its own data members. The code generated for saving and restoring data members completely depends on the type of the member. All data members of basic type (such as int, char) are saved and restored using library calls CheckpointRead and CheckpointWrite. Data members that are objects of other types, are saved and restored using their own checkpoint and restore methods. Parent classes are checkpointed and restored by invoking their own checkpoint and restore methods. The treatment given to pointer members is more complex, and is discussed later in this section.
(b) The dependency tracking mechanism is implemented by means of method wrapping. The wrapper code is executed before and after the function is executed, and it updates the dependency graph. We initially assumed that the data encapsulated by each object can be accessed only through the use of method invocations. Therefore, function wrapping is the only mechanism required for dependency tracking. The method wrappers have small execution overhead 11 .
2. Additional code is generated for recreating objects during a rollback. This includes special constructors, malloc library interactions for re-allocation of desired memory blocks, in-place object instantiation etc. Each class is also given a type-id for type identification by the library at the time of a rollback.
11 30 assembly instructions in the wrapper without any compiler optimizations, 12 when hand optimized.
Runtime Component
The runtime component of libooft is very similar to the one described earlier in section 4.1. The data structures maintained by the runtime component are a list of objects and a dependency graph. The object checkpoints are accumulated in a bag structure before writing to a stable storage. Lists and bags do their own memory management and minimize interactions with the malloc library. The dependency graph is a crucial data structure for performance. Since it is accessed concurrently on every method call, the overhead of adding edges to the graph must be very small. A 2-dimensional array implementation of the graph is used, which does not required locking for concurrent accesses, and helps keep the wrappers small. The price to pay is higher memory usage and loss of scalability. An API is provided by the runtime library for making selective checkpoint and rollback calls. These functions are based on the selective algorithms. The saving and restoring of objects is carried out by invoking the generated functions, and the threads are saved and restored by using functions that are provided by the runtime library that are specifically designed for Solaris-2.5. The current version of the library does not support concurrent checkpointing and recovery activities.
Although error detection forms an important for of any fault-tolerance scheme, it is orthogonal to the checkpointing mechanism, and we do not prescribe any special method of error detection for use with this library. In our prototype, an application-level error detection mechanism (program assertions) is used.
Linguistic and Platform Relates Issues
The concepts discussed in earlier sections are generic enough for use with any OO programming language. Earlier work on fault-tolerance for conversation models and object oriented programs has used CSP [10] , C++ [8] , Ada and Java [18] . We find that the richness of features of C++ help in developing satisfactory solutions to many of the issues in the development that could be problems in other languages. However, it is this feature-richness of C++, that makes it difficult to cover all language features satisfactorily. For a detailed treatment of these issues please refer to [13] . In brief, we summarize some important points below.
1. The library deals with all objects in the program at runtime. Since objects of several types exist in any program, object handling must be type safe. The type system of C++ can be used to handle this issue satisfactorily. A class called ooft is made a parent class of every class in the system at compile-time. This allows the library to view every object as an ooft object. The static and dynamic typecast, virtual inheritance and virtual method features of C++ can be now used, and thus make object handling of the library type safe.
2. In some cases, it is necessary to recreate objects during rollback and restore their state. Re-instantiation involves execution of the class constructors. Since there is no restriction on the code that can be contained in a constructor, execution of a constructor can perform actions that may have effect on external objects. This can potentially violate the correctness of state after a rollback. Overloaded dummy constructors and placement new operators are used to handle the re-instantiation of objects in a rollback. The execution of the dummy constructors bypasses execution of all user defined constructors.
3. The situations that cannot be handled very satisfactorily are due to the presence of pointers. Although it is said that objects encapsulate their data, it is hardly the case. Objects can contain pointers to arbitrary locations in memory. These could be pointers to other objects, basic data types, NULL, arrays, or sometimes may contain even garbage values, that may or may not be distinguishable from legal values. This data could also be shared by many objects. Since we have a compile time approach, there is no good way of handling pointers. There are different approaches to solve the problem of pointers, such as using smart pointer structures, pointer swizzling and object pickling [20] . But they are of limited utility here, given the presence of non-object data in a C++ program, and we seek a generalized solution. Two decisions are made to simplify the pointer support. First, the malloc library is modified so that when queried, it can provide information about memory blocks. Knowing the type of the pointer at compile time, and the size of the block at runtime, complete information can be obtained about the data structure pointed to by the pointer.
Secondly, in tune with the property of C++, all objects (and other data structures) are non-relocatable in a rollback. Thus, any time in the life of a program, any data item cannot be moved from the location where it was instantiated originally. With this policy, any pointer always finds itself pointing to right data item irrespective of whether a rollback happened or not. When objects are deleted, their space cannot be reallocated to another object immediately. If a rollback is triggered, and includes these deleted objects, they must be recreated at the same location. The malloc library also keeps track of all the freeed memory blocks in a separate list. When it is not required to keep the space reserved (typically a checkpoint after destruction of an object), the malloc library returns it to the free list so that it can be reused. This approach does not consume unreasonably high amount of memory.
4. Although data of a program (i.e. the objects) is treated from a program level view, threads cannot be dealt with very easily at the higher level. Checkpointing and rolling back of threads must involve saving of stack and registers. As can be guessed, this is very highly specific to the platform and the threads library. Thread library is always equipped with synchronization constructs like semaphores, mutexes and condition variables. In order to ensure correct rollbacks, it is necessary to provide support for checkpointing and rollbacks of these constructs. We attempt to provide it by using wrapper classes for these structures, and hand coding their checkpoint and restore functions.
Features of C++ not supported are templates, because they are very complex to handle at compile time [13] and exceptions, because they interfere with dependency tracking. A later version of the library will include optimized support for both. The treatment of static class members and global data of non-object type is yet undefined, because this data, due to its shared nature, can potentially create dependencies across all the objects of given class or the whole program. This approach is the same as taken by Java [22] and Microsoft MFC [15] .
Applications of Selective Checkpointing and Rollback
The selective algorithms provide a basic checkpointing mechanism, on top of which, other higher-level faulttolerance schemes could be built. In this section, we first demonstrate how the selective algorithms can be adapted to implement conversation model for MT-OO programs. Next, we analyze the effectiveness of the selective schemes for an e-commerce server.
Implementing Conversation Model for MT-OO Processes
The conversation model is a well-known software structuring mechanism that was developed by Brian Randell at Newcastle for simplifying failure recovery of coordinating concurrent processes [19] . A conversation generally involves two or more processes, and constitutes a two dimensional time-space boundary, which the interacting entities may not cross. Due to the enclosure of activities within boundaries of the conversation, domino effect in rollbacks is avoided. Before beginning of the collaboration, all concurrent collaborating entities formally enter the conversation. Entry into the conversation forces a checkpoint of the entrant. The end of a conversation is an acceptance test. The test may be local or global, and is required to be passed by all participants. If any member of the conversation fails the test, a conversation recovery procedure is triggered, which rolls back all the participants to their entry checkpoints.
Here, we consider conversations within an MT-OO process, wherein threads are the participating entities. Figure 4 (a) shows conversations pictorially and 4(b) shows how the thread-object interactions look like in such a conversation. The dark circles in figure 4(a) represent checkpoints of the entrant. Figure 4(a) gives an intuitive idea why conversations cannot be implemented within MT processes with process-level checkpointing.
Although some original implementations of the conversation model [10] require the participants and the data used in each conversation to be known at compile-time, we do not impose any such requirement. This implementation allows conversations to be dynamically formed. No information is required about the participants as well as the data of the conversations at compile time.
Time 000 111 00 11 000 000 111 111 000 000 111 111 00 00 11 11 00 11   TH1   TH2   TH3   TH4   TH5   TH6   TH7   CONVERSATION1   CONVERSATION2   Test   Test   Time   O1   O2   O3   O4   O5   O6   O7   O8   O9  O10   TH1   TH2   TH3   TH4   TH5 Now, we use the selective checkpointing and rollback scheme for realizing the conversation model without adding any sophisticated controller. Assume presence of conversation functions create(), join(), leave(), rollback() and destroy(). Conversations are created and destroyed using calls to create() and destroy(). When threads join a conversation using join(), the call forces a selective checkpoint of the entering thread. The leave() call provides a formal exit point for every member of the conversation if the acceptance test succeeds. If the test fails, rollback() is invoked, which in turn triggers the selective rollback procedure. When the threads of a conversation work collaboratively, dependencies are built up among them. Since there are no dependencies across conversations, it is a trivial exercise to verify that the selective rollback triggered at the end of the conversation rolls back all the participants of the conversation to the beginning and also that the rollback do not affect any entity outside the boundary of the conversation.
Use of the data of a conversation by a participant of another conversation or shared access to data outside any conversation violates the conversation boundaries and makes conversations dependent on each other. Such access to data is termed as information smuggling. Smuggling is inherently more difficult to deal with in MT environments than in a communicating processes model due to the shared nature of data in the former. Potentially any data access can give rise to smuggling. Like other implementations [10] , we do not detect and prevent smuggling due to the excessive costs involved. However, it is possible to discover if smuggling has occurred using the dependency information available. Each conversation internally keeps a list of participating threads. Starting with any given object of the conversation, a search is launched in the object dependency graph. This search discovers all the connected objects and threads. When the search terminates, if the threads discovered are the same as the members of the conversation, then there is no smuggling. Discovery of more threads implicitly indicates information smuggling. It is then possible to identify the other conversation(s) to which the smuggling threads belong.
A Client-Server Application
Although the MT-OO paradigm is very popular, there are not many suitable applications available in the public domain, which could be used to study the performance of selective schemes. We choose to study the use of this library with a stateful server (These are found at the back end of e-commerce servers [2] .). We have developed a database search engine that could be used in catalog order systems. Clients are expected to be small and lightweight applets which run in users' web browser, and, therefore, most of the state information associated with the clients resides on the server. The system allows co-operation between different clients. The collaborative sessions can be very long in duration, and therefore, some sort of fault-tolerance mechanism is required for minimizing the effect of transient faults. Checkpointing has been used as a fault-tolerance mechanism with long-lived transactions [26] , and we follow a similar approach. The server runs several independent tasks concurrently, and therefore the selective schemes are well suited for use with this application.
When a group of clients wants to collaborate, one of them first starts a session on the server, and the rest join the session by creating their own subsessions. Within a session, the clients can execute queries and create a common sessionwide purchase order. Applets are considered unreliable, and therefore the clients may be assumed to be free to leave a session at any time. The clients who want to confirm the final order must remain joined till the end of session. Multiple client sessions can be expected to be in progress concurrently at any given time.
The server is a multithreaded program, and uses the basic class session to support client sessions. A session can be looked upon as a relaxed conversation 12 This is achieved by class session by means of selective checkpoints and rollbacks. The join and leave functions trigger a selective checkpoint that clears all the previous dependencies of the joining thread. Typically, the leave checkpoints are session-wide. All threads and objects inside the session get included in it because of the buildup of dependencies during the execution of the session. When a new session begins, an object of type session is created. The server dedicates a certain number of threads to each session, depending on the resource requirements. As a client joins an existing session, the server may assign it to one of the threads already present in the session or it may allot a free thread to it. If a new thread is alloted, the thread first joins the session before servicing the client requests. This is a distributed application and the mode of exchange of messages is always request-response. Clients may or may not log their messages sent to the server in a queue. After a rollback, the client program may simply replay the messages from the queue to bring the state of the session back to the state just before the rollback. However, if the sequence of messages is important, all the lost work must be redone.
In our implementation, message logging is used, and the checkpoint message is used for flushing message queues, and rollback messages for starting message replay. Checkpoint and rollback messages from the server to the client piggyback on some response messages 13 . More details of the protocol and application can be found in [16] .
Performance Evaluation
The system is set up with a read-only product database of 10,000 entries, a server with a thread pool of finite number of threads (max 100). It runs on a 165MHz Ultra-Sparc1 with 64MB RAM running Solaris 2.5. The database is located on a network file server, connected to by a 100MBPS Ethernet. The checkpoints are saved on the local disk. The clients are simulated by a workload generator. The thread allocation policy can be quite complex and has an impact on performance. For the sake of simplicity, in this experiment the server allots a thread for each client joining a session. After the client leaves the session, the thread is returned to the free pool. The faults are assumed to be of transient nature, which can be detected (by means of error-detection mechanisms such as assertions in the program) before they lead to a server crash. The workload generator simulates client arrivals and also the requests of each client. The client inter-arrival time and message interarrival time follow exponential distributions. The simulated clients log their messages sent, and they also replay the required message log after a rollback. The clients take checkpoints when joining and leaving sessions, and these checkpoints can be session-wide checkpoints.
In analyzing such a system, the figures of common interest are the overheads in space and time. It has been previously shown that the execution overhead due to generated code is small and is in the range of 2-5% [12] . The checkpoint size of selective checkpoints was observed to be directly related to the number of threads included in the session. The selective checkpoints are considerably smaller than the global checkpoints. For example, for a fully loaded server with 50 threads, the average size of a selective checkpoint is around 57KB. That of a global checkpoint varies depending on the number of threads actively involved in computation, and was seen to be 5-20 times larger than a selective checkpoint.
In this section, we present measurements that capture the performance of the server under simulated workload. Two factors are examined: loss of work and completion time for a given set of client sessions in the presence of faults. Let p be the maximum concurrency level of the server (i.e. the number of threads), m be the inter-arrival rate of messages, and c be the inter-arrival rate of the clients. The faults are simulated by assertions that failed with a rate f . We observed the server under load for a period of 1 hour, and measured various components of the execution time for several independent runs.
Since there are no other selective schemes available for MT-OO applications, the performance of these schemes is compared with a hypothetical process-level checkpointing and rollback scheme. In this scheme, the server is equipped with a zero-cost checkpointing and rollback mechanism, but it is not equipped with selective algorithms. After a failure, it restarts all active client sessions. All the work done by the active clients needs to be redone. The results presented below compare the performance of the selective schemes with the hypothetical scheme.
Completion Time
We first examine the the variation in completion times of the two schemes in the presence of faults by varying p. Fig. 5 shows the results of variation in p. Since the selective schemes always require only one session to be rolled back for a fault, the variation in the completion times for this scheme (height of the second bar in graphs below) is small. On the other hand, the hypothetical scheme always rolls back all active sessions, and, therefore, shows a larger fluctuation in execution times. With no faults, the overheads due to checkpointing make the selective schemes perform poorer than the hypothetical scheme. With two (or more) faults, the selective schemes show better performance. For cases with one fault each, the hypothetical scheme is better for smaller number of threads, but the selective scheme shows better results with increasing p. It outperforms the hypothetical scheme for larger values of p, which should be a typical case in an e-commerce like environment. 
Loss of Work
Loss of work is the amount of work that is lost due to a rollback. In the figures below, it is expressed as the time required to redo the lost work after a rollback. Loss of work is dictated by p, as well as by m . The faster the message arrivals and the more the threads involved in collaboration, the more the loss of work. Fig. 6(a) and (b) show the loss of work with the two schemes in the presence of one and two faults respectively, with p taking values of 30, 40 and 50 threads. The difference between the two bars represents the reduction in loss of work due to the use of selective schemes. This difference increases with increasing p and number of faults.
Hence, with more faults and larger number of server threads, the selective scheme reduces the loss of work more effectively. Fig. 7 shows the different components of overhead in the overall execution time in the selective scheme. Checkpoint and synchronization cost also includes the cost of dependency management and rollback, where it is applicable. With an increase in the number of server threads, synchronization and blocking costs increase. The largest overhead component is the checkpointing and synchronization cost. As seen from figure 7, the thread blocking component, which contributes to availability of the server, is very small. This measurement shows that nonblocking selective schemes, (if implemented) may not gain much by improving the availability of the server during checkpoint or rollback. As before, the interesting part of the graph is not the overall height of the bars, but it is the minimal change in their heights as number of faults increases. Many factors affect the performance of the application. The checkpointing policy constitutes an extremely important part of application performance. A simplistic policy has been used in this application to keep its complexity lower. This policy triggers too many checkpoints per session, some of which could have been avoided by optimizing the policy. The checkpointing cost in the graphs of Fig. 7 results from 160 checkpoints taken during the operation. This overhead is certainly inflated due to the policy of checkpointing, and is not an inherent drawback of the selective schemes. The cost of individual selective checkpoint is fairly low as can be concluded from Fig. 7 . Since checkpointing is a fairly disk-intensive activity, computation can overlap a large portion of selective checkpoint and rollback time. This overlap reduces its share in the overheads, which is seen in the performance of the application.
Components of Overhead
Summary and Conclusions
This paper presents selective checkpointing and rollback schemes for MT-OO programs. First, we start with the need for checkpointing mechanisms that are more sophisticated than the traditional process-level checkpointing. Later, we describe the program model, theoretical foundations, and an implementation of the selective checkpointing and rollback schemes. The usefulness of the schemes is demonstrated by implementing a higher lever fault-tolerance scheme of conversations using them. The performance implications are studied on a prototype internet e-commerce server. The use of the selective schemes in the prototype server showed a significant reduction in the loss of work in the presence of faults. Benefits are more pronounced for a larger level of concurrency in the server. The selective scheme usually outperforms the hypothetical zero-cost global scheme in the presence of faults, vis-a-vis completion times. The experiments also show the vast difference between the sizes of selective checkpoints and global checkpoints. The interesting point to note here is that, the concurrent sessions scheme (based on the concept of relaxed conversations) required 160 checkpoints in less than an hour. Traditionally, such a scheme would be considered outrageous, but the selective schemes still show improvement in performance in the presence of faults.
The main contribution of this paper is that it brings forward an object-oriented approach to checkpointing. Not only does the program model separate program state from process state, but it also allows one to identify the state associated with each individual thread of the MT program. Our prototype showed that this abstract knowledge about the program state can be made available at runtime in the form of suitable data structures. The availability of this information at runtime fuels the design of selective schemes.
Future work can take many directions. The selective schemes are not self-sufficient schemes for faulttolerance, and with additional components for error detection and replica-management, higher level schemes can be designed using these schemes. We are currently analyzing the performance aspects of the selective schemes by mathematical modeling. Checkpointing policies play a major role in improving system performance such as completion time and throughput. To explore other benefits of object level checkpointing, we are involved in the development of checkpointing policies for OO programs. We also plan to make a future version of this library available in the public domain.
