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Abstract
Recent personal mobile communication standards have pushed for so-
phisticated modulation techniques which oÿer higher data throughput
with minimal complexity in channel estimation and equalization. To
achieve this objective mobile terminals require high quality perfor-
mance from RF front-end devices.
Heterodyne receivers have been a widely preferred choice for RF front-
ends. Although these receivers have no performance issues however
they are not monolithically integratable and therefore cannot be minia-
turized.
Direct conversion receivers have been around for almost a century but
they have not been widely used because of their sensitivity to image
problems. Further loss in the quality of RF front-ends can lead to
problems like phase noise, carrier frequency oÿset and direct current
oÿset. The large dynamic range of modulated signals can also be
subject to the non-linear behaviour of high power ampliﬁers.
In the presence of all these constraints, it has been of signiﬁcant re-
search interest to explore robust techniques to jointly estimate chan-
nel and RF front-end non-idealities. The objective of this thesis is to
explore low complexity schemes which take care of the imperfections
present in the RF front-ends at the expanse of minimal computational
complexity. The proposed schemes operate coherently to estimate the
channel impulse response and other imperfections thus allowing us to
reduce the constraints on analog components.
Finally, the proposed schemes are designed arround the wireless local
area network standards and therefore blend seamlessly into the overall
system.

Notation
a Small bold-faced letter deﬁnes a vector
A Capital bold-faced letter deﬁnes a matrix
h channel impulse response
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Signal variance
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g
Mismatch ﬁlter impulse response length
N OFDM symbol size
M Bits per data symbol
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Length of cyclic preﬁx (Guard interval)
T OFDM symbol duration
T
s
Sampling interval
F DFT matrix of size N ×N
Q Permutation matrix of size N ×N (Q=FF
T
)
I
N
Identity matrix of size N ×N
[W|V] Subcomponents of DFT matrix of size N×L and N×(N−L)
respectively
s OFDM transmitted data
x OFDM transmitted modulated signal
r OFDM received signal at RF front-end
y OFDM received signal before demodulation
y
f
OFDM received signal after demodulation
aˆ Estimate of a
a [a
I
T
; a
Q
T
]
T
¯
a [a
(1)
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; a
(2)
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]
T
 Normalized carrier frequency oÿset
∆f Actual carrier frequency oÿset (Hz)
p
j
j-th harmonic of PN interference
d
0
Direct current oÿset
η Amplitude imbalance coecient
θ Phase imbalance coecient
β
0
LO 3dB phase noise BW
p Ampliﬁer non-linearity coecient
CL Clipping Level
g
T
(t) Transmit pulse shape ﬁlter
g
R
(t) Receive low pass ﬁlter
h
D/I
(t) Desired / Interfering CIR in presence IQ imbalance
+
h
µ/ν
Modiﬁed desired / interfering CIR in presence of IQ imbal-
ance and CFO
A
Max
Maximum unclipped amplitude of transmitted signal
f(·) Amplitude distortion function of ampliﬁer nonlinearity
Φ(·) Phase distortion function of ampliﬁer non-linearity
g(·) Overall transfer function of ampliﬁer non-linearity
E PN or CFO process matrix
P Frequency domain equivalent circulant matrix associated
with PN or CFO process
Θ Linear interpolation matrix
 Kronecker product
⊗ Continuous time convolution
(·)
I/Q
Real or imaginary component of a complex variable
<{·}/={·} Real or imaginary component of a complex variable
(·)
H
Hermition operator
(·)
∗
Complex Conjugate operator
(·)
T
Transpose operator
diag(·) Converts a vector into a diagonal matrix
Note: This is a set of basic variables, etc., used through this
thesis. Notations speciﬁc to an individual chapter are deﬁned
inside the chapter.
Abbreviations
A/D Analog to digital
AWGN Additive white Gaussian noise
BER Bit error rate
CFO Carrier frequency oÿset
CFR Channel frequency response
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1Introduction
The advent of mobile communication systems has revolutionized the lives of bil-
lions of people world-wide. The ever increasing demand for higher data rates has
pushed the technology for sophisticated modulation techniques which support
simpliﬁed channel estimation and equalization. It is imperative that the hard-
ware cost be kept to a minimum and this is only possible when the system can
tolerate the non-ideal eÿects originating from lower quality analog components
such as the local oscillator (LO), mixers, analog ﬁlters and high power ampliﬁers
(HPA).
From the study of contemporary literature it is well known that the most
costly section of digital transmitter and receiver systems is the set of analog com-
ponents such as the LO, quadrature mixers, analog ﬁlters and HPA systems. The
conventional transmitter/receiver module is based on the heterodyne architec-
ture which uses multi-stage mixers to transfer the baseband signal to the radio
frequency (RF) domain and vice versa. These systems eÿectively avoid the in-
terfering image signal. However these structures require several mixing stages in
addition to analog bandpass ﬁlters. These analog components have a sizeable
foot print on the printed circuit board which cannot be conveniently miniatur-
ized. Another important issue pertaining to heterodyne receivers is the power
consumed by these analog components which puts pressure on the precious bat-
tery resources.
The direct conversion (DC) structure were ﬁrst proposed in 1920’s [3]. These
structures are monolithically integratable on printed circuit boards. Despite its
simple structure with minimal analog components, this architecture has not been
a preferred choice of transmission systems because of the problems with LO,
non-ideal mixers, near-far eÿects and the HPA.
2 1.1 Scope of this Thesis
More recently, a lot of research has been directed towards designing simple
and robust algorithms which can compensate the eÿects of the non-idealities
of analog components in the digital domain. This in turn allows for a small
footprint, a lesser number of analog components, lower power consumption and,
most important of all, reduces the cost of mobile devices.
1.1 Scope of this Thesis
The objective of this work is to design simple yet robust signal processing tech-
niques which can combat the imperfections present in the analog front-end de-
vices. This problem has been an area of active research for the past several years
yet robust solutions which can seamlessly encompass all of the physical limitations
are still not in sight.
As illustrated in Fig. 1.1, the ultimate objective of this thesis is to estimate
the channel impulse response (CIR) in conjunction to all of these imperfections.
Because, when we have these imperfections, channel estimation is rendered inac-
curate. Therefore a higher system throughput cannot be achieved, even in a high
SNR environment.
Within the scope of this work a typical transmission system has been consid-
ered in the presence of carrier frequency oÿset (CFO), phase noise (PN), direct
current oÿset (DCO), IQ imbalance (also commonly known as IQ mismatch) and
ampliﬁer non-linearity. When using DC architecture the IQ imbalance can exist
in either transmitter/receiver or in both sides at the same time. The IQ imbal-
ance can be categorized into a frequency selective (FS) or a frequency independent
(FI)
1
model depending on the spectral bandwidth occupied by the system. Al-
though this is not an exhaustive set of problems facing a digital communication
system these parameters have serious implications on the overall performance of
the system.
This work is limited to block multi-carrier transmissions systems, mainly be-
cause schemes like WLAN, WiMAX have found wider industrial recognition and
design of smart transceivers which can operate in the presence of serious imper-
fections would greatly beneﬁt this market.
Mobility is also a common problem in wireless communication systems but it
has not been considered within the scope of this work, i.e. the CIR is assumed
to be constant over a block of symbols.
1
In literature the term frequency independent is also referred to as frequency ﬂat(FF)
1. Introduction 3
There exist several types of LO classiﬁed mainly on the basis of presence or
absence of a phase lock loop (PLL). The model of the LO without PLL, also
known as a free-running oscillator, is considered to study the eÿects of PN. As
illustrated in Fig.1.1 this thesis considers the eÿects of IQ mismatch present in
both the transmitter and the receiver. This thesis also distinguishes between FS
or FI models of IQ imbalance. As previously stated, the frequency selectivity of
the IQ imbalance depends upon the bandwidth of the system. Fig. 1.1 is used to
illustrate the scope of work in the subsequent chapters. The set of imperfections
considered in each chapter are marked with black shade.
Channel
Impulse
Response
IQ
Imbalance
Tx Side
FS Im-
balance
FI Im-
balance
Rx Side
Direct
Current
Oÿset
Phase
Noise
Carrier
Frequency
Oÿset
Ampliﬁer
Nonlin-
earity
IQ Im-
balance
Figure 1.1: Typical (not exhaustive) set of problems encountered at direct con-
version transmitter/receiver.
All the results presented in this work are based on simulation results and fur-
ther investigation is required to assess the performance of these proposed schemes
on a suitable hardware platform.
4 1.2 Outline of the Thesis
The main objective of this research has been to propose scalable techniques
which can jointly estimate multiple parameters from both transmitter and/or
receiver in conjunction with channel impulse response with minimal complex-
ity and training. To neutralize these non-ideal eÿects from the received signal,
some low complexity equalization techniques have also been proposed which can
compensate for multiple parameters in a single solution.
The estimation of unknown parameters can be performed by transmitting a
known pilot signal (training based estimation), through the received signal (blind
estimation) or a combination of both techniques. This thesis is mainly focused
on pilot based schemes mainly because they are robust in comparison to blind
techniques as discussed in Section 2.4.
It is well known that use of channel coding techniques (such as Turbo and
LDPC codes) can improve the error correction capability of the transmission
system. Here such techniques have not been considered as the primary objective
here is to evaluate the performance of proposed estimation and data detection
techniques.
1.2 Outline of the Thesis
This thesis deals with a wide spectrum of problems. Several estimation techniques
have been studied considering diÿerent sets of problems. The chapter-wise com-
position of this thesis is illustrated in Fig. 1.2.
Chapter 2 provides the preliminary models considered for simulation of trans-
mission system. The detailed mathematical model of the analog front-end imper-
fections is provided in Section 2.3. A selective review of the solutions available
in literature is provided in Section 2.4.
Chapter 3 introduces a simple iterative estimation of channel and FI Tx/Rx
IQ imbalance. The system model is deﬁned in 3.2 and the iterative estimation
scheme is discussed in Section 3.3. The simulation results are provided in Section
3.5.
Chapter 4 presents a simple closed form expression (CLFE) estimation of
CIR, CFO and FI/FS Rx IQ imbalance. The system model is deﬁned in 4.2 and
the CFO and modiﬁed CIR estimation schemes are discussed in Section 4.3. A
simple single stage CFO, CIR and FI/FS IQ imbalance compensation scheme is
proposed in Section 4.4. A simple CLFE solution for the system in the presence
of DCO in addition to previously considered problems is provided in Section 4.5.
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The performance of the proposed scheme is extended to MIMO systems in
Section 4.6. The simulation results are provided in Section 4.7.
Chapter 5 extends the model of Chapter 3 to estimate the CIR and the FI
Tx/Rx IQ imbalance in the presence of CFO. The system model is deﬁned in 5.2
and the CFO and the modiﬁed CIR estimation schemes are discussed in Section
5.3. The simulation results are provided in Section 5.5.
Chapter 6 considers the estimation of the CIR in the presence of an HPA
non-linearity at the transmitter and FI IQ imbalance at the receiver. The system
model is deﬁned in 6.2 and the estimation schemes are discussed in the subsequent
subsection. The simulation results are provided in Section 6.4.
Chapter 7 focuses on the estimation of CIR in the presence of strong PN. The
proposed scheme is based on single carrier cyclic preﬁx (SCCP) type of block
transmission system where a ﬁxed and known preﬁx is used to obtain a better
estimate of the PN process. The system model is deﬁned in 7.2 and the estimation
schemes are discussed in the subsequent subsection. The simulation results are
provided in Section 7.4.
1.3 Contributions of the Thesis
This thesis has touched upon a wide range of problems which are related to the
operation of the DC structure. The contributions of this work are listed below.
1. In Section 3.3 a simple iterative FI Tx/Rx IQ imbalance estimation scheme
is proposed. The proposed scheme requires only one pilot symbol to obtain
reliable estimates of CIR and FI Tx/Rx IQ imbalance coecients.
2. In Section 4.3.1 and 4.3.2 two scalable solutions to CFO estimation in the
presence of FS/FI Rx IQ imbalance and FS CIR are discussed. These
solutions provide a performance which is proportionate to the complexity
of the receiver. Although numerous solutions have been proposed in the
literature, to the best of our knowledge, the complexity and convergence
time of the proposed scheme is better than the current state of the art
schemes. The scope of this work is extended further by considering DCO in
addition to the previously considered set of problems. To equalize the eÿects
of CFO, FI/FS Rx IQ imbalance and FS CIR a low complexity equalizer is
also proposed in Section 4.4.
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Figure 1.2: The composition of the thesis chapter by chapter.
This solution is extended to a (spatially multiplexed) MIMO transmission
model and this implementation and the corresponding data detection solu-
tions are presented in Sections 4.6 and 4.7 respectively.
3. Section 5.3 presents a simple iterative scheme (based on the model presented
in Chapter 3 and 4) to estimate FI Tx/Rx IQ imbalance in the presence of
CFO and FS CIR. Using the simple schemes proposed in Sections 4.3.1 and
4.3.2 accurate estimates of all the parameters can be easily obtained.
4. Section 6.2 provides a low complexity joint FS CIR, FI Rx IQ mismatch
estimation in the presence of a HPA non-linearity. Unlike the existing works
available in the literature the proposed solution assumes that the channel
and non-linearity coecients are unknown at the receiver and estimates
them using special pilot sequences.
1. Introduction 7
5. Finally in Chapter 7 a simple FS CIR estimation technique has been pro-
posed for SCCP systems. To improve the phase rotation tracking capabil-
ities in the receiver a uniquely known cyclic preﬁx is adopted and the PN
process is compensated using diÿerent interpolation techniques.
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2System Model and Literature Review
As motivated in the previous chapter, the DC architecture is a very attractive
choice but it gives rise to serious challenges. In this chapter the problems facing a
DC device are discussed one by one and a detailed context is provided in addition
to the mathematical model of these problems.
2.1 Transmission System
This section brieﬂy visits the baseband multipath propagation models used for
computer simulation. Later on a concise summary of block transmission sys-
tems like OFDM and SCCP systems is provided and a basic set of notations are
established which are used within the framework of this thesis.
2.1.1 Channel Model
The mobile channel between the transmitter and receiver can be modelled as a
linear ﬁlter. Diÿerent multipath waves have diÿerent propagation delays and the
length of channel impulse response is determined by the maximum delay spread.
The equivalent time-varying baseband channel impulse response is deﬁned as [4]
h(t, τ) =
V −1
X
v=0
α
v
(t)e
jθ
v
(t)
δ(τ − τ
v
(t)) (2.1)
where V is the total number of propagation paths; α
v
(t) and θ
v
(t) represent
amplitude and phase shifts due to the propagation path and τ
v
(t) is the delay
spread corresponding to the t−th time instance, τ = lT
s
, l=0, . . . , L
h
−1 and
(L
h
−1)T
s
=τ
V −1
; where L
h
is the maximum delay spread of the multipath signal.
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Throughout this thesis an equivalent complex, baseband, discrete-time channel
model has been used. This complex equivalent representation allows us to employ
a simpliﬁed mathematical modelling and analysis of digital communication sys-
tems. The detailed description of channel modelling can be found in [4,5]. Within
the scope of this thesis only a stationary linear time-invariant (LTI) channel model
has been considered.
h[l] =
V −1
X
v=0
α
v
e
jθ
v
δ(l − l
v
) l
v
= 0, · · · , L
h
− 1 (2.2)
For the small scale channel modelling, the power delay proﬁle is determined
through the statistical characteristics of the environment. In implementation,
the power delay proﬁle of the equivalent baseband channel is assumed to be ex-
ponential. The received signal in the presence of a frequency selective channel
and additive noise is deﬁned as
y[n] =
L
h
−1
X
l=0
h[l]x[n− l] + n[n] n = 0, · · · , N − 1 (2.3)
where n[n] is the additive white Gaussian noise which is complex and circulantly
symmetric i.e. n[n] ∼ CN(0, σ
2
n
). For general block transmission system the SNR
is deﬁned as
SNR =
MN
D
N +N
g
·
E
b
N
0
(2.4)
where M is the modulation index (M = log
2
S) S being the size of constellation;
N , N
D
, N
g
are respectively the number of total subcarriers, data subcarriers and
the length of guard samples. If the symbol energy is assumed to be normalized
such that E
s
= ME
b
= 1 then the noise variance can be calculated as
σ
2
n
= 10
−

SNR
dB
10

(2.5)
where SNR
dB
is the logarithmic value of the SNR as deﬁned in (2.4) and σ
2
n
=N
0
·
N
D
/N+N
g
. In the following subsections a brief introduction to the block trans-
mission systems is provided and the basic notation is introduced which will be
followed throughout the thesis.
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2.1.2 OFDM Transmission System
OFDM systems [6–8] have found wide acceptance in all facets of the digital com-
munication systems. This modulation technique has been applied from high speed
wire-line networks to digital audio and video broadcasts. More recently, WLAN
(which employs OFDM) has gathered signiﬁcant attention as a de-facto wireless
transmission standard for small area networks, despite the fact that OFDM is
very sensitive to problems arising from transmitter/receiver non-idealities (dis-
cussed later), timing and frequency synchronization issues. It has found applica-
tion mainly because of cost eÿective hardware implementation. OFDM and other
structured transmission systems operate on ﬁxed number of data samples chosen
from the QAM constellation, commonly referred to as a symbol. The equivalent,
continuous-time OFDM modulated signal is deﬁned as
x(t) =
X
i
N−1
X
k=0
s
(i)
[k]g
k
(t− iT ) (2.6)
where s
(i)
[k] is the data symbol corresponding to the k−th subcarrier of the i-
th OFDM symbol and g
k
(t) is the pulse shaping ﬁlter corresponding the k-th
subcarrier which is deﬁned as
g
k
(t) = e
j
2πkt
T
rect(t/T ). (2.7)
The data modulated on each subcarrier is orthogonal since
1
T
Z
T
0
g
k
(t) · g
∗
m
(t)dt = δ[k −m]. (2.8)
The modulation process can also be described in compact vector notation. The
vector symbol corresponding to i-th OFDM symbol is deﬁned as
s
(i)
= [s
(i)
[0], s
(i)
[1], · · · , s
(i)
[N − 1]]
T
. (2.9)
This vector could also contain several null (unloaded) subcarriers. The data sam-
ples now modulated on an orthogonal set of subcarriers. The modulation opera-
tion is essentially performed via inverse IDFT. The computationally ecient way
of doing this is the inverse fast Fourier transform (IFFT),
x
(i)
= F
H
s
(i)
(2.10)
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where F
H
is the IDFT matrix and F[j, k]=1/
√
Ne
−
2π
N
jk
with j, k=0, · · · , N − 1.
This signal can then be up converted to RF domain and transmitted over the air
interface. In the presence of a frequency selective channel the i-th OFDM symbol
would interfere with i+1-th OFDM symbol. To avoid this situation a certain
number of guard-samples are inserted at the start of each OFDM symbol. They
are commonly known as the guard interval or cyclic preﬁx (CP). A CP is actually
the insertion of the last N
g
samples of the OFDM symbol at the beginning of the
symbol,
x
(i)
g
=
h
x
(i)
[N−N
g
], x
(i)
[N−N
g
−1], . . . , x
(i)
[N−1], x
(i)
[0], . . . , x
(i)
[N−1]
i
T
. (2.11)
From now on OFDM symbol index (i) is ignored when no confusion can be
caused. In the presence of an appropriate cyclic preﬁx the convolution of the
OFDM symbol with the channel impulse response can be considered as a circulant
convolution when CP is removed at the receiver. The input/output model of the
OFDM system with a frequency selective channel and additive white Gaussian
noise is deﬁned in matrix notation as












y[0]
y[1]
y[2]
.
.
.
.
.
.
y[N−1]





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



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
=



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




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
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





h[0] 0 · · · h[L
h
−1] h[L
h
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.
.
.
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−1]
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.
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.
.
.
.
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h[L
h
−1]
h[L
h
−1]
.
.
.
.
.
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0
0 0
.
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.
.
.
.
.
.
.
0 0
.
.
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h[0] 0
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

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.
.
.
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
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
+

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.
.
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




.
(2.12)
(2.12) can be compactly written as
y = H
c
x + n (2.13)
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where H
c
is an N×N column circulant matrix (as deﬁned in (2.12)). From [9]
(Ch.6 pg. 298) it is known that any circulant matrix can be diagonalized by left
and right multiplication with DFT and IDFT matrices,
Λ
h
:= FH
c
F
H
(2.14)
where Λ
h
is the diagonal matrix created from channel frequency response (CFR)
Λ
h
= diag(H[0], . . . , H[N − 1]) with H[k] being CFR on the k-th subcarrier.
Now, the overall received signal can be written as
y
f
= F(H
c
F
H
s+ n). (2.15)
The complete transmission scheme of the OFDM system is illustrated in Fig. 2.1.
The channel estimation is an important part of the receiver system. In literature
the simplest solution is to estimate the unknown channel by transmitting a known
pilot sequence. The channel coecients are obtained using a simple least squares
(LS) solution as
ˆ
h =

X
H
X

−1
X
H
y
f
(2.16)
where h is the CIR vector of size L
h
×1, X:=SW with S is the N×N diagonal
matrix of the known pilot symbol and W is the N×L
h
component of the DFT
matrix (i.e. W[k, l]=1/
√
Ne
−j
2πkl
N
). This solution provides an accurate estima-
tion of the LTI channel (in time domain) but may suÿer from noise ampliﬁcation
in low SNR conditions. However many works in the literature have also proposed
to use comb-pilot structure for estimation of the channel coecients.
The modulation of data on orthogonal subcarriers (as illustrated in Fig. 2.2)
allows us to pack data samples close together without interfering with each other,
but in the case when this orthogonality is lost the performance of the OFDM
system is severely degraded. The biggest advantage of OFDM system is the
higher data-rate and simplicity of equalization, unlike the Viterbi decoder used for
maximum likelihood sequence estimation in time domain for single carrier systems
which requires exhaustive search over all possible scenarios. For an OFDM system
a simple one-tap equalizer is the optimal equalizer in the maximum likelihood
sense.
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Figure 2.2: The spectral representation of the OFDM signal.
2.1.3 SCCP Transmission System
OFDM transmission systems oÿer a simple modulation, demodulation with e-
cient implementation using the FFT/IFFT. However, this system may suÿer from
serious performance degradation because of the dynamic range of the transmitted
signal. The system is also very sensitive to other non-idealities of the transceiver
architecture in addition to time and frequency synchronization issues. A very
interesting solution proposed in the literature which has gained a lot of atten-
tion lately is the single carrier cyclic preﬁx (SCCP) transmission scheme [10–12].
In the literature the SCCP scheme is also known as the single-carrier frequency
domain equalization (SC-FDE) transmission scheme. A simpliﬁed block diagram
implementation of this scheme is illustrated in Fig. 2.1. The additional com-
ponents which are associated with SCCP are highlighted in red. For simplicity,
this work assumes that the size of all DFT and IDFT operations is of the same
dimension (this is generally not the case in practice). The SCCP system oÿers
several features in comparison to OFDM systems. For example it suÿers from
high dynamic range problem to a lesser extent, SCCP is also relatively less sensi-
tive to IQ mismatch and carrier frequency oÿset [13]. More recently this scheme
has been standardized in LTE as an uplink transmission scheme.
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Unlike OFDM systems no modulation is performed on the transmitter side
and each block of data symbols is appended with the CP and transmitted to
the receiver. The receiver converts the signal into the frequency domain and
the equalization is performed in the frequency domain and then the signal is
converted back into time domain. This process is illustrated in Fig. 2.1.
The zero-forcing ZF equalization of the received signal (for the case when
IFFT and FFT sizes in the transmitter are same) is described as follows [14].
ˆ
s = F
H
Λ
−1
h
Fy. (2.17)
2.2 Up/Down Conversion Structures
The up and down conversion of the transmitted and the received signal is per-
formed using dedicated RF front-end devices. In the literature these devices are
categorized into two types based on the number of conversion stages involved in
the process. The hetero-dyne structures involve two or more stages in conver-
sion while homodyne structures perform conversion within a single stage. The
heterodyne structures (as shown in Fig.2.3(a)) have been widely adapted as a
preferred choice of RF front-end because of their better selectivity and sensitivity
characteristics [2]. The hetero-dyne structures are not sensitive to IQ-imbalance
because the LO operating at the second stage is 2 magnitudes less and while the
desired signal is being ampliﬁed the interfering image signal is suppressed at each
stage.
A typical homodyne structure is illustrated in Fig.2.3(b). A direct conversion
structure extends the intermediate frequency to zero frequency. It is for this
reason these structures do not require an image reject ﬁlter (IRF). Since IRFs are
not needed, this architecture is more suitable to monolithic integration.
The graphical illustration of the image problem caused by the direct conver-
sion receiver is presented in Fig. 2.4. The undesired/interfering image signal r
∗
f
[·]
present at the image frequency −f
c
is also down-converted to the baseband. In the
case of perfectly balanced quadrature mixer this image signal can be ﬁltered-out
completely. However, in the presence of IQ imbalance a residue image signal will
be present at the output of a direct conversion receiver (more detail is provided
in section 2.3.3).
In the literature several single stage devices have been proposed, namely the
Weaver and the Hartley architectures [2], but as pointed out in the reference all
these devices suÿer from image problems.
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Figure 2.4: The eÿect of image interference in a direct conversion receiver [1].
Now that a basic frame-work of block transmission system has been estab-
lished in the next section a detailed account of a limited (selected) set of analog
imperfections is provided. These imperfections inﬂict serious problems on the
performance of the transmission systems and are primarily associated with DC
structures.
2.3 Transmitter and Receiver Imperfections
In [2, 15], the authors have highlighted the challenges and the opportunities pre-
sented by DC architecture. Although heterodyne structures are a reliable choice
for transmission and reception, however the sizeable number of analog compo-
nents required in the design of these blocks means that their foot print cannot
be reduced and all this performance comes at a cost which cannot be minimized
further. Direct conversion receivers were proposed in 1920’s [3] but their sensi-
tivity to the characteristics of the analog components have prevented them from
being used widely. More recently, with the advent of powerful signal processing
capabilities at the disposal of receiver, it has become possible to deal with these
problems using sophisticated signal processing techniques.
The typical system model considered within the scope of this work is illus-
trated in Fig. 2.5. The transmit and receive IQ imbalance occurs due to ampli-
tude and phase imbalance in the quadrature mixers. If the transmit pulse shaping
ﬁlters and/or receiver low pass ﬁlters in the quadrature arms of the transceiver
are not balanced, this gives rise to frequency selective IQ imbalance. The phase
noise can also exist in both transmitter and receiver sides. As demonstrated
in [16] the transmit and receiver phase noise can be combined as an equivalent
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Figure 2.5: Transmission system in the presence of transmitter and
receiver imperfections.
(approximate) PN process at the receiver. However, only receiver phase noise is
considered here. The direct current oÿset is also assumed to be eÿecting only the
receiver side. Although the eÿects of non-linear ampliﬁcation do exist both at
the transmitter and the receiver, it is assumed to be present at the transmitter
side only.
The following subsections provide a concise description of these problems and
illustrate their eÿects on multi-carrier transmission systems. Although it is of
immense importance to study the precise electrical structures of all these de-
vices, these studies are limited only to the equivalent mathematical models of the
problems under consideration.
2.3.1 Phase Noise
Phase noise (PN) appears because of the instability of the LO. PN is a random
walk of the phase (φ(t)) of the LO output signal, often modelled by Brownian
motion or a Weiner process. The spectrum of an LO with phase jitter is mod-
elled as a Lorentzian power spectrum. The PSD of this spectral leakage has been
parameterized in [17]. The PN model discussed here is speciﬁc to a free-running
oscillator only and is not valid for a phase locked loop (PLL) based model. Al-
though PLL base LO are used widely and are prone to PN problem to a lesser
extent but free-running oscillator have been considered in this work mainly be-
cause of their simple mathematical model. In the equivalent discrete-time domain
the n
th
PN sample is related to the previous sample via
φ[n] = φ[n− 1] + w[n] (2.18)
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where φ[n] is the equivalent, baseband, discrete-time representation of the con-
tinuous PN process illustrated in Fig. 2.5, w[n] ∼ N(0, σ
2
w
), with σ
2
w
= 2πβ
0
T
s
,
T
s
is the sampling interval and β
0
is deﬁned as the two-sided 3-dB bandwidth
of the PN process. The equivalent discrete-time realization of the PN process is
illustrated in Fig. 2.6(a).
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(b) Eÿects of PN process on OFDM (16
QAM) in noiseless case
Figure 2.6: The PN process and its eÿects on an OFDM system with
β
0
=1kHz.
The PN process has been studied widely. The statistical characteristics of the
PN process for free running and PLL based oscillators have been deﬁned in [18].
Further details of PN process have been provided in [19–21]. PN is a serious
problem and it has also been studied in the context of optical communication
systems. The PN process is generally associated with the ratio of energy at the
carrier frequency to the energy leaked to the adjacent spectrum. The properties
of PN process have been associated with the structure of the LO. In the next we
describe the eÿects of PN on an OFDM system.
Let y[n] be the received discrete-time signal in the presence of a PN process.
y[n] = r[n]e
jφ[n]
(2.19)
where r[n] is the equivalent discrete-time representation of the baseband equiv-
alent of the received RF signal (see Fig. 2.5). In compact matrix notation the
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received signal can be expressed as
y = EH
c
x + n (2.20)
where E is a diagonal matrix of the PN process. The received signal after de-
modulation (while ignoring the additive noise) can be deﬁned as [22]
y
f
[k] =
1
√
N
N−1
X
n=0
y[n]e
−j
2π
N
kn
=

1
√
N

2
N−1
X
n=0
e
jφ[n]
N−1
X
r=0
s[r]H[r]e
j
2π
N
rn
e
−j
2π
N
kn
=
1
N
N−1
X
n=0
e
jφ[n]
N−1
X
r=0
s[r]H[r]e
j
2π
N
(r−k)n
.
Now by distinguishing between the two instances when (r=k) and (r 6=k) the
received signal can be decomposed as
y
f
[k] =
1
N


s[k]H[k]
N−1
X
n=0
e
jφ[n]
+
N−1
X
r=0
r 6=k
s[r]H[r]
N−1
X
n=0
e
jφ[n]
e
j
2π
N
(r−k)n


(2.21)
= s[k]H[k]
N−1
X
n=0
e
jφ[n]
| {z }
p
0
+
1
N
N−1
X
r=0
r 6=k
s[r]H[r]
N−1
X
n=0
e
j
2π
N
(r−k)n
e
jφ[n]
| {z }
p
(r−k)
(2.22)
= s[k]H[k]p
0
+
1
N
N−1
X
r=0
r 6=k
s[r]H[r]p
(r−k)
(2.23)
where s[k] and H[k] are respectively the transmitted data and the CFR on the
k-th subcarrier, with p
0
the mean of the PN process over a symbol duration,
also known as the common phase rotation (CPR). As observed from (2.23), p
r−k
with r−k=1, . . . , N−1 are the higher order harmonics of the PN process spec-
trum. The second component of (2.23) is the data dependent interference which
is commonly known as intercarrier interference (ICI). The eÿects of PN on OFDM
transmission are illustrated in Fig. 2.6(b). In compact matrix notation (2.23)
after demodulation can be written as
y
f
= PΛ
h
s+ z (2.24)
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where z is the equivalent complex white Gaussian additive noise, P is a circu-
lant matrix constructed from the column vector [p
0
, p
1
, · · · , p
N−1
]
T
and Λ
h
is a
diagonal matrix obtained from the CFR (i.e. diag(Wh)).
The estimation and compensation of the PN process in the multicarrier system
is a very sensitive problem because as illustrated in the Fig 2.6(a), PN is a rapidly
time-varying process. In practice it is not possible to completely eliminate the PN
process as it requires knowledge of all the PN samples (i.e. φ[n], n=0, . . . , N − 1)
eÿecting the OFDM symbol.
Most of the solutions proposed in literature suggest estimating and compen-
sate for only the CPR while ignoring the ICI. More recently [23] has proposed
estimating the PN process using linear interpolation of the PN values obtained
from the known pilot samples. In [24] and [25] they have illustrated that by linear
interpolation between CPR estimates obtained from subsequent OFDM symbols
the PN process can compensated eÿectively.
2.3.2 Carrier Frequency Offset
Carrier frequency oÿset (CFO) occurs due to Doppler shift and/or mismatch
between the operating frequency of the transmit and receive LOs. An LO is
an analog component and uses high quality components that can signiﬁcantly
increase the cost of the transceiver.
The received OFDM signal in the presence of a CFO is deﬁned as
y(t) = r(t) · e
j2π∆ft
. (2.25)
In contemporary literature of OFDM systems the CFO is typically measured on
a normalized scale, i.e. relative to the subcarrier spacing in OFDM systems (i.e.
1/T with T=NT
s
).
 = T∆f. (2.26)
In practice,  could take any arbitrary value and it is often divided into the integer
and fractional components, (=τ+φ) with τ, φ being the integer and fractional
components of . This thesis is concerned with only the fractional component of
the CFO
1
. Now using this deﬁnition the received OFDM signal in the presence
1
In practice coarse CFO estimation is performed using short training sequences and thus it
is fair to assume that the residual CFO left in the system is only fractional.
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of CFO can be deﬁned as
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Now (2.27) can be expressed in matrix notation as
y = EH
c
x + n. (2.28)
The eÿect of CFO on the k-th subcarrier can be described as
y
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In compact matrix notation the (2.29) can be expressed as
y
f
= PΛ
h
s + z. (2.30)
From (2.29) it is evident that CFO is a serious problem because the orthogonality
between the subcarriers is lost
2
. The received signal suÿers from CPR and ICI
2
The notation P is interchangeably used to denote either the circulant frequency domain
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as in the case of PN. The data dependent nature of the ICI implies that the
performance of the system cannot be improved even in a high SNR situation.
The value of the CFO present in typical devices operating in 5 GHz band is 20
ppm (parts per million) which means the signal performs a 2π rotation every
10µs [26] and without CFO compensation it is not possible to use OFDM system
for transmission.
2.3.3 IQ Imbalance
IQ imbalance is one of the common problems faced by DC transmitters and
receivers. This problem arises due to the amplitude and phase mismatch between
the in-phase and quadrature-phase arms of the (de)modulator as illustrated in
Fig. 2.5. In the literature this problem is modelled as an asymmetric and a
symmetric problem. The corresponding diagrams (only for receiver devices) are
illustrated in Fig. 2.7. For the asymmetric model of IQ imbalance as illustrated
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(a) Asymmetric model of IQ imbalance in
DC receiver
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Figure 2.7: Typical models of direct conversion (Zero-IF) receiver.
in Fig. 2.7(a) the gains of the desired and the interfering(mirror) signals for a
DC receiver (see (2.34)) are deﬁned in [27–29] as
µ
R
=
1 + α
R
e
−jθ
R
2
ν
R
=
1− α
R
e
jθ
R
2
(2.31)
representation of PN or a CFO process
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where α
R
and θ
R
are respectively the amplitude and phase imbalances. Likewise
for the symmetric model of IQ imbalance as illustrated in Fig.2.7(b), these gains
are deﬁned as
µ
R
= cosθ
R
− jη
R
sinθ
R
ν
R
= η
R
cosθ
R
+ jsinθ
R
. (2.32)
where α
R
=1 + η
R
(η
R
is the amplitude imbalance typically measured as a per-
centage). The eÿect of these models on the received signal is equivalent. Only
a symmetric IQ imbalance model has been considered within the scope of this
work. Since the DC modulator can be deployed at the transmitter the equivalent
baseband output signal in the presence of FI IQ imbalance is deﬁned as
u(t) = µ
T
x(t) + ν
T
x
∗
(t) (2.33)
where x(t) is the OFDM modulated signal as deﬁned in (2.6), µ
T
is the gain of
the useful transmit signal while ν
T
is the gain of the interfering signal, which is
simply the complex conjugate of the original signal. Similarly, the received signal
in the presence of only FI Rx IQ imbalance is deﬁned as
y(t) = µ
R
r(t) + ν
R
r
∗
(t). (2.34)
where r(t) is the baseband equivalent signal at the input of RF front-end. The
problem of IQ imbalance is not limited only to the transmitter or receiver RF
front-ends but both sides can suÿer from IQ imbalance simultaneously. The
received signal in the presence of FI Tx/Rx IQ imbalance can be compactly
written in vector notation (assuming an AWGN channel) as
y = µ
R
r+ ν
R
r
∗
+ n.
Using (2.33) in (2.34) and ignoring the fading channel we get
y = µ
R
µ
T
x + µ
R
ν
T
x
∗
+ ν
R
µ
∗
T
x
∗
+ ν
R
ν
∗
T
x + n. (2.35)
In the absence of Tx IQ imbalance, (2.35) reduces to (2.34). In the presence of
the slightest mismatch between the in-phase and quadrature-phase arms of the
DC receivers it is not possible to remove this interference (caused by the image).
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Typically the eÿect of IQ imbalance is more serious in low cost receiver devices,
i.e., they suÿer from a low pass ﬁlter (LPF) mismatch in addition to the amplitude
and phase imbalance coecients.
The eÿect of IQ imbalance on SCCP scheme (only for the simplistic case when
IFFT and FFT operations at transmitter are of same size) is illustrated in Fig.
2.8(a). It is evident that the eÿect of FI IQ imbalance on SCCP systems is very
uncomplicated. It can be seen that the constellation is skewed. This is acceptable
as long as the constellation diagram is not distorted signiﬁcantly. However it is
hard to deduce any conclusions for the case when diÿerent dimensions of Fourier
matrices are used.
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(b) Eÿects of IQ imbalance on an OFDM sys-
tem
Figure 2.8: The eÿects of IQ imbalance on SCCP and OFDM
schemes with 16-QAM, η = 5%, θ = 5
◦
in AWGN channel with
E
b
/N
0
=30dB.
Now for an OFDM transmission system the received signal (after demodula-
tion) can be expressed in terms of the multi-path channel and the transmitted
signal as
y
f
= µ
R
FH
c
F
H
s+ ν
R
FH
∗
c
F
T
s
∗
.
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And after further simpliﬁcation
y
f
= µ
R
Λ
h
s + ν
R
¯
Λ
∗
h
Qs
∗
(2.36)
where Λ
h
is the CFR matrix associated with the multi-path FS channel as deﬁned
in (2.14). Similarly, the matrix
¯
Λ
∗
h
:= diag(Wh
∗
) and Q=FF
T
is deﬁned as
the permutation matrix. For a data vector s = [s[0], s[1], · · · , s[N−2], s[N−1]]
T
its mirror image is deﬁned as Qs
∗
=[s
∗
[0], s
∗
[N−1], s
∗
[N−2], · · · , s
∗
[3], s
∗
[2], s
∗
[1]]
T
,
mirror image of the CFR can also be deﬁned similarly.
For multi-carrier systems like OFDM the received demodulated signal y
f
[k]
is the sum of actual received sample r
f
[k] (r
f
[k] := H[k]s[k]) and its complex
conjugate mirror image r
∗
f
[-k] (i.e. r
∗
f
[-k] := H
∗
[-k]s
∗
[-k]) as illustrated in Fig.
2.4. If the complex gain of the useful signal and the interfering image (µ
T/R
and
ν
T/R
) is same for all subcarriers then IQ imbalance is considered to be frequency
independent (FI), and it is frequency selective (FS) otherwise. A detailed formu-
lation of the system in the presence of FS IQ imbalance is provided in subsequent
paragraphs.
Another way of looking at (2.36) is that the data symbol on every subcarrier
suÿers from cross-talk with its mirror image sub-carriers. If the IQ imbalance
coecients are known at the receiver then the desired(useful) signal can be de-
coupled from its interfering image using a set of linear equations. The eÿects of
FI Rx IQ imbalance on (16-QAM) OFDM transmission systems are illustrated
in Fig. 2.8(b).
The impact of this interference is commonly measured in terms of image re-
jection ratio (IRR) and is deﬁned as
IRR =
P
interference
P
signal
=
|ν|
2
|µ|
2
=
η
2
cos
2
θ+sin
2
θ
cos
2
θ + η
2
sin
2
θ
. (2.37)
IRR is an important ﬁgure of merit for DC devices and is often referred to in the
literature.
For multicarrier systems like OFDM in the presence of non-ideal components
like A/D and D/A convertors, ﬁlters etc., the IQ imbalance problem becomes
frequency selective. This is because the gains of interference experienced by
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each subcarrier is related to the mismatch between the in-phase and quadrature-
phase branches. The frequency selectivity is not a critical issue in narrow band
transmission systems, but it becomes much more relevant for higher bandwidth
systems (such as WLAN, WiMAX and LTE). The overall transmission model in
the presence of the FS IQ imbalance is illustrated in Fig. 2.5 where g
I
T
(t) and
g
Q
T
(t) are appropriate LPFs at the transmitter, and similarly g
I
R
(t) and g
Q
R
(t) are
the LPFs at the receiver. In the literature the behaviour of the LPFs is modelled in
two diÿerent ways. The authors in [27,29,30] have modelled the mismatch ﬁlters
(i.e. (g
I
T
(t)±g
Q
T
(t))/2 and (g
I
R
(t)±g
Q
R
(t))/2) as an inﬁnite impulse response (IIR)
ﬁlter, while [31–33] have assumed it to be a non-causal FIR ﬁlter.
In the subsequent paragraph the system model for a transmission system in
the presence of FS Tx/Rx IQ mismatch is deﬁned.
The equivalent baseband transmitted signal at the output of the RF front-end
is deﬁned as u(t)=LPF{u
RF
(t)e
−jω
c
t
} [34]. The equivalent baseband signal in the
presence of FS IQ mismatch is deﬁned as
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The real and imaginary components of the transmitted equivalent baseband signal
are deﬁned as
u
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Combining these components together and simplifying the expressions further the
transmitted baseband signal can be expressed as
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In short-hand notation the expression of (2.40) can be written as
u(t) = (µ
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k
1
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T
k
2
T
(t))⊗ x(t) + (ν
T
k
1
T
(t) + µ
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k
2
T
(t))⊗ x
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(t) (2.41)
which can be further simpliﬁed as
u(t) = h
(T,D)
(t)⊗ x(t) + h
(T,I)
(t)⊗ x
∗
(t) (2.42)
where h
(T,D)
(t) and h
(T,I)
(t) are the equivalent (modiﬁed) CIRs pertaining to
the desired and interfering(image) channels at transmitter. Extending this idea
further we deﬁne the equivalent baseband representation of the received signal
after down-conversion by a DC receiver in the presence of FS IQ mismatch. The
received signal after down conversion can be deﬁned as
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After some straight forward calculation the equivalent baseband received signal
can be deﬁned as
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which can be written in short-hand notation as
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which can be further simpliﬁed as
y(t) = h
(R,D)
(t)⊗ r(t) + h
(R,I)
(t)⊗ r
∗
(t) (2.46)
here h
(R,D)
(t) and h
(R,I)
(t) are the equivalent (modiﬁed) CIRs pertaining to de-
sired and interfering channels at the receiver. Since the equivalent received base-
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band signal in the presence of a FS CIR can be expressed as
r(t) = h(t)⊗ u(t) (2.47)
therefore using the deﬁnition of the Tx signal from (2.42) in (2.47), (2.46) can be
ﬁnally redeﬁned as
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.
Re-arranging the desired and interfering components of the received signal we
can write
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The eÿect of the IQ imbalance in a multi-carrier transmission system is illustrated
in Fig. 2.8(b). It is obvious from the ﬁgure that the eÿect of IQ imbalance on
multi-carrier systems is more profound and complicated in comparison with single
carrier systems. From the simulation results it is evident that the even a small im-
balance (θ = 5
◦
and η = 5%) can limit the system performance even in high SNR.
2.3.4 Direct Current Offset
There are several reasons for occurrence of direct current oÿset (DCO). Firstly,
the isolation between the LO port and the inputs of the mixer and the LNA is not
perfect -i.e., a ﬁnite amount of feed-through exists from the LO port to the input
of the LNA and mixer. This so called ‘LO leakage’ stems from the capacitative
and substrate coupling. The leakage signal appearing at the inputs of the LNA
and the mixer is now mixed with the LO signal and produces a dc component.
This phenomena is called self-mixing. This problem may also arise if a large
interferer leaks from the LNA or mixer input to the LO port and is multiplied by
itself. The graphical illustration of both scenarios is in Fig. 2.9.
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Figure 2.9: Eÿects of signal leakage on direct conversion receiver [2].
In practice the eÿects of DCO vary much slowly than the CIR, it is for this
reason it is commonly modelled as an additive complex constant d
0
at the output
of the device [35–37] as illustrated in Fig. 2.5.
2.3.5 High Power Amplifier
Ampliﬁer non-linearity problem emanates from the non-linear behaviour of trans-
mit/receive ampliﬁer at the analog front-end of the system. The eÿect of this
problem is not critical on the constant modulus single carrier transmission sys-
tem. However the eÿect of this distortion is very signiﬁcant on systems where
the signals have a large dynamic range. The OFDM transmission system is un-
fortunately very sensitive to the eÿects of ampliﬁer non-linearity because of the
large variations in the modulated signal. The variation of the signal is measured
as peak to average power ratio (PAPR)
3
, which is deﬁned as
PAPR =
max {x
2
[n]}
E{x
2
[n]}
. (2.49)
The ampliﬁer non-linearity has serious eÿects not only on the transmitted signal
but also on the signals of the adjacent carriers. The distortion caused to the
transmitted signal is known as in-band distortion while the distortion to the
adjacent users is more commonly known as out-of-band distortion. Although the
out-of-band radiation can be curtailed using a bandpass ﬁlter, the self-inﬂicted
3
in practice crest factor (CF) is a more suitable measure of the dynamic range of the signal
and the distribution of dynamic range is deﬁned as a complementary cumulative distribution
function (CCDF).
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interference cannot be ﬁltered out from the signal. This interference limits the
achievable SNR in the receiver. The Federal Communication Commission requires
an out of band emission on WLAN in the range of -51 to -60 dB , while OFcom
requires that it be less than -55 dB outside the allowable spectral range.
The eÿects of the HPA are analyzed in terms of the eÿect of input amplitude to
output amplitude and input amplitude to the output phase. These are referred to
as the AM/AM and AM/PM characteristics. The most common way to limit the
dynamic range of transmit signal is to use a clipper. The AM/AM and AM/PM
characteristics of an ideal clipper (also known as soft limiter (SL)) are deﬁned as
g(x[n]) =



x[n] , |x[n]| ≤ A
max
|A
max
|e
jφ[n]
, |x[n]| > A
max
(2.50)
where A
max
is the maximum unclipped signal amplitude. This is idealized be-
haviour and is not found in practice.
In the literature two of the most popular ampliﬁers which have found a wider
application in the telecommunication industry are namely the solid state power
ampliﬁers (SSPA) and the travelling wave tube ampliﬁers (TWTA). The mathe-
matical models most commonly used to describe the behaviour of these ampliﬁers
are respectively Rapp’s model [38] and Saleh’s model [39] several other variants
are available in [40]. Since Rapp’s model accurately describes the behaviour of the
HPA’s used in mobile communication devices, only these ampliﬁers will be con-
sidered in further discussion. If the input to HPA is deﬁned in polar co-ordinates
as x[n] := |x[n]|exp(jφ[n]), then the magnitude and phase transfer functions of
the SSPA can be modelled as
f(|x[n]|) =
|x[n]|


1 +


|x[n]|
A
max


2p


1/2p
,
Φ(x[n]) ' 0. (2.51)
where f(·) and Φ(·) are the AM/AM and AM/PM transfer functions and p is
the non-linearity factor and as p → ∞, this model approaches a soft limiter
characteristics. By combining the magnitude and phase dependent components
the output function of an HPA is deﬁned as g(x[n]) := f(|x[n]|)exp(jΦ(x[n]) +
φ[n]).
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Figure 2.10: The eÿects of ampliﬁer non-linearity on OFDM with
N = 64, p = 2 and SNR=40dB.
The eÿects of ampliﬁer non-linearity on OFDM system have been presented
in Fig 2.10. It is obvious from Fig. 2.10(a) and 2.10(b) that non-linearity leads
to degradation of constellation and speactral leakage. The eÿect of non-linearity
is associated with clipping level (CL) which is deﬁned in (6.18). In the literature
there exists an extensive review of the eÿects of the memory of ampliﬁer non-
linearity. However, within the scope of this thesis only memoryless ampliﬁers are
considered.
In multi-carrier transmission systems, the eÿects of non-linearity are directly
related to the number of subcarriers. Several solutions have been purposed to
mitigate these eÿects on the transmission side, such as subcarrier loading, pre-
distortion and adjusting the input power of the ampliﬁer to move the operating
point of the ampliﬁer in the linear region. The simplest way to reduce the dynamic
range of the transmitted sequence is to clip the signal at transmitter. This is done
widely in practice and it causes a loss in BER performance in addition to out-of-
band radiation.
Signal processing at the transmitter side is the most widely used method to
mitigate the eÿects of non-linearity. But in this thesis we have focused on devel-
opment of techniques which can jointly mitigate the eÿects of CIR in conjunction
with ampliﬁer non-linearity.
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In the next section a review of techniques available in the literature to estimate
any subset of these problems is provided. This review is not an exhaustive one
but it outlines the research trend and cites a selection of diÿerent techniques
proposed over the past decade.
2.4 Literature Review
DC architecture is also commonly known as homodyne and zero intermediate
frequency (Zero-IF) structure. These structures are the simplest receivers and
have been around since the early 1920’s [3]. They have not found application
because of their instability and sensitivity. The interest in these simple devices
was reinvigorated by [15]. The biggest drawback of the DC architecture is the
presence of inherent problems such as PN, CFO, IQ mismatch and DCO. In the
presence of these imperfections it is not possible to estimate channel accurately
even in high SNR conditions. This situation curtails the achievable performance
of the transmission system.
In contrast to homodyne transceivers, the heterodyne devices have been more
popular. Because of their multi-stage design they avoid image interference prob-
lems using costly analog bandpass ﬁlters on each stage. An equally important
drawback of the heterodyne structures is that because of the additional analog
components it is not possible to minimize the cost of the hetrodyne transceivers
and it is also not possible to integrate these structures on the printed circuit
board.
Lately the research trend has been to estimate the above mentioned non-
idealities jointly using minimal training samples and/or adaptation time.
The following section provides a detailed account of numerous solutions pro-
posed in the literature to mitigate these problems. The literature has been
grouped together based on the set of parameters estimated together. Diÿerent
articles have been sub-grouped together to compare and contrast the performance
of the solutions focusing on similar problems.
CIR, IQ imbalance, CFO and DCO estimation
The authors in [15] in his review of DC architecture has proposed an analog
circuit to allow oÿ-line calibration of the IQ imbalance present in the device.
This dedicated calibration mechanism can increase the cost of the receiver. Now
due to recent advances in semi-conductor electronics more sophisticated signal
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processing capabilities are available at the receiver and system designers can rely
on signal processing techniques to mitigate these eÿects through ecient signal
processing techniques.
The earliest paper looking to estimate FI IQ imbalance using pilot-symbols can
be found in [41]. These authors have proposed to transmit a known pilot symbol
where half of the subcarrier bins are left empty (unloaded) so that the eÿects of
the corresponding image subcarriers (as described in (2.36)) can be determined.
A good estimate of IQ mismatch can be obtained through averaging over available
(pilot) observation samples. Another scheme which performs joint CIR and FI Rx
IQ imbalance estimation has been proposed in [42]. The authors have proposed a
special set of scattered pilots to estimate FI IQ imbalance coecients using pilot
subcarriers from two consecutive symbols. The scheme is speciﬁc to the WLAN
standard. Both these schemes are very simple but they are also very limited in
their application.
The earliest work found in the literature for joint estimation of FI/FS Rx
IQ mismatch is [27]. The authors have proposed an adaptive least mean square
(LMS) estimation of CIR and FI/FS IQ mismatch using pilots with either sym-
metric or asymmetric samples on image subcarriers. The convergence speed of
this scheme is related to the choice of adaptation parameters. This scheme re-
quires several training symbols to obtain reliable estimates. Another adaptive
scheme proposed in [43] suggests to use pilot symbols with corresponding image
subcarriers set to zero. This scheme using the pairs of signal and image sub-
carriers can jointly estimate the CFR and FI Rx IQ-imbalance coecients. The
authors in [44] have extended their work to the case of FI Tx/Rx IQ imbalance.
More recently another low complexity adaptive FS IQ mismatch estimation in the
presence of CFO (which is assumed to be known perfectly) using LMS technique
appeared in [45].
Another work on the joint estimation of CFR and FI/FS Rx IQ imbalance has
been proposed by [32]. These authors proposed a recursive least square (RLS)
solution, and have extended their work to estimate FI/FS Tx/Rx IQ imbalance
and CFO using similar adaptive schemes in [46].
Another solution found in literature [29] has extended the problem to jointly
estimate FI/FS, Tx/Rx IQ imbalance for MIMO-OFDM systems using an RLS
scheme.
It can be observed from all these solutions that the adaptation process is
slow to converge and several pilot symbols are required for convergence. These
schemes estimate CFR in conjunction with, FI/FS Tx/Rx IQ imbalance. The
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convergence performance of these estimators is not acceptable because wireless
channels are time-varying and it is not realistic to assume that the adaptive
process can keep track of the albeit slowly time varying channel process. The
number of unknowns to be estimated (when estimating the combined CFR and
IQ mismatch process) can be large. The schemes in [27, 29, 32, 44] also do not
exploit the fact that the complexity of the receiver can be minimized by reducing
the number of parameters to be estimated.
More recently [31] have proposed estimation of the CIR and FI/FS Rx IQ
imbalance in time-domain using an optimal training sequence. This scheme es-
timates combined CIR and FS IQ imbalance as a CLFE. The overall channel is
estimated as the impulse response associated with the desired and the interfering
components of the received signal as deﬁned in (2.36). In [34] these authors have
extended the closed form estimation solution to FI/FS Tx/Rx IQ imbalance and
CIR estimation.
A maximum likelihood estimation of the CIR, CFO, IQ mismatch and DCO
has been proposed by [36]. This scheme considers only the FI type of IQ mismatch
and estimation of these parameters is performed through a multi-dimensional grid
search. Although this scheme is very eÿective, it is too complex to be used in
practice. Some other schemes estimating DCO in addition to CIR and FI IQ
imbalance through LS solution can be found in [35, 37].
The problem of joint CIR, FI Rx IQ mismatch and CFO estimation has been
studied widely. In [47] authors have proposed an IQ imbalance and CFO esti-
mation scheme with grid search cost minimization using known pilot subcarriers.
In [28] the authors have proposed the estimation of FI/FS IQ imbalance and CFO
processes using a pilot symbol which is made up from the periodic repetition of a
smaller pilot sequences. The estimates of CFO are obtained using a one dimen-
sional search and then by ﬁxing these estimates in a least squares problem the
estimates of IQ mismatch are obtained. Both these techniques do not estimate
the CIR. Another simple solution [48] found in the literature exploits the fact that
the CFR does not change rapidly over adjacent subcarriers and abrupt ﬂuctua-
tions are induced in CFR by IQ imbalance. The estimates of CFO are obtained
through the two consecutive pilot symbols. More recently the authors in [49] have
proposed a CLFE for estimation of FS CIR, FI Rx IQ imbalance and CFO using
the time-domain model of the system. These authors have also proposed to use
the repetition of smaller blocks within a pilot symbol which allows for estimation
of a large CFO variation. The authors have extended this work to MIMO-OFDM
systems in [50]. This solution is elegant but does not work in the case of FS IQ
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mismatch. Authors in [46, 51] have proposed an adaptive estimation of Tx/Rx
IQ imbalance in the presence of CFO but they have not devised any strategy for
CFO estimation within their framework.
More recently [50, 52–54] have used OFDM symbols with periodic training
blocks within a pilot symbol for estimation of a wide range CFO. The authors
in [50, 52] have proposed to use the repeated periodic sequences for CFO and FI
IQ mismatch, whereas [53,54] have provided a good solution for CFO and FS IQ
mismatch. These solutions are good in the general sense but it is not so obvious
how they may be adopted to the model of WLAN (IEEE 802.11).
The joint estimation of CIR, FI/FS Rx IQ mismatch and CFO is studied in
the presence of timing oÿset and has been considered in [33]. The estimation of
CFO resorts to a highly complex GS scheme.
In literature many blind FI/FS IQ mismatch estimation techniques have been
proposed in [55–58]. In [55–57] the authors have estimated the FI/FS IQ mis-
match in general transmission system using the second-order statistics through
adaptive (LMS) techniques. These articles argue that IQ mismatch can be ef-
fectively estimated regardless of the additive noise, FS CIR and CFO. However,
the slow nature of the proposed low complexity adaptation leads to convergence
delays. The authors in [58] have proposed estimating the FS Tx/Rx IQ mis-
match in the presence of DCO and FS CIR. However this solution too requires
an unpractically large data size to be of any use.
Joint PN, IQ mismatch and CIR Estimation
PN has been an area of active research for quite some time. The performance of
coded-OFDM systems in the presence of PN has been assessed in [17]. In [22] the
authors have quantiﬁed the degradation in the operating SNR in the presence of
PN. Detailed analysis of SNR degradation in multi-carrier systems has also been
provided by [59]. The mitigation of PN is a complicated problem. The simplest
solution to this problem is to use high quality oscillators. Most typical solution
proposed in literature [17, 22] estimate CPR through the pilot samples inserted
within the OFDM symbols. In [60], the authors have proposed to estimate CPR
using known pilot samples and then do data detection and use the estimated
data samples as pilots to perform a second stage estimation of CPR. In [61],
the authors have studied the eÿects of PN on coded-OFDM system. In [62] the
authors have used a Kalman ﬁlter to track the PN process.
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In [63,64] the authors have demonstrated that the PN process can be combated
using coded systems with deep interleaver blocks. The authors have also proposed
to estimate the PN process in frequency domain (i.e. after demodulation). At the
ﬁrst step only the CPR p
0
(as deﬁned in (2.23)) is estimated and used to mitigate
the PN. The hard decisions are then fed back to estimate the 1st harmonic of
intercarrier interference (p
1
) and then this process is iterated and a ﬁxed number
of harmonics is estimated. Although this solution does work but it is not practical.
Since the interleaved code is spread over multiple symbols the computational
overhead is very high; Further more, this solution does not consider any other
imperfections that may be present in the system.
A set of individual solutions to all of the above problems have been proposed
in [65]. However, in this work every problem is considered in isolation and so this
leaves much room for improvement.
More recently the authors in [18] have proposed joint estimation of CIR, FI
Rx IQ mismatch and PN process. The authors have suggested that instead of es-
timating only the CPR, it may be possible to estimate an interpolated version of
the entire PN process eÿecting an OFDM symbol. The proposed scheme approx-
imates the N PN process samples with just M
0
samples. The CIR, PN and FI
Rx IQ mismatch estimates are obtained through a multi-dimensional grid search
algorithm. The number of unknowns is minimized to reduce the complexity of
the estimator.
Another good solution found in literature [66] can jointly estimate the CIR and
FI Rx IQ imbalance in the presence of PN with a CLFE. Since the PN is a rapidly
time varying process as illustrated in Fig. 2.6, therefore it is essential to estimate
the CPR coecient p
0
for every OFDM system and it has been demonstrated
in [67] that by interpolating between two subsequent CPR’s (i.e. p
(i)
0
and p
(i+1)
0
)
the eÿects of PN process can be signiﬁcantly reduced.
Amplifier Non-linearity and CIR Estimation
As established in section 2.3.5 the HPA non-linearity is a serious issue. The spec-
tral leakage caused by a non-linear system is illustrated in the Fig. 2.10(b). The
simplest way to avoid this problem as proposed in literature [68–70] is to clip
the signal. If the clipping occurs rarely the transmitted signal is not eÿected.
However, in the case of severe clipping the transmitted signal creates interference
to itself and adjacent carriers. Another possibility is to operate the ampliﬁer in
the linear region of operation; of course this yields a loss of ampliﬁer eciency
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which is deﬁned by its class. It has been suggested in the literature [71] that
error correction codes can improve the performance of the system in the pres-
ence of non-linear behaviour. Another very common technique to combat these
eÿects is to modify (pre-distort) the transmitted signal in such a way that the
signal is restored after passing through the non-linearity [72–74]. Although a
predistorter is a very good solution it requires a feedback loop (at least for the
adaptation process). From the literature [74] it is known that every data sample
requires complex multiplication operations which are directly related to the order
of the non-linearity. This results in a computational overhead which may not be
desirable.
In the literature several schemes have been considered to mitigate the eÿects
of clipping and non-linearity [70,75,76], they have used a pre-transmission inten-
tional clipping and ﬁltering to mitigate the eÿects of clipping.
Another common solution cited in the literature [68] allows for distortion to
take place at the transmitter and estimates it as a data dependent interference in
the receiver in an iterative fashion. This scheme assumes that the CIR and non-
linearity parameters are perfectly known at the receiver. An exhaustive review
reveals that no scheme exists in the literature which can estimate the CIR in
addition to other front-end non-idealities, when the transmitted signal is aÿected
by ampliﬁer non-linearity.
An approximate comparison of diÿerent well-cited techniques (in terms of
computational complexity and training data required for estimation) has been il-
lustrated in Fig. 2.11. Fig. 2.11 does not stem from an exact complexity analysis
but is merely for illustrative purpose only. The parameters have been grouped
together on the basis of how commonly they have been considered together. The
scope of each solution is clearly identiﬁed. The schemes have been broadly cat-
egorized into three diÿerent types namely (i) Adaptive schemes (ii) GS schemes
(iii) CLFE and/or iterative techniques. Adaptive estimation techniques (such
as LMS and RLS) are of low complexity but they require several pilot symbols
for convergence. Several multi-dimensional GS solutions have been proposed to
jointly obtain optimal estimates of multiple parameter. But these schemes are
computationally intensive and may not be practical if the dimension of GS is
more than a few coecients. The CLFE solutions are more elegant because of
their simplicity and ﬁxed complexity. In the recent past several CLFE solutions
have been proposed to estimate multiple parameters jointly.
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schemes proposed in the literature.
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It must be said that it is hard to compare diÿerent techniques which consider
diÿerent sets of parameters and scenarios. Fig. 2.11 provides an approximate
comparison between diÿerent techniques.
The CLFE solutions have a ﬁxed complexity and training size thus they are
located at the bottom left corner. The multi-dimensional GS schemes are com-
putationally intensive and thus they are located at the top right corner of the
ﬁgure. The adaptive schemes tread a balance between computational complexity
and data size required for convergence.
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Abstract
In this chapter a low complexity iterative joint CIR, FI Tx/Rx IQ imbal-
ance estimation technique is proposed. The proposed scheme is based on
a simple doubly linear model of the transmission system in the presence
of FS CIR and FI Tx/Rx non-idealities.
In contrast to existing schemes available in the literature this scheme
does not take an adaptive approach to the estimation of unknown param-
eters. The proposed scheme requires only one pilot symbol for the esti-
mation of all unknown parameters. The proposed scheme works equally
eÿectively when IQ imbalance is present at either the transmitter and/or
receiver.
The proposed scheme conforms to the IEEE 802.11 standard but
can be adapted to any blocked OFDM transmission system. Despite
its slightly high complexity the proposed scheme provides an excellent
complexity/convergence trade-oÿ.
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3.1 Introduction
OFDM systems are becoming widely accepted in all modern communication stan-
dards. They ﬁnd application in WiMAX (IEEE 802.16), WLAN (IEEE 802.11n)
and LTE cellular technology. Their biggest advantage is in being more spectrally
ecient and maximizing the system throughput. The simple and low cost DC
transceiver is a preferred choice because it keeps the hardware cost to minimum
but this transceiver suÿers from problems like IQ imbalance, CFO, DCO and
PN. Therefore it is essential that the transceiver can handle the eÿects of these
practical limitations in the digital domain. The traditional approach is to trans-
mit certain training sequences and then do joint estimation of both the CIR and
the non-ideal behaviour parameters. From the literature it is known that these
schemes require multiple long training symbols (LTS) to achieve acceptable CIR
estimates.
The authors in [41] have proposed a simple FI Rx IQ imbalance estimation
technique. If a known set of pilots is transmitted while leaving the corresponding
image subcarriers empty, then IQ imbalance coecients can be estimated through
a simple cross-coupled relation which exists between the actual and the interfer-
ing subcarrier (see Fig. 2.4 and (2.36)). Another simple technique proposed
in [77] exploits the fact that the smoothness of CFR is lost in the presence of IQ
imbalance. Therefore by transmitting a known pilot symbol IQ imbalance and
CFR can be estimated. Both [41,77] are low complexity schemes operating with
only one pilot symbol, but they both are speciﬁc to systems where IQ imbalance
is present only in the receiver.
Several adaptive methods have been proposed to estimate Tx/Rx IQ imbal-
ance parameters in OFDM systems. An LMS based scheme is proposed in [27]
to estimate FI/FS Rx IQ imbalance. However this scheme requires several pilot
symbols and is slow to converge. In [43] the authors have proposed to transmit a
set of known pilots while leaving the corresponding image subcarriers empty. The
authors have proposed to exploit the linear cross-coupling relation which exists
between the desired and image subcarriers. This scheme jointly estimates the
CFR and FI Rx IQ imbalance using the fact that in an OFDM (with IQ imbal-
ance) system each subcarrier interferes with its (frequency domain) mirror image,
this idea has been extended to the FI Tx/Rx IQ imbalance scenario in [44]. An-
other adaptive scheme has been proposed in [32] for joint estimation of FI Tx/Rx
IQ imbalance and CIR.
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The main drawback of all these schemes is that they all require several OFDM
symbols to adaptively estimate both IQ imbalance and the CIR. Another disad-
vantage of all these schemes is that all these schemes tend to estimate the CFR
instead of the CIR which can be estimated more accurately with fewer pilot
samples.
Several blind Tx/Rx IQ imbalance estimation techniques have been proposed
in the literature [57,58] but these schemes require large numbers of data samples
to acquire reliable estimates.
The aim of this chapter is to study a low complexity joint FS CIR and FI
Tx/Rx IQ imbalance estimation technique for an OFDM system. In contrast to
other works proposed in the literature which require many training symbols, the
proposed scheme in this thesis can estimate the FS CIR and the FI Tx/Rx IQ
imbalance using only the training sequences which are already part of WLAN
standards. The proposed joint estimation scheme is iterative and can estimate
the CIR and FI Tx/Rx IQ imbalance parameters within a few iterations.
The rest of the chapter is now organized as follows. Section 3.2 presents a
typical transmission system based on DC architecture in the presence of non-
idealities. The proposed iterative solution for joint FS CIR and FI Tx/Rx IQ
imbalance estimation is presented in section 3.3. A simple joint FI Tx/Rx IQ
imbalance compensation and CIR equalization is presented in section 3.4. Section
3.5 presents the BER performance of the proposed scheme and ﬁnally section 3.6
concludes this chapter.
3.2 Signal Model
The diagram of a typical system in the presence of Tx/Rx IQ imbalance is il-
lustrated in Fig. 3.1. It is evident that in the case of lack of orthogonality in
the in-phase and quadrature-phase arms of the quadrature mixer the system will
suÿer from the image problem (as illustrated in section 2.3.3). The transmit
and receive ﬁlters (i.e. g
I/Q
T
(t) and g
I/Q
R
(t)) are assumed to be matched perfectly
and therefore only FI IQ imbalance is present in the transmitter and receiver.
This can severely degrade the performance of the system and eÿectively limit the
achievable SNR.
As already explained in section 2.3.3 there are several ways of representing
IQ imbalance in the literature. Throughout this work only the model presented
in [26, 31, 34] is employed.
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Figure 3.1: The equivalent model of a DC transmitter and receiver in
the presence of Tx/Rx IQ imbalance.
The equivalent baseband transmitted signal at the RF front-end is deﬁned
as u(t)=LPF{u
RF
(t)e
−jω
c
t
} where ω
c
is the carrier frequency and u(t) is the
equivalent complex baseband signal. By simplifying (2.41) to consider only the
FI IQ imbalance u(t) can be expressed as
u(t) = µ
T
x(t) + ν
T
x
∗
(t) (3.1)
with
µ
T
:= cosθ
T
+ jη
T
sinθ
T
ν
T
:= η
T
cosθ
T
+ jsinθ
T
(3.2)
where x(t) is the modulated OFDM signal; η
T
and θ
T
respectively represent the
amplitude and phase imbalances present on the transmitter side. From (2.45),
the equivalent baseband received signal in the presence of FI Rx IQ imbalance, a
FS CIR and additive noise is deﬁned as
y(t) = µ
R

µ
T
x(t) + ν
T
x
∗
(t)

⊗ h(t)
+ ν
R


µ
T
x(t) + ν
T
x
∗
(t)

⊗ h(t)

∗
+ n(t) (3.3)
where h(t) is the complex baseband equivalent CIR and n(t) is the equivalent
complex circularly symmetric additive white Gaussian noise. After baud-rate
sampling and removing the cyclic preﬁx this equation can be rewritten in the
matrix notation
y = µ
R
µ
T
| {z }
α
Xh+ ν
R
ν
∗
T
| {z }
β
Xh
∗
+ µ
R
ν
T
| {z }
γ
X
∗
h+ ν
R
µ
∗
T
| {z }
δ
X
∗
h
∗
+n (3.4)
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where X=circ(F
H
s) is the N×L
h
circulant matrix constructed from the trans-
mitted pilot vector s; h is the L
h
×1 equivalent discrete-time channel impulse
response; n is N×1 vector of complex additive noise n ∼ CN(0, σ
2
n
I
N
); α, β,
γ and δ are complex variables which fully represent the FI Tx/Rx IQ imbal-
ance process. The aim of this work is to estimate these parameters instead of
the corresponding amplitude and phase imbalance (i.e. θ
T/R
, η
T/R
). This model
completely represents the system input/output relation in the presence of CIR
and FI Tx/Rx IQ imbalance. The second term on the right-hand side of the
equality is very small in magnitude and so this component can be ignored while
estimating the channel and imbalance parameters. The equivalent model used in
implementation is thus
y = αXh+ γX
∗
h + δX
∗
h
∗
+n. (3.5)
The equivalent frequency domain model of (3.5) can be written as
y
f
= Fy = αΛ
h
s + γΛ
h
Qs
∗
+ δ
¯
Λ
∗
h
Qs
∗
+ z (3.6)
where Λ
h
is the diagonal CFR matrix (i.e. Λ
h
=diag(Wh)).
¯
Λ
∗
h
is also a CFR
matrix but conjugated and mirror imaged (i.e.
¯
Λ
∗
h
=diag(Wh
∗
)) and z is the
equivalent additive noise in the frequency domain.
Now rewriting (3.5) in terms of real and imaginary components
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where superscripts ‘I’ and ‘Q’ represent respectively the real and imaginary com-
ponents of a particular complex variable. So (3.7) can be compactly written
as
y = X
1

Θ
1
 I
L
h

h + n (3.8)
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where X
1
is the matrix pertaining to the transmitted pilot sequence, Θ
1
is the
matrix pertaining to the eÿects of the overall IQ imbalance process and h is the
real-valued vector of CIR. The expression (3.5) can also be equivalently rewritten
as
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and this can also be compactly written as
y = X
2
A
h
θ + n (3.10)
where 0 is a zero column vector of appropriate dimensions, X
2
is an alternative
representation of the transmitted pilot sequence, A
h
is the corresponding matrix
pertaining to the CIR and θ=[α
I
α
Q
γ
I
γ
Q
δ
I
δ
Q
]
T
. Since the total transmission
model of (3.5) can be expressed in two diÿerent (but equivalent) set of linear
equations (3.8) and (3.10), these equations are termed as a doubly linear model
of the transmission system. The next section presents an iterative joint FI Tx/Rx
IQ imbalance and CIR estimation scheme.
3.3 Channel and IQ Imbalance Estimation
In this section an iterative scheme is discussed which uses the linear models
presented in (3.8) and (3.10) to iteratively estimate the CIR and FI Tx/Rx IQ
imbalance coecients α, γ and δ. Using (3.8) the CIR can be estimated as,
assuming no IQ imbalance is present in the system,
ˆ
h =

X
T
θ
X
θ

−1
X
T
θ
y (3.11)
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where X
θ
=X
1

Θ
1
 I
L
h

. Now that an initial estimation of CIR is available it is
possible to ﬁnd the estimates of the IQ imbalance using (3.10) with the help of
the following model
ˆ
θ =

X
T
h
X
h

−1
X
T
h
y (3.12)
where X
h
=X
2
A
h
. The overall scheme is organized in algorithm 1.
Algorithm 1 Joint FI Tx/Rx IQ Imbalance and CIR Estimation. An iterative
algorithm for estimating the IQ imbalance and channel using pilot symbols.
1: input: y
2: output:
ˆ
h and
ˆ
θ
3: intialization: θ
(0)
= [1 0 0 0 0 0]
T
,
which corresponds to the no FI Tx/Rx IQ imbalance case.
4: calculate:
ˆ
h
(0)
=

X
T
ˆ
θ
(0)
X
ˆ
θ
(0)

−1
X
T
ˆ
θ
(0)
y assuming no Tx/Rx IQ imbalance
and calculate X
ˆ
h
(0)
using the model in (3.10)
5: repeat
6: calculate
ˆ
θ
(k)
=

X
T
ˆ
h
(k−1)
X
ˆ
h
(k−1)

−1
X
T
ˆ
h
(k−1)
y (3.13)
7: calculate X
θ
using the estimates of θ
(k)
in model of (3.8)
8: LS estimates of CIR
ˆ
h
(k)
=

X
T
ˆ
θ
(k)
X
ˆ
θ
(k)

−1
X
T
ˆ
θ
(k)
y (3.14)
9: calculate X
ˆ
θ
(k)
using the model in (3.10) with estimates
ˆ
h
(k)
10: k=k+1
11: until No signiﬁcant improvement in cost function
i.e.,




y−X
1

ˆ
Θ
(k)
1
 I
L
h

ˆ
h
(k)




< e
or maximum numbers of iterations reached.
This is a heuristic approach and it is not easy to show analytically that the
these estimates do in fact converge. The proposed estimator is suitable for the
scenario when the coherence-time is larger then the symbol duration. For rapidly
time-varying channels other frequency domain approaches may be considered.
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3.4 Channel and IQ Imbalance Equalization
Using the system model deﬁned in (3.6) it is possible to reformulate the system
as
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In compact notation this can be expressed as
y
f
= £
h

Θ
2
 I
N

s+z. (3.16)
If we deﬁne the overall eÿect of CIR and FI Tx/Rx IQ imbalance as
ˆ
H=£
ˆ
h

ˆ
Θ
2

I
N

using the estimates obtained through (3.13) and (3.14) then these eÿects can
be compensated using a simple MMSE equalizer as follows
s =

ˆ
H
H
ˆ
H+ σ
2
z
I
2N

−1
ˆ
H
H
y
f
. (3.17)
The BER performance of the proposed equalization is presented in the next sec-
tion.
3.5 Simulation Results
This chapter is concerned with a typical SISO OFDM system like a WLAN/WiMAX
transmission system. The number of subcarriers in each OFDM symbol is N=64.
The system bandwidth is assumed to be 20 MHz and the sampling rate is deﬁned
as (T
s
=0.05µs). The subcarrier spacing is assumed to be ∆F=312.5 kHz. The
simulations are based on Rayleigh fading process with a channel memory of L
h
=6
taps and an exponential power delay proﬁle e
−γl
with γ=0.2 and l=0, 1, . . . , L
h
−1
is considered. To mitigate the eÿects of inter symbol interference (ISI), the guard
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interval is assumed to be longer than the CIR, i.e. N
g
=10. The transmitted data
is assumed to be taken from a 16 QAM constellation and no channel coding is
used in these simulations. Each OFDM block contains 10 OFDM symbols. The
ﬁrst symbol of each block is a known training sequence chosen from a BPSK con-
stellation according to the criterion presented in [31]. The IQ imbalance process
deﬁned in (3.2) is assumed to be a random variable with uniformly distributed
amplitude imbalance, η
T/R
∼U[-0.05, 0.05], and phase imbalance, θ
T/R
∼U[-5
◦
, 5
◦
].
Similar models have been used in [31,34,44]. An independent realization of CIR
and FI Tx/Rx IQ imbalance coecients is generated for every OFDM block.
The BER performance for the uncoded 16 QAM modulation scheme using
our proposed solution is presented in Fig. 3.2. It can be seen that in the case of
ignoring IQ imbalance the BER performance of the system suÿers a BER ﬂoor
in the moderate and high SNR region. For further comparison a simple scheme
based on algorithm 1 is implemented where only FI RX IQ imbalance is assumed
(to be present and compensated for) in the system . The simulation results show
that this system also suÿers from a performance ﬂoor when Tx IQ imbalance is
not taken into account. The BER performance of the proposed iterative scheme is
within a 1 dB range of the ideal case for the system under consideration. From the
simulation results it is evident that even in the case of severe IQ imbalance, near
ideal BER performance can be obtained within a few iterations of the estimation
process.
The proposed method provides near optimal BER performance after only
one iteration of estimation process. Each iteration requires inversion of two real
square matrices of dimension 2L
h
and 6 respectively.
3.6 Conclusions
In this chapter a joint estimation of CIR and FI Tx/Rx IQ imbalance has been
studied speciﬁcally for OFDM systems. A simple iterative process has been de-
vised using a doubly linear model of the transmission system in the presence of FI
Tx/Rx IQ imbalance and FS CIR. The proposed scheme can eÿectively estimate
the CIR and the FI Tx/Rx IQ imbalance with a few iterations. Simulation results
show that the proposed scheme performs equally well when IQ imbalance exists
on either one or both sides of the system. The proposed scheme blends seamlessly
with the WLAN standard but it can be adapted to any other OFDM transmission
standard. The proposed scheme uses ordinary training sequences already deﬁned
in the WLAN standards. Simulation results show that the proposed scheme is
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Figure 3.2: BER performance of the proposed scheme (3.17) using CIR and FI
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equally eÿective not only in the case of severe FI Tx/Rx IQ imbalance but also
in higher-order constellation schemes.
We have also proposed a low complexity single stage joint Tx/Rx IQ imbalance
compensation and CIR equalization scheme which can eÿectively deal with IQ
imbalance and a FS CIR. The simulation results show that the proposed schemes
provide an excellent performance/complexity trade-oÿ.
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Abstract
The objective of this chapter is to design a receiver architecture which
can jointly estimate the FS CIR, FI/FS Rx IQ imbalance, CFO and
DCO using long training sequences. All of these problems are typical
for low cost RF front-ends. This chapter proposes a set of two scalable
solutions to estimate CFO whereas FS CIR and FI/FS Rx IQ imbalance
are estimated in tandem through a closed form expression.
A low complexity single stage equalizer is also proposed which can
mitigate the eÿects of CFO and equalize the CIR along with FI/FS IQ
imbalance in a single step. The proposed solutions are also extended to
MIMO-OFDM systems.
The simulation results illustrate that solutions proposed in this chap-
ter provide an excellent performance/complexity trade-oÿ.
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4.1 Introduction
As previously stated, direct conversion RF front-ends are ideally suited for low
cost devices. Unfortunately these low cost front-ends suÿer from problems like
IQ imbalance, CFO, DCO and PN.
The problem of IQ imbalance becomes much more sensitive when dealing
with broad bandwidth systems (such as WLAN, WiMAX and LTE). As already
explained in Chapter 2, FS IQ imbalance and FS CIR are closely intertwined.
It is possible to decouple these problems and estimate them one by one, but
commonly these parameters are estimated simultaneously.
Several methods have been proposed to estimate Tx/Rx IQ imbalance in
OFDM systems and [27] presented an LMS scheme which estimates FI/FS Rx IQ
imbalance. The convergence performance of this scheme depends on the choice
of adaptation step-size. The estimate of FI IQ imbalance and CIR for OFDM
systems has been considered using pre- and post-FFT processing [43]. The au-
thors have used the frequency domain model of channel and IQ imbalance to
create a set of linear equations with the help of special training symbols. This
scheme exploits the fact that in the presence of IQ imbalance in an OFDM system
each subcarrier eÿects its (frequency domain) mirror image. The main drawback
of this scheme is that it requires several (ten or more) OFDM symbols to adap-
tively estimate both IQ imbalance and the channel coecients. In addition, these
symbols are non-standard and so may not be useful in estimating other system
parameters such as timing oÿset, PN or CFO. Another adaptive scheme has been
proposed by [32] for joint estimation of CFO, FI Tx/Rx IQ imbalance and CIR.
However, all of these schemes are computationally complex and require several
training sequences to converge to a reliable estimate. These schemes also do not
exploit the fact that by reducing the number of unknowns the complexity of the
receiver can be minimized.
The idea of joint IQ imbalance and CIR estimation for an OFDM system
has been considered in [31] where the authors have designed an optimal training
sequence to jointly estimate FS IQ imbalance and the channel (as a set of two
independent channels related to the useful and the interfering signal). A non-
linear least square (NLLS) estimation of CFO and FS IQ imbalance has been
proposed by [28]. More recently [50], some authors have proposed a simple and
robust joint CIR, FI Rx IQ imbalance and CFO estimation for MIMO-OFDM
systems. This scheme also uses the LTS sequences available in WLAN standards.
But this scheme too is limited to FI IQ imbalance and does not consider the FS
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imbalance model which is essential in broad bandwidth systems such as WLAN
and WiMax.
The joint estimation of FS CIR, IQ imbalance and DCO has been studied
by [35, 37]. Both these authors have used a simple LS solution to estimate FS
CIR, FI Rx IQ imbalance and DCO.
This chapter concerns a low complexity joint CIR, CFO, DCO and IQ imbal-
ance estimation for an OFDM system. In contrast to other works proposed in the
literature which require many training symbols, this scheme can estimate the CIR
and the IQ imbalance using only the training sequences which are already part
of WLAN standards. The proposed joint estimation scheme is very simple and
robust. Another advantage of the proposed system is that it can perform CIR
estimation for FI/FS IQ imbalance in the presence of FS CIR regardless of the
delay spread of the LPF impulse responses (see Fig. 4.1) as long as a suciently
long guard interval is ensured and an appropriate CIR length is considered for
estimation.
The rest of the chapter is now organized as follows. Section 4.2 presents the
model of a typical DC receiver in the presence of non-ideal behaviour. The pro-
posed optimal and reduced complexity solutions for joint FS IQ imbalance, CIR
and CFO estimation are presented in section 4.3. Section 4.4 presents the scheme
for joint CFO, IQ imbalance mitigation, CIR equalization and data detection.
In section 4.5 the system is reconsidered in the presence of DCO in addition to
CFO, IQ imbalance and CIR. Section 4.6 provides straight-forward extension of
the proposed scheme to the spatially multiplexed MIMO scenario. Section 4.7
presents the MSE and BER performance of the proposed schemes and section 4.8
concludes this chapter.
4.2 Signal Model
The typical diagram of a DC receiver front-end is illustrated in Fig. 4.1. It is
obvious that in the case of lack of orthogonality in the in-phase and quadrature-
phase arms of the IQ receiver the system will suÿer from the image problem.
This can severely degrade the performance of the receiver and eÿectively limit
the achievable SNR. A low cost LO can also introduce a linear frequency oÿset
to the received data sequence and so it will further degrade the performance of
the receiver. These problems motivate us to design a simple yet robust receiver
architecture which can handle the eÿects of this non-ideal behaviour and improve
the operating SNR even in presence of severe IQ imbalance, CFO and DCO.
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This work is organized as follows. Sections 4.2 , 4.3 and 4.4 do not consider
the presence of DCO. The problem of DCO is considered speciﬁcally in section
4.5. Section 4.6 extends the proposed solutions to spatially multiplexed systems.
The IQ imbalance occurs due to unequal amplitude and phase gains in the
I and Q branch of the DC device. There are several ways of representing IQ
imbalance in the literature and as has already been stated in Chapter 2 only
the symmetric model as deﬁned in [26, 43] is considered here. The received
signal at the RF front-end is deﬁned as r
RF
(t)=<{r(t)e
jω
c
t
} where ω
c
is the
carrier frequency and r(t) is the equivalent complex baseband signal deﬁned as
r(t):=c(t)⊗x(t)+n(t), where x(t) is the baseband equivalent of transmitted RF
signal, c(t) is the equivalent transmission channel and n(t) is the equivalent zero
mean white noise. As illustrated in Fig. 4.1 the LPF gains of the I and Q
branches are not matched exactly. The received signals in the I and Q branch in
the presence of FS IQ imbalance are given as
y
I
(t) =(1 + η)[cos(2π∆ft− θ) · r
I
(t)
− sin(2π∆ft− θ) · r
Q
(t)]⊗g
I
(t) (4.1)
y
Q
(t) =(1− η)[sin(2π∆ft+ θ) · r
I
(t)
+ cos(2π∆ft+ θ) · r
Q
(t)]⊗g
Q
(t) (4.2)
where superscript I/Q represents the real and imaginary components of a complex
signal, η
1
represents the amplitude imbalance, θ is the phase imbalance, ∆f is
the CFO introduced by the LO, and g
I
(t) and g
Q
(t) are the impulse responses
of the LPF’s in the in-phase and quadrature-phase branches respectively. In the
case of FI IQ imbalance then g
I
(t)=g
Q
(t) = g(t). So from (4.1) and (4.2), the
1
Since only Rx IQ imbalance is considered, the subscripts ‘T/R’ have been dropped, for the
rest of this chapter.
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Figure 4.1: The equivalent model of a DC receiver in the presence of
FS IQ mismatch, DCO and CFO.
output of the DC receiver in Fig. 4.1 is:
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2
!
+ (cosθ + jηsinθ)
 
g
I
(t)− g
Q
(t)
2
!

⊗r
∗
(t)e
-j2π∆ft
. (4.3)
Re-writing the ﬁlter mismatch terms in (4.3) yields
k
1
(t) :=
g
I
(t) + g
Q
(t)
2
k
2
(t) :=
g
I
(t)− g
Q
(t)
2
. (4.4)
Similarly, the complex amplitude and phase mismatches in (4.3) are deﬁned as
follows
µ := cosθ − jηsinθ
ν := ηcosθ + jsinθ. (4.5)
58 4.2 Signal Model
In the absence of IQ imbalance (i.e. θ=η=0), then µ = 1 and ν = 0. Now, from
(4.3), (4.4) and (4.5) the received signal can be deﬁned as
y(t) =h
D
(t)⊗

c(t)⊗x(t)

e
j2π∆ft
+ h
I
(t)⊗

c
∗
(t)⊗x
∗
(t)

e
-j2π∆ft
+n˜(t) (4.6)
where
h
D
(t) = µk
1
(t) + ν
∗
k
2
(t)
h
I
(t) = νk
1
(t) + µ
∗
k
2
(t) (4.7)
and n˜(t)=

h
D
(t)e
j2π∆ft
+h
I
(t)e
-j2π∆ft

⊗n(t). Here h
µ
(t):=h
D
(t)⊗c(t) and
h
ν
(t):=h
I
(t)⊗c
∗
(t) are the equivalent overall channel models pertaining to the
desired and image signals respectively [28]. A detailed formulation of the desired
and interfering channels was also presented in Chapter 2. A step by step deriva-
tion of the above proposition is also presented in Appendix A. The received signal
after sampling at the baud rate (1/T
s
) and cyclic preﬁx removal can be written
as
y
(i)
= E
(i)
X
c
h
µ
+E
(i)
∗
X
∗
c
h
ν
+ n
(i)
(4.8)
where ‘i’ is the symbol index and E
(i)
=diag({e
j
2π
N
[(i−1)(N+N
g
)+N
g
+n]
}
N−1
n=0
), is the
CFO process aÿecting the i−th OFDM symbol; N and N
g
are respectively the
size of the OFDM symbol and the cyclic preﬁx;  is the CFO coecient nor-
malized to the subcarrier spacing, i.e. =T∆f (T=NT
s
); n
(i)
∼CN(0, σ
2
n
I
N
) is
the circularly symmetric complex additive white Gaussian noise; X
c
is the N×L
0
circulant matrix constructed from the transmitted OFDM pilot symbols, i.e.,
x=F
H
s, where s is the known pilot symbol vector of size N×1; h
µ
and h
ν
are
respectively the equivalent overall CIRs pertaining to the useful and the inter-
fering signals in (4.8). The impulse response of the useful and the interfering
channels can be of any arbitrary lengths. However, for simplicity these chan-
nels are assumed to be of the same length, i.e., L
0
≥L
h
+L
g
+1, where L
h
and L
g
are the respective lengths of the equivalent discrete-time CIR (h) and the two
LPF’s in Fig. 4.1. In practice the normalized CFO can take any value of oÿset,
which can then be decomposed into integer and fractional parts, namely =τ+φ,
where τ and φ are respectively integer and fractional, i.e. −1≤φ≤1. However
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in practice the maximum detectable range of the CFO using a LTS is deﬁned as
|φ|<N/2(N+N
g
) [78]. In the literature, several schemes are available which can
estimate the integer and fractional part of the CFO process. However the scope
of this work is limited to only the fractional part of the CFO.
In this next section an optimal joint IQ imbalance, FS CIR and the CFO es-
timation scheme is presented. Subsequently, a reduced complexity scheme (RCS)
is also proposed which provides a good complexity/performance trade-oÿ.
4.3 Parameter Estimation
In this section two estimation schemes are proposed. The ﬁrst scheme is the
non-linear least squares (NLLS) scheme which is the optimal scheme but it is
computationally intensive. Subsequently a suboptimal joint estimation scheme is
proposed which provides acceptable estimates of system parameters with much
lower implementation complexity.
4.3.1 Nonlinear Least Squares Method
The devised strategy is based on (as deﬁned in the IEEE 802.11 WLAN standard)
two LTS training sequences in the ﬁrst two symbols of an OFDM block (i.e.
i=1, 2). So (4.8) becomes
"
y
(1)
y
(2)
#
| {z }
¯
y
=
"
ˆ
E
(1)
X
c
(
ˆ
E
(1)
X
c
)
∗
ˆ
E
(2)
X
c
(
ˆ
E
(2)
X
c
)
∗
#
| {z }
A
φ
"
h
µ
h
ν
#
+
"
n
(1)
n
(2)
#
| {z }
¯
n
(4.9)
where
ˆ
E
(i)
is the estimate of E
(i)
in (4.8) via (4.11) and (4.18). The LS channel
estimates (given the CFO estimates) are:
"
ˆ
h
µ
ˆ
h
ν
#
=

A
H
ˆ
φ
A
ˆ
φ

−1
A
H
ˆ
φ
¯
y. (4.10)
The NLLS estimate of the CFO process can then be found from
ˆ
φ
opt
= arg max
φ
¯
y
H
A
φ
(A
H
φ
A
φ
)
−1
A
H
φ
¯
y (4.11)
where maximization is performed via a grid search. Using the estimates of φ
from (4.18) as an initial search point in (4.11) the search convergence time can be
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minimized. The NLLS scheme yields optimal CFO and joint channel estimates
at the expense of additional complexity.
4.3.2 Reduced Complexity Scheme
In this section a simple solution is proposed for joint estimation of CFO, FI/FS
IQ imbalance and FS CIR using a frequency domain model. The model of (4.8)
can now be equivalently rewritten in the frequency domain notation as
y
(i)
f
= Fy
(i)
= P
(i)
SWh
µ
+P
(i)
H
QS
H
W
∗
h
ν
+ z
(i)
(4.12)
where S=diag(s) is the known pilot sequence; Q is the permutation matrix deﬁned
as Q = FF
T
; z
(i)
=Fn
(i)
; P
(i)
is the circulant matrix of the CFO process which is
deﬁned as P
(i)
=FE
(i)
F
H
[18]. Decomposing this expression further we get
y
(i)
f
= p
(i)
0
SWh
µ
+p
(i)
0
∗
QS
H
W
∗
h
ν
+P
(i)
ICI
SWh
µ
+P
(i)
ICI
∗
QS
H
W
∗
h
ν
+z
(i)
(4.13)
where P
(i)
=p
(i)
0
I
N
+P
(i)
ICI
and p
(i)
0
=e
j
2π
N
[(i−1)(N+N
g
)+N
g
+
N
2
]
is the mean value of the
CFO process (i.e. CPR), while P
(i)
ICI
is the ICI component of the CFO which is
caused by the spectral leakage of adjacent subcarriers. Taking the data dependent
interference and additive noise into account it is possible to re-write (4.13) as
y
(i)
f
= SW
+
h
(i)
µ
+QS
H
W
∗
+
h
(i)
ν
+
˜
z
(i)
(4.14)
where
+
h
(i)
µ
= p
(i)
0
h
µ
,
+
h
ν
= p
(i)
0
∗
h
ν
and
˜
z
(i)
is the sum of the remaining interfering
terms in (4.13). So
y
(i)
f
=
h
SW QS
H
W
∗
i
| {z }
A
"
+
h
(i)
µ
+
h
(i)
ν
#
+
˜
z
(i)
.
A simple least-squares estimator can determine the modiﬁed CIR as
"
+
ˆ
h
(i)
µ
+
ˆ
h
(i)
ν
#
=

A
H
A

−1
A
H
y
(i)
f
. (4.15)
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Note that this estimator does not require any matrix inversion during run-time,
as the pilot sequence is known a-priori at the receiver. The LS estimates of
+
h
(i)
µ
and
+
h
(i)
ν
are obtained using the two LTS sequences which are deﬁned in the IEEE
802.11 standards. Assuming that the CIR does not change within a transmission
frame and all OFDM symbols are aÿected by same CFO coecient
2
, it can be
easily shown that we can estimate the CFO as
ˆ
φ = arg min
φ



+
ˆ
h
(1)
µ
− e
jκφ
ˆ
+
h
(2)
µ



2
| {z }
L(φ)
, (4.16)
where κ=2π(N+N
g
)/N . The solution of (4.16) can be found through diÿerenti-
ation
∂L(φ)
∂φ
= je
−jκφ
+
h
(1)
µ
H
+
h
(2)
µ
− je
jκφ
+
h
(2)
µ
H
+
h
(1)
µ
= 2<{jκe
−jκφ
+
h
(1)
µ
H
+
h
(2)
µ
}
= sin(κφ)<{
+
h
(1)
µ
H
+
h
(2)
µ
} − cos(κφ)={
+
h
(1)
µ
H
+
h
(2)
µ
} = 0 (4.17)
where functions <{·} and ={·} respectively yield the real and imaginary compo-
nent of a variable, the superscript indices represent the CIR estimate from LTS
sequences i.e. (i=1, 2) respectively. The solution of (4.16) is
ˆ
φ =
1
κ
tan
−1


={
+
h
(1)
µ
H
+
h
(2)
µ
}
<{
+
h
(1)
µ
H
+
h
(2)
µ
}


−
1
2
≤ φ ≤
1
2
. (4.18)
The performance of this scheme suÿers from residual interference in the high
SNR region since the data dependent interference (see (4.13) and (4.14)) has
been ignored. Once the CFO is known then the CIR can be estimated as in
(4.10).
The next section presents a joint single step CIR and impairment mitigation
scheme.
2
This may not be true in the case of cellular uplink scenario.
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4.4 Single Stage CFO, IQ Imbalance and Channel Equalization
In contrast to previously proposed schemes which compensate IQ imbalance, CFO
and CFR in multiple steps, [48, 49], a single stage equalization technique is pro-
posed to compensate IQ imbalance, CFO and equalize the channel in the fre-
quency domain. The conventional FI IQ imbalance can be compensated from the
received signal in (4.8) (as [50])
y
I/Q
= µ
−1
"
y−
ν
µ
∗
y
∗
1−



ν
µ



2
#
(4.19)
where y
I/Q
is the time domain sequence after IQ imbalance compensation where
symbol index ‘i’ has been dropped in (4.8). This scheme is limited to the case
when IQ imbalance is FI and the equivalent base-band channel will be estimated
after both IQ imbalance and CFO are compensated. However in the case of FS
IQ imbalance it is possible to estimate the CIR and FS IQ imbalance jointly using
(4.10) and estimate the CFO using (4.18). Therefore channel equalization, CFO
and IQ imbalance compensation can be performed in a single step. Re-writing
(4.8) in the frequency domain we have
y
f
= PΛ
µ
s+P
H
Λ
ν
Qs
∗
+ z. (4.20)
where Λ
µ
and Λ
ν
are diagonal matrices of the desired and interfering CIR (h
µ
,h
ν
)
respectively. Using (4.19) with (4.20) it is not dicult to show that a joint
channel, CFO and IQ imbalance equalizer can be devised as
ˆ
s=

I
N
−Λ
νˆ
QΛ
−∗
µˆ
Λ
∗
νˆ
QΛ
−1
µˆ

−1

Λ
−1
µˆ
ˆ
P
H

y
f
−Λ
νˆ
QΛ
−∗
µˆ
y
∗
f

(4.21)
where Λ
µˆ
, Λ
νˆ
are the estimated diagonal matrices obtained from (4.10) and
ˆ
P is
the circulant matrix constructed from the estimated CFO process obtained from
(4.18).
Implementation of the above equalizer is low complexity as it does not require
matrix inversion (the (·)
−1
term in (4.21) is a diagonal matrix). We compare
performance of these techniques with the well-cited joint channel, CFO and FS
IQ imbalance estimation schemes. The complexity of the joint CFO, FI Rx IQ
imbalance estimation scheme proposed in [50] is of the order of O(N), however the
scope of this scheme is limited to FI IQ imbalance only. The adaptive estimators
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(capable of estimating FI/FS IQ imbalance) proposed in the references [32, 43]
require at least 10 long pilot symbols to converge to a reliable estimate. The
complexity of these schemes is of the order KO(N
2
), where K is the number
of training symbols. The proposed scheme provides a closed-form expression for
joint estimation of CIR, CFO and FI/FS IQ imbalance process with complexity
order of 2O(NL
02
), where L
0
is the length of the equivalent CIRs as deﬁned for
(4.8). In the case when L
0
 N , then the complexity of the proposed scheme is
far less than other adaptive channel estimation schemes.
4.5 DCO Estimation
In section 4.3 and 4.4 the DCO has not been considered. In this section a simple
strategy is devised to eliminate the DCO when the CFO and the FI/FS IQ im-
balance are all present in the system . As explained in section 2.3.4, DCO can be
modelled as a complex constant which exists at the output of the DC receiver as
illustrated in Fig. 4.1. The received signal in the presence of DCO can be deﬁned
as
y
0
(i)
= E
(i)
X
c
h
µ
+E
(i)
∗
X
∗
c
h
ν
+ d
0
1+ n
(i)
(4.22)
where 1 is N×1 vector with all elements being one, the frequency domain equiv-
alent of the received signal can be written as
y
0
(i)
f
= P
(i)
SWh
µ
+P
(i)
H
QS
H
W
∗
h
ν
+ d
0
e+ z
(i)
(4.23)
where e=[
√
N, 0, . . . , 0]
T
is a N×1 vector with only one non-zero element. Now
taking into account the DCO, the modiﬁed channel estimates can be obtained
from
y
0(i)
f
=
h
SW QS
H
W
∗
e
i
| {z }
A
0



+
h
(i)
µ
+
h
(i)
ν
d
0



+
˜
z
(i)
. (4.24)
Using the estimates of the modiﬁed CIR (
+
h
(i)
µ
) from two consecutive pilot
symbols then the estimates of CFO can be obtained through (4.18). Now using
these estimates in the modiﬁed version of (4.9), the estimates of desired and
interfering CIRs and DCO can be conveniently obtained through the LS solution
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of the following model
"
y
0(1)
y
0(2)
#
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¯
y
0
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(1)
X
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(
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(1)
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c
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(
ˆ
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∗
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


h
µ
h
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d
0



+
"
n
(1)
n
(2)
#
| {z }
¯
n
0
. (4.25)
The overall estimation accuracy can be improved further using the NLLS tech-
nique as deﬁned in Section 4.3.
4.6 Extension to MIMO Systems
A low complexity FI/FS Rx IQ imbalance, CFO and FS CIR estimation technique
has been established in sections 4.2 and 4.3. This section extends the previously
presented models to a (spatial multiplexing) MIMO system. The extension of
SISO schemes to the MIMO case is straight forward and near optimal estimation
performance can be achieved for all parameters. For the MIMO system it is
assumed that each receiver antenna suÿers from unique IQ imbalance and CFO
parameters. It is assumed that the number of receive antenna N
R
is equal or more
than the number of transmit antenna N
T
i.e (N
R
≥ N
T
) with j=1, . . . , N
R
and
k=1, . . . , N
T
. In this implementation the CIRs between all of the transmission
links are assumed to be statistically independent without any loss of generality.
Like previous sections this model is also limited only to IQ imbalance originating
at the receiver side. In the case of FI IQ imbalance the received signal vector at
the j-th receive antenna for the i-th OFDM symbol is deﬁned as
y
hji,(i)
= µ
hji
E
hji,(i)
X
h1i,(i)
c
h
hj,1i
+ ν
hji

E
hji,(i)
X
h1i,(i)
c
h
hj,1i

∗
+
+µ
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E
hji,(i)
X
h2i,(i)
c
h
hj,2i
+ ν
hji

E
hji,(i)
X
h2i,(i)
c
h
hj,2i

∗
+
· · · · · · · · ·
+µ
hji
E
hji,(i)
X
hN
T
i,(i)
c
h
hj,N
T
i
+ ν
hji

E
hji,(i)
X
hN
T
i,(i)
c
h
hj,N
T
i

∗
+n
hji,(i)
(4.26)
where superscript index hji, (i) represents the OFDM signal on the j−th receive
antenna at the i−th time index and h
hj,ki
is the CIR vector connecting the k-th
transmit antenna to the j-th receive antenna. To simplify the notation the symbol
index (i) is dropped in subsequent discussion when no confusion is possible. Now,
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extending the deﬁnition of a SISO system in the presence of FI/FS CIR, CFO
and FS IQ imbalance from (4.8) the received signal on the j-th antenna can be
deﬁned as
y
hji
= E
hji
X
h1i
c
h
hj,1i
µ
+E
hji
∗
X
h1i
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∗
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(4.27)
where h
hj,ki
µ
and h
hj,ki
ν
are the direct and interfering channels pertaining to the
channel between the k-th transmit to the j-th receive antenna as deﬁned in (4.8).
Since (4.27) presents a generalized system model encompassing both FS and FI
IQ imbalance models and it is considered in further discussion. Transforming
(4.27) into frequency domain gives:
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. (4.28)
Now (4.28) can be equivalently written in matrix notation as
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Finally, taking the ICI component of P
hji
as additive noise and expressing the FS
CIR in time domain, then the model of (4.29) can be approximated as
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where
+
h
hji
µ
and
+
h
hji
ν
is the set of modiﬁed CIR related to the j-th receiver, and
ﬁnally:
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Following the same approach as adopted in (4.15) the initial estimates of CFO
can be obtained using the received vector from each antenna using the following
linear model. The modiﬁed channel coecients obtained from (4.31) using two
successive training sequences (i.e. i=1, 2) can be used to calculate the RCS CFO
estimates for the j-th receive antenna following (4.18):
ˆ
φ
hji
=
1
κ
tan
−1


={
+
h
hji,(1)
µ
H
+
h
hji,(2)
µ
}
<{
+
h
hji,(1)
µ
H
+
h
hji,(2)
µ
}


−
1
2
≤ φ ≤
1
2
(4.32)
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Once RCS estimates of CFO are available , the time domain signal of the received
signal at j-th antenna can be expressed as
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where
A
ˆ
φ
hji
=
"
ˆ
E
hji,(1)
X
hj,1i,(1)
c
· · ·
ˆ
E
hji,(1)
X
hj,N
T
i,(1)
c
ˆ
E
hji,(1)
∗
X
hj,1i,(1)
∗
· · ·
ˆ
E
hji,(1)
∗
X
hj,N
T
i,(1)
c
∗
ˆ
E
hji,(2)
X
hj,1i,(2)
c
· · ·
ˆ
E
hji,(2)
X
hj,N
T
i,(2)
c
ˆ
E
hji,(2)
∗
X
hj,1i,(2)
c
∗
· · ·
ˆ
E
hji,(2)
∗
X
hj,N
T
i,(2)
c
∗
#
.
So the RCS CIR estimates pertaining to j-th receive antenna can be obtained
through a simple LS solution as:
"
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. (4.34)
Using (4.11), the optimal (in LS sense) CFO estimate for the j-th receive antenna
can be conveniently obtained as
ˆ
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So in summary, the CFO can be estimated through (4.32) and (4.35) which can
then be used to estimate the combined CIR using (4.34). Once these estimates
are available then compensation of CFO, FS IQ imbalance and equalization of
CIR can be performed using (4.30). The compact single stage expression for
equalization is
ˆ
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
. (4.36)
The estimation complexity of the MIMO receiver increases with the number of
unknowns to be estimated. The size of the equalizer matrix is proportional to
the number of Tx and Rx antennae.
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4.7 Simulation Results
For implementation a typical OFDM transmission system like WLAN (IEEE
802.11a) has been considered. The number of subcarriers in each OFDM sym-
bol is N=64. The system bandwidth is assumed to be 20 MHz and the sam-
pling period is deﬁned as (T
s
=0.05µs). The subcarrier spacing is assumed to be
∆F=312.5 kHz. The simulations are based on a Rayleigh fading process with
a channel memory of L
h
=6 taps and an exponential power delay proﬁle e
−γl
with γ=0.2 and l=0, 1, . . . , L
h
−1 is considered. To mitigate the eÿects of in-
ter symbol interference (ISI), the guard interval is assumed to be longer than
CIR, i.e. N
g
=10. The transmitted data is assumed to be taken from a 16 QAM
constellation and no channel coding is used in these simulations. Each OFDM
block contains 10 OFDM symbols. The ﬁrst two symbols (i=1, 2) of each block
are known training sequences chosen from a BPSK constellation according to
the criterion presented in [31]. The IQ imbalance process deﬁned in (4.5) is as-
sumed to be a random variable with uniformly distributed amplitude imbalance,
η∼U[-0.1, 0.1], and phase imbalance, θ∼U[-10
◦
, 10
◦
]. From data sheets of typical
direct conversion modules it is known that the typical error in amplitude and
phase imbalance is η ∼ 0.03 / θ ∼ 3
◦
. The normalized CFO is also assumed to
be uniformly distributed, ∼U[-0.43, 0.43]. This normalized CFO corresponds to
130 kHz of spectral drift which corresponds to extreme CFO conditions. There-
fore it can be said that the proposed schemes are being tested under severe IQ
imbalance and CFO conditions. The LPF gains of the inphase and quadrature
arms of the DC receiver used in this implementation are k
1
=[0.01, 0.95, 0.1]
T
and
k
2
=[0.01, 0.05, 0.01]
T
, where k
q
[n]={k
q
(nT
s
)}|
1
n=-1
in (4.7). These values present
a plausible model for a frequency selective IQ imbalance which will be estimated
in conjunction with the true CIR. Similar models have been used in [31], [32]
and [28]. The IQ imbalance process is assumed to be varying much more slowly
than the CIR. For section 4.5, the DCO coecient (d
0
) is assumed to be a com-
plex constant and ﬁxed as d
0
=0.1+j0.1. Similar values have been considered
in [35, 37].
To measure the error performance of the proposed techniques following deﬁ-
nitions have been used MSE(
ˆ
h)=E{kh−
ˆ
hk
2
}, MSE(
ˆ
φ)=E{|φ−
ˆ
φ|
2
} and
MSE(
ˆ
d
0
)=E{|d
0
−
ˆ
d
0
|
2
}.
The simulations are performed using 5,000 Monte-Carlo channel realizations
for each SNR. Fig. 4.2 illustrates the MSE performance of the proposed CIR
estimation scheme. It can be seen that the proposed estimator does not suÿer
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from any noise ampliﬁcation and has a performance close to the CRLB [18]. The
eÿects of CFO estimation error in RCS cause a slight degradation in channel
estimation at high SNR.
The MSE performance of the CFO estimates is illustrated in Fig. 4.3. The
estimate of the CFO obtained through RCS is very accurate in the low SNR
region. The CFO estimation suÿers from residual ﬂoor due to approximations
made in (4.14). The CRLB analysis for CFO estimation (in the absence of IQ
imbalance) available in [79] is presented as a reference.
It should be mentioned here that the scheme of [50] cannot be used for estima-
tion of FS IQ imbalance whereas [32] can estimate FS IQ imbalance, but it will
require many training sequences to obtain reliable estimates. In contrast to [43]
and [32], the schemes proposed in this chapter (using LTS sequences (which are
part of the IEEE 802.11 standard)) can estimate the FS IQ imbalance as eÿec-
tively as the FI IQ imbalance, as long as a sucient cyclic preﬁx is available. The
BER performance for the uncoded 16 QAM modulation scheme using NLLS and
RCS estimates is presented in Fig. 4.4. The BER performance of the proposed
low complexity scheme (i.e. by estimating CFO through RCS and combined CIR
through (4.10)) is within a 2dB range of the ideal case for the system under
consideration. The MSE performance of combined CIR, DCO and CFO is pre-
sented in Fig. 4.5. Simulation results show that the estimates of DCO (obtained
through RCS estimates of CFO) have near optimal performance for all SNRs of
interest. The CFO estimation in the presence of DCO with RCS via (4.24) is
slightly worse than the DCO free case. The optimal NLLS scheme provides near
optimal performance. The CIR estimates (with RCS estimates and NLLS esti-
mates) provide fair performance complexity trade-oÿ. BER performance has not
been simulated in the presence of DCO.
Like in the case of SISO systems the choice of training sequences plays an
important part in the estimation accuracy in MIMO transmission. The optimal
training sequences for CIR estimation in an MIMO-OFDM system have been
proposed in [81, 82] but they do not yield optimal results in the presence of
imperfections under consideration.
For simulation purposes a pair of pilot sequences have been found through an
extensive search over the possible set of sequences and a pair was found which
yields a better estimation performance on average. It would be of great interest
to establish a criterion and ﬁnd optimal training sequences but this would be a
topic for further work.
70 4.7 Simulation Results
0 5 10 15 20 25 30 35 40
10
−6
10
−5
10
−4
10
−3
10
−2
E
b
/N
0
M
S
E
(
ˆ
h
µ
)
ˆ
h
µ
(FI IQ imb.) with (4.18)
ˆ
h
µ
(FS IQ imb.) with (4.18)
ˆ
h
µ
(FS IQ imb.) with (4.11)
ˆ
h
µ
(No IQ imb./CFO) CRLB [80]
Figure 4.2: MSE of CIR estimation using (4.10), (4.18) and (4.11), in the
presence of IQ imbalance η∼U[-0.1, 0.1], θ∼U[-10
◦
, 10
◦
] and normalized CFO
∼U[-0.43, 0.43], N=64, Rayleigh channel with L
h
=6 taps and 5,000 Monte-Carlo
realizations.
Fig. 4.6 illustrates the average estimation error of the CFO coecient present
at the receiver input. It can be noticed that like in the case of a SISO system,
for CFO estimation performance both RCS and NLLS provide performance pro-
portionate to the complexity. The average CIR estimation performance of the
MIMO system while using the proposed CFO estimation methods is illustrated
in Fig. 4.7. It can be seen that the estimation accuracy of the modiﬁed CIR
depends completely on the CFO estimation accuracy.
Finally, the simulated BER performance of the 2×2 spatially multiplexed
MIMO system with uncoded 16 QAM data in the presence of CFO and IQ imbal-
ance is presented in Fig. 4.8. The simulations are performed with CIR estimates
obtained through RCS and NLLS estimates of CFO. Simulations results reveal
that BER performance of both schemes is comparable for low to moderate SNR.
In the high SNR region near optimal BER can be achieved when CIR is estimated
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Figure 4.3: MSE performance of CFO estimation with (4.11) and (4.18),
η∼U[-0.1, 0.1], θ∼U[-10
◦
, 10
◦
] and normalized CFO ∼U[-0.43, 0.43], N=64,
Rayleigh channel with L
h
=6 taps and 5,000 Monte-Carlo realizations.
using NLLS estimates.
4.8 Conclusions
This chapter presents a novel technique to jointly estimate the FS CIR and FI/FS
Rx IQ imbalance in the presence of CFO and DCO for OFDM systems. A simple
closed form expression was obtained for estimation of CFO without any a-priori
information about CIR and FS IQ imbalance. The CIR and FS IQ imbalance
is estimated as a set of two independent channels corresponding to the desired
and interfering signals. The proposed schemes use ordinary training sequences
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Figure 4.4: BER performance of proposed schemes with η∼U[-0.1, 0.1],
θ∼U[-10
◦
, 10
◦
] and normalized CFO ∼U[-0.43, 0.43], N=64, Rayleigh channel
with L
h
=6 taps and 5,000 Monte-Carlo realizations.
already deﬁned in the WLAN standards.
To equalize the CIR in the presence of these imperfections a low complexity
single stage CFO, FS IQ imbalance compensation and CIR equalization scheme
has been proposed which can eÿectively deal with FI/FS IQ imbalance in the
presence of FS CIR. The proposed solutions have been shown to work equally
well in MIMO-OFDM systems. The simulation results show that the proposed
schemes provide an excellent performance/complexity trade-oÿ.
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Figure 4.5: MSE performance of CIR, DCO and CFO estimation with (4.24),
(4.25), (4.11) and (4.18), η∼U[-0.1, 0.1], θ∼U[-10
◦
, 10
◦
], d
0
=0.1+j0.1 and normal-
ized CFO ∼U[-0.43, 0.43], N=64, Rayleigh channel with L
h
=6 taps and 5,000
Monte-Carlo realizations.
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Figure 4.6: MSE of CFO estimation in MIMO 2 × 2 conﬁguration using (4.31),
(4.32) and (4.35), in the presence of IQ imbalance η∼U[-0.1, 0.1], θ∼U[-10
◦
, 10
◦
]
and normalized CFO ∼U[-0.3, 0.3], N=64, Rayleigh channel with L
h
=6 taps and
5,000 Monte-Carlo realizations.
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Figure 4.7: MSE of channel estimation in MIMO 2×2 conﬁguration using (4.34),
(4.32) and (4.35), in the presence of IQ imbalance η∼U[-0.1, 0.1], θ∼U[-10
◦
, 10
◦
]
and normalized CFO ∼U[-0.3, 0.3], N=64, Rayleigh channel with L
h
=6 taps and
5,000 Monte-Carlo realizations.
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Figure 4.8: BER performance of proposed schemes in MIMO 2× 2 conﬁguration
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Abstract
The aim of this chapter is to design a simple receiver which can jointly es-
timate FS CIR, FI Tx/Rx IQ imbalance and CFO with minimal training
and implementation complexity.
The estimation of CFO is performed using two scalable solutions al-
ready presented in the previous chapter. To estimate the FS CIR and
FI Tx/Rx IQ imbalance two diÿerent estimation techniques have been
proposed. The ﬁrst technique is an iterative approach stemming from a
doubly linear model of the transmission system in the presence of Tx/Rx
IQ imbalance and FS CIR, while the second approach is a LS solution.
Both these schemes provide a good performance/complexity trade-oÿ.
Although the iterative estimates of CIR are not optimal, they do provide
a near ideal BER performance.
The proposed scheme blends seamlessly with IEEE 802.11 standard
but can be adapted to work with any OFDM standard.
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5.1 Introduction
The simple and low cost DC device is a preferred choice for RF front-end because
of their desirable features like low cost/complexity and convenience of monolithic
integration. This transceiver suÿer from problems like IQ imbalance, CFO, DCO
and PN. Therefore it is essential to design a receiver which can handle the eÿects
of these practical limitations through low complexity signal processing techniques.
The traditional approach is to transmit certain training sequences and then do
joint estimation of both the channel and the non-ideal behaviour parameters.
Many of the schemes require multiple LTS sequences to achieve acceptable CIR
estimates.
Several techniques have been proposed in the literature to jointly estimate
CFO, IQ imbalance and CIR. One of the simplest solutions proposed in litera-
ture [47] is to transmit a pilot sequence with only one non-zero symbol. The re-
ceiver can estimate the CFO by minimizing the eÿects of ICI to the adjacent sub-
carriers with a simple GS, and IQ imbalance can be estimated subsequently. [48]
has proposed to estimate CFO and FI Rx IQ imbalance by transmitting a pilot
sequence twice, IQ imbalance and CFO are then estimated by exploiting the fact
that CIR and IQ imbalance are time invariant. Both [47] and [48] are speciﬁc to
the case when IQ imbalance is present only in the receiver.
Numerous adaptive techniques are cited in literature and [27] proposed an
LMS scheme which estimates FI/FS Rx IQ imbalance. An RLS based adaptive
scheme has been proposed by [32] for joint estimation of FI Tx/Rx IQ imbalance
and FS CIR in the presence of CFO. The authors have not proposed any speciﬁc
solution for CFO compensation and only FI Tx/Rx IQ imbalance and FS CIR
are estimated.
The estimation of FI Tx/Rx IQ imbalance and CIR for OFDM systems has
been considered using pre- and post-FFT processing [44]. The authors have used
the frequency domain model of channel and IQ imbalance to create a set of linear
equations with the help of special training symbols. This scheme jointly estimates
the CFR and FI Tx/Rx IQ imbalance using the fact that in an OFDM system
each subcarrier is cross-coupled with its (frequency domain) mirror image. This is
a low complexity scheme which avoids any matrix inversions. The main drawback
of this scheme is that it requires several OFDM symbols to adaptively estimate
both IQ imbalance and the CIR coecients; this scheme does not consider the
presence of CFO.
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A set of low complexity schemes for joint CFO, FI Rx IQ imbalance and FS
CIR have been proposed for MIMO and SISO cases respectively in [50,83]. These
schemes require small pilot blocks to be transmitted repeatedly within a pilot
symbol and can track any variation of CFO. However these schemes do not take
Tx IQ imbalance into consideration thus may not be suitable for all applications.
A joint iterative FS CIR, FI/FS Rx IQ imbalance estimation scheme has been
proposed in [84], where grid search is performed to estimate CFO at the start of
every iteration and desired and interfering CIRs are estimated taking the estimate
of CFO into account.
In [85] the authors have developed an intricate linear model to estimate FS
CIR, Tx/Rx IQ imbalance in the presence of CFO and phase oÿset using a least
squares solution. However, this work does not propose any speciﬁc method to
estimate CFO and phase oÿset.
Several blind Tx/Rx IQ imbalance estimation techniques have been proposed
in the literature [57, 58] but these schemes require large data samples to acquire
reliable estimates.
In this chapter a low complexity joint CIR, CFO and FI Tx/Rx IQ imbalance
estimation is studied for an OFDM system. In contrast to other works proposed
in the literature which require many training symbols, the proposed scheme can
estimate the channel and the IQ imbalance using only the training sequences
which are already part of the WLAN standards. Two diÿerent techniques have
been proposed for joint estimation of FS CIR and FI Tx/Rx IQ imbalance. The
ﬁrst approach provides an iterative solution based on the doubly linear model
of a system in the presence of FS CIR and FI Tx/Rx IQ imbalance, while the
second scheme (slightly more complex) provides a CLFE for estimation of CIR.
Simulation results show that even at high data-rate systems both schemes provide
comparable BER performance.
The rest of the chapter is now organized as follows. Section 5.2 presents the
model of a typical transmission system in the presence of non-ideal DC devices
both in transmitter and receiver. A set of iterative and non-iterative solutions
for joint CFO, FI Tx/Rx IQ imbalance and CIR estimation are presented in
section 5.3. A simple joint CFO, Tx/Rx IQ imbalance compensation and channel
equalizer in proposed in section 5.4. Section 5.5 presents the MSE of estimation
and BER performance of the proposed schemes and section 5.6 concludes this
chapter.
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The typical diagram of a system in the presence of CFO and Tx/Rx IQ imbalance
is illustrated in Fig. 5.1. In the case of lack of orthogonality in the in-phase
and quadrature-phase arms of the IQ transceiver the system will suÿer from the
image problem. The transmit and receive ﬁlters g
I/Q
T
(t) and g
I/Q
R
(t) are assumed
to be matched perfectly and therefore we consider only FI IQ imbalance. This
can severely degrade the performance of the system and eÿectively limit the
achievable SNR. A low cost local oscillator can also introduce a linear frequency
oÿset to the received data sequence and so it will further degrade the performance
of the receiver. These problems motivate us to design a simple yet robust receiver
architecture which can handle the eÿects of this non-ideal behaviour and improve
the operating SNR even in the presence of severe IQ imbalance, CFO and DCO.
This chapter extends on the doubly linear model describing the input/output
relation of the system in the presence of FI Tx/Rx IQ imbalance and CFO.
As explained in section 2.3.3 there are several ways of representing IQ im-
balance in the literature and within the scope of this work the model presented
in [26, 31, 34] is employed. The baseband equivalent of the transmitted signal at
the RF front-end is deﬁned as u(t)=LPF{u
RF
(t)e
−jω
c
t
} where ω
c
is the carrier
frequency and u(t) is the equivalent complex baseband signal. By ignoring the
presence of FS IQ imbalance in (2.41) the equivalent baseband transmit signal
can be deﬁned as
u(t) = µ
T
x(t) + ν
T
x
∗
(t) (5.1)
where
µ
T
:= cosθ
T
+ jη
T
sinθ
T
ν
T
:= η
T
cosθ
T
+ jsinθ
T
. (5.2)
where x(t) is the modulated OFDM signal, η
T
and θ
T
respectively represent the
amplitude and phase imbalances present on the transmitter side. The equivalent
baseband received signal in the presence of FI Rx IQ imbalance, CFO , FS CIR
and additive noise is deﬁned as [28, 32]
y(t) = µ
R
e
j2π∆ft

µ
T
x(t) + ν
T
x
∗
(t)

⊗ h(t)
+ ν
R
e
-j2π∆ft


µ
T
x(t) + ν
T
x
∗
(t)

⊗ h(t)

∗
+ n(t) (5.3)
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Figure 5.1: The equivalent model of a DCT in the presence of FI
Tx/Rx IQ mismatch and CFO present at the receiver side.
where µ
R
and ν
R
are deﬁned similarly as in (2.45), h(t) is the complex baseband
equivalent CIR and n(t) is equivalent complex circularly symmetric additive white
Gaussian noise. After baud-rate sampling and removing the cyclic preﬁx we can
rewrite the above equation in the matrix notation
y
(i)
= µ
R
µ
T
| {z }
α
E
(i)
Xh+ µ
R
ν
T
| {z }
β
E
(i)
X
∗
h
+ ν
R
µ
∗
T
| {z }
γ
E
(i)
∗
X
∗
h
∗
+ ν
R
ν
∗
T
| {z }
δ
E
(i)
∗
Xh
∗
+n
(i)
(5.4)
where ‘(i)’ is the symbol index; X=circ(F
H
s) is the N×L
h
circulant matrix
constructed from the transmitted pilot vector; h is the L
h
×1 equivalent discrete-
time CIR; E
(i)
=diag({e
j
2π
N
[(i−1)(N+N
g
)+N
g
+n]
}
N−1
n=0
), is the CFO process aÿecting
the i−th OFDM symbol; N and N
g
are respectively the size of the OFDM sym-
bol and the cyclic preﬁx;  is the CFO coecient normalized to the subcarrier
spacing, i.e. =T∆f (T=NT
s
); n
(i)
is N×1 vector of complex additive noise
n ∼ N(0, σ
2
n
I
N
) and α, β, γ and δ are the complex variables which fully represent
the FI Tx/Rx IQ imbalance process. In this chapter we aim to estimate these pa-
rameters instead of the corresponding amplitude and phase imbalance (i.e. θ
T/R
and η
T/R
). In practice the normalized CFO can take any value of oÿset, which
can then be decomposed into integer and fractional parts, namely =τ+φ, where
τ and φ are respectively integer and fractional, i.e. −1≤φ≤1. However in prac-
tice the maximum detectable range of the CFO using successive LTS sequences is
deﬁned as |φ|<N/2(N+N
g
) [78]. In the literature, several schemes are available
which can estimate the integer and fractional part of the CFO process. However
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the scope of this work is limited to the fractional part of the CFO only. The
equivalent frequency domain model of (5.4) can be deﬁned as
y
(i)
f
= Fy
(i)
= αP
(i)
Λ
h
s + βP
(i)
Λ
h
Qs
∗
+ γP
(i)
H
QΛ
∗
h
s
∗
+ δP
(i)
H
QΛ
∗
h
Qs + z
(i)
(5.5)
where S=diag(s) is the known pilot sequence; Q is the permutation matrix de-
ﬁned as Q = FF
T
; z
(i)
=Fn
(i)
; P
(i)
is the circulant matrix of the CFO pro-
cess which is deﬁned as P
(i)
=FE
(i)
F
H
[18]; Λ
h
is the diagonal CFR matrix (i.e.
Λ
h
=diag(Wh)).
From the analysis of the interfering terms in (5.5) it is known that the magni-
tude of last data dependent interfering term is negligible compared to the other
components. Therefore this term is discarded in further discussion. Rewriting
(5.4) in terms of the real and imaginary components the following linear relation
can be obtained.
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where A
(i)
=E
(i)
X, B
(i)
=E
(i)
X
∗
and C
(i)
=(E
(i)
X)
∗
; superscripts ‘I’ and ‘Q’ rep-
resent respectively the real and imaginary components of a particular complex
variable; and (5.6) can be compactly written as
y
(i)
= X
(i)
1

Θ
1
 I
L
h

h + n
(i)
(5.7)
where X
(i)
1
is the matrix pertaining to the transmitted pilot sequence, Θ
1
is the
matrix pertaining to the eÿects of the overall IQ imbalance process and h is the
real-valued vector of CIR. Now rewriting (5.4) in terms of real and imaginary
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components another equivalent representation can be formulated as
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Here (5.8) can be compactly written as
y
(i)
= X
(i)
2
A
h
θ + n
(i)
(5.9)
where X
(i)
2
is an alternative representation of the transmitted pilot sequence and
A
h
is the corresponding matrix pertaining to the CIR and θ=[α
I
α
Q
β
I
β
Q
γ
I
γ
Q
]
T
.
In this section we have derived a set of diÿerent (but equivalent) linear equa-
tions which describe the OFDM transmission system in the presence of FI Tx/Rx
IQ imbalance and CFO. In the next section we propose to use the frequency do-
main model of (5.5) to estimate the CFO and the doubly linear model of (5.7)
and (5.9) to estimate FS CIR and FI Tx/Rx IQ imbalance parameters.
5.3 Parameter Estimation
The idea is to obtain a CFO estimate through scalable techniques already pro-
posed in chapter 4. In the next sections we extend the models to accommodate
Tx IQ imbalance and then a simple iterative scheme is proposed in section 5.3.3
and a closed for expression is derived in section 5.3.4. Ignoring the least signif-
icant data dependent component associated with δ we can rewrite the received
signal as
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(5.10)
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where P
(i)
=p
(i)
0
I
N
+ P
(i)
ICI
and p
(i)
0
=e
j
2π
N
[(i−1)(N+N
g
)+N
g
+
N
2
]
is the mean value of
the CFO process referred to as CPR, while P
(i)
ICI
is the ICI component caused by
CFO which results in spectral leakage to adjacent subcarriers. From statistical
analysis of Tx/Rx IQ imbalance we know that the component α contains upto
99% of overall energy of the useful transmitted signal and therefore ignoring the
interfering components would not lead to signiﬁcant degradation in channel and
CFO estimation. Taking the data dependent interference and additive noise into
account we can rewrite (5.10) as
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(5.11)
where
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0
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h
γ
and
˜
z
(i)
is the sum of the remaining in-
terfering terms in (5.10). In the following section we propose two schemes which
can estimate CFO in the presence of Tx/Rx IQ imbalance. The ﬁrst scheme
is a low complexity scheme while the second scheme is slightly more complex.
These schemes provide proportionate improvement in parameter estimation per-
formance.
5.3.1 Reduced Complexity Scheme
Using the approximate model deﬁned in (5.11) (also previously mentioned in
chapter 4) we can see that the estimation accuracy of the CIR is directly related
to the CFO coecients. The above equation can be equivalently rewritten in
matrix notation as
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#
+
˜
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.
A simple least-squares estimator can determine the modiﬁed CIRs as

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α
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+
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U
H
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
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U
H
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. (5.12)
Note that this estimator does not require any matrix inversion during run-time, as
the pilot sequence is known a-priori at the receiver. The LS estimates of
+
h
(i)
α
and
+
h
(i)
ξ
are obtained using the two consecutive LTS sequences which are deﬁned in
the IEEE 802.11 standards. Assuming that the channel does not change within
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a transmission frame and all OFDM symbols are aÿected by the same CFO
coecient, it can be easily shown that we can estimate the CFO as
ˆ
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2
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1
2
(5.13)
where κ=2π(N+N
g
)/N . The performance of this scheme suÿers from residual
interference in the high SNR region.
Once the estimate of CFO is known then the CIR, FI Tx/Rx IQ imbalance
coecients can be estimated through any of the schemes presented in section
5.3.3 and 5.3.4.
5.3.2 Non-linear Least Squares Scheme
The RCS scheme is very robust in estimation of CFO coecient. This estimate
can be used to obtain normalized estimates of CIR and FI Tx/Rx IQ imbalance
coecients. The estimation accuracy can be improved further by maximization
of the following cost function
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φ
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and maximization is performed via simple one dimensional GS. Using the esti-
mates of φ from (5.13) as an initial search point in (5.14) the search convergence
time can be minimized. The NLLS scheme yields improved CFO estimates at the
expense of additional complexity.
5.3.3 Iterative CIR and IQ Imbalance Estimation
Once the estimates of E
(i)
in (5.4) are available via (5.13) or (5.14) these estimates
can be used in (5.6) and (5.8) to estimate h and θ in an iterative manner. Using
(5.7) the CIR can be estimated (assuming no IQ imbalance is present in the
system):
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
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(5.16)
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where X
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=X
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h
). Now that the initial estimates of the FS CIR are
available the estimates of the FI Tx/Rx IQ imbalance can be obtained through
(5.9) as
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where X
h
=X
2
A
h
. Using (5.16) and (5.17) iteratively, the required estimates can
be achieved within a few steps. The overall scheme is organized in algorithm 2.
The estimation performance results are illustrated in section 5.5, the estimates
obtained from proposed scheme provide near ideal BER performance at a fraction
of computational complexity.
5.3.4 Non-iterative CIR and IQ imbalance Estimation
Using the time-domain equivalent model of (5.5) a scaled version of CIR estimates
can be conveniently obtained through a LS solution of
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The magnitude of vector
ˆ
h
α
is dominant because this vector is associated with the
desired component of the received signal. The analysis of coecient α shows that
α ≈ 1 (even for moderate values of η
T/R
,θ
T/R
), and thus
ˆ
h
α
can be approximated
as
ˆ
h. The estimates of the IQ imbalance coecients can be obtained through
(5.9).
As it will be evident from simulations the BER performance with the estimates
obtained through iterative estimates from Section 5.3.3 provide near optimal BER
performance. It is for this reason that obtaining more accurate estimates of FS
CIR is not essential.
5.4 CIR and Tx/Rx IQ Imbalance Equalization
The estimates of CFO obtained through (5.13) and (5.14), Tx/Rx IQ imbalance
through (5.18) and CIR through (5.19) are used in the system model deﬁned in
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Algorithm 2 Joint Tx/Rx IQ Imbalance, CFO and Channel Estimation.
An iterative algorithm for estimating the IQ imbalance, CFO and channel using LTS
pilot symbols as deﬁned in WLAN standards.
1: Input: y
(i)
with i=1, 2.
2: Output:
ˆ
h, ˆ, and
ˆ
θ
3: Calculate: pˆ
(i)
0
ˆ
h
(i)
α
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0
ˆ
h
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α
using the system model presented in (5.12)
and then estimate  using (5.13).
4: intialization: θ
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= [1 0 0 0 0 0]
T
,
which corresponds to the no Tx/Rx IQ imbalance case.
5: calculate:
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X
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X
T
θ
(0)
y assuming no Tx/Rx IQ imbalance
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6: If BER / estimation error criteria is not met
7: repeat
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9: Calculate X
θ
using the estimates of θ
(k)
in model of (5.6)
10: LS estimates of CIR
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11: Calculate X
ˆ
θ
(k)
using the model in (5.8) with estimates
ˆ
h
(k)
12: k=k+1
13: until No signiﬁcant improvement in cost function
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or maximum numbers of iterations is reached.
88 5.5 Simulation Results
(5.5). We can reformulate the system as
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If we can deﬁne the overall eÿect of the CIR, CFO and the FI Tx/Rx IQ imbalance
as
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h

ˆ
Θ
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 I
N

using the estimates obtained through (5.13), (5.18) and
(5.19) then these eÿects can be compensated using a simple MMSE equalizer as
follows
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Although the matrix inversion required in (5.24) has no obvious reduced com-
plexity solution but this method allows a single stage compensation of FS CIR,
CFO and FI Tx/Rx IQ imbalance. The estimation error and BER performance
of the proposed schemes is presented in the next section.
5.5 Simulation Results
This chapter is focused on a typical SISO OFDM transmission system (such as
WLAN/WiMAX). The number of subcarriers in each OFDM symbol is N=64.
The system bandwidth is assumed to be 20 MHz and the sampling rate is de-
ﬁned as (T
s
=0.05µs). The subcarrier spacing is assumed to be ∆F=312.5 kHz.
We consider an L
h
=6 tap Rayleigh fading process with exponential power delay
proﬁle e
−γl
with γ=0.2 and l=0, 1, . . . , L
h
−1. To mitigate the eÿects of ISI, the
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guard interval is assumed to be longer than the CIR, i.e. N
g
=10. The transmit-
ted data is assumed to be taken from a 16 QAM constellation and no channel
coding is used in these simulations. Each OFDM block contains 10 OFDM sym-
bols. The ﬁrst two symbols of each block are assumed to be known training
sequences chosen from a BPSK constellation according to the criterion presented
in [31]. The IQ imbalance process deﬁned in (5.3) is assumed to be a random vari-
able with a uniformly distributed amplitude imbalance, η
T/R
∼U[-0.05, 0.05], and
phase imbalance, θ
T/R
∼U[-5
◦
, 5
◦
]. The Tx/Rx IQ imbalance model used in this
chapter is the same as that considered in chapter 3 and chapter 4 and also used
in [18, 31, 44, 86]. The CFO coecient  is assumed to be uniformly distributed,
∼U[-0.3125, 0.3125], which corresponds to a spectral range of ±100 kHz. An
independent CIR and IQ imbalance realization is generated for every simulated
OFDM block. The simulations are performed using 5,000 Monte-Carlo channel
realizations for each SNR.
To measure the error performance of the proposed techniques following deﬁ-
nitions have been used MSE(
ˆ
h)=E{kh−
ˆ
hk
2
} and MSE(
ˆ
φ)=E{|φ−
ˆ
φ|
2
}.
Fig. 5.2 illustrates the MSE performance of the CFO process estimation. If
the presence of FI Tx/Rx IQ imbalance is ignored in the transmission system as
in [78], the CFO estimation performance suÿers an error ﬂoor even at moder-
ate SNR. Estimation of the CFO using the proposed RCS scheme (5.13) slightly
improves the estimation error. The estimation accuracy of the CFO can be im-
proved signiﬁcantly with the simple GS algorithm (5.14). The estimate of CFO
obtained through (5.14) is not optimal due to the approximations made in (5.12).
The MSE performance of one of the IQ imbalance coecient β ( see (5.4))
is illustrated in Fig. 5.3. The CRLB for this estimation is presented as a refer-
ence [80]. As mentioned earlier some of the coecients in θ have a very small
magnitude and their estimation is ignored in the proposed model.
The CIR estimation performance of iterative and CLFE techniques have been
illustrated in Fig. 5.4 and Fig. 5.5 respectively. The iterative scheme requires
just one pilot symbol to perform the required estimation while the non-iterative
scheme requires two pilots and this is computationally intensive. The iterative
scheme provide near optimal BER performance after just one iteration. The CIR
estimation accuracy of the iterative scheme is “ﬂoored” after 25 dB and this is
due to the approximations made in (5.4).
The BER performance for the uncoded 16 QAM modulation scheme using
the proposed scheme is presented in Fig. 5.6. It can be seen that in the case
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Figure 5.2: MSE of CFO estimation using (5.13) and (5.14), in the pres-
ence of IQ imbalance η
T/R
∼U[-0.05, 0.05], θ
T/R
∼U[-5
◦
, 5
◦
] and normalized CFO
∼U[-0.3, 0.3] ,N=64, Rayleigh channel with L
h
=6 taps and 5,000 Monte-Carlo
realizations.
of ignoring CFO and IQ imbalance in the process of CIR estimation and equal-
ization the system is completely useless. If CFO is estimated and IQ imbalance
is not considered in the channel estimation and equalization process the BER
performance of the system is still not acceptable. To assess the performance of
the system while considering only Rx IQ imbalance in addition to CFO process
provides slight improvement to the overall performance.
The BER performance of the proposed RCS and NLLS schemes for CFO esti-
mation and iterative CIR and Tx/Rx IQ imbalance estimation provide near ideal
performance for the system under consideration. Although the CFO estimates
obtained through RCS scheme are not as accurate as the estimates obtained
5. Joint CIR, CFO and FI Tx/Rx IQ Imbalance Estimation 91
0 5 10 15 20 25 30 35 40
10
−6
10
−5
10
−4
10
−3
10
−2
E
b
/N
0
M
S
E
(
ˆ
β
)
ˆ
β with (5.13)
ˆ
β (No CFO) CRLB [80]
Figure 5.3: MSE of IQ imbalance coecient β using (5.18) and (5.19) in the
presence of Tx/Rx IQ imbalance, CFO estimated via (5.13), η
T/R
∼U[-0.05, 0.05],
θ
T/R
∼U[-5
◦
, 5
◦
] and normalized CFO ∼U[-0.3, 0.3], N=64, Rayleigh channel with
L
h
=6 taps and 5,000 Monte-Carlo realizations.
through NLLS however the subsequent CIR, IQ imbalance and BER estimation
performance of the system is not far away from the ideal case.
It is also worth mentioning that the performance of the proposed scheme is
equally eÿective for higher modulation schemes such as 64 QAM but these results
are not presented within this work.
5.6 Conclusions
In this chapter we have studied the joint estimation of CIR, CFO and FI Tx/Rx
IQ imbalance for OFDM systems. Using a previously proposed low complexity
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Figure 5.4: MSE performance of the CIR estimation with algorithm 2,
η
T/R
∼U[-0.05, 0.05], θ
T/R
∼U[-5
◦
, 5
◦
] and normalized CFO ∼U[-0.3, 0.3], N=64,
Rayleigh channel with L
h
=6 taps and 5,000 Monte-Carlo realizations.
scheme which can estimate CFO very eÿectively in the presence of IQ imbalance
two diÿerent techniques have been considered for the estimation of CIR and FI
Tx/Rx IQ imbalance. All of the above system is based on pilot sequences deﬁned
within the WLAN standards. Simulation results show that the CFO, CIR and
IQ imbalance estimation performance is acceptable even for higher throughput
systems.
We have also proposed a low complexity single stage joint Tx/Rx IQ imbal-
ance, CFO compensation and channel equalization scheme which can eÿectively
deal with IQ imbalance and a FS CIR. The proposed system is equally eÿective for
systems with only Tx and/or Rx IQ imbalance. The simulation results show that
the proposed schemes provide an excellent performance/complexity trade-oÿ.
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Figure 5.5: MSE performance of the normalized CIR estimation with LS solution
of (5.21), η
T/R
∼U[-0.05, 0.05], θ
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∼U[-5
◦
, 5
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] and normalized CFO ∼U[-0.3, 0.3],
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Figure 5.6: BER performance of proposed scheme (5.24) using channel estimation
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ized CFO ∼U[-0.3, 0.3], Rayleigh channel with L
h
=6 taps and 5,000 Monte-Carlo
realizations.
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Abstract
The objective of this chapter is to study joint estimation of FS CIR, FI Rx
IQ imbalance in the presence of ampliﬁer non-linearity. Instead of predis-
torting the transmitted signal to placate the eÿects of non-linearity, the
proposed scheme makes no eÿort to combat non-linearity at the trans-
mitter while the receiver estimates all the unknown parameters using
pilot sequences.
To estimate these unknowns, special training sequences have been
found. A low complexity scheme has been proposed to estimate FS CIR,
FI Rx IQ imbalance. The parameters of non-linearity are estimated
through GS.
A two stage data detection technique is also proposed to alleviate the
eÿects of ampliﬁer non-linearity from the received data.
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6.1 Introduction
OFDM is the underlying principle in most communication techniques standard-
ized for diÿerent applications. The most common examples are IEEE wireless
standards 802.16e (WiMAX), 802.11a/b/g (WLAN) and power line communica-
tion standards. The most expensive components in any modem are the analog
components such as LO and the DC modules which are cost-eÿective (but can
cause distortion) and occupy small board space as compared to multi-stage het-
rodyne receivers. But the estimation of channel and other parameters in the
presence of a HPA is often not reliable even at higher SNRs. Therefore it is very
important that we take these non-ideal eÿects into consideration while estimating
CIR and IQ imbalance parameters and also while estimating the data.
In this work an optimal training sequence is found which minimizes the eÿects
of an HPA on the CIR estimation. Then we work out a joint CIR and FI Rx
IQ imbalance estimation scheme to estimate these parameters in a non-iterative
manner. In the presence of an accurate estimate of the CIR and IQ imbalance
the eÿects of non-linearity (NL) can still limit the BER performance even at high
SNR levels. To remove this limitation we propose some techniques which can
alleviate this problem in a scalable manner.
The eÿect of non-linearity can be minimized in a number of ways -e.g., by
using a pre-distorter (PD) before modulating the signal [87] and other schemes
that have been proposed to reduce the peak-to-average-power-ratio (PAPR) of
the transmitted signal [88]. Predistortion functions require complex mathemat-
ical modelling of the PD function, which requires a feedback loop from the RF
output after the HPA and needs several iterations to converge. Similarly, pre-
coding which allocates reserved subcarriers in the OFDM symbol, can reduce the
eÿect of NL at the cost of bandwidth eciency of the system. The eÿect of am-
pliﬁer NL and IQ imbalance is considered in [89] and the authors have derived
analytical expressions for the BER performance in the presence of IQ imbalance
and ampliﬁer NL. Iterative ML detection of data in the presence of NL is dis-
cussed in [68]. Some very insightful work on the mitigation of clipping eÿects can
also be found in [69].
The objective of this study is to evaluate the performance of an OFDM system
in the presence of transmit ampliﬁer NL and FI Rx IQ imbalance. The schemes
used to estimate FS CIR, FI IQ imbalance and NL are non-iterative and do not
incur any additional complexity. However, data detection requires a two-stage
detection to gradually eliminate the eÿects of the NL.
6. Joint CIR, FI Rx IQ Imbalance and Ampliﬁer Non-linearity Estimation 97
Unlike most of the previous work [68,69] dealing with ampliﬁer NL, this work
considers the CIR to be unknown and estimates it every OFDM block. This re-
quires an optimal training sequence which can yield good estimates of all unknown
parameters in the presence of severe non-linear distortion. The proposed scheme
does not require any sophisticated pre-distorter or precoding scheme to obtain
acceptable system performance. However, the overall performance of the system
can certainly be improved by considering the above-mentioned techniques. The
most signiﬁcant eÿect of ampliﬁer NL is the spectral leakage to adjacent channels.
This can degrade the performance of adjacent carriers in addition to aÿecting the
data on the carrier itself. Most of the literature dealing with ampliﬁer NL does
not consider the spectral leakage. A transmit bandpass ﬁlter is also considered in
this work to limit the eÿect on adjacent carriers. To consider the spectral leakage
eÿects the transmitted signal is over-sampled.
We assume that the band-pass ﬁlter following the HPA can safely eliminate
this out of band distortion. Here a typical downlink scenario is considered where
the base-station has a high quality LO and the receiver LO is the main source of
IQ imbalance. The estimation of the CIR, FI Rx IQ imbalance and non-linearity
process is done post FFT.
This chapter is organized as follows. Section 6.2 describes the baseband model
of the ampliﬁer NL and IQ imbalance. These models are then incorporated into an
OFDM system model and the estimation of CIR in the presence of IQ imbalance
is described. In Section 6.3 the mitigation of distortion (caused by the non-linear
ampliﬁer) using iterative feedback is discussed. In Section 6.4 the performance
using Monte-Carlo simulation is analyzed.
Notation: In addition to previously assigned notations some additional terms
are also deﬁned. FU is a DFTmatrix of size U(N×N) where U is the oversampling
factor; FU is partitioned into sub-blocks, i.e. , F
U
= [W|V] where W is now the
UN × L
h
portion of F
U
.
6.2 Transmission Model
A typical OFDM transmission system in the presence of a transmit ampliﬁer NL
and FS CIR is considered. It is assumed that the system under consideration
suÿers from only FI Rx IQ imbalance. We consider a block transmission system
where the ﬁrst symbol of every block contains a completely known training se-
quence for estimation purposes and the FS CIR is considered to be time-invariant
for the whole block. We assume furthermore that the receiver has no knowledge
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of the NL parameters of the HPA and we will use a special training sequence to
estimate these coecients. Since the HPA characteristics are assumed to be very
slowly time varying, they need not to be estimated as frequently as the other
parameters. As explained in Section 2.3.5, in the literature two types of high
power ampliﬁer are widely considered - namely the travelling wave tube ampliﬁer
(TWTA) [39] and the solid state power ampliﬁer (SSPA) [38]. Here only the
SSPA ampliﬁer model will be considered because this model accurately describes
the behaviour of the HPA used in mobile devices.
By expressing the HPA input signal in polar coordinates as x[n] := |x[n]|exp(jφ[n]),
the magnitude and phase transfer functions of a SSPA can be respectively mod-
elled as
f(|x[n]|) =
|x[n]|

1 +

|x[n]|
A
max

2p

1
2p
,
Φ(x[n]) ' 0.
(6.1)
Now (6.1) deﬁnes the AM/AM and AM/PM conversion characteristics for a typ-
ical SSPA; p is the non-linearity factor and as p→∞, this model approaches
soft limiter characteristics as deﬁned in (2.50); A
max
is the maximum unclipped
signal amplitude (as deﬁned in (6.18)). The AM/PM eÿect is negligible and
is not considered in this work. The overall output of an SSPA is described as
g(x[n]) = f(|x[n]|)exp(j(Φ(x[n]) + φ[n])). So the received signal in the absence
of IQ imbalance can be deﬁned as
r = H
c
AF
U
H
s + n (6.2)
where s is the UN × 1 transmitted symbol as deﬁned in (6.3), and U is the
oversampling factor; H
c
is the circulant channel matrix of size U(N ×N) corre-
sponding to a slowly time-varying channel; A is the HPA non-linearity transfer
function which depends on the transmitted symbol s as deﬁned in (6.1); n is the
circularly symmetric complex additive white Gaussian noise vector of size UN×1
i.e., n ∼ CN(0,Ξ
n
), where Ξ
n
= σ
2
n
I and
s = [s
0
, · · · , s
N/2−1
, 0, · · · , 0
| {z }
(U−1)N zeros
, s
N/2
, · · · , s
N−1
]
T
. (6.3)
6. Joint CIR, FI Rx IQ Imbalance and Ampliﬁer Non-linearity Estimation 99
Now the received signal in presence of IQ imbalance is deﬁned as
y = µH
c
AF
U
H
s+ ν(H
c
AF
U
H
s)
∗
+ n, (6.4)
with µ and ν deﬁned as
µ = cosθ + jηsinθ
ν = ηcosθ − jsinθ, (6.5)
where θ and η are phase and amplitude imbalance coecients respectively. This
block is then transmitted over a (slowly) time-variant channel. Fig. 6.1 illustrates
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in (6.3)
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Figure 6.1: General OFDM transmission system in the presence of
ampliﬁer non-linearity and IQ imbalance.
the transmission model in the presence of non-ideal behaviour. The implemen-
tation of the bandpass ﬁlter is ignored as it does not eÿect the subcarriers of
interest, see Fig. 6.4. The received signal after demodulation in the presence of
IQ imbalance can be written as
y
f
= µDW
| {z }
D
1
h + νF
U
F
U
T
D
H
W
∗
| {z }
D
2
h
∗
+ z, (6.6)
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where D := diag(F
U
AF
U
H
s) and z is the equivalent additive white Gaussian noise.
6.2.1 Channel Estimation
To mitigate the eÿects of FI Rx IQ imbalance, the CIR needs to be estimated in
the presence of this non-ideal behaviour. CIR estimation in the presence of IQ
imbalance and other eÿects is a challenging problem and has been considered for
an OFDM system in [18, 25, 90]. We use a maximum likelihood (ML) estimator
to determine the FI Rx IQ imbalance and CIR by using a full-pilot sequence. We
use a carefully chosen BPSK sequence with normalized energy in every bin.
In the presence of additive Gaussian noise the log-likelihood function can be
expressed as
L(µ, ν,h) = (y
f
− µDWh− νF
U
F
U
T
D
H
W
∗
h
∗
)
H
Ξ
−1
z
(y
f
− µDWh− νF
U
F
U
T
D
H
W
∗
h
∗
)
+constant. (6.7)
In the presence of non-linearity, the use of any arbitrary pilot sequence may render
channel estimation process completely useless. However, through an appropriate
choice of pilot symbol it is possible to minimize the eÿects of non-linearity and
therefore the overall interference can be conveniently assumed to be additive white
Gaussian. With this assumption the ML estimate of the FS CIR is thus
ˆ
h = (|µ|
2
D
H
1
D
1
− |ν|
2
D
T
2
D
∗
2
)
−1
[µ
∗
D
H
1
y
f
− νD
T
2
y
∗
f
], (6.8)
where D
1
and D
2
are deﬁned in (6.6). The inverse matrix in (6.8) can be approxi-
mated by the identity matrix since |µ|
2
≈ 1, |ν|
2
≈ 0 andD ≈ I (by appropriately
choosing a training sequence).
The optimal training sequences to estimate the FS CIR and FI Rx IQ imbal-
ance values are obtained via:
s
i
= arg min/max
˙
s
kF
U
H
˙
s−AF
U
H
˙
sk
2
, i = 1, 2 (6.9)
here s=[s˙[0], . . . , s˙[
N
2
−1], 0, . . . , 0, s˙[
N
2
], . . . , s˙[N−1]]
T
is an UN×1 sequence with
s˙
k
∈ {±1},where 0 ≤ k ≤ N −1. The sequence s
1
(used to estimate CIR and FI
Rx IQ imbalance) is obtained by minimizing this criterion and similarly s
2
(used
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to estimate non-linearity parameters) is obtained by maximization. These solu-
tions are obtained through exhaustive search and used in the system as deﬁned
in (6.9).
6.2.2 Imbalance Estimation
Substituting (6.8) back into (6.6) and introducing the new expression α
0
= ν/µ
∗
,
we ﬁnd
αˆ
0
= arg min
α
0
(Q
1
y
f
− |α
0
|
2
Q
2
y
f
+ α
0
Q
3
y
∗
f
)
H
· (Q
1
y
f
− |α
0
|
2
Q
2
y
f
+ α
0
Q
3
y
∗
f
) (6.10)
where
Q
1
= DWW
H
D
H
Q
2
= F
U
F
U
T
D
H
W
∗
W
T
DF
U
∗
F
U
H
(6.11)
Q
3
= F
U
F
U
T
D
∗
W
∗
W
T
D
T
−DWW
H
D
H
F
U
F
U
T
.
So from (6.10) we have
αˆ
0
=
−y
T
f
Q
H
3
Q
1
y
f
y
T
f
Q
H
3
Q
3
y
∗
f
− y
H
f
Q
H
1
Q
2
y
f
− y
H
f
Q
H
2
Q
1
y
f
. (6.12)
From (6.12) α
0
can be expressed as
αˆ
0
=
ν
µ
∗
=
ηcosθ − jsinθ
cosθ − jηsinθ
≈ η(1 + tan
2
θ) + j(η
2
− 1)tanθ, (6.13)
and these approximations hold for small values of imbalance (i.e., η
2
sinθ→0 ).
From the approximation in (6.13) the estimates of η and θ can be obtained
through
ηˆ ≈
<{αˆ
0
}
1 + ={αˆ
0
}
2
, sin(
ˆ
θ) ≈
−={αˆ
0
}
q
1 + ={αˆ
0
}
2
. (6.14)
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From (6.14) the estimates of µ and ν can be obtained via (6.5). The estimate of
the CIR can then be obtained by replacing µˆ and νˆ back into (6.8).
6.2.3 IQ Imbalance Mitigation and Channel Equalization
Now that the estimate of CIR and FI Rx IQ imbalance coecients have been
found it is possible to compensate them and equalize the CIR at diÿerent stages.
The IQ imbalance can be more conveniently compensated in the time domain as
y
i/q
=
1
|µˆ|
2
− |νˆ|
2
(µˆ
∗
y− νˆy
∗
), (6.15)
where y
i/q
is the received signal after compensation of estimated IQ imbalance
parameters. Now the CIR can be easily equalized in the frequency domain using
a simple MMSE equalizer
˜
s =
h
Λ
ˆ
h
Λ
H
ˆ
h
+ I
UN
σ
2
n
i
−1
Λ
H
ˆ
h
F
U
y
i/q
, (6.16)
where Λ
ˆ
h
= diag([
ˆ
H[0], . . . ,
ˆ
H[UN − 1]]
T
) is the diagonal matrix obtained from
the estimated CFR vector.
6.2.4 Estimation of the Non-linearity Coefficients
The ampliﬁer non-linearity is related to the non-linearity parameter p and the
clipping level. The eÿect of these parameters can be assessed in (6.1). These
parameters are much more slowly time-varying than the other unknowns such as
the CIR, IQ imbalance and CFO. NL coecients are aÿected by temperature and
ageing. These parameters can be estimated using a simple grid search scheme.
The grid search can also be approximated using a polynomial function and its
minima can be found analytically as presented in [91]. The cost function is deﬁned
as
pˆ,
ˆ
A
max
= arg min
p,A
max
k
˘
s− F
U
g(F
U
H
s
2
)k
2
, (6.17)
where
˘
s is the N × 1 vector of soft decisions (see Fig. 6.1) obtained after channel
equalization and IQ imbalance compensation obtained through (6.15) and (6.16).
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6.3 Nonlinearity Mitigation and Data Detection
The previous sections discuss the FS CIR estimation in the presence of FI Rx
IQ imbalance using a full pilot symbol. The eÿect of ampliﬁer NL is minimized
by selecting an optimal training sequence. The NL coecients are estimated
using a simple GS. In the data symbols the inﬂuence of ampliﬁer NL can not
be controlled, therefore this NL must be compensated while estimating the data
samples. This work proposes a simple decision feedback strategy to compensate
these eÿects by estimating the distortion based on the NL model.
The eÿect of the NL is directly related to the clipping level which deﬁnes the
maximum amplitude of a signal that can pass through without distortion:
Clip Level = 20log
10

A
max
σ
s

dB, (6.18)
where A
max
is the maximum unclipped signal amplitude and σ
2
s
is the power of
the modulated symbols.
A suitably selected training sequence allows estimation of CIR and FI IQ
imbalance parameters in the presence of the HPA non-linearity. The distortion
present in the data symbols can still be signiﬁcant. One of the simplest ways
to eliminate this problem is to perform a hard decision on the received sequence
and then using the hard estimates compensate the distortion from the actual
soft-value iteratively. The algorithm is explained as follows:
1. Obtain hard decision
ˆ
s using estimates from (6.16).
2. Determine the non-linearity distortion as
e
(x,gˆ)
f
= F
U

e
(x,gˆ)

= F
U
(gˆ(x)− x) , (6.19)
where x = F
U
H
ˆ
s.
3. Taking this distortion into account the second stage estimates can be ob-
tained as
ˆ
s =

Λ
ˆ
h
Λ
H
ˆ
h
+ I
UN
σ
2
n

−1
Λ
H
ˆ
h
F
U
y
i/q
− e
(x,gˆ)
f
. (6.20)
Steps (2) - (3) can be repeated a few times to obtain a better BER perfor-
mance. This approach is useful only when a few symbol errors are present. Oth-
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erwise, errors propagation has a very negative eÿect. The graphical illustration
of the proposed scheme is presented in Fig. 6.2.
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Figure 6.2: The iterative data-detection and non-linearity mitigation process.
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6.4 Simulation Results
In the last sections we have presented the framework for estimation and com-
pensation of CIR and IQ imbalance in the presence of NL and later single stage
compensation of non-linear distortion using decision feedback. In this section we
present Monte-Carlo simulation results to demonstrate the eÿectiveness of the
proposed scheme.
We consider an L
h
= 4 tap Rayleigh fading process with exponential power
delay proﬁle e
−γl
with γ = 0.2 and l = 0, 1, . . . L
h
− 1. The oversampling factor
is U = 2. The IQ imbalance process deﬁned in (6.5) is assumed to be a random
variable with uniformly distributed amplitude imbalance, η∼U[-0.05, 0.05], and
phase imbalance, θ∼U[-5
◦
, 5
◦
]. Without loss of generality each block consists
of 10 N -length OFDM symbols and we used 5000 blocks in the Monte-Carlo
realizations. The ﬁrst symbol of each block is a full pilot symbol. The channel
and IQ imbalance is assumed to be constant for a complete block and the HPA NL
is assumed to change after 100 blocks and thus an additional pilot sequence is sent
to estimate the non-linearity parameters. In these simulation NL parameters are
modelled as uniformly-distributed with p∼U[1.5, 2.5] and CL∼U[4, 6] dB. For each
SNR, 50,000 uncoded symbols with 64-QAM modulation have been considered.
For implementation of all block transmission systems a structure similar to the
IEEE 802.11a system has been considered. For fair comparison the same symbol
size of N = 64 and CP size of 16 have been chosen for all transmission systems.
The bandwidth of the OFDM system is 20 MHz and the subcarrier spacing is 312
kHz. The out-of-band leakage has been ﬁltered out using a bandpass ﬁlter which
has a cut-oÿ of 3.2 MHz above the bandwidth of the system (see Fig. 6.4).
The BER performance of the diÿerent schemes is presented in Fig. 6.3. It
can be observed that the performance of a system impaired by IQ imbalance
and HPA non-linearity can be improved using the proposed method. The MSE
of CIR estimates suÿers a ﬂoor due to non-linearity. The performance of the
proposed scheme is even better when the CIR is fully known and in this case the
proposed method can approach the performance of a linear system. The choice
of a suitable training sequence can certainly minimize the eÿect of the NL on the
estimation of CIR and imbalance coecients, which in turn have a severe eÿect
on the overall performance of the system.
The estimation of the SSPA model coecients is carried out using an optimal
sequence which ensures that the eÿects of the NL are pronounced. The MSE
of the parameter estimation is illustrated in Fig. 6.5. The estimation of these
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parameters is fairly accurate at high SNR’s, but at low SNR the performance of
the cost function is eÿected by additive noise. A plot of the cost function deﬁned
in (6.17) is provided in Fig. 6.6 with p = 2 and CL=7dB. It must be mentioned
that the GS algorithm does not yield high accuracy estimates of the non-linearity
coecients due to the nature of the cost function as illustrated in Fig. 6.6.
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6.5 Conclusions
The objective of this chapter is to study the estimation of FS CIR in the pres-
ence of FI Rx IQ imbalance and ampliﬁer non-linearity. A simple non-iterative
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Figure 6.4: Frequency response of Tx bandpass ﬁlter. Spectral leakage charac-
teristics of ampliﬁer non-linearity (CL=5dB, p = 2) in AWGN channel.
CIR and FI Rx IQ imbalance estimation has been proposed in the presence of
the HPA non-linearity with the help of an optimal (known) training sequence.
The estimate of transmit ampliﬁer non-linearity has been obtained in addition
to the receiver parameters. The simulation results show that this estimation is
reasonably accurate in the moderate and high SNR region. Simulations demon-
strate that using a suitable training sequence can enhance the performance of the
system in the presence of IQ imbalance and moderate clipping eÿects.
Predistortion is a good solution but the computational overhead required to
pre-process the transmitted signal is taxing. As demonstrated in this work, if
accurate CIR estimates are available the HPA non-linearity can be conveniently
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Figure 6.5: MSE performance of CIR and non-linearity parameters (p and CL)
estimates.
compensated at the cost of only a few additional FFT operations.
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Abstract
The objective of this chapter is to estimate CIR in the presence of a strong
PN process. The system under consideration is an SCCP based system.
The SCCP scheme has been modiﬁed further to transmit a known cyclic
preﬁx (a unique word) such that more knowledge about the PN process
can be obtained.
To eliminate the eÿects of PN from the system several interpolation
techniques have been proposed to reconstruct the actual PN process from
available pilot samples.
Simulation results show that the performance of an SCCP system
with a known cyclic preﬁx is superior to SCCP systems with conventional
compensation schemes in the moderate and higher SNR region for all
values of PN.
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7.1 Introduction
SCCP has attracted signiﬁcant attention in recent years. SCCP exploits fre-
quency domain equalization (FDE) to simplify the equalizer complexity
1
(i.e.,
SCFDE). It ﬁnds application in LTE and was proposed as a physical layer in-
terface for fourth generation wireless communication standards [10]. Recent
works [11, 12, 92] have revitalized interest in this transmission scheme. SCCP
relaxes the limitations of an OFDM system (e.g. peak-to-average power ratio,
ampliﬁer non-linearity, etc.) while maintaining low equalizer complexity and a
remarkable structure similarity with an OFDM system. The authors in [11,12,26]
demonstrate that SCCP oÿers comparable (and in some scenarios better) BER
performance than OFDM transmission systems. It was shown in [93] that maxi-
mum multipath diversity and coding gain can be obtained with SCCP.
Now a slight modiﬁcation in the (unknown) cyclic preﬁx (CP) concept for a
SCCP system is to use a known CP, henceforth called unique word (UW). Unlike
the CP which is discarded in OFDM and SCCP receivers, the UW can be used
to track system parameters. The advantages over OFDM and SCCP systems
motivates us to explore the single carrier unique word (SCUW) system further.
The impact of imperfections such as CFO, timing oÿset, PN and IQ imbalance
on OFDM have been studied extensively in recent years. Several schemes have
been proposed to mitigate these eÿects in OFDM for the single and multi-user
scenario with space-time coding and spatial multiplexing - see [18, 90] and refer-
ences therein. However, to the best of our knowledge very little work has been
done to mitigate these imperfections in SCCP systems.
The use of a UW (i.e., known CP) ensures cyclic convolution with the wireless
CIR and it can also be exploited to estimate timing-oÿset and CFO. The authors
in [94] have used it to compensate residual CFO, while [95] has used a UW to
obtain better frame synchronization. The eÿects of PN on OFDM and SCCP
systems have also been compared in [14].
The UW sequences can also be exploited to estimate the CIR , IQ imbalance
and the PN process. The use of a UW to ensure circular convolution has been
presented in the literature, with the assumption of a slowly time-varying CIR. Un-
der this assumption the UW training provides throughput comparable to OFDM
systems along with better timing oÿset, PN and IQ imbalance cancellation.
1
In the literature the term SCCP is used sometimes interchangeably with SCFDE (single
carrier frequency domain equalization) and SCFDMA (single carrier frequency domain multiple
access).
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In this chapter the performance of a SCUW system is studied in the presence of
PN using the known CP to enhance estimation of the PN process. The proposed
scheme is non-iterative and does not incur any additional complexity. In this
chapter the estimation of the PN process is done in the time domain and under
certain conditions our system outperforms other schemes proposed for OFDM
and SCCP systems.
Here the SCUW system is analyzed in a typical downlink scenario where the
base station has a high quality LO and the receiver LO is the main source of
PN. The chapter is organized as follows. In section 7.2 the system model and the
estimation of the CIR in the presence of the PN process is described. Section
7.3 is concerned with the PN estimation, tracking and compensation using pilot
bins and the UW. In section 7.4 the performance of SCCP with SCUW systems
is compared using Monte-Carlo simulation.
Notation: In addition to previously deﬁned notations F
1
is a unitary DFT
matrix of size N
G
×N
G
.
7.2 Transmission Model
SCCP systems have similar system blocks to OFDM systems - as illustrated in
Fig. 7.1. The vector d
(i)
(which includes the information bearing data and ad-
ditional pilots) is combined with a UW. So after appending this UW to the
transmitted data block and pilots we have s
(i)
= [s
(i)
[0], s
(i)
[1], · · · , s
(i)
[N −
1], u
1
, · · · , u
G
]
T
. The superscript ‘i’ refers to the i-th transmitted symbol. This
block is then transmitted over a (slowly) time-variant channel. Fig. 7.1 illus-
trates the SCUW transmission model with equalization and the structure of the
transmitted symbols is shown in Fig. 7.2. In contrast to OFDM and SCCP sys-
tems the convolution in SCUW can be considered cyclic only if the DFT matrix
is of size N
G
× N
G
, where N
G
represents the length of a complete block at the
receiver (i.e. data, UW and pilots) as in Fig. 7.2. The UW from the previous
symbol ensures cyclic convolution. One of the serious drawback of the proposed
scheme is that it yields a non-standard block of transmit symbol s
(i)
and is not
be compatible with industrial implementation of SCCP systems such as LTE.
In the discrete-time baseband domain the argument of the PN process e
jφ[n]
is modelled as a Gauss-Markov process: i.e., φ[n] = φ[n − 1] + w[n], where
w[n] ∼ N(0, σ
2
w
). The parameter σ
2
w
for the PN process is associated with β
0
(the 3-dB bandwidth of the local oscillator) to give σ
2
w
≈ 2πβ
0
T
s
, where T
s
is
the symbol duration of length N
G
in Fig. 7.2, as deﬁned in [25] and references
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Figure 7.1: Block diagram of a SCUW transmission model.
uw
uw
N G
N
G
c
(i)
0
c
(i)
1
c
(i)
M
0
−2
c
(i)
M
0
−1
s
(i)
n
p
(1)
s
(i)
n
p
(M
0
−2)
d
(i−1)
u
(i)
d
(i+1)
d
(i)
s
(i)
u
(i−1)
Figure 7.2: Block structure for SCUW, where c
(i)
0
, c
(i)
1
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(1) to k
p
(M
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− 2) refer to the positions of the
M
0
− 2 pilots.
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therein. So the received signal vector y
(i)
in presence of PN , CIR distortion and
AWGN (see Fig. 7.1) can be expressed in vector form as follows:
y
(i)
= E
(i)
H
c
s
(i)
+ n
(i)
(7.1)
where E
(i)
= diag([e
jφ
(i)
[0]
, e
jφ
(i)
[1]
, . . . , e
jφ
(i)
[N
G
−1]
]
T
) is the diagonal PN matrix;
H
c
is the circulant CIR matrix of size N
G
× N
G
; s
(i)
is the N
G
× 1 transmitted
symbol; and n a circularly symmetric complex Gaussian noise vector of size N
G
×
1, i.e., n ∼ CN(0, Iσ
2
n
). When i = 0 we have a full pilot symbol with conventional
CP, while the rest of the data symbols are considered to use a UW.
7.2.1 Channel Estimation
To mitigate PN we need to estimate the CIR, h[n], in the presence of PN. CIR
estimation in the presence of PN and other eÿects is a challenging problem and has
been considered for OFDM transmission systems in [18,25,90]. An ML estimator
is used to determine the PN and CIR using a full-pilot sequence. The conditional
probability density function for y
(0)
is:
p(y
(0)
|E
(0)
,h) =
1
π
N
exp
n
−ky
(0)
−E
(0)
H
c
xk
2
o
(7.2)
where x is a full pilot symbol of size N × 1, y
(0)
(i.e. i = 0 in (7.1)) is the
corresponding received vector, E
(0)
and H
c
are respectively the PN and circulant
CIR matrices (of size N × N) and h (ﬁrst column of H
c
) is the unknown CIR
vector. Deﬁning X = diag(x) and rewriting (7.2) in terms of its log-likelihood
function we have
L(y
(0)
|E
(0)
,h) = log(π
N
)− ky
(0)
− E
(0)
H
c
xk
2
⇒
ˆ
h = arg min
h
ky
(0)
−P
(0)
XWhk
2
(7.3)
⇒
ˆ
h = E
−1
s
W
H
X
H
P
(0)
H
y
(0)
(7.4)
where P
(0)
is the circulant PN matrix corresponding to a full-pilot symbol (deﬁned
as P
(0)
= FE
(0)
F
H
) and E
s
is the energy of a pilot bin. Substituting
ˆ
h back into
(7.3), the estimate for P
(0)
now becomes
ˆ
P
(0)
= arg min
P
(0)
ky
(0)
−P
(0)
XWW
H
P
(0)
H
y
(0)
k
2
. (7.5)
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Using the fact that WW
H
= I
N
−VV
H
and y
(0)
H
P
(0)
= qY
H
then estimating
q (instead of P
(0)
) we have
ˆ
q = arg min
q
qY
H
XVV
H
X
H
Yq
H
= arg min
q
qMq
H
(7.6)
where q is a row vector (the ﬁrst row of P
(0)
) and the n-th element of q is
deﬁned as q[n] = 1/N
P
N−1
k=0
e
jφ[k]
e
−j2πnk/N
, n = 0, 1, · · · , N−1 [18]. Also Y is the
circulant matrix whose ﬁrst column is y
(0)
. Then we assume small |φ[k]| so e
jφ[k]
≈
1 + jφ[k] and the dc component is q[0] = 1/N
P
N−1
k=0
e
jφ[k]
≈ 1 + j/N
P
N−1
k=0
φ[k].
So adding the constraint (real(q[0]) = 1) to (7.6) (to avoid the trivial solution)
we get
ˆ
q = arg min
q
qMq
H
− λ(eq
I
T
− 1). (7.7)
The solution to this constrained optimization problem is given in [25] as:
ˆ
q
I
T
= Γ
−1
Υ
T
ˆ
q
Q
T
+ λΓ
−1
e
T
ˆ
q
Q
T
= λ∆e
T
(7.8)
where
ˆ
q
I
and
ˆ
q
Q
are the real and imaginary components respectively of
ˆ
q, e is a
(1×N) row vector with its ﬁrst entry one and the rest are zero. In addition
λ =
1
e[Γ
−1
Υ
T
∆ + Γ
−1
]e
T
(7.9)
where M = Γ+ jΥ and ∆ = [I
N
+ (Γ
−1
Υ)
2
]
−1
Γ
−1
ΥΓ
−1
.
The estimate of
ˆ
q from (7.8) can be used to reconstruct the circulant matrix
ˆ
P
(0)
and then used to estimate the CIR in (7.4). Using the fact that the PN
is a low-pass process [17] only a few components qˆ[n] with qˆ[N − D], . . . , qˆ[N −
1], qˆ[0], . . . , qˆ[D] are used to construct
ˆ
P
(0)
. In this implementation D = 2.
7.2.2 Channel Equalization
At the receiver, zero forcing (ZF), decision feedback (DF) or MMSE equalizers
can be employed for frequency domain equalization. Let us ﬁrst consider a ZF
equalizer for simplicity and illustration of the basic principle. So, the receiver
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after frequency domain equalization yields (see also Fig. 7.1 and [14])
ˇ
s
(i)
= F
H
1
Λ
−1
ˆ
h
F
1
y
(i)
(7.10)
where
ˇ
s
(i)
is the received vector after CIR equalization and Λ
ˆ
h
is the diagonal
matrix of the estimated CFR. Now since H
c
= F
H
1
Λ
h
F
1
and P
(i)
= F
1
E
(i)
F
H
1
,
then from (7.1) and (7.10) we can write
ˇ
s
(i)
= F
H
1
Λ
−1
ˆ
h
P
(i)
Λ
h
F
1
s
(i)
+ z
(i)
. (7.11)
The matrix P
(i)
can be further deﬁned as
P
(i)
n,k
=









1
N
G
N
G
−1
P
r=0
e
jφ
(i)
[r]
, for n = k
1
N
G
N
G
−1
P
r=0
e
j(φ
(i)
[r]−
2π
N
[n−k]r)
, for n 6= k
⇒ P
(i)
= p
(i)
0
I
N
G
+P
(i)
ICI
(7.12)
where p
(i)
0
I
N
G
is the main diagonal component referred to as the CPR and P
(i)
ICI
is the oÿ-diagonal component referred to as the ICI. Then from (7.11) and (7.12)
we have
ˇ
s
(i)
= F
H
1
h
Λ
−1
ˆ
h
{p
(i)
0
I
N
G
+P
(i)
ICI
}Λ
h
i
F
1
s
(i)
+ z
(i)
. (7.13)
The magnitude of the oÿ-diagonal components of P
(i)
ICI
is directly related to σ
2
w
in the PN model. From simulations it is evident that the term Λ
−1
ˆ
h
P
(i)
ICI
Λ
h
is
approximately circulant when P
(i)
ICI
is a sparse circulant matrix. Although it is
not possible to obtain the oÿ-diagonal components of the matrix Λ
−1
ˆ
h
P
(i)
ICI
Λ
h
, the
impact of these terms on the PN process estimation depends on SNR and channel
estimation accuracy. For moderate SNR and accurate channel estimation, these
non-diagonal terms can be considered as an additional noise. So by deﬁning a
new noise term
˜
z, the term F
H
1
Λ
−1
ˆ
h
P
(i)
ICI
Λ
h
F
1
can be expressed approximately as
a diagonal matrix
˜
P
(i)
ICI
to get:
ˇ
s
(i)
≈ (p
(i)
0
I
N
G
+
˜
P
(i)
ICI
)s
(i)
+
˜
z
(i)
(7.14)
and the objective is now to estimate the diagonal matrix p
(i)
0
I
N
G
+
˜
P
(i)
ICI
. At the
receiver the PN process can be estimated from the pilot elements and the UW
sequence present in
ˇ
s
(i)
.
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7.3 PN Mitigation and Data Detection
In the previous section we estimated the FS CIR in the presence of PN using
the full pilot symbol and then obtained the relationship between the estimate
ˇ
s
(i)
and the transmitted s
(i)
. In this section we present the PN estimation and
compensation mechanism for
ˇ
s
(i)
. The estimates of the PN process are obtained
through
ˇ
s
(i)
by using the pilot bins inserted in the data symbols and the UW
training sequence - see Fig. 7.2. The argument of the estimated PN is deﬁned as
ˆ
c
(i)
= [cˆ
i
0
, · · · , cˆ
(i)
M
0
−1
]
T
= [
ˆ
φ
(i)
(0),
ˆ
φ
(i)
(k
p
(1)), . . . ,
ˆ
φ
(i)
(k
p
(M
0
− 2)),
ˆ
φ
(i)
(N − 1)]
T
.
The initial and ﬁnal values of the PN process within a symbol are essential for
enhancing the estimation performance. It can be shown that PN estimates at the
edges of the symbol are obtained through adjacent UW’s as
cˆ
(i)
0
= arg
(
G
X
k=1
a
k
uˇ
(i−1)
k
u
(i−1) ∗
k
)
cˆ
(i)
M
0
−1
= arg
(
G
X
k=1
b
k
uˇ
i
k
u
i ∗
k
)
(7.15)
where uˇ
(i)
k
is the k-th element of the received UW sample from
ˇ
s
(i)
in (7.14), u
(i)
k
is from the transmitted word and a
k
and b
k
are weighting coecients deﬁned
in Table 7.1. These coecients ensure that recent phase samples are weighted
diÿerently. The remaining PN estimates cˆ
(i)
1
, . . . , cˆ
(i)
M
0
−2
are obtained from the
pilot bins as
cˆ
(i)
m
= arg {sˇ
i
k
p
(m)
s
i ∗
k
p
(m)
}, m = 1, 2, . . . ,M
0
− 2 (7.16)
where
ˇ
s
(i)
is the received vector from (7.14) and {k
p
(m)}
M
0
−2
m=1
represent the indices
of the pilot positions within
ˇ
s
(i)
(see Fig. 7.2).
7.3.1 Simple CPR Compensation
In many PN compensation techniques, only the CPR term p
(i)
0
is compensated
in (7.14) while considering the ICI components
˜
P
(i)
ICI
as additive noise. It can be
seen that an estimate of p
(i)
0
in (7.14) may be obtained by
pˆ
(i)
0
=
1
M
0
M
0
−1
X
m=0
cˆ
(i)
m
. (7.17)
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This scheme does not require storage of past or future symbols. The PN com-
pensation matrix based on the CPR estimate in (7.17) is deﬁned as
ϑ
(i)
= exp(−jpˆ
(i)
0
)I
N
. (7.18)
7.3.2 CPR Based Interpolation
The CPE estimate obtained in (7.17) can be used to provide linear interpolation
to estimate the unknown values with the following N +N
g
values
ˆ
φ[k] =
1
N +G
h
3N/2 +G− k k −N/2
i
"
pˆ
(i)
0
pˆ
(i+1)
0
#
(7.19)
N/2 ≤ k ≤ 3N/2 +G− 1.
These N+G values map directly onto the N+G estimates for the PN across two
symbols:
ˆ
φ = [
ˆ
φ
(i)
[
N
2
],
ˆ
φ
(i)
[
N
2
+1], · · · ,
ˆ
φ
(i)
[N+G−1],
ˆ
φ
(i+1)
[0],
ˆ
φ
(i+1)
[1], · · · ,
ˆ
φ
(i+1)
[
N
2
−1]],
(see Fig. 7.5). The PN estimates for i-th symbol depend on the CPR estimates
for the (i− 1) and (i + 1) symbols. So the compensation matrix based on CPR
interpolation is deﬁned as
ϑ
(i)
= diag(exp(−j[
ˆ
φ
(i)
[0],
ˆ
φ
(i)
[1], . . . ,
ˆ
φ
(i)
[N − 1]])). (7.20)
7.3.3 Linear Interpolation
In contrast to the above mentioned schemes a symbol-wise linear interpolation
to estimate both p
(i)
0
and
˜
P
(i)
ICI
is considered in (7.14). The PN process can be
approximated by a linear interpolator Θ deﬁned in (7.23). Through linear inter-
polation, the PN samples are estimated as
ψ
(i)
= Θ
ˆ
c
(i)
(7.21)
where ψ
(i)
= [
ˆ
φ
(i)
[0], . . . ,
ˆ
φ
(i)
[N − 1]]
T
is the vector of the interpolated PN es-
timates and
ˆ
c
(i)
is obtained from (7.15) and (7.16). The compensation matrix
obtained through linear interpolation is deﬁned as
ϑ
(i)
= diag(exp(−jψ
(i)
)). (7.22)
This scheme does not require storage of past or future symbols, thus reducing
complexity in contrast to CPR interpolation schemes.
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Θ
k,m
=






m− (k − 1)
M
0
−1
N−1
, if
(m−1)(N−1)
M
0
−1
≤ k − 1 <
m(N−1)
M
0
−1
(k−1)(M
0
−1)
N−1
− (m− 2), if
(m−2)(N−1)
M
0
−1
≤ k − 1 <
(m−1)(N−1)
M
0
−1
0 , otherwise
(7.23)
(M
0
is the number of interpolation points and 0 ≤ m ≤ M
0
− 1. N is the number
of interpolated points and 0 ≤ k ≤ N − 1.)
7.3.4 Data Detection
To estimate data MMSE equalization is considered as it provides better BER per-
formance in the low SNR region. The MMSE channel equalization is performed
as follows:
ˇ
s
(i)
= F
H
1

[Λ
ˆ
h
Λ
H
ˆ
h
+ I
N
G
σ
2
z
]
−1
Λ
H
ˆ
h

F
1
y
(i)
. (7.24)
The N × 1 data sequence d can be estimated in the following manner
ˆ
d
(i)
= ϑ
(i)
Π
−1
ˇ
s
(i)
(7.25)
where ϑ
(i)
is the PN compensation matrix using either (7.18), (7.20) or (7.22)
and Π
−1
is the appropriate UW removal matrix of size N ×N
G
.
7.4 Simulation Results
This section presents the BER performance of both the SCUW and the SCCP
schemes in the presence of a moderate PN process. The simulations are based on
Rayleigh fading process with a channel memory of L
h
=4 taps and an exponential
power delay proﬁle e
−γl
with γ=0.2 and l=0, 1, . . . , L
h
−1 is considered. The
3-dB bandwidth of the PN process is taken as β
0
= 1000 Hz. Without loss
of generality each block consists of 10 N
G
-length symbols and 2000 blocks are
used in the Monte-Carlo realizations. The ﬁrst symbol of each block is a full
pilot symbol. The channel is assumed to be constant for a complete block. The
pilot bins in the data sequence and the UW sequence are chosen from a BPSK
constellation.
For implementation of all block transmission systems a structure similar to
the IEEE 802.11a system is considered for all methods. For fair comparison the
same symbol size of N = 64 and UW size of N
g
= 16 has been chosen for all
transmission systems. The four pilot bins are inserted at equi-spaced positions.
7. Phase Noise and CIR Estimation in SCUW Systems 121
For the linear interpolation of PN process as discussed in 7.3.3 the interpolation
samples (M
0
) is assumed to be M
0
=6.
The BER performance of the diÿerent schemes is presented in Fig. 7.3. It can
be observed that the performance of the SCUW schemes is similar to SCCP at
low SNR because as the noise power increases, the estimate
ˆ
c of the PN samples
is not reliable. At low SNR, the SCUW (CPR interp. and CPE-only) schemes
are preferable. The performance of SCUW with CPR interpolation improves at
higher SNR. The performance of SCUW (CPR interp.) is better than SCCP
(CPR interp.) at SNRs greater than 15 dB.
The performance of these schemes has also been simulated in Fig. 7.4 against
diÿerent values of β
0
, the 3-dB bandwidth of the PN process. The SCUW system
always performs marginally better than SCCP, while the CPR-only scheme has
a similar performance. It is of interest to note that the performance of SCUW
(CPR only) of (7.18) is similar to SCCP (CPR interp.) of (7.20) in all scenarios.
Finally, Fig. 7.5 illustrates how (7.20) (with SCUW and SCCP), (7.18) (with
estimate pˆ
(i)
0
), (7.22) and (7.23) (using Θ) perform in tracking φ
(i)
[n] from the
PN, e
jφ
(i)
[n]
. As expected, SCUW with and without the CPR interpolation scheme
gives a reasonable performance in tracking the true φ
(i)
[n].
7.5 Conclusions
This chapter focused on estimation of the channel and PN process in SCUW.
Simple CPR and ICI mitigation schemes have been devised for SCCP systems
using an interpolated PN process with the help of a known training sequence.
It is demonstrated that the performance of SCUW is better than conventional
SCCP at typical values of PN bandwidth. The known training sequence can also
be used to jointly estimate other system parameters such as IQ imbalance, CFO,
CIR and timing oÿsets. Finally, the design of optimal training sequences which
can simultaneously estimate all these parameters is an open question.
Table 7.1: Scaling coecients a
k
used in (7.15) where b
k
= a
G−(k−1)
k 1 . . . 4 5 . . . 7 8 . . . 10 11 . . . 13 14 . . . 16
a
k
0 0.017 0.05 0.1 0.17
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Figure 7.3: Performance of PN compensation schemes, β
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8Conclusion & Future Work
8.1 Conclusions
In this work we have studied mitigation of the transmitter and the receiver im-
perfections present in the direct conversion devices. The objective is to estimate
the FS CIR in conjunction with these non-idealities.
Chapter 3 considers a simple low complexity joint estimation of FS CIR and
FI Tx/Rx IQ imbalance using a linear model of the system in the presence of
these impairments. Chapter 4 is based on joint estimation of FS CIR, FI/FS Rx
IQ imbalance in the presence of CFO and DCO. Chapter 5 extends the work of
chapter 3 to include CFO estimation in the system model. Chapter 6 considers
joint estimation of FS CIR and FI Rx IQ imbalance in the presence of ampliﬁer
non-linearity. Finally, chapter 7 considers estimation of FS CIR in the presence of
strong PN process by trying to exploit a known unique word which is appended
at the start of every data symbol as a cyclic preﬁx. All of the proposed solu-
tions conform to the speciﬁcations laid down by IEEE 802.11 standard but these
schemes can also be applied to any given multi-carrier transmission system.
Several optimal and sub-optimal schemes have been proposed for joint esti-
mation of FS CIR in conjunction with FI/FS Tx/Rx IQ imbalance, CFO, DCO,
ampliﬁer non-linearity and PN. The proposed schemes have been shown to yield
near optimal BER performance even in the presence of severely impaired RF
front-ends.
It can be said that the proposed solutions encompass many of the typical
problems experienced by a multi-carrier system in the presence of direct conver-
sion devices. But a robust solution which can approach near ideal performance
in the presence of PN is still illusive.
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The semi-blind estimation of the FS CIR in MIMO-OFDM systems in the
presence of PN process was also studied but these results are not discussed in
this thesis because the computational complexity and resulting performance do
not strike a balance which may be of any practical use. Estimation of CFO and
FI IQ imbalance was also considered in TV channels although the performance of
the studied scheme was unacceptable but this problem can be approached with
diÿerent techniques.
8.2 Future Work
The problems of joint estimation techniques can be extended further to consider
more parameters such as timing/phase oÿset. A few more considerations are as
follows.
Hardware implementation
Within the scope of this thesis all the work has been considered through Matlab
simulations. Due to time constraints, hardware implementation of the proposed
scheme could not be carried out. The performance of these schemes in practical
systems should be assessed in future.
Joint FI/FS Tx/Rx IQ Imbalance, FS CIR, CFO and DCO Estimation
After having found low complexity solutions which can jointly estimation FI/FS
Rx IQ imbalance in the presence of other impairments (in chapter 4), it is possible
to extend these techniques to include the FI/FS Tx IQ imbalance in the model and
ﬁnd the CLFE solution to estimate all the unknowns with minimal complexity
and training.
PN Mitigation
As shown in chapter 3,4 and 5 the estimation of CIR, IQ mismatch, DCO and
CFO can be carrierd out very eÿectively. In the presence of PN process the num-
ber of unknown coecients is too large to be estimated. The state-of-art solutions
available in the literature perform adequate compensation of CPR. The BER per-
formance of PN process can be improved further if higher-order components of
PN process can be estimated.
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5G standard
More recently the research on standardization of ﬁfth generation (5G) modulation
schemes is under way. The ﬁlter bank multi-carrier (FBMC) technique is amongst
many possible multi-carrier transmission schemes which have been considered. It
would be of great interest to study the eÿects of transceiver non-idealities on
MFB transmission schemes.
Time-varying channels
Although mobility is an important parameter of mobile wireless communication
systems, this problem has not been considered within the scope of this work. It
would be interesting to explore the estimation of TV channels in the presence of
transceiver impairments. The problems of mobility and impairments have been
studied for OFDM in [96] and for an SCCP system in [86], but better solutions
can be found through frequency domain interpolation or basis expansion model.
Massive MIMO Systems
Massive MIMO systems have attracted signiﬁcant attention in recent years. These
systems can operate at higher through-put rates but the eÿects of front-end im-
perfections has not been studied so far in literature and it would be useful to
assess the performance bounds of large scale systems in the presence of front-end
imperfections.
128 8.2 Future Work
ADCR with CFO and IQ imbalance
The following derivation provides the input/output relation between the trans-
mitted and received signal when receiver is under the inﬂuence of FS/FI IQ
imbalance and CFO is also present in the system as illustrated in the Fig. 4.1.
The overall received signal after the DC receiver can be deﬁned as
y(t) = µr(t)e
j∆ωt
+ νr
∗
(t)e
−j∆ωt
. (A.1)
Looking at the Fig. 4.1 , the real and imaginary components of the received
signal can be deﬁned as
y
I
(t) = (1 + η)

[(r
I
(t)cosω
c
t− r
Q
(t)sinω
c
t)]cos(ω
c
t−∆ωt+ θ)

⊗ g
I
(t) (A.2)
y
Q
(t) = −(1− η)

[(r
I
cosω
c
t− r
Q
(t)sinω
c
t)]sin(ω
c
t−∆ωt− θ)

⊗ g
Q
(t). (A.3)
Through straight-forward calculation (A.2) and (A.3) can be simpliﬁed to
y
I
(t) = (1 + η)cos(∆ωt− θ)r
I
(t)⊗ g
I
(t)− (1 + η)sin(∆ωt− θ)r
Q
(t)⊗ g
I
(t)
y
Q
(t) = (1− η)sin(∆ωt+ θ)r
I
(t)⊗ g
Q
(t) + (1− η)cos(∆ωt+ θ)r
Q
(t)⊗ g
Q
(t).
(A.4)
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Rewriting (A.4) in terms of r(t) and r
∗
(t) we ﬁnd
y
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(A.5)
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Since y(t) = y
I
(t) + jy
Q
(t), then
y(t) = (1 + η)

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After further simpliﬁcation and grouping the terms together we can write
y = cos∆ωt
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Finally we can write
y =e
j∆ωt
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(A.9)
Through (2.45) and (2.47), the model deﬁned in (A.9) can be expanded to en-
compass the FS/FI Tx IQ imbalance also, but this scenario is not treated in this
work.
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