An orderly algorithm combined with clique searching is used to show that there are-up to isomorphism, in all cases-325,062 resolvable 2-(16,4,2) designs with 339,592 resolutions, 19,072,802 2-(13,6,5) designs, and 15,111,019 2-(14,7,6) designs. Properties of the classiÿed designs are further discussed.
Introduction
A 2-design with parameters v; k; (brie y, a 2-(v; k; ) design) is a pair (V; B), where V is a v-set of points and B is a collection of k-subsets of V called blocks such that each 2-subset of V occurs in exactly blocks. A 2-(v; k; ) design is resolvable if the collection of blocks B can be partitioned into parallel classes, each of which partitions the point set V . A partition of the blocks into parallel classes is a resolution of a Table 1 Parameter sets for the 2-designs classiÿed No. [9] v k Nd Nrd  Nr   44  16  4  2  Open  325,062  339,592  77  13  6  5  19,072,802  1  1  89  14  7  6 15,111,019 0 0 design. A near parallel class in a design is a set of pairwise disjoint blocks that lack one point of V . A near resolution is a partition of the blocks into near parallel classes. Two 2-(v; k; ) designs D = (V; B) and D = (V ; B ) are isomorphic if there exists a bijection : V → V that maps the blocks in B onto the blocks in B . Analogously, two (near) resolutions R and R of D and D , respectively, are isomorphic if there exists a bijection : V → V that maps the (near) parallel classes in R onto the (near) parallel classes in R .
In this paper we classify up to isomorphism the 2-designs, the (near) resolvable 2-designs, and their (near) resolutions for the three parameter sets listed in Table 1 .
The ÿrst column of the table gives the parameter set number from [9] . The columns "Nd", "Nrd", and "Nr" give the number of nonisomorphic 2-designs, (near) resolvable 2-designs, and (near) resolutions, respectively. Previously it was known that there are at least 10 nonisomorphic resolutions of 2-(16; 4; 2) designs, and that there are at least 2,572,156 and 17,896 nonisomorphic 2-(13; 6; 5) and 2-(14; 7; 6) designs, respectively [9] . The existence of a near resolvable 2-(13; 6; 5) design is known [1] .
More details on the designs in the classiÿed parameter sets appear in Section 4. Our classiÿcation is based on a correspondence between designs and certain error-correcting codes. This correspondence is brie y outlined in Section 2. The classiÿcation algorithms and the search are described in Section 3.
Designs, resolutions, and codes
We recall the following coding-theoretic deÿnitions. Let Z q := {0; 1; : : : ; q − 1} and let Z n q denote the set of all n-tuples (words) x = x 1 x 2 · · · x n over Z q . The Hamming distance between words x; y ∈ Z n q is d H (x; y) := |{i: x i = y i }|. The Hamming weight of a word x ∈ Z n q is w H (x) := |{i: x i = 0}|. A q-ary code of length n is a subset C ⊆ Z n q . The (minimum) distance of a code C is deÿned by d(C) := min x; y∈C; x =y d H (x; y). The code is equidistant if d H (x; y) = d(C) for all distinct x; y ∈ C. A code C is a constant weight code with weight w if w H (x) = w for all x ∈ C. An (n; M; d) q code is a q-ary code of length n, cardinality M , and minimum distance d.
An isometry of the metric space (Z n q ; d H ) is a map : Z n q → Z n q for which there exist permutations 1 ; : : : ; n of Z q and a permutation of {1; : : : ; n} such that for all x ∈ Z n q we have (x) i = i (x −1 (i) ) for all i ∈ {1; : : : ; n}. Two codes C; C ⊆ Z n q are equivalent if there exists an isometry such that (C) = C . For equivalence of constant weight codes we also require that i (0) = 0 for all i ∈ {1; : : : ; n}.
A standard double counting argument gives that the number of blocks b and the number of blocks r that contain any point in a 2-(v; k; ) design satisfy
Let 2 6 k ¡ v. It is well known that the isomorphism equivalence classes of 2-(v; k; ) designs are in a one-to-one correspondence with the constant weight equivalence classes of (b; v; 2(r − )) 2 codes of constant weight r. Namely, we obtain a binary code C = {x (1), which together show that a code with these parameters is equidistant and that every coordinate position contains exactly k ones.
Semakov and Zinov'ev [15] discovered the following correspondence between resolutions and codes. Let R be a resolution of D and put q = v=k. Label arbitrarily the points of D as V ={z 1 ; z 2 ; : : : ; z v }, the parallel classes of R as P 1 ; : : : ; P r , and the blocks within the parallel class P j as P j (0); : : : ; P j (q − 1) for all j ∈ {1; : : : ; r}. Deÿne a q-ary code C = {x (1) ; : : : ; x (v) } ⊆ Z r q from the rule
for all i ∈ {1; : : : ; v} and j ∈ {1; : : : ; r}. The code C is by construction equidistant with minimum distance r − . Conversely, every (r; v; r − ) q code deÿnes a resolution of a 2-(v; k; ) design. This is a consequence of the generalized q-ary Plotkin bound [2, Theorem 3] and (1), which together show that a code with these parameters is equidistant and that every coordinate position contains exactly k occurrences of every coordinate value in Z q . In what follows, we assume the following order relations. The elements of Z q are ordered by 0 ¡ 1 ¡ · · · ¡ q − 1. We assume lexicographic order on Z n q , that is, for x; y ∈ Z n q we have x ¡ y if and only if there exists an i ∈ {1; : : : ; n} such that x i ¡ y i and x j = y j holds for all 1 6 j ¡ i. We extend this order to a lexicographic order on the set of all subsets of Z n q as follows. For S; T ⊆ Z n q we have S ¡ T if and only if there exists an x ∈ T − S such that for all y ¿ x we have y ∈ S if and only if y ∈ T .
The search and postprocessing
We perform a constructive enumeration of the designs and the resolutions within a parameter set v; k; using an orderly algorithm (see [10, 14] ) that generates the lexicographic maximum representative from every equivalence class of corresponding (n; M; d) q codes (which are constant weight for designs and unrestricted for resolutions). Similar algorithms in the literature include [13, 16] (construction of designs) and [6, 7, 13] (construction of resolutions).
The algorithm constructs a complete set of equivalence class representatives using codeword by codeword backtrack search with isomorph rejection. The algorithm has two stages.
Up to m codewords, the codewords are added to the code in decreasing lexicographic order and isomorph rejection is performed after every added codeword. The isomorph rejection step is a lexicographic maximality test which is described in detail in [7] . (The test in [7] is actually a minimality test; here we use a maximality test to obtain a joint description of the algorithms for classifying designs and resolutions. To test the lexicographic maximality of a code C ⊆ Z n q , transform each coordinate value ' to q − 1 − ' and apply the canonicity predicate in [7] with the transformed codewords appearing in increasing lexicographic order as the rows of the input matrix A. To test the maximality of constant weight codes, put also [i][0] := 0 for all i ∈ {1; : : : ; n}.)
The second stage takes as input an equidistant (n; m; d) q code C and determines extensions of C to an (n; M; d) q code using clique search in the compatibility graph of C. The vertices of the compatibility graph of C consists of all codewords x ∈ Z n q that are (a) lexicographically lesser than any codeword in C; and (b) for which d H (x; y) = d holds for all y ∈ C; and, in the case of constant weight codes, (c) w H (x) = r. Two vertices x; y are connected by an edge if and only if d H (x; y) = d. Clearly, the (M − m)-cliques in the compatibility graph contain all possible extensions of C to a lexicographic maximum (n; M; d) q code; the actual maximum representatives are identiÿed using the same maximality test as in the ÿrst stage. We use the algorithm in [12] to locate the (M − m)-cliques in a compatibility graph. For an implementation of the algorithm in [12] , see [11] .
The codewords required in both stages of the algorithm are constructed using coordinatewise backtrack search. Given a code C as input, a partial solution in the search is a word x = x 1 x 2 · · · x j ∈ Z j q , 0 6 j 6 n. The following observations are used to prune the search. A partial solution must satisfy d − (n − j) 6 d H (x; y) 6 d for all y ∈ C, where the Hamming distance is calculated relative to the ÿrst j coordinates only. Similarly, for constant weight codes we require that r − (n − j) 6 w H (x) 6 r; for codes of resolutions we require that |{y ∈ C: y i = x i }| ¡ k for all i ∈ {1; : : : ; j}.
In the ÿrst stage of the algorithm we exploit the following additional observations when selecting a coordinate value x j ∈ Z q : If j ¿ 1 and y j−1 = y j for all y ∈ C, then x j−1 ¿ x j or otherwise C ∪ {x} is not the maximum of its equivalence class. Similarly, we must have x j + 1 ¿ min{y j : y ∈ C} ∪ {q}. We also take advantage of the fact that we add the codewords to a code in decreasing lexicographic order. For resolutions we know that every coordinate of a corresponding code contains exactly k occurrences of each coordinate value in Z q , so the lexicographically most signiÿcant coordinate must contain a q−1 in the ÿrst k codewords, then a q−2 in the subsequent k codewords, and so on. Analogously, for designs we know that for each coordinate of a corresponding code there exist exactly k codewords that contain a one in the coordinate, so the lexicographically most signiÿcant coordinate that does not already contain k ones must contain a one in an augmenting codeword. We classify the resolvable designs and the nonisomorphic resolutions of each design by ÿrst constructing all nonisomorphic resolutions as above and storing them on disk. In a postprocessing step we then determine for each resolution the underlying resolvable design and compute its lexicographic maximum code. (In practice any other complete invariant [4] can be used in place of the maximum code.) The resolutions associated with each resolvable design are then easily computed by sorting the maximum codes.
The classiÿcations were conducted on a Linux PC with a 1400-MHz AMD Athlon CPU. The algorithms were implemented with the C programming language and compiled using the GNU C compiler. The classiÿcation time and the values of m used for di erent parameters v; k; are given in Table 2 . Also listed is the number of nonempty compatibility graphs encountered, and the maximum and average number of vertices in these graphs.
The near resolutions of 2-(13; 6; 5) designs were classiÿed using an extension [5] of the resolution classiÿcation algorithm described here. We used the GAP toolkit [3] to study the automorphism groups of the designs.
Results
The following three subsections contain data on the designs in each of the classiÿed parameter sets. The large number of designs naturally prevents us from giving a complete listing within this paper, so we shall focus on the designs and resolutions with a large automorphism group since these are compact to describe. A reader with further interest in the classiÿed design families is encouraged to contact the authors or consult the webpage URL:http://www.tcs.hut.fi/∼pkaski/misc-2des.html , which contains electronic listings of all the classiÿed designs with a nontrivial automorphism group.
In what follows, we write Aut(D) (respectively, Aut(R)) for the full automorphism group of a design D (respectively, a resolution R) acting on the points. For a group G and a subgroup H 6 G the ∈ G conjugate of H is the subgroup H −1 = { −1 : ∈ H }. Permutations compose from right to left, for example, (1; 2)(2; 3) = (1; 2; 3). The following permutations are used to describe the automorphism groups of the classiÿed designs: = (2; 12; 9; 15; 13)(3; 14; 11; 4; 7)(5; 16; 8; 10; 6); ÿ = (1; 2)(3; 6; 4; 5)(9; 11; 15; 14)(10; 12; 16; 13); = (1; 3; 10; 12)(2; 5; 9; 14)(4; 16; 11; 7)(6; 15; 13; 8); = (1; 3; 2)(5; 9; 16)(6; 11; 13)(7; 12; 15)(8; 10; 14); = (1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; 13); = (2; 3; 5; 9; 4; 7; 13; 12; 10; 6; 11; 8); = (1; 2; 3; 4; 5; 6)(7; 8; 9)(10; 11)(12; 13); Á = (1; 3)(4; 6)(7; 9)(10; 12)(11; 13): The majority of the resolvable 2-(16; 4; 2) designs have a trivial full automorphism group and a unique resolution. Out of the 325,062 designs only 5001 do not contain AG 2 (4) as a subdesign, that is, these designs are not constructible by gluing together two copies of AG 2 (4) . Such designs are called indecomposable.
The indecomposable design with the largest automorphism group (of order 1920) is given in Table 4 together with its 11 nonisomorphic resolutions. The design is both point and block transitive, and hence straightforward to construct by applying the generators ; of Aut(D) to the representative block {1; 2; 3; 4}. The resolution with the largest automorphism group is parallel class transitive and can be constructed even by hand calculation; the parallel classes are i ÿ j (P 1 ), where i ∈ {0; 1; : : : ; 4} and j ∈ {0; 1}. The automorphism group of the design is a semidirect product of the elementary abelian group of order 16 (generated by 2 ; ( ÿ) 4 ; (ÿ ) 4 ; (ÿ 2 ) 2 ) by S 5 , the symmetric group of degree 5. The automorphism groups of the 11 nonisomorphic resolutions of this design are restrictions of the semidirect product to subgroups of S 5 .
To gain conÿdence in the correctness of the classiÿcation we compute the number of unordered pairs of labeled AG 2 (4) using the classiÿcation. Since the automorphism group of AG 2 (4) has order 5760, the orbit-stabilizer theorem gives that the number of labeled AG 2 (4) over a ÿxed point set is N = 16!=5760. Thus, the number of unordered pairs (with repetition) of labeled AG 2 (4) is N (N + 1)=2 = 6,597,269,495,350,934,400: 2  18  2  2  18  2  11  1  24  22  13  24  32  13  2  32  32  10  32  61  14  2  36  2  2  36  2  16  2  48  9  4  48  7  24  2  64  5  0  64  7  28  1  72  1  1  72  1  96  5  2  96  8  120  2  1  120  2  128  1  0  128  9  192  2  1  192  4  256  1  0  256  1  384  2  2  320  1  768  1  1  384  3  1152  1  1  768  1  1920  1  0  1152  1  5760  1  1  1920  1  5760  1  Total  325,062  320,061  Total  339,592  Total  325,062 We obtain the same number from the classiÿcation by computing for every resolution of every resolvable 2-(16; 4; 2) design the number of ways the parallel classes can be partitioned into two sets of ÿve parallel classes that both form an AG 2 (4). (By the orbit-stabilizer theorem it su ces to enumerate the number of partitions into two AG 2 (4) for every resolution orbit representative R, then multiply the number obtained by 16!=|Aut(R)|, and sum over all representatives R.)
The 2-(13; 6; 5) designs
Up to isomorphism there are 19,072,802 2-(13; 6; 5) designs, 2,572,156 of which are derived designs of a symmetric 2-(27; 13; 6) design. Table 5 lists the number of designs for each automorphism group order. The column "Der" in the table gives the number of designs that are derived designs. All of the designs are simple, that is, contain no repeated blocks. Only one of the designs is near resolvable, namely the design with the largest automorphism group. The point transitive 2-(13; 6; 5) designs are listed in Table 6 . Each of the four designs is a derived design of a 2-(27; 13; 6) design. The ÿrst design in Table 6 is the unique near resolvable 2-(13; 6; 5) design. Its unique near resolution is generated by the action of Aut(D) = ; on the near parallel class {1; 2; 3; 4; 7; 11}; {5; 6; 8; 10; 12; 13}: Table 7 gives an example of a design which is not a derived design of a 2-(27; 13; 6) design.
As a partial correctness check we used the 2-(13; 6; 5) design classiÿcation as a starting point in classifying the 208,310 nonisomorphic 2-(27; 13; 6) designs [17] . Recall that every block B of a symmetric 2-(v; k; ) design (V; B) deÿnes a derived 2-(k; ; − 1) design whose blocks consist of all intersections B ∩ B, where B ∈ B and B = B. The lexicographic maximum code of a 2-(27; 13; 6) design must therefore contain the lexicographic maximum code of a 2-(13; 6; 5) design in the lexicographically largest 13 codewords when we disregard the most signiÿcant coordinate (which is ÿlled with 1's). Thus, the 2-(27; 13; 6) designs can be classiÿed by computing the lexicographic maximum extensions of such codes of size 13. We compute the extensions using maximum clique search in the associated compatibility graph followed by a lexicographic maximality test as described in Section 3. As a side e ect of the clique search we obtain for each 2-(13; 6; 5) design the information whether it is a derived design of a 2-(27; 13; 6) design.
The 2-(14; 7; 6) designs
Up to isomorphism there are 15,111,019 2-(14; 7; 6) designs, 5,424,891 of which are residual designs of a symmetric 2-(27; 13; 6) design. Table 8 lists the number of designs for each full automorphism group order. The column "Res" in the table gives the number of residual designs. All of the designs are simple. (None of the designs is resolvable because for the parameters v = 14, b = 26, r = 13, equality holds in Bose's condition b ¿ v + r − 1, but k 2 =v = 7=2 is not an integer; see [1] .) Table 9 lists seven 2-(14; 7; 6) designs with a large automorphism group. Each of the seven designs is a residual of a 2-(27; 13; 6) design. Table 10 gives an example of a design which is not a residual design of a 2-(27; 13; 6) design.
