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Abstract
In this work we investigate explicit and implicit difference equations and the corresponding infinite time
horizon linear-quadratic optimal control problem. We derive conditions for feasibility of the optimal control
problem as well as existence and uniqueness of optimal controls under certain weaker assumptions compared
to the standard approaches in the literature which are using algebraic Riccati equations. To this end,
we introduce and analyze a discrete-time Lur’e equation and a corresponding Kalman-Yakubovich-Popov
inequality. We show that solvability of the Kalman-Yakubovich-Popov inequality can be characterized via
the spectral structure of a certain palindromic matrix pencil. The deflating subspaces of this pencil are
finally used to construct solutions of the Lur’e equation. The results of this work are transferred from the
continuous-time case. However, many additional technical difficulties arise in this context.
Keywords: discrete-time systems, implicit difference equations, Kalman-Yakubovich-Popov lemma, Lur’e
equation, optimal control, palindromic matrix pencils, quasi-Hermitian matrices, Riccati equations
2010 MSC: 15A21, 15A22, 15B57, 49J21, 49K21, 93C05, 93C55
1. Introduction
In this article we revisit the discrete-time linear-quadratic optimal control problem, that is minimizing
a quadratic cost functional given by
∞∑
j=0
(
xj
uj
)∗ [
Q S
S∗ R
](
xj
uj
)
subject to the implicit difference equation
Eσxj = Axj +Buj , (1)
with the initial condition Ex0 = Ex
0 and the stabilization condition limj→∞ Exj = 0. Here σ denotes the
shift operator, i. e., σxj = xj+1. Moreover, (xj)j ∈ (Kn)N0 is the state sequence, and (uj)j ∈ (Km)N0 is the
input sequence. Throughout this work we will further assume that the matrix pencil zE − A ∈ K[z]n×n is
regular, i. e., det(zE −A) 6≡ 0. Such discrete-time systems often appear during the time-discretization [6]
or discrete-time lifting [19] of continuous-time differential-algebraic equations, but many problems can also
be directly modeled as implicit difference equations [27, 32].
There is a large body of work concerning the linear-quadratic optimal control problem for differential-
algebraic equations, see, e. g., [1, 23, 24, 29, 36], just to mention a few.
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So far, the discrete-time optimal control problem has only been discussed in a few works, most of which
treat the case E = In. However, several technical assumptions are usually made. In [25], the case of an
invertible A with Q  0 and R ≻ 0 is discussed. The invertibility is needed to form a symplectic matrix
that is associated with a discrete-time algebraic Riccati equation
A∗XA−X − (A∗XB + S)(B∗XB +R)−1(B∗XA+ S∗) +Q = 0, X = X∗ (2)
and the necessary optimality conditions. The invertibility condition is relaxed in [26, 31] where instead
of the symplectic matrix, a symplectic matrix pencil is considered. Another difficulty arises, if R is not
invertible. Then also the symplectic pencil cannot be formed and one has to turn to an extended symplectic
pencil [18], which is essentially what we will later call the BVD matrix pencil. However, for the analysis it
is still assumed that this pencil is regular.
The relation of the optimal control problem to a certain linear matrix inequality (the Kalman-Yakubovich-
Popov inequality) and so-called Popov functions is discussed in [38]. Here a generalized algebraic Riccati
equation is considered, where B∗XB + R is not assumed to be invertible. It is shown that the solutions of
this equation fulfill a certain rank-minimization property of the associated linear matrix inequality which,
in contrast to the continuous-time case, do not need to be solutions of the algebraic Riccati equation (2).
The case of optimal control problems for implicit difference equations, i. e., the case where E might
be singular, has only been briefly considered in the literature. In [3], a discrete-time algebraic Riccati
equation similar to (2) is derived by transforming the system into SVD coordinates and modifying the cost
functional accordingly. This analysis needs an index-1 condition on the system to ensure the solvability
of the optimality system. The monograph [29] treats the problem numerically, i. e., structure-preserving
algorithms for symplectic matrix pencils are devised.
The goal of this work is a full theoretical analysis of the infinite time horizon linear-quadratic optimal
control problem for implicit difference equations. In contrast to most other works, we do not impose
any definiteness conditions on the cost functional nor the index of the system. Also, our notion of rank-
minimality turns out to be more general than in [38]. The results obtained in this paper are motivated by
recent achievements for the continuous-time case [35, 36, 41].
This paper is structured as follows. In Section 2 we recap basic matrix and control theoretic notations
and results. In Section 3 we introduce a variant of the Kalman-Yakubovich-Popov inequality for implicit
difference equations given by
M(P ) :=
[
A∗PA− E∗PE +Q A∗PB + S
B∗PA+ S∗ B∗PB +R
]
V(E,A,B) 0, P = P ∗,
a discrete-time version of the inequality introduced in [36], where V(E,A, B) denotes an inequality projected
on a certain subspace V(E,A,B), i. e., V
∗M(P )V  0 holds for any basis matrix V of V(E,A,B). We show
statements which relate the solvability of this inequality to the non-negativity of the Popov function on the
unit circle, a certain rational matrix function defined by
Φ(z) :=
[
(zE −A)−1B
Im
]∼ [
Q S
S∗ R
] [
(zE −A)−1B
Im
]
∈ K(z)m×m,
where G∼(z) := G
(
z−1
)∗
for a rational matrix G(z) ∈ K(z)n×n.
In Sections 4 and 5 we introduce the notion of inertia for palindromic matrix pencils evaluated on the
unit circle and provide spectral characterizations regarding positivity of the Popov function, similar to the
characterizations which were obtained in [35] and [41] for even matrix pencils in the continuous-time case.
In Section 6 we investigate the Lur’e equation for the discrete-time optimal control problem which is a
generalization of the algebraic Riccati equation (2). This means that we seek solution triples (X, K, L) ∈
Kn×n ×Kq×n ×Kq×m fulfilling[
A∗XA− E∗XE +Q A∗XB + S
B∗XA+ S∗ B∗XB +R
]
=V(E,A,B)
[
K∗
L∗
] [
K L
]
, X = X∗,
2
where q := rkK(z) Φ(z).
We show that solvability of this equation can be related to the existence of certain deflating subspaces
of a palindromic matrix pencil of the form
z

 0 E 0A∗ Q S
B∗ S∗ R

−

 0 A BE∗ Q S
0 S∗ R

 ∈ K[z](2n+m)×(2n+m).
The explicit construction of these deflating subspaces turns out to be much more demanding compared
to the continuous-time setting. Furthermore, solutions of the Lur’e equation can be obtained from these
subspaces. Due to the symmetry of the above pencil, robust and efficient structure-exploiting numerical
methods [9, 37] can be used.
Finally, in Section 7 we apply these results to the optimal control problem. Here we consider the
stabilizing solutions of the Lur’e equations which can be used to construct optimal controls (in case of
existence) and to determine the optimal value. In particular, we show that under some weak conditions, the
existence of stabilizing solutions is equivalent to the feasibility of the optimal control problem. We further
characterize existence and uniqueness of optimal controls in terms of the zero dynamics of the closed-loop
system. Finally, we discuss how the deflating subspaces of the palindromic and BVD pencils appear in the
solution of the corresponding boundary value problems.
Nomenclature
N = {1, 2, . . .}; set of natural numbers
N0 = N ∪ {0}
R field of real numbers
R+ set of positive real numbers
R+0 set of non-negative real numbers
C field of complex numbers
K ∈ {C,R}
K[z] ring of polynomials with coefficients in
K
K(z) field of rational functions that can be ex-
pressed as fraction of elements of K[z]
ek
i
i-th unit vector in Kk
KN0 set of all sequences x = (xj)j whose
components lie in the space K
Rm×n set of m by n matrices with entries in a
ring R
detA determinant of a matrix A ∈ Kn×n
A∗ conjugate transpose of a matrix A ∈
Km×n
A+ Moore-Penrose pseudo inverse of a ma-
trix A ∈ Km×n
A−∗ conjugate transpose of the inverse of an
invertible matrix A ∈ Kn×n
rkK(z) A(z) rank of a rational matrix A(z) ∈
K(z)m×n
G∼(z) := G
(
z−1
)
∗
for a rational matrix
G(z) ∈ K(z)n×n
‖x‖2 2-norm of a vector x ∈ Kn
ℓ2(Kn) space of quadratic-summable sequences
x ∈ (Kn)N0 , i. e.,
∑
∞
k=0
‖xj‖2 <∞
‖x‖ℓ2 =
(∑
∞
k=0
‖xj‖22
) 1
2 ; ℓ2-norm of a se-
quence x ∈ ℓ2(Kn)
Σm,n(K) set of all (E, A, B) ∈ Kn×n × Kn×n ×
Kn×m with regular zE − A
Σwm,n(K) set of all (E, A, B, Q, S, R) ∈ K
n×n ×
Kn×n×Kn×m×Kn×n×Kn×m×Km×m,
where (E, A, B) ∈ Σm,n(K) and Q and
R are Hermitian
B(E,A,B) set of all (x, u ) which solve the discrete-
time IDE (1)
V(E,A,B) system space of (E, A, B) ∈ Σm,n(K),
see Def. 2.9
W(E,A,B) set of all x
0 ∈ Kn such that there exists
( x, u ) ∈ B(E,A,B) with Ex0 = Ex
0
ZD(E,A,B, C,D) set of all (x, u ) ∈ B(E,A,B) such that
Cxj +Duj = 0, j ∈ N0
W0
(E,A,B, C,D)
set of all x0 ∈ Kn such that there exists
( x, u ) ∈ ZD(E,A,B, C,D) with Ex0 =
Ex0
2. Mathematical Preliminaries
2.1. Matrix Pencils
In this section we briefly discuss some basic notions of matrix pencils zE −A ∈ K[z]m×n.
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Table 1: Blocks in Kronecker canonical form
type size Kj(z) parameters
K1 k × k (z − λ)Ik −Nk k ∈ N, λ ∈ C
K2 k × k zNk − Ik k ∈ N
K3 k × (k + 1) z(KRk )T −KLk k ∈ N0
K4 (k + 1)× k zKRk − (KLk )T k ∈ N0
Definition 2.1 (Equivalence of matrix pencils). Two matrix pencils zE1 − A1, zE2 − A2 ∈ K[z]m×n are
called equivalent if there exist invertible matrices W ∈ Km×m and T ∈ Kn×n such that
zE2 −A2 =W (zE1 −A1)T.
Each matrix pencil zE −A ∈ C[z]m×n can be transformed to Kronecker canonical form via equivalence
transformations. This is made precise in the next theorem.
Theorem 2.2 (Kronecker canonical form (KCF)). [13] For every matrix pencil zE − A ∈ C[z]m×n, there
exist invertible matrices W ∈ Cm×m and T ∈ Cn×n such that
W (zE −A)T = diag (K1(z), . . . , Kl(z)) , l ∈ N,
where each block Kj(z) is in one of the forms in Table 1 and
Nk =


0 1
. . .
. . .
. . . 1
0

 ∈ Ck×k, KRk =


1
0
. . .
. . . 1
0

 ∈ C(k+1)×k, KLk =

0 1. . . . . .
0 0 1

 ∈ Ck×(k+1).
The KCF is unique up to permutations of the blocks.
Equivalent matrix pencils share the same spectral structure which can be read off the KCF. Here blocks
of type K1 and K2 correspond to finite eigenvalues and infinite eigenvalues, respectively. Blocks of these
types and combinations of them are regular. Blocks of types K3 and K4 are rectangular and thus not regular.
Note that we allow for blocks of type K3 or K4 to have zero rows or zero columns, respectively. Such blocks
represent a zero row or zero column, respectively, in the KCF of zE − A. Based on the KCF we define the
index of the pencil zE −A ∈ C[z]m×n as the size k of the largest block of type K2 or K4 in its KCF [5].
When characterizing the eigenstructure of matrices A ∈ Kn×n, often invariant subspaces are involved,
i. e., subspaces V ⊆ Kn such that AV ⊆ V . The generalization of invariant subspaces to matrix pencils
zE − A ∈ K[z]m×n are so-called deflating subspaces. Here, we are using a general definition which is also
suitable for singular matrix pencils, see [40, 41].
Definition 2.3 (Basis matrix, deflating subspaces). Let zE −A ∈ K[z]n×n and some subspace Y ⊆ Kn be
given.
(a) A matrix Y ∈ Cn×k with full column rank such that Y = im Y is called basis matrix of Y.
(b) If for a basis matrix Y ∈ Cn×k of Y there exist W ∈ Cn×p and zEˆ − Aˆ ∈ C[z]p×n such that
(zE −A)V =W (zEˆ − Aˆ)
and rkC(z)(zEˆ − Aˆ) = p, then Y is called deflating subspace of zE −A.
Indeed, every invariant subspaceV ⊆ Kn of A ∈ Kn×n with basis matrix V ∈ Kn×k describes a deflating
subspace for the associated matrix pencil zIn − A by setting W = V and (zEˆ − Aˆ) = zIk − Λ, where
Λ ∈ Kk×k fulfills AV = V Λ.
An important property that deflating subspaces might have is E-neutrality.
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Definition 2.4 (E-neutrality). [14, 35] Let E ∈ Kn×n and some subspace Y ⊆ Kn be given. Then Y is
called E-neutral if for all x, y ∈ Y it holds that x∗Ey = 0. It is called maximally E-neutral if every proper
superspaceW ) Y is not E-neutral.
For a subspace Y ⊆ Kn we can check E-neutrality by testing whether Y ∗EY = 0, where Y ∈ Kn×k is
given such that imY = Y.
2.2. Feedback Equivalence
Let Σm,n(K) denote the set containing all the system triples (E, A, B) ∈ Kn×n × Kn×n × Kn×m with
regular zE − A, i. e., det(zE − A) 6= 0. Later, we will also use the set Σwm,n(K) containing all systems
(E, A, B, Q, S, R) ∈ Kn×n × Kn×n × Kn×m × Kn×n × Kn×m × Km×m, where (E, A, B) ∈ Σm,n(K) and
Q and R are Hermitian. Furthermore, we call the space of all (x, u ) ∈ (Kn)N0 × (Km)N0 that solve the
IDE (1) the behavior of the system (E, A, B). The behavior is denoted by B(E,A,B). In this subsection we
introduce an equivalence relation on the set Σm,n(K) which will be particularly useful in Sections 3 and 6.
This subsection is mainly based on [36, Section 2.3].
Definition 2.5 (Feedback equivalence). Two systems (Ei, Ai, Bi) ∈ Σm,n(K), i = 1, 2, are said to be
feedback equivalent if there exist invertible matrices W, T ∈ Kn×n and a feedback matrix F ∈ Km×n such
that [
zE2 −A2 −B2
]
=W
[
zE1 −A1 −B1
]
TF ,
where
TF =
[
T 0
FT Im
]
.
If this is the case we say that (E1, A1, B1) is feedback equivalent to (E2, A2, B2) via W and TF .
Note that in the behavior sense, i. e., looking at the system defined by zE −A, where
E :=
[
E 0
]
, A :=
[
A B
]
,
feedback equivalence corresponds to strong equivalence as introduced in [20]. In particular, this means that
feedback equivalence is indeed an equivalence relation, see [20, Lemma 2.2.].
Given such an equivalence relation, one is usually interested in some condensed form. The following
result provides such a form.
Theorem 2.6 (Feedback equivalence form). [17, Proposition 2.12] Let the system (E, A, B) ∈ Σm,n(K) be
given. Then (E, A, B) is feedback equivalent to (EF , AF , BF ) via some W and TF , where
[
zEF −AF −BF
]
=

zIn1 −A11 0 0 −B10 −In2 zE23 −B2
0 0 zE33 − In3 0

 , (3)
n1, n2, n3 ∈ N0, and E33 is nilpotent.
A similar form has also been achieved in [8, Theorem 4.1] via unitary transformations.
Example 2.7. Consider the system given by
E =
[
0 0
0 1
]
, A =
[−1 1
1 0
]
, B =
[−1
0
]
. (4)
We obtain that the system is feedback equivalent to
[
zEF −AF −BF
]
=W
[
zE −A −B]TF = [z − 1 0 10 −1 −1
]
(5)
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via zero feedback, i. e., F = 0 and
W =
[
1 1
−1 0
]
, TF =

1 1 01 0 0
0 0 1

 .
Thus, we have n1 = n2 = 1 and n3 = 0 in (3).
Proposition 2.8. Let the system (E, A, B) ∈ Σm,n(K) be feedback equivalent to the system (EF , AF , BF ) ∈
Σm,n(K) in feedback equivalence form (3). Further, denote by
(In1 , A11, B1) ∈ Σm,n1(K)
the associated explicit difference equation (EDE) system. Then for λ ∈ C we have det(λEF − AF ) 6= 0 if
and only if det(λIn1 −A11) 6= 0.
Proof. Note that every nilpotent matrix E33 ∈ Kn3×n3 has only eigenvalues zero and thus det(zE33−In3) =
(−1)n3 . Then the assertion follows immediately from the block-triangular structure of zEF −AF .
2.3. System Space
In this subsection we investigate properties of the solution space of the IDEs given by a system (E, A, B) ∈
Σm,n(K). This section is based on [36, Chapter 3].
Definition 2.9. Let (E, A, B) ∈ Σm,n(K). The smallest subspace V(E,A,B) ⊆ Kn+m such that(
xj
uj
)
∈ V(E,A,B)
for all j ∈ N0 and for all (x, u ) ∈ B(E,A,B) is called the system space of (E, A, B).
Lemma 2.10. Let (E, A, B) ∈ Σm,n(K). Further, assume that (EF , AF , BF ) ∈ Σm,n(K) is feedback
equivalent to (E, A, B) via W and TF . Then the system spaces V(E,A,B) and V(EF , AF , BF ) of (E, A, B)
and (EF , AF , BF ), respectively, are related via
V(E,A,B) = TFV(EF , AF , BF ).
Proof. The assertion has been shown in [36, Lemma 3.2].
Proposition 2.11. Let (E, A, B) ∈ Σm,n(K) be given. Further, assume that (EF , AF , BF ) ∈ Σm,n(K) is
feedback equivalent to (E, A, B) via W and TF such that (EF , AF , BF ) is in feedback equivalence form (3).
Then we have:
(a) It holds that V(EF , AF , BF ) = imVF , where
VF :=


In1 0 0 0
0 0 0 −B2
0 0 0 0
0 0 0 Im

 ∈ K(n+m)×(n+m). (6)
(b) It holds that [
A B
] [(zE −A)−1B
Im
]
= z
[
E 0
] [(zE −A)−1B
Im
]
. (7)
(c) For all λ ∈ C with det(λE −A) 6= 0 it holds that
im
[
(λE −A)−1B
Im
]
⊆ V(E,A,B).
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Table 2: Algebraic characterizations of controllability and stabilizability, where S∞ is a basis matrix of kerE
notion algebraic characterization
R-controllability rk[ λE−A B ] = n, λ ∈ C
C-controllability rk[ E B ] = n, rk[ λE−A B ] = n, λ ∈ C
I-controllability rk[ E AS∞ B ] = n
Stabilizability rk[ λE−A B ] = n, λ ∈ C, |λ| ≥ 1
(d) Consider VF as in (a) and let V := TFVF . Then
VFV(EF , AF , BF ) = V(EF , AF , BF )
and
V T −1F V(E,A,B) = V(E,A,B).
Proof. Assertion (a) is shown in the proof of [36, Proposition 3.3]. Assertion (c) is shown in [36, Lemma
3.5], where part (b) is obtained in the proof of [36, Lemma 3.5]. For part (d) see [2, Proposition 2.29(d)].
2.4. Controllability and Asymptotic Stability
Before we introduce the linear-quadratic optimal control problem, we first need to recap several concepts
of controllability and asymptotic stability for the system given by (E, A, B) ∈ Σm,n(K). These concepts
are similar to the continuous-time case as in [7, 12] and are discussed in, e. g., [12, 39].
Definition 2.12. The system (E, A, B) ∈ Σm,n(K) or (E, A, B, Q, S, R) ∈ Σwm,n(K) is called
(a) completely controllable (C-controllable) if for every initial point x0 ∈ Kn and every final point xf ∈ Kn
there exista a (x, u ) ∈ B(E,A,B) such that x0 = x0 and xjf = xf at some timepoint jf ∈ N0;
(b) controllable on the reachable set (R-controllable) if for every initial point x0 ∈ W(E,A,B) and every
final point xf ∈W(E,A,B) there exist (x, u ) ∈ B(E,A,B) such that Ex0 = Ex0 and Exjf = Exf at
some timepoint jf ∈ N0;
(c) I-controllable if for every initial point x0 ∈ Kn there exists (x, u ) ∈ B(E,A,B) such that Ex0 = Ex0,
i. e.,W(E,A,B) = K
n;
(d) stabilizable if for every initial point x0 ∈ W(E,A,B) there exists a (x, u ) ∈ B(E,A,B) such that
Ex0 = Ex
0 and lim
j→∞
Exj = 0.
In the case where E = In, the notions R-controllability and C-controllability coincide and thus for
systems of the form (In, A, B) ∈ Σm,n(K) we omit the prefix R or C and say that they are controllable.
Table 2 shows well-known characterizations of the different controllability notions [4, 12, 39].
Eigenvalues λ ∈ C of zE − A ∈ K[z]n×n such that rk [λE −A B] 6= n destroy the controllability
property. In this case we thus say that there is an uncontrollable mode at λ; otherwise we say that there is
a controllable mode at λ.
Lemma 2.13. Let the system (E, A, B) ∈ Σm,n(K) be feedback equivalent to the system (EF , AF , BF ) ∈
Σm,n(K) in feedback equivalence form (3) via W and TF . Furthermore, denote by (In1 , A11, B1) ∈ Σm,n1(K)
the associated EDE system. Then we have:
(a) Let λ ∈ C. Then the system (EF , AF , BF ) has an uncontrollable mode at λ if and only if the system
(In1 , A11, B1) has an uncontrollable mode at λ.
(b) The system (EF , AF , BF ) is R-controllable if and only if (In1 , A11, B1) is controllable.
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(c) The system (E, A, B) is I-controllable if and only ifW and TF can be chosen such that for (EF , AF , BF )
it holds that n3 = 0.
Proof. Assertion (a) is shown in [36, Lemma 2.9(c)]. Then assertion (b) is an immediate consequence of (a),
since by Table 2 the system (EF , AF , BF ) is R-controllable if and only if all λ ∈ C there are controllable
modes of (EF , AF , BF ) at λ. Part (c) is shown in [17, Proposition 2.12].
2.5. Zero Dynamics
In this subsection we consider implicit difference equations with an output of the form
Eσxj = Axj +Buj , yj = Cxj +Duj , (8)
where C ∈ Kq×n and D ∈ Kq×m. The set of such systems with (E, A, B) ∈ Σm,n(K) is denoted by
Σm,n,q(K) and we write (E,A,B,C,D) ∈ Σm,n,q(K). The zero dynamics ZD(E,A,B,C,D) of (8) simply
consists of all (x, u) ∈ B(E,A,B) that result in a zero output, i. e.,
ZD(E,A,B,C,D) :=
{
(x, u) ∈ (Kn)N0 × (Km)N0
∣∣∣∣
[
Eσ −A −B
C D
](
xj
uj
)
= 0, j = 0, 1, 2, . . .
}
.
The set of zero dynamics with “initial state” x0 ∈ Kn is defined by
ZD(E,A,B,C,D)(x
0) :=
{
(x, u) ∈ ZD(E,A,B,C,D) | Ex0 = Ex0
}
.
The set of consistent initial shift variables for the zero dynamics is given by
W0(E,A,B,C,D) :=
{
x0 ∈ Kn | ZD(E,A,B,C,D)(x0) 6= ∅
}
.
The following definition is an adaptation of the definition for continupus-time systems, see [17, 41].
Definition 2.14. The zero dynamics ZD(E,A,B,C,D) with set of consistent initial shift variablesW
0
(E,A,B,C,D)
is called
(a) stabilizable, if for all x0 ∈ W0(E,A,B,C,D), there exists an (x, u) ∈ ZD(E,A,B,C,D)(x0) such that
limj→∞(xj , uj) = 0;
(b) asymptotically stable, if for all (x, u) ∈ ZD(E,A,B,C,D) it holds limj→∞(xj , uj) = 0;
(c) strongly stabilizable, if it is stabilizable andW0(E,A,B,C,D) = K
n;
(d) strongly asymptotically stable, if it is asymptotically stable andW0(E,A,B,C,D) = K
n.
Proposition 2.15. Let (E,A,B,C,D) ∈ Σm,n,q(K) be given and define R(z) :=
[
zE−A −B
C D
] ∈ K[z](n+q)×(n+m).
Then the zero dynamics ZD(E,A,B,C,D) with the space of consistent shift variables W
0
(E,A,B,C,D) is
(a) stabilizable, if and only if rkK(z) R(z) = rkR(λ) for all λ ∈ C with |λ| ≥ 1;
(b) stabilizable, if and only if for all x0 ∈W0(E,A,B, C,D) there exists a (x, u) ∈ ZD(E,A,B,C,D)(x0) such
that limj→∞ Exj = 0;
(c) asymptotically stable, if and only if rkR(λ) = n+m for all λ ∈ C with |λ| ≥ 1;
(d) asymptotically stable, if and only if for all x0 ∈ W0(E,A,B,C,D) there exists a unique (x, u) ∈
ZD(E,A,B,C,D)(x
0) such that limj→∞ Exj = 0;
(e) strongly stabilizable, if and only if rkK(z) R(z) = rkR(λ) for all λ ∈ C with |λ| ≥ 1 and the index of
R(z) is at most one;
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(f) strongly asymptotically stable, if and only if rkR(λ) = n+m for all λ ∈ C with |λ| ≥ 1 and the index
of R(z) is at most one;
Proof. The proof follows the lines of the proof of [17, Prop. 4.3]. It is analogously verified that the zero
dynamics ZD(E,A,B,C,D) is
(a) stabilizable, if and only if all blocks of type K1 in the KCF of R(z) correspond to eigenvalues with
|λ| < 1;
(b) asymptotically stable, if and only if all blocks of type K1 in the KCF of R(z) correspond to eigenvalues
with |λ| < 1 and the number of blocks of type K3 in the KCF of R(z) is zero.
Together with [17, Rem. 2.5 (d), (e)], this shows statements (a)–(d). Moreover, it is checked thatW0(E,A,B,C,D) =
Kn is equivalent to the condition that for every x0 ∈ Kn the IDE[
E 0
0 0
]
σ
(
xj
uj
)
=
[
A B
C D
](
xj
uj
)
, Ex0 = Ex
0
has a solution. This is equivalent to R(z) being of index at most one [4] and shows statements (e) and
(f).
2.6. Linear-Quadratic Optimal Control
One main goal of this work is to provide tools for analyzing the discrete-time infinite horizon linear-
quadratic control problem [1, 23, 29]. It is given by:
For x0 ∈ W(E,A,B) find ( x, u ) ∈ B(E,A,B) such that Ex0 = Ex0, lim
j→∞
Exj = 0, and the objective
function
J (x, u) :=
∞∑
j=0
(
xj
uj
)∗ [
Q S
S∗ R
](
xj
uj
)
(9)
is minimized. In other words, we are interested in the value of the functional W+(Ex
0) : EW(E,A,B) →
R+0 ∪ {±∞} defined by
W+(Ex
0) := inf
{
J (x, u)
∣∣∣∣ ( x, u ) ∈ B(E,A,B), Ex0 = Ex0, limj→∞Exj = 0
}
.
The problem is called feasible if ∞ > W+(Ex0) > −∞. It is called solvable if the infimum is actually
a minimum. Note that for x0 ∈ W(E,A,B) the existence of ( x, u ) ∈ B(E,A,B) such that Ex0 = Ex0 is
guaranteed by the definition ofW(E,A,B). If further (E, A, B) is stabilizable we can choose u such that in
addition lim
j→∞
Exj = 0, i. e.,W+(Ex
0) <∞.
It can be easily seen that the objective function J (x, u) does not change if the system (EF , AF , BF ) ∈
Σm,n(K) is equivalent to (E, A, B) via W and TF and we use the modified weights[
QF SF
S∗F RF
]
:=
[
T ∗(Q+ F ∗S∗ + SF + F ∗RF )T T ∗(S + F ∗R)
(S∗ +RF )T R
]
.
If we assume that the system (E, A, B, Q, S, R) ∈ Σwm,n(K) is I-controllable and that[
Q S
S∗ R
]
 0 (10)
then it is well-known that in this case solutions of the optimal control problem can be characterized via
certain structured matrix pencils, see, [9, 21, 28, 29]. One main contribution of this work is that we actually
can drop these assumptions.
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In the discrete-time case, applying Pontryagin’s maximum principle [29, 33] leads to
 0 E 0A∗ 0 0
B∗ 0 0

 σ

µx
u

 =

 0 A BE∗ Q S
0 S∗ R



µx
u

 , Ex0 = Ex0, lim
j→∞
E∗µj = 0, (11)
where (x, u ) ∈ B(E,A,B), x0 ∈W(E,A,B), and µ ∈ (Kn)N0 denote some Lagrange multipliers. This IDE
can be analyzed by means of the matrix pencil
zE −A =

 0 zE −A −BzA∗ − E∗ −Q −S
zB∗ −S∗ −R

 ∈ K[z](2n+m)×(2n+m), (12)
a so-called BVD-pencil; here BVD is an acronym for Boundary Value problem for the optimal control of
Discrete systems. The structure of this pencil is not invariant under unitary transformations which leads to
problems in the numerical treatment [9]. In [9, 37] it is shown how we can achieve a more structured version
if we introduce new variables
mj := µj − µj+1.
This reformulation yields
 0 E 0A∗ Q S
B∗ S∗ R

σ

µx
u

 =

 0 A BE∗ Q S
0 S∗ R



µx
u

 , Ex0 = Ex0, ∞∑
j=0
E∗mj = E∗µj (13)
with the corresponding matrix pencil
zE −A = zA∗ −A

 0 zE −A −BzA∗ − E∗ (z − 1)Q (z − 1)S
zB∗ (z − 1)S∗ (z − 1)R

 ∈ K[z](2n+m)×(2n+m). (14)
This pencil has the special property of being palindromic, i. e., E = A∗. This structure is preserved under
congruence transformation and there exist numerically stable and structure-preserving methods for the
computation of eigenvalues and deflating subspaces. In particular, simple eigenvalues on the unit circle stay
on the unit circle [9, 37]. In Section 4 we discuss properties of palindromic pencils in more detail. However,
in [30] it is shown that in an abstract Banach space setting the operator associated to the palindromic
pencil (14) is not self-adjoint; in contrast to the operator associated to the so-called even pencil arising in
continuous-time, see also [22]. We show in Sections 6 and 7 that in analogy to the continuous-time case in
[36], also in the discrete-time case we can drop assumption (10) to obtain the necessary optimality conditions
(11) and (13).
3. Kalman-Yakubovich-Popov Lemma
Consider the weighted system (E, A, B, Q, S, R) ∈ Σwm,n(K) and corresponding system spaceV(E,A,B).
In this section we relate positive semi-definiteness on the unit circle of the Popov function – a specific rational
matrix function – to the solvability of a certain matrix inequality, namely the Kalman-Yakubovich-Popov
inequality. We will see in Section 7 that positive semi-definiteness on the unit circle of the Popov function
is necessary for feasibility of the optimal control problem (9).
Definition 3.1. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given. Consider P = P ∗ ∈ Kn×n and
M(P ) :=
[
A∗PA− E∗PE +Q A∗PB + S
B∗PA+ S∗ B∗PB +R
]
. (15)
If M(P ) V(E,A,B) 0, then P is called solution of the discrete-time Kalman-Yakubovich-Popov (KYP) in-
equality
M(P ) V(E,A,B) 0, P ∗ = P. (16)
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Throughout this chapter we will make use of the system (E, A, B, Q, S, R) ∈ Σwm,n(K) being transformed
to (EF , AF , BF , QF , SF , RF ) via feedback equivalence, i. e., we have invertibleW, T ∈ Kn×n and a feedback
matrix F ∈ Km×n such that
EF =WET, AF =W (A+BF )T, BF =WB,
QF = T
∗(Q+ SF + F ∗S∗ + F ∗RF )T, SF = T ∗(S + F ∗R), RF = R.
(17)
These transformations will allow us to extract an EDE formulation from the IDE problem. The next results
are crucial for the proof of the KYP Lemma in the IDE case and are mainly adaptions of the corresponding
results in [36, Section 4].
Lemma 3.2. Let (E, A, B, Q, S, R) ∈ Σwm,n(K). Then we have[
(zE −A)−1B
Im
]∼ [
A∗PA− E∗PE A∗PB
B∗PA B∗PB
] [
(zE −A)−1B
Im
]
= 0.
Proof. By using (7) we obtain[
(zE −A)−1B
Im
]∼ [
A∗PA− E∗PE A∗PB
B∗PA B∗PB
] [
(zE −A)−1B
Im
]
=
[
(zE −A)−1B
Im
]∼([
A∗
B∗
]
P
[
A B
]− [E∗
0
]
P
[
E 0
]) [(zE −A)−1B
Im
]
(7)
=
[
(zE −A)−1B
Im
]∼(
z−∗
[
E∗
0
]
P
[
E 0
]
z −
[
E∗
0
]
P
[
E 0
]) [(zE −A)−1B
Im
]
= 0.
Lemma 3.3. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) with corresponding system (EF , AF , BF , QF , SF , RF ) in
feedback equivalence form as in (17) be given. Further, let P = P ∗ ∈ Kn×n and set PF =W−∗PW−1 and
TF =
[
T 0
FT Im
]
.
ThenMF (PF ) = T
∗
F M(P )TF , whereMF (PF ) is the matrix in (15) with respect to (EF , AF , BF , QF , SF , RF ).
For the generalization of the KYP inequality to implicit difference equations we first need to under-
stand relations between the different Popov functions and KYP inequalities corresponding to systems
(E, A, B, Q, S, R) ∈ Σwm,n(K) and (EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K) as in (17) and how they are
related to explicit difference equations.
If (EF , AF , BF , QF , SF , RF ) is also in feedback equivalence form (3), then the associated EDE part is
given by (In1 , As, Bs, Qs, Ss, Rs) ∈ Σwm,n1(K) which is defined by
As = A11, Bs = B1,
Qs = Q11, Ss = S1 −Q12B2, Rs = B∗2Q22B2 −B∗2S2 − S∗2B2 +R. (18)
Proposition 3.4. Consider the Popov function
ΦF (z) :=
[
(zEF −AF )−1BF
Im
]∼ [
QF SF
S∗F RF
] [
(zEF −AF )−1BF
Im
]
∈ K(z)m×m
of the system (EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K) as in (17).
(a) The Popov functions ΦF (z) and Φ(z) are related via
ΦF (z) = Θ
∼
F (z)Φ(z)ΘF (z),
where ΘF (z) = Im + FT (zEF −AF )−1BF ∈ K(z)m×m is invertible.
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(b) Further, assume that (EF , AF , BF , QF , SF , RF ) is given in feedback equivalence form as in (3) and
partitioned accordingly. Then it holds that ΦF (z) = Φs(z), where Φs(z) is the Popov function corre-
sponding to the EDE part (In1 , As, Bs, Qs, Ss, Rs) ∈ Σwm,n1(K) as in (18).
Proof. See [2, Proposition 3.8] and [36, 41].
We now turn to a reduction of the problem for systems (EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K) in
feedback equivalence form as in (17) to the corresponding EDE system
(In1 , As, Bs, Qs, Ss, Rs) ∈ Σwm,n1(K)
as in (18).
Lemma 3.5. Assume that (EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K) as in (17) is given in feedback equivalence
form as in (3) and partitioned accordingly. Further, consider the corresponding EDE part
(In1 , As, Bs, Qs, Ss, Rs) ∈ Σwm,n1(K)
as in (18) and partition the Hermitian matrix
PF =

P11 P12 P13P ∗12 P22 P23
P ∗13 P
∗
23 P33

 ∈ Kn×n
accordingly. Then P11 ∈ Kn1×n1 is a solution of the KYP inequality (16) corresponding to the EDE
part (In1 , As, Bs, Qs, Ss, Rs) if and only if PF is a solution of the KYP inequality (16) corresponding
to (EF , AF , BF , QF , SF , RF ).
Proof. We have[
A∗FPFAF − E∗FPFEF +QF A∗FPFBF + SF
B∗FPFAF + S
∗
F B
∗
FPFBF +RF
]
=


A∗11P11A11 − P11 A∗11P12 M13 A∗11P11B1 +A∗11P12B2
P ∗12A11 P22 M23 P
∗
12B1 + P22B2
M∗13 M
∗
23 M33 M34
B∗1P11A11 +B
∗
2P
∗
12A11 B
∗
1P12 +B
∗
2P22 M
∗
34 M44


+


Q11 Q12 Q13 S1
Q∗12 Q22 Q23 S2
Q∗13 Q
∗
23 Q33 S3
S∗1 S
∗
2 S
∗
3 R

 (19)
for some M13 ∈ Kn1×n3 , M23 ∈ Kn2×n3 , M33 ∈ Kn3×n3 , M34 ∈ Kn3×m, and
M44 = B
∗
1P11B1 +B
∗
1P12B2 +B
∗
2P22B2 +B
∗
2P
∗
12B1 ∈ Km×m.
Let
(
x∗ u∗
)∗ ∈ V(EF , AF , BF ). Thus, by (6) there exists an x1 ∈ Kn1 such that
x =

 x1−B2u
0n3×1

 .
Then we obtain(
x
u
)∗ [
A∗FPFAF − E∗FPFEF +QF A∗FPFBF + SF
B∗FPFAF + S
∗
F B
∗
FPFBF +RF
](
x
u
)
=
(
x1
u
)∗ [
A∗sP11As − P11 +Qs A∗sP11Bs + Ss
B∗sP11As + S
∗
s B
∗
sP11Bs +Rs
](
x1
u
)
.
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Thus (
x1
u
)∗ [
A∗sP11As − P11 +Qs A∗sP11Bs + Ss
B∗sP11As + S
∗
s B
∗
sP11Bs +Rs
](
x1
u
)
≥ 0
for all (x1, u ) ∈ Kn1+m if and only if(
x
u
)∗ [
A∗FPFAF − E∗FPFEF +QF A∗FPFBF + SF
B∗FPFAF + S
∗
F B
∗
FPFBF +RF
](
x
u
)
≥ 0
for all
(
x∗ u∗
)∗ ∈ V(EF , AF , BF ). Hence, P11 is a solution of the KYP inequality (16) corresponding to the
EDE part if and only if PF solves (16) corresponding to (EF , AF , BF ).
We are now ready to state the generalization of the KYP lemma for IDEs.
Theorem 3.6 (KYP lemma for IDEs). Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given with corresponding
Popov function Φ(z) ∈ K(z)m×m.
(a) If there exists some P ∈ Kn×n that is a solution of (16), then Φ(eiω)  0 for all ω ∈ R with
det(eiωE −A) 6= 0.
(b) If on the other hand (E,A,B) is R-controllable and Φ(eiω)  0 for all ω ∈ R with det(eiωE −A) 6= 0,
then there exists a solution P ∈ Kn×n of (16).
Proof. We first show assertion (a). Assume that P ∈ Kn×n fulfills the KYP inequality (16), i. e.,M(P ) V(E,A, B)
0. Further, let ω ∈ R be such that det(eiωE − A) 6= 0. Then, by Lemma 3.2, together with Proposi-
tion 2.11(b), statement (a) follows due to
Φ(eiω) =
[
(eiωE −A)−1B
Im
]∼ [
Q S
S∗ R
] [
(eiωE −A)−1B
Im
]
=
[
(eiωE −A)−1B
Im
]∗
M(P )
[
(eiωE −A)−1B
Im
]
 0.
For part (b) assume that Φ(eiω)  0 for all ω ∈ R with det(eiωE − A) 6= 0. For the system in feed-
back equivalence form (EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K) and corresponding Popov function ΦF (z) ∈
K(z)m×m we obtain from Proposition 3.4(b) that ΦF (eiω)  0 for all ω ∈ R also fulfilling det(eiωEF −AF ) 6=
0. In particular, by Proposition 2.8 for such ω we have det(eiωIn1 −A11) 6= 0. Furthermore, by Proposi-
tion 2.13(b) the associated EDE system (In1 , A11, B1) ∈ Σm,n(K) is controllable.
This means we are in the situation of this theorem for explicit difference equations [34] for the EDE
system
(In1 , As, Bs, Qs, Ss, Rs) ∈ Σwm,n1(K)
as in (18). Thus, applying Lemma 3.5 gives a solution PF of the KYP inequality (16) corresponding to the
system (EF , AF , BF , QF , SF , RF ). Then, using Lemma 3.3 completes the proof.
Example 3.7 (Example 2.7 revisited). Consider the system (E, A, B) as in Example 2.7. From its feedback
equivalence form as in (5) we obtain with (6) that
VF =

1 0 00 0 −1
0 0 1


spans the system space V(EF , AF , BF ) and thus
V(E,A,B) = TFV(EF , AF , BF ) = im

1 0 −11 0 0
0 0 1

 with TF =

1 1 01 0 0
0 0 1

 .
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From [
Q S
S∗ R
]
= I3
we obtain as modified weights
[
QF SF
S∗F RF
]
=
[
T ∗(Q+ F ∗S∗ + SF + F ∗RF )T T ∗(S + F ∗R)
(S∗ +RF )T R
]
=

2 1 01 1 0
0 0 1

 .
Moreover, the associated EDE part as in (18) is given by
As = 1, Bs = −1, Qs = 2, Ss = −1, Rs = 2. (20)
Thus, P11 solves the KYP inequality [
2 −P11 − 1
−P11 − 1 P11 + 2
]
 0
if and only if
−
√
3 ≤ P11 ≤
√
3.
Therefore, choosing P11 = −1, we have that
P =W ∗PFW =
[
1 −1
1 0
] [−1 0
0 0
] [
1 1
−1 0
]
=
[−1 −1
−1 −1
]
solves the KYP inequality (16). In particular, by Theorem 3.6 we obtain that for the Popov functions
ΦF (z) ∈ K(z) and Φ(z) ∈ K(z) we have ΦF (eiω)  0 and Φ(eiω)  0.
Remark 3.8. The result of Theorem 3.6 is analogous to the continuous-time result in [36]. To see this, replace
positivity of the Popov function on the unit circle by positivity on the imaginary axis in (a) and replace
M(P ) by its continuous-time analog. However, in [36] the assumption of R-controllability was alternatively
replaced by the condition that the Popov function has full rank and (E, A, B) is sign-controllable. To adapt
this to the discrete-time setting we would need a discrete-time analog of [11, Theorem 6.1], which provides
the characterizations via sign-controllability in the ODE case.
4. Structure of Palindromic Matrix Pencils
In this section we are concerned with palindromic matrix pencils zA∗−A ∈ K[z]n×n. For the investiga-
tion of these palindromic matrix pencils we first introduce so-called quasi-Hermitian matrices. Then we show
characterizations of the inertia of palindromic matrix pencils similar to what was done in [10, 11, 35, 41]
in the case of so-called even matrix pencils. The concept of quasi-Hermitian matrices is an extension to
the notion of Hermitian and skew-Hermitian matrices. These are matrices A ∈ Kn×n with the property
A = eiωA∗ for some ω ∈ [0, 2π). They have the special property that every eigenvalue lies on the line with
angle ω/2 through the origin.
We can extend the notion of inertia for Hermitian matrices to quasi-Hermitian matrices.
Definition 4.1. Let A = eiωA∗ be quasi-Hermitian with ω ∈ [0, 2π). Then the inertia of A along ω2 is
In(A) := Inω
2
(A) := (n+, n0, n−),
where n+, n0, and n− denote the number of eigenvalues λ = rei
ω
2 where r is positive, zero, or negative,
respectively. We omit the subscript ω2 in Inω2 (A) if the angle is clear from the context.
Similar to the Hermitian case, also in the quasi-Hermitian case we have a canonical form under congruence
transformations.
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Table 3: Blocks D(z) occurring in palindromic Kronecker canonical form and their inertia In
(
D(eiω)
)
for ω ∈ [0, 2π), where
the addition of two inertia tuples has to be understood component-wise
Type Dimension D(z) Parameters In
(
D(eiω)
)
P1 2k ε
[
zFk−Jk(λ)
zJk(λ)−Fk
]
k ∈ N0, ε ∈ {−1, 1},
λ = reiθ, |r| < 1,
θ ∈ [0, 2π)
(k, 0, k)
P2 2k+1 ε


zFk−Jk(λ)
ze−i
θ
2 −ei
θ
2 −
(
ek1
)T
zJk(λ)−Fk ze
k
1

 k ∈ N0, ε ∈ {−1, 1},
λ = eiθ, θ ∈ [0, 2π)
(k, 0, k)+In (ε(ω−θ))
P3 2k ε
[
zFk−Jk(λ)
zJk(λ)−Fk (z−1)e
k
1
(
ek1
)T] k ∈ N0, ε ∈ {−1, 1},
λ = eiθ, θ ∈ [0, 2π)
{
(k, 0, k) , ω 6= θ
(k−1, 1, k−1)+In(ε), ω = θ
P4 2k ε
[
zFk−Jk(1)
zJk(1)−Fk i(z+1)e
k
1
(
ek1
)T] k ∈ N0, ε ∈ {−1, 1} {(k, 0, k) , ω 6= 0
(k−1, 1, k−1)+In(ε), ω = 0
P5 2k+1
[
zSR−S
T
L
zSL−S
T
R
]
k ∈ N0 (k, 1, k)
Theorem 4.2. The inertia of a quasi-Hermitian matrix is invariant under congruence transformations. On
the other hand, if A, B ∈ Kn×n are two quasi-Hermitian matrices having the same inertia with respect to
the same ω ∈ [0, 2π), then there exists some invertible U ∈ Kn×n such that
U∗AU = B,
i. e., A and B are congruent.
Proof. See [16].
We are now interested in a structure-preserving canonical form revealing the eigenstructure of a palin-
dromic matrix pencil.
Theorem 4.3 (Palindromic Kronecker canonical form). [37] Let zA∗ − A ∈ K[z]n×n be a palindromic
matrix pencil. Then there exists some invertible U ∈ Cn×n such that
U∗(zA∗ −A)U = diag (D1(z), . . . , Dl(z)) (21)
for some l ∈ N is in palindromic Kronecker canonical form (PKCF), where each block Dj(z) ∈ C[z]kj×kj ,
kj ∈ N, is of one of the forms shown in Table 3 and
Fk =

 1. . .
1

 ∈ Ck×k, Jk(λ) =


λ
. .
.
1
. .
.
. .
.
λ 1

 ∈ Ck×k,
SRk =


1
. .
.
0
1 . .
.
0

 ∈ C(k+1)×k, SLk =

 0 1. . . . . .
0 1

 ∈ Ck×(k+1).
The PKCF is unique up to permutations of the blocks, and the quantities εj ∈ {−1, 1} are called sign-
characteristics.
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A closely related version of the above theorem was developed in [15].
Remark 4.4. We have multiplied the sign-characteristics of the blocks of type P4 occurring in [37] with
−1 in order to simplify some of the upcoming results. This is justified by the fact that if D˜j(z) with
sign-characteristic ε˜j corresponds to a block of type P4 introduced in [37], then Dj(z) = −U∗D˜j(z)U with
U = i
[
Ikj/2
−Ikj/2
]
∈ Ckj×kj
is a block of type P4 with sign-characteristic εj = −ε˜j according to Theorem 4.3.
Remark 4.5. By analyzing the eigenstructure of the blocks in the form (21) we obtain:
(a) Blocks of type P1 correspond to eigenvalues λ and 1/λ with |λ| 6= 1, i. e., these eigenvalues occur in
pairs
{
λ, 1/λ
}
. In particular, this holds for the pairing {0,∞}.
(b) Blocks of type P2, P3, and P4 correspond to eigenvalues λ with |λ| = 1.
(c) Blocks of type P5 correspond to rank deficiency of the pencil, i. e., they correspond to singular blocks.
Consider the palindromic matrix pencil P(z) = zA∗−A ∈ K[z]n×n. By inserting eiω for the polynomial
variable z we obtain
P(eiω) = eiωA∗ −A = ieiω2 (ie−iω2A − ieiω2A∗)
and hence
P(eiω)∗ = −ie−iω2 (ie−iω2A − ieiω2A∗) = (−ie−iω2 )2P(eiω) = −e−iωP(eiω).
Thus, P(eiω) is quasi-Hermitian and has well-defined inertia. Investigating the block structure of the PKCF
leads to the following result.
Lemma 4.6. Assume that zA∗−A ∈ K[z]n×n is in PKCF, i. e., it holds that zA∗−A = diag (D1(z), . . . , Dl(z))
for some l ∈ N. Then the inertia pattern of each block Dj(z) ∈ C[z]kj×kj , kj ∈ N, is given as in Table 3.
Proof. See [2, Lemma 4.11].
Remark 4.7. The results from Lemma 4.6 can be used to determine the block structure of a pencil zA∗−A ∈
K[z]n×n in the form (21), given the inertia patterns for ω ∈ [0, 2π). Note that blocks of type P1 have a very
simple inertia pattern and thus from a general pattern
In(eiωA∗ −A) = (k1, k2, k3)
– except for the case where k2 = 0, i. e., all blocks are of type P1 – we cannot tell whether or how many
blocks of type P1 are present in the PKCF..
5. Inertia of Palindromic Pencils in Optimal Control
Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given. We consider palindromic matrix pencils arising in the
optimal control problem as in (14) of the form
zA∗ −A =

 0 zE −A −BzA∗ − E∗ (z − 1)Q (z − 1)S
zB∗ (z − 1)S∗ (z − 1)R

 ∈ K[z](2n+m)×(2n+m).
If we insert eiω into (14) for z we obtain the quasi-Hermitian matrix
D(ω) := iei
ω
2 (ie−i
ω
2A − ieiω2A∗) = ieiω2

 0 Eω −Aω BωE∗ω −A∗ω Qω Sω
B∗ω S
∗
ω Rω

 ∈ C(2n+m)×(2n+m) (22)
with Eω = −ieiω2 E, Aω = −ie−iω2 A, Bω = ie−iω2 B, Qω = sωQ, Sω = sωS and Rω = sωR, where sω =
ie−i
ω
2 − ieiω2 = 2 sin (ω2 ).
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Lemma 5.1. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) and consider the matrix D(ω) as in (22) with ω such that
det(Eω −Aω) 6= 0. Furthermore, let
U =

In 0 (E∗ω −A∗ω)−1(Qω(Eω −Aω)−1Bω − Sω)0 In −(Eω − Aω)−1Bω
0 0 Im

 ∈ C(2n+m)×(2n+m).
Then D(ω) is congruent to
U∗D(ω)U = iei
ω
2

 0 Eω −Aω 0E∗ω −A∗ω Qω 0
0 0 2 sin
(
ω
2
)
Φ
(
eiω
)

 .
Proof. See [2, Lemma 4.13].
Theorem 5.2. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given with corresponding Popov function Φ(z) ∈
K(z)m×m and rkK(z) Φ(z) = q for some q ∈ N0. Assume that (E, A, B) has no uncontrollable modes on the
unit circle. Then the following are equivalent:
(a) The Popov function Φ(z) is positive semi-definite on the unit circle, i. e., Φ(eiω)  0 for all ω ∈ [0, 2π).
(b) The following conditions for the PKCF of zA∗ −A as in (21) hold:
(i) There are no blocks of type P2 corresponding to eigenvalues λ = eiθ, θ 6= 0, and all blocks of type
P3 have negative sign-characteristic.
(ii) The number of blocks of type P2 corresponding to an eigenvalue λ = 1 with positive sign-
characteristic is greater by q than the number of those with negative sign-characteristic.
(c) The following conditions for the PKCF of zA∗ −A as in (21) hold:
(i’) There are no blocks of type P2 corresponding to eigenvalues λ = eiθ, θ 6= 0.
(ii’) The number of blocks of type P2 corresponding to an eigenvalue λ = 1 with positive sign-
characteristic is greater by q than the number of those with negative sign-characteristic.
Proof. The strategy of the proof is similar to the one in [41, Theorem 3.4.2] for the continuous-time case.
First note that since (E, A, B) has no uncontrollable modes on the unit circle we can find a feedback matrix
F ∈ Km×n such that zE−(A+BF ) ∈ K[z]n×n has no eigenvalues on the unit circle. Then by Lemma 3.3 and
the fact that the palindromic pencil zA∗F −AF corresponding to (E, A+BF, B) is connected to zA∗ −A
via AF = U
∗
FAUF , where
UF :=

In 0 00 In 0
0 F Im

 ∈ K(2n+m)×(2n+m),
we can assume without loss of generality that (E, A) has no eigenvalues on the unit circle.
Now we show that (a) implies (b). Therefore, assume that Φ(eiω)  0 for all ω ∈ [0, 2π) . Then in
particular we have
In(Φ(eiω)) = (q − a(ω),m− q + a(ω), 0)
for all ω ∈ (0, 2π), where a : (0, 2π)→ N0 is some function which is zero for almost all ω ∈ (0, 2π). Hence,
by Lemma 5.1 and Theorem 4.2 we obtain
In
(
eiωA∗ −A) = (n+ q − a(ω),m− q + a(ω), n)
for ω ∈ (0, 2π). Again, by Theorem 4.2 the inertia of eiωA∗ −A coincides with the inertia of the PKCF of
zA∗ − A as in (21) evaluated at eiω. Since by Theorem 4.3 the block structure of the PKCF is uniquely
determined, we can proceed by identifying blocks by their inertia patterns.
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Note that rkK(z)(zA
∗−A) = 2n+ q, since zA∗−A can only have a finite amount of rank drops and due to
Lemma 5.1 and the regularity of zE −A there exist infinitely many values λ ∈ C for which rk(λA∗ −A) =
2n+ q. From Lemma 4.6 we can infer that we have exactly 2n+m− (2n+ q) = m− q blocks of type P5 in
the PKCF of zA∗ −A, since these are the only rank deficient blocks.
Thus, since rk(A∗−A) = 2r, where r := rk [E −A B], the number of blocks of type P2 or P4 corresponding
to an eigenvalue λ = 1 is exactly 2(n − r) + q. Then, removing the blocks of type P5 from the PKCF of
zA∗−A yields a matrix pencil zA∗1 −A1 ∈ K[z](2n1+q)×(2n1+q) in PKCF with full normal rank and inertia
In(eiωA∗1 −A1) = (n1 + q − a(ω), a(ω), n1)
on (0, 2π). Then, by Lemma 4.6, there are q blocks of type P2 with corresponding eigenvalue λ = 1 and
positive sign-characteristic, since these are present in every combination of blocks with an inertia pattern
of the form (k + 1, 0, k) independent of ω > 0 . Removing these blocks leads to the pencil zA∗2 − A2 ∈
K[z]2n2×2n2 in PKCF with inertia
In(eiωA∗2 −A2) = (n2 − a(ω), a(ω), n2)
on (0, 2π). Furthermore, from Lemma 4.6 we deduce that there are no blocks of type P2 corresponding to
eigenvalues λ = eiθ, θ 6= 0. Thus, all blocks of type P3 have negative sign-characteristic, since these are
the only blocks with an inertia pattern of the form (k − 1, 1, k) for exactly one value of ω > 0. This shows
statement (i). Removing these blocks, we obtain a matrix pencil zA∗3 −A3 ∈ K[z]2n3×2n3 in PKCF with
inertia
In(eiωA∗3 −A3) = (n3, 0, n3)
on (0, 2π). The inertia pattern of zA∗3 −A3 together with Lemma 4.6 reveals that the remaining blocks of
type P2 corresponding to an eigenvalue λ = 1 are split up equally into those with positive and those with
negative sign-characteristic. This shows (ii) and thus statement (b).
The proof that (c) follows from (b) is clear, since condition (i’) follows immediately from condition (i)
and conditions (ii) and (ii’) coincide.
Now let the conditions (i’), and (ii’) hold. Again, by Lemma 5.1 and Theorem 4.2, for ω ∈ (0, 2π) we
obtain
In
(
eiωA∗ −A) =(n, 0, n) + In (Φ(eiω))
=(n+m1 − a1(ω),m−m1 −m2 + a1(ω) + a2(ω), n+m2 − a2(ω))
and functions ai : (0, 2π) → N0, i = 1, 2, which are zero for almost all ω ∈ (0, 2π) such that m1 +m2 = q.
We now have to show that m2 = 0 = a2(ω). Then the blocks of type P2 with positive sign-characteristic
are the only ones leading to an inertia pattern of the form (k + 1, 0, k) for ω > θ. The only blocks that
could compensate the additional positive eigenvalue for ω > θ are blocks of type P2 with negative sign-
characteristic. By condition (i’) we are only allowed to take such blocks with θ = 0. By condition (ii’) then
we obtain that n+m1 = (n+m2) + q and thus m2 = 0, m1 = q. Hence, we have
In(Φ(eiω)) = (q − a1(ω),m− q + a1(ω) + a2(ω),−a2(ω)) .
Since the inertia of a quasi-Hermitian matrix by definition is a triple of non-negative integers, this implies
a2 ≡ 0 and thus Φ(eiω)  0 for all ω ∈ (0, 2π). Then, by continuity, we also have that Φ(1)  0.
Example 5.3 (Example 2.7 revisited). We consider the system (E, A, B, Q, S, R) with corresponding
system (EF , AF , BF , QF , SF , RF ) in feedback equivalence form as in (4), (5), and Example 3.7. The
associated palindromic pencil zA∗ −A ∈ K[z]5×5 as in (14) is given by
zA∗ −A =


0 0 1 −1 −1
0 0 −1 z 0
− z z z − 1 0 0
z −1 0 z − 1 0
z 0 0 0 z − 1

 . (23)
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Transforming the matrix A to the corresponding matrix AF of the system in feedback equivalence form (5)
via
UF :=

W ∗ 0 00 T 0
0 FT Im

 =


1 −1 0 0 0
1 0 0 0 0
0 0 1 1 0
0 0 1 0 0
0 0 0 0 1

 ∈ K5×5
we obtain
AF = U
∗
FAUF =


0 0 1 0 1
0 0 0 1 −1
1 0 2 1 0
0 0 1 1 0
0 0 0 0 1

 .
The matrix AF can can be further transformed to
U∗(zA∗F −AF )U =


0 −1 0 0 0
z 0 0 0 0
0 0 0 z − (2 +√3) 0
0 0 (2 +
√
3)z − 1 0 0
0 0 0 0 z − 1

 (24)
in PKCF as in (21) via
U =


0 −1 −1 +√3 − 32 −
√
3 0
1 −1 −1 + 1√
3
−1−
√
3
2 0
0 0 − 1√
3
1
4
(
1 +
√
3
) − 1√
2
0 1 1− 1√
3
1
2
(
2 +
√
3
)
0
0 0 −1 + 1√
3
−1−
√
3
2 0

 .
From (24) we see that the PKCF of zA∗F − AF and thus also of zA∗ − A consists of a 2 × 2 block of
type P1 corresponding to the eigenvalues {0,∞}, a 2× 2 block of type P1 corresponding to the eigenvalues
{2 + √3, 2 − √3}, and a 1 × 1 block of type P2 corresponding to the eigenvalue 1. Furthermore, for
the Popov function ΦF (z) it holds that rkK(z) ΦF (z) = 1. Thus, we have shown that the assumptions of
Theorem 5.2(b) are fulfilled and hence ΦF (e
iω)  0 for all ω ∈ [0, 2π). Thus, we have confirmed the result
obtained in Example 3.7.
6. Lur’e Equations
In this section we characterize solvability of Lur’e equations for explicit as well as for implicit difference
equations in a similar way as in [36] for continuous-time systems. Finding a solution of the Lur’e equation
means finding X = X∗ ∈ Kn×n, K ∈ Kq×n, and L ∈ Kq×m such that
M(X) =
[
A∗XA− E∗XE +Q A∗XB + S
B∗XA+ S∗ B∗XB +R
]
=V(E,A, B)
[
K∗
L∗
] [
K L
]
, (25)
where q := rkK(z) Φ(z).
If X is a solution of the KYP inequality (16), then we can always find K ∈ Kp×n and L ∈ Kp×m for
some p ∈ N0 such that (25) holds. The next result shows that for such solutions it holds that p ≥ q. Thus,
in other words, we are interested in the existence of solutions of (25) with minimal rank q.
Proposition 6.1. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given and let q = rkK(z) Φ(z). Further, let
(X, K, L) ∈ Kn×n ×Kq×n ×Kq×m
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be a solution of the Lur’e equation (25) and assume, that for M ∈ Kp×n and N ∈ Kp×m also the triple
(X, M, N) fulfills (25). Then we have q ≤ p and
rkK(z)
[
zE −A −B
(z − 1)K (z − 1)L
]
= n+ q. (26)
Proof. See [2, Proposition 5.1].
Note that in the continuous-time case [36] instead of rank minimality the condition (26) was used to define
solutions fo the Lur’e equation (25). Proposition 6.1 shows that both versions are indeed equivalent. In the
following we will derive certain deflating subspaces of BVD and palindromic matrix pencils, respectively,
from a solution of the Lur’e equation (25). First, we do this for the case of explicit difference equations.
Afterwards, based on these results, we do the generalization to the implicit case with the help of feedback
transformations similarly to the approach in Section 3.
6.1. Explicit Difference Equations
In the EDE case, i. e., systems (In, A, B, Q, S, R) ∈ Σwm,n(K) finding a solution of the Lur’e equation
(25) reduces to:
For q := rkK(z) Φ(z) find X ∈ Kn×n, K ∈ Kq×n, and L ∈ Kq×m such that
M(X) =
[
A∗XA−X +Q A∗XB + S
B∗XA+ S∗ B∗XB +R
]
=
[
K∗
L∗
] [
K L
]
. (27)
The next result is an analogous version of [35, Lemma 12] for the discrete-time case.
Lemma 6.2. Let (In, A, B, Q, S, R) ∈ Σwm,n(K) be given and let q = rkK(z) Φ(z). Furthermore, let Φ(eiω) 
0 for all ω ∈ [0, 2π) such that det(eiωIn −A) 6= 0 and let a Hermitian X ∈ Kn×n be given with
rkM(X) = q.
Then (27) has a solution (X, K, L) ∈ Kn×n ×Kq×n ×Kq×m.
Proof. The proof is analogous to the continuous-time case [35] and can be found in [2, Lemma 5.2].
Example 6.3 (Example 2.7 revisited). Consider the system (E, A, B, Q, S, R) as in (4) and Example 3.7.
We have seen in Example 3.7 that with
Ms(Ps) =
[
2 −Ps − 1
−Ps − 1 Ps + 2
]
Ps =
√
3 solves the KYP inequality (16) for the EDE system (In1 , As, Bs, Qs, Ss, Rs) as in (20). In
particular, we have that rkMs(Ps) = 1 = rkK(z) Φs(z) for the Popov function Φs(z) ∈ K(z) of the EDE
system. Thus we obtain
Ms(Ps) =
[ √
2 0
−
√
3+1√
2
1
] [
1 0
0 0
] [√
2 −
√
3+1√
2
0 1
]
and hence,
(Ps, Ks, Ls) =
(√
3,
√
2, −
√
3 + 1√
2
)
is a solution of the Lur’e equation (27).
Now we are ready to show that the existence of a solution of the Lur’e equation (27) is equivalent to
the existence of a certain deflating subspace of the palindromic matrix pencil as in (14). This result is the
continuous-time analog of [35, Theorem 11].
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Theorem 6.4. Let (In, A, B, Q, S, R) ∈ Σwm,n(K) be given and consider the associated palindromic pencil
zA∗−A as in (14). Further, let q = rkK(z) Φ(z) and assume that rk [ In −A −B ] = n. Then the following
are equivalent:
(a) There exists a solution (X, K, L) ∈ Kn×n ×Kq×n× ∈ Kq×m of the Lur’e equation (27).
(b) It holds that Φ(eiω)  0 for all ω ∈ [0, 2π) such that det(eiωIn − A) 6= 0. Furthermore, there exist
matrices Yµ, Yx ∈ Kn×(n+m), Yu ∈ Km×(n+m) and Zµ, Zx ∈ Kn×(n+q), Zu ∈ Km×(n+q) such that for
Y =

YµYx
Yu

 , Z =

ZµZx
Zu


the following holds:
(i) The matrix [
In −A −B
] [Yx
Yu
]
has full row rank n.
(ii) The space Y = im Y is maximally (A∗ −A)-neutral.
(iii) There exist E˜, A˜ ∈ K(n+q)×(n+m) such that (zA∗ −A)Y = Z(zE˜ − A˜).
Proof. Denote by C ∈ K(n+m)×n and Cc ∈ K(n+m)×m the right inverse and a basis matrix of the kernel of[
In −A −B
]
,
respectively. Further let [
C−1
C−2
]
:=
[
C−11 C
−
12
C−21 C
−
22
]
:=
[
C Cc
]−1
,
where C−1 = [ In −A −B ] ∈ Kn×(n+m), C−2 ∈ Km×(n+m), C−11 = In − A ∈ Kn×n, C−12 = −B ∈ Kn×m,
C−21 ∈ Km×n, and C−22 ∈ Km×m.
First assume that there exists a solution (X, K, L) of (27). Then we have Φ(eiω)  0 for all ω ∈ [0, 2π)
such that det(eiωIn −A) 6= 0 . Set
Y =

YµYx
Yu

 =

X(A− In) XBIn 0
0 Im

 , Z =

ZµZx
Zu

 =

 In 0(In −A∗)X K∗
−B∗X L∗

 , (28)
and
zE˜ − A˜ =
[
zIn −A −B
(z − 1)K (z − 1)L
]
. (29)
Property (i) follows, since
rk
[
In −A −B
] [Yx
Yu
]
= rk
[
In −A −B
]
= n
by assumption. For property (ii) we first note that for
V :=

In 0 00 C−11 C−12
0 C−21 C
−
22

 ∈ K(2n+m)×(2n+m) (30)
we have
V −∗(A∗ −A)V −1 =

 0 In 0In 0 0
0 0 0

 =: E. (31)
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Then im Y is maximally (A∗ −A)-neutral if and only if im Yˆ is maximally E-neutral, where
Yˆ := V Y
[
C Cc
]
=

−X 0In 0
0 Im

 .
On the one hand, im Yˆ is E-neutral, since
Yˆ ∗EYˆ =
[−X +X 0
0 0
]
= 0.
On the other hand, we have that n+m = rk Yˆ and the rank of every E-neutral space is bounded from above
by n+m. Therefore, im Yˆ is maximally E-neutral which shows (ii). Finally, we have (iii) by
(zA∗ −A)Y
=

 zIn −A −Bz (A∗X(A− In) +Q)−X(A− In)−Q z(A∗XB + S)−XB − S
z (B∗X(A− In) + S∗)− S∗ z(B∗XB +R)−R


=

 zIn −A −Bz ((In −A∗)X +K∗K)− (In −A∗)XA−K∗K zK∗L− (In − A∗)XB −K∗L
z (−B∗X + L∗K)−B∗XA− L∗K zL∗L+B∗XB − L∗L


=Z(zE˜ − A˜).
Now assume that we are in the situation of (b). Then by (ii), im Yˆ is maximally E-neutral for
Yˆ :=

YˆµYˆx
Yˆu

 = V Y [C Cc]
and V and E as in (30) and (31). By property (i) we obtain
rk Yˆx = rk
[
In 0
] [Yˆx
Yˆu
]
= rk
[
In −A −B
] [Yx
Yu
] [
C Cc
]
= n.
Thus, there exists an invertible T1 ∈ K(n+m)×(n+m) such that
Yˆ T1 =

Yˆµ1 Yˆµ2In 0
Yˆu1 Yˆu2

 .
Thus, Yˆ T1 is still maximally E-neutral and we obtain
0 = (Yˆ T1)
∗EYˆ T1 =
[
In −Yˆ ∗µ1 0
0 −Yˆ ∗µ2 0
]
Yˆ T1 =
[
Yˆµ1 − Yˆ ∗µ1 Yˆµ2
−Yˆ ∗µ2 0
]
;
in particular X := −Yˆµ1 is Hermitian. Hence, maximal E-neutrality implies full rank of Yˆu2 . Applying
another column transformation to Yˆ via an invertible T2 ∈ K(n+m)×(n+m) yields
Yˆ T1T2 =

−X 0In 0
0 Im

 .
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Doing the backtransformation for Y we obtain
Y = V −1Yˆ T1T2
[
C Cc
]−1
Tˆ ,
where
Tˆ :=
[
C Cc
]
(T1T2)
−1 [C Cc]−1 .
This implies
Y Tˆ−1 =

X(A− In) XBIn 0
0 Im

 .
We partition zEˆ − Aˆ := (zE˜ − A˜)Tˆ−1 into
zEˆ − Aˆ = [zEˆ1 − Aˆ1 zEˆ2 − Aˆ2] ,
where zEˆ1 − Aˆ1 ∈ K[z](n+q)×n and zEˆ2 − Aˆ2 ∈ K(n+q)×m. Then property (iii) implies
 zIn −A −Bz (A∗X(A− In) +Q)−X(A− In)−Q z(A∗XB + S)−XB − S
z (B∗X(A− In) + S∗)− S∗ z(B∗XB +R)−R


=

ZµZx
Zu

 [zEˆ1 − Aˆ1 zEˆ2 − Aˆ2] ,
yielding In = ZµEˆ1 and thus rkZµ = n. Therefore, there exists invertible T3 ∈ K(n+m)×(n+m) such that
ZµT3 = [ In 0 ]. Then for
ZT3 =:

 In 0Zx1 Zx2
Zu1 Zu2

 , T−13 (zEˆ − Aˆ) =:
[
zEˆ11 − Aˆ11 zEˆ12 − Aˆ12
zEˆ21 − Aˆ21 zEˆ22 − Aˆ22
]
partitioned accordingly, we obtain
 zIn −A −Bz (A∗X(A− In) +Q)−X(A− In)−Q z(A∗XB + S)−XB − S
z (B∗X(A− In) + S∗)− S∗ z(B∗XB +R)−R


=

 In 0Zx1 Zx2
Zu1 Zu2

[zEˆ11 − Aˆ11 zEˆ12 − Aˆ12
zEˆ21 − Aˆ21 zEˆ22 − Aˆ22
]
.
(32)
Thus, the first equation gives Eˆ11 = In, Aˆ11 = A, Eˆ12 = 0, and Aˆ12 = B. For z = 1 we obtain from (32)
that 
 In −A −B(A∗ − In)X(A− In) (A∗ − In)XB
B∗X(A− In) B∗XB

 =

 In 0Zx1 Zx2
Zu1 Zu2

[ In −A −B
Eˆ21 − Aˆ21 Eˆ22 − Aˆ22
]
.
Multiplying from the right with C results in[
(In −A∗)X 0
0 −B∗X
] [
In −A −B
In −A −B
]
C =
[
Zx1
Zu1
]
+
[
Zx2
Zu2
] [
Eˆ21 − Aˆ21 Eˆ22 − Aˆ22
]
C
and thus [
Zx1
Zu1
]
=
[
(In −A∗)X
−B∗X
]
−
[
Zx2
Zu2
] [
Eˆ21 − Aˆ21 Eˆ22 − Aˆ22
]
C.
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Inserting this relation into (32) for z =∞ gives[
A∗X(A− In) +Q A∗XB + S
B∗X(A− In) + S∗ B∗XB +R
]
=
[
Zx2
Zu2
] [
Eˆ21 Eˆ22
]
+
([
(In −A∗)X
−B∗X
]
−
[
Zx2
Zu2
] [
Eˆ21 − Aˆ21 Eˆ22 − Aˆ22
]
C
)[
In 0
]
,
which leads to
M(X) =
[
A∗XA−X +Q A∗XB + S
B∗XA+ S∗ B∗XB +R
]
=
[
Zx2
Zu2
] ([
Eˆ21 Eˆ22
]− [Eˆ21 − Aˆ21 Eˆ22 − Aˆ22] [C 0]) .
Thus we have
rkM(X) ≤ q. (33)
Further, by Lemma 3.2, for ω ∈ [0, 2π) we can rewrite Φ(eiω) as
Φ(eiω) =
[
(eiωIn −A)−1B
Im
]∗
M(X)
[
(eiωIn −A)−1B
Im
]
and thus in (33) we even have equality. Therefore, we can apply Lemma 6.2 and hence, we have shown that
(a) holds.
In the case of a BVD pencil we can prove a similar statement.
Theorem 6.5. Let (In, A, B, Q, S, R) ∈ Σwm,n(K) be given and consider the associated BVD pencil zE−A
as in (12). Further, let q = rkK(z) Φ(z). Then the following are equivalent:
(a) There exists a solution (X, K, L) ∈ Kn×n ×Kq×n ×Kq×m of (27).
(b) It holds that Φ(eiω)  0 for all ω ∈ [0, 2π) such that det(eiωIn − A) 6= 0. Furthermore, there exist
matrices Yµ, Yx ∈ Kn×(n+m), Yu ∈ Km×(n+m) and Zµ, Zx ∈ Kn×(n+q), Zu ∈ Km×(n+q) such that for
Y =

YµYx
Yu

 , Z =

ZµZx
Zu


the following hold:
(i) The matrix
Yx =
[
In 0
] [Yx
Yu
]
has full row rank n.
(ii) The space Y = im Y is maximally Ee-neutral, where
Ee :=

 0 −In 0In 0 0
0 0 0

 .
(iii) There exist E˜, A˜ ∈ K(n+q)×(n+m) such that (zE −A)Y = Z(zE˜ − A˜).
Proof. See [2, Theorem 5.5].
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6.2. Implicit Difference Equations
In this section we generalize the results from the previous section to implicit difference equations. As for
the KYP inequality we need relations between the Lur’e equation (25) corresponding to the original system
and the associated equation corresponding to the feedback equivalent system (EF , AF , BF , QF , SF , RF ) ∈
Σwm,n(K) as in (17). These findings are related to the results in [36] in the continuous-time case.
Lemma 6.6. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given and q = rkK(z) Φ(z). Then (X ,K ,L) ∈ Kn×n ×
Kq×n ×Kq×m is a solution of (25) if and only if
(XF , KF , LF ) := (W
−∗XW−1, KT + LFT, L) (34)
is a solution of (25) associated to the feedback system
(EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K)
as in (17), i. e.,
MF (XF ) =
[
A∗FXFAF − E∗FXFEF +QF A∗FXFBF + SF
B∗FXFAF + S
∗
F B
∗
FXFBF +RF
]
=V(EF , AF ,BF )
[
K∗F
L∗F
] [
KF LF
]
.
Proof. First note that for
TF =
[
T 0
FT Im
]
we have [
K L
]
TF =
[
KT + LFT L
]
.
In addition, by Proposition 3.4(a) we obtain that q = rkK(z) Φ(z) = rkK(z) ΦF (z). Thus, Lemma 3.3
immediately yields the assertion.
Moreover, we now characterize the connection between the Lur’e equation (25) corresponding to the sys-
tem (EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K) in feedback equivalence form as in (17) and the Lur’e equation
(27) corresponding to the associated EDE part as in (18).
Lemma 6.7. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given and consider the system (EF , AF , BF , QF , SF , RF ) ∈
Σwm,n(K) as in (17) in feedback equivalence form (3). Further, consider (XF ,KF , LF ) as in (34) partitioned
according to the block structure of the feedback equivalence form.
Then with q = rkK(z) Φ(z) we have that (X ,K ,L) ∈ Kn×n ×Kq×n × Kq×m is a solution of (25) if and
only if (X11, K1, L−K2B2) ∈ Kn1×n1 ×Kq×n1 ×Kq×m is a solution of (27) for the EDE system
(In1 , As, Bs, Qs, Ss, Rs) ∈ Σwm,n1(K)
as in (18).
Proof. See [2, Lemma 5.7].
For the rest of this chapter we assume that (E, A, B, Q, S, R) ∈ Σwm,n(K) is I-controllable, i. e., there
exists a feedback F ∈ Km×n such that the system
(EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K)
as in (17) is in feedback equivalence form such that n3 = 0. This is justified by the fact that the subsystem
described by (E33, In3 , 0) ∈ Σm,n3(K) obtained from the feedback equivalence form (3) has only the zero
solution and thus does not contribute to the dynamics of the system. Indeed, in the proofs of Lemma 3.5 and
Lemma 6.7 the parts of (EF , AF , BF , QF , SF , RF ) corresponding to the last n3 variables do not contribute
to the analysis. The following proposition makes this precise, using the same projection ansatz as in [36,
Theorem 5.9].
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Proposition 6.8. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given and consider the system (EF , AF , BF , QF , SF , RF ) ∈
Σwm,n(K) as in (17) in feedback equivalence form (3). Further, let q = rkK(z) Φ(z). Define the projector
Π :=W−1

In1 0 00 0 0
0 0 0

W ∈ Kn×n.
Then we have
imΠ = EW(E,A,B) (35)
and the following statements hold:
(a) The system (ΠE, A, B) ∈ Σm,n(K) is I-controllable and
B(E,A,B) = B(ΠE,A,B).
In particular, the system space of (ΠE, A, B) is V(E,A,B).
(b) There exists a solution P ∈ Kn×n of the KYP inequality (16), i. e., M(P ) V(E,A,B) 0, if and only if
MΠ(P ) V(E,A,B) 0, where MΠ(P ) is the matrix in (16) corresponding to the system (ΠE, A, B) ∈
Σm,n(K).
(c) There exists a solution (X, K, L) ∈ Kn×n × Kq×n × Kq×m of the Lur’e equation (25) if and only if
(X, K, L) also fulfills the Lur’e equation (25) corresponding to the system (ΠE, A, B) ∈ Σm,n(K).
Proof. Part (a) and (35) follow with the algebraic manipulations mentioned in the proof of [36, Theorem
5.9].
Now set
ΠF :=WΠW
−1 =

In1 0 00 0 0
0 0 0

 .
For parts (b) and (c) note that the system (ΠFEF , AF , BF ) ∈ Σm,n(K) is in feedback equivalence form (3)
where compared to (EF , AF , BF ) ∈ Σm,n(K) the matrices E23 and E33 are set to zero. Looking carefully at
the proofs of Lemma 3.5 and Lemma 6.7 we see that these matrices have no effect in the respective results
and thus the assertion follows.
As a next step, we perform transformations of the palindromic or BVD pencils corresponding to the
system (EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K) in feedback equivalence form as in (17) such that we obtain
the respective palindromic or BVD pencils corresponding to the EDE system (In1 , As, Bs, Qs, Ss, Rs) ∈
Σwm,n1(K) as in (18) in the first diagonal block of the transformed pencil.
Lemma 6.9. Let (EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K) as in (17) be given in feedback equivalence form
(3) such that n3 = 0. Further, let the corresponding palindromic pencil zA
∗
F − AF as in (14) be given.
Denote by zA∗s −As the pencil corresponding to the EDE system (In1 , As, Bs, Qs, Ss, Rs) ∈ Σwm,n1(K) as
in (18), i. e.,
zA∗s −As =

 0 zIn1 −As −BszA∗s − In1 (z − 1)Qs (z − 1)Ss
zB∗s (z − 1)S∗s (z − 1)Rs

 ∈ K[z](2n1+m)×(2n1+m). (36)
Then there exists an invertible Uˆ ∈ K(2n+m)×(2n+m) such that
Uˆ∗(zA∗F −AF )Uˆ =

zA∗s −As zD 0−D∗ 0 zIn2
0 −In2 0

 ,
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where
D =

 0Q12
S∗2 −B∗2Q22


and
Uˆ =


In1 0 0 0 0
0 −Q∗12 −S2 +Q22B2 −Q22 In2
0 In1 0 0 0
0 0 −B2 In2 0
0 0 Im 0 0


=


In1 0 0 0 0
0 0 0 0 In2
0 In1 0 0 0
0 0 0 In2 0
0 0 Im 0 0


︸ ︷︷ ︸
=:P˜


In1 0 0 0 0
0 In1 0 0 0
0 0 Im 0 0
0 0 −B2 In2 0
0 −Q∗12 −S2 +Q22B2 −Q22 In2

 .
︸ ︷︷ ︸
=:U˜
(37)
Proof. See [2, Lemma 5.9].
Corollary 6.10. Let (EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K) as in (17) be given in feedback equivalence
form (3) such that n3 = 0. Further, let the corresponding BVD pencil zEF −AF as in (12) be given. Denote
by zEs −As the BVD pencil corresponding to the EDE system (In1 , As, Bs, Qs, Ss, Rs) ∈ Σwm,n1(K) as in
(18), i. e.,
zEs −As =

 0 zIn1 −As −BszA∗s − In1 −Qs −Ss
zB∗s −S∗s −Rs

 ∈ K[z](2n1+m)×(2n1+m).
Then there exist invertible Uˆ and Uˇ such that
Uˆ∗(zE −A)Uˇ =

zEs −As 0 0−D∗ 0 zIn2
0 −In2 0

 .
Now we are able to prove a generalization of Theorem 6.4. This result is related to the result in [36,
Theorem 6.2] in the continuous-time case.
Theorem 6.11. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be I-controllable. Further, let the corresponding palin-
dromic pencil zA∗−A (14) be given. In addition, let q = rkK(z) Φ(z) and assume that rk [E −A B ] = n.
Then the following are equivalent:
(a) There exists a solution (X, K, L) ∈ Kn×n ×Kq×n ×Kq×m of the Lur’e equation (25).
(b) It holds that Φ(eiω)  0 for all ω ∈ [0, 2π) such that det(eiωE − A) 6= 0. Furthermore, there exist
matrices Yµ, Yx ∈ Kn×(n+m), Yu ∈ Km×(n+m) and Zµ, Zx ∈ Kn×(n+q), Zu ∈ Km×(n+q) such that for
Y =

YµYx
Yu

 , Z =

ZµZx
Zu


the following holds:
(i) The matrix [
E −A −B] [Yx
Yu
]
has rank n1.
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(ii) The space Y = im Y is of dimension n+m and (A∗ −A)-neutral.
(iii) It holds that
V(E,A,B) = im
[
Yx
Yu
]
.
(iv) There exist E˜, A˜ ∈ K(n+q)×(n+m) such that (zA∗ −A)Y = Z(zE˜ − A˜).
Proof. First we show that the statement is invariant under feedback transformations. Therefore, assume
we have given the system (EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K) in feedback equivalence form as in (17)
such that n3 = 0 with corresponding transformation matrices W and TF and corresponding palindromic
pencil zA∗F − AF as in (14). Then by Lemma 6.6, part (a) is equivalent to the existence of a solution
(XF , KF , LF ) as in (34) of the Lur’e equation (25) corresponding to (EF , AF , BF , QF , SF , RF ).
To show the equivalence of statement (b) to according statements for the system in feedback equivalence
form let
UF :=

W ∗ 0 00 T 0
0 FT Im

 ∈ K(2n+m)×(2n+m)
and set
YF :=

Yµ,FYx,F
Yu,F

 := U−1F Y, ZF :=

Zµ,FZx,F
Zu,F

 = U∗FZ. (38)
Then AF = U
∗
FAUF and statement (i) is equivalent to
rk
[
EF −AF −BF
] [Yx,F
Yu,F
]
= rk
[
E −A −B] [ T 0
FT Im
] [
T 0
FT Im
]−1 [
Yx
Yu
]
= n1.
Furthermore, we have that rkYF = rkY = n + m and imY is (A
∗ − A)-neutral if and only if im YF is
(A∗F −AF )-neutral. In addition, by Proposition 2.11(a) we obtain that (iii) is equivalent to
V(EF , AF , BF ) = im
[
Yx,F
Yu,F
]
.
Finally, statement (iv) is equivalent to (zA∗F − AF )YF = ZF (zE˜ − A˜) by the definition of AF , YF and
ZF . Hence, we have shown that it is sufficient to prove the equivalence between (a) and (b) for the system
(EF , AF , BF , QF , SF , RF ) in feedback equivalence form.
Now we show that statement (b) follows from statement (a). From Lemma 6.7 we infer that (X11, K1, L−
K2B2) is a solution of the Lur’e equation (27) for the EDE system
(In1 , As, Bs, Qs, Ss, Rs) ∈ Σwm,n1(K)
as in (18). By denoting the corresponding palindromic pencil arising in the optimal control problem by
zA∗s −As as in (36), Theorem 6.4 implies the existence of
Ys =

X11(A11 − In1) X11B1In1 0
0 Im

 , Zs =

 In1 0(In1 −A∗11)X11 K∗1
−B∗1X11 (L−K2B2)∗


as in (28) and
zEˆs − Aˆs =
[
zIn1 −A11 −B1
(z − 1)K1 (z − 1)(L−K2B2)
]
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as in (29) such that (zA∗s − As)Ys = Zs(zEˆs − Aˆs). Note that as in Theorem 6.4, im Ys is maximally
(A∗s −As)-neutral.
From Lemma 6.9 we obtain an invertible transformation matrix Uˆ ∈ K(2n+m)×(2n+m) as in (37) such
that
zAˆ∗ − Aˆ := Uˆ∗(zA∗F −AF )Uˆ =

zA∗s −As zD 0−D∗ 0 zIn2
0 −In2 0

 (39)
with
D =

 0Q12
S∗2 −B∗2Q22

 ∈ K(2n1+m)×n2 .
By inspecting the proof of Theorem 6.4 we find that
(zAˆ∗ − Aˆ)Yˆ = Zˆ(zEˆ − Aˆ), (40)
where
Yˆ =

Ys 00 0
0 In2

 , Zˆ =

Zs 00 In2
0 0

 , zEˆ − Aˆ = [zEˆs − Aˆs 0−D∗Ys zIn2
]
.
Thus we have
Yˆ ∗(Aˆ∗ − Aˆ)Yˆ =
[
Y ∗s 0 0
0 0 In2
]A∗s −As D 0−D∗ 0 In2
0 −In2 0



Ys 00 0
0 In2

 = 0,
and we obtain that im Yˆ is n+m dimensional and (Aˆ∗ − Aˆ)-neutral. Set
Vˆ =

In1 0 00 0 Im
Q∗12 −In2 −B2 + S2 −Q22B2

 .
Transforming the quantities in (40) to feedback equivalence form (17) we obtain
(zA∗F −AF )YF Vˆ = ZF (zE˜ − A˜),
where
YF Vˆ =

Yµ,FYx,F
Yu,F

 Vˆ :=


Yµ1,F
Yµ2,F
Yx1,F
Yx2,F
Yu,F

 := Uˆ Yˆ Vˆ =


X11(A11 − In1) 0 X11B1
0 −In2 −B2
In1 0 0
0 0 −B2
0 0 Im

 , (41)
ZF := Uˆ
−∗Zˆ, and
(zE˜ − A˜) := (zEˆ − Aˆ)Vˆ =

zIn1 −A11 0 −B1(z − 1)K1 0 (z − 1)(L−K2B2)
(z − 1)Q∗12 −zIn2 −zB2 + (z − 1)(S2 −Q22B2)

 .
Then we obtain property (i) by
rk
[
EF −AF −BF
] [Yx,F
Yu,F
]
= rk
[
In1 −A11 0 −B1
0 −In2 −B2
]In1 0 00 −B2 0
0 Im 0


= rk
[
In1 −A11 −B1 0
0 0 0
]
= n1.
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Property (ii) follows from the fact that im Yˆ is n+m dimensional and (Aˆ∗ − Aˆ)-neutral. Furthermore, by
Proposition 2.11(a) we have property (iii). Altogether, this shows statement (b).
Now assume that (b) holds for the system (EF , AF , BF , QF , SF , RF ) in feedback equivalence form, i. e.,
properties (i)–(iv) are satisfied. From these properties we construct a deflating subspace for the palindromic
pencil zA∗s −As such that we can apply Theorem 6.4. Therefore, with the help of by Proposition 2.11(a)
and (iii) we accordingly partition YF into
YF =

Yµ,FYx,F
Yu,F

 :=


Yµ1,F
Yµ2,F
Yx1,F
Yx2,F
Yu,F

 :=


Yµ11,F Yµ12,F Yµ13,F
Yµ21,F Yµ22,F Yµ23,F
In1 0 0
0 −B2 0
0 Im 0


and denote by Aˆ and Uˆ the matrices we obtain from Lemma 6.9 such that (39) holds. Then, for Yˆ := Uˆ−1YF
we have
Yˆ = Uˆ−1YF =


In1 0 0 0 0
0 0 In1 0 0
0 0 0 0 Im
0 0 0 In2 B2
0 In2 Q
∗
12 Q22 S2




Yµ1,F
Yµ2,F
Yx1,F
Yx2,F
Yu,F

 =


Yµ1,F
Yx1,F
Yu,F
0
Yˆµ2,F


for some
Yˆµ2,F :=
[
Yˆµ21,F Yˆµ22,F Yˆµ23,F
]
.
Thus, im Yˆ is n+m dimensional by property (ii) and (Aˆ∗ − Aˆ)-neutral. In particular we obtain
0 =
[
Y ∗µ13,F 0 0 0 Yˆ
∗
µ23,F
]


0 In1 −A11 −B1 0 0
A∗11 − In1 0 0 Q12 0
B∗1 0 0 S
∗
2 −B∗2Q22 0
0 −Q∗12 Q22B∗2 − S2 0 In2
0 0 0 −In2 0




Yµ11,F Yµ12,F
In1 0
0 Im
0 0
Yˆµ21,F Yˆµ22,F


= Y ∗µ13,F
[
In1 −As −Bs
]
,
and hence Yµ13,F = 0. This shows that the matrix
Yµ1,FYx1,F
Yu,F


has full column rank and thus its image is also maximally (A∗s −As)-neutral. This, together with the fact
that rk Yˆ = n+m, allows us to perform a column transformation of Yˆ via T1 ∈ K(n+m)×(n+m) such that

Yµ1,F
Yx1,F
Yu,F
Yˆµ2,F
Yˆx2,F

T1 = Yˆ T1 =


X11(A11 − In1) X11B1 0
In1 0 0
0 Im 0
0 0 0
0 0 In2


with some Hermitian X11 ∈ Kn1×n1 , similar as in the proof of Theorem 6.4. Set
Ys :=

X11(A11 − In1) X11B1In1 0
0 Im

 .
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From property (iv) we obtain
zA∗s −As zD 0−D∗ 0 zIn2
0 −In2 0



Ys 00 0
0 In2

 = [Z11 Z12
Z21 Z22
] [
zEˆ11 − Aˆ11 zEˆ12 − Aˆ12
zEˆ21 − Aˆ21 zEˆ22 − Aˆ22
]
, (42)
where Z11 ∈ K(2n1+m)×(n1+q), Z12 ∈ K(2n1+m)×n2 , Z21 ∈ K2n2×(n1+q), Z22 ∈ K2n2×n2 , zEˆ11 − Aˆ11 ∈
K[z](n1+q)×(n1+m), zEˆ12 − Aˆ12 ∈ K[z](n1+q)×n2 , zEˆ21 − Aˆ21 ∈ K[z]n2×(n1+m), and zEˆ22 − Aˆ22 ∈ K[z]n2×n2 .
From the last block column and block row of (42) we obtain[
zIn2
0
]
=
[
Z21 Z22
] [zEˆ12 − Aˆ12
zEˆ22 − Aˆ22
]
(43)
and thus we have
rk
[
Z21 Z22
]
= n2.
Therefore, we can determine a transformation matrix T2 ∈ K(n+q)×(n+q) such that
rk
[
Z21 Z22
]
T2 =
[
0 Z˜22
]
for some Z˜22 ∈ K2n2×n2 . Set [
Z˜11 Z˜12
0 Z˜22
]
:=
[
Z11 Z12
Z21 Z22
]
T2
and [
zE˜11 − A˜11 zE˜12 − A˜12
zE˜21 − A˜21 zE˜22 − A˜22
]
:= T−12
[
zEˆ11 − Aˆ11 zEˆ12 − Aˆ12
zEˆ21 − Aˆ21 zEˆ22 − Aˆ22
]
,
accordingly partitioned. Thus reevaluating (43) for the transformed matrices we also obtain full normal
rank n2 of zE˜22 − A˜22. Hence there exists some λ0 ∈ C such that λ0E˜22 − A˜22 is invertible. From the last
block column and first block row of (42) we infer
0 = Z˜11(λ0E˜12 − A˜12) + Z˜12(λ0E˜22 − A˜22).
Thus, Z˜12 can be expressed as
Z˜12 = −Z˜11(λ0E˜12 − A˜12)(λ0E˜22 − A˜22)−1.
Inserting this relation into the first block row and block column of (42) we have
(zA∗s −As)Ys = Z˜11
(
zE˜11 − A˜11 − (λ0E˜12 − A˜12)(λ0E˜22 − A˜22)−1(zE˜21 − A˜21)
)
.
Hence, we are finally in the position to apply Theorem 6.4. From this we obtain a solution (Xs, Ks, Ls)
of (27) corresponding to the system (In1 , As, Bs, Qs, Ss, Rs). By Lemma 6.7 we then also find a solution
(XF , KF , LF ) of (25) corresponding to the system in feedback equivalence form (EF , AF , BF , QF , SF , RF ).
Remark 6.12. Let an I-controllable system (E, A, B, Q, S, R) ∈ Σwm,n(K) be given and let zA∗−A be the
palindromic pencil as in (14). Further, assume that there exists a solution (X, K, L) of the Lur’e equation
(25).
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(a) The matrix pencil zE˜ − A˜ ∈ K[z](n+q)×(n+m) that we have obtained in the proof of Theorem 6.11
fulfills rkK(z)(zE˜ − A˜) = n+ q by Proposition 6.1, since
n+ q =rkK(z)
[
zE −A −B
(z − 1)K (z − 1)L
]
=rkK(z)
[
W 0
0 Im
] [
zE −A −B
(z − 1)K (z − 1)L
]
TF
=rkK(z)

zIn1 −A11 0 −B10 −In2 −B2
(z − 1)K1 (z − 1)K2 (z − 1)L


=rkK(z)

zIn1 −A11 0 −B10 −In2 0
(z − 1)K1 0 (z − 1)(L−K2B2)

 .
(44)
In particular, this means that the existence of solutions of (25) implies the existence of a deflating
subspace of the palindromic pencil zA∗ −A.
(b) In the proof of Theorem 6.11 we have constructed a deflating subspace im YF as in (41) for the system
(EF , AF , BF , QF , SF , RF ) in feedback equivalence form (17) from a solution (XF , KF , LF ) of the
Lur’e equation (25). From here we can construct a deflating subspace im Y for the original system by
using (38). By Lemma 6.7 it is justified to set
W−∗XW−1 = XF :=
[
X11 0
0 0
]
.
Thus, we have
Y :=UFYF Vˆ T
−1
F
=

W ∗ 0 00 T 0
0 FT Im




X11(A11 − In1) 0 X11B1
0 −In2 −B2
In1 0 0
0 0 −B2
0 0 Im

T −1F
=

W ∗ 0 00 T 0
0 FT Im



−XF + (In − EF ) 0 00 In 0
0 0 Im




In1 −A11 0 −B1
0 −In2 −B2
In1 0 0
0 0 −B2
0 0 Im

T −1F
=
[
X(A− E) +G1 XB +G2
V1 V2
]
,
where
im
[
G1 G2
]
= imW ∗
[
0 0
0 In2
]
W
[
E −A −B] ⊆ kerE∗, (45)[
V1 V2
]
:= TFVFT
−1
F , (46)
and
VF :=

In1 0 00 0 −B2
0 0 Im


spans the system space V(EF , AF , BF ), see Proposition 2.11(a). Altogether, this leads to (zA
∗−A)Y =
Z(zEˇ − Aˇ), where Z = U∗FZF and zEˇ − Aˇ := (zE˜ − A˜)T −1F .
Example 6.13 (Example 2.7 revisited). Consider the system (E, A, B, Q, S, R) as in (4) and Example 3.7.
Note that since n3 = 0 in (5), the system (E, A, B) is I-controllable according to Table 2. We have seen in
Example 6.3 that
(Xs, Ks, Ls) =
(√
3,
√
2, −
√
3 + 1√
2
)
is a solution of the Lur’e equation (27) corresponding to the EDE system (In1 , As, Bs, Qs, Ss, Rs) as in
(20). By Lemma 6.7 we obtain that
XF =
[√
3 0
0 0
]
, KF =
[√
2 0
]
, LF = −
√
3 + 1√
2
solves the Lur’e equation of the system in feedback equivalence form. Therefore, by Lemma 6.6 we see that
X =W ∗XFW =
[
1 −1
1 0
] [√
3 0
0 0
] [
1 1
−1 0
]
=
[√
3
√
3√
3
√
3
]
,
K = KFT
−1 [√2 0] [0 1
1 −1
]
=
[
0
√
2
]
, L = −
√
3 + 1√
2
solves the Lur’e equation (25) corresponding to the original system.
Thus, according to Remark 6.12 the matrix Y ∈ K5×3 defined by
Y =
[
X(A− E) +G1 XB +G2
V1 V2
]
=


0 + 1 0− 1 −√3 + 1
0 + 0 0 + 0 −√3 + 0
0 1 1
0 1 0
0 0 1

 (47)
is a basis matrix of the deflating subspace of the palindromic pencil in (23).
As in the EDE case we can show a similar statement for BVD pencils as in (12).
Theorem 6.14. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be I-controllable. Further, let the corresponding BVD
pencil zE −A as in (12) be given. In addition, let q = rkK(z) Φ(z). Then the following are equivalent:
(a) There exists a solution (X, K, L) ∈ Kn×n ×Kq×n ×Kq×m of the Lur’e equation (25).
(b) It holds that Φ(eiω)  0 for all ω ∈ [0, 2π) such that det(eiωE − A) 6= 0. Furthermore, there exist
matrices Yµ, Yx ∈ Kn×(n+m), Yu ∈ Km×(n+m) and Zµ, Zx ∈ Kn×(n+q), Zu ∈ Km×(n+q) such that for
Y =

YµYx
Yu

 , Z =

ZµZx
Zu


the following holds:
(i) The matrix [
E 0
] [Yx
Yu
]
has rank n1.
(ii) The space Y = im Y is of dimension n+m and Ee-neutral, where
Ee :=

 0 −E 0E∗ 0 0
0 0 0

 .
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(iii) It holds that
V(E,A,B) = im
[
Yx
Yu
]
.
(iv) There exist E˜, A˜ ∈ K(n+q)×(n+m) such that (zE −A)Y = Z(zE˜ − A˜).
Proof. See [2, Theorem 5.14].
Remark 6.15. Let an I-controllable system (E, A, B, Q, S, R) ∈ Σwm,n(K) be given and let zE −A be the
BVD pencil as in (12). Further, assume that there exists a solution (X, K, L) of the Lur’e equation (25).
(a) The matrix pencil (zE˜ − A˜) ∈ K[z](n+q)×(n+m) we obtain in the proof of Theorem 6.14 fulfills
rkK(z)(zE˜ − A˜) = n + q, see (44). In particular, this means that the existence of solutions of (25)
implies the existence of a deflating subspace of the BVD pencil zE −A.
(b) In the proof of Theorem 6.14 we have constructed a deflating subspace YF for the weighted system
(EF , AF , BF , QF , SF , RF ) in feedback equivalence form (17) from a solution (XF , KF , LF ) of the
Lur’e equation (25). From here we can construct a deflating subspace Y for the original system. By
Lemma 6.7 it is justified to set
W−∗XW−1 = XF :=
[
X11 0
0 0
]
.
Thus we have
Y :=UFYF Vˆ T
−1
F =

W ∗ 0 00 T 0
0 FT Im




−X11 0 0
0 −In2 −B2
In1 0 0
0 0 −B2
0 0 Im

T −1F =
[−XE +G1 G2
V1 V2
]
,
where V1, V2 are as in (46) and
im
[
G1 G2
]
= imW ∗
[
0 0 0
0 −In2 −B2
]
T −1F ⊆ kerE∗. (48)
Altogether, this leads to (zE −A)Y = Z(zEˇ − Aˇ), where Z = U∗FZF and zEˇ − Aˇ := (zE˜ − A˜)T −1F .
Remark 6.16. A major difference between Theorem 6.11 and Theorem 6.14 or Theorem 6.4 and Theorem 6.5
is that in the BVD case we do not need the artificial assumption
rk
[
E −A −B] = n,
or equivalently
rk
[
In1 −A11 −B1
]
= n1,
i. e., controllability at one. If the system (E, A, B) is obtained by discretization with the implicit Euler
method, we see that in the limiting case h→ 0 this corresponds to
rk lim
h→0
[
In1 − hA11 −hB1
]
= rk
[
In1 0
]
= n1,
which is trivially fulfilled. Therefore, for sufficiently small h we may assume validity of this assumption.
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7. Application to Optimal Control
In this section we discuss the structure of solutions of the discrete-time optimal control problem (9) cor-
responding to the system (E, A, B, Q, S, R) ∈ Σwm,n(K) based on the results from the previous subsection.
First we show relations between so-called stabilizing solutions of the Lur’e equation (25) and feasibility of the
optimal control problem. Then we show characterizations for the existence and uniqueness of the optimal
control.
7.1. Stabilizing solutions
In this subsection we state several discrete-time versions of results from [17]. If not explicitly stated
otherwise, these results can be proven analogously, i. e., by using the same algebraic transformations and
the identical properties of the solution operators.
Definition 7.1 (Stabilizing solution). Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given and assume that a
solution (X, K, L) ∈ Kn×n×Kp×n×Kp×m of the corresponding Lur’e equation (25) exists. Then (X, K, L)
is also called stabilizing solution if in addition it holds
rk
[
λE −A −B
K L
]
= n+ q (49)
for all λ ∈ C with |λ| ≥ 1.
The following is an adaptation of [17, Proposition 6.4(b)].
Proposition 7.2. Let (E, A, B) ∈ Σm,n(K) be I-controllable. If for every ε > 0 and every x0 ∈ Kn there
exists a ( x, u ) ∈ B(E,A,B) ∩ (ℓ2(Kn)× ℓ2(Km)) such that Ex0 = Ex0 and ‖Kx+ Lu‖ℓ2 < ε, then we have
rk
[
E A B
0 K L
]
= rk
[
λE −A −B
K L
]
(50)
for all λ ∈ C with |λ| > 1.
Proof. The major part of the proof is completely analogous to the continuous-time case, since only algebraic
operations and the linearity of the shift operator is used. The basic idea is that the relation (50) is equivalent
to the fact that the Kronecker canonical form of the matrix pencil[
zE −A −B
K L
]
consists only of blocks of type K1 with |λ| ≤ 1 and blocks of type K4 of size 1× 0 [17, Remark 2.8(b)]. Also
note, that due to the block structure of the KCF we have that for every ε > 0 and every vj,0 ∈ Ckj and
corresponding block Kj(z) = zFj −Gj in the KCF there exists vj ∈ ℓ2(Ckj ) such that
Fjv
j
0 = Fjv
j,0, lim
i→∞
Fjv
j
i = 0,
∥∥Fjσvj −Gjvj∥∥ℓ2 < ε.
Here we show, that all blocks of type K1 fulfill |λ| ≤ 1. To this end we thus proof the following fact: Let
a block of the KCF of the form zF −G := K(z) = zIk − (λIk +Nk) ∈ C[z]k×k be given. If for any v0 ∈ Ck
and any ε > 0 there exists a v ∈ ℓ2(Ck) such that v0 = v0 and ‖σv −Gv‖ < ε, then |λ| ≤ 1.
For the sake of a contradiction, assume that |λ| > 1. Then the eigenvalue 1λ of G−1 fulfills 1|λ| < 1 and
thus there exists positive definite P such that
P −G∗PG = −Ik.
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Set ε˜ = (v0)∗Pv0 > 0 and ε := ‖(P + P 2) 12G−1‖−22 ε˜. Then for any v0 ∈ Ck \ {0} and w := σv − Gv with
‖w‖2ℓ2 < ε one finds that
v∗0Pv0 − v∗jPvj = −
j−1∑
k=0
σ(v∗kPvk)− v∗kPvk = −
j−1∑
k=0
(Gvk + wk)
∗
P (Gvk + wk)− v∗kPvk
= −
j−1∑
k=0
(
vk
wk
)∗ [
G∗PG− P G∗P
PG P
](
vk
wk
)
= −
j−1∑
k=0
(
vk + (I + P )G
−1wk
G−1wk
)∗ [
I 0
0 −P − P 2
](
vk + (I + P )G
−1wk
G−1wk
)
≤ ‖(P + P 2) 12G−1‖22‖w‖2ℓ2 < ε˜
and thus in the limit case ε˜ = limj→∞ v∗0Pv0 − v∗jPvj < ε˜.
Lemma 7.3. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given. Further, assume that (X, K, L) ∈ Kn×n ×
Kp×n ×Kp×m fulfills (25) with
rk
[
K L
]
= p. (51)
If for every ε > 0 and every x0 ∈W(E,A,B) there exists a (x, u ) ∈ B(E,A,B) ∩ (ℓ2(Kn) × ℓ2(Km)) such
that Ex0 = Ex
0 and ‖Kx+ Lu‖ℓ2 < ε, then there exists a stabilizing solution of the Lur’e equation (49).
Proof. By the rank condition (51) we can use the analogous version of ” ⇒ ” of [17, Proposition 6.5] for
Y = Ip, where Proposition 7.2 is used.
Lemma 7.4. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be stabilizable. Further, assume that (X, K, L) ∈ Kn×n×
Kq×n ×Kq×m is a stabilizing solution of the Lur’e equation (25). Then any given sequence v ∈ ℓ2(Kq) can
be approximated arbitrarily well by y = Kx + Lu and some (x, u ) ∈ B(E,A,B) ∩ (ℓ2(Kn)× ℓ2(Km)). In
other words, for every ε > 0 and every x0 ∈W(E,A,B) there exists (x, u ) ∈ B(E,A,B) ∩ (ℓ2(Kn)× ℓ2(Km))
such that Ex0 = Ex
0 and
‖v −Kx− Lu‖ℓ2 < ε.
Proof. Since (X, K, L) is a stabilizing solution one can easily show that
rk
[
E A B
0 K L
]
= n+ q.
Then the result is obtained by using the discrete-time version of [17, Proposition 6.4(a)]. The proof is
tedious but analogous and relies on a discrete-time version of [17, Theorem 5.1], which relates the algebraic
characterization (49) to the fact, that arbitrary sequences v ∈ ℓ2(K) can be approximated arbitrary well by
y = Kx+Lu and given (x, u ) ∈ B(E,A,B) ∩ (ℓ2(Kn)× ℓ2(Km)). The argumentation uses the Hardy space
H
q
2 of analytic functions G : {λ ∈ C : |λ| > 1} → Cq with
∫ 2π
0
∥∥G(eiω)∥∥2
F
dω < ∞ and revolves around
the fact, that the multiplication operator mapping the Z-transform of the input to the Z-transform of the
output has dense range in H q2 .
7.2. Feasibility
We characterize feasibility and structure of the optimal control problem with the existence of a stabilizing
solution of the Lur’e equation. First we show that the existence of a stabilizing solution implies feasibility
and an explicit characterization of the optimal value functionW+(Ex
0) for given x0 ∈W(E,A,B).
Theorem 7.5. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given with no uncontrollable modes on the unit circle
and assume there exists a stabilizing solution (X, K, L) ∈ Kn×n×Kq×n×Kq×m of the Lur’e equation (49).
Then the optimal control problem is feasible, i. e., W+(Ex
0) ∈ R for all x0 ∈W(E,A,B) and W+(Ex0) =
(x0)∗E∗XEx0.
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Proof. First, since (E, A, B, Q, S, R) ∈ Σwm,n(K) has no uncontrollable modes on the unit circle and
(X, K, L) is a stabilizing solution we obtain that
rk
[
λE −A −B]+ q = rk [λE −A −B
K L
]
= n+ q
for all λ ∈ C with |λ| ≥ 1. Thus, (E, A, B, Q, S, R) is stabilizable.
Let x0 ∈W(E,A,B). Then, we have (x, u ) ∈ B(E,A,B) with Ex0 = Ex0 and limj→∞ Exj = 0. By the
definition of the system space V(E,A,B) ⊆ Kn+m, we obtain
(
x∗j u
∗
j
)∗ ∈ V(E,A,B) for all j ∈ N0. Thus, for
j2 ≥ j1 we have that
x∗j2E
∗XExj2 − x∗j1E∗XExj1 =
j2−1∑
k=j1
(Axk +Buk)
∗
X(Axk +Buk)− x∗kE∗XExk
=
j2−1∑
k=j1
(
xk
uk
)∗ [
A∗XA− E∗XE A∗XB
B∗XA B∗XB
](
xk
uk
)
≥ −
j2−1∑
k=j1
(
xk
uk
)∗ [
Q S
S∗ R
](
xk
uk
)
.
(52)
For j1 = 0, j2 →∞ we thus obtain for the objective function J (x, u) that
x∗0E
∗XEx0 ≤ J (x, u)
and thus
x∗0E
∗XEx0 ≤W+(Ex0) <∞. (53)
Furthermore, since (X, K, L) is a stabilizing solution of the Lur’e equation (25), for every x0 ∈W(E,A,B)
and (x, u ) ∈ B(E,A,B) ∩
(
ℓ2(Kn)× ℓ2(Km)) with Ex0 = Ex0 we obtain in (52) that
−x∗0E∗XEx0 =
∞∑
k=0
(
xk
uk
)∗(
M(X)−
[
Q S
S∗ R
])(
xk
uk
)
=
∞∑
k=0
(
xk
uk
)∗ [
K∗
L∗
] [
K L
](xk
uk
)
− J (x, u)
and thus
x∗0E
∗XEx0 + ‖Kx+ Lu‖2ℓ2 = J (x, u). (54)
Since (X, K, L) is a stabilizing solution, using Lemma 7.4 for v = 0 we further conclude that
(x0)∗E∗XEx0 =W+(Ex0)
for all x0 ∈W(E,A,B).
Next we show, that the opposite implication is also true, i. e., that feasibility implies the existence of a
stabilizing solution of the Lur’e equation.
Theorem 7.6. Let (E, A, B, Q, S, R) ∈ Σwm,n(K) be given with no uncontrollable modes on the unit circle.
Assume that the optimal control problem is feasible, i. e., W+(Ex
0) ∈ R. Then there exists a stabilizing
solution of the Lur’e equation.
Proof. First we have to show, thatW+(Ex
0) = (Ex0)∗XEx0 for some Hermitian X ∈ Kn×n. This can be
done in an analogous way as in [41, Theorem 3.8.3]. With similar steps as in [41, Theorem 3.8.3] we can
also show, that X solves the KYP inequality (16).
It remains to show, that X also induces a stabilizing solution of the Lur’e equation. Since X solves the
KYP inequality there exist K˜ ∈ Kp×n and L˜ ∈ Kp×m such that (25) and (51) hold. Thus, by (54) we obtain
that for every x0 ∈W(E,A,B) and ε > 0 there exists (x, u ) ∈ B(E,A,B) such that ‖K˜x+ L˜u‖ℓ2 < ε. Then,
by Lemma 7.3 we also obtain a stabilizing solution of the Lur’e equation.
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7.3. Existence and Uniqueness of Optimal Controls
In this section we discuss conditions for the existence and uniqueness of optimal controls. Based on
the considerations of the previous subsections we pose these conditions in terms of the zero dynamics
ZD(E,A,B,K,L) and the pencil
[
zE−A −B
K L
]
.
Theorem 7.7. Let (E,A,B,Q, S,R) ∈ Σwm,n(K) be I-controllable and assume that (X,K,L) ∈ Kn×n ×
Kq×n×Kq×m is a stabilizing solution of the Lur’e equation (25). Then the following statements are satisfied:
(a) For every x0 ∈ Kn there exists a trajectory (x, u) ∈ B(E,A,B) with Ex0 = Ex0 such that W+(Ex0) =
J (x, u) if and only if ZD(E,A,B,K,L) is strongly stabilizable.
(b) For every x0 ∈ Kn there exists a unique trajectory (x, u) ∈ B(E,A,B) with Ex0 = Ex0 such that
W+(Ex
0) = J (x, u) if and only if ZD(E,A,B,K,L) is strongly asymptotically stable.
Proof. (a) In view of (54), we see that for every x0 ∈ Kn there exists a trajectory (x, u) ∈ B(E,A,B)
with Ex0 = Ex
0 such that W+(Ex
0) = J (x, u), if and only for each x0 ∈ Kn there exists a
(x, u) ∈ ZD(E,A,B,K, L)(x0) with limj→∞ Exj = 0. Using Proposition 2.15(b), this is equivalent
to ZD(E,A,B,K,L) being strongly stabilizable.
(b) For every x0 ∈ Kn there exists a unique trajectory (x, u) ∈ B(E,A,B) with Ex0 = Ex0 such that
W+(Ex
0) = J (x, u), if and only for each x0 ∈ Kn there exists a unique (x, u) ∈ ZD(E,A,B,K,L)(x0)
with limj→∞ Exj = 0. With Proposition 2.15(d), this is equivalent to ZD(E,A,B,K,L) being strongly
asymptotically stable.
Using the results of Proposition 2.15, we directly obtain the following corollary.
Corollary 7.8. Let (E,A,B,Q, S,R) ∈ Σwm,n(K) be I-controllable and assume that (X,K,L) ∈ Kn×n ×
Kq×n×Kq×m is a stabilizing solution of the Lur’e equation (25). Define R(z) := [ zE−A −BK L ] ∈ K(z)(n+q)×(n+m).
Then the following statements are satisfied:
(a) For every x0 ∈ Kn there exists a trajectory (x, u) ∈ B(E,A,B) with Ex0 = Ex0 such that W+(Ex0) =
J (x, u), if and only if rkR(λ) = n+ q for all λ ∈ C with |λ| ≥ 1 and the index of R(z) is at most one.
(b) For every x0 ∈ Kn there exists a unique trajectory (x, u) ∈ B(E,A,B) with Ex0 = Ex0 such that
W+(Ex
0) = J (x, u), if and only if rkR(λ) = n+m for all λ ∈ C with |λ| ≥ 1 and the index of R(z)
is at most one.
Existence and uniqueness of optimal controls can also be read of the PKCF of the palindromic matrix
pencil zA∗ − A in (14). For this, one would need to analyze the spectral properties of the matrix pencil[
zE−A −B
(z−1)K (z−1)L
]
in (26) corresponding to a stabilizing solution of the Lur’e equation and the structure of
the deflating subspaces of individual blocks of the PKCF in detail as in [41]. For brevity of the article we
leave out this result here.
7.4. Application to palindromic and BVD matrix pencils
Let us now discuss implications of the aforementioned results for the structure of optimal control with
respect to the associated palindromic and BVD matrix pencils. Thus, assume that (X, K, L) ∈ Kn×n ×
Kq×n ×Kp×m is a stabilizing solution of the Lur’e equation (25). If x0 ∈W(E,A,B) is given, then (x, u ) ∈
B(E,A,B) with Ex0 = Ex
0 and lim
j→∞
Exj = 0 is an optimal control if and only if ‖Kx+ Lu‖ℓ2 = 0. If this
is the case, then (x, u ) fulfills[
E 0
0 0
] [
xj+1
uj+1
]
=
[
A B
K L
] [
xj
uj
]
, Ex0 = Ex
0, lim
j→∞
Exj = 0.
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For an I-controllable system (EF , AF , BF , QF , SF , RF ) ∈ Σwm,n(K) as in (17) in feedback equivalence
form with corresponding transformation matrices W,T, F we set
XF =W
−∗XW−1 =
[
X11 X12
X21 X22
]
.
Since
E∗XE =T−∗
[
In1 0
0 0
] [
X11 X12
X∗12 X22
] [
In1 0
0 0
]
T−1 = T−∗
[
In1 0
0 0
] [
X11 0
0 0
] [
In1 0
0 0
]
T−1,
by Lemma 6.7 we can without loss of generality set X12 = 0 and X22 = 0.
In addition, further assuming that rk
[
E −A B] = n, from Theorem 6.14 we obtain a deflating subspace
Y ∈ K[z](2n+m)×(n+m) of the BVD pencil zE − A as in (12), i. e., we have Z ∈ K(2n+m)×(n+q) and a
matrix pencil zEˇ − Aˇ ∈ K[z](n+q)×(n+m) such that (zE −A)Y = Z(zEˇ − Aˇ). It can be constructed as in
Remark 6.15(b). Inserting σ for z leads to

 0 σE −A −BσA∗ − E∗ −Q −S
σB∗ −S∗ −R

[−XE +G1 G2
V1 V2
](
xj
uj
)
= Z

σIn1 −A11 0 −B1K1 0 L−K2B2
−Q∗12 −σIn2 −σB2 +Q22B2 − S2

T −1F
(
xj
uj
)
, (55)
where im [G1 G2 ] ⊆ kerE∗, see (48), [
V1 V2
]
:= TFVFT
−1
F ,
and
VF :=

In1 0 00 0 −B2
0 0 Im

 .
Since ( xj , uj ) ∈ V(E,A,B), it follows with Proposition 2.11(a) that
T −1F
(
xj
uj
)
=

 x1,j−B2uj
uj


for some x1,j ∈ Kn1 . Then by Lemma 6.7 and Lemma 6.6 we have that
[
K1 L−K2B2
] (x1,j
uj
)
=
[
KF LF
]
T −1F
(
xj
uj
)
=
[
K L
] (xj
uj
)
= 0. (56)
In addition, from (19) we obtain [
Q∗12 Q22 S2
]
= K∗2
[
K1 K2 L
]
and thus
[
Q∗12 S2 −Q22B2
](x1,j
uj
)
=
[
Q∗12 Q22 S2
]
T −1F
(
xj
uj
)
= K∗2
[
K1 K2 L
]
T −1F
(
xj
uj
)
=K∗2
[
K L
] (xj
uj
)
= 0.
(57)
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Thus, by equations (56) and (57) the right-hand-side of (55) is zero. Furthermore, by Proposition 2.11(d)
we have that
V
(
xj
uj
)
=
(
xj
uj
)
.
Set
µj :=
[−XE +G1 G2](xjuj
)
.
Thus
lim
j→∞
E∗µj = lim
j→∞
−E∗XExj = 0,
and hence, (µj)j is part of a solution of the boundary value problem
 0 E 0A∗ 0 0
B∗ 0 0

σ

µx
u

 =

 0 A BE∗ Q S
0 S∗ R



µx
u

 , Ex0 = Ex0, lim
j→∞
E∗µj = 0.
Moreover, for an I-controllable system (E, A, B, Q, S, R) we can take the same approach for a deflating
subspace Y ∈ K[z](2n+m)×(n+m) of the palindromic pencil zA∗ −A as in (14) obtained in Theorem 6.11.
There we have Z ∈ K(2n+m)×(n+q) and a matrix pencil zEˇ− Aˇ ∈ K[z](n+q)×(n+m) such that (zA∗−A)Y =
Z(zEˇ − Aˇ). It can be constructed as in Remark 6.12(b). Inserting σ for z leads to
 0 σE −A −BσA∗ − E∗ (σ − 1)Q (σ − 1)S
σB∗ (σ − 1)S∗ (σ − 1)R

[−X(E −A) +G1 −XB +G2
V1 V2
](
xj
uj
)
= Z

σIn1 −A11 0 −B1(σ − 1)K1 0 (σ − 1)(L−K2B2)
(σ − 1)Q∗12 −σIn2 −σB2 + (σ − 1)(S2 −Q22B2)

T −1F
(
xj
uj
)
, (58)
where im [G1 G2 ] ⊆ kerE∗, see (45).
Again by equations (56) and (57) the right-hand-side of (58) is 0. Set
mj :=
[
X(A− E) +G1 XB +G2
](xj
uj
)
. (59)
Thus
∞∑
k=0
E∗mk =
∞∑
k=0
−E∗XExk + E∗X
[
A B
] (xk
uk
)
=
∞∑
k=0
−E∗XE(xk − xk+1)
=− E∗XEx0 = E∗µ0
and hence, (mj)j is part of a solution of the boundary value problem
 0 E 0A∗ Q S
B∗ S∗ R

 σ

mx
u

 =

 0 A BE∗ Q S
0 S∗ R



mx
u

 , Ex0 = Ex0, ∞∑
k=0
E∗mk = E∗µ0. (60)
Example 7.9 (Example 2.7 revisited). Consider the system (E, A, B, Q, S, R) as in (4) and Example 3.7.
In Example 6.13 we have seen that
(X, K, L) =
([√
3
√
3√
3
√
3
]
,
[
0
√
2
]
, −
√
3 + 1√
2
)
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is a solution of the Lur’e equation (25). We have
E∗XE =
[
0 0
0
√
3
]
and thus by (53) for every
x0 =
(
x01
x02
)
∈W(E,A,B)
the optimal valueW+(Ex
0) is bounded from below by
√
3 |x02|2.
Indeed, setting
uj =
2√
3 + 1
(
1− 2√
3 + 1
)j
x02,
we obtain that
xj =
(
1− 2√
3+1
1
)(
1− 2√
3 + 1
)j
x02
solves the system given by (4) with
J (x, u) =
∞∑
j=0
‖xj‖2 + ‖uj‖2 = |x02|2
12− 6√3
1−
(
1− 2√
3+1
)2 = |x02|2√3,
i. e., (x, u) is an optimal control fulfilling Ex0 = Ex
0 and lim
j→∞
Exj = 0.
In particular, from (47) we obtain that
mj =
[
1 −1 −√3 + 1
0 0 −√3
](
xj
uj
)
= −
√
3
2√
3 + 1
(
1
1
)(
1− 2√
3 + 1
)j
x02
fulfills the boundary value problem (60), where
µ0 = −
√
3
(
1
1
)
x02.
8. Conclusions and Outlook
We have discussed several problems arising in the discrete-time linear-quadratic optimal control problem
and we have seen their relations to the results that have been obtained in the continuous-time setting. In
Section 3 we have discussed an extension of the Kalman-Yakubovich-Popov inequality for standard difference
equations to the case of implicit difference equations. The characterizations are analogous to what was
obtained in [36, 41] in the continuous-time case. Nonetheless, some more technical difficulties had to be
tackled. For an analogous relaxation of the controllability assumption to sign-controllability we would need
the discrete-time analog of of [11, Theorem 6.1].
In Section 4 we further related the spectral properties of the palindromic pencil associated to the discrete-
time optimal control problem (9) to the positivity of the Popov function on the unit circle. To this end,
we introduced the notion of quasi-Hermitian matrices which allows for a generalization of the concept of
inertia.
In Section 6 we introduced Lur’e equations for explicit as well as for implicit difference equations. We
have shown that solvability of these equations is equivalent to the existence of certain deflating subspaces of
the BVD and palindromic pencil arising in the discrete-time control problem (9). In the palindromic case
we needed the additional assumption that the given system is controllable at the eigenvalue one, which can
always be achieved for discrete-time systems originating from discretization. It is an open question whether
this condition can be dropped if the latter is not the case.
In Section 7 we have seen how we can use these results to characterize feasibility of the optimal control
problem as well as existence and uniqueness of optimal controls. Furthermore, we have shown how the
deflating subspaces are related to the solutions of the related two-point boundary value problems.
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