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Abstract
We perform an interdisciplinary large-scale
evaluation for detecting lexical semantic di-
vergences in a diachronic and in a synchronic
task: semantic sense changes across time,
and semantic sense changes across domains.
Our work addresses the superficialness and
lack of comparison in assessing models of di-
achronic lexical change, by bringing together
and extending benchmark models on a com-
mon state-of-the-art evaluation task. In addi-
tion, we demonstrate that the same evaluation
task and modelling approaches can success-
fully be utilised for the synchronic detection of
domain-specific sense divergences in the field
of term extraction.
1 Introduction
Diachronic Lexical Semantic Change (LSC) de-
tection, i.e., the automatic detection of word
sense changes over time, is a flourishing new
field within NLP (Frermann and Lapata, 2016;
Hamilton et al., 2016b; Schlechtweg et al., 2017,
i.a.).1 Yet, it is hard to compare the perfor-
mances of the various models, and optimal pa-
rameter choices remain unclear, because up to
now most models have been compared on differ-
ent evaluation tasks and data. Presently, we do
not know which model performs best under which
conditions, and if more complex model architec-
tures gain performance benefits over simpler mod-
els. This situation hinders advances in the field
and favors unfelicitous drawings of statistical laws
of diachronic LSC (Dubossarsky et al., 2017).
In this study, we provide the first large-scale
evaluation of an extensive number of approaches.
1An example for diachronic LSC is the German noun Vor-
wort (Paul, 2002), which was mainly used in the meaning of
‘preposition’ before ≈1800. Then Vorwort rapidly acquired
a new meaning ‘preface’, which after 1850 has nearly exclu-
sively been used.
Relying on an existing German LSC dataset we
compare models regarding different combinations
of semantic representations, alignment techniques
and detection measures, while exploring various
pre-processing and parameter settings. Further-
more, we introduceWord Injection to LSC, a mod-
eling idea drawn from term extraction, that over-
comes the problem of vector space alignment. Our
comparison of state-of-the-art approaches identi-
fies best models and optimal parameter settings,
and it suggests modifications to existing models
which consistently show superior performance.
Meanwhile, the detection of lexical sense di-
vergences across time-specific corpora is not
the only possible application of LSC detection
models. In more general terms, they have
the potential to detect sense divergences be-
tween corpora of any type, not necessarily time-
specific ones. We acknowledge this observa-
tion and further explore a synchronic LSC detec-
tion task: identifying domain-specific changes of
word senses in comparison to general-language
usage, which is addressed, e.g., in term identi-
fication and automatic term extraction (Drouin,
2004; Pe´rez, 2016; Ha¨tty and Schulte im Walde,
2018), and in determining social and dialectal
language variations (Del Tredici and Ferna´ndez,
2017; Hovy and Purschke, 2018).2
For addressing the synchronic LSC task,
we present a recent sense-specific term dataset
(Ha¨tty et al., 2019) that we created analogously to
the existing diachronic dataset, and we show that
the diachronic models can be successfully applied
to the synchronic task as well. This two-fold eval-
uation assures robustness and reproducibility of
our model comparisons under various conditions.
2An example for domain-specific synchronic LSC is the
German noun Form. In general-language use, Form means
‘shape’/‘form’, while in the cooking domain the predominant
meaning is the domain-specific ‘baking tin’.
2 Related Work
Diachronic LSC Detection. Existing ap-
proaches for diachronic LSC detection are mainly
based on three types of meaning representations:
(i) semantic vector spaces, (ii) topic distribu-
tions, and (iii) sense clusters. In (i), semantic
vector spaces, each word is represented as two
vectors reflecting its co-occurrence statistics at
different periods of time (Gulordava and Baroni,
2011; Kim et al., 2014; Xu and Kemp, 2015;
Eger and Mehler, 2016; Hamilton et al., 2016a,b;
Hellrich and Hahn, 2016; Rosenfeld and Erk,
2018). LSC is typically measured by the cosine
distance (or some alternative metric) between the
two vectors, or by differences in contextual dis-
persion between the two vectors (Kisselew et al.,
2016; Schlechtweg et al., 2017). (ii) Diachronic
topic models infer a probability distribution
for each word over different word senses (or
topics), which are in turn modeled as a distri-
bution over words (Wang and McCallum, 2006;
Bamman and Crane, 2011; Wijaya and Yeniterzi,
2011; Lau et al., 2012; Mihalcea and Nastase,
2012; Cook et al., 2014; Frermann and Lapata,
2016). LSC of a word is measured by calculating
a novelty score for its senses based on their
frequency of use. (iii) Clustering models assign
all uses of a word into sense clusters based on
some contextual property (Mitra et al., 2015).
Word sense clustering models are similar to
topic models in that they map uses to senses.
Accordingly, LSC of a word is measured similarly
as in (ii). For an overview on diachronic LSC
detection, see Tahmasebi et al. (2018).
Synchronic LSC Detection. We use the term
synchronic LSC to refer to NLP research ar-
eas with a focus on how the meanings of
words vary across domains or communities of
speakers. Synchronic LSC per se is not
widely researched; for meaning shifts across do-
mains, there is strongly related research which
is concerned with domain-specific word sense
disambiguation (Maynard and Ananiadou, 1998;
Chen and Al-Mubaid, 2006; Taghipour and Ng,
2015; Daille et al., 2016) or term ambiguity detec-
tion (Baldwin et al., 2013; Wang et al., 2013). The
only notable work for explicitly measuring across
domain meaning shifts is Ferrari et al. (2017),
which is based on semantic vector spaces and co-
sine distance. Synchronic LSC across commu-
nities has been investigated as meaning variation
in online communities, leveraging the large-scale
data which has become available thanks to on-
line social platforms (Del Tredici and Ferna´ndez,
2017; Rotabi et al., 2017).
Evaluation. Existing evaluation procedures for
LSC detection can be distinguished into evaluation
on (i) empirically observed data, and (ii) synthetic
data or related tasks. (i) includes case studies of in-
dividual words (Sagi et al., 2009; Jatowt and Duh,
2014; Hamilton et al., 2016a), stand-alone
comparison of a few hand-selected words
(Wijaya and Yeniterzi, 2011; Hamilton et al.,
2016b; Del Tredici and Ferna´ndez, 2017),
comparison of hand-selected changing vs. seman-
tically stable words (Lau et al., 2012; Cook et al.,
2014), and post-hoc evaluation of the predictions
of the presented models (Cook and Stevenson,
2010; Kulkarni et al., 2015; Del Tredici et al.,
2016; Eger and Mehler, 2016; Ferrari et al.,
2017). Schlechtweg et al. (2017) propose a
small-scale annotation of diachronic metaphoric
change.
Synthetic evaluation procedures (ii)
include studies that simulate LSC
(Cook and Stevenson, 2010; Kulkarni et al.,
2015; Rosenfeld and Erk, 2018), evaluate sense
assignments in WordNet (Mitra et al., 2015;
Frermann and Lapata, 2016), identify text
creation dates, (Mihalcea and Nastase, 2012;
Frermann and Lapata, 2016), or predict the log-
likelihood of textual data (Frermann and Lapata,
2016).
Overall, the various studies use different evalu-
ation tasks and data, with little overlap. Most eval-
uation data has not been annotated. Models were
rarely compared to previously suggested ones, es-
pecially if the models differed in meaning repre-
sentations. Moreover, for the diachronic task, syn-
thetic datasets are used which do not reflect actual
diachronic changes.
3 Task and Data
Our study makes use of the evaluation framework
proposed in Schlechtweg et al. (2018), where di-
achronic LSC detection is defined as a comparison
between word uses in two time-specific corpora.
We further applied the framework to create an
analogous synchronic LSC dataset that compares
word uses across general-language and domain-
specific corpora. The common, meta-level task in
Times Domains
DTA18 DTA19 SDEWAC COOK
LALL 26M 40M 109M 1M
L/P 10M 16M 47M 0.6M
Table 1: Corpora and their approximate sizes.
our diachronic+synchronic setup is, given two cor-
pora Ca and Cb, to rank the targets in the respec-
tive datasets according to their degree of related-
ness between word uses in Ca and Cb.
3.1 Corpora
DTA (Deutsches Textarchiv, 2017) is a freely
available lemmatized, POS-tagged and spelling-
normalized diachronic corpus of German contain-
ing texts from the 16th to the 20th century.
COOK is a domain-specific corpus. We crawled
cooking-related texts from several categories
(recipes, ingredients, cookware and cooking tech-
niques) from the German cooking recipes websites
kochwiki.de and Wikibooks Kochbuch3.
SDEWAC (Faaß and Eckart, 2013) is a cleaned
version of the web-crawled corpus DEWAC
(Baroni et al., 2009). We reduced SDEWAC to
1/8th of its original size by selecting every 8th sen-
tence for our general-language corpus.
Table 1 summarizes the corpus sizes after ap-
plying pre-processing. See Appendix A for pre-
processing details.
3.2 Datasets4 and Evaluation
Diachronic Usage Relatedness (DURel).
DURel is a gold standard for diachronic LSC
consisting of 22 target words with varying degrees
of LSC (Schlechtweg et al., 2018). Target words
were chosen from a list of attested changes in
a diachronic semantic dictionary (Paul, 2002),
and for each target a random sample of use pairs
from the DTA corpus was annotated for meaning
relatedness of the uses on a scale from 1 (unre-
lated meanings) to 4 (identical meanings), both
within and across the time periods 1750–1799 and
1850–1899. The annotation resulted in an average
Spearman’s ρ = 0.66 across five annotators and
1,320 use pairs. For our evaluation of diachronic
meaning change we rely on the ranking of the
3de.wikibooks.org/wiki/Kochbuch
4The datasets are available in Appendix C and at
https://github.com/Garrafao/LSCDetection.
target words according to their mean usage
relatedness across the two time periods.
Synchronic Usage Relatedness (SURel).
SURel is a recent gold standard for synchronic
LSC (Ha¨tty et al., 2019) using the same frame-
work as in DURel. The 22 target words were
chosen such as to exhibit different degrees of
domain-specific meaning shifts, and use pairs
were randomly selected from SDEWAC as
general-language corpus and from COOK as
domain-specific corpus. The annotation for
usage relatedness across the corpora resulted in
an average Spearman’s ρ = 0.88 across four
annotators and 1,320 use pairs. For our evaluation
of synchronic meaning change we rely on the
ranking of the target words according to their
mean usage relatedness between general-language
and domain-specific uses.
Evaluation. The gold LSC ranks in the DURel
and SURel datasets are used to assess the cor-
rectness of model predictions by applying Spear-
man’s rank-order correlation coefficient ρ as eval-
uation metric, as done in similar previous studies
(Gulordava and Baroni, 2011; Schlechtweg et al.,
2017; Schlechtweg and Schulte im Walde, 2018).
As corpus data underlying the experiments we rely
on the corpora from which the annotated use pairs
were sampled: DTA documents from 1750–1799
as Ca and documents from 1850–1899 as Cb for
the diachronic experiments, and the SDEWAC cor-
pus as Ca and the COOK corpus as Cb for the syn-
chronic experiments.
4 Meaning Representations5
Our models are based on two families of distri-
butional meaning representations: semantic vector
spaces (Section 4.1), and topic distributions (Sec-
tion 4.2). All representations are bag-of-words-
based, i.e. each word representation reflects a
weighted bag of context words. The contexts of
a target word wi are the words surrounding it in an
n-sized window: wi−n, ..., wi−1, wi+1, ..., wi+n.
4.1 Semantic Vector Spaces
A semantic vector space constructed from a cor-
pus C with vocabulary V is a matrix M , where
5Find the hyperparameter settings in Appendix
A. The scripts for vector space creation, align-
ment, measuring LSC and evaluation are available at
https://github.com/Garrafao/LSCDetection.
each row vector represents a word w in the vo-
cabulary V reflecting its co-occurrence statistics
(Turney and Pantel, 2010). We compare two state-
of-the-art approaches to learn these vectors from
co-occurrence data, (i) counting and (ii) predict-
ing, and construct vector spaces for each time pe-
riod and domain.
4.1.1 Count-based Vector Spaces
In a count-based semantic vector space the matrix
M is high-dimensional and sparse. The value of
each matrix cellMi,j represents the number of co-
occurrences of the word wi and the context cj ,
#(wi, cj). In line with Hamilton et al. (2016b)
we apply a number of transformations to these
raw co-occurrence matrices, as previous work has
shown that this improves results on different tasks
(Bullinaria and Levy, 2012; Levy et al., 2015).
Positive Pointwise Mutual Information (PPMI).
In PPMI representations the co-occurrence counts
in each matrix cellMi,j are weighted by the posi-
tive mutual information of target wi and context cj
reflecting their degree of association. The values
of the transformed matrix are
M
PPMI
i,j = max
{
log
(
#(wi, cj)
∑
c
#(c)α
#(wi)#(cj)α
)
− log(k), 0
}
,
where k > 1 is a prior on the probability
of observing an actual occurrence of (wi, cj)
and 0 < α < 1 is a smoothing param-
eter reducing PPMI’s bias towards rare words
(Levy and Goldberg, 2014; Levy et al., 2015).
Singular Value Decomposition (SVD). Trun-
cated SVD finds the optimal rank d factor-
ization of matrix M with respect to L2 loss
(Eckart and Young, 1936). We use truncated SVD
to obtain low-dimensional approximations of the
PPMI representations by factorizing MPPMI into
the product of the three matrices UΣV ⊤. We keep
only the top d elements of Σ and obtain
MSVD = UdΣ
p
d,
where p is an eigenvalue weighting parameter
(Levy et al., 2015). The ith row of MSVD corre-
sponds to wi’s d-dimensional representation.
Random Indexing (RI). RI is a dimensional-
ity reduction technique based on the Johnson-
Lindenstrauss lemma according to which points
in a vector space can be mapped into a randomly
selected subspace under approximate preserva-
tion of the distances between points, if the
subspace has a sufficiently high dimensional-
ity (Johnson and Lindenstrauss, 1984; Sahlgren,
2004). We reduce the dimensionality of a count-
based matrix M by multiplying it with a random
matrix R:
MRI =MR|V|×d,
where the ith row of MRI corresponds to wi’s d-
dimensional semantic representation. The choice
of the random vectors corresponding to the rows
in R is important for RI. We follow previous work
(Basile et al., 2015) and use sparse ternary random
vectors with a small number s of randomly dis-
tributed −1s and +1s, all other elements set to 0,
and we apply subsampling with a threshold t.
4.1.2 Predictive Vector Spaces
Skip-Gram with Negative Sampling (SGNS)
differs from count-based techniques in that it di-
rectly represents each word w ∈ V and each con-
text c ∈ V as a d-dimensional vector by implicitly
factorizing M =WC⊤ when solving
argmax
θ
∑
(w,c)∈D
log σ(vc · vw) +
∑
(w,c)∈D′
log σ(−vc · vw),
where σ(x) = 1
1+e−x
, D is the set of all ob-
served word-context pairs andD′ is the set of ran-
domly generated negative samples (Mikolov et al.,
2013a,b; Goldberg and Levy, 2014). The opti-
mized parameters θ are vci = Ci∗ and vwi = Wi∗
for w, c ∈ V , i ∈ 1, ..., d. D′ is obtained by draw-
ing k contexts from the empirical unigram distri-
bution P (c) = #(c)|D| for each observation of (w,c),
cf. Levy et al. (2015). SGNS and PPMI repre-
sentations are highly related in that the cells of
the implicitly factorized matrix M are PPMI val-
ues shifted by the constant k (Levy and Goldberg,
2014). Hence, SGNS and PPMI share the hyper-
parameter k. The final SGNS matrix is given by
MSGNS =W,
where the ith row of MSGNS corresponds to wi’s
d-dimensional semantic representation. As in
RI we apply subsampling with a threshold t.
SGNS with particular parameter configurations
has shown to outperform transformed count-based
techniques on a variety of tasks (Baroni et al.,
2014; Levy et al., 2015).
4.1.3 Alignment
Column Intersection (CI). In order to make the
matrices A and B from time periods a < b (or
domains a and b) comparable, they have to be
aligned via a common coordinate axis. This is
rather straightforward for count and PPMI repre-
sentations, because their columns correspond to
context words which often occur in both A and
B (Hamilton et al., 2016b). In this case, the align-
ment for A and B is
ACI∗j = A∗j for all cj ∈ Va ∩ Vb,
BCI∗j = B∗j for all cj ∈ Va ∩ Vb,
where X∗j denotes the jth column of X.
Shared Random Vectors (SRV). RI offers an
elegant way to align count-based vector spaces
and reduce their dimensionality at the same time
(Basile et al., 2015). Instead of multiplying count
matrices A and B each by a separate random ma-
trix RA and RB they may be multiplied both by
the same random matrix R representing them in
the same low-dimensional random space. Hence,
A and B are aligned by
ASVR = AR,
BSVR = BR.
We follow Basile et al. and adopt a slight varia-
tion of this procedure: instead of multiplying both
matrices by exactly the same random matrix (cor-
responding to an intersection of their columns) we
first construct a shared random matrix and then
multiply A and B by the respective sub-matrix.
Orthogonal Procrustes (OP). In the low-
dimensional vector spaces produced by SVD, RI
and SGNS the columns may represent different
coordinate axes (orthogonal variants) and thus
cannot directly be aligned to each other. Follow-
ing Hamilton et al. (2016b) we apply OP analysis
to solve this problem. We represent the dictio-
nary as a binary matrix D, so that Di,j = 1 if
wi ∈ Vb (the ith word in the vocabulary at time
b) corresponds to wj ∈ Va. The goal is then to
find the optimal mapping matrixW ∗ such that the
sum of squared Euclidean distances between B’s
mapping Bi∗W and Aj∗ for the dictionary entries
Di,j is minimized:
W ∗ = argmin
W
∑
i
∑
j
Di,j‖Bi∗W −Aj∗‖2.
Following standard practice we length-normalize
and mean-center A and B in a pre-processing step
(Artetxe et al., 2017), and constrain W to be or-
thogonal, which preserves distances within each
time period. Under this constraint, minimizing the
squared Euclidean distance becomes equivalent to
maximizing the dot product when finding the opti-
mal rotational alignment (Hamilton et al., 2016b;
Artetxe et al., 2017). The optimal solution for this
problem is then given by W ∗ = UV ⊤, where
B⊤DA = UΣV ⊤ is the SVD of B⊤DA. Hence,
A and B are aligned by
AOP = A,
BOP = BW ∗,
where A and B correspond to their preprocessed
versions. We also experiment with two vari-
ants: OP− omits mean-centering (Hamilton et al.,
2016b), which is potentially harmful as a better
solution may be found after mean-centering. OP+
corresponds to OP with additional pre- and post-
processing steps and has been shown to improve
performance in research on bilingual lexicon in-
duction (Artetxe et al., 2018a,b). We apply all OP
variants only to the low-dimensional matrices.
Vector Initialization (VI). In VI we first learn
AVI using standard SGNS and then initialize the
SGNS model for learning BVI on AVI (Kim et al.,
2014). The idea is that if a word is used in simi-
lar contexts in a and b, its vector will be updated
only slightly, while more different contexts lead to
a stronger update.
Word Injection (WI). Finally, we use the word
injection approach by Ferrari et al. (2017) where
target words are substituted by a placeholder in
one corpus before learning semantic representa-
tions, and a single matrix MWI is constructed for
both corpora after mixing their sentences. The ad-
vantage of this approach is that all vector learning
methods described above can be directly applied
to the mixed corpus, and target vectors are con-
structed directly in the same space, so no post-hoc
alignment is necessary.
4.2 Topic Distributions
Sense ChANge (SCAN). SCAN models LSC
of word senses via smooth and gradual changes
in associated topics (Frermann and Lapata, 2016).
The semantic representation inferred for a tar-
get word w and time period t consists of a K-
dimensional distribution over word senses φt and
a V -dimensional distribution over the vocabulary
ψt,k for each word sense k, where K is a prede-
fined number of senses for target word w. SCAN
places parametrized logistic normal priors on φt
and ψt,k in order to encourage a smooth change
of parameters, where the extent of change is con-
trolled through the precision parameterKφ, which
is learned during training.
Although ψt,k may change over time for word
sense k, senses are intended to remain themati-
cally consistent as controlled by word precision
parameter Kψ. This allows comparison of the
topic distribution across time periods. For each
target word w we infer a SCAN model for two
time periods a and b and take φaw and φ
b
w as the
respective semantic representations.
5 LSC Detection Measures
LSC detection measures predict a degree of LSC
from two time-specific semantic representations of
a word w. They either capture the contextual sim-
ilarity (Section 5.1) or changes in the contextual
dispersion (Section 5.2) of w’s representations.6
5.1 Similarity Measures
Cosine Distance (CD). CD is based on cosine
similarity which measures the cosine of the an-
gle between two non-zero vectors ~x, ~y with equal
magnitudes (Salton and McGill, 1983):
cos(~x, ~y) =
~x · ~y√
~x · ~x√~y · ~y .
The cosine distance is then defined as
CD(~x, ~y) = 1− cos(~x, ~y).
CD’s prediction for a degree of LSC of w between
time periods a and b is obtained by CD(~wa, ~wb).
Local Neighborhood Distance (LND). LND
computes a second-order similarity for two non-
zero vectors ~x, ~y (Hamilton et al., 2016a). It mea-
sures the extent to which ~x and ~y ’s distances to
their shared nearest neighbors differ. First the co-
sine similarity of ~x, ~y with each vector in the union
of the sets of their k nearest neighbors Nk(~x) and
6Find an overview of which measure was applied to which
representation type in Appendix A.
Nk(~y) is computed and represented as a vector s
whose entries are given by
s(j) = cos(~x, ~zj) ∀~zj ∈ Nk(~x) ∪Nk(~y).
LND is then computed as cosine distance between
the two vectors:
LND(~x, ~y) = CD( ~sx, ~sy).
LND does not require matrix alignment, because
it measures the distances to the nearest neighbors
in each space separately. It was claimed to capture
changes in paradigmatic rather than syntagmatic
relations between words (Hamilton et al., 2016a).
Jensen-Shannon Distance (JSD). JSD com-
putes the distance between two probability dis-
tributions φx, φy of words wx, wy (Lin, 1991;
Donoso and Sanchez, 2017). It is the symmetrized
square root of the Kullback-Leibler divergence:
JSD(φx||φy) =
√
DKL(φx||M) +DKL(φy||M)
2
,
whereM = (φx+φy)/2. JSD is high if φx and φy
assign different probabilities to the same events.
5.2 Dispersion Measures
Frequency Difference (FD). The log-
transformed relative frequency of a word w
for a corpus C is defined by
F (w,C) = log
|w ∈ C|
|C|
FD of two words x and y in two corpora X and Y
is then defined by the absolute difference in F:
FD(x,X, y, Y ) = |F (x,X) − F (y, Y )|
FD’s prediction for w’s degree of LSC between
time periods a and b with corpora Ca and Cb is
computed as FD(w,Ca, w,Cb) (parallel below).
Type Difference (TD). TD is similar to FD, but
based on word vectors ~w for words w. The nor-
malized log-transformed number of context types
of a vector ~w in corpus C is defined by
T (~w,C) = log
∑
i=1 1 if ~wi 6= 0
|CT | ,
where |CT | is the number of types in corpus C .
The TD of two vectors ~x and ~y in two corpora X
and Y is the absolute difference in T:
TD(~x,X, ~y, Y ) = |T (~x,X)− T (~y, Y )|.
Dataset Preproc Win Space Parameters Align Measure Spearman m (h, l)
DURel
LALL 10 SGNS k=1,t=None OP CD 0.866 (0.914, 0.816)
LALL 10 SGNS k=5,t=None OP CD 0.857 (0.891, 0.830)
LALL 5 SGNS k=5,t=0.001 OP CD 0.835 (0.872, 0.814)
LALL 10 SGNS k=5,t=0.001 OP CD 0.826 (0.863, 0.768)
L/P 2 SGNS k=5,t=None OP CD 0.825 (0.826, 0.818)
SURel
L/P 2 SGNS k=1,t=0.001 OP CD 0.851 (0.851, 0.851)
L/P 2 SGNS k=5,t=None OP CD 0.850 (0.850, 0.850)
L/P 2 SGNS k=5,t=0.001 OP CD 0.834 (0.838, 0.828)
L/P 2 SGNS k=5,t=0.001 OP− CD 0.831 (0.836, 0.817)
L/P 2 SGNS k=5,t=0.001 OP CD 0.829 (0.832, 0.823)
Table 2: Best results of ρ scores (Win=Window Size, Preproc=Preprocessing, Align=Alignment, k=negative sam-
pling, t=subsampling, Spearman m(h,l): mean, highest and lowest results).
Entropy Difference (HD). HD relies on vector
entropy as suggested by Santus et al. (2014). The
entropy of a non-zero word vector ~w is defined by
V H(~w) = −
∑
i=1
~wi∑
j=1 ~wj
log
~wi∑
j=1 ~wj
.
VH is based on Shannon’s entropy (Shannon,
1948), which measures the unpredictability of w’s
co-occurrences (Schlechtweg et al., 2017). HD is
defined as
HD(~x, ~y) = |V H(~x)− V H(~y)|.
We also experiment with differences in H between
topic distributions φaw, φ
b
w, which are computed in
a similar fashion, and with normalizing VH by di-
viding it by log(V T (~w)), its maximum value.
6 Results and Discussions
First of all, we observe that nearly all model pre-
dictions have a strong positive correlation with the
gold rank. Table 2 presents the overall best results
across models and parameters.7 With ρ = 0.87 for
diachronic LSC (DURel) and ρ = 0.85 for syn-
chronic LSC (SURel), the models reach compa-
rable and unexpectedly high performances on the
two distinct datasets. The overall best-performing
model is Skip-Gram with orthogonal alignment
and cosine distance (SGNS+OP+CD). The model
is robust in that it performs best on both datasets
and produces very similar, sometimes the same re-
sults across different iterations.
Pre-processing and Parameters. Regarding
pre-processing, the results are less consistent:
LALL (all lemmas) dominates in the diachronic
task, while L/P (lemma:pos of content words)
7For models with randomness we computed the average
results of five iterations.
dominates in the synchronic task. In addition,
L/P pre-processing, which is already limited on
content words, prefers shorter windows, while
LALL (pre-processing where the complete sentence
structure is maintained) prefers longer windows.
Regarding the preference of L/P for SURel, we
blame noise in the COOK corpus, which contains
a lot of recipes listing ingredients and quanti-
ties with numerals and abbreviations, to presum-
ably contribute little information about context
words. For instance, COOK contains 4.6% numer-
als, while DTA only contains 1.2% numerals.
Looking at the influence of subsampling, we
find that it does not improve the mean performance
for Skip-Gram (SGNS) (with ρ = 0.506, without
ρ = 0.517), but clearly for Random Indexing (RI)
(with ρ = 0.413, without ρ = 0.285). Levy et al.
(2015) found that SGNS prefers numerous nega-
tive samples (k > 1), which is confirmed here:
mean ρ with k = 1 is 0.487, and mean ρ with
k = 5 is 0.535.8 This finding is also indicated in
Table 2, where k = 5 dominates the 5 best results
on both datasets; yet, k = 1 provides the overall
best result on both datasets.
Semantic Representations. Table 3 shows the
best and mean results for different semantic repre-
sentations. SGNS is clearly the best vector space
model, even though its mean performance does not
outperform other representations as clearly as its
best performance. Regarding count models, PPMI
and SVD show the best results.
SCAN performs poorly, and its mean results
indicate that it is rather unstable. This may be
explained by the particular way in which SCAN
constructs context windows: it ignores asymmet-
ric windows, thus reducing the number of training
8For PPMI we observe the opposite preference, mean ρ
with k = 1 is 0.549 and mean ρ with k = 5 is 0.439.
instances considerably, in particular for large win-
dow sizes.
Dataset Representation best mean
DURel
raw count 0.639 0.395
PPMI 0.670 0.489
SVD 0.728 0.498
RI 0.601 0.374
SGNS 0.866 0.502
SCAN 0.327 0.156
SURel
raw count 0.599 0.120
PPMI 0.791 0.500
SVD 0.639 0.300
RI 0.622 0.299
SGNS 0.851 0.520
SCAN 0.082 -0.244
Table 3: Best and mean ρ scores across similarity mea-
sures (CD, LND, JSD) on semantic representations.
Alignments. The fact that our modification of
Hamilton et al. (2016b) (SGNS+OP) performs
best across datasets confirms our assumption that
column-mean centering is an important prepro-
cessing step in Orthogonal Procrustes analysis and
should not be omitted.
Additionally, the mean performance in Table
4 shows that OP is generally more robust than
its variants. OP+ has the best mean perfor-
mance on DURel, but performs poorly on SURel.
Artetxe et al. (2018a) show that the additional pre-
and post-processing steps of OP+ can be harm-
ful in certain conditions. We tested the influ-
ence of the different steps and identified the non-
orthogonal whitening transformation as the main
reason for a performance drop of ≈20%.
In order to see how important the align-
ment step is for the low-dimensional embeddings
(SVD/RI/SGNS), we also tested the performance
without alignment (‘None’ in Table 4). As ex-
pected, the mean performance drops considerably.
However, it remains positive, which suggests that
the spaces learned in the models are not random
but rather slightly rotated variants.
Especially interesting is the comparison of
Word Injection (WI) where one common vector
space is learned against the OP-models where two
separately learned vector spaces are aligned. Al-
though WI avoids (post-hoc) alignment altogether,
it is consistently outperformed by OP, which is
shown in Table 4 for low-dimensional embed-
dings.9 We found that OP profits from mean-
centering in the pre-processing step: applying
9We see the same tendency for WI against random index-
ing with a shared random space (SRV), but instead variable
results for count and PPMI alignment (CI). This contradicts
Dataset OP OP− OP+ WI None
DURel 0.618 0.557 0.621 0.468 0.254
SURel 0.590 0.514 0.401 0.492 0.285
Table 4: Mean ρ scores for CD across the alignments.
Applies only to RI, SVD and SGNS.
mean-centering to WI matrices improves the per-
formance by 3% on WI+SGNS+CD.
The results for Vector Initialization (VI) are un-
expectedly low (on DURel mean ρ = −0.017, on
SURel mean ρ = 0.082). An essential parame-
ter choice for VI is the number of training epochs
for the initialized model. We experimented with
20 epochs instead of 5, but could not improve the
performance. This contradicts the results obtained
by Hamilton et al. (2016b) who report a “negligi-
ble” impact of VI when compared to OP−. We
reckon that VI is strongly influenced by frequency.
That is, the more frequent a word is in corpus Cb,
the more its vector will be updated after initializa-
tion on Ca. Hence, VI predicts more change with
higher frequency in Cb.
Detection Measures. Cosine distance (CD)
dominates Local Neighborhood Distance (LND)
on all vector space and alignment types (e.g., mean
ρ on DURel with SGNS+OP is 0.723 for CD vs.
0.620 for LND) and hence should be generally
preferred if alignment is possible. Otherwise LND
or a variant of WI+CD should be used, as they
show lower but robust results.10 Dispersion mea-
sures in general exhibit a low performance, and
previous positive results for them could not be re-
produced (Schlechtweg et al., 2017). It is striking
that, contrary to our expectation, dispersion mea-
sures on SURel show a strong negative correlation
(max. ρ = −0.79). We suggest that this is due
to frequency particularities of the dataset: SURel’s
gold LSC rank has a rather strong negative correla-
tion with the targets’ frequency rank in the COOK
corpus (ρ = −0.51). Moreover, because COOK
is magnitudes smaller than SDEWAC the normal-
ized values computed in most dispersion measures
in COOK are much higher. This gives them also
a much higher weight in the final calculation of
the absolute differences. Hence, the negative cor-
relation in COOK propagates to the final results.
the findings in Dubossarsky et al. (2019), using, however, a
different task and synthetic data.
10JSD was not included here, as it was only applied to
SCAN and its performance thus strongly depends on the un-
derlying meaning representation.
This is supported by the fact that the only measure
not normalized by corpus size (HD) has a positive
correlation. As these findings show, the dispersion
measures are strongly influenced by frequency and
very sensitive to different corpus sizes.
Control Condition. As we saw, dispersion mea-
sures are sensitive to frequency. Similar ob-
servations have been made for other LSC mea-
sures (Dubossarsky et al., 2017). In order to test
for this influence within our datasets we follow
Dubossarsky et al. (2017) in adding a control con-
dition to the experiments for which sentences are
randomly shuffled across corpora (time periods).
For each target word we merge all sentences from
the two corpora Ca and Cb containing it, shuffle
them, split them again into two sets while hold-
ing their frequencies from the original corpora ap-
proximately stable and merge them again with the
original corpora. This reduces the target words’
mean degree of LSC between Ca and Cb signifi-
cantly. Accordingly, the mean degree of LSC pre-
dicted by the models should reduce significantly if
the models measure LSC (and not some other con-
trolled property of the dataset such as frequency).
We find that the mean prediction on a result sam-
ple (L/P, win=2) indeed reduces from 0.5 to 0.36
on DURel and from 0.53 to 0.44 on SURel. More-
over, shuffling should reduce the correlation of
individual model predictions with the gold rank,
as many items in the gold rank have a high de-
gree of LSC, supposedly being canceled out by
the shuffling and hence randomizing the ranking.
Testing this on a result sample (SGNS+OP+CD,
L/P, win=2, k=1, t=None), as shown in Table 5,
we find that it holds for DURel with a drop from
ρ = 0.816 (ORG) to 0.180 on the shuffled (SHF)
corpora, but not for SURel where the correlation
remains stable (0.767 vs. 0.763). We hypoth-
esize that the latter may be due to SURel’s fre-
quency properties and find that downsampling all
target words to approximately the same frequency
in both corpora (≈ 50) reduces the correlation
(+DWN). However, there is still a rather high cor-
relation left (0.576). Presumably, other factors
play a role: (i) Time-shuffling may not totally ran-
domize the rankings because words with a high
change still end up having slightly different mean-
ing distributions in the two corpora than words
with no change at all. Combined with the fact that
the SURel rank is less uniformly distributed than
DURel this may lead to a rough preservation of
Dataset ORG SHF +DWN
DURel 0.816 0.180 0.372
SURel 0.767 0.763 0.576
Table 5: ρ for SGNS+OP+CD (L/P, win=2, k=1,
t=None) before (ORG) and after time-shuffling (SHF)
and downampling them to the same frequency
(+DWN).
the SURel rank after shuffling. (ii) For words with
a strong change the shuffling creates two equally
polysemous sets of word uses from two monose-
mous sets. The models may be sensitive to the
different variances in these sets, and hence predict
stronger change for more polysemous sets of uses.
Overall, our findings demonstrate that much more
work has to be done to understand the effects of
time-shuffling as well as sensitivity effects of LSC
detection models to frequency and polysemy.
7 Conclusion
We carried out the first systematic comparison of
a wide range of LSC detection models on two
datasets which were reliably annotated for sense
divergences across corpora. The diachronic and
synchronic evaluation tasks we introduced were
solved with impressively high performance and
robustness. We introduced Word Injection to over-
come the need of (post-hoc) alignment, but find
that Orthogonal Procrustes yields a better perfor-
mance across vector space types.
The overall best performing approach on both
data suggests to learn vector representations for
different time periods (or domains) with SGNS,
to align them with an orthogonal mapping, and to
measure change with cosine distance. We further
improved the performance of the best approach
with the application of mean-centering as an im-
portant pre-processing step for rotational vector
space alignment.
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A Pre-processing and Hyperparameter
Details
Corpora. For our experiments we used the
TCF-version of DTA released September 1,
2017.11 For all corpora, we removed words below
a frequency threshold t. For the smallest corpus
COOK we set t = 2, and set the other thresholds in
the same proportion to the corpus size. This led to
t = 25, 37, 97 for DTA18, DTA19 and SDEWAC
respectively. (Note that we excluded three targets
from the DURel dataset and one target from the
SURel dataset because they were below the fre-
quency threshold.) We then created two versions:
• a version with minimal pre-processing, i.e.,
with punctuation removed and lemmatization
(LALL)
• a stronger preprocessed version with only
content words. After punctuation removal,
lemmatization and POS-tagging, only nouns,
verbs and adjectives were retained in the form
lemma:POS (L/P)
Context window. For all models we experi-
mented with values n = {2, 5, 10} as done in
Levy et al. (2015). It is important to note that the
extraction of context words differed between mod-
els, because of inherent parameter settings of the
implementations. While our implementations of
the count-based vectors have a stable window of
size n, SGNS has a dynamic context window with
maximal size n (cf. Levy et al., 2015) and SCAN
has as stable window of size n, but ignores all oc-
currences of a target word where the number of
context words on either side is smaller than n.
This may affect the comparability of the differ-
ent models, as especially the mechanism of SCAN
can lead to very sparse representations on corpora
with small sentence sizes, as e.g. the COOK cor-
pus. Hence, this variable should be controlled in
future experiments.
Vector Spaces. We followed previous work in
setting further hyper-parameters (Hamilton et al.,
2016b; Levy et al., 2015). We set the number of
dimensions d for SVD, RI and SGNS to 300. We
trained all SGNS with 5 epochs. For PPMI we
set α = .75 and experimented with k = {1, 5}
for PPMI and SGNS. For RI and SGNS we ex-
perimented with t = {none, .001}. For SVD we
set p = 0. In line with Basile et al. (2015) we set
11
http://www.deutschestextarchiv.de/download
s = 2 for RI and SRV. Note though that we had a
lower d than Basile et al., who set d = 500.
SCAN. We experimented with K = {4, 8}. For
further parameters we followed the settings cho-
sen by Frermann and Lapata (2016): Kψ = 10 (a
high value forcing senses to remain thematically
consistent across time). We set Kφ = 4, and the
Gamma parameters a = 7 and b = 3. We used
1, 000 iterations for the Gibbs sampler and set the
minimum amount of contexts for a target word per
time period min = 0 and the maximum amount
tomax = 2000.
Measures. For LND we set k = 25 as recom-
mended by Hamilton et al. (2016a). The normal-
ization constants for FD, HD and TD were calcu-
lated on the full corpus with the respective prepro-
cessing (without deleting words below a frequency
threshold).
B Model Overview
Find an overview of all tested combinations of se-
mantic representations, alignments and measures
in Table 6.
C Datasets
Find the datasets with the target words and their
annotated degree of LSC in Tables 7 and 8.
Semantic Representation
Alignment Measure
CI SRV OP VI WI CD LND JSD FD TD HD
raw count x x x x x x
PPMI x x x x
SVD x x x x
RI x x x x x
SGNS x x x x x
SCAN x (x)
Table 6: Combinations of semantic representation, alignment types and measures. (FD has been computed directly
from the corpus.)
lexeme POS LSC freq. Ca freq. Cb
Vorwort NN -1.58 85 273
Donnerwetter NN -1.84 100 89
Presse NN -1.88 193 1519
Feine NN -1.93 112 84
Anstalt NN -2.07 425 911
Feder NN -2.14 1489 3022
billig ADJ -2.43 2073 1705
Motiv NN -2.66 104 2551
Anstellung NN -2.68 53 499
packen VV -2.74 279 1057
locker ADJ -2.84 454 769
technisch ADJ -2.89 25 2177
geharnischt ADJ -3.0 56 117
Zufall NN -3.11 2444 1618
Bilanz NN -3.2 51 58
englisch ADJ -3.34 1921 7280
Reichstag NN -3.45 609 1781
Museum NN -3.73 414 1827
Abend NN -3.79 4144 4372
Table 7: DURel dataset without flott, Kinderstube and
Steckenpferd, which were excluded for low frequency.
Ca=DTA18, Cb=DTA19. LSC denotes the inverse
compare rank from (Schlechtweg et al., 2018), where
high values mean high change.
lexeme POS LSC freq. Ca freq. Cb
Schnee NN -1.05 2228 53
Strudel NN -1.05 232 46
schlagen VV -1.1 14693 309
Gericht NN -1.15 13263 1071
Schuß NN -1.42 2153 117
Hamburger NN -1.53 5558 46
abschrecken VV -1.75 730 170
Form NN -2.25 36639 851
trennen VV -2.65 5771 170
Glas NN -2.7 3830 863
Blech NN -2.95 409 145
Prise NN -3.1 370 622
Paprika NN -3.33 377 453
Mandel NN -3.45 402 274
Messer NN -3.5 1774 925
Rum NN -3.55 244 181
Salz NN -3.74 3087 5806
Eiweiß NN -3.75 1075 3037
Schokolade NN -3.98 947 251
Gemu¨se NN -4.0 2696 1224
Schnittlauch NN -4.0 156 247
Table 8: SURel dataset without Messerspitze, which
was excluded for low frequency. Ca=SDEWAC,
Cb=COOK. LSC denotes the inverse compare rank
from (Schlechtweg et al., 2018), where high values
mean high change.
