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Abstract
STEPHEN GOLDBERGER: INSTRUMENTAL VARIABLES ESTIMATION
WITH MIXED DATA SAMPLING (MIDAS).
(Under the direction of Dr. Eric Ghysels.)
In most discrete time series models, the instrumental variables (IV) of estimation are the
same time frequency as the error term. This is the case even if the underlying theoretical
model allows instruments of a higher time frequency. This dissertation shows the asymptotic
variance of IV parameter estimates may improve when instruments of a higher time frequency
than the error term are utilized. In particular this dissertation shows improvements within the
Mixed Data Sampling (MIDAS) framework for dealing with data series of mixed frequencies.
The estimates improve in terms of asymptotic variance under three separate series of as-
sumptions and methodologies for incorporating higher frequency instruments. First, a general
methodology is outlined for constructing asymptotically better instruments for martingale dif-
ference sequence errors. Second, an argument is made for using MIDAS forecasts to construct
the asymptotically optimal instruments for these martingale difference sequence errors. Finally
for the the assumption of moving average errors being conditionally zero given the information
set, mixed frequency information instruments lead to improvements in parameter estimates.
In addition to mixed frequency instruments, considering mixed frequency moment conditions
also improves estimation. In all three cases, the proposed methods are illustrated on asset
pricing models using real world data.
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Chapter 1
Introduction
1.1 Motivation
Consider a vector time series Yt=1,..t∗ for a fixed time frequency 4t. Suppose in a given
theoretical model, there exists a vector h(θ, Yt=1,..t∗), a function of a K × 1 parameter vector
θ as well as the data up to and including time t∗. Furthermore, there exists a θ0, the true
value of the parameters, such that E[h(θ0, Yt=1,..t+1) | σ(Yt, Yt−1, ...)] = 0. The error vector t
is defined at the true value θ0:
t ≡ h(θ0, Yτ=1,..t) (1.1)
From repeated application of the law of iterated expectations, the theoretical model equiv-
alently says Et[t+i] = 0, i ≥ 1. In other words, the model states that {t+i}i≥1 is a martingale
difference sequence with respect to σ(Yt, ...), the natural filtration with respect to the data
series Yt.
Now consider any subset Zt ∈ σ(Yt, Yt−1, ...). Consider any specific z∗t ∈ Zt and apply the
Law of Iterated Expectations:
E[z∗t t+1] = E[Et[z
∗
t t+1]]
= E[zt Et[t+1]
= 0
There is a moment condition with which one can use Instrumental Variables (IV) estimation
where z∗t is the instrument of choice as a specific case of Generalized Method of Moments
(GMM) as outlined in Hansen (1982). The GMM optimal weighting matrix is used to estimate
the true parameter θ0. Instrumental variables can be used as long as the GMM regularity
conditions are satisfied and there are at least an M number of instruments in the set Zt such
thatM ≥ K. In other words, one can estimate θ0 as long as the model is just or over-identified.
With this framework in place, the question then becomes: Which instruments should one use
to estimate θ0?
Just choosing any and all instruments available can result in a large number of moment con-
ditions which can cause problems as seen in Han and Phillips (2006) and Koenker and Machado
(1999) among others. Under certain regularity conditions in GMM estimation, the parameter
values are consistently estimated no matter which instruments are chosen. It seems natural
that the instruments that yield the most efficient estimates for parameters, or the instruments
which yield the smallest asymptotic variance for the parameter estimates should be chosen.
In the case of just identification, where K =M , and the total number of instruments in Zt is
M , the optimal instruments are trivially the only instruments chosen with the optimal weight-
ing matrix for GMM estimation (See Anatolyev (2007)). However, in almost all econometric
specifications for this framework, there will be over-identification.
The choice of optimal instruments in instrumental variables estimation for a time series
Yt=1,...,T with a martingale difference sequence (MDS) has been explored in many earlier pa-
pers. In Hayashi and Sims (1983), an optimal IV-estimator utilizing forward-filtering is defined
for a specific model in which instruments are not explicitly exogenous and serial correlation is
allowed in the error term. Hansen and Singelton (1996) define optimal instruments for Linear
Asset Pricing Models (LAPM’s) with moving average errors. Nagel and Singleton (2011) find
optimal instruments for Conditional Asset Pricing Models in the case where there is a Stochas-
tic Discount Factor as an affine function of factors. In the simple case where yt = x
′
tβ+ t and
E[t+1 | σ(Zt,Zt−1...)] = 0, Chamberlain (1987) finds an explicit form for the optimal instru-
ments when there is no serial correlation in t. In the case of serial correlation, a much more
complicated form for the optimal instrument is required depending on the nature of the corre-
lation. Anatolyev (2007) takes a survey of optimal instruments in time series, exploring many
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explicit examples and defining their optimal instruments given assumptions like conditional
heteroscedasticity and homoscedasticity. For the earlier assumption that {t+i}i≥1 is a mar-
tingale difference sequence the optimal instrument asymptotically is known from Chamberlain
(1987). This instrument is problematic in application however, since it is not observable and
assumptions regarding the conditional variance of the error are required for its construction.
Consider a second time series Y HF
t− i
N
of a higher frequency than Yt. The index i indicates
the higher frequency observation counting back from time t. Suppose the underlying model
allows the further assumption that E[t+1|σ(Yt, Y HFt− I
N
, Yt−1, Y
HF
t−1− I
N
, ...)] = 0. Then any high
frequency subset ZHF
t− i
N
∈ σ(Yt, Y HFt− I
N
, ...) is a valid instrument for estimation as well. Addi-
tionally, any function of both the low and high frequency instrument sets, F (Zt, Z
HF
t− i
N
), is
a valid instrument as well. This additional information creates a new, stronger restriction
on parameter estimation. This dissertation will explore how this stronger assumption can be
used for estimation of models with martingale difference sequence errors to improve parameter
estimates.
1.2 Organization
This dissertation considers two possible methodologies for utilizing higher frequency instru-
ments to improve the estimation of parameters in terms of the asymptotic standard errors.
In Chapter 2, a very general methodology is outlined, where no assumptions on the second
moments of the errors are made beyond the GMM regularity condition that the variance is
finite. This methodology is designed for higher frequency instruments which give smaller
asymptotic variance by construction. The instruments are chosen from the set of instruments
with smallest estimated asymptotic variance from the data. The method is tested by con-
sidering the Cox, Ingersoll, and Ross (1985) model for the short term interest rate and the
Bollerslev and Zhou (2002) model for integrated volatility.
In Chapter 3, the optimal instruments from Chamberlain (1987) for an MDS error se-
quence is constructed using mixed frequency data. In particular they are applied to the
affine stochastic discount factor asset pricing model from Nagel and Singleton (2011). The
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optimal instruments for this asset pricing model are known, but they consist of the prod-
uct of two conditional moments. Chapter 3 proposes the MIDAS forecasting method from
Andreou, Ghysels, and Kourtellos (2010) to be used to construct these conditional moments
using mixed frequency data. The results from estimating according to these MIDAS opti-
mal instruments are compared to the original results from Nagel and Singleton (2011). Im-
provements with regard to the asymptotic standard errors are found. In addition to mixed
frequency instruments, mixed frequency moment conditions or error terms are considered for
estimation as well. In other words the error terms are a function of low and high frequency
data: t ≡ h(θ0, Yt=1,..t, Y HFt=1,..t).
Mixed frequency data leads one to consider errors of different forecast horizons beyond
the next low frequency period. Chapter 4 considers the instruments in situations where the
following moment condition holds: E[t+m|σ(Yt, Y HFt , Yt−1, Y HFt−1 , ...)] = 0 for m > 1. Errors of
this form are moving average errors of order M − 1. The optimal instruments for these errors
are not the same as for an MDS since the autocorrelation must be accounted for. Chapter 4
proposes the IV estimation of this model and construction of the optimal instruments for a
mixed frequency information set. The methodology is then applied to the constant relative
risk aversion linear asset pricing model of Hansen and Singelton (1996).
These three distinct methodologies all entail mixing the frequencies of the data available to
the econometrician. Furthermore, they utilize the MIDAS (Mixed Data Sampling) framework
developed in Ghysels, Santa-Clara, and Valkanov (2005), Andreou, Ghysels, and Kourtellos
(2010a), Ghysels (2012) and other papers.
1.3 Background and Related Work
Mixed Data Sampling or MIDAS refers to the regression models and filtering methods de-
veloped by Ghysels et al with regard to data sampled at different frequencies. Work deal-
ing with this form of regression modeling include Ghysels, Santa-Clara, and Valkanov (2005),
Ghysels, Sinko, and Valkanov (2007), and Andreou, Ghysels, and Kourtellos (2010a). In par-
ticular Andreou, Ghysels, and Kourtellos (2010) and Ghysels and Wright (2009) explore the
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use of daily financial time series to forecast quarterly and monthly macroeconomic variables,
which is of particular interest to this dissertation. Ghysels and Wright (2010) deals with MI-
DAS instruments and the first chapter of this dissertation is primarily concerned with improv-
ing their methodology by extending it to IV-models with a vector of parameters as opposed
to a scalar. For IV estimation of a scalar, Ghysels and Wright (2010) designed a device for
reducing the dimensionality of instruments in a time series context by using a lag polyno-
mial function of basic instruments. In particular if instruments of a higher frequency are
considered in the lag polynomial there are improvements in small sample performance. The
device involves iterating between solving for the GMM estimate for a particular parameterized
lag polynomial, and solving for the parameterized lag polynomial that leads to the smallest
asymptotic variance for that GMM estimate.
Optimal instrument research with regard to time series models is detailed in Anatolyev
(2007). This dissertation is particularly interested in the optimal instruments of Chamberlain
(1987) from that survey for a martingale difference sequence. The instrument is the conditional
score multiplied by the inverse of the conditional variance of the error. Nagel and Singleton
(2011) considers application of that optimal instrument to an asset pricing model with an
affine stochastic discount factor. The conditional score and variance are estimated using local-
ized polynomial regressions and improvements are found from considering the corresponding
optimal instruments.
Hansen and Singelton (1996) discusses the optimal instruments for errors of a longer fore-
cast horizon. For m > 1, an error term t+m will exhibit autocorrelation, namely the errors will
be moving average errors of order m− 1. Hansen and Singelton (1996) discusses the optimal
instruments for linear models at this greater forecast horizon. The paper finds improvements
in small sample estimation from using the instruments.
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Chapter 2
MIDAS Instruments for More than One Parameter
2.1 Motivation
Let Yt=1,..t∗ be a vector time series for a fixed time frequency 4t. There is an MDS error
vector t defined at the true K dimensional parameter value θ0:
t ≡ h(θ0, Yτ=1,..t) (2.1)
E[h(θ0, Yτ=1,..t+1)|σ(Yt, Yt−1, ...)] = 0 (2.2)
For some subset of instruments Zt ∈ σ(Yt, Yt−1, ...), θ0 can be estimated according to instru-
mental variables from the moment condition E[ztt+1] = 0. This chapter designs a very general
methodology which is applicable to any and all time series models which assume errors which
are martingale difference sequences with respect to a filtration. The method is feasible for
any and all econometric models for which one can acquire higher frequency data points for
Yt and assume the error is conditionally zero for said data points. The proposed instruments
will lead to smaller estimated asymptotic standard errors. This is accomplished by extending
Ghysels and Wright (2010) and developing a MIDAS instrument procedure for the situation
in which the number of parameters K can be greater than 1.
The assumption that the error is a martingale difference sequence is a powerful one: Given
all the information contained in {Zt−i}(i≥0), the instrument subset of σ(Yt, ...), the expectation
for the error is zero. Suppose the time frequency is one month and zAt ∈ Zt is the price of
asset A. The data contains zAt , ∀t, and at t∗, the model says that the expectation of t∗+1 = 0
not just given the price of asset A at the beginning of month t∗, but given the entire price
history of A up to the beginning of month t∗. Suppose the value of zA
t− i
r
for any t ∈ {1, 2, ..t∗},
and i ∈ {0, 1, 2, ..., r} is such that zA
t− i
r
∈ Zt∗ . Namely, previous higher frequency observations
of instruments are contained in the given instrument set Zt. This means that they are valid
instruments for estimation, since it is assumed that E[t+1|zAt∗− i
r
] = 0.
When estimating the parameters according to Instrumental Variables, one should choose
instruments containing as much of the information as feasible about the current state of the
world, or the conditioning information set Ft = σ(Yt, ...). In particular, instead of just using
data realized at time t, one could use the entire history of data between time t and t− 1. The
simplest way to do this would be to use {zA
t− i
r
}, i ∈ {0, ..., r} as an instrument for estimation.
However if each of the high frequency instruments are stacked into a vector zt, it can be
difficult to invert the matrix Sˆ = Eˆ[(zt ⊗ t+1)(zt ⊗ t+1)′] used in optimal GMM estimation
due to its size. Also inverting may be especially difficult if the data is at a very high frequency
and zA
t− i
r
and zA
t− i+1
r
are quite similar for all t and i, meaning the matrix may be less than
full rank or ill-behaved in practice. In order to avoid this problem, a solution used in MIDAS
regressions discussed in Ghysels, Sinko, and Valkanov (2007) is adopted to this case. In MIDAS
regressions, instead of running a regression on each of the zA
t− i
r
data points, a weighted average
of the r observations zA
t− i
r
between t and t− 1 is used. In this chapter, a weighted sum of the
instruments zA
t− i
r
are constructed to create a single, new instrument for instrumental variables
estimation. This process for the case where the vector θ0 is a one dimensional scalar is outlined
in Ghysels and Wright (2010). That procedure will be adapted for the case where θ0 is a K×1
dimensional vector, K ≥ 1.
Replacing the naive higher frequency instrument specification with a single MIDAS instru-
ment reduces the chosen instrument set significantly, allowing for ease in estimation as fewer
moments need to be matched while still ensuring that the restriction that the error be orthog-
onal to the higher frequency previous instruments is not lost. There is a trade off between
using many instruments and ease of estimation. This procedure aims to minimize that trade
off, and reduce the loss of information that comes with reducing the set of instruments used
in estimation.
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2.2 Methodology
As in Ghysels and Wright (2010), consider the moment condition Et[h(θ0, Yi=1,...,t+1)] = 0
where {Yt}Tt=1 is a time series, but unlike in Ghysels and Wright let θ be a K×1, K ≥ 1 vector
of parameters where θ0 is its true value, and h(θ, Yt) is a vector function (possibly scalar).
Recall that t = h(θ0, Yi=1,...,t) in other words a function h(·) evaluated at the true value θ0.
Let ∆t be the initial sampling frequency (i.e., a month, day, quarter, etc) and the number of
higher frequency observations contained within ∆t to be r (i.e. r ≈ 20 daily observations for ev-
ery month). Consider z∗t , one possible higher frequency instrument such that the data includes
observations {z∗
t− 0
r
, z∗
t− 1
r
, ..., }. A weighted sum of the r + 1 instruments {z∗
t− 0
r
, z∗
t− 1
r
, ..., z∗t− r
r
}
parameterized by a vector α(i) is constructed. This parameter vector is indexed by i, the ith
moment condition of the M dimensional moment vector. Let D be the number of instruments
chosen for estimation. Because θ is K × 1, if the dimension of the error vector is C ≥ 1,
C ·D ≥M ≥ K in order to estimate θ0. It is not necessary that all D instruments be MIDAS
instruments, only at least one in order to follow this methodology. In other words, replace
each of the moments for the element c of the error vector t:
E

z∗
t− 0
r
hc,t+1(θ, Yt)
z∗
t− 1
r
hc,t+1(θ, Yt)
.
.
.
z∗
t− r
r
hc,t+1(θ, Yt)

with a single moment:
E
( r∑
j=0
wj(α
(i))Ljz∗t
)
hc,t+1(θ, Yt)

where L is the lag operator operating at smaller sampling frequency 1
r
. Call the in-
strument
∑r
j=0wj(α
(i))Ljz∗t a MIDAS instrument. Note that it’s not necessarily true that
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∑r
j=0wj(α
(i)) = 1, however in many applications it may make sense to do so.
The potential weighting schemes are numerous. The weighting scheme to use is based on
matters of convenience, theory and observation. For example, volatility over a trading day has
been found empirically to be smile shaped as there are more trades and price movements at
the beginning and end of the trading day. A smile shaped weighting scheme over the previous
day’s price process for an asset might grant a superior instrument. Two possible weighting
schemes will be introduced below.
One possible weighting scheme is a normalized exponential Almon lag polynomial. Either
in the unrestricted: wuj or restricted: w
r
j forms below.
wuj = wj(α1, α2)
wuj =
eα1j+α2j
2∑r
m=0 e
α1m+α2m2
wrj = wj(α1, 0)
Depending on the magnitude of α1 and α2, the unrestricted weighting scheme is upward,
downward, or smile shaped weighting over the size of the lag. For the restricted model, α1 > 0
indicates upward weighting (more weight on older observations) and α1 < 0 is downward. If
α1 = 0 there is equal weighting, or a simple average.
A second weighting scheme utilized is the normalized beta probability density function.
Define xj ≡ (j−1)(r−1)2 . Consider the following specifications, unrestricted or restricted, zero or
nonzero weighting on the previous lag:
wu,nzj = wj(α1, α2, α3)
wu,nzj =
xα1−1j (1− xj)α2−1∑r
m=1 x
α1−1
m (1− xm)α2−1
+ α3
wr,nzj = wj(1, α2, α3)
wu,zj = wj(α1, α2, 0)
wr,zj = wj(1, α2, 0)
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Once an appropriate parameterized weighting scheme wj(α
(i))j={0,...,r} and higher fre-
quency data series of interest z∗t are chosen, define:
Ljz∗t ≡ z∗t− j
r
(2.3)
b(α(i), L) ≡
r∑
j=0
wj(α
(i))Lj (2.4)
fi ≡ b(α(i), L)z∗t hc(θ, Yt) (2.5)
Thus fi is an element of the moment vector f(Yt, θ, α), constructed with a MIDAS in-
strument. It follows from the earlier extension of the law of iterated expectations that
E[fi(Yt, θ0, α
(i))] = 0 for any possible value of α(i). This serves as one moment condition.
Since the vector θ is K dimensional, only one of the M ≥ K moments required for estimation
has been chosen. It is possible to either continue this process to define more MIDAS instru-
ment moment conditions or choose another instrument to get the proper number of moment
conditions needed for estimation.
The M moment conditions are then assembled into a vector f(Yt, θ, α) where at least one
of the conditions is MIDAS-IV as defined earlier. The vector α consists of the parameters α(i)
which are components of the various MIDAS instruments used to assemble the M moments.
Hence it could contain elements of different dimensions, i.e. α(i) could be an element of R2
and α(j) could be an element of R4.
Note that depending on the specification, if C ≥ 2, one may decide not to use the same
MIDAS instrument for each of the C elements of the error vector. For example, one may
choose the same z∗t for each of the elements of the error vector, but allow for different weighting
schemes. Alternatively, one can choose completely different z∗t and z
∗∗
t depending on which
element of the error vector is being multiplied by the instrument. This provides some more
flexibility in estimation.
Once theM moment conditions are assembled into a vector f(Yt, θ, α) such that E[f(Yt, θ0, α)] =
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0, the GMM estimator from Hansen (1982) can be defined as follows for all values of α:
θ̂(α) ≡ argmin
θ
1
T
T∑
t=1
f(Yt, θ, α)
′Wf(Yt, θ, α) (2.6)
where W is the GMM weighting matrix. W is selected to be the optimal weighting matrix
according to continuously updating GMM estimation from Hansen, Heaton, and Yaron (1996),
namely Ω̂(θ, α)−1 where Ω̂(θ, α) is a consistent estimate of Ω(θ, α) = E[f(Yt, θ, α)f(Yt, θ, α)
′].
The procedure is initialized by choosing a value of α arbitrarily, and finding the GMM estimate
θ̂ = θ̂(α) by continuously updating GMM estimation.
Define:
D(α, θ) ≡ E
[
∂f(Yt, θ, α)
∂θ
]
(2.7)
Under the usual GMM regularity conditions, the asymptotic distribution of the GMM estima-
tor for any given value of α is:
√
T (θ̂(α)− θ0)→d N
[
0, (D(α, θ0)
′Ω(θ0, α)
−1D(α, θ0))
−1
]
This is a multivariate normal distribution. Given that the goal is efficiency in estimation and
that this distribution holds for any and all possible values of the vector α, one should choose
the value of α which gives the smallest asymptotic variance. Since the asymptotic variance
is a K × K matrix, the natural measure of size is its norm, where the matrix norm || · || is
induced by the euclidean norm in RK . Recall that the induced norm of a a× b matrix A given
normed spaces (Ra, || · ||) and (Rb, || · ||) is:
||A|| = max{||Ax|| : x ∈ Rb, ||x|| ≤ 1}
where the euclidean norm in RK is defined as:
||x|| =
√√√√ K∑
i=1
x2i
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It follows that one should choose the value of α as:
α0(θ0) ≡ argminα
∥∥(D(α, θ0)′Ω(θ0, α)−1D(α, θ0))−1∥∥ (2.8)
Unfortunately this value cannot be calculated directly from the data as neither the true func-
tional form for the asymptotic variance, nor the true value of θ0 is known. Instead, the
feasible problem can be solved by replacing D(α, θ) with a consistent estimate D̂(α, θ̂) =
1
T
∑T
t=1(∂f(Yt, θ̂, α)/(∂θ) where θ̂ is the consistent estimate of θ0 from Equation 2.6. Conse-
quently, the value of α can be chosen as:
α̂(θ̂) ≡ argminα
∥∥∥(D̂(α, θ̂)′Ω̂(θ̂, α)−1D̂(α, θ̂))−1∥∥∥ (2.9)
It may be the case that θ̂(α) 6= θ̂(α̂) , as there is now a new weighting scheme and hence a
new instrument for IV estimation. Hence take the new value α̂ and estimate θ0 a second time.
Then take the new estimate for θ0 and estimate a new α. Repeat this process and iterate
between finding the values defined by Equations (2.6) and (2.9) until convergence is reached.
Note that the MIDAS Instruments procedure outlined in Ghysels and Wright (2010) is a
special case of this method where θ is a scalar. In this case, the definition of α̂(θ) (Equation
2.9) reduces to:
α̂(θ) = argmaxα D̂(α, θ)
′Ω̂(θ, α)−1D̂(α, θ) (2.10)
which is the estimation procedure for α outlined in Ghysels and Wright (2010). Equivalence
holds since maximizing a positive scalar value is identical to minimizing its reciprocal, and for
a positive scalar a, || 1
a
|| = 1
a
.
2.3 Empirical Results
This procedure is applied to two financial time series models: Cox, Ingersoll, and Ross (1985)
and Bollerslev and Zhou (2002).
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2.3.1 Term Structure: Cox-Ingersoll-Ross
In Chan, Karolyi, Longstaff, and Sanders (1992), a GMM method is outlined as an estima-
tion procedure for the following Cox-Ingersoll-Ross continuous short term interest rate model
(Cox, Ingersoll, and Ross (1985)):
drt = a(b− rt)dt+ σ√rtdWt (2.11)
where Wt is a Wiener Process and rt is the short term interest rate. Given daily one month
yield data from St. Louis Federal Reserve from July 31, 2001 to June 25, 2010, the following
formulation is an discrete time approximation of the Cox Ingersoll-Ross model:
yt+1 − yt = a+ b(yt) + t+1 (2.12)
Et[t+1] = 0 (2.13)
Et[
2
t+1] = σ
2yt (2.14)
Et[t+1t+j+1] = 0 (2.15)
where ∆t is one month. Thus one can form the following vector of error terms:
h(θ, Yt) =
 yt+1 − yt − a− b(yt)
(yt+1 − yt − a− b(yt))2 − σ2yt

such that Et[h(θ0, Yt+1)] = 0. The vector of parameters θ has 3 dimensions, containing the
values a,b, and σ whereas the vector h(θ, Yt) has 2 dimensions; at least two instruments are
needed in order to estimate according to GMM. First follow Chan (1992) and use a constant
and the yield at time t as instruments as a baseline model. MIDAS instruments are compared
to this baseline model to judge if there are improvements in estimation. Initially the same
MIDAS instrument is used for both elements of the error term vector, then two separate MIDAS
instruments are used for each element of the error vector to see if there are improvements in
the asymtotic standard errors.
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The weighting scheme utilized is the restricted normalized almon weighting scheme. So for
a parameter α(i), the weights on the lagged j ∈ {0, 1, ..., 20} observation is
wj =
eα
(i)j∑r
m=0 e
α(i)m
Also it is required that α(i) ≤ 0, forcing a downward weighting scheme for the instruments to
ensure the most recent instruments are weighted more heavily than the less recent instruments
within the previous low frequency time interval.
Initial moment conditions from Chan, et al. (2 stage GMM):
E

h1(θ, Yt)
h2(θ, Yt)
yt h1(θ, Yt)
yt h2(θ, Yt)

= 0
MIDAS moment conditions (single MIDAS instrument):
E

h1(θ, Yt)
h2(θ, Yt)
b(α,L) yt h1(θ, Yt)
b(α,L) yt h2(θ, Yt)

= 0
In the specification outlined in this chapter. α(3) = α(4) = α, a scalar
MIDAS moment conditions (two separate MIDAS instruments):
E

h1(θ, Yt)
h2(θ, Yt)
b(α1, L) yt h1(θ, Yt)
b(α2, L) yt h2(θ, Yt)

= 0
In the specification outlined in this chapter. α(3) = α1 ∈ α and α(4) = α2 ∈ α, a vector of the
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two separate MIDAS parameters.
All three econometric specifications give 4 moment conditions for 3 parameters, which is
over-identification, and a solution can be found.
The Newey West optimal weighting matrix is estimated with 200 lags or roughly ten
months. There are 2207 daily observations. Overlapping observations are used, where r = 20 is
the last 20 daily observations for each time period t. Thus ∆t is equal to 21 daily observations
into the future. The results are listed in Table 2.1.
Table 2.1: Cox Ingersoll Ross Results
Method a b σ α1 α2 ||Âvar||
Chan .0192 -.0178 .2117 - - 4.037
(.0407) (.0138) (.0167)
MIDAS #1 .0173 -.0169 .2120 -.3657 -.3657 3.948
(.0403) (.0138) (.0168)
MIDAS #2 .0174 -.0171 .2135 -.4273 0 3.934
(.0402) (.0137) (.0169)
Figure 2.1: MIDAS 1 Weights
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The improvement in the standard errors is minimal. In order to shrink the norm of the
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Figure 2.2: MIDAS 2 Weights
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asymptotic variance, the standard errors in estimation of σ increase in order to get a decrease
in standard errors for a. Whether or not this is an improvement is unclear.
As constructed, the following weighting scheme for the parameters α mean that in the case
of the first specification of MIDAS instruments, there is downward weighting as lag length
increases. The most recent yields are given more weight than the less recent ones. The Cox-
Ingersoll-Ross Model of the term structure is a Markov order one model, which means the
price of the asset at time t is sufficient information to describe the current state of the world.
The fact that some yields from the previous period are valuable as an instrument in terms of
minimizing the asymptotic variance is evidence that the model is misspecified. Given that the
model is a discrete time approximation of a continuous time process, this is not surprising.
Once different parameters are allowed for the error term and for the volatility, the optimal
MIDAS weighting parameter for the error remains a downward weighting scheme, but the
parameter for the volatility instead is essentially an even weight of each of the past 20 days’
monthly yields. This indicates that there is some persistence in the volatility, and perhaps a
more sophisticated stochastic volatility model would be preferable. Not only is there an issue
with the discretization, but perhaps the fundamental model is incorrect and the process is not
as simple as a Cox-Ingersoll-Ross continuous time process. There is much empirical evidence
16
that this is the case.
2.3.2 Integrated Volatility
In Bollerslev and Zhou (2002) a stochastic volatility model is estimated by GMM. The log
price process pt is defined as follows:
dpt = µtdt+
√
VtdBt
dVt = κ(θ − Vt)dt+ σ
√
VtdWt
where Vt is a scalar latent volatility process, µt is the mean and (dBt, dWt) are two brownian
motions. The parameter κ is considered to be the mean reversion parameter, θ the long run
mean of the volatility process, and σ the volatility of the volatility. In order for the process to
be well defined, it is required that κ > 0, θ > 0, and σ2 ≤ 2κθ.
The fundamental issue facing estimation of stochastic volatility models by GMM is that the
volatility process Vt is unobservable. As a result, usually alternative estimation techniques are
utilized like Efficient Method of Moments (EMM) and Markov Chain Monte Carlo estimation
(MCMC). However, if there are several high frequency observations of the log price pt, then
one can find an estimate for the quadratic variation from time t to T , defined as follows:
[p, p]GT − [p, p]Gt ≡ lim
||G||→0
P∑
i=1
[
pt+ i
P
(T−t) − pt+ i−1
P
(T−t)
]2
where G is the partition of the interval from t to T , ||G|| is the mesh of G (the size of the
longest subinterval), and P is the number of subintervals from t to T . The theory of quadratic
variation says that :
lim
N→∞
2N∑
i=1
[
pt+ i
2N
(T−t) − pt+ i−1
2N
(T−t)
]2 →a.s. ∫ T
t
v(ps, Vs, s; ξ)ds = Vt,T
. In other words, the quadratic variation for finer and finer frequency observations converges
in the limit to the integrated volatility from time t to T .
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So if there is a high frequency data set with many intradaily observations for a particular
asset, an econometrician can find the integrated volatility Vt,T from day t to day t + 1 (or
any future day T ) by taking the sum of the differences in log price squared. For example, the
Euro to U.S. Dollar (Euro/Dollar, price of Euros in Dollars) exchange rate observed every ten
minutes over a 24 hour period is used in this section to estimate the integrated volatility of the
log price process over the course of a day. If this data set is of a sufficiently high frequency, the
integrated volatility can effectively be treated as observable. Bollerslev and Zhou normalize
and consider (T − t) as one day, and define the integrated volatility over the course of a day
as Vt,t+1 =
∑P
i=1
[
pt+ i
P
− pt+ i−1
P
]2
where P is the number of intraperiod intervals observed.
With an observable integrated volatility process, a GMM estimator can be derived.
Bollerslev and Zhou define a vector of moments as follows:
ht(ξ) =
 E[Vt+1,t+2|Gt]− Vt+1,t+2
E[V2t+1,t+2|Gt]− V2t+1,t+2

Where Gt is the sigma algebra generated by only being able to observe the log price process
pt (and thus the integrated volatility). The symbol ξ represents the vector of parameters.
Note that by construction the conditional expectation of ht(ξ) on Gt is zero. They derive
the following form for the conditional moments E[Vt+1,t+2|Gt] and E[V2t+1,t+2|Gt]. For more
information on these derivations consult their appendix:
E[Vt+1,t+2|Gt] = αE[Vt,t+1|Gt] + β
E[V2t+1,t+2|Gt] = HE[V2t,t+1|Gt] + IE[Vt,t+1|Gt] + J
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where
α = e−κ
β = θ(1− e−κ)
H = e−2κ
I =
1
a
[a2(C + 2αβ) + (α− α2)(2αβ +A)]
J = − b
a
[a2(C + 2αβ) + (α− α2)(2ab+A)] + [a2(D + β2) + β(2ab+A) + (1− α2)(b2 +B)]
and
a =
1
κ
(1− e−κ)
b = θ − θ
κ
(1− e−κ)
A =
σ2
κ2
[
1
κ
− 2e−κ − 1
κ
e−2κ]
B =
σ2
κ2
[θ(1 + 2e−κ) +
θ
2κ
(e−κ + 5)(e−κ − 1)]
C =
σ2
κ
(e−κ − e−2κ)
D =
σ2θ
2κ
(1− e−κ)2
So it is possible to construct a two dimensional vector ht(ξ) defined as:
ht(ξ) =
 αE[Vt,t+1|Gt] + β − Vt+1,t+2
HE[V2t,t+1|Gt] + IE[Vt,t+1|Gt] + J − V2t+1,t+2

with three parameters to estimate: κ, θ, and σ. Note that ht(ξ) is expected to be zero condi-
tionally on the observable information at time t (Gt). This lends itself to instrumental variables
estimation, where any variables known at t are applicable. Bollerslev and Zhou construct the
following moment conditions with the integrated volatility from time t− 1 to time t:
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gt(ξ) =

ht,1(ξ)
ht,2(ξ)
Vt−1,tht,1(ξ)
Vt−1,tht,2(ξ)
V2t−1,tht,1(ξ)
V2t−1,tht,2(ξ)

= 0
which has 6 moment conditions for 3 parameters so the model can be estimated. This disserta-
tion improves this estimation by replacing the instruments with MIDAS instruments. Instead
of Vt−1,t consider the instrument with normalized Almon weights defined as follows:
zt(γ) = b(γ, L)(4pt)2 = P∑P
j=1 e
γj
∗
P∑
i=1
[
eγi(pt−1+ i
P
− pt−1+ i−1
P
)2
]
=
P∑
i=1
[
wi(pt−1+ i
P
− pt−1+ i−1
P
)2
]
In other words, replace the integrated volatility over the last period as an instrument with
a weighted sum of the log price differences squared. The sum of the weights are normalized
to be equal to P , which is equivalent to the sum of the weights used to find the quadratic
variation, i.e. equal weighting. These weights are completely described by the parameter γ.
The parameter γ is found by the MIDAS instruments procedure outlined in this chapter. The
following are the moment conditions used in estimation:
gt(γ; ξ) =

ht,1(ξ)
ht,2(ξ)
zt(γ)ht,1(ξ)
zt(γ)ht,2(ξ)
zt(γ)
2ht,1(ξ)
zt(γ)
2ht,2(ξ)

Data on the Forex Euro/Dollar and Yen/Dollar Exchange rate, sampled every ten minutes
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Figure 2.3: Daily Integrated Volatility Euro
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from August 3rd 2008 to September 2nd 2010 is collected from Forexrate.co.uk. After removing
poor data due to holidays, missing values etc, there are 1815 days worth of data, almost
always with 144 intradaily ten minute sampled observations for the 24 hour trading day. The
integrated volatility is graphed in Figures 2.3 and 2.4. This data is used to estimate the
parameters of the simple stochastic volatility model outlined earlier, first using the previous
day’s integrated volatility as an instrument, and then using the MIDAS instruments procedure.
Results are listed in Tables 2.2 and 2.3. Note that in both cases, the requirements that κ > 0,
θ > 0, and σ2 ≤ 2κθ are satisfied.
Table 2.2: Integrated Volatility Results: Euro
Method κ θ σ γ ||Âvar||
B and Z .2526 2.778 ×10−5 -.0030 - .4293
(.0153) (3.573 ×10−6) (2.195 ×10−5)
MIDAS .2714 2.781 ×10−5 -.0031 .0090 .2731
(.0122) (3.589 ×10−6) (1.676 ×10−5)
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Figure 2.4: Daily Integrated Volatility Yen
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Table 2.3: Integrated Volatility Results: Yen
Method κ θ σ γ ||Âvar||
B and Z .0020 5.756 ×10−5 6.030 ×10−4 - 2.834
(.0394) (2.746 ×10−4) (.0040)
MIDAS .0020 5.756 ×10−5 5.736 ×10−4 .1276 .3451
(.0137) (1.155 ×10−4) (.0014)
The first conclusion from looking at the results is that the estimates are basically identical
for both procedures, which is to be expected since both procedures lead to consistent estimates.
In both cases there is a clear improvement in the size of the standard errors, in particular for
the case of the Yen/Dollar exchange rate. Since if α was 0, the MIDAS specification would be
identical to Bollerslev and Zhou’s, it only makes sense that there would be improvements in
the asymptotic standard errors. Looking at the MIDAS weighting scheme, in both cases a lot
of weight is put on the trades made from midnight to 4:00 AM the previous trading day. Since
the data is for a 24 hour trading period, and midnight is indexed by Coordinated Universal
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Figure 2.5: MIDAS Weights Euro
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Figure 2.6: MIDAS Weights Yen
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Time in London, Midnight to 4 AM is equivalent to 9 AM to 1 PM in Japan, and roughly
5PM to 9PM in America. Thus the weighting for the Yen makes sense, but the weighting for
Euro is counter intuitive.
2.4 Conclusion
The MIDAS Instruments methodology for more than one parameter gives improved asymptotic
standard errors by construction. It chooses instruments for the explicit purpose of minimizing
those standard errors, or rather, the estimate of those standard errors from a given sample.
Since in both empirical examples, the MIDAS Instruments methodology nests the initial in-
strumental variables estimation procedure (choose α negative and very large in absolute value
for Term Structure example, choose γ = 0 for integrated volatility example) this procedure
chooses better instruments for estimation. An econometrician cannot do worse by applying
this methodology, given the model is correctly specified. Since almost any weighting scheme
can be considered, this gives a very large framework for improved estimation.
Martingale difference sequence errors are quite common in many time series models, and
even if mixed frequency data is not admissible, the methodology can be applied to a weighted
sum or average of lagged instruments with identical sampling frequency as the initial time
series. In fact, the basic idea could even be applied in a non time series context. As long as
the expectation of a function is zero given more than one instrument, there is a parameterized
weighting scheme of those instruments to improve efficiency by applying this methodology.
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Chapter 3
Optimal MIDAS Instruments for MDS Errors
3.1 Motivation
The large majority of discrete time asset pricing models are only concerned with time series of
a fixed sampling frequency. By only considering data occurring at a single time frequency, a lot
of information available to agents in the economy is ignored by the models. This information
is potentially very useful in properly pricing assets. This chapter combines time series of
different fixed frequencies in order to improve parameter estimation and testing of discrete
time asset pricing models with martingale difference sequence errors. The goal is accomplished
by considering the optimal instruments, in other words the instruments which are theoretically
efficient given the assumptions.
Hansen and Richard (1987) showed that under suitable regularity conditions there is a
unique stochastic discount factor (SDF) mt+1(θ0) that prices all payoffs (in a given payoff
space) according to:
E[mt+1(θ0)Rt+1|Jt] = ι
where Jt is the information set of agents in the economy and Rt is an N -vector (with ι a
unit vector of the same dimension) of so called test assets used to estimate, test or appraise
the empirical specification. The econometric implementation of the above model uses a GMM
estimation procedure involving instrumental variables and amounts to conditioning down the
above fundamental pricing equation to an information set that typically consists of lagged
returns and lagged consumption growth or other series that enter in the specification of mt+1.
This means that a model estimated with quarterly data usually involves lagged quarterly re-
turns and consumption as instruments. The assumption of quarterly pricing kernal estimation
does not imply that instruments should involve data sampled at the same frequency. Agents
know much more than past quarterly consumption.
To illustrate this further, consider the pricing of a single asset (i.e. N = 1) and let quarterly
log per capita consumption growth be the sum of three monthly log per capita consumption
growths in quarterly ∆t: ∆ct ≡ ∆c(1)t + ∆c(2)t + ∆c(3)t , where ∆c(i)t refers to the change in log
consumption in month i of quarter t. Typically the econometrician will consider the moment
conditions:
E[(mt+1(θ0)Rt+1 − 1)×

1
∆c
(1)
t +∆c
(2)
t +∆c
(3)
t
Rt
] = 0
where Rt is the previous quarter’s return. Denote the information set by J
LF
t when it only
consists of same/low frequency data, or formally:
JLFt = σ({Rt−i}i=0,1,.., {∆ct−i}i=0,1,.., {xt−i}i=0,1,..)
where {xt} is a time series vector of data assumed to be known and of interest to the repre-
sentative agent.
Break down variable ∆ct into its individual terms, and construct new instruments and new
moment conditions:
E[(mt+1(θ0)Rt+1 − 1)×

∆c
(1)
t
∆c
(2)
t
∆c
(3)
t
] = 0
As such consider a mixed frequency JMFt information setting, defined as:
JMFt = σ({R(j)t−i}{i=0,1,..,j=1,2,...,NR}, {∆c(j)t−i}{i=0,1,..,j=1,2,3}, {x(j)t−i}{i=0,1,..,j=1,2,...,Nx})
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where the letter i indicates the quarter, and j represents a higher frequency past observation
within that quarter. The highest frequency consumption reported is monthly thus j can only
equal 3 at most for consumption observations, but returns and {x(j)t−i} may be recorded at much
higher frequencies within a given quarter. Is this instrument choice necessarily inadmissible
just because ∆c
(j)
t is a monthly time series instead of quarterly?
The notion that higher frequency data being utilized generates a host of interesting is-
sues. It is desirable to avoid large dimensional estimation problems, where a multitude
of moments are constructed, using many potentially redundant or weak instruments (see
e.g. Koenker and Machado (1999), Han and Phillips (2006), Newey and Windmeijer (2009),
among others). Therefore one may wonder how to use high frequency data without a pro-
liferation of moment conditions. What about optimal GMM instruments? It turns out that
the very notion of optimal GMM instruments (see e.g. Chamberlain (1987), Hansen (1985),
Hansen, Heaton, and Ogaki (1988), Hansen and Singelton (1996), among others) is for a given
data filtration. If the filtration changes, the design of optimal instruments potentially change
as well. This chapter will show how to address this - namely how to take advantage of mixed
frequency data to construct more efficient optimal instruments. In fact, this chapter will show
that under suitable regularity conditions, there will always be improvements in terms of effi-
ciency and therefore specification tests with better (local asymptotic) power can be designed.
While the idea of using mixed frequency data is generic, this chapter will primarily focus on
situations where one also knows how to construct optimal instruments. In particular, the case
of affine SDFs as in Nagel and Singleton (2011) is considered, i.e.mt+1(θ0) = θ0ft+1 where ft+1
are stochastic risk factors (components within {xt−i}). The parameters are estimated using the
optimal choice of instruments in IV estimation, i.e. the instruments such that the asymptotic
covariance matrix is smallest among all GMM estimators. In the case of an affine SDF, the
form of the optimal instrument, A∗t = E
[
∂ht+1(θ0)
∂θ
|Jt
]
(V art[ht+1(θ0)])
−1 is known. Note that
this instrument is the product of two conditional moments. As such the optimal instrument is
fundamentally determined by the corresponding conditional information set or filtration. An
econometrician who uses Jt = J
LF
t in estimation has a different optimal instrument than one
using Jt = J
MF
t or any other feasible filtration defined by the model, since A
∗
t will clearly be
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different depending on the choice of Jt. Thus using the optimal instruments for estimation
requires choosing a filtration. In other words, efficiency is not just a matter of implement-
ing optimal instruments, but also deciding what exactly is the conditioning information and
considering the corresponding optimal instruments for that information.
In particular, this chapter considers the optimal instruments for a given filtration and the
corresponding conditional moments that go into its construction. In addition, it considers
the corresponding optimal Wald and Lagrange Multiplier hypothesis tests as described in
Nagel and Singleton (2011) and proves under suitable regularity conditions that considering
optimal instruments using a mixed frequency filtration as opposed to a low frequency one
leads to a more powerful test under local alternatives. The notion of psuedo-higher frequency
horizon test assets are also introduced in order to potentially improve estimation. These test
assets of a pseudo-higher frequency horizon are low frequency horizon test assets, but are
constructed in such a way that the traditional low frequency portfolio assets can be considered
as buying and selling these higher frequency assets at different points throughout the model’s
horizon.
Finally, the methodology is applied to the empirical application of Nagel and Singleton
(2011) to find smaller asymptotic standard errors for parameter estimates and a more powerful
Wald and Lagrange Multiplier test.
3.2 Affine SDFs and Optimal Instruments
Under fairly mild conditions pertaining to the absence of arbitrage and the law of one price,
Hansen and Richard (1987) show that there is a unique stochastic discount factor (SDF)
mt+1(θ0) that prices all payoffs (in a given payoff space) according to:
E[mt+1(θ0)Rt+1|Jt] = ι
where Rt+1 is an N sized vector of gross asset returns, ι is an N sized unit vector, and Jt is
the information set of the representative agent. The particular class of mt+1(θ0) of interest
to this model, the estimation of θ0 using GMM, and the optimal instruments in estimation
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assuming a mixed frequency Jt and its implications on hypothesis testing follows.
3.2.1 Model and GMM Estimation
Various models define mt+1 differently, but recently, Nagel and Singleton (2011) focused on
SDFs that are affine in ft, a set of observed priced factors, in particular:
mt+1(θ0) = θ
′
0ft+1 (3.1)
where ft+1 is a M × 1 vector of conditional risk factors. The parameters of interest θ can be
written using two subvectors β and γ such that:
mt+1(θ0) = mt+1(β0, γ0) (3.2)
mt+1(θ0) = β
′
0fβ,t+1 + γ
′
0fγ,t+1 (3.3)
The parameter vector θ0 is broken into two separate subvectors for the purpose of hypothesis
testing later, namely to test the null hypothesis that γ0 = 0. An example of an affine SDF
would be:
mt+1(θ0) = (θ
1
0 + θ
2
0at) + (θ
3
0 + θ
4
0at)∆ct+1 (3.4)
where ∆ct is quarterly consumption growth, whereas various choices for at include but are
not limited to the consumption-wealth ratio of Lettau and Ludvigson (2001), the corporate
bond spread of Jagannathan and Wang (1996), or the labor income-consumption ratio of
Santos and Veronesi (2006). With this definition of the stochastic discount factor, define a
pricing error vector as:
ht+1(θ0) = mt+1(θ0)Rt+1 − ι (3.5)
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It is clear that the following holds:
E[ht+1(θ0)|Jt] = 0N (3.6)
where 0N is a N×1 vector of zeros. This states that the pricing error is a martingale difference
sequence with respect to the information set Jt. If any matrix At ∈ Jt such that At is K2 ×N
(K2 ≥ K where K is the dimension of θ), and E [At(∂ht+1(θ0)/∂θ)] has full rank then At is
an admissible instrument for GMM estimation according to the moment condition:
E[Atht+1(θ0)] = 0 (3.7)
For any admissible instrument At, the GMM estimate (with optimal weighting matrix) for θ0
is defined as:
θˆA = argmin
θ
(
1
T
T∑
t=1
Atht+1(θ)
)′
(Σ̂A0 )
−1
(
1
T
T∑
t=1
Atht+1(θ)
)
(3.8)
where T is the number of observations, and Σ̂A0 is a consistent estimate of the matrix
ΣA0 = E
[
Atht+1(θ0)ht+1(θ)
′A′t
]
(3.9)
and the asymptotic covariance matrix for the estimator is
ΩA0 = E
[
At
∂ht+1(θ0)
∂θ
]−1
ΣA0 E
[
∂ht+1(θ0)
′
∂θ
A′t
]−1
(3.10)
No matter what admissible instrument is chosen, under regularity conditions, θˆA will be a
consistent estimate of θ0. Nagel and Singleton (2011) advocate the use of optimal GMM
instruments to exploit the pricing equation more efficiently. As shown in Chamberlain (1987),
Hansen (1985), and Hansen, Heaton, and Ogaki (1988), the optimal instrument which leads
to the asymptotically efficient estimator for a martingale difference sequence is as follows.
A∗t = Ψ
θ′
t Σ
−1
t (3.11)
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where
Ψθ
′
t ≡ E
[
∂ht+1(θ0)
∂θ
∣∣Jt]′ (3.12)
Σt ≡ E
[
ht+1(θ0)ht+1(θ0)
′|Jt
]
(3.13)
≡ V ar [ht+1(θ0)|Jt] (3.14)
This instrument is the conditional score multiplied by the inverse of the conditional variance
of the error term. The first term in the instrument captures the sensitivity of the error to
changes in parameters whereas the second normalizes the error’s conditional variance to a unit
vector. This instrument is not traditionally found in Jt, as a result, feasible estimates must
be used instead in application. This chapter aims to construct better, more feasible estimates
for the optimal instrument by reconsidering the form of Jt and allowing for mixed frequency
observations to be in the information set. The methodology section outlines the procedure
used for estimation.
With these instruments the asymptotic covariance matrix for the estimator simplifies to
ΩA
∗
0 =
(
E[Ψθ
′
t Σ
−1
t Ψ
θ
t ]
)−1
(3.15)
Nagel and Singleton (2011) estimate the conditional moments using local polynomial regres-
sion and a global polynomial approximation.
As noted before, the approach of Nagel and Singleton (2011) can be characterized as
using the information set JLFt with same/low frequency data. The instruments are con-
structed from data of the same frequency as the error term. How can one formulate in-
struments with the mixed frequency filtration JMFt and take advantage of all the informa-
tion known to the representative investor? This chapter uses an extension of the MIDAS
framework introduced in Ghysels, Santa-Clara, and Valkanov (2005) and further developed in
Andreou, Ghysels, and Kourtellos (2010) to accomplish this. For introductory purposes, first
consider the circumstances when Rt+1 is a scalar. In this case the first part of the optimal
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instrument becomes:
E
[
∂ht+1(θ0)
∂θ
|JMFt
]′
= E
[
∂(θ′0ft+1)Rt+1 − 1
∂θ
|JMFt
]′
= E
[
ft+1Rt+1|JMFt
]′
which is a K × 1 vector of conditional moments:
E


f1,t+1Rt+1
.
fK,t+1Rt+1
 |JMFt

Similarly the second part of the optimal instrument becomes (if not considering the inverse
just yet):
V ar
[
ht+1(θ0)|JMFt
]
= V ar
[
(θ′0ft+1)Rt+1 − 1|JMFt
]
= V ar
[
(θ′0ft+1)Rt+1|JMFt
]
=
K∑
i=1
θ20,iV ar
[
fi,t+1Rt+1|JMFt
]
+2
∑
i 6=j
θ0,iθ0,jCov[fj,t+1Rt+1, fi,t+1Rt+1|JMFt ]
Which requires the estimation of the following K ×K covariance matrix:
V ar


f1,t+1Rt+1
.
fK,t+1Rt+1
 |JMFt

To deal with the potential large cross-section of daily series contained within JMFt , Andreou, Ghysels, and Kourtellos
(2010) proposes to run ADL-MIDAS regressions, selecting one series from five main classes of
assets - equities, foreign exchange, corporate risk, commodities prices and fixed income - and
then combine the regression predictions via model averaging. The assets used in the regres-
sions are listed in Appendix A. This procedure in Andreou, Ghysels, and Kourtellos (2010) is
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limited to two sets of data: a set of time series beginning in 1986, and another set beginning
in 1999. The reason for the two separate sets is that paper only considers model averaging
for forecasts involving data sets of the exact same length even though more and more daily
data becomes available at different times throughout the time frame of interest. Instead here
this procedure is augmented by constantly incorporating the newer model predictions as they
become available, such that more models are averaged as the prediction comes closer to the
present day, and data is not separated depending on availability. More detail on this procedure
is given in the methodology section.
In the case where the pricing error is not a scalar, ADL-MIDAS regressions are used in
order to estimate the new expected partial derivatives and all the covariance (off diagonal)
terms in the pricing error’s conditional covariance matrix. Namely the following conditional
moments need to be found:
E
[(
ft+1Ri,t+1
)
|JMFt
]
for all asset returns indexed by i and
Cov(fm,t+1Ri,t+1, fn,t+1Rj,t+1|JMFt )
for all asset returns indexed by i, j, and risk factors indexed by m,n. This information can
be thought of as residing in a 4 dimensional array, which is less convenient than simply being
a matrix as in the case where N = 1. Notice that if N = 1 then this simplifies to determining
the conditional moments and covariance matrix outlined earlier. Although conceiving of a 4
dimensional array is less convenient, the principle remains the same. The optimal instrument
simply consists of a number of conditional moments which have to be properly constructed
and ordered. Creating the optimal instrument entails estimating the conditional moments and
organizing them as the product of K × N matrix Ψt and the N × N matrix Σt. Thus as
before, ADL-MIDAS regressions are used for the new conditional moments of interest and to
construct these matrices. Using these MIDAS estimates for the conditional forecasts one can
construct the two matrices that compose A∗t and estimate the parameters of interest using the
instrument known to be optimal.
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Now consider the situation when N > 1 and the test assets are expressed in a vector. The
first part of the optimal instrument becomes:
E
[
∂ht+1(θ0)
∂θ
|JMFt
]′
= E
[
∂(θ′0ft+1)Rt+1 − 1
∂θ
|JMFt
]′
= E

f1,t+1R1,t+1 ... f1,t+1RN,t+1
f2,t+1R1,t+1 ... f2,t+1RN,t+1
. ... .
fK,t+1R1,t+1 ... fK,t+1RN,t+1
|JMFt

′
which is a K ×N vector of conditional moments.
The second part of the optimal instrument becomes (before taking the inverse):
V ar
[
ht+1(θ0)|JMFt
]
= V ar
[
(θ′0ft+1)Rt+1 − ι|JMFt
]
This is a N ×N conditional covariance matrix. The diagonal element (m,m) is:
Σt,(m,m) = V ar
[
(θ′0ft+1)Rm,t+1 − 1|JMFt
]
=
K∑
i=1
θ20,iV ar
[
fi,t+1Rm,t+1|JMFt
]
+2
∑
i 6=j
θ0,iθ0,jCov[fj,t+1Rm,t+1, fi,t+1Rm,t+1|JMFt ]
and the off diagonal element (m,n), m 6= n is:
Σt,(m,n) = Cov
[
(θ′0ft+1)Rm,t+1 − 1, (θ′0ft+1)Rn,t+1 − 1|JMFt
]
=
K∑
i=1
K∑
j=1
θ0,iθ0,jCov
[
fi,t+1Rm,t+1, fj,t+1Rn,t+1|JMFt
]
Thus to assemble all the moments that are contained in Σt for all factors i, j and test assets
m,n, the following conditional moments need to be estimated:
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Cov(fm,t+1Ri,t+1, fm,t+1Rj,t+1|JMFt )
3.2.2 Hypothesis Testing
After the estimates for the optimal instruments and the resulting GMM estimator are assem-
bled, consider the relevant hypothesis tests for the estimator. Consider the parameters θ0,
which can be broken into two subvectors β0 and γ0. The hypothesis test is whether or not γ0
is composed of zeros. Define G to be the dimension of γ0 and Ω
A
γγ to be the G×G submatrix of
the asymptotic covariance matrix, i.e. ΩAγγ = RWΩ
AR′W where RW is a K dimensional vector
of ones (if θi is part of γ) and zeros (otherwise). If the corresponding Wald statistic is defined
as WT (A
∗), then under the null hypothesis H0 : γ0 = 0 the following holds:
WT (A) ≡ Tγ′T
(
ΩAγγ
)−1
γT
D→ χ2(G) (3.16)
As in Nagel and Singleton (2011) the local power of this test is under consideration. Consider
a local alternative H1T : γ0 = δ/
√
T where δ is some nonzero G × 1 vector. Under the
local alternative, since
√
T (γAT − γ0) → N(δ,ΩAγγ), the asymptotic distribution of ςWT (A) is a
noncentral chi-square distribution with non-centrality parameter as follows:
NC(A) = δ′(ΩAγγ)−1δ (3.17)
NC(A) = δ′(RWΩAR′W )−1δ (3.18)
This holds for any instrument A thus it also holds for the optimal instrument A∗ and any stand-
in optimal instrument estimate constructed from the information set JMFt . The question is
whether or not certain constructed optimal instruments result in more powerful Wald tests
than others. If a decomposition is employed as in Engle (2002) and Halbleib and Voev (2011)
of the conditional covariance matrix Σt to DtRtDt where Dt is a diagonal matrix of positive
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variances and Rt is a correlation matrix then one can rewrite Ω
A∗ as follows
ΩA∗0 =
(
E[Ψθ
′
t Σ
−1
t Ψ
θ
t ]
)−1
=
(
E[Ψθ
′
t D
−1
t R
−1
t D
−1
t Ψ
θ
t ]
)−1
(3.19)
Consider two information sets, a mixed frequency algebra JMFt which is the sigma algebra gen-
erated from high and low frequency observations and JLFt which is the sigma algebra generated
from only the low frequency observations. Note that the mixed frequency information set con-
tains all the possible events contained in the low frequency information set as JLFt ⊂ JMFt .
There are separate conditional moments for each information set, and thus separate noncen-
trality parameters for the distribution of the Wald statistic under the local alternative. This
chapter argues the optimal instrument conditioning on mixed frequency data results in a larger
noncentrality parameter than the optimal instrument conditioning on low frequency data. This
implies that the Wald test with conditioning on the high frequency information set is more
powerful locally, since under the local alternative it is more probable that the Wald statistic
is large enough to be rejected. This can be shown after a few simplifying assumptions.
After some substitution, define the following noncentrality parameters for the optimal
instruments:
NC(A∗)HF = δ′
(
RWE[Ψ
HF,θ′
t (D
HF
t )
−1(RHFt )
−1(DHFt )
−1ΨHF,θt ]R
′
W
)
δ (3.20)
NC(A∗)LF = δ′
(
RWE[Ψ
LF,θ′
t (D
LF
t )
−1(RLFt )
−1(DLFt )
−1ΨLF,θt ]R
′
W
)
δ (3.21)
Where HF stands for conditioning on high frequency data, LF stands for low frequency data.
If it is assumed that ΨHF,θt = Ψ
LF,θ
t so that the conditional expectations of the partial deriva-
tives of the pricing error are the same for both information sets, and that the correlations are
the same i.e. RLFt = R
HF
t , then the only differences in the noncentrality parameters lie in the
variances Dt, which has diagonal elements V ar[hi,t+1(θ0) | JMFt ]. Since the high frequency
information set conditional expectation would be at least as good as the low frequency condi-
tional expectation, it follows that for any asset i: V ar[hi,t+1(θ0) |JLFt ] ≥ V ar[hi,t+1(θ0) |JHFt ],
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or DLFt ≥ DHFt . In the Appendix, it’s shown that under these assumptions, NC(A∗)HF ≥
NC(A∗)LF and conditioning on the high frequency information set results in a more powerful
Wald test locally.
In addition to the Wald statistic, one can construct the corresponding Lagrange Multiplier
statistic. As Nagel and Singleton (2011) show, when using optimal instruments these statistics
are asymptotically equivalent to the following forms below:
ςWT (A)
a
=
(
1√
T
T∑
t=1
ht+1(θ0)
′ΣG−1t HGt
)
Ω∗γγ
(
1√
T
T∑
t=1
HG′t ΣG−1t ht+1(θ0)
)
(3.22)
λT
a
=
1
T
∑
t
HN ′t ΣN−1t hNt+1(β0) (3.23)
ςLMT (A)
a
= Tλ′T
(
1
T
∑
t
HN ′t (βNT )ΣN−1t (βNT )HNt (βNT )
)−1
(3.24)
where:
Ψγt ≡ E
[
∂ht+1(β0, γ0)
∂γ
| JMFt
]
, Ψβt ≡ E
[
∂ht+1(β0, γ0)
∂β
| JMFt
]
(3.25)
Kβγ ≡ E[Ψβ′t Σ−1t Ψγt ] (3.26)
Ht ≡ Ψγt −Ψβt (Kββ)−1Kβγ (3.27)
The superscript G indicates matrices constucted at the unconstrained values for (β0, γ0) and
the superscript N indicates matrices constructed at the constrained value βNT = (β0; γ0 = 0).
These asymptotically equivalent forms are locally more powerful than the standard form of
each statistic as shown in Nagel and Singleton (2011).
3.2.3 Pseudo-Higher Frequency Test Assets
The SDF prices all asset returns which are realized at the ∆t sampling frequency established
by the econometrician. In the empirical section in both this chapter and Nagel and Singleton
(2011) the econometrician chooses ∆t at the quarterly time frequency, and initially considers
pricing the Risk Free asset, the market portfolio, and the four corners of the Fama French
Portfolio matrix (Small Cap / Big Book to Market, Large Cap / Big Book to market, etc) at
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the quarterly time horizon. Another econometrician would be free to choose any other asset
available to the representative agent and use it as a test asset as well as long as its returns are re-
alized at a quarterly time horizon. The SDF would not be able to price a monthly asset return.
In order to do this the modeler would need to break down the quarterly frequency mt+1(θ0)
into the product of three monthly SDFs such that: mt+1(θ0) = m1,t+1(θ0)m2,t+1(θ0)m3,t+1(θ0)
and use m1,t+1(θ0) to price the monthly asset return.
As such, if considering the market return over the quarterly time horizon Rt+1, this gross
return can simply be thought of as the product of higher frequency returns. In particular,
the market return can be written as the product of three monthly frequency returns: Rt+1 =
R
(1)
t+1R
(2)
t+1R
(3)
t+1 where R
(i)
t+1 is the gross (not excess, not adjusted for annualized rate, etc) return
of the market portfolio over month i in quarter t+1. The monthly asset R
(1)
t+1 cannot be priced
using the quarterly SDF. Three quarterly assets can be defined as follows:

R
LF (1)
t+1
R
LF (2)
t+1
R
LF (3)
t+1
 =

R
(1)
t+1R
RF,(2)
t+1 R
RF,(3)
t+1
R
RF,(1)
t+1 R
(2)
t+1R
RF,(3)
t+1
R
RF,(1)
t+1 R
RF,(2)
t+1 R
(3)
t+1

where R
RF,(i)
t+1 is the risk free rate of return over month i of the quarter t + 1. This results
in 3 asset returns which are realized at the quarterly time horizon and are valid test assets
for the quarterly SDF. In addition, the market portfolio can additionally be broken up into
the product of these psuedo-higher frequency assets, as Rt+1 = R
LF (1),(1)
t+1 R
LF (2),(2)
t+1 R
LF (3),(3)
t+1 ,
where R
LF (i),(i)
t+1 is the return over month i of quarter t+ 1 for psuedo higher frequency asset
defined in terms of month i. In general for an asset, construct:
R
LF (i)
t+1 = R
(i)
t+1
∏
j 6=i
R
RF,(j)
t+1 (3.28)
where i, j index the higher frequency time period contained within lower frequency time
period indexed by t+1. The superscript ”LF (i)” is to indicate that it is a low frequency asset
return constructed according to higher frequency subsection i. The superscript ”RF, (j)”
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indicates the risk free rate of return over the time period j. The superscript (i) alone is to
indicate the higher frequency rate of return of the underlying asset over time period i within
t+ 1.
Since these ”LF (i)” asset returns are realized at the lower frequency horizon one can
estimate the parameters of the SDF using them as test assets and construct the optimal
instruments as outlined in this section without issue.
This time dimension breakdown of the assets into higher frequency test assets should enable
a greater representation of the marketplace and the risks facing the representative investor.
Intuitively, the agent faces greater uncertainty about the rate of return of the psuedo-higher
frequency asset that pays the market return over the last higher frequency time interval versus
the asset that pays the market return immediately then reverts to the risk free rate. Both of
these assets are also less risky to the agent than buying and holding the market portfolio and
may enable a more accurate representation of the market dynamics a real investor faces, who
is free to buy and sell assets at almost any time he wishes within any given time frequency.
Thus if given a N sized vector of test assets Rt+1, one can construct the vector R
HF
t+1 of pseudo
higher frequency test assets where element (j, k) of RHFt+1 is R
LF (j)
k,t+1 , the psuedo higher frequency
return of asset k defined by higher frequency period j. Stack the assets on top of each other
and create a new vector of mixed frequency test assets:
RMFt+1 =
 Rt+1
RHFt+1
 (3.29)
This mixed frequency vector can be used for parameter estimation. Note that RMFt+1 is a
N +(N ∗M) vector where M is the number of higher frequency time periods contained in the
lower frequency time period.
With these definitions and findings in place, the next section returns to the problem of
estimating the conditional moments that comprise the optimal instruments.
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3.3 Methodology
For illustrative purposes, briefly define the stochastic discount factor to be mt+1(θ0) = (θ
1
0 +
θ20at)+(θ
3
0+θ
4
0at)∆ct+1 as in Nagel and Singleton (2011) and the empirical examples contained
there and here. The special case of the psuedo-higher frequency test assets are not considered
until the next section. Consider the first conditional moment matrix E
[
∂ht+1(θ0)
∂θ
|JMFt
]
from
the optimal instrument for a vector of pricing errors ht+1(θ). From the definition of ht+1(θ)
the transpose can be written as:
Ψθ
′
t = E
[
∂ht+1
∂θ
|JMFt
]′
=

1 0
at 0
0 1
0 at

E

 R′t+1
∆ct+1R
′
t+1
 |JMFt
 (3.30)
So Ψθ
′
t is a 4×N matrix, constructed of θ0, a factor at which is known at time t, and the con-
ditional moment matrix containing vectors E[Rt+1|JMFt ] and E[∆ct+1Rt+1|JMFt ]. Note that
∆t is one quarter. The second element Σt = V ar[ht+1(θ0)|JMFt ] = E[ht+1(θ0)′ht+1(θ0)|JMFt ]
in the optimal instrument can be broken down as well, written in two separate forms1. First,
if one considers the N ×N matrix Σt = V ar[ht+1(θ0)|JMFt ], the element indexed by (i, j) can
be rewritten as:
Σt,(i,j) =
 θ1 + θ2at
θ3 + θ4at

′
ζt,(i,j)
 θ1 + θ2at
θ3 + θ4at
 (3.31)
where ζ is defined:
ζt,(i,j) ≡
 Cov(Ri,t+1, Rj,t+1|JMFt ) Cov(ri,t+1,∆ct+1Rj,t+1|JMFt )
Cov(∆ct+1Ri,t+1, Rj,t+1|JMFt ) Cov(∆ct+1Ri,t+1,∆ct+1Rj,t+1|JMFt )
(3.32)
1For a detailed derivation of both matrix Σt and Σt consult the Appendix.
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Similarly, if instead the condition that E[mt+1Rt+1|JMFt ] = 1 is imposed in the construction
of the instrument, a second conditional covariance matrix Σt can be constructed. The element
(i, j) of this matrix would be:
Σt,(i,j) =
 θ1 + θ2at
θ3 + θ4at

′
ζt,(i,j)
 θ1 + θ2at
θ3 + θ4at
− 1 (3.33)
where
ζt,(i,j) ≡ E
 Ri,t+1Rj,t+1 ∆ct+1Ri,t+1Rj,t+1
∆ct+1Ri,t+1Rj,t+1 (∆ct+1)
2Ri,t+1Rj,t+1
| JMFt
 (3.34)
Even though Σt = Σt mathematically, replacing the conditional moments with estimates us-
ing data will result in different matrices. As outlined earlier, construction of the pricing
error’s conditional covariance matrix is a matter of arranging all the conditional covariances
Cov(fm,t+1Ri,t+1, fn,t+1Rj,t+1|JMFt ) for all returns i, j and risk factors m,n.
3.3.1 Quarterly Horizon Test Assets
Without explicit definitions of the conditional moments, both of these matrices require one
to use one quarter ahead forecasts in place. Label these time series of interest Y Qt+1 (i.e.
Y Qt+1 = Ri,t+1Rj,t+1 or Y
Q
t+1 = 4ct+1Ri,t+1Rj,t+1 ). The forecasts will take the form of averaged
ADL-MIDAS regressions (Augmented Distibuted Lag), slightly altered from the procedure
outlined in Andreou, Ghysels, and Kourtellos (2010). Suppose in addition to the time series
of interest there is a high frequency time series (for the purposes of this chapter: daily) which
can help describe the state of the financial world and thus the information set of the agent.
Label this time series XD
ND−j,t
such that ND is the number of observations of the time series
in ∆t.2 This time series is indexed by j and t in such a way that j = 0 implies the observation
on date t, i.e. j represents the jth day counting backward from t. Then with a sufficiently
2ND is not indexed by t and ND is kept fixed across all time periods. Although the number of higher
frequency observations contained in ∆t is likely not uniform it is not a concern if the data indexed by
t lags back beyond time t− 1 in estimation.
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large sample size, the time series can be forecast according to the following equation:
Y Qt+1 = µ+
p
Q
Y
−1∑
j=0
αj+1Y
Q
t−j +
ND−1∑
j=0
βjX
D
ND−j,t + ut+1 (3.35)
where E[ut+1|JMFt ] = 0. The problem with this procedure is that it leads to parameter
proliferation. Thus the MIDAS framework to is instead used to replace each of the βj
slope coefficients with a weighting scheme for all the ND lagged observations of XD
ND−j,t
parameterized by only one to three parameters. As in previous MIDAS papers such as
Ghysels, Santa-Clara, and Valkanov (2006) and the previous chapter, consider a parameterized
weighting schemes such as those of the normalized exponential almon lagged polynomial:
wj(φ
D) =
exp(φ1j + φ2j
2)∑ND
j=1 exp(φ1j + φ2j
2)
(3.36)
or a normalized Beta probability density function:
wj(φ
D) =
xφ1−1j (1− xj)φ2−1∑ND
i=1 xjφ1 − 1(1− xj)φ2−1
(3.37)
where xj ≡ j − 1
(ND − 1)2
Rewrite the forecast equation as an ADL−MIDAS(pQY , 1) from Andreou, Ghysels, and Kourtellos
(2010):
Y Qt+1 = µ+
p
Q
Y
−1∑
j=0
αj+1Y
Q
t−j + β
ND−1∑
i=0
wi(φ
D)XDND−i,t + ut+1 (3.38)
Unfortunately only considering forecasts based on a single time series XD
ND−j,t
loses a lot of
the market dynamics. Thus the forecast is improved by model averaging, a technique found
in Stock and Watson (2008). This dissertation chooses various time series of interest from
among 5 different time series groupings: Corporate Risk, Equity, Foreign Exchange Rate,
Commodities, and Government. For the time series which are daily returns, a forecast using
daily returns squared is also computed. For a complete list of the time series used, consult the
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appendix. Once the M number of forecasts are accumulated, construct a final combination
forecast:
f̂Q
t+1|t =
M∑
i=1
ŵi,tŶ
Q
i,t+1|t (3.39)
where
∑M
i=1 wˆi,t = 1. The squared discounted MSFE forecast combinations method is used
to determine the size of these weights. In this procedure, each of the individual forecasts’
recent mean squared forecast error is calculated. A discounted sum of the most recent squared
MSFE is collected. Weights are then chosen which are inversely proportional to this sum.
Thus individual forecasts with small recent MSFEs get more weight than others. The explicit
formulation for the weights is as follows:
ŵi,t =
λ−1i,t∑n
j=1 λ
−1
j,t
(3.40)
λi,t =
t−h∑
τ=T0
δt−h−τ (Y Qτ+h − Ŷ Qi,τ+h|τ )2 (3.41)
The default is δ = .9. It’s important to note that the forecast windows are expanding for
the forecasts as the sample moves through time. Instead of considering a rolling window (for
example 3 years) to generate the forecasts the data series from the first observation to the date
of forecast is utilized. Practically, this creates a problem for averaging. Not all time series data
starts on the same date, either due to the underlying asset not existing or not being recorded.
Rather than trying to limit the sample to a time period with all the time series known as
in Andreou, Ghysels, and Kourtellos (2010), an option would be to accumulate forecasts and
MSFE as the model moves through time, increasing the size ofM when an appropriate number
of observations is reached to allow estimation. The default specification demands 3 years worth
of observations before forecasting, and 2 years worth of MFSEs are needed before including
the individual forecast in the average. Thus 5 years worth of observations are required before
a forecast can be included.
Thus consider an element in the optimal instrument, Cov(ri,t+1, rj,t+1|JMFt ). It’s known
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that Cov(ri,t+1, rj,t+1|JMFt ) = E[ri,t+1rj,t+1|JMFt ] − E[ri,t+1|JMFt ]E[rj,t+1|JMFt ], so the con-
ditional covariance can be represented as a function of squared discounted MSFE MIDAS
forecast combinations, namely the forecasts for {ri,t+1rj,t+1}, {ri,t+1}, {rj,t+1}. Since the fore-
cast combinations involve entirely data contained in the information set JMFt which allows for
high frequency data, the stand-in for the optimal instrument A∗t is in J
MF
t , and is therefore
admissible. Construct two optimal instruments, A∗t using Σt and A
∗
t using Σt, then use them
as instruments in GMM estimation.
3.3.2 Psuedo-Higher Frequency Test Assets
The methodology outlined for the standard ∆t asset returns is valid for psuedo-higher fre-
quency asset returns, and could be repeated. However this method hopes to make a slight im-
provement in estimation taking advantage of the unique structure of the asset. Recall Equation
3.38 which gives the forecast equations for the conditional moments as ADL−MIDAS(pQY , 1)
forecasts:
Y Qt+1 = µ+
p
Q
Y
−1∑
j=0
αj+1Y
Q
t−j + β
ND−1∑
i=0
wi(φ
D)XDND−i,t + ut+1
A concrete example of a forecast would be an estimate for asset i of the vector of returns
Et[R
2
i,t+1] as part of the construction of Σt realized at the quarterly time period. The forecast
equation would then be:
R2i,t+1 = µ+
p
Q
Y
−1∑
j=0
αj+1R
2
i,t−j + β
ND−1∑
i=0
wi(φ
D)XDND−i,t + ut+1
whereXD
ND−i,t
is a daily financial time series of interest. If the underlying asset is of a quarterly
realization, then this model is essentially an AR(pQY ) time series model augmented by a MIDAS
component. If the underlying asset i is a psuedo-higher frequency asset however (in the case of
the empirical example: monthly), then the forecast only considers the return over that specific
month in the last quarter. For example, suppose Et[(R
LF (1)
j,t+1 )
2] is under consideration. The
underlying asset’s return over the third month of the quarter is ignored (i.e. the most recent
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return) and only the underlying asset’s return over the first month of the previous quarter
enters the forecast. There is potentially valuable information lost.
This matter is corrected by considering a Factor model as in Andreou, Ghysels, and Kourtellos
(2010), defined as a FADL−MIDAS(1, pQY , 1) forecast equation and using the psuedo-higher
frequency asset return defined in terms of the last month of the previous quarter as the factor.
For the concrete example listed, the forecast equation would be:
(R
LF (1)
t+1 )
2 = µ+ η(R
LF (3)
t+1 )
2 +
p
Q
Y
−1∑
j=0
αj+1(R
LF (1)
i,t−j )
2 + β
ND−1∑
i=0
wi(φ
D)XDND−i,t + ut+1
This factor equation now utilizes the most recent month’s return in its forecast of the next
month’s return (augmented by risk free rates) and should give a more accurate forecast. In
general if the time series forecast involves a psuedo-higher frequency asset return, the corre-
sponding last high frequency time period time series is used as a factor in the forecast (i.e.
4ct+1RLF (2)t+1 would involve 4ct+1RLF (3)t , etc). The FADL−MIDAS(1, pQY , 1) forecast equa-
tion is defined as follows:
Y Qt+1 = µ+ ηF
Q
t +
p
Q
Y
−1∑
j=0
αj+1Y
Q
t−j + β
ND−1∑
i=0
wi(φ
D)XDND−i,t + ut+1 (3.42)
when constructing the conditional moments for the optimal instruments in the case of psuedo-
higher frequency returns.
3.4 Empirical Results
When deciding which factors to choose for the SDF, the same factors are utilized as in
Nagel and Singleton (2011). The SDF takes the simple, four factor form of mt+1(θ0) =
θ1+ θ2at+ θ3∆ct+1+ θ4at∆ct+1, where at is a factor of interest, and ∆ct+1 is the change in log
aggregate consumption. This research expands on the work in Lettau and Ludvigson (2001),
Jagannathan and Wang (1996), and Santos and Veronesi (2006) and chooses at as the factor of
interest. Lettau and Ludvigson (2001) defines a conditional consumption CAPM model, con-
ditioning on fluctuations in the consumption wealth ratio (at = cay). Jagannathan and Wang
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(1996) defines a CAPM model conditional on the spread between BAA and AAA rated bonds
(at = def). Santos and Veronesi (2006) conditions on the labor-income to consumption ratio
(at = log(Yt)/Ct = yc)
3. This work follows in their footsteps and chooses separate stochastic
discount factors based on their specification and estimates the parameters of interest.
Because ADL-MIDAS regressions are used for model averaging, daily time series of inter-
est to the financial marketplace are required. The daily time series data used is from from
Bloomberg, The Federal Reserve, Saint Louis Federal Reserve (FRED), The U.S. Treasury, and
Ken French’s Data Library as listed in the appendix. Each of the daily time series is utilized
in the ADL-MIDAS regressions Y Qt+1 = µ+
∑pQ
Y
−1
j=0 αj+1Y
Q
t−j+β
∑ND−1
i=0 wi(φ
D)XD
ND−i,t+ut+1
with PQY = 1. If the time series is a daily return, the daily returns squared are also used in a
separate ADL-MIDAS regression.
Initially consider only the simplest asset of interest: the market portfolio. Since only one
asset is being priced, the pricing error is a scalar which simplifies the problem dramatically.
The optimal instrument A∗t from Equation 2.18 to 2.20 is constructed for the pricing error
ht+1(θ) = [θ1 + θ2at + θ3∆ct+1 + θ4∆ct+1at]Rt+1 − 1. Before estimating according to the
optimal instrument, fixed instruments within the information set are used. Four parameters
requires four instruments at least for identification. The instruments:
At = [1, Rt,∆ct, at] (3.43)
are used to create the following moment condition:
E[At ⊗ ht+1(θ0)] = 0. (3.44)
These fixed instruments are used for all subsequent pricing errors as well. Parameters are
estimated in MATLAB using Mike Cliff’s GMM and MINZ optimization program libraries.
Results are posted in tables at the end of this chapter.
3cay information taken fromMartin Lettau’s website, def constucted from FRED data. The variable
yc is constructed here from Bureau of Economic Analysis data and y time series from Martin Lettau’s
website.
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The question now becomes: Can this estimate be improved using the optimal instrument
A∗t ? Since the pricing error is a scalar for each time period t, the optimal instrument simply
requires values for E[Rt+1|JMFt ], E[∆ct+1Rt+1|JMFt ], V ar[Rt+1|JMFt ], V ar[∆ct+1Rt+1|JMFt ],
and Cov[∆ct+1Rt+1, Rt+1|JMFt ]. In order to construct these conditional moments, forecasts
for {Rt+1}, {Rt+1∆ct+1}, {R2t+1}, {(Rt+1∆ct+1)2}, and {R2t+1∆ct+1}4 are needed. Forecasts
as outlined in the methodology are constructed by using both almon and beta weights for
the MIDAS term in the forecast equation. The models are averaged according to squared
discounted forecast combinations (discount factor: δ = .9). The procedure starts on the first
quarter of 1965, the first date with an appropriate number of models to average across the 5
classes of daily time series. As such the first averaged forecasts start on the first quarter of
1970, once three years are used to estimate MFSEs, and two years worth of MFSEs are used to
determine the proper weights. The total number of models used in averaging for the forecasts
is displayed in Figure 3.1. Three other figures are used to illustrate the 140 different daily
time series forecasts used in estimation and when exactly they become eligible through time
by classification. Greater weight is placed on the commodity time series class, as there are a
lot more of them used. As can be seen in Figure 3.4, within each class the average weight used
is roughly equal across all 5 classifications5.
After considering only the market portfolio, the pricing moment conditions are augmented
by accounting for pricing of the risk free asset. Two possible ways of accounting are considered
for the risk free asset. First is to simply modify the 4 moment conditions by adding a fifth
moment condition, the construction of which can be found in the Appendix:
E
[
1
rft+1
−mt+1(θ0)
]
= 0 (3.45)
This is convenient since it keeps the pricing error a scalar. The second procedure applied
is considering a 2 × 1 pricing error, where both the market portfolio and the risk free asset
4Recall: V ar[a|JMFt ] = E[a2|JMFt ] − (E[a|JMFt ])2 and Cov[a, b|JMFt ] = E[ab|JMFt ] −
(E[a|JMFt ])(E[b|JMFt ]). So these forecasts are needed to construct Σt and Σt.
5Time Series Classification key: ”1” = Equity, ”2” = Commodity, ”3” = Corporate Risk, ”4” =
Foreign Exchange, ”5” = Government. Consult the appendix for more information
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Figure 3.1: Number of Models used for Forecast Combinations
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Figure 3.2: Weights for forecast of Et[Rt+1] by Daily Time Series classification
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Figure 3.3: Number of models used in forecast by Daily Time Series classification
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are priced. All of the 5 series listed before are forecasted, as well as the corresponding 5
series with the risk free return instead of the market return. Some of those forecasts are
trivial, since the risk free return is in JMFt . In addition, the off diagonal terms in Σt (and
Σt) have to be estimated. This requires forecasts for {RRFt+1Rt+1}, {RRFt+1Rt+1∆ct+1}, and
{RRFt+1Rt+1(∆ct+1)2}. Results are printed in tables at the end of the chapter.
Following this the pricing error in Nagel and Singleton (2011) for a 5 × 1 pricing error
for the risk free asset and four Fama French portfolios: S/L, S/H, B/L, and B/H 6 is tack-
led. After using fixed instruments, the optimal instrument A∗t is constructed for estimation.
As in the two asset case, the optimal instrument requires forecasts {Ri,t+1}, {Ri,t+1∆ct+1},
6Small/Low, Small/High, Big/Low, and Big/High. Big or small refers to market capitalization,
high or low refers to the book to market ratio. A stock in a S/L portfolio has a small market cap and
a low book to market ratio.
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Figure 3.4: Average weight within each Time Series classification in forecast of Et[Rt+1]
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{R2i,t+1}, {(Ri,t+1∆ct+1)2}, and {R2i,t+1∆ct+1} for each of the 5 assets, as well as {Ri,t+1Rj,t+1},
{Ri,t+1Rj,t+1∆ct+1}, and {Ri,t+1Rj,t+1(∆ct+1)2} for each pair of assets (i, j). Once those fore-
casts are assembled, the optimal instrument is constructed and the parameters of interest are
estimated.
For these underlying models for the SDF (at = {cay, def, yc}) a hypothesis test is performed
to test whether or not the parameters for at in the construction for the SDF are actually zero.
This is investigated by both a Wald and Lagrange Multiplier test. The SDF can be thought
of as being of this form:
mt+1(θ0) = mt+1(β0, γ0) = (β1 + γ1at) + (β2 + γ2at)4ct+1 (3.46)
and the null hypothesis is that γ0 = 0.
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As outlined in the methodology, in the case of an optimal instrument one can consider
an asymptotically equivalent form for the Wald and LM statistics. Both the traditional and
asymptotically equivalent forms are listed in tables at the end of this chapter. One issue
with this methodology is that the construction of Σt in the optimal instrument does not
require it to be positive semi-definite. As a result when calculating the appropriate statistics,
ΩA
∗
= E[Ψ′tΣtΨt] is not necessarily positive semi-definite. Consequently the Wald and LM
statistics are sometimes negative valued. If this is an issue the econometrician can use the
robust estimate for the covariance matrix ΩA
∗
= E[Atht+1h
′
t+1A
′
t]. Consequently this is how
the standard errors are calculated. There is an unappealing trade off here. One of the primary
benefits of optimal instruments is the simplification of the asymptotic covariance matrix leading
to smaller asymptotic errors, however for consistency the econometrician may prefer to use the
robust form of estimation for Ω in terms of calculating the standard errors of the parameters.
The Wald statistics when optimal instruments are used are calculated with the more robust
estimate for Ω and both forms of the Lagrange Multiplier statistic are reported in the tables
for illustrative purposes.
This process is repeated by augmenting the test asset return vector with the constructed
psuedo-higher frequency asset returns. The quarterly asset returns are taken and three monthly
returns are constructed for each risky asset within the return vector. For example, in the case of
the market return stacked with the risk free return, R
LF (1)
t+1 , R
LF (2)
t+1 , and R
LF (3)
t+1 are constructed
and stacked with the quarterly market return and risk free asset return. Thus 5 asset returns
are now being priced instead of 2. In the case of the Fama French portfolios, the 4 risky assets
are taken, and 3 monthly deconstructed assets are created for each, resulting in a vector of
1 + 4 + (3 ∗ 4) = 17 assets including the risk free asset. The process is nearly the same, only
now FADL −MIDAS models are used instead of ADL −MIDAS models to account for
the last month of the last quarter’s returns potentially aiding in forecasting the conditional
moments. The results are posted in tables at the end of the chapter.
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3.5 Conclusion
From examining the results in this chapter and Nagel and Singleton (2011), there is an in-
cremental improvement in the size of the standard errors. Due to a shortening of the sample
size, the results are sometimes not close to their parameter estimates, however they remain
feasible. The MIDAS framework outlined here has two clear advantages over the localized
regressions used in Nagel and Singleton (2011). First, it gives smaller standard errors, and
thus presumably a better estimate of the conditional moments used in the optimal instrument.
Secondly, the framework is intuitive and easy to implement.
Intuitively, the information set should contain not only low frequency observations, but
high frequency observations. In addition, using more information within the high frequency
data when forecasting should yield a more accurate forecast. The results here supports that
intuition. There are better estimates of the parameters from increasing the scope of the agent’s
information set.
Considering the corners of the Fama-French portfolio matrix in addition to the market
return by and large gave more consistent parameter estimates across all estimation techniques
(beta v. almon, Σt v. Σt, etc). This greater consistency gives more confidence that the pa-
rameter values estimated are closer to the true value θ0. Considering just the market portfolio
or the market portfolio and the risk free asset sometimes yielded wildly different parameter
estimates across the different estimation techniques. In addition, the parameter estimates
according to the fama-french portfolios in general yielded smaller asymptotic standard errors.
Adding the pseudo-higher frequency test assets to the pricing equation yielded mixed re-
sults. Whether or not the asymptotic errors shrank or not is fairly random among all estimation
techniques. The one consistent change found is that the size of the parameter values decreased
in absolute value. So if θ̂i is estimated by considering only the standard lower frequency asset
returns and θ˜i is estimated by considering the higher frequency asset returns as well, then in
almost all cases |θ̂i| > |θ˜i|. This can be seen in the fact that the Wald and LM statistics are
usually smaller for the mixed frequency test asset cases. On one hand this would be a natural
expectation given that more assets are now being priced (2 assets to 5, 5 to 17) and fitting
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parameter values for mt+1(θ0) such that E[ht+1(θ)] = 0 should be more difficult as a result.
On the other hand it is an indication that the SDF is simply not a strong one and is not
necessarily pricing assets in the economy very well. Further evidence of this can be seen in the
fact that the fixed instruments estimates for the parameter values can be wildly erratic and
frequently quite different from the optimal instrument estimates.
The Nagel Singleton affine models, in particular the models in the empirical results, are
most likely not sufficient to define the stochastic discount factor. Many of the market dynamics
are not included in this definition which only includes 4 factors including a constant. However,
a more sophisticated affine SDF may be more effective. Regardless even with this less than
ideal SDF, creating MIDAS optimal instruments yield improvements. The techniques within
this chapter are beneficial to any econometrician concerned with an affine SDF but more
importantly, the techniques are beneficial for any econometrician dealing with a martingale
difference sequence and instrumental variables estimation of parameters. The principles in this
chapter can be applied anywhere as long as it is reasonable to assume higher frequency past
observations belong in JMFt and Ψt and Σt can be easily represented by properly constructing
various mixed frequency forecasts.
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3.6 Tables of Results
Table 3.1: Fixed Instruments
Affine SDF
J Stat θ1 θ2 θ3 θ4 Wald LM
Market Portfolio cay 3.07 × 10−30 0.98 2.08 -1.55 -998.67 2.61 7.63
(0.029) (3.21) (5.11) (990.22) [0.73] [0.98]
def 2.64 × 10−30 0.92 2.14 21.15 -1487.92 1.47 1.87
(0.088) (4.60) (24.40) (1564.22) [0.52] [0.61]
yc 5.52 × 10−29 3.32 -2.79 -1017.57 1222.94 0.75 2.17
(3.42) (4.07) (1271.23) (1528.56) [0.31] [0.66]
Market Portoflio cay 4.23 1.31 -11.50 -53.43 4809.10 1.08 52.45
and Risk Free asset (0.14) (18.41) (30.01) (5946.84) [0.42] [1.00]
Moment Condition def 1.07 0.098 62.05 179.02 -12867.25 3.024 16.78
(0.56) (36.43) (143.16) (8769.58) [0.78] [1.00]
yc 0.14 9.65 -9.65 -1911.24 2173.79 0.29 38.85
(27.86) (33.12) (9488.12) (11396.55) [0.13] [1.00]
Fama French cay 49.61 1.06 2.27 -53.63 -6831.7 25.96 2.78
Portfolios (.093) (8.67) (18.48) (2371.9) [1.00] [0.74]
and the def 13.39 0.37 -10.31 447.23 -28727 13.22 5.99
Risk Free Asset (0.58) (37.20) (153.20) (10270) [1.00] [0.95]
yc 33.68 28.49 -32.50 -7323.7 87247 7.543 2.36
(11.58) (13.93) (2670.6) (3218.3) [0.98] [0.69]
Recall the instruments of choice At = [1, rt,4ct, at] where rt is the previous return on the market
portfolio, and the moment conditions E[At ⊗ ht+1(θ)] = 0. Thus there are have 4, 8, and 20 moment
conditions respectively.
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Table 3.2: Optimal for Market Portfolio
Affine SDF
θ1 θ2 θ3 θ4 ς
W
t (A) ς
LM,R
t (A)
∗ ςLMt (A)
Almon Σt cay 1.34 -13.66 -52.25 1657.03 32.85 0.048 332.31
(0.12) (2.32) (5.85) (188.66) [1.00] [0.02] [1.00]
def 2.64 -86.30 -231.69 8613.24 19.50 1.32 -41.55
(0.54) (17.25) (49.71) (1856.49) [1.00] [0.48] [NA]
yc 0.57 0.48 37.63 -40.46 19.05 0.68 39.63
(1.60) (1.92) (31.99) (38.40) [1.00] [0.29] [1.00]
Σt cay 1.23 -5.27 -39.22 -271.30 75.71 0.067 0.081
(0.0042) (0.29) (0.67) (50.24) [1.00] [0.03] [0.04]
def 4.73 52.74 -444.95 -53752.45 0.097 1.10 3.50
(3.29) (1077.37) (1123.78) (265398.85) [0.42] [0.42] [0.82]
yc 0.89 0.089 18.89 -15.44 1.06 5.27 3.54
(0.33) (0.39) (56.22) (67.36) [0.41] [0.93] [0.83]
Beta Σt cay 1.15 -1.41 -47.60 566.50 0.63 0.56 28.21
(0.068) (4.47) (5.61) (506.79) [0.27] [0.24] [1.00]
def 4.83 -113.05 -438.30 11234.87 11.54 0.46 159.70
(7.84) (296.52) (692.71) (25141.88) [1.00] [0.20] [1.00]
yc -3.03 4.92 124.43 -147.13 237.22 5.31 58.18
(5.47) (6.71) (28.44) (33.76) [1.00] [0.93] [1.00]
Σt cay 1.51 -22.75 -89.87 3858.09 25.85 1.44 -99.66
(0.023) (0.53) (4.88) (113.52) [1.00] [0.51] [NA]
def 2.31 -33.24 -198.70 1486.58 6.69 0.62 15.68
(1.03) (56.98) (128.28) (3084.00) [0.96] [0.27] [1.00]
yc 0.79 0.19 45.18 -48.61 1065.84 3.16 -583.37
(0.018) (0.021) (2.99) (3.59) [1.00] [0.79] [NA]
* - ςLM,Rt (A) is the Lagrange Multiplier stat computed with Ω = E[A
∗
tht+1h
′
t+1A
∗
′
t ], the robust
specification. ςLM,Rt (A) is the Lagrange Multiplier stat calculated with Ω = E[Ψ
′
tΣtΨt] which can
potentially be negative.
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Table 3.3: Optimal for Market, Augmented by Risk Free Moment
Affine SDF
J Stat θ1 θ2 θ3 θ4 Wald LM
Almon Σt cay 0.17 1.16 2.29 -40.95 713.22 414.05 2.99
(0.035) (4.78) (1.62) (213.27) [1.00] [0.78]
def 0.0036 2.51 -82.06 -219.53 8158.45 187.22 35.07
(0.18) (6.00) (15.88) (604.22) [1.00] [1.00]
yc 0.0026 -0.50 1.76 228.44 -267.76 16.99 2.38 × 106
(1.26) (1.52) (58.25) (69.11) [1.00] [1.00]
Σt cay 0.21 0.97 -7.04 2.41 1622.52 195.42 12.67
(0.0029) (0.51) (0.68) (117.00) [1.00] [1.00]
def 0.24 -0.31 53.60 385.64 -22293.10 218.20 1.60 × 106
(0.43) (17.07) (64.51) (2916.57) [1.00] [1.00]
yc 0.17 5.79 -5.76 -844.93 1017.78 91.28 1.40 × 107
(0.72) (0.85) (89.72) (107.91) [1.00] [0.97]
Beta Σt cay 0.14 1.18 -4.55 -43.00 1325.12 138.94 1.89
(0.040) (2.97) (2.63) (129.84) [1.00] [0.61]
def 0.15 0.57 83.60 -68.17 -4675.78 12.63 8.44
(0.75) (61.98) (62.86) (5038.06) [1.00] [0.99]
yc 0.69 -0.26 1.49 37.82 -41.45 6.61 2.58 × 106
(1.36) (1.64) (14.45) (16.96) [0.96] [1.00]
Σt cay 1.49 × 10−5 1.00 10.65 -5.57 -2816.67 3372.86 6.57
(0.00063) (0.20) (0.16) (48.50) [1.00] [0.96]
def 0.24 2.26 36.36 -230.27 -12038.37 99.30 1413296.56
(0.087) (8.80) (19.48) (1444.77) [1.00] [0.98]
yc 0.15 8.22 -8.53 -1286.27 1514.86 457.87 164913.73
(0.42) (0.52) (77.86) (97.83) [1.00] [1.00]
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Table 3.4: Optimal for Market Portfolio and Risk Free Asset
Affine SDF
θ1 θ2 θ3 θ4 ς
W
t (A) ς
LM,R
t (A) ς
LM
t (A)
Almon Σt cay 1.64 27.92 -125.06 -2470.95 2.56 0.96 26.28
(1.19) (34.13) (94.35) (2085.23) [0.72] [0.38] [1.00]
def 2.89 -68.61 -265.93 7639.98 146.70 0.41 23.72
(0.40) (16.35) (37.72) (1662.86) [1.00] [0.19] [1.00]
yc 0.37 0.71 60.22 -67.32 1.41 × 107 1.28 20.28
(0.45) (0.53) (55.71) (66.42) [1.00] [0.47] [1.00]
Σt cay 1.27 -9.30 -49.61 1129.26 2.93 1.70 35.74
(0.0042) (0.062) (0.79) (10.94) [0.77] [0.57] [1.00]
def 2.06 -32.27 -180.75 3963.38 25.77 0.76 -52.39
(0.015) (0.63) (1.79) (71.89) [1.00] [0.32] [NA]
yc 0.88 0.17 75.63 -93.58 46.27 8.92 12.16
(0.0092) (0.011) (3.78) (4.53) [1.00] [0.99] [1.00]
Beta Σt cay 1.11 1.01 -38.02 582.60 4.72 0.81 -424.68
(0.24) (15.93) (9.84) (420.63) [0.91] [0.33] [NA]
def 0.36 -37.01 -259.02 5970.36 1.23 × 105 1.44 300.54
(0.25) (25.62) (220.08) (9794.86) [1.00] [0.51] [1.00]
yc 0.31 0.81 -75.39 96.93 408.65 0.69 55.57
(0.98) (1.20) (39.10) (47.97) [1.00] [0.29] [1.00]
Σt cay 1.21 -1.60 -35.90 -938.67 9238.90 2.71 173.89
(0.032) (1.86) (4.47) (329.49) [1.00] [0.74] [1.00]
def 1.04 1.76 0.35 -783.85 38.59 4.40 1249.66
(0.021) (1.62) (3.20) (241.88) [1.00] [0.89] [1.00]
yc 0.33 0.77 181.69 -209.09 46.10 0.11 0.12
(0.20) (0.24) (79.87) (94.53) [1.00] [0.05] [0.06]
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Table 3.5: Optimal for 4 Fama French Portfolios, Augmented by Risk Free Moment
Affine SDF
J Stat θ1 θ2 θ3 θ4 Wald LM
Almon Σt cay 1.22 1.20 -4.74 -47.28 967.42 11.12 282780
(.040) (2.10) (1.96) (296.81) [1.00] [1.00]
def 0.031 3.48 -146.61 -325.59 13095.00 93.00 361000
(.39) (16.76) (39.59) (1758.0) [1.00] [1.00]
yc .070 1.80 -1.04 -32.74 53.25 3.68 5.16
(3.10) (3.75) (33.18) (40.24) [0.84] [0.92]
Σt cay .071 1.12 -7.79 -28.49 668.95 71.93 614.51
(.13) (5.16) (22.90) (728.38) [1.00] [1.00]
def 3.31 × 10−11 2.98 -91.67 -403.58 18250.0 554.48 100320
(.059) (3.94) (14.76) (796.79) [1.00] [1.00]
yc 0.0024 -0.024 1.15 241.50 -277.73 58.81 7.14
(.24) (.28) (40.22) (48.89) [1.00] [0.97]
Beta Σt cay .150 1.17 1.45 -42.52 675.51 294.20 16600
(.029) (3.35) (1.05) (167.67) [1.00] [1.00]
def .028 5.10 -236.72 -260.59 -6738.3 16.00 1.725 × 106
(1.28) (59.40) (66.32) (2292.9) [1.00] [1.00]
yc 0.10 -13.44 17.38 460.90 -547.33 519.81 1.177
(1.25) (1.53) (40.15) (47.81) [1.00] [0.44]
Σt cay .490 1.39 0.92 -96.94 -2165.00 128.44 11797
(.0281) (3.54) (16.07) (1501.90) [1.00] [1.00]
def 0.619 7.46 -450.17 -1280.4 82148 11551 15336
(.090) (5.98) (112.68) (6886.50) [1.00] [1.00]
yc 0.0501 -2.58 4.29 450.10 -543.02 1473.6 2.027
(.13) (.16) (29.16) (35.06) [1.00] [0.64]
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Table 3.6: Optimal for 4 Fama French and Risk Free Asset
Affine SDF
θ1 θ2 θ3 θ4 ς
W
t (A) ς
LM,R
t (A) ς
LM
t (A)
Almon Σt cay 1.19 -7.01 -55.40 1246.00 53.80 0.5273 -24.63
(.081) (2.78) (3.60) (141.64) [1.00] [0.23] [NA]
def 2.46 -66.96 -256.57 11706.00 893.09 4.90 40.31
(.058) (2.35) (5.54) (259.03) [1.00] [0.91] [1.00]
yc 0.91 0.044 49.53 -54.82 324.84 0.17 543.91
(.44) (.54) (1.58) (1.90) [1.00] [0.08] [1.00]
Σt cay 1.33 -6.23 -73.37 1449.40 264.46 2.07 67.52
(.0025) (0.30) (0.68) (74.80) [1.00] [0.64] [1.00]
def 2.16 -36.70 -157.10 -227.95 3.57 1.29 -0.51
(.0098) (0.87) (1.47) (121.51) [0.83] [0.47] [NA]
yc 0.72 0.27 45.96 -50.10 15.71 2.65 37.10
(.027) (.033) (3.76) (4.60) [1.00] [0.73] [1.00]
Beta Σt cay 1.33 -10.30 -51.55 1232.5 4.54 0.08 317.06
(.204) (6.40) (7.96) (261.2) [0.04] [0.04] [1.00]
def 2.50 -51.48 -233.75 2834.4 11.32 2.50 -110.09
(2.00) (107.35) (317.21) (18241) [1.00] [0.71] [NA]
yc 0.24 0.88 50.59 -55.44 91.19 0.66 -507.45
(.30) (.36) (6.54) (7.91) [1.00] [0.28] [NA]
Σt cay 1.01 12.85 3.33 -2871.1 0.041 0.21 12.23
(.00046) (0.07) (0.14) (1.19) [0.098] [0.10] [1.00]
def 2.21 -39.57 -238.15 8174.20 3.01 0.68 -27.4
(.0151) (0.82) (4.36) (354.20) [0.78] [0.29] [NA]
yc 0.78 0.26 184.69 -219.48 43707 2.08 57.36
(.051) (.061) (19.29) (23.29) [1.00] [0.65] [1.00]
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Table 3.7: Fixed Instruments for Low Frequency and Pseudo-higher Frequency Returns
Affine SDF
J Stat θ1 θ2 θ3 θ4 Wald LM
Market Portfolio and cay 13.55 1.13 -2.54 -29.25 830.91 0.14 0.42
monthly market (0.08) (9.10) (14.47) (2444.10) [0.07] [0.19]
portfolio assets def 13.97 1.95 -78.92 -40.29 54.78 15.55 1.15
(0.32) (24.81) (50.08) (3614.44) [1.00] [0.44]
yc 10.75 6.36 -6.45 185.06 -238.57 4.28 0.71
(12.79) (15.30) (4056.75) (4877.13) [0.88] [0.30]
Market Portfolio, cay 36.21 1.18 -5.41 -44.37 1770.7 0.59 0.36
monthly market, (0.12) (9.47) (23.03) (2521.9) [0.26] [0.17]
portfolio assets and def 21.57 2.54 -137.29 -106.54 5396.7 46.57 0.82
Risk Free asset (0.31) (20.65) (56.06) (3634.1) [1.00] [0.33]
Moment Condition yc 30.46 7.08 -7.33 -1912.5 2298.9 0.24 1.11
(12.46) (14.91) (4075.9) (4899.2) [0.11] [0.43]
Fama French cay 399.39 1.16 -10.50 -41.30 1656.7 16.82 11.46
Portfolios, (0.03) (3.31) (4.96) (989.19) [1.00] [1.00]
monthly Fama French def 494.51 2.97 -149.64 -125.53 4314.8 654.03 22.87
portfolio returns (0.13) (7.49) (23.27) (1333.7) [1.00] [1.00]
and the yc 500.94 27.35 -31.43 -2638.2 3092.0 142.79 107.69
Risk Free Asset (2.19) (2.63) (464.01) (557.6) [1.00] [1.00]
Recall the instruments of choice At = [1, rt,4ct, at] where rt is the previous return on the market
portfolio, and the moment conditions E[At ⊗ ht+1(θ)] = 0. Thus there are 16, 20, and 68 moment
conditions respectively.
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Table 3.8: Optimal for Market and Pseudo-Higher Frequency Market
Augmented by Risk Free Moment
J Stat θ1 θ2 θ3 θ4 Wald LM
Almon Σt cay 0.0052 1.22 -4.21 -51.40 1131.24 281.65 52.81
(0.057) (8.71) (5.72) (341.24) [1.00] [1.00]
def 0.97 1.69 -29.46 -104.92 1888.51 5.04 3.49
(0.17) (16.12) (9.79) (845.73) [0.92] [0.83]
yc 0.076 1.32 -0.43 67.18 -76.01 17.84 1985.43
(0.44) (0.52) (19.80) (24.25) [1.00] [1.00]
Σt cay 2.37 1.04 -31.76 -5.63 6415.13 111128.36 16.60
(0.010) (0.64) (1.56) (206.22) [1.00] [1.00]
def 0.47 5.00 -230.84 -754.19 40589.09 15557.99 2.48
(0.034) (1.88) (52.92) (2441.67) [1.00] [0.71]
yc 0.0029 0.86 0.13 -94.53 117.94 200.71 32177.87
(0.098) (0.12) (15.14) (18.15) [1.00] [1.00]
Beta Σt cay 0.12 1.21 -6.21 -49.19 643.46 5.80 910.48
(0.040) (3.44) (2.38) (278.79) [0.95] [1.00]
def 0.79 3.66 -6.22 -1365.78 78446.54 7.32 916665.19
(1.36) (43.00) (503.32) (28995.46) [0.97] [1.00]
yc 3.8802 ×10−5 0.89 0.091 30.73 -31.40 31.21 3.18
(0.61) (0.74) (4.91) (5.91) [1.00] [0.80]
Σt cay 8.46 ×10−6 1.27 -63.31 -52.86 13017.92 26992.69 2819.27
(0.0011) (0.39) (0.23) (82.99) [1.00] [1.00]
def 0.0085 2.43 -48.58 -290.73 8753.95 3319.85 39956.58
(0.028) (1.25) (12.31) (628.38) [1.00] [1.00]
yc 1.45 1.45 -0.56 -131.60 160.93 1375.09 2.92
(0.032) (0.038) (4.29) (5.07) [1.00] [0.77]
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Table 3.9: Optimal for Market, Pseudo-higher Frequency Market, and Risk Free Asset
Affine SDF
θ1 θ2 θ3 θ4 ς
W
t (A) ς
LM,R
t (A) ς
LM
t (A)
Almon Σt cay 1.21 -5.12 -50.78 1035.49 5.45 0.28 198.15
(0.14) (4.98) (6.98) (300.41) [0.93] [0.13] [1.00]
def 2.69 -17.59 -294.84 3321.41 0.46 0.61 41.36
(1.20) (55.15) (133.71) (5210.46) [0.21] [0.26] [1.00]
yc 0.18 0.93 79.93 -90.79 5113.87 5.57 93.07
(0.27) (0.31) (6.42) (7.74) [1.00] [0.94] [1.00]
Σt cay 1.22 -10.17 -42.97 1592.71 0.28 0.31 -12.55
(0.0096) (0.56) (1.93) (101.96) [0.13] [0.15] [NA]
def 2.11 -38.58 -189.87 3956.39 2.88 0.47 28.39
(0.0051) (0.58) (0.53) (65.71) [0.76] [0.21] [1.00]
yc -0.11 1.30 70.29 -81.12 251.49 2.34 11.53
(0.015) (0.019) (2.26) (2.66) [1.00] [0.69] [0.97]
Beta Σt cay 1.21 -5.41 -47.34 987.04 10.98 30.79 364.72
(0.052) (2.35) (2.10) (188.25) [1.00] [1.00] [1.00]
def 1.65 -24.67 -87.72 -1547.08 0.67 2.41 62.29
(0.17) (18.06) (13.82) (1550.61) [0.28] [0.70] [1.00]
yc 0.42 0.65 77.61 -87.37 676.78 0.40 -0.081
(0.10) (0.12) (2.30) (2.72) [1.00] [0.18] [NA]
Σt cay 1.25 -6.29 -47.68 695.9 0.42 1.58 -12.68
(0.00070) (0.057) (0.11) (6.48) [0.19] [0.55] [NA]
def -0.014 -126.68 1004.62 -68870.94 517.87 3.81 -388.38
(0.028) (3.21) (13.14) (900.66) [1.00] [0.85] [NA]
yc 1.79 -1.02 -68.64 88.34 433.61 0.66 -0.92
(0.089) (0.11) (13.84) (17.00) [1.00] [0.28] [NA]
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Table 3.10: Optimal for Fama French and Pseudo-higher Frequency Fama French
Augmented by Risk Free Moment
J Stat θ1 θ2 θ3 θ4 Wald LM
Almon Σt cay 0.41 1.17 8.34 -43.27 245.16 619.69 1.42
(0.047) (1.25) (1.75) (27.47) [1.00] [0.51]
def 0.44 2.07 -44.43 -246.89 11030.15 802.71 82.71
(0.20) (9.83) (14.12) (639.77) [1.00] [1.00]
yc 0.037 -1.72 3.24 2.82 2.31 74.97 473535.56
(2.34) (2.83) (9.52) (11.53) [1.00] [1.00]
Σt cay 0.012 1.05 -22.63 -12.48 -528.30 127992.96 0.99
(0.0020) (0.10) (0.43) (14.15) [1.00] [0.39]
def 0.064 3.15 -73.18 -321.09 853.00 991.38 0.83
(0.12) (11.28) (18.48) (1871.06) [1.00] [0.34]
yc 0.011 1.12 -0.18 74.56 -85.50 305.00 20906.52
(0.11) (0.13) (7.82) (9.56) [1.00] [1.00]
Beta Σt cay 0.015 1.22 -19.09 -48.74 1286.11 381.74 12755.20
(0.066) (1.46) (2.64) (76.73) [1.00] [1.00]
def 1.65 -0.98 219.13 54.95 -14834.27 39.40 118723.54
(0.43) (55.26) (36.18) (4411.91) [1.00] [1.00]
yc 0.0033 4.02 -3.67 159.67 -191.86 1520.48 0.24
(0.72) (0.87) (4.11) (4.93) [1.00] [0.12]
Σt cay 0.00030 1.23 -19.79 -52.20 1757.33 41786.54 8657.90
(0.00097) (0.19) (0.21) (8.60) [1.00] [1.00]
def 0.00022 2.75 -84.15 -235.17 4870.35 95309.66 2219544.33
(0.017) (0.60) (1.91) (111.79) [1.00] [1.00]
yc 0.013 0.052 1.09 144.65 -167.90 271.83 4.04
(0.21) (0.25) (8.96) (10.59) [1.00] [0.87]
63
Table 3.11: Optimal for Fama French, Pseudo-higher Frequency and Risk Free Asset
Affine SDF
θ1 θ2 θ3 θ4 ς
W
t (A) ς
LM,R
t (A) ς
LM
t (A)
Almon Σt cay 1.14 -2.08 -41.19 843.22 0.57 2.31 -92.65
(0.17) (1.70) (6.53) (156.97) [0.25] [0.69] [NA]
def 0.20 96.29 -26.18 -7182.90 15.74 0.72 15.24
(0.67) (63.82) (54.78) (5174.13) [1.00] [0.30] [1.00]
yc 0.59 0.46 69.71 -78.83 1628.71 0.11 -2848.67
(0.61) (0.74) (1.31) (1.60) [1.00] [0.05] [NA]
Σt cay 1.24 -6.28 -49.01 640.23 1.69 1.20 -55.68
(0.0075) (0.60) (0.63) (25.54) [0.57] [0.45] [NA]
def 2.17 -32.54 -178.99 2592.86 1.81 1.22 879.04
(0.14) (7.98) (27.73) (1841.34) [0.59] [0.46] [1.00]
yc 0.14 1.00 97.46 -112.64 553.84 0.76 40.47
(0.011) (0.013) (1.55) (1.90) [1.00] [0.31] [1.00]
Beta Σt cay 1.36 -6.80 -52.35 990.50 28.39 4.6648 ×10−5 0.0042
(0.061) (0.73) (2.34) (55.49) [1.00] [0.00] [0.00]
def 2.90 -68.40 -262.51 6883.37 495.89 1.73 -18.99
(1.02) (35.38) (86.49) (2996.66) [1.00] [0.58] [NA]
yc 0.60 0.32 44.77 -49.89 5221.11 0.017 6.73
(0.81) (1.21) (31.20) (34.79) [1.00] [0.01] [0.97]
Σt cay 1.20 -4.80 -29.81 -288.59 255.96 0.15 0.47
(0.0036) (0.30) (0.52) (47.50) [1.00] [0.07] [0.21]
def 1.93 -18.29 -151.68 258.68 0.76 1.50 -5.08
(0.013) (0.75) (3.51) (199.08) [0.32] [0.53] [NA]
yc 0.55 0.53 17.98 -15.64 141.70 1.29 1.73
(0.12) (0.14) (12.98) (15.52) [1.00] [0.48] [0.58]
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Chapter 4
Optimal MIDAS Instruments for Moving Average Errors
4.1 Motivation
As this dissertation is arguing, the reality of macroeconomics and finance is that time series
data occurs at different time frequencies. Most notably, GDP data occurs quarterly, consump-
tion data monthly, and financial data occurs daily or even more frequently. As Ghysels (2012)
and this dissertation among others has argued, econometric estimation can be improved by
accounting for this mixed frequency reality instead of trying to fit real world data into a single
frequency theoretical world. This chapter expands on the previous chapter by developing a
more efficient econometric technique for estimation in a world with mixed frequency data and
the longer forecast horizon of Hansen and Singelton (1996).
Hansen and Singelton (1996) showed which instruments are optimal for the assumption
that E[t+m|Jt] = 0,m > 1 and conditional heteroscedasticity. This chapter re-constructs
those optimal instruments in a world with mixed frequency data. The optimal instruments
are fundamentally a function of the information set. The optimal instruments either contain
an unconditional moment which includes all information contained in the information set, or a
moment conditional on the information set. Expanding the information set thusly to include
different frequency data means the instruments are altered as well. This chapter shows how
augmenting the information set and constructing the corresponding optimal instruments for
this information set leads to better model fitting and parameter estimation for these particular
moving average errors.
4.2 Model and GMM Estimation
As in Hansen and Singelton (1996), consider a multi period times series forecast equation
where δi and yt are both K dimensional vectors.
δ′−myt+m + ...+ δ−1yt+1 = δ
′
0yt + δ
′
1yt−1 + ...+ δ
′
pyt−p + t+m (4.1)
The time series contained within yt are all of a fixed time frequency, 4t. The error t+m is a
scalar and as such the left hand side variables and right hand side variables of the equation
are both scalar. The subscript for yt indicates the index within the time series. A common
example of this model is the following forecasting equation:
y
(1)
t+m = δ
′
0yt + δ
′
1yt−1 + ...+ δ
′
pyt−p + t+m
where y
(1)
t+m is a scalar with superscript (1) to indicate it is the first element of the vector yt.
The left hand side variables and the error term are treated as being unknown at time t and
the right hand side variables are treated as being known. Papers examining this model within
the financial literature include the examination of stock returns in Fama and French (1988)
and of forward rates in Hansen and Hodrick (1980). Along with Hansen and Singelton (1996)
this chapter utilizes the forecasting model by considering the log linear ICAPM of Hall (1988)
and Harvey (1988) in the empirical results section.
The information set JLF,∞t is the filtration generated by yt, yt−1, ... i.e. σ(yt, yt−1, ...) and
JLF,lagt is the filtration generated by yt, yt−1, ..., yt−lag+1 i.e. σ(yt, yt−1, ..., yt−lag+1) and are
natural filtrations considered for this forecasting problem. Technically an econometrician’s
information set is limited to JLF,lagt where lag is equal to the number of observations available,
but practically speaking he may be able to consider the theoretical JLF,∞t as being available if
lag is large enough that observations far into the past are not practically relevant to forecasting.
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For both filtrations assume that the following holds:
E[t+m|JLF,∞t ] = 0 (4.2)
E[t+m|JLF,lagt ] = 0 (4.3)
E[2t+m|JLF,∞t ] = σ2∞ (4.4)
E[2t+m|JLF,lagt ] = σ2lag (4.5)
Estimation of the parameters δi is possible using instrumental variables estimation which
is a specific form of the generalized method of moments technique of Hansen (1982). The error
term can be written:
t+m = δ
′
−myt+m + ...+ δ
′
−1yt+1 − δ0yt − δ1yt−1 − ...− δpyt−p (4.6)
t+m = 4(L, γ0)yt+m (4.7)
where4(L, γ0) is a K-dimensional row vector of lag polynomials and γ0 is a ` = K ∗(p+1+m)
vector of the true δi values. Define T to be equal to the number of error terms used in
estimation.
Consider any vector zt ∈ Jt. Jt may refer to either JLF,∞t or JLF,lagt . As long as zt is ψ
dimensional and ψ ≥ ` where ` is the dimension of γ0 and E [zt(∂4(L, γ0)yt/∂γ)] has full rank
then zt is an admissible instrument for GMM estimation according to the moment condition:
E[ztt+m] = 0 (4.8)
For any admissible instrument zt the GMM estimate with optimal weighting matrix for γ0
from Hansen and Hodrick (1980) is defined as:
γˆz = argmin
γ
(
1
T
T∑
t=1
zt4(L, γ)yt
)′
(Σ̂z0)
−1
(
1
T
T∑
t=1
zt4(L, γ)yt
)
(4.9)
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where T is the number of error observations, and Σ̂z0 is a consistent estimate of the matrix
Σz0 = E
[
(ztt+m)(ztt+m)
′
]
(4.10)
Define dt+m to be as follows:
dt+m ≡ [∂4(L, γ0)/∂γ]yt+m (4.11)
Then the asymptotic variance of the estimator based on zt can be written as follows:
Ωz0 = [E(ztd
′
t+m)]
−1
 m−1∑
j=−m+1
[E(ztz
′
t−j)E(t+mt+m−j)]
 [E(dt+mz′t)]−1 (4.12)
The size of (m − 1) is the order of moving average term and it dictates the limits of the
summation of the middle term. If m = 1 and the error is a martingale difference sequence,
then the optimal instruments can be found in Chamberlain (1987). If m > 1, then the moving
average structure of the error term must be accounted for in estimation and the instruments
of Chamberlain will not be optimal. As an MA(m− 1) process, {t+m} can be represented as
the sum of m errors:
t+m = λ0ut+m + λ1ut+m−1 + ...+ λm−1ut+1 (4.13)
t+m =
m−1∑
j=1
Ljλjut+m−j
t+m = Λ(L)
−1ut+m (4.14)
Since the errors are assumed to have conditional homoscedasticity, without loss of generality
it can be assumed that E[u2t+j |Jt] = 1. This means the jth covariance can be defined as:
Ψj = [λ0λj + λ1λj+1 + ...+ λm−1λm−1−j ] (4.15)
and the error’s conditional variance can be written as σ2 =
∑m−1
i=0 λ
2
i .
The choice of optimal instruments is fundamentally determined by the choice of information
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set. The restrictiveness of the assumption E[t+m|Jt] = 0 increases with the size of the informa-
tion set, granting more moment conditions to be utilized in estimation. Hansen and Singelton
(1996) establishes the optimal instruments for estimation for finite and infinite lag values.
Define
x′t ≡ [y′t, y′t−1, ..., y′t−lag+1]. (4.16)
Then for Jt = J
LF,lag
t with a fixed value for lag, the optimal instrument is:
zlagt = E(dt+mx
′
t)
 m−1∑
j=−m+1
E(xtx
′
t−j)E(t+mt+m−j)
 xt (4.17)
and for Jt = J
LF,∞
t , the optimal instrument is:
z∞t = Λ(L)
{
E[Λ(L−1)dt+m|JLF,∞t ]
}
(4.18)
The intuition behind this instrument is that, the Hayashi and Sims (1983) forward filter to
eliminate serial correlation must be applied first, then the forward filtered score must be
projected onto the information set in order to have a valid instrument for estimation. Lastly,
the conditional moment is filtered back to the terms of the original equation1.
These instruments respectively yield the GMM estimates with asymptotic variance:
Ωz
lag
0 =
E[dt+mx′t]
 m−1∑
j=−m+1
E[xtx
′
t−j]E[t+mt+m−j ]
−1E[xtd′t+m]
−1 (4.19)
and
Ωz
∞
0 = E
(
E[Λ(L−1dt+m|JLF,∞t ]E[Λ(L−1dt+m|JLF,∞t ]′
)−1
(4.20)
1For more information on optimal instruments for time series consult Anatolyev (2007)
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As argued in Hansen and Singelton (1996), this is the efficiency bound for instrumental vari-
ables estimators given the assumptions, and therefore this instrument is optimal. As lag goes to
infinity, the asymptotic variance given by using the instrument zlagt converges to the efficiency
bound for instruments from J∞t and the asymptotic variance for z
∞
t .
In econometric practice these instruments have some issues. The instrument z∞t involves
a conditional moment which is not observable, and the instrument zlagt involves unconditional
moments and autocovariances that need to be estimated. The latter problem can be solved
by estimating the autocovariances using non optimal instruments, the former problem is what
this chapter attempts to solve through the use of ADL-MIDAS and FADL-MIDAS models as
outlined in the methodology. In order to construct such forecasting models, the information
set must be augmented with more data. Since the information set is the natural filtration for
the stochastic process {yt}, the natural method to add information to the information set is
to augment the vector yt with that data. If too many observations are added to the vector
yt without requiring that the observation’s coefficient δi,n = 0 in the forecasting model, the
number of parameters to estimate grows too large to estimate. On top of this concern, this
model requires that the data be of the same time frequency,4t. This potentially ignores a large
amount of information of interest, especially in the realm of finance where consumption data
occurs monthly but other time series can occur weekly, daily, or with even greater frequency.
Andreou, Ghysels, and Kourtellos (2010a), Andreou, Ghysels, and Kourtellos (2010) and
Ghysels (2012) argue that macroeconomic models can be improved by accounting for this mixed
frequency data instead of ignoring it, or simply aggregating it and turning it into low frequency
data. Ghysels, Santa-Clara, and Valkanov (2005) argues for this approach in finance as well.
The impetus to add higher frequency information to the model is intuitive, more observations
should lead to more information and a better representation of the information set. The next
chapter outlines the procedure to add higher frequency data to the vector yt without parameter
proliferation, while still taking advantage of the mixed frequency information set.
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4.3 Mixed Frequency Information Sets
Suppose in addition to the time series vector process {yt}{t=0,1,2,..}, there exists a matrix
process of higher frequency data, denoted as {y(N−n,t)}{t=0,1,2,...,n=0,1,2,...,N} for each time t.
Fix N + 1 as the number of higher frequency observations contained in 4t. Thus n indicates
the Nth higher frequency observation counting back from time t. Consider the matrix for each
time t to be KHF ×N +1 where KHF is the number of distinct high frequency data processes
contained in {yN−n,t}{t=0,1,2,...,n=0,1,2,...,N}. For a concrete example, consider yt to be the price
of an asset every month, and y(N−n,t) to be the price of that asset every day. Then, y(N,t) refers
to the price at time t, and y(N−1,t) is the price a day before t, continuing such that n = N is
the the price N days in the past.
Due to missing observations and potential structural issues with the data the number
of higher frequency observations contained within 4t may not be uniform throughout the
data set. For the purposes of this chapter, simply consider y
(i)
(N,t) to be the higher frequency
observation at time t, and consider y
(i)
(0,t) to be the observationN higher frequency time intervals
into the past from time t. This potentially means for some values of t, there will be double
indexing of observations. For example if 4t∗ contains N higher frequency observations and
4t∗ − 1 contains N + 1 then y(i)(0,t∗) = y
(i)
(N,t∗−1). This is not a concern for the purpose of this
model and for each low frequency time t the N+1 number of past high frequency observations
of interest until time t will be indexed for ease of notation.
The problem at hand remains forecasting the left hand side scalar sum
∑m
i=1 δ
′
−iyt+i at
time t. The forecast horizon is thus m lower frequency periods forward. At this moment, only
consider the lower frequency time series in the forecast equation i.e. JLF,∞t = σ(yt, yt−1, ...) and
JLF,lagt = σ(yt, yt−1, ..., yt−lag+1) as the information sets available. Such a restriction is not re-
alistic for real world modeling where information at many different frequencies are available and
potentially relevant. Instead of considering a latent factor model like in Mariano and Murasawa
(2003) or Nunes (2005) to account for the mixed frequency data series, a mixed frequency vec-
tor of observable time series is considered as in Ghysels (2012) and construct the natural
filtration for such a mixed frequency vector. To accomplish this, consider the higher frequency
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matrix of observations {y(N−n,t)} as being observed at time t instead of at the higher fre-
quency times within 4t. Take this matrix and stack the rows i.e. for each time t construct
yHFt = vec(y(N−n,t),{n=0,1,2,...,N}).
Thus a stacked vector of information, yMFt that can be treated as occurring at every
time period t has been constructed. The stacked vector yMFt can be written for a scalar low
frequency {yt} and a scalar high frequency {y(N−n,t)} as :
yMFt =

y
(1)
t
y
(2)
(N,t)
y
(2)
(N−1,t)
.
.
y
(2)
(0,t)

(4.21)
yMFt =
 yLFt
yHFt
 (4.22)
This equation is a simplification to indicate the vector of low frequency data stacked with
the vector of high frequency information N + 1 observations into the past from time t. Even
though the high frequency observations appear in the vector in position two through N + 2
the superscript index remains 2 to indicate the observations belong to the second time series
of interest.
In the event of more time series of interest beyond two scalars, the information is stacked
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as follows:
yMFt =
 yLFt
yHFt
 (4.23)
yMFt =

y
(1)
t
y
(2)
t
.
.
y
(KLF )
t
y
(KLF+1)
(N,t)
y
(KLF+1)
(N−1,t)
.
.
.
y
(KLF+KHF )
(M,t)
.
.
y
(KLF+KHF )
(0,t)

(4.24)
whereKLF is the number of low frequency time series andKHF is the number of high frequency
time series of interest. Thus the vector yMFt is of size K = K
LF + [KHF · (N + 1)]. This
vector can be treated as a low frequency vector of information, thus the two corresponding
natural filtrations can be constructed as simply JMF,∞t = σ(y
MF
t , y
MF
t−1 , ...) and J
MF,lag
t =
σ(yMFt , y
MF
t−1 , ..., y
MF
t−lag+1).
With regard to these mixed frequency filtrations, the optimal instruments for the forecast
Equation 2.1 is straightforward. Consider the modified forecast equation:
m∑
i=1
δ′−iy
MF
t+i = δ
′
0y
MF
t + δ
′
1y
MF
t−1 + ...+ δ
′
py
MF
t−p + t+m (4.25)
The size of yt increases as the dimension of y
MF
t and δ is now K = K
LF + [KHF · (M + 1)].
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The principle remains the same. This is a linear forecast model of the the sum
∑m
i=1 δ
′
−iyt+i
using the information contained within p lagged values of yt.
For the new mixed frequency information set define
x′MFt ≡ [yMF
′
t , y
MF ′
t−1 , ..., y
MF ′
t−lag+1] (4.26)
dMFt+m ≡ [∂4(L, γ0)/∂γ]yMFt+m. (4.27)
The optimal instruments then simply become:
zlagt = E(d
MF
t+mx
MF ′
t )
 m−1∑
j=−m+1
E(xMFt x
MF
t−j′)E(t+mt+m−j)
xMFt (4.28)
z∞t = Λ(L)
{
E[Λ(L−1)dMFt+m|JMF,∞t ]
}
(4.29)
4.4 Methodology
In constructing the optimal instruments for the mixed frequency information data set, two
distinctive circumstances need consideration. First is the situation where the high frequency
information is not included in the forecast equation (i.e. the coefficients for δ for all high
frequency information is zero), and the second is where it is included. In the first case, only a
low frequency moment condition or error term exists, constructed entirely from low frequency
data. That the high frequency information is not relevant to the forecast equation does not
mean it is irrelevant to estimation. The error is assumed to be zero conditional on the high
frequency information, so there are now additional instruments for the error term to be utilized
in estimation as the assumption that E[LFt+m|JMFt ] = 0 is stronger than the assumption that
E[LFt+m|JLFt ] = 0. This is true for both the lagged and infinite information sets. This stronger
assumption allows the econometrician to make a more efficient estimate of the true parameters
γ0.
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4.4.1 Low Frequency Moment condition
Suppose for all high frequency observations in the forecast equation, the coefficient is zero. In
other words for Equation 4.25, consider any high frequency element y
(KLF+k)
(N−n,τ) . Tt is the case
that δ = 0. The forecast equation can be re-written as:
m∑
i=1
[δ′−i, 0
′
KHF ]y
HF
t+i = [δ
′
0, 0
′
KHF ]
 yLFt
yHFt
+ ...+ [δ′p, 0′KHF ]
 yLFt−p
yHFt−p
+ t+m (4.30)
where 0KHF is a K
HF vector of zeroes. The moment condition of interest is:
t+m =
(
m∑
i=1
[δ′−i, 0
′
KHF ]y
HF
t+i
)
− [δ′0, 0′KHF ]
 yLFt
yHFt
− ...− [δ′p, 0′KHF ]
 yLFt−p
yHFt−p
(4.31)
= ht+m(γ0, {Y LFt }) (4.32)
Where γ0 are the parameters to estimate, and the components of δ and {Y LFt } represent the
low frequency data required in constructing t+m.
Lag Information Set
Suppose the information set is restricted to be J lag,MFt . The optimal instruments for this
information set are in Equation 4.28. The optimal instruments are largely determined by xt or
a stacked vector of the time series known at time t. These instruments can thus be estimated
by considering x′MFt and d
MF
t+m and estimating the corresponding unconditional moments. No
MIDAS forecasting or weighting schemes are utilized. The optimal instrument zlagt occurs
at the lower frequency but is a function of higher frequency information. The unconditional
moments in zlagt are estimated by sample means after estimating the model using fixed instru-
ments, similar to the estimation of the optimal GMM weighting matrix by two stage GMM.
Enlarging the information set simply means xt is larger, but the procedure is identical to the
case of the low frequency information set.
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Infinite Information Set
Suppose the information set is restricted to be J∞t thus the optimal instruments are in Equation
4.29. There is a conditional moment in this instrument. This conditional moment is not
observable and must be estimated.
In its current form, parsing out the exact conditional moment of interest is difficult. Con-
sider a concrete example, where m = 2 and hence there are MA(1) errors 2. If m = 2 then:
Λ(L−1) = (λ0 + λ1L
−1)−1 = (λ0)
−1
∞∑
i=0
(
λ1
λ0
L−1
)i
In this expression the lag operator is raised to the power of negative one. The optimal instru-
ment z∞t contains forward filtering of d
MF
t+m. In the simple case of a linear forecast equation
where p = 1 and all coefficients for δ−i are zero except for y
(1)
t+m, i.e. y
(1)
t+m = δ0yt + t+m, then
dMFt+m is simply the elements of yt with nonzero coefficients. Thus the instrument is constructed
from conditional forecasts at time t for all the elements of yt with nonzero coefficients for times
{t+ 1, t+ 2, t+ 3, ...}.
The forecasts are constructed in the method similar to Andreou, Ghysels, and Kourtellos
(2010a) and Andreou, Ghysels, and Kourtellos (2010), and most similarly the previous chapter
which dealt with optimal instruments for mixed frequency time series models. Consider a time
series Y
(i)
t+j, where j ≥ 1. The optimal instrument requires E[Y (i)t+j |JMFt ]. A naive attempt to
construct this estimate given the data set is simply to construct the following forecast:
Y
(i)
t+j = µ+ θY
MF
t + ut+j (4.33)
However with the mixed frequency data vector being of size KLF + [KHF · (N + 1)], that
results in K+1 parameters to estimate. A lot of high frequency data series being incorporated
into the information set could result in parameter proliferation, and it is possible for K +1 to
be greater than the number of in-sample observations making estimation by such a procedure
2An example of a forecasting model with m = 2 is explained in more detail in the empirical section.
76
impossible. Instead of following the naive approach, the estimation method cannot result
in parameter proliferation while still taking advantage of the increased information from the
higher frequency data series. The estimation method follows the procedure of the previous
chapter.
Consider a single higher frequency data series {y(i)(N−n,t)}(n=0,1,..,N) in addition to the Y
(i)
t+j
time series of interest. Construct an MIDAS augmented distributed lag i.e. ADL-MIDAS(1,1)
model as follows:
Y
(i)
t+j = µ+ αY
i
t + β
N∑
n=0
wn(φ)y(N−n,t) + ut+j (4.34)
Another option is an FADL-MIDAS(1,1) model:
Y
(i)
t+j = µ+ ηFt + αY
i
t + β
N∑
n=0
wn(φ)y(N−n,t) + ut+j (4.35)
Where wi(φ) is a MIDAS weighting scheme as in Ghysels, Santa-Clara, and Valkanov (2006).
Two examples are the normalized exponential almon lagged polynomial:
wn(φ) =
exp(φ1n+ φ2n
2)∑N
n=0 exp(φ1n+ φ2n
2)
(4.36)
or a normalized beta probability density function:
wn(φ) =
xφ1−1n (1− xn)φ2−1∑N
n=0 xnφ1 − 1(1− xn)φ2−1
(4.37)
where xn ≡ n− 1
(N − 1)2
This reduces the parameters from K + 1 to 4 or 5, and fewer in-sample observations are
needed to construct a forecast, while still enabling the forecast to take advantage of the higher
frequency observations in forecast as argued in Ghysels, Santa-Clara, and Valkanov (2005) and
Ghysels, Santa-Clara, and Valkanov (2006). The choice of ADL-MIDAS v. FADL-MIDAS is
the econometrician’s, depending on if there are factors Ft which occur at a lower frequency
that the econometrician believes will aid in forecasting.
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A single ADL-MIDAS or FADL-MIDAS model as a forecast for a random variable can be
improved if more high frequency data series are available. Stock and Watson (2008) argued
for model averaging to improve forecasts. So did Andreou, Ghysels, and Kourtellos (2010) in
the particular realm of MIDAS forecasts. Consider not just one MIDAS(1,1) model for a single
high frequency time series, but corresponding MIDAS forecasts for all the high frequency time
series that are included in yMFt . Because there are a K
HF number of high frequency time
series, there are KHF ADL-MIDAS(1,1) forecasts for Y
(i)
t+j. Accumulate the K
HF number of
forecasts and construct a final combination forecast:
f̂
(i)
t+j|t =
KHF∑
a=1
ŵa,tŶ
(i)
a,t+j|t (4.38)
where
∑KHF
a=1 ŵa,t = 1. In particular weights corresponding to the squared discounted MSFE
forecast combinations method can be used to decrease the forecast error. Weights are chosen
to be inversely proportional to the sum of each of the individual forecasts’ recent mean squared
forecast error. Thus individual forecasts with small recent MSFEs get more weight than others.
The explicit formulation for the weights is:
ŵa,t =
λ−1a,t∑n
j=1 λ
−1
j,t
(4.39)
λj,t =
t−h∑
τ=T0
δt−h−τ (Y
(i)
τ+h − Ŷ (i)a,τ+h|τ−j+1)2 (4.40)
Where δ is between 0 and 1.
4.4.2 Mixed Frequency Moment condition
Suppose the moment condition t+m is a function of higher frequency information, so δ
HF
p 6= 0
for all δp.
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t+m =
(
m∑
i=1
[δLF
′
−i , δ
HF ′
−i ]yt+i
)
−
 p∑
j=0
[δLF
′
j , δ
HF ′
j ]yt−j
 (4.41)
= ht+m(γ0, {Y MFt }) (4.42)
The methodology of estimation for the instrument z∞t is identical to the case where the
moment is explicitly of a lower frequency. The fact that the error structure is altered does
not alter the methodology, as long as the assumptions of E[t+m|JMFt ] = 0 and conditional
heteroscedasticity hold. The instrument entails forecasting high frequency variables which are
considered observable here at the low frequency time interval.
4.5 Empirical Results
Consider the ICAPM model also cited in Hansen and Singelton (1996). Consider a representa-
tive consumer who chooses an instantaneous consumption process {C(t) , t ≥ 0} to maximize:
E
[∫∞
0 e
−δtU [C(t)]dt
]
(4.43)
With constant relative risk aversion (CRRA) utility and δ as an instantaneous discount factor.
The utility and marginal utility functions are:
U(C) =
(
Cγ+1 − 1
γ + 1
)
, γ < 0 (4.44)
MU(t) = exp[γ log(C(t))] (4.45)
Suppose there is an infinitely lived asset with real price labeled Q(t), q(t) = logQ(t). No
arbitrage pricing says that in equilibrium the process {e−δtMU(t)Q(t) : t ≥ 0} is a martingale
with respect to the agent’s information set Jt, so:
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E[e−δ(t+τ)MU(t+ τ)Q(t+ τ)|Jt] = e−δtMU(t)Q(t) (4.46)
In addition, assume the following holds:
d[MU(t)Q(t)] = δ[MU(t)Q(t)]dt + [MU(t)Q(t)][σ · dW (t)] (4.47)
where {W (t), t ≥ 0} is a vector of uncorrelated brownian motions adapted to Jt. Without
loss of generality, assume E[W (t)W (t)′] = t ·I. The brownian motions W (t) can be considered
as the multiple sources of uncertainty that affect consumption and the price of the underlying
asset.
Using Ito’s lemma and integrating over one unit of time:
[γc(t+ 1) + q(t+ 1)] = [γc(t) + q(t)] + (δ − σ · σ
2
)
...+ σ ·W (t+ 1)− σ ·W (t) (4.48)
Average the previous equation over one time interval to get:
γ[ca(t+ 2)− ca(t+ 1)] + [qa(t+ 2)− qa(t+ 1)] − (δ − σ · σ
2
) = ua(t+ 2)
Where
ua(t+ 2) =
∫ 1
0
σ · [W (t+ 2− τ)−W (t+ 1− τ)]dτ (4.49)
ca(t+ 2) =
∫ 1
0
c(t− τ + 2)dτ (4.50)
qa(t+ 2) =
∫ 1
0
q(t− τ + 2)dτ (4.51)
Two of the implications of this model are:
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E[ua(t+ 2) | Jt] = 0 (4.52)
E[ua(t+ 2)2 | Jt] = 2σ · σ
3
(4.53)
The first order autocorrelation of the temporally aggregated first difference of a Brownian
motion equals .25. As a result there is another theoretical moment condition to potentially be
used in estimation:
E[.25(ua(t+ 2)2)− ua(t+ 2)ua(t+ 1) | Jt] = 0 (4.54)
These three moment conditions can be used for the purposes of parameter estimation by
instrumental variables. The first two moments were required assumptions for the purposes of
this chapter but the third moment is unique to this particular empirical example. Estimating
using this third moment improves the IV-estimates’ asymptotic variance, so the empirical
results include parameter estimates both accounting for and ignoring this condition for the
purposes of comparison.
This model fits the linear model framework with m = 2, k = 3, y′t = [c
a(t)−ca(t−1), qa(t)−
qa(t− 1), 1], with ∆(L, γ0) = [γ0, 1,−(δ − σ·σ2 )]. The error term can be re-written as:
t = ∆(L, γ0)yt
t =
[
γ0, 1,−(δ − σ · σ
2
)
]

ca(t)− ca(t− 1)
qa(t)− qa(t− 1)
1
 (4.55)
And the optimal instruments (for only γ):
z∞t = (λ0 + λ1L)
−1
{
E
[
(λ0 + λ1L
−1)−1[ca(t+ 2)− ca(t+ 1)] | Jt
]}
(4.56)
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Where λ is estimated nonoptimally.
zlagt = E(dt+mx
′
t)
 m−1∑
j=−m+1
E(xtxt−j)E(t+mt+m−j)
−1 xt
zlagt = E([
∂∆(L, γ0)
∂γ
]yt+mx
′
t)
 m−1∑
j=−m+1
E(xtxt−j)E(t+mt+m−j)
−1 xt
zlagt = E([c
a(t+ 2)− ca(t+ 1)]x′t)
 m−1∑
j=−m+1
E(xtxt−j)E(t+mt+m−j)
−1 xt (4.57)
This instrument is altered by considering higher frequency values for x
′
t as a consequence
of expanding the information set to include high frequency data. Note that in the model for
estimation, identification of each of the underlying risk factors in σ is not required, only the dot
product σ · σ which is labeled ω. Additionally, an explicit form for the price or consumption
processes {Qt} and {Ct} are not defined, just the instantaneous change in marginal utility
times the price of the asset: MU(t)Q(t).
Real world data can be applied to this model by considering monthly consumption data
from the St. Louis Fed and market portfolio data from CRSP for the time period from April
1st, 1959 to February 1, 2011. Note that ca(t + 2) =
∫ 1
0 log(C(t − τ + 2))dτ can be re-
written as log
(∏1
0 C(t− τ + 2)dτ
)
, the logarithm of the geometric average of instantaneous
consumption from time t + 1 to time t + 2. As in Grossman, Melino, and Shiller (1987), and
Hall (1988), the measured consumption over the time interval can be considered to represent
that geometric average, effectively replacing a geometric average with an arithmetic average.
The variable qa(t + 2) can similarly be represented as such, i.e.
∫ 1
0 log(Q(t − τ + 2))dτ =
log
(∏1
0Q(t− τ + 2)dτ
)
. Unlike consumption data however, the reported price of the asset
at the beginning of each month is not an arithmetic average of the previous month’s prices;
it is the instantaneous price at that time. Consequently the frequency of pricing data can
dramatically affect the estimates for this integral. Two different estimates are considered,
a low frequency estimate of the integral and a high frequency estimate which are to the
aforementioned low frequency and mixed frequency moment conditions for estimation. The
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low frequency moment condition only is constructed from the monthly price data for the asset.
As such
∫ 1
0 log(Q(t−τ +2))dτ = log (Q(t+ 2)) for the purposes of estimation, i.e. the variable
contained in JLFt . This approximation can be improved if the daily price process were used
in construction of the integral estimate. The difference in variables
∫ 1
0 log(Q(t − τ + 2))dτ −∫ 1
0 log(Q(t− τ +1))dτ can be rewritten to be
∫ 1
0 4LF log(Q(t− τ +2))dτ and can be estimated
as 1
ND
∑ND−1
i=0 4LF log(Q(t + 2 − i)) where ND is the number of days in the month between
t + 1 and t + 2. The subscript LF or HF for 4 is to indicate taking the first difference at
the lower or higher frequency time interval. Thus the integral can be estimated by considering
the arithmetic average of the monthly return on each day over the previous month. This
is the procedure in Hansen and Singelton (1996). A GDP deflator cannot be constructed as
GDP is only reported quarterly, consequently the stand-in monthly consumption price index
is used to convert the nominal returns to real returns. The numerarire is one dollar worth of
consumption in 2005.
The estimation procedure begins for γ0, δ0, and ω0 = σ0 · σ0 by considering JLF,lagt∗ =
σ({c(t)}(t=t∗ ,...,0), {q(t)}(t=t∗,...,0)) where ct = log(Ct) and qt = log(Qt). There are either two or
three conditional moment conditions depending on whether or not the autocorrelation moment
is included in estimation, with three parameters. First consider fixed instruments, with Zt =
[1, ca(t)− ca(t− 1), qa(t)− qa(t− 1)]′ and estimation of the moment E[Zt ⊗ t+2] where t+2 =
[ua(t+2), ua(t+2)2− 2ω03 ]′ according to the GMM procedure of Hansen (1982). The estimated
error process’s autocorrelation function is listed in Figure 4.1.
The error process for the low frequency moment condition does not appear to be a MA(2)
and the parameter estimate for γ is positive, with a standard error that suggests γ is not
negative. These two facts are fundamentally at odds with the assumptions regarding the model.
A way to improve estimation may be achieved by including the autocorrelation restriction.
Estimating with this restriction, although now it is possible γ is negative, the error still does
not appear to be a MA(2) error process. Expand the information set further to a mixed
frequency information set, namely:
JMF,lagt∗ = σ({ct}(t=0,...,t∗), {qt}(t=0,...,t∗), {y(i)N−n,t}(t=t∗,...,0|n=0,1,2,...,N |i=0,...,KHF))
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Figure 4.1: Autocorrelations without Restriction, Low Frequency Moment Condition
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Figure 4.2: Autocorrelations with Restriction, Low Frequency Moment Condition
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. The KHF higher frequency time series in the information set and the date they first appear
are listed in the Appendix. At first consider only the daily change in real log price of the
market portfolio as the high frequency variable of interest. The model is now estimated by
fixed instruments using the instruments Zt = [1,4LF cat ,4LF qat ,4HF q19,t, ...,4HF q0,t]′, or
the 19 previous daily changes in the log price process since they are potentially useful for
84
Figure 4.3: Autocorrelations without Restriction, Mixed Frequency Moment Condition
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Figure 4.4: Autocorrelations with Restriction, Mixed Frequency Moment Condition
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construction of qa(t + 2). Introducing high frequency instruments further strengthens the
possibility that γ is negative by producing negative point estimates for γ and solely negative
values for γ within the 95% confidence intervals. Regardless, the case for a MA(2) error
process with first order autocorrelation equal to .25 is not strengthened.
Examining estimation according to the mixed frequency moment condition is much more
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encouraging. When considering low frequency fixed instruments, the error process does appear
to be a MA(2) and the first order sample autocorrelation is .25. According to the theoretical
model this is exactly what should be expected. Inclusion of the autocorrelation moment
restriction changes the sample autocorrelation to .253 but the error process appears to be a
MA(2) with a negatively valued γ. Including this moment condition in estimation results in
smaller asymptotic standard errors as well, no matter what frequency moment condition or
instruments are under consideration. Whether or not this moment condition is included in
estimation can lead to wildly different point estimates for γ0.
Next consider the lagged information set optimal instruments earlier for both the low fre-
quency and mixed frequency information sets where the log price process is the additional
higher frequency data series included in the information set. As in Hansen and Singelton
(1996), the optimal instrument for estimation of γ is of interest and the other parame-
ters are estimated non-optimally. Take the high frequency fixed instrument point estimates
for δ and ω accounting for the autocorrelation and construct the proper error terms for
the low and mixed frequency moments accordingly. Recall the lagged information set at
time t for lag ≥ 1 is σ(yt, yt−1, ..., yt−lag+1). Stack the vectors yt through yt−lag+1 to cre-
ate xt in order to construct the optimal instrument. For this particular model, z
lag
t =
E([ca(t + 2) − ca(t + 1)]x′t)
[∑1
j=−1E(xtxt−j)E(t+2t+2−j)
]−1
xt. Considering only the low
frequency lagged information set:
xt =

1
ca(t)− ca(t− 1)
qa(t)− qa(t− 1)
.
.
.
ca(t− lag + 1)− ca(t− lag)
qa(t− lag + 1)− qa(t− lag)

=

1
4LF ca(t)
4LF qa(t)
.
.
.
4LF ca(t− lag + 1)
4LF qa(t− lag + 1)

.
86
In the case of high frequency lagged information set:
xt =

1
4LF ca(t)
4LF qa(t)
4HF q19(t)
.
.
.
4HF q0(t)
.
.
.
4LF ca(t− lag + 1)
4LF qa(t− lag + 1)
4HF q19(t− lag + 1)
.
.
.
4HF q0(t− lag + 1)

Thus the vector is augmented by the previous 20 daily real asset price changes. Note that
the superscript ’a’ disappears as it is not the difference of two integrals. The subscript on 4
indicates whether its first difference of the underlying variable at the monthly (LF) or daily
time frequency (HF). For the high frequency log price changes, the subscript indicates the daily
index within the month indexed by t. Even though some months have more or fewer than 20
daily price observations contained within them, keep the quantity fixed at 20 for uniformity
in estimation and either count back into the proceeding month or fail to account for all daily
price changes contained within the previous month.
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The results seem to indicate minimal improvements when considering lagged optimal instru-
ments. Whether considering xt with low frequency or mixed frequency vectors of information,
there are slightly smaller asymptotic standard errors and J stats when considering lag ≤ 10.
Setting lag to be 50 frequently leads to much larger J stats and standard errors, in one case
it leads to positive point estimates for γ which violates the assumptions of the model. There
appears to be no benefit from augmenting xt with the high frequency change in log prices. The
primary benefit in considering mixed frequency information for the lagged instrument comes
in constructing a better estimate for qa(t + 2) and using it in model fitting according to the
corresponding mixed frequency moment condition. This was also true when considering fixed
instruments.
The daily change in the price of the market return is just one potential high frequency
data series available to the representative agent in this model. There can be improvements
from adding even more information to the agent’s set, namely the infinite information set,
specifically by constructing the optimal instruments outlined earlier for estimation of γ. In
order to construct these instruments the values of λ0 and λ1 in Λ(L) = (λ0 + λ1L)
−1 must
be estimated. Coefficients are chosen such that |λ1| < |λ0|, and (λ0, λ1) solves equations
λ20 + λ
2
1 = E[
2
t ] and λ0λ1 = (ρ1)E[
2
t ] where ρ1 is the first order autocorrelation. Requiring
|λ1| < |λ0| means that (λ0 + λ1L−1) = (λ0)−1(1 + λ1λ0L−1) will be invertible since |λ1λ0 | < 1 and
the optimal instrument can be constructed.
The optimal instrument for this particular empirical example thus simplifies to:
z∞t = Λ(L)
{
E
[
Λ(L−1)[
∂∆(L, γ0)
∂γ
]yt+2 | Jt
]}
= (λ0 + λ1L)
−1
{
E
[
(λ0 + λ1L
−1)−1(4LF ct+2) | Jt
]}
= (λ0)
−1(1 +
λ1
λ0
L)−1
{
E
[
(λ0)
−1(1 +
λ1
λ0
L−1)−1(4LF ct+2) | Jt
]}
= (λ0)
−2(1 +
λ1
λ0
L)−1
{
E
[
(1 +
λ1
λ0
L−1)−1(4LF ct+2) | Jt
]}
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Note that since there is a first order difference equation with stability:
(1− −λ1
λ0
L−1)−1 = lim
j→∞
(1 +
−λ1
λ0
L−1 +
(−λ1
λ0
)2
L−2 + ...+
(−λ1
λ0
)j
L−j + ...
Thus calculating the optimal instrument requires the conditional expectation for the sum
of the observations 4LF ct+2+m at time t with all values of m = {0, 1, 2, 3...}, weighted accord-
ingly. Consider two possible methods of estimating E
[
(λ0)
−1(1 + λ1
λ0
L−1)−1(4LF ct+2) | Jt
]
according to MIDAS forecasts, forecasting the sum itself, and forecasting the individual com-
ponents in the sum. Once the conditional moments are found with the forward filter applied,
filter the moments back according to the the first component of the instrument. Since the
infinite sum cannot be constructed in practice, instead consider the following format for the
optimal instrument:
z∞t = (λ0)
−2
 M∑
j=0
(
λ1L
λ0
)j {
E
[(
M∑
i=0
(
λ1L
−1
λ0
)i
(4LF ct+2)
)
| Jt
]}
When estimating the total weighted sum of the future changes in consumption
E
[(
M∑
i=0
(
λ1L
−1
λ0
)i)
(4LF ct+2) | Jt
]
instead of estimating the future changes in consumption and summing them, the econometri-
cian would additionally like to take advantage of the measurement of 4LF ct in the fore-
cast. Therefore instead of simply considering an ADL-MIDAS model, consider a FADL-
MIDAS model, which takes advantage of this factor. For example, for the variable Yt =(∑M
i=0
(
λ1L
−1
λ0
)i
(4LF ct−M )
)
and the factor Ft = 4LF ct the forecast model can be written
as:
Yt+M+m = µ+ ηFt + αj+1Yt + β
ND−1∑
i=0
wi(φ
D)XDND−i,t + ut+1 (4.58)
This modification is the key in the particular estimation procedure. Because λ1
λ0
≈ .25, this
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geometric series converges to 0 rather quickly, thus consider M = {2, 3, 4} for the model.
When forecasting this sum at time t, the econometrician is forecasting the weighted sum of
the multiple months changes in consumption 2 to 5 months into the future. Only considering
a sum of the previously observed months changes in consumptions weighted means losing a
lot of information about the state of the world. Since .25M for M > 3 is so close to zero this
sum is dominated by the first observation temporally. At time t that observation is possibly
the change of consumption at time t − 4. If M larger than 4 is considered then the distance
grows even greater. Additionally the forecasts will be of a similar structure to the forecasts
of the individual elements 4LF ct+m, which relied on 4LF ct plus a MIDAS component. The
mean squared forecast errors for a random walk model, and Almon and Beta ADL-MIDAS and
FADL-MIDAS models are collected in a table. The MIDAS forecasts consistently improve on
the Random Walk model, except notably in the case of forecasting 4LF ct+3. These forecasts
are used to construct the optimal instruments and estimate γ in the case of both the low
and mixed frequency moment conditions, subdivided by which particular moment conditions
are under consideration (autocorrelation and variance moments). Results are listed in tables,
compared to the baseline model of fixed instruments where the instrument is a constant, in
other words estimating according to the unconditional moment conditions.
In the case of the low frequency moment condition there is marginal improvement on the
parameter estimates according to the asymptotic standard errors compared to the baseline of
fixed instruments. Constructing forecasts for each individual 4LF ct+2+i appears to be more
effective than forecasting the sum at large when creating the optimal instruments. This holds
for both Almon and Beta weighting schemes. This also holds for the case of the mixed frequency
moment condition. The mixed frequency moment condition results which make the best case
for MIDAS Optimal Instruments lie in using Almon weighting schemes for the 4LF ct+2+i, and
considering either the single moment E[ua(t + 2)|Jt] = 0 or that moment with the variance
moment condition: E[ua(t+2)|Jt] = 2ω3 . Unfortunately the benefits from considering MIDAS
instruments in this capacity are wiped out when augmenting the moment conditions with the
autocorrelation condition, which is also the estimation technique that produces the smallest
asymptotic standard errors among all possible estimation techniques. Whether considering
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the low or mixed frequency moment condition, the MIDAS optimal instrument z∞t leads to
a relatively minor improvement in parameter estimation, especially in the case of estimating
when accounting for all three moments.
4.6 Conclusion
This chapter has expanded on the estimation procedure in the last chapter by considering
forecasting models at a time horizon m > 1. This increase in the time horizon leads to auto-
correlation in the errors and consequently the instruments from the previous chapter are no
longer optimal. This chapter applied the MIDAS framework and considered constructing the
optimal instruments while taking advantage of mixed frequency data. It outlined a methodol-
ogy for using the mixed frequency data to improve parameter estimation and model fitting by
considering both mixed frequency moment conditions and mixed frequency instruments and
applied the methodology to the empirical example from Hansen and Singelton (1996): A linear
asset pricing model derived from constant relative risk aversion consumption preferences.
The empirical results are intuitive. A low frequency information set has been augmented
with high frequency information creating a mixed frequency information set. This information
set allows the econometrician to generate specific mixed frequency moments and instruments
for the model of interest. The primary benefit of considering a mixed frequency information set
comes from generating the mixed frequency moment condition. The mixed frequency moment
condition more accurately represents the underlying model and allows for better model fitting.
The mixed frequency optimal instruments lead to minor improvements in estimation at best, no
matter what form of optimal instrument chosen according to this MIDAS optimal instrument
framework. On the other hand, the fact that improvements were found indicates that the
methodology may lead to more promising results if a different model were considered.
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4.7 Tables of Results
Table 4.1: Fixed Instruments
E[Zt ⊗ t+2] = 0
Fixed Instruments: Low Frequency Moment Condition
J Stat γ δ ω autocorr
Low Frequency Zt 2.77 2.51 0.0030 0.00029 -0.0315
Without Correlation (0.61) (0.0013) (7.85 ×10−05)
Restriction
Low Frequency Zt 24.17 0.28 -0.0016 0.00011 0.0277
With Correlation (0.58) (0.0011) (0.000020)
Restriction
High Frequency Zt 32.26 -1.73 -0.0047 0.00016 -0.022
Without Correlation (0.29) (0.00055) (1.62 ×10−05)
Restriction
High Frequency Zt 102.03 -0.50 -0.0026 8.94 ×10−05 0.023
With Correlation (0.17) (0.00031) (8.21 ×10−06)
Restriction
Fixed Instruments: Mixed Frequency Moment Condition
J Stat γ δ ω autocorr
Low Frequency Zt 11.25 -4.11 0.0037 0.0026 .250
Without Correlation (4.79) (0.0081) (6.57 ×10−4)
Restriction
Low Frequency Zt 10.99 -4.04 0.0037 0.0026 .253
With Correlation (0.75) (0.0024) (3.34 ×10−4)
Restriction
High Frequency Zt 32.34 -0.77 0.0094 0.0023 .361
Without Correlation (1.16) (0.0025) (1.79 ×10−4)
Restriction
High Frequency Zt 42.34 -3.57 0.0041 0.0025 .271
With Correlation (0.33) (0.0012) (1.61 ×10−4)
Restriction
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Table 4.2: Optimal for J lagt Low Frequency Moment Condition
zlagt = E(d
MF
t+mx
MF ′
t )
 m−1∑
j=−m+1
E(xMFt x
MF
t−j′)E(t+mt+m−j)
xMFt
Low Frequency Lagged Information Set
Lags Without Restriction With Restriction
J Stat Gamma J Stat Gamma
Fixed 8.58 -0.71 15.87 -0.55
(0.28) (0.26)
1 3.13 -0.64 5.48 -0.62
(0.28) (0.28)
2 2.48 -0.76 8.61 -0.72
(0.24) (0.24)
5 0.19 -0.82 8.80 -0.65
(0.25) (0.25)
10 0.038 -0.83 8.09 -0.70
(0.27) (0.26)
50 0.46 -0.74 7.88 -0.70
(0.24) (0.24)
Mixed Frequency Lagged Information Set
Lags Without Restriction With Restriction
J Stat Gamma J Stat Gamma
Fixed 47.07 -0.64 102.42 -0.49
(0.16) (0.14)
1 3.89 -0.91 9.96 -0.67
(0.30) (0.27)
2 2.84 -0.84 8.88 -0.62
(0.24) (0.21)
5 3.65 -0.77 7.88 -0.65
(0.21) (0.20)
10 0.15 -0.63 4.84 -0.56
(0.20) (0.19)
50 0.03 -7.95 0.046 -5.46
(19.15) (11.58)
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Table 4.3: Optimal for J lagt and Mixed Frequency Moment Condition
zlagt = E(d
MF
t+mx
MF ′
t )
 m−1∑
j=−m+1
E(xMFt x
MF
t−j′)E(t+mt+m−j)
xMFt
Low Frequency Lagged Information Set
Lags Without Restriction With Restriction
J Stat Gamma J Stat Gamma
Fixed 2.71 -3.25 2.01 -3.23
(1.36) (0.65)
1 1.58 -3.54 1.00 -3.6
(1.26) (0.58)
2 0.04 -2.06 0.46 -2.42
(1.07) (0.70)
5 1.10 -1.97 2.32 -2.66
(1.03) (0.68)
10 4.45 -1.57 6.06 -2.17
(0.97) (0.76)
50 7.87 -0.60 10.19 -0.71
(0.66) (0.65)
Mixed Frequency Lagged Information Set
Lags Without Restriction With Restriction
J Stat Gamma J Stat Gamma
Fixed 31.97 -0.18 44.10 -3.46
(0.66) (0.30)
1 1.01 -0.52 0.57 -2.92
(1.07) (1.02)
2 1.21 0.24 0.13 -1.40
(0.83) (0.80)
5 0.57 0.21 0.63 -1.43
(0.74) (0.71)
10 0.06 -0.23 0.69 -1.00
(0.65) (0.65)
50 0.04 3.78 0.25 4.04
(4.78) (4.78)
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Table 4.4: Mean Square Forecast Error
Random Walk Almon MIDAS Beta MIDAS∑2
i=0
(
λ1L
−1
λ0
)i
(4LF ct+2) 1.93 × 10−5 1.32 × 10−5 1.27 × 10−5∑3
i=0
(
λ1L
−1
λ0
)i
(4LF ct+2) 1.86 × 10−5 1.29 × 10−5 1.49 × 10−5∑4
i=0
(
λ1L
−1
λ0
)i
(4LF ct+2) 1.91 × 10−5 2.05 × 10−5 1.18 × 10−5
4LF ct+2 2.05 × 10−5 1.24 × 10−5 1.20 × 10−5
4LF ct+3 1.80 × 10−5 1.97 × 10−5 1.98 × 10−5
4LF ct+4 2.19 × 10−5 1.19 × 10−5 1.22 × 10−5
4LF ct+5 2.02 × 10−5 1.47 × 10−5 1.93 × 10−5
4LF ct+6 2.07 × 10−5 1.60 × 10−5 1.66 × 10−5
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Table 4.5: Optimal for J∞t and Low Frequency Moment Condition: Almon
z∞t = (λ0)
−2
 M∑
j=0
(
λ1L
λ0
)j {
E
[(
M∑
i=0
(
λ1L
−1
λ0
)i
(4LF ct+2)
)
| Jt
]}
Almon Weight MIDAS Forecasts for each 4LF ct+2+i
M Single Moment With Var With Var and
Restriction Cov Restriction
J Stat Gamma J Stat Gamma J Stat Gamma
Fixed 3 2.67 ×10−32 -0.58 9.49 -0.65 9.51 -0.65
(0.31) (0.31) (0.31)
3 0 -0.46 12.03 -0.45 15.97 -0.37
(0.28) (0.28) (0.27)
4 8.42 ×10−33 -0.45 12.07 -0.45 16.12 -0.36
(0.28) (0.28) (0.27)
5 0 -0.45 12.08 -0.45 16.15 -0.36
(0.28) (0.28) (0.27)
Almon Weight MIDAS Forecast for the Sum
∑M
i=0
(
λ1L
−1
λ0
)i4LF ct+2+i
M Single Moment With Var With Var and
Restriction Cov Restriction
J Stat Gamma J Stat Gamma J Stat Gamma
Fixed 2.67 ×10−32 -0.58 9.49 -0.65 9.51 -0.65
(0.31) (0.31) (0.31)
3 5.87 ×10−34 -0.39 12.03 -0.46 12.32 -0.44
(0.32) (0.32) (0.32)
4 3.65 ×10−32 -0.60 14.55 -0.45 15.61 -0.39
(0.37) (0.36) (0.36)
5 8.50 ×10−33 -0.51 15.73 -0.53 16.04 -0.50
(0.41) (0.41) (0.40)
3The fixed instrument here is the constant number 1, effectively replacing the conditional moment
with the unconditional one and providing a baseline for comparison.
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Table 4.6: Optimal for J∞t and Low Frequency Moment Condition: Beta
z∞t = (λ0)
−2
 M∑
j=0
(
λ1L
λ0
)j {
E
[(
M∑
i=0
(
λ1L
−1
λ0
)i
(4LF ct+2)
)
| Jt
]}
Beta Weight MIDAS Forecasts for each 4LF ct+2+i
M Single Moment With Var With Var and
Restriction Cov Restriction
J Stat Gamma J Stat Gamma J Stat Gamma
Fixed 2.67 ×10−32 -0.58 9.49 -0.65 9.51 -0.65
(0.31) (0.31) (0.31)
3 9.16 ×10−33 -0.46 11.71 -0.46 14.94 -0.39
(0.28) (0.28) (0.27)
4 6.64 ×10−33 -0.46 11.57 -0.46 14.82 -0.39
(0.28) (0.28) (0.27)
5 3.43 ×10−32 -0.46 11.55 -0.46 14.81 -0.39
(0.28) (0.28) (0.27)
Beta Weight MIDAS Forecast for the Sum
∑M
i=0
(
λ1L
−1
λ0
)i4LF ct+2+i
M Single Moment With Var With Var and
Restriction Cov Restriction
J Stat Gamma J Stat Gamma J Stat Gamma
Fixed 2.67 ×10−32 -0.58 9.49 -0.65 9.51 -0.65
(0.31) (0.31) (0.31)
3 1.39 ×10−32 -0.56 12.12 -0.51 12.89 -0.48
(0.30) (0.30) (0.29)
4 2.81 ×10−32 -0.48 14.19 -0.33 16.54 -0.28
(0.37) (0.37) (0.37)
5 1.04 ×10−32 -0.56 15.07 -0.49 16.11 -0.46
(0.38) (0.38) (0.37)
97
Table 4.7: Optimal for J∞t and Mixed Frequency Moment Condition: Almon
z∞t = (λ0)
−2
 M∑
j=0
(
λ1L
λ0
)j {
E
[(
M∑
i=0
(
λ1L
−1
λ0
)i
(4LF ct+2)
)
| Jt
]}
Almon Weight MIDAS Forecasts for each 4LF ct+2+i
M Single Moment With Var With Var and
Restriction Cov Restriction
J Stat Gamma J Stat Gamma J Stat Gamma
Fixed 9.90 ×10−35 -2.60 3.07 -3.05 3.08 -3.12
(1.42) (1.38) (0.69)
3 0 -1.98 0.95 -2.02 2.29 -3.00
(1.21) (1.21) (0.72)
4 6.56 ×10−32 -1.99 0.96 -2.02 2.29 -3.01
(1.21) (1.20) (0.71)
5 7.04 ×10−33 -1.99 0.96 -2.02 2.30 -3.01
(1.20) (1.2) (0.71)
Almon Weight MIDAS Forecast for the Sum
∑M
i=0
(
λ1L
−1
λ0
)i4LF ct+2+i
M Single Moment With Var With Var and
Restriction Cov Restriction
J Stat Gamma J Stat Gamma J Stat Gamma
Fixed 4.04 ×10−34 -2.52 3.37 -3.01 3.37 -3.05
(1.44) (1.41) (0.69)
3 4.61 ×10−33 -1.89 2.53 -2.18 2.66 -2.55
(1.45) (1.43) (0.68)
4 9.95 ×10−33 -2.64 2.25 -2.87 2.33 -3.10
(1.40) (1.39) (0.98)
5 1.77 ×10−32 -2.84 2.85 -4.21 3.83 -2.85
(2.21) (1.99) (0.76)
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Table 4.8: Optimal for J∞t and Mixed Frequency Moment Condition: Beta
z∞t = (λ0)
−2
 M∑
j=0
(
λ1L
λ0
)j {
E
[(
M∑
i=0
(
λ1L
−1
λ0
)i
(4LF ct+2)
)
| Jt
]}
Beta Weight MIDAS Forecasts for each 4LF ct+2+i
M Single Moment With Var With Var and
Restriction Cov Restriction
J Stat Gamma J Stat Gamma J Stat Gamma
Fixed 4.04 ×10−34 -2.52 3.37 -3.01 3.37 -3.05
(1.44) (1.41) (0.69)
3 4.61 ×10−33 -1.89 2.53 -2.18 2.66 -2.55
(1.45) (1.43) (0.68)
4 9.95 ×10−33 -2.64 2.25 -2.87 2.33 -3.10
(1.4) (1.39) (0.98)
5 1.77 ×10−32 -2.84 2.85 -4.21 3.83 -2.85
(2.21) (1.99) (0.76)
Beta Weight MIDAS Forecast for the Sum
∑M
i=0
(
λ1L
−1
λ0
)i4LF ct+2+i
M Single Moment With Var With Var and
Restriction Cov Restriction
J Stat Gamma J Stat Gamma J Stat Gamma
4.04 ×10−34 -2.52 3.37 -3.01 3.37 -3.05
(1.44) (1.41) (0.69)
3 7.79 ×10−32 -2.44 2.86 -2.63 2.94 -2.90
(1.31) (1.3) (0.68)
4 2.19 ×10−32 -2.69 1.61 -2.85 2.74 -3.49
(1.27) (1.26) (1.03)
5 8.70 ×10−36 -3.90 3.06 -3.75 3.65 -2.91
(1.61) (1.61) (0.69)
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Chapter 5
Conclusion
This dissertation extended the MIDAS framework to instrumental variables estimation. For
time series models with martingale difference sequence errors, and moving average errors this
dissertation found improvements in the asymptotic variance of IV estimates. This was achieved
by expanding the instrument set from instruments of the same frequency as the error to instru-
ments of a higher frequency. This expansion of the instrument set more accuratly represents
the information sets available to the econometrician and grants greater moment conditions for
estimation.
Adding valid instruments can only improve the asymptotic efficiency, but in small samples
this is not always true. The methods here were applied to four different empirical examples
to test for improvements. In all four empirical examples, improvements in the small sam-
ple estimated asymptotic variance were found. Consequently the methods here reduce the
dimensionality of the instrument set while still enabling the econometrician to enjoy the ef-
ficiency of utilizing an enlarged information set. In practical estimation this procedure is
rather helpful and helps the econometrician avoid parameter proliferation, and some of the
practical issues of estimation with many moments as discussed in Han and Phillips (2006) and
Koenker and Machado (1999).
Appendix
A.1 Daily Data Time Series from Chapters 3 and 4
Table A.1: Daily Data Time Series by Name and Classification
Index Name Squared Begins Definition
1. Equity
1 S&P500 1 1/25/1951 S & P 500 Stock price index
2 S&P500 Fut 1 4/21/1982 S &P 500 Futures price: 1st expiring
3 SPI 1 1/25/1951 S &P 500 Industrial stock price index
4 DJI 1 1/25/1951 Dow Jones 30 Industrials averages, NYSE
5 DJI Fut 1 10/6/1997 Dow Jones Industrials Futures Contract
6 Nasdaq 1 2/4/1985 Stock price index:Nasdaq Composite
7 VXO 0 1/2/1986 CBOE market volatility index, VXO
8 VIX 0 1/2/1990 CBOE market volatility index, VIX
9 MKT-RF 1 7/1/1963 MKT minus RF
10 SMB 1 7/1/1963 French Data
11 UMD 1 7/1/1963 French Data
12 HML 1 7/1/1963 French Data
13 S&P500toVIX 0 1/2/1990 S&P500/VIX
14 4qN−n,t 1 2/1/1960 Change in Log real price (Only in Ch. 4)
Continued on Next Page
Appendix A
Index Name Squared Begins Definition
2. Commodities
1 RJ CRB 1 9/4/1956 Reuters/Jeff CRB Futures PI: All
2 Brent Oil 1 2/24/2006 Europe Brent Spot Price FOB
3 Silver 1 1/5/1973 S&P GSCI Silver Index
4 PL-NYD 1 1/6/1987 Platinum Cash Price (US$/Ounce)
5 Zinc 1 1/7/1991 S&P GSCI Zinc Index
6 XPD-D 1 10/29/1993 Palladium (USD per Troy Ounce)
7 Wheat 1 12/31/1969 S&P GSCI Wheat Index
8 C-US2D 1 9/11/1997 Corn Spot Price (US$/Bushel)
9 Soyb 1 5/3/2007 S&P GSCI Soybeans Index
10 Cotton 1 1/7/1977 S&P GSCI Cotton Index
11 Sugar 1 1/5/1973 S&P GSCI Sugar Index
12 Coffee 1 1/7/1981 S&P GSCI Coffee Index
13 Cocoa 1 1/6/1984 S&P GSCI Cocoa Index
14 BO1599D 1 1/2/1984 Soybean Oil Cash Price
15 Cattle 1 12/31/1969 S&P GSCI Live Cattle Index
16 Hogs 1 1/7/1976 S&P GSCI Lean Hogs Index
17 Gold 1 1/2/1970 S&P GSCI Gold Index
18 Aluminum 1 8/14/1997 S&P GSCI Aluminum Index
19 WTI Oil 1 5/16/1983 Crude Oil, West Texas Intermediate
20 Lead 1 1/6/1995 S&P GSCI Lead Index
21 Nickel 1 1/8/1993 S&P GSCI Nickel Index
22 Tin 1 6/1/1989 LME Tin: Closing Cash Price
23 WC1-ID 1 7/1/1959 CBOT Wheat Futures Prices
24 CC1-ID 1 7/1/1959 CBOT Corn Futures Prices
25 SC1-ID 1 7/1/1959 CBOT Soybean Futures Prices
26 CTC1-D 1 7/1/1959 Cotton Futures Prices
27 Sugar-Fut 1 1/3/1961 World Sugar Futures Price: 1st Exp Contract
29 KCC1-D 1 8/16/1972 CSCE Coffee Futures Prices
30 CCC1-D 1 7/1/1959 CSCE Cocoa Futures Prices
31 BOC1-D 1 7/1/1959 Soybean Oil Futures Price
32 OC1-ID 1 7/1/1959 Oat Futures Price
33 LCC1-D 1 11/30/1964 Live Cattle Futures
34 LHC1-D 1 4/1/1986 Live Hog Futures
35 GCC1-D 1 1/2/1975 COMEX Gold Futures Prices
36 Alum Fut 1 6/1/1987 LME Aluminum, 99.7% Purity:
3-Month Forward Price
37 WTI Oil Fut 1 3/30/1983 Light Sweet Crude Oil Futures Price:
1st Expiring Contract
38 Lead Fwd 1 1/5/1987 LME Lead: Closing 3-Month Forward Price
39 Nickel Fwd 1 1/5/1987 LME Nickel: Closing 3-Month Forward Price
40 Tin Fwd 1 6/1/1989 LME Tin: Closing 3-Month Forward Price
Continued on next page
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Index Name Squared Begins Definition
3. Corporate Risk
1 LIBOR 0 1/2/2001 Overnight London Interbank Offered Rate
2 1MLIBOR 0 12/6/1984 1-Month London Interbank Offered Rate
3 3MLIBOR 0 12/6/1984 3-Month London Interbank Offered Rate
4 6MLIBOR 0 12/6/1984 6-Month London Interbank Offered Rate
5 1YLIBOR 0 12/6/1984 One-Year London Interbank Offered Rate
6 1MEuro-FF 0 1/4/1971 1-Month Eurodollar Deposits
minus Fed Funds
7 3MEuro-FF 0 1/4/1971 3-Month Eurodollar Deposits
minus Fed Funds
8 6MEuro-FF 0 1/4/1971 6-Month Eurodollar Deposits
minus Fed Funds
9 APFNF-AANF 0 1/2/1997 1-Month A2/P2/F2 Nonfin Commercial Paper
minus 1-Month Aa Nonfin Commercial Paper
10 APFNF-AAF 0 1/2/1997 1-Month A2/P2/F2 Nonfin Commercial Paper
minus 1-Month Aa Fin Commercial Paper
11 TED 0 12/6/1984 3Month Tbill
minus 3-Month London Interbank Offer Rate
12 MA-10YTB 0 12/24/1992 Moodys A Corporate Bond Yield
minus Y10-Tbond
13 MAa-10YTB 0 12/24/1992 Moodys Aa Corporate Bond Yield
minus Y10-Tbond
14 MAaa-10YTB 0 1/3/1983 Moodys Aaa Corporate Bond Yield
minus Y10-Tbond
15 MBaa-10YTB 0 1/2/1986 Moodys Baa Corporate Bond Yield
minus Y10-Tbond
4. Forex
1 EFXbroad 1 1/1/1994 Effective Exchange Rate-Broad (Weekly)
2 EFXmajor 1 1/31/1967 Effective Exchange Rate-Narrow (Weekly)
3 Can$/US$ 1 1/4/1971 Canada: Spot Exchange Middle Rate,
NY close (Canadian$/US$)
4 Euro/US$ 1 1/2/1975 Europe: Spot Exchange Middle Rate,
NY close (EUA,ECU,Euro/US$)
5 Yen/US$ 1 1/4/1971 Japan: Spot Exchange Middle Rate,
NY close (Yen/US$)
6 Swiss/US$ 1 1/4/1971 Switzerland: Spot Exchange Middle Rate,
NY close (Francs/US$)
7 UK/US$ 1 1/4/1971 UK: Spot Exchange Middle Rate,
NY close (Pounds/US$)
Continued on Next Page
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Index Name Squared Begins Definition
5. Government
1 FF 0 1/7/1954 Federal Funds [Effective] Rate
2 3MTB 0 1/4/1954 3-month Treasury Bills, Secondary Market
3 6MTB 0 12/9/1958 6-month Treasury Bills, Secondary Market
4 6MTBc 0 1/4/1982 6-month Treasury Bill Yield at Const Maturity
5 1YTB 0 1/2/1962 1-year Treasury Bill Yield at Const Maturity
6 10YTB 0 1/2/1962 10-year Treasury Bond Yield at Const Maturity
7 BEIR5 0 12/30/1994 US Inflation Compensation: Cont Compounded
5-year Zero-Coupon Yield (%)
8 BEIR10 0 12/30/1994 US Inflation Compensation: Cont Compounded
10-year Zero-Coupon Yield (%)
9 6MTB-FF 0 1/4/1982 6-month Treasury Bill Market Bid Yield
at Constant Maturity minus Fed Funds
10 1YTB-FF 0 1/2/1962 1-year Treasury Bill Yield at Const Maturity
minus Fed Funds
11 10YTB-FF 0 1/2/1962 10-year Treasury Bond Yield at Const Maturity
minus Fed Funds
12 6MTB-3MTB 0 1/4/1982 6-month Treasury Bill Yield at Const Maturity
minus M3-Tbills
13 1YTB-3MTB 0 1/2/1962 1-year Treasury Bill Yield at Const Maturity
minus M3-Tbills
14 10YTB-3MTB 0 1/2/1962 10-year Treasury Bond Yield at Const Maturity
minus M3-Tbills
A.2 Proof that High Frequency Noncentrality Parameter is Larger
Claim:
NC(A∗)LF = δ′
(
RWE[Ψ
LF,θ′
t (D
LF
t )
−1(RLFt )
−1(DLFt )
−1ΨLF,θt ]R
′
W
)
δ
≤ δ′
(
E[RWΨ
HF,θ′
t (D
HF
t )
−1(RHFt )
−1(DHFt )
−1ΨHF,θt ]R
′
W
)
δ
Recall we make the following simplifying assumptions:
ΨHF,θ
′
t = Ψ
LF,θ′
t
RHFt = R
LF
t
DHFt = D
LF
t
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For purposes of conveninece, define Υt = E[Ψ
HF,θ
t ]R
′
W δ = E[Ψ
LF,θ
t ]R
′
W δ which is an N × 1
vector where N is the size of our pricing error each time period. Thus if we substitute:
NC(A∗)LF = δ′E[RWΨHF,θ
′
t (D
LF
t )
−1(RHFt )
−1(DLFt )
−1ΨHF,θt RW ]δ
= Υ′t
(
E[(DLFt )
−1(RHFt )
−1(DLFt )
−1]
)
Υt
Consider any fixed value of t. Label dHi as the diagonal (and only non zero elements) of
(DHFt )
−1, rHi,j as the elements of (R
HF
t )
−1, and υi as the elements of Υt. Note that d and r
are respective elements of the inverse matrix, not the original matrix. Similarly do the same
for our Low Frequency matrices. Then our noncentrality parameter can be re-written:
NC(A∗)LF =

∑N
i=1 υid
L
i r
H
i,1d
L
1
.
.∑K
i=1 υid
L
i r
H
i,Kd
L
K

Υt
=
K∑
j=1
υj
K∑
i=1
υid
L
i r
H
i,jd
L
j
Since we know that V ar[ht+1(θ0) | JMF,LFt ] ≥ V ar[ht+1(θ0) | JMF,LFt ] > 0, it means that
DLFt ≥ DHFt ≥ 0. This implies that 0 ≤ (DLFt )−1 ≤ (DHFt )−1. Note also that all the elements
on the diagonal of the inverse matrices are nonzero positive. We conclude therefore that:
K∑
j=1
υj
K∑
i=1
υid
L
i r
H
i,jd
L
j ≤
K∑
j=1
υj
K∑
i=1
υid
H
i r
H
i,jd
H
j
or NC(A∗)LF ≤ NC(A∗)HF .
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A.3 Construction of Σt and Σt
Consider Σt = V ar[mt+1(θ)rt+1 − 1|JMFt ] where mt+1(θ) = θ1 + θ2at + θ3∆ct+1 + θ4at∆ct+1.
We can write σt,(i,j) as the (i, j) element of that matrix:
σt,(i,j) = Covt
[
mt+1r
i
t+1 − 1,mt+1rjt+1 − 1
]
= Covt
[
mt+1r
i
t+1,mt+1r
j
t+1
]
= Covt
 (θ1 + θ2at + θ34ct+1 + θ4at4ct+1)rit+1,
(θ1 + θ2at + θ34ct+1 + θ4at4ct+1)rjt+1

= Covt
 (θ1 + θ2at)rit+1 + (θ3 + θ4at)rit+14ct+1,
(θ1 + θ2at)r
j
t+1 + (θ3 + θ4at)r
j
t+14ct+1

= (θ1 + θ2at)
2Covt[r
i
t+1, r
j
t+1]
...+ (θ3 + θ4at)
2Covt[r
i
t+14ct+1, rjt+14ct+1]
...+ (θ1 + θ2at)(θ3 + θ4at)Covt[r
i
t+1, r
j
t+14ct+1]
...+ (θ1 + θ2at)(θ3 + θ4at)Covt[r
j
t+1, r
i
t+14ct+1]
=
 θ1 + θ2at
θ3 + θ4at

′
ζt,(i,j)
 θ1 + θ2at
θ3 + θ4at

where we define
ζt,(i,j) ≡
 Cov(ri,t+1, rj,t+1|JMFt ) Cov(ri,t+1,∆ct+1rj,t+1|JMFt )
Cov(∆ct+1ri,t+1, rj,t+1|JMFt ) Cov(∆ct+1ri,t+1,∆ct+1rj,t+1|JMFt )

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Similarly for Σt :
σt,(i,j) = Covt
[
mt+1r
i
t+1 − 1,mt+1rjt+1 − 1
]
= Et
[
(mt+1r
i
t+1 − 1)(mt+1rjt+1 − 1)
]
= Et[(mt+1r
i
t+1)(mt+1r
j
t+1)]− Et[mt+1rjt+1]
...− Et[mt+1rit+1] + 1
Under our assumptions, Et[mt+1r
i
t+1] = 1, thus:
σt,(i,j) = Et[(mt+1r
i
t+1)(mt+1r
j
t+1)]− 1
= Et
 ((θ1 + θ2at)rit+1 + (θ3 + θ4at)rit+14ct+1)
×((θ1 + θ2at)rjt+1 + (θ3 + θ4at)rjt+14ct+1)
− 1
= (θ1 + θ2at)
2Et[r
i
t+1r
j
t+1]
...+ 2(θ1 + θ2at)(θ3 + θ4at)Et[r
i
t+1r
j
t+14ct+1]
...+ (θ3 + θ4at)
2Et[r
i
t+1r
j
t+1(4ct+1)2]− 1
=
 θ1 + θ2at
θ3 + θ4at

′
ζt,(i,j)
 θ1 + θ2at
θ3 + θ4at
− 1
where we define
ζt,(i,j) ≡ E
 ri,t+1rj,t+1 ∆ct+1ri,t+1rj,t+1
∆ct+1ri,t+1rj,t+1 (∆ct+1)
2ri,t+1rj,t+1
| JMFt

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A.4 Construction of Risk Free Moment Condition
Our stochastic discount factor can price any asset, thus is can price the risk free asset:
E[mt+1r
f
t+1|JMFt ] = 1
Since the Risk free rate is known at time t:
rft+1E[mt+1|JMFt ] = 1
E[mt+1|JMFt ] =
1
rft+1
0 =
1
rft+1
− E[mt+1|JMFt ]
Take the unconditional expectation of both sides and there is the moment condition of interest.
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