Conventional collection libraries do not perform automatic collection-specific optimizations. Instead, performance-critical code using collections must be hand-optimized, leading to non-modular, brittle, and redundant code.
Introduction
In-memory collections of data often need efficient processing. For on-disk data, efficient processing is already provided by database management systems (DBMS), thanks to their query optimizers which support many optimizations specific to the domain of collections. However, moving inmemory data to DBMSs does not typically improve performance [6] , and query optimizers cannot be reused separately, since DBMSs are typically monolithic and their optimizers are deeply integrated. A few collection-specific optimizations, such as shortcut fusion [1] , are supported by compilers for purely functional languages such as Haskell, but the implementation techniques do not generalize to many other optimizations, such as support for indexes. In general, collection-specific optimizations are not supported by the general-purpose optimizers used by high-level (JIT) comCopyright is held by the author/owner(s). pilers. Therefore, when collection-related optimizations are needed, programmers perform them by hand.
Some optimizations are not hard to apply manually, but in many cases become applicable only after manual inlining [4] . But manual inlining modifies source code by combining distinct functions together, while often distinct functions should remain distinct to preserve modularity, for instance to separate different concerns or to allow reusing a code fragment. In this case, manual inlining will reduce modularity.
To sum up, developers have to choose between modularity and performance when writing queries. We propose instead an automatic optimizer supporting both inlining and collection-specific optimizations, combining performance and modularity. In particular, our optimizer automatically performs various collection-specific algebraic optimizations, such as map fusion, selection pushdown, automatic indexing and query unnesting. Some of these optimizations can reduce the complexity class of a query. Moreover, the optimizer supports general-purpose optimizations, such as inlining and various algebraic simplifications, to allow collection-specific optimizations to trigger more often. We show a few examples in the next subsection.
Motivating Example
Let us consider for instance map fusion, which combines multiple map operations to avoid intermediate results.
Consider this Scala function definition in module M1:
This code defines function firstPart which maps function λx.x + 1 on some collection of integers someColl. Suppose now that module M2 contains:
This code defines function secondPart which maps function λx.x + 2 on the result of M1.firstPart. We assume that these functions are part of different modules, for instance because they are related with different concerns and firstPart's implementation should be hidden behind an abstraction barrier. This code is inefficient: Executing this code will build a collection to represent the result of firstPart, and then consume it immediately to build a new collection; this interme-diate step is unnecessary and expensive. Moreover, we sum each number with first 1 and then 2; adding 3 directly would be faster.
To improve performance we can write, in module M2, just def secondPart = theColl.map(x ⇒ x + 3). However, this code combines code fragments which belong to different modules, which is undesirable in our example. An alternative would be to rely on an automatic optimizer. Automating this optimization requires inlining the call to firstPart (which in general might be a virtual call, hence resolved only at run-time) and then performing collection-specific optimizations (here, map fusion). While most general-purpose automatic optimizers can handle inlining, they cannot handle collection-specific optimizations. Furthermore, virtual calls typically cannot be resolved statically, hence can only be inlined at run-time by JIT compilers. Hence, this optimization cannot be performed automatically by a typical optimizer, especially not by a compile-time one.
There are many other optimizations that are possible to improve performance, but that require implementation overhead or lead to nonmodular solutions; one example is maintaining indexes to speed up queries. Consider an address book application, which manipulates a collection of people. To find people by their name, this application will probably maintain an index mapping names to people. Each time a person is added or removed, both the collection of people and the index need to be updated: Keeping in sync these operations by hand is error-prone. Automatic index maintenance, as done by databases, would make such inconsistencies impossible, once again reconciling modularity and performance.
Our Solution
To provide automatic collection-specific optimizations and thus address these problems, we introduce SQUOPT, the Scala Query Optimizer, which consists of:
1. An embedded domain-specific language (EDSL) for queries on collections. This EDSL corresponds to the purely functional portion of the Scala collection API, inherits its advantages [3] and naturally supports advanced features of database query languages. 5. A prototype implementation of incremental view maintenance, which will allow to materialize and update the results of any view, including indexes, so that the materialized results can be reused in other queries.
Our current implementation is available online. 1 Overall, our approach seems a promising solution to combine performance and modularity.
Initial experiments
To evaluate our optimizer, we reimplemented some queries (sampled from FindBugs [2] ) in Scala. At run-time, we create indexes and measure the optimization speedup on different queries, compared with native queries in Scala. Around half of the queries can be optimized, and speedups range from 2.5x to 2274.9x. In other cases, the optimizer does not improve query performance significantly. Moreover, we study the overhead introduced by dividing queries into smaller functions to increase reuse; our optimizer prototype seems to already reduce this overhead significantly.
