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4ABSTRACT
Genetic Algorithms for Models Optimization for Recognition
of Translation Initiation Sites
Arturo Magana Mora
This work uses genetic algorithms (GA) to reduce the complexity of the artifi-
cial neural networks (ANNs) and decision trees (DTs) for the accurate recognition
of translation initiation sites (TISs) in Arabidopsis Thaliana. The Arabidopsis data
was extracted directly from genomic DNA sequences. Methods derived in this work
resulted in both reduced complexity of the predictors, as well as in improvement in
prediction accuracy (generalization). Optimization through use of GA is generally
a computationally intensive task. One of the approaches to overcome this problem
is to use parallelization of code that implements GA, thus allowing computation on
multiprocessing infrastructure. However, further improvement in performance GA
implementation could be achieved through modification done to GA basic operations
such as selection, crossover and mutation. In this work we explored two such im-
provements, namely evolutive mutation and GA-Simplex crossover operation.
In this thesis we studied the benefit of these modifications on the problem of TISs
recognition. Compared to the non-modified GA approach, we reduced the number of
weights in the resulting model’s neural network component by 51% and the number of
5nodes in the model’s DTs component by 97% whilst improving the model’s accuracy
at the same time.
Separately, we developed another methodology for reducing the complexity of pre-
diction models by optimizing the composition of training data subsets in bootstrap
aggregation (bagging) methodology. This optimization is achieved by applying a new
GA-based bagging methodology in order to optimize the composition of each of the
training data subsets. This approach has shown in our test cases to considerably
enhance the accuracy of the TIS prediction model compared to the original bagging
methodology.
Although these methods are applied to the problem of accurate prediction of TISs we
believe that these methodologies have a potential for wider scope of application.
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Chapter I
Introduction
The enormous amount of available biological data makes extraction of important
information used to develop useful and verifiable biological models a complex task.
Among approaches to deal with this problem, the field of artificial intelligence (AI)
in general, and machine learning (ML) in particular, are among the most prominent.
ML models learn (train) from observations (training samples) of a defined class, where
performance of such models generally improves with availability of new observations.
ML techniques have been widely applied for knowledge extraction and pattern classi-
fication in many domains such as genomics, proteomics, microarrays, system biology,
evolution and text mining [29]. Artificial neural networks (ANNs) and decision trees
(DTs), as popular ML methods, have proved to be powerful pattern recognition tools
due to their ability to work with high-dimensional data samples. These methods have
been successfully deployed in a wide range of problems including biological problems,
such as disease classification, biomarkers identification, among others [27]. As is the
case with other model types, determining an optimal model structure is a challenge
for both ANNs and DTs. In principle, less complex models that can sufficiently
accurately capture properties in the observed phenomena are preferred to more com-
plex models of comparable performance. Implying a need for model optimization.
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Optimizing a model is generally a complex task. As a part of the process, various
optimization techniques can be used in search for the optimal model structure, i.e.
simulated annealing (SA), genetic algorithms (GA), etc. In this work we use GA for
the purpose of reducing the complexity of the resulting models.
GA is an optimization technique that was inspired by the evolution theory, and it
belongs to the class of so-called evolutionary algorithms. Although GA does not
guarantee the optimal solution for a problem, there is empirical evidence [8] that
its performance is competitive with other combinatorial optimization algorithms i.e.
simulated annealing, sequential search methods, hyper-climbing, etc. [25]. In this
work, we enhance the application of GA to model optimization by designing a robust
objective function along with the use of additional basic operators, i.e. GA simplex
crossover, evolutive mutation, etc.
Separately, we developed another methodology for reducing the complexity of predic-
tion models by optimizing the composition of training data sets in bagging method-
ology that was initially proposed by Breiman [26]. This optimization is achieved by
applying a new GA-based bagging technique in order to ignore outlier or samples from
the training set that do not contribute to the model’s robustness. The outlier samples
elimination prevent the model to fit to samples that are very different from others
and thus producing a more robust model for the underlying classification problem.
This approach has shown in our test case to considerably enhance the accuracy of the
model compared to the original bootstrap bagging methodology.
The rest of this thesis is organized as follows: Section 2 presents a review of the
machine learning algorithms relevant for this work. Section 3 describes the method-
ology followed by the GA variable encoding for the model optimization. Methods
application and obtained results are discussed in Section 4. Conclusions are given in
Section 5.
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Chapter II
Background on Relevant Machine
Learning and Optimization
Methods
II.1 Artificial Neural Networks
In 1943, McCulloc and Pitts [3] published the first paper modeling the artificial
neural networks (ANNs). Their work was centered in understanding the power of
the human brain in cognitive tasks. ANNs were inspired by some early concepts of
how the human brain processes and learns the information [5]. ANNs however are far
behind the real functionality of the human brain.
ANNs belong to the class of supervised learning algorithms. In supervised learning,
models are built from a set of training samples. Each training sample consists of a
set of inputs and associated output or target. In the learning phase, ANN model
parameters are determined based on the training samples. In the next section ANNs
and their training are described in some details.
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II.1.1 Artificial Neural Network Architecture
The basic ANN elements are described in some details in the next sections. We first
define the ANNs basic unit and its computation, followed by a multilayer perceptron,
the network training and an overview of the major pruning methodologies.
Neuron
The basic block as well as the simplest possible ANN is formed by only one neuron or
node and they are used to classify data into two classes. A neuron consists of three
basic elements: (1) set of weights, (2) summation operator and, (3) an activation
function [20]. Each neuron receives a set of weighted input signals (activation values).
These inputs are added together (summation operator). The summation result is then
processed by an activation function to generate the activation output of the neuron.
A neuron is graphically represented in Figure II.1, where Xi, i = 1, .., n represent
input signals, Wi, i = 1, ..., n are connection weights, W0 is the so-called bias term, f
is the activation function. The activation output is calculated with Equation II.1.
Y = f
(
n∑
i=1
WiXi +W0
)
(II.1)
where f is the activation function. Some of the most commonly used activation
functions are:
f(u) = sign(u), hard limiter nonlinearity, produces a binary output +1 or -1.
f(u) = (sign(u) + 1)/2, produces a binary output 0 or 1.
f(u) = (1 + e−u)−1, sigmoidal, produces an output between 0 and 1.
f(u) = tanh(u), hyperbolic tangent, produces output between -1 and 1.
18
Figure II.1: Information processing in a neuron.
Multilayer Perceptrons
As mentioned above, a single neuron can be used to classify the data into two classes
for simple problems, however it has very limited modeling capabilities [3], [7]. Multi-
layer perceptron (MPL) is a type of ANN whose structure contains a set of neurons
arranged in layers. A MLP can be formed by several hidden layers, however it has
been proven that one hidden layer is enough to approximate any continuous bounded
function when using nonlinear activation functions in the neurons [40], [17]. In the
strict feed-forward architecture the outputs of one layer are connected to the inputs
of the next layer. However, it was demonstrated that direct connections from the
input layer to the output neurons enhance the learning speed of the network [8].
Moreover, these links improve the performance of the network when using pruning
techniques, i.e. techniques to remove unnecessary connections and nodes. Adding
direct input/output connections enhances the ANN structure while still respecting
the basic property of feed-forward networks: (1) connections are directed in only one
single direction and, (2) there are no circles or loops.
ANNs containing direct links from the input to the output layer are known as Hyper-
connected Artificial Neural Networks (HCANN).
In this thesis the general architecture under investigation is the MLP network with
direct input/output connections (HCANN). To facilitate the HCANN training, the
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networks are biased. This idea behind the bias it that it permits to shift the sig-
moidal curve according to the input samples. Figure II.2 shows a HCANN example
structure.
Figure II.2: A Hyper-connected artificial neural network.
II.1.2 Network Training
Initially the weights in the network are initialized to random values. Network training
refers to the process of determining the optimal values associated with ANN weights
so that a suitable defined output-based error function is minimized.
This is done by searching for the optimal values for the weights in the network con-
nections in order to minimize an error function, often taken as the sum-of-squares
error (Eq. II.2).
E =
1
2
n∑
q
(yq − tq)2 (II.2)
where tq corresponds to the target and yq to the actual output value of q-th sample.
Several methods have been proposed to solve the optimization problem of finding the
optimal values for the weights in the ANN, such as contrastive Hebbian learning [15]
and back-propagation algorithm. In this work we use back-propagation for weights
optimization and for that reason we describe below in some details the basic idea
behind it.
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Back-Propagation Algorithm
In 1974, Werbos et al. [30] developed the back-propagation learning algorithm. Back-
propagation offers an efficient way of optimization of ANN weights compared to a
brute-force weight optimization approach that could be ordinarily applied.
In back-propagation, the errors are propagated backwards (starting from the output
layer until reaching the input layer) based on the network output error and the desired
target in order to find a set of ANN weights. The back-propagation algorithm can be
summarized in four steps:
1 - Forward propagation of signals: For each sample in the training set, evaluate
the activation values of the hidden neurons until the output neurons using the next
formula:
zj = f(
n∑
i
wijxi) (II.3)
Where f is the activation function, wij is the weight for input i to neuron j and, x is
the input vector.
2 - Output neurons error evaluation: For each output neuron, calculate the error
using the following equation.
δk = f
′(ok)(yk − tk) (II.4)
Where f ′(ok) refers to the derivative of the activation function applied to the output
of the k-th neuron ok. Activation function must be differentiable for back-propagation
to be applicable.
3 - Hidden neurons error evaluation: For each hidden neuron calculate the error
using the next equation:
δj = f
′(oj)
∑
k
wkjδk (II.5)
The expression in Eq. II.5 calculates the error for the hidden neuron j using the error
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for the output neuron k. f ′(oj) is the derivative of the activation function applied to
the output of the j-th neuron. In this work we omitted the mathematical derivations
and simplifications to arrive to the given formulas. A complete back-propagation
derivation is presented by Bishop [7].
4 - Weights Update: Adjust the weights depending on the back-propagated error.
A simple way to update the weights in the network is by using the gradient descent
algorithm. Gradient descent is an optimization algorithm which takes a fixed step in
the direction of the greatest rate of decrease of the error. This algorithm is suitable
in for the ANN weight update because neuron activation functions are usually well-
behaved function. Each step is proportional to the negative of the gradient vector
∇E(w). The search for the optimal weights’ value is done in an iterative manner,
meaning that in each training step, the weights are adjusted towards the direction of
maximum error decrease. There are two modes to update the weights: One is off-line
learning and the other is on-line learning. Off-line learning consists of accumulating
the error for each sample in the training set and then update the weights. In on-
line learning the weights are updated after each training sample is presented to the
network.
Figure II.3 shows a graphic representation of the back-propagated errors and the
weights update. In this thesis we consider on-line learning. This method offers better
Figure II.3: Back-propagated errors and weights update.
flexibility when using complex samples where some of them are highly redundant.
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The weight update formula is as follows:
wtkj = w
t
kj + (1− µ)ηδkyj + µ∆wt−1kj (II.6)
Where η is the learning rate and µ is the momentum term 0 ≤ µ ≤ 1. An interested
reader in the derivation should refer to [7] for a more complete analysis.
II.1.3 Early Stopping
One of the challenges in building ANN models is to prevent over-fitting. Over-fitting
is when the weights in the network are adjusted to very specific values in the training
samples (memorization), causing loss of model generalization for unseen or testing
data. This leads to the question when to stop training of an ANN? In real-life appli-
cations, the error curve will not always have one single global minima, instead there
are going to be several local minima and the global minima.
Training of an ANN normally requires numerous iterations. In the simplest case, the
training stops when a certain number of iterations is reached or when the output error
reaches certain threshold. Training in this way is generally susceptible to under- or
over-fitting.
One of the most widely used approaches to avoid over-fitting and stop parameters
specification is early stopping with validation. Early stopping consists of the valida-
tion of interim ANN parameters during training on a specially reserved dataset called
validation set. The validation set must be different from the testing and training sets.
At the early training stage, the error in validation set decreases with training itera-
tions, but this error starts to increase when the training is extended, resulting in a
loss of generalization. Hence the learning phase stops when the error in the validation
set starts to increase. The validation set simulates the training set (unseen samples),
assuming that the performance of the network on the testing set will be similar to the
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performance in the validation set. It is important to mention that validation samples
must be different from the training and testing samples.
II.1.4 Pruning of Artificial Neural Networks
One of the biggest challenge of the ANNs is to find the optimal structure of an ANN.
Due to the high nonlinearity of the system, the selection of the network structure
(number of layers and nodes) is not a trivial task. Hence in most of the prediction
problems the optimal ANN structure is determined through experimentation by vary-
ing the number of nodes and layers.
It was proved that by reducing the size of the network (removing excess weights and
nodes) it is possible to both reduce the complexity of the network, as well to enhance
the model generalization i.e. better classification for unseen samples [18], [11]. If
the network is too small, it might not be able to capture enough information from
the training samples. Nevertheless, when the network has too many free parameters
(weights and neurons) the network memorizes the training samples causing a loss of
generalization (over-fitting) [33],[37].
Pruning consists of deleting weights and neurons that have small impact on the out-
put of the network in order to reduce its complexity. Reducing the size also facilitates
the rule extraction techniques and reduces computational requirements [13].
There are a number of pruning techniques such as: magnitude based pruning [4],
optimal brain damage (OBD) [39], optimal brain surgeon (OBS) [4] and GA-based
methods. In this thesis we focus on GA-based pruning techniques. Section II.1.4
presents a brief review of some of the proposed GA-based methodologies.
GA-Based Pruning
When researchers started to combine GA with ANN (1990s) the availability of com-
puting resources restricted the test of GA-pruning techniques to only small problems,
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such as the exclusive-or (XOR) problem, adder problem, etc. The high computational
demand comes from the fact that GAs require the ANN instances in the population
to be evaluated and ranked, meaning that to evaluate each ANN it must be decoded
from the chromosome, trained and tested.
A common procedure used in the literature that avoids the complete ANN re-training
for every chromosome in the population was presented by Whitley et al. [8]. The
procedure takes the values of the weights of a fully trained ANN to solve the defined
problem as initial starting point for all the chromosomes in the population. The
weights are then pruned and each ANN is evaluated to detect the ANNs that were
least affected or best able to learn after a number of back-propagation iterations.
The back-propagation iterations are determined by what they called ”the rewarding
scheme”. The rewarding scheme consists of limiting the ANN training to a number
of back-propagation iterations and then consider the accuracy of prediction as fitness
value. The number of iterations increases with the number of pruned weights, giving
more training opportunities those networks with smaller structure. The number of
back-propagation iterations is equal to (ND+B), where N is is the number of pruned
weights, B is a baseline number of back propagation iterations and D is the number
of iterations to increase by each pruned weight.
The results found by Whtiley et al. and Zhang et al.[40] on small problems show that
it is possible to optimize the connectivity and weight values for the ANN.
In 2002, Wang and his colleagues [37] first trained a network using a dynamic con-
structive method. The already pre-trained ANN is pruned by a GA to remove weights
and nodes while satisfying a determined training error. They reduced the complexity
of the ANN for three different small problems.
Bebis and Georgiopoulos [12] coupled GA with pruning to not only reduce the size
of the ANN but also to improve the generalization performance in small problems.
In their method, initial weights of the networks in the GA initial population are set
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based on preliminary experimental results. The GA then starts pruning the networks
when the generalization performance is acceptable.
The research presented so far have in common that they all start pruning an already
trained ANN. These approaches restrict the search of the GA by assuming that the
best pruned model will be obtained from the already trained model. However, it is
known that an ANN will arrive to a different solution depending on its initial con-
nectivity [8].
Contrary to the previous presented research, Stepniewski and Keane [34] proposed
a method in which the randomly initialized weights in the ANN are first pruned by
a GA. The ANN is then fully trained (post-training validation) and tested. The
post-training validation is CPU expensive as it requires the ANN training for each
chromosome in the population, but it is a key point to evaluate the performance of
the ANN as it detects both the precision of weight adjustment and and the ade-
quacy of the model. They proposed a fitness function that includes penalty factors
for more complex ANNs. The objective function makes a tradeoff between size and
performance.
II.2 Decision Trees
Decision tree is a supervised learning methodology. It is a powerful classification tool
that offers the advantage of an intuitive approach, resulting in structures that are
easy to follow and understand [32].
A decision tree implements a set of inferred classification rules from a labeled dataset
of samples. Each node of the tree represents a decision rule, splitting the data into
two or more partitions until a stopping criteria is met. In the top-down decision tree,
each node takes a locally optimal decision to split the data and new nodes will be
created to handle additional splits if required. Terminal or leaf nodes indicate the
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class label and are created when reaching a stopping criteria. Figure II.4 shows an
example of a decision tree. The triangles represent a node using feature fi to split
the data. The leaves indicate the class label.
There are a number of several learning algorithms for building DTs in a recursive
manner to deal with large datasets, such as C4.5 [24], multivariate adaptive regression
splines (MARS) [21], ID3 among others. In this thesis we use the widely used ID3
algorithm for decision tree learning. Algorithm details are presented in the following
subsection.
Figure II.4: Decision tree structure.
II.2.1 Decision Tree Learning Using ID3
Iterative Dichotomiser 3 or ID3 was developed by Ross Quinlan [23]. The algorithm
creates a tree using a greedy search through the training set to determine the feature
that splits the data resulting in the largest decrease in entropy. The creation of each
node or decision in ID3 algorithm consists of iterating through all the features in
order to find the feature that best discriminates the classes. The creation of nodes
continues in a recursive procedure, stopping when the node contains a rule that splits
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the data into two clean subsets. ID3 are commonly trained using categorical features
(e.g. true or false values), however with minimal modification of data, decision trees
can be also trained with features with real values.
When using real feature values they have to be converted to discrete values using
a splitting or decision value. For example, if the original feature height = 156.9
centimeters, a new discrete feature could be (height ≥ 145.3) = true, false. In this
example, the value 145.3 is the splitting point, this rises the question: how to choose
splitting points for a continuous feature? The strategy for the splitting points selection
consists of three steps: (1) sort the samples according to the values of the continuous
feature, (2) identify the adjacent samples that belong to different classes and consider
the average values at those transition points as potential splitting point, and, (3)
calculate the entropy and information gain for each splitting point and select the one
with the highest information gain. Assume the learning set contains 4 samples of class
P and 2 of class N, table II.1 shows an example values for these samples. From the
table the transition points are found between the values of 40 and 50, and between
55 and 65. From the step (2), the splitting points are: 45 and 60.
Class P Class P Class P Class N Class N Class P
30.7 35 40 50 55 65
Table II.1: Sorted samples according to a continue real value feature
To illustrate the splitting concept let us consider Fig. II.4, in which the root
node uses feature f1 with a value or splitting point x1 to divide the samples into two
subsets. Assuming an ideal case where f1 using the splitting point x1 gives an entropy
of 0, the two resulting clean subsets would contain samples from class one and class
two respectively. However, in real classification problems it is unlikely, reason why
several features are used to separate recursively the samples into cleaner subsets.
Following the work proposed by Quinlan [23], the tree training in mathematical terms
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is defined as follows, assuming that D contains p patterns from class P and n patterns
from class N. The algorithm starts by calculating the entropy of D, (ED) using (II.7)
ED = − p
p+ n
log2
p
p+ n
− n
p+ n
log2
n
n+ p
(II.7)
Feature f having values f1,f2,...fk splits D into D1, D2...Dk, each partition of Di
contains pi patterns of class P, and ni patterns of class N. The weighted entropy
(W E) of the split by using fi is
WEi =
k∑
i
pi + ni
n+ p
(
− pi
pi + ni
log2
pi
pi + ni
− ni
pi + ni
log2
ni
ni + pi
)
(II.8)
The resulting information gain of Di is given by
IGDi = ED −WEDi (II.9)
The information gain is calculated for all features by using (II.9) for each node. The
node will branch the data based on the feature f having the maximum information
gain IGDi .
II.2.2 Pruning of Decision Trees
Similarly to the ANNs, it has been proven that the size of the tree has a direct
impact on the generalization performance. Whilst pruning of the trees does not
always improve the generalization accuracy it does result in a more understandable
tree. Pruning consists in deleting a sub-tree in such a way that it still preserves
the classification performance. Implicit pruning however, does not delete sub-trees,
instead it stops the expansion of the tree during the training phase. For example,
the expansion stopping criteria could be a threshold of the information gain value in
that split. However, it is not possible to estimate what would have happened in a
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lower level in the tree if it was not stopped [32], limiting the expansion of the tree
based on local-based predetermined rules reduces the information available for the
pruning.This is the reason why the most popular pruning techniques work after the
tree has been totally constructed (post-training pruning). Some of the popular post-
training pruning techniques are error complexity based pruning and minimum error
based pruning [32], nevertheless these greedy approaches does not scale well for large
DTs. GA-based pruning are used to cope with the scalability problem for large DTs.
II.3 Genetic Algorithms
Proposed in 1975 by J. Holland [22], the genetic algorithm (GA) is an optimiza-
tion technique that was inspired by the evolution theory. GA does not guarantee
to find the optimal solution of the problem, however there is empirical evidence [8]
that solutions are between acceptable levels, in a competitive time with the rest of
combinatorial optimization algorithms, i.e. simulated annealing, sequential search
methods, hyper-climbing, etc. Burjorjee [25] offered an explanation for the remark-
able GA adaptive capacity. Furthermore, Burjorjee presents evidence that strongly
suggests that GA can implement hyper-climbing extraordinarily efficiently for com-
plex optimization problems. Moreover, GAs does not make any assumptions about
the search space for the optimization problem. These are some of the reasons why
GAs have been applied to solve a wide range of engineering and scientific optimization
problems [8].
To understand GA functionality it is convenient to first explain how the optimization
problem variables have to be encoded and then recombined. The theoretical founda-
tion of the GA requires the optimization problem variables to be encoded into a string
of either (1) binary bits, (2) real numbers or (3) characters. Each bit, real number,
or character in the string in GA is called gene or parameter, and they form as an
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ensemble a chromosome, also called individual or string. In this work we refer to the
variables in the string as parameters and the ensemble of parameters as chromosome.
Every different combination of the parameters in the chromosome represents a differ-
ent variable in the optimization problem search space.
As an example, let us consider a simple case in which we want to find the X and
Y values to maximize the next equation: sin(X2)log(XY ). One possible encoding
solution is to have a string of two real numbers (two parameters forming a chromo-
some) for X and Y . Chromosomes with different X and Y values represent a different
variables to the problem.
The recombination or crossover requires two or more chromosomes (parents) to gen-
erate a new chromosome (offspring). The objective of the crossover operator is to
find a new set of parameters that produces an optimum value in the variables to the
optimization problem.
Once variable encoding is decided, the first step in GA is creation of a random initial
population (set of variables with random encoded parameter values to form a pop-
ulation of n chromosomes). Next, each chromosome in the population is evaluated
in order to have a measurable value that indicates how well the set of parameters
perform as solution for the problem at hand.
The GA then executes the selection operator to chose the chromosomes to be re-
combined. The selection operator gives more opportunities to the chromosomes that
performed the best in the optimization problem; it is important however not to com-
pletely discard weaker chromosomes in order to avoid premature convergence. Finally,
crossover is applied to the selected chromosomes. Selection and crossover operators
try to preserve the combination of the parameter values that obtained a better result
for the optimization problem.
The GA repeats the selection and crossover operators in order to provide a better set
of parameters (chromosome) after every iteration. Figure II.5 shows the GA proce-
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dure.
Figure II.5: Generational GA procedure.
In GA terminology, the optimization function is called objective function. Moreover,
the value that indicates the appropriateness of the chromosomes is known as fitness
value and it is calculated by the the fitness function.
The selection, crossover and mutation operators are defined in more detail in the
following subsections.
II.3.1 Selection
The selection operator selects chromosomes from the entire population for later re-
combination. The most commonly used selection algorithms are tournament selection
and roulette wheel.
Tournament selection algorithm consists of taking k random chromosomes from the
population. The chromosome having the highest fitness value is then used as parent
for the crossover. The tournament size k determines the probability of selection the
best chromosome from the population, known as selection pressure. Weak chromo-
somes have more probabilities to be selected when k is small (low selection pressure),
in the extreme case when k = 1 the chromosome selection is a random process. More-
over, if the value of k is close to the number of chromosomes in the population the
probability of selecting the best chromosome increases. Stone and Smith [6] observed
that high selection pressure causes low diversity in the population. Thus, the value
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of k is GA critical factor which depends on the number of chromosomes in the pop-
ulation.
Tournament selection algorithm adds k as an extra parameter to the GA, therefore
roulette wheel is often preferred. In roulette wheel selection, the chromosomes have
a probability p of being chosen depending on their relative fitness value. For a chro-
mosome i in the population, the selection probability pi is calculated by equation
II.10.
pi =
fitnessi∑n
k=1 fitnessk
(II.10)
Where fitnessi is the fitness value for chromosome i, and n is the number of chro-
mosomes in the population.
The algorithm could be seen as a real roulette wheel, in where the pivot indicates the
selected pattern after the wheel spun. Fig II.6 shows an example of a population of
four chromosomes and their probability to be chosen.
Figure II.6: Roulette wheel fitness based selection.
II.3.2 Crossover
As in every optimization algorithm, in order to improve the current value of criteria
function, a new set of parameters has to be chosen. In a GA the crossover operator was
inspired by mix of genes in reproduction. In this operator, the strings of parameters
representing the chromosomes for the two parents are cut and mixed to generate the
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new offspring. There are three different crossover techniques: one-point, two-point
and uniform.
One-point crossover choses a random point in the genome from both parents and
swap them to generate two offspring (Fig II.7).
Figure II.7: One point crossover.
Two-point crossover selects two random splitting points from both parents generating
three splices, Fig II.8 shows this process. Uniform crossover differs from the last two
Figure II.8: Two point crossover.
techniques, here instead of mixing segment of genes the technique evaluates each gene
(bit) in the genome for exchange with a probability p. If the mixing p is 0.5 then
around half of the chromosome for the new offspring belongs to parent one and the
other half to parent two, figure II.9 shows this technique.
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Figure II.9: Uniform crossover, p ≈ 0.5.
II.3.3 GA Simplex
GA Simplex was proposed by Seront and Bersini [14] proposing that the search process
can be effectively improved by taking into crossover multiple parents. This techniques
takes into account the relative fitness of the parents. It works on three chromosomes
of the population i1, i2, and i3 to generate a new offspring i4. If i1.fitness ≥ i2.fitness ≥
i3.fitness, the algorithm is as follows:
Algorithm 1 GA Simplex Algorithm
for each k-th parameter in chromosome do
if i1k = i2k then
i4k ← i1k
else
i4k ← negate(i3k)
end if
end for
II.3.4 Mutation
Mutation is an optional operator used to explore a wider solution space in order to
avoid converging in a non adequate local minima. The mutation alters the value of all
parameters in an offspring’s chromosome with a probability pm. The probability pm
is fixed throughout the whole GA execution and it should be small enough to just to
slightly alter the chromosome as otherwise GA would behave very much as a random
search. The mutation operator could however, be improved to cover a wider solution
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space whilst avoiding getting stuck into a local minima. This enhancement is done
by having an evolutive mutation. In evolutive mutation pm is no longer fixed, instead
pm for the offspring increases along with the similarity of the parents. For example,
assuming xxxYYxx and xxxYYxY are the encoded variable for both parents. The
resulting pm for the offspring would be high as the string of parameters only differ in
one parameter.
One common technique to determine the similarity between the parents is to calculate
the distance between them. Whitley et al. [8] calculated the Hamming distance for
binary parent strings to calculate pm.
II.4 Bootstrap Aggregation (Bagging)
Bootstrap aggregation or bagging was first proposed by Breiman [26]. Bagging is
a method that generates multiple predictors with different structures or models in
order to get a new predictor referred to as a bagged predictor. Consider a learning
set L consisting of xi input samples and the corresponding set of yi targets, where
i = 1, ..., n. The standard, single predictor approach uses the set L to train a single
prediction model. Bagging however, consists of using a set of m learning sets, or
bootstrap samples Lk, k = 1, ...,m obtained by random independent sample draws
with replacement from the original set L. The bootstrap samples Lk are used to train
m different predictor models. As a results, for each input bootstrap sample, there is
one prediction model. If the predictor is a regression problem where the targets y are
numeric, the final prediction y = pred(Lk, x) is the average of yk over m. When using
classification predictors, the bagged output is defined as the majority vote among the
bootstrap predictors pred(Lk, x) Figure II.10 shows the bootstrap principle. Studies
done by Breiman show that bagged predictors can substantially enhance the accuracy
when using unstable predictors, where a small modification in the learning set L
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Figure II.10: Illustration of bagging process.
considerably alters the predictor model [26],[38],[36],[1]. The improvement in the
accuracy resulting from using bagging technique depends greatly in the stability of the
predictor. Research has proved that decision trees, na¨ıve Bayes and ANN are unstable
classifiers [19], [38]. Grandvalet [38] published a study showing that bagging applied
to DTs also improves stability of the estimation process. Experimental and theoretical
results have shown that bagging reduces the non-linear variation by stabilizing the
estimation process [19].
II.4.1 GA-Bagging
As explained in the previous section, the bootstrap samples are obtained by random
independent sample draws with replacement from the original set L. The new method
proposed in this work uses a GA to optimize the composition of each of the training
data subsets Lk. Fu et al. [13] used a GA to select a single optimal training subset.
The rationale behind their idea is to use a portion of the dataset to construct a robust
prediction model when it not feasible to use the entire dataset due to the big size.
Moreover, they state that even when the dataset is small, the best model might not
be found using the entire dataset. This approach aims to ignore the outliers and
noise samples in the learning set. They demonstrate that the performance of the tree
trained with the learning subset found by the GA achieved better results than the
tree using the complete training set.
In this work, we apply a similar GA approach to select m optimal learning subsets
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used to construct m models to form the bagged predictor. The principle of the GA-
Bagging System is shown in Fig. II.11. Implementation details are described in
Chapter III.
Figure II.11: The principle of the GA bagging procedure.
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Chapter III
Methodology for Bagging, Decision
Trees and Artificial Neural
Networks Models Optimization
In this chapter the GA variable encoding methodologies for ANNs pruning, DTs
pruning and Bagging are described. Moreover, the crossover-neurons operator for
HCANN is presented and explained.
III.1 GA Variable Encoding for Hyper-Connected
Artificial Neural Network Pruning
The connectivity of the HCANN, the ANN type used for this work, is encoded in a
GA chromosome. The length of the chromosome is the number of total weights in the
HCANN excluding bias. Weights are numbered in some manner and each position in
the chromosome indicates if a weight with the number corresponding to that position
is present (1) or removed (0). Figure III.1 shows the mapping of the weights in the
chromosome. Winput−output are the binary bits mapping the input-output weights,
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Whidden the bits for the weights from the input to the hidden layer and, Woutput the
mapping to the weights from the hidden layer to the output layer. Ni, Nh and No
stands for the number of inputs or features, the number of neurons in the hidden
layer and the number of output neurons in the output layer respectively.
Figure III.1: HCANN weights mapping in the chromosome.
The GA generates random binary strings (chromosomes) defining different HCANN
structures as initial population. A given instance of the HCANN structure is trained
and its error function evaluated in order to calculate the objective function. The GA
objective function has to be carefully designed and must consider the accuracy of
prediction and the size of the network (number of pruned weights). The GA then
apply the basic operators, selection, crossover and mutation to evolve towards the
best structure.
Figure III.2 illustrates the generic process when using GA to prune a classifier tech-
nique such as ANN and DT.
Because of the reasons explained in Section II.1.4, in this thesis we first prune the
untrained ANNs. The pruned ANNs are then fully trained and tested in order to
evaluate its fitness value (post-training procedure). The tool developed for this thesis
makes use of the technology available and parallelization to offer a robust evaluation
technique.
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Figure III.2: GA-based HCANN model classification process.
III.2 Crossover Neurons for Hyper-Connected Neu-
ral Networks
One difficulty of applying crossover operator is that there are number of different
solutions to an ANN that depends on the network connectivity [9]. To explain the
difficulty, let us consider a simplified ANN with four hidden neurons to perform tasks
A, B, C and D as shown in Fig. III.3. When the ANN changes its connectivity
pattern the tasks are performed by different neurons, such that, it is possible in one
parent that neurons 1, 2, 3 and 4 are doing task A, B, C and D respectively and in
another parent (with different connectivity pattern) it could be possible that neuron
1 performs task A, neuron 2 task C, neuron 3 task D and neuron 4 task B. Whitley
et al. [8] used the term structural/functional mapping to refer to the ANN task-
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neuron association. When the neurons have the same connectivity pattern (to input
and outputs) the structural/functional mapping is equivalent, thus neurons can swap
their functionality without altering the entire ANN functionality [8]. This however
is hardly present and neurons from the parents perform the tasks in different order.
Fig. III.3 shows an example of possible offspring with a loss of functionality due to
the different structural/functional mapping of the parents.
To overcome this problem, Montana and Davis [9] suggested a modification to the
crossover operator, called crossover-neurons. For each neuron in the offspring, crossover-
neurons operator selects a neuron from one of the two parents and finds the corre-
sponding neuron in the network. The operator assigns the value of each of the incom-
ing weights to the parent’s neuron into the respective weight in the offspring’s neuron.
Their intuition is that networks succeed because of the synergism among incoming
weights. This operator keeps the logical subgroups together along the crossover.
Figure III.3: Structural / functional mapping problem.
In this thesis, crossover-neurons operator generates two offspring. The operator se-
lects a number of neurons from the parents and swaps the connectivity pattern to
form the offsprings. The process is illustrated in Fig. III.4.
In this work we compare the results obtained from two-point crossover and crossover-
neurons operators.
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Figure III.4: Illustration of the Crossover-neuron Operator.
III.3 GA Variable Encoding for Decision Tree Prun-
ing
Similarly to the ANN encoding, the DT model structure is encoded in a string of
binary bits. The length of the chromosome is the number of nodes in the DT. The
GA first starts by generating n chromosomes as initial population, randomly assigning
1 or 0 to positions in the chromosome, where 0 means the node is pruned out and
1 the node is present. Figure III.5 shows example of a pruned DT based on the
encoding nodes in chromosome. The DTs in the population are trained and tested to
Figure III.5: A pruned DT based on the encoded nodes in the chromosome.
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evaluate the objective and fitness functions. The objective function must take into
consideration the prediction accuracy and the size of the tree, here a trade off must
be done between accuracy and size of the DT by penalizing those trees with similar
accuracy but higher number of nodes. The GA then apply the three basic operators;
selection, crossover and mutation. The process is similar to that shown in Figure III.2
for the HCANNs.
III.4 GA Variable Encoding for GA Bagging Using
Decision Trees
The composition of each training subset is encoded in a GA chromosome consisting of
a set of binary bits. The number of bits in the chromosomes is equal to the number of
samples in the training set L. The values in each position in the chromosome indicates
which samples from L form the learning subset. Figure III.6 shows an illustration of
the sample filtering based on the chromosome. The gray samples indicate the samples
that are considered for the learning subset. The GA first starts by generating the
Figure III.6: Sample filtering based on the encoded chromosome.
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initial random population by randomly assigning 1 or 0 to positions in the chromo-
some, where 1 means the sample corresponding to that position in the chromosome
is present in the learning subset and 0 that the sample is ignored.
The DTs are trained using the learning subsets found by the GA and tested with a
separate testing set to evaluate the objective and fitness function, in this case the
accuracy of prediction. The GA then applies the three basic operators; selection,
crossover and mutation. When the execution of the GA is terminated, the process
selects k best learning subsets to train the bagging DTs. The procedure is illustrated
in Figure III.7.
Figure III.7: GA bagging method.
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Chapter IV
Pruning and Bagging Methods
Application to Translation
Initiation Sites Recognition in
Arabidopsis Thaliana
In this Chapter we describe an implementation of pruning and bagging methods
described in Chapter 3 to the problem of prediction of translation initiation sites
(TIS) in Arabidopsis Thaliana.
We also give a short introduction to the TIS identification and its importance. The
Chapter continues with the application configuration and results of GA-pruning for
HCANNs and DTs, ending with the GA-bagging using DTs methodology.
IV.1 TISs and TIS Prediction
This paragraph is based on [2], [16]. Bioinformatics among its main aims attempts to
identify important biological signals in genomic DNA sequences. One of such signals is
46
the translation initiation site (TIS) that denotes the start codon at which translation
initiates. By having accurate recognition of TIS signals in genomic sequence, one can
more accurately discover protein-coding genes and improve annotation of gene loci
[35], [10]. The vast majority of TIS signals consist of the canonical ATG triplet of
nucleotides, although in rare cases may consist of ACG or CTG triplets [28]. In this
study we will consider only the canonical ATG sequences. On average, the ATG triplet
will occur every 64 nucleotides (in completely random DNA). In higher eukaryotes
with large genomes, there will be a plethora of ATG triplets that do not represent
the genuine TIS signals but are the false ones. In the human genome, for instance, in
the 3.3 billion base pairs (bp) with an estimated coding capacity of 30,000 genes and
assuming all are protein coding, there will be 30,000 real TISs. However, one will also
find approximately 103,095,000 false TIS signals. This will make the number of false
TISs to be approximately 3,436-fold more than the real TIS signals. Thus, there is a
clear need for accurate prediction of TIS signals within genomic DNA sequence.
IV.1.1 Arabidopsis Thaliana Dataset
The used Arabidopsis TIS data for this study was obtained from [2]. The data
was obtained directly from chromosome genomic sequences and the corresponding
annotation were downloaded from www.arabidopsis.org. This yielded a total of 20,000
positive TIS data points.
In addition 20,000 false TIS samples was generated from A. Thaliana chromosome 1,
after ensuring that such sequences were not already present in the TIS positive set.
All extracted dataset sequences were 300 bp in length with the TIS covering positions
150-152 counted from the 5’ end of the sequence. For training TIS prediction models,
such as position weight matrix and motif builder, 6,500 positive and 6,500 negative
sequences from A. Thaliana data were randomly selected.
In our previous work [16], we used 13,000 random samples for model training (from the
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entire dataset of 40,000 samples). These 13,000 samples are thus excluded for further
analysis. Different data mining tools were used to generate a total of 183 numeric
features [2],[16]. These features were extracted for each of the 27,000 remaining
samples in the dataset. To reduce the complexity of the classifier, a subset of best
features was found using GA for feature selection. The GA for feature selection
obtained a subset of 43 discriminant features. In the remainder of this report the
word sample is used to refer to the vector of 43 features that defines a genomic
sequence.
IV.2 General Application Remarks
GA-Bagging using DTs is implemented in MATLAB, whilst HCANN and DT pruning
is implemented in ANSI C. Both implementations make use of the parallelization of
code and allow for different configurations and parameters.
Results are presented in terms of accuracy, sensitivity and specificity given by the
following equations
Accuracy =
tp+ tn
tp+ fn+ tn+ fp
(IV.1)
Sensitivity =
tp
tp+ fn
(IV.2)
Specificity =
tn
tn+ fp
(IV.3)
where tp and tn are true positives and true negative predictions respectively. False
positive and false negatives are represented by fp and fn.
In some GA implementations, an iteration refers to the crossover of two chromo-
somes. The resulting offsprings replace the chromosomes from the population having
the lowest fitness value.
In this thesis however, an iteration stands for the crossover of chromosomes to gen-
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erate an entire new population. Moreover, the GAs used for all the applications
are 1-elitist, meaning that the chromosome with the highest fitness value will always
be conserved for the next generation. At the same time, when using roulette wheel
selection, the worst chromosomes will not be considered for selection, this avoids
the conservation of chromosomes that were not able to converge. The used strat-
egy to avoid the selection of the worst chromosomes scales the fitness values for all
chromosomes in the population. The chromosomes fitness values scaling is done by
subtracting the worst chromosome’s fitness value minus the fitness value for every
chromosome.
The tools follows the next structure:
1. Create a random initial population of n chromosomes (each chromosome is
represented by a string of binary bits).
2. Decode the variables based on the chromosome to evaluate and calculate the fit-
ness function for the population. Decoding the variables refers to three different
methodologies defined in Chapter III.
3. Select parents for crossover using roulette wheel or tournament selection.
4. Apply two-point crossover to generate new offspring with a probability given
by Pc.
5. Mutate each position in the new offspring chromosome with an evolutive mu-
tation Pm.
6. Execute GA Simplex operator to generate a new (single) chromosome in the
population.
7. Repeat from (2) until number of iterations i is reached.
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In the following experiments, the probabilities for crossover and evolutive mutation
are 0.80 and 0.01 respectively. Evolutive mutation algorithm is shown in the algorithm
2.
Algorithm 2 Evolutive Mutation.
if distance(parent1, parent2) <= 0.55 then
evolutiveMutation← Pm
else
evolutiveMutation← abs(distance(parent1, parent2)− 0.5 + Pm)
end if
for each k-th bit in chromosome do
if evolutiveMutation >= random then
negateBit(offspringk)
end if
end for
Where distance is the Hamming distance between two bit strings.
In the next subsections the application configurations for each of the three methods
are described in detailed.
IV.3 GA Application for HCANN Pruning
In this Section we first describe and justify the selection of the configuration param-
eters for the GA and DT. Followed by the results.
IV.3.1 Application Configuration
K-Fold Crossvalidation
K-fold crossvalidation is a technique that is used to asses the generalization of the
model. K-fold crossvalidation introduces a set of perturbations to the model. If the
model is stable (approximately same prediction accuracy on each fold) then it is most
likely to obtain a more reliable prediction for unseen data (testing set) to the model
[31].
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K-fold crossvalidation consists of dividing the dataset into k mutually exclusive sub-
sets or folds. The model is trained and tested k times. Each time the model is trained
with K−1 folds and tested with the remaining fold. Figure IV.1 shows the data split
for 3-fold crossvalidation. All the presented results in HCANN pruning are obtained
Figure IV.1: 3-Fold Crossvalidation Illustration.
from a 3-fold cross validation.
Objective Function
The definition of the objective function (OF) is critical for the performance of the
entire GA process. In the pruning task, if the OF is defined based only on the size
of the network, in the extreme case, the GA will give as a result a HCANN with
no connections at all. Therefore, the OF must take into consideration not only the
performance of the network, but also the generalization and its size. For more detailed
information, refer to Section III.1. Slawomir [34] proposed an OF that penalizes a
network based on the sum of square errors and its size.
The GA minimizes the following OF, suggested in [34]
OF =
(
EV
NV
+
EL
NL
)R(
1 +
LA
Lmax
)S
(IV.4)
Where EV and EL are the sums square errors for validation and training error respec-
tively. NV and NL are the number samples in the validation and training sets. From
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the second term, LA and Lmax stand for the number of existing weights after pruning
and the number of weights for the fully connected network. S is a constant value,
when S > 1 this term indicates a stronger tendency to remove weights, 0 < S < 1 will
be less penalized by the size of the network. Finally, R is used to scale the network
performance.
In this thesis, I considered a slightly different OF from Eq. IV.4. The difference is
to consider the testing set instead of the validation set to be able to measure the
resulting prediction accuracy of the network. This changes only EV to ET and NV
to NT from the original equation, moreover S and R are set to 0.5 and 1 respectively.
The selection of the constant values S and R is a critical tradeoff between size and
network performance. In TIS recognition problem in particular, it is preferable to
increase or maintain the performance at the cost of having bigger networks; a value
of 0.5 in the penalty factor for the network size achieved good results.
HCANN Parameters
The weights are updated using the back-propagation algorithm using a learning rate
of 0.1. Momentum is also included for the weight adjustement to avoid getting stuck
in a local minima. Momentum value is set to 0.2. The validation set size for the early
stopping is 25 percent from the training set. These parameters were defined based of
experimental results.
The network have two outputs neurons (one for true TIS and one for false TIS).
Moreover, the ANN have direct weights from the inputs to the output neurons as
explained in Section II.1.1.
Equation IV.5 is used to calculate the total number of weights (Lmax) in a HCANN.
Lmax = (Ni + 1)(No +Nh) + (Nh + 1)No (IV.5)
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Where Ni is the number of inputs or features, Nh the number of hidden neurons and
finally, No the number of output neurons. It is important to notice that biases are
also included in the weight count, but the GA does not prune any bias.
IV.3.2 Results and Discussion
In this section we compare the results obtained from a fully connected HCANN to
those obtained after applying the GA-pruning method.
GA-pruning method results are generated for different configurations and different
GA-operators, such as roulette wheel and tournament selection operators and two-
point crossover and crossover nodes operators.
The best results experimentally found for an unpruned network were obtained when
using 10 neurons in the hidden layer. Table IV.1 summarizes the HCANN structure
and its performance. Nh stands for the number of neurons in the hidden layer and
Lmax for the number of weights in the network.
Accuracy Sensitivity Specificity Nh Lmax
91.20 92.08 90.30 10 550
Table IV.1: Fully connected HCANN results
For the HCANN pruning experiments I considered two different crossover operators
(two-point and crossover nodes) and two different selection operators (tournament
selection and roulette wheel). For the four configurations shown in the Tables below,
the GA stopping criteria is 80 iterations with a population size of 200 chromosomes.
From the results shown in the Tables IV.2 and IV.3 we observe that the two-points
crossover outperformed (in size) the crossover-neurons operator proposed by Montana
and Davis. Figure IV.2 and IV.3 show the effect of the two crossover operators in the
final population for configuration 1 and 2. From these Figures it is possible to observe
that almost all the chromosomes in the population converged towards a good solution
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Iteration Accuracy Lcurrent/Lmax
15 91.10 301/550
30 91.51 291/550
45 91.53 270/550
60 91.55 261/550
80 91.61 290/550
Table IV.2: Configuration 1: Roulette
wheel sel., crossover nodes, Nh = 10
Iteration Accuracy Lcurrent/Lmax
15 91.39 262/550
30 91.49 273/550
45 91.56 261/550
60 91.60 266/550
80 91.62 270/550
Table IV.3: Configuration 2: Roulette
wheel sel., two-point crossover, Nh = 10
Iteration Accuracy Lcurrent/Lmax
15 91.40 270/550
30 91.68 262/550
45 91.71 288/550
60 91.75 297/550
80 91.76 290/550
Table IV.4: Configuration 3: Tourna-
ment sel., crossover nodes, Nh = 10
Iteration Accuracy Lcurrent/Lmax
15 91.16 406/780
30 91.62 396/780
45 91.68 396/780
60 91.72 385/780
80 91.84 417/780
Table IV.5: Configuration 4: Tourna-
ment sel., two-point crossover, Nh = 15
when using two-point crossover operator. However, in crossover-neurons around 10
percent of the individuals did not converge to a competitive solution.
Figure IV.2: Crossover Neurons Evolu-
tion
Figure IV.3: Two-point Crossover Evo-
lution
Table IV.5 show the best results in terms of accuracy. By increasing the number
in hidden nodes (hence the number of weights) we increase the solution space for the
GA. This configuration increased the accuracy from the unpruned network by 0.64
%. It also reduced the number of weights by 31 %.
In terms of the network complexity, configuration 2 shown in Table IV.3 pruned
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280 weights (51%) from the fully connected HCANN, and increased the accuracy by
0.42%.
IV.4 GA Application for DT Pruning
In this Section the configuration and parameters for the GA and the DT are first
described and justified. Followed by the results.
IV.4.1 Application Configuration
K-Fold Crossvalidation
Similarly to the HCANN GA pruning, all the presented results in DT pruning are
obtained from a 3-fold crossvalidation.
Objective Function
The Objective function (OF), as in HCANN, must take into consideration the com-
plexity of the tree and its performance. The GA in this problem maximizes the
objective function
OF = Accuracy
(
Nmax
Ncurrent
)S
(IV.6)
Where Nmax refers to the number of nodes in the fully expanded tree, Ncurrent is
the number of nodes in the pruned tree and Accuracy is defined by Eq. IV.1. S
is a constant value affecting the complexity reward factor. When S > 1 this term
indicates a stronger tendency to remove sub-trees, 0 < S < 1 will be less rewarded
by the size of the tree. In this thesis S was set to 0.01 to generate the results. This
value was set low in order to not affect the prediction performance of the tree during
the pruning.
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DT Training
The tree is trained using the ID3 algorithm explained in Section II.2.1. The number
of splitting points for calculating the entropy for each real value feature is set to 20.
IV.4.2 Results and Discussion
The pruning results are compared against an unpruned tree. The unpruned tree stops
when the leaf nodes contain pure data (either only false TIS or only true TIS sam-
ples) or when reaching a maximum depth of 8 levels (maximum number of nodes,
Nmax = 2
8 − 1 = 255)
The unpruned tree achieved an accuracy of 87.65% with 249 nodes.
For the results shown in Tables IV.6 and IV.7, the GA stopping criteria is 250 itera-
tions with a population size of 150 chromosomes.
Iteration Accuracy OF Nc/Nmax
1 81.33 0.8229 22/255
50 87.34 0.9056 7/255
100 88.23 0.9059 19/255
150 88.23 0.9059 19/255
200 88.23 0.9059 19/255
250 88.23 0.9059 19/255
Table IV.6: DT GA Pruning: OF based
Iteration Accuracy OF Nc/Nmax
1 82.23 0.8132 84/255
50 88.65 0.8989 69/255
100 88.68 0.9012 59/255
150 88.70 0.9014 61/255
200 88.70 0.9014 61/255
250 88.72 0.8996 65/255
Table IV.7: DT GA Pruning: Acc. based
Table IV.6 show only the best individual from the population based on the OF. By
iteration 50 the GA found a DT with only 7 nodes out of 255 (2.74%). At the same
time the DT with 7 nodes conserves almost the same prediction performance as the
unpruned tree. It was however possible to increase accuracy at the cost of increasing
the complexity. The GA converged after iteration 100.
In prediction problems it is often preferable to conserve the best accuracy at a cost of
increasing the complexity of the model. Table IV.7 shows the best chromosomes based
on the accuracy. The chromosome with the higher OF value pruned 190 nodes (74.5%)
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and increased the accuracy by 1.07% with respect to the unpruned tree. From Table
IV.7, it is possible to observe that after 50 GA iterations no major changes occurred.
IV.5 GA Application for DT GA-Bagging
In this section we define the GA objective function followed by the results obtained
from both bagging and GA bagging methodologies.
IV.5.1 Application Configuration
Objective Function
The GA in this experiment optimizes prediction accuracy by selecting the learning
subsets LK . Therefore, the accuracy of prediction shown in Equation IV.1 is the
objective function.
IV.5.2 Results and Discussion
Results for the bagging procedure proposed by Breiman [26] are first presented fol-
lowed by the results obtained from GA-Bagging methodology. The results for both
approaches are analyzed and compared.
Bagging
From the entire A. Thaliana dataset of 27,000 samples (13,500 positive and 13,500
negative samples), 15,000 samples (55.5 % of the dataset) were used as learning set
L to generate 100 bootstrap samples (Lk, k = 1, 2, 3, ..., 100). Each bootstrap sample
has a size of 7,500 samples chosen randomly with replacement.
K independent pruned DTs were trained for every Lk and tested with 6,000 A.
Thaliana samples. Figure IV.4 shows the individual performance of the k DTs. The
maximum accuracy achieved by a single DT is 89.28%.
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Figure IV.5 shows the accuracy after the DTs voting. X axis specifies the number of
DTs used in the voting phase. The best achieved result was obtained when using 37
DTs, with an accuracy of 89.52%.
From these results, it is possible to observe that there was no much difference from
the best single DT found in the bootstrap samples generation phase compared to the
voting phase (only 0.24%).
These results might be however due to the high stability of the DT predictor for the
A. Thaliana dataset.
GA-Bagging
From the entire A. Thaliana dataset of 27,000 samples (13,500 positive and 13,500
negative samples), 21,000 (78.8 %) samples were used for the GA-Bootstrap phase.
From the 21,000 samples, 15,000 were used as training set L and 6,000 for the GA
objective function evaluation.
The reminding 6,000 samples were used as testing set for the evaluation of the DTs
trained with the LK learning sets. The final prediction is obtained by DTs predictions
voting.
The GA stopping criteria is 16,500 iterations for a population size of 200 chromosomes.
The number of iterations is set to be high because of the overwhelming solution space
size when using a string of 15,000 binary bits (215000 possible combinations).
K independent pruned DTs were trained for every Lk. Figure IV.4 shows the in-
dividual performance of the k DTs trained with the GA-Bootstrap samples. The
maximum accuracy achieved by a single DT is 90.4%.
Figure IV.5 shows the accuracy after the DTs voting. X axis specifies the number of
DTs used in the voting phase. The best achieved result was obtained when using 28
DTs, with an accuracy of 91.0%.
The results obtained by the GA-bagging methodology enhanced the accuracy by
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1.48% with respect to those found by the Bagging procedure.
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Chapter V
Conclusion
In this work, GA-based modified algorithms for reducing the complexity of ANNs
and DTs are developed and then applied to the problem of TIS prediction. This
application resulted in classifiers of reduced complexity that also exhibited improved
classification accuracy. The use of GA for the optimization of large-scale problems is
computationally intensive task and for performance reasons all the implemented tools
make use of parallelization of processing. Moreover, to improve the results and the
search power of the GA, a number of modifications were done to the basic operators.
Evolutive mutation operator showed to have a positive impact in the GA execution.
Compared to the fully connected network HCANN, GA-pruning reduced the number
of weights in the resulting model’s ANN component by 51% whilst improving the
model’s accuracy. DT GA-pruning reduced the number of nodes in the model’s DTs
component by 97%.
In addition, a new GA-based bagging technique is proposed. When applied to the
problem of TIS identification in A. Thaliana, the results of GA-bagging showed better
accuracy than the standard bagging methodology.
The GA-Bagging technique improved the single DT accuracy from 87.65% to 91.0%.
Although these methods are applied to the problem of accurate prediction of TISs we
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believe that these methodologies have a potential for wider scope of application.
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