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This dissertation was motivated by the Variable Specific Impulse Magneto-
plasma Rocket (VASIMR) project. The VASIMR device has a magnetic mirror con-
figuration and consists of three main components: a low energy helicon plasma source,
which creates cold plasma via rf-discharge; an ion cyclotron-resonance heating (ICRH)
section, which is used to deposit rf-power into the plasma; and a magnetic nozzle,
which forms highly directed superalfvenic outgoing plasma flow. The dissertation is
focused on fundamental physics issues of the helicon source operation and ICRH.
A first-principle theory for helicon sources with a self-consistent treatment of
the particle balance, power balance, and rf-field structure has been developed. The
problem of particle balance reduces to kinetic ion transport under the effect of the
ambipolar electric field and ion-neutral collisions. Power balance involves electron
heating by rf-field, heat conduction, and radiation. The rf-power deposition is asso-
ciated with the excitation of radially localized helicon modes by an external antenna.
The radial density gradient in a plasma forms a potential well for the modes, with the
resulting mode frequency being significantly lower than that for a uniform plasma.
v
This explains the high efficiency of the source at low frequencies. The three key
physics ingredients have been combined into a 1D numerical model for a source with
predominantly radial flow. The code calculates the evolution of the plasma density,
electron temperature, and the rf-fields. These calculations specify the parameter
range for a stable steady-state operation of the helicon discharge.
The ICRH concept in VASIMR has two distinct features: 1) each ion passes
the resonance only once and 2) the ion motion is collisionless. The ion response to
the rf-field during single-pass ICRH can be essentially nonlinear. A self-consistent
nonlinear model for the deposition of rf-power in the ion cyclotron frequency range
into a steady-state plasma flow has been developed. The one-dimensional fluid-type
simulations confirm the theoretical picture of the near-resonance behavior and wave
energy conversion into the energy of the directed ion flow.
The regimes relevant to the VASIMR experiment are discussed and issues such
as the transition of plasma profiles and the increase in gas pressure due to plasma
production observed in the experiment are addressed.
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Chapter 1
Introduction
This work has been motivated by the Variable Specific Impulse Magnetoplasma
Rocket (VASIMR) project [1–3], one of the prospective plasma-based space propul-
sion systems [4]. The VASIMR concept originated in the early 1980’s and in 1995
Dr. Franklin Chang-Diaz established the Advanced Space Propulsion Laboratory
(ASPL) at NASA Johnson Space Center in order to develop a working prototype of
the thruster. A research group at the University of Texas at Austin headed by Dr.
Roger Bengtson and Dr. Boris Breizman is currently working in collaboration with
the VASIMR development team in an attempt to understand the fundamental plasma
physics phenomena involved.
As mankind prepares to take another step in human space exploration —
a manned mission to Mars, the question arises as to what technology is needed to
make such a mission possible. A human interplanetary spaceship must be fast and
it should have reasonable abort options for crew safety. The travel time must be
minimized in order to reduce the crew’s exposure to radiation and weightlessness.
These requirements can be met by using a propulsion system with a continuous thrust.
A conventional chemical rocket accelerates in a short burst in the beginning of
the journey and then it follows a ballistic trajectory to the point of final destination.
In contrast with this, a spacecraft with a continuous thrust would spend roughly half
of the travel time accelerating and the other half slowing down. Such a spacecraft
is not constrained to a ballistic trajectory, so that its trajectory can be optimized
in order to decrease the travel time. It is essential that continuous thrust gives the
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option of aborting the mission and returning back from early in the cruise.
It is generally desirable to have a thruster with low propellant consumption in
order to cut down on propellant weight and increase useful payload. It follows directly
from the momentum conservation law that a rocket ejecting propellant of mass m
with exhaust velocity (relative to the rocket) u gains momentum mu. Therefore, by
increasing the exhaust velocity, a propulsion system can be made more propellant-
efficient without sacrificing the momentum gain. In a chemical rocket, the exhaust
velocity is related to the combustion temperature, which is typically around half an
electron volt. The combustion temperature cannot be significantly increased because
it is limited by the energy stored in the chemical bonds of the reactants, which does
not exceed few electron volts. A significant increase in the exhaust velocity would
require at least 10 eV per particle. At these energies ionization occurs, so that one
has to consider plasma as a propellant.
The most favorable energy range per particle for plasma-based propulsion sys-
tems is probably in a range of hundreds of electron volts. Plasma production alone
requires roughly 30 eV per ion, which is higher than the ionization potential be-
cause the ionization is accompanied by excitation and line radiation that introduces
additional energy losses. Clearly, the energy of the ions in the exhaust should be
significantly above 30 eV, since only in this case the major part of the energy will go
into ion acceleration rather than into plasma production.
Plasma-based propulsion systems provide not only continuous thrust, but they
also allow one to vary the exhaust velocity. A system with a variable velocity (variable
specific impulse) can handle both the cruise phase of the journey and the maneuvering
near the origin and destination planets [3]. This characteristic makes plasma-based
systems even more attractive.
It is important to point out that low propellant consumption of plasma-based
2
Figure 1.1: The schematic layout of VASIMR.
systems leads to their high energy consumption. An energy source that can release
more than a hundred electron volts per fuel particle is needed. Otherwise, the mass
of the energy source alone is going to be higher than the propellant mass. The only
way to release this amount of energy is through a nuclear reaction. For this reason,
a nuclear reactor would be a relevant energy source for plasma-based thrusters.
NASA is currently investigating several new plasma-based propulsion concepts
offering a continuous thrust and high propellant efficiency. A distinctive feature of
VASIMR is that it employs radio frequency electromagnetic waves to deliver power
to the propellant. Electrodes are not used in VASIMR for plasma production or ion
acceleration, so that the thruster lifetime is not limited by electrode erosion that
affects other electric propulsion systems.
The schematic layout of VASIMR and its magnetic configuration are shown
in Figs. 1.1 and 1.2 respectively. The device consists of three main components:
the low energy plasma source, ion cyclotron-resonance heating (ICRH) section, and
magnetic nozzle. The helicon source creates a cold plasma ionizing the injected gas
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via rf-discharge. This plasma then flows along the field lines, down the magnetic
field gradient, towards the ICRH section. The VASIMR concept employs ICRH as
the mechanism for rf-power deposition in the plasma. In the ICRH section, the ion
gyro-frequency ωci matches the ICRH antenna frequency ω to ensure wave energy
conversion into the ion gyro-motion. Following the magnetic field lines, the ions leave
the ICRH section and enter the magnetic nozzle. At the nozzle entrance, the energy
stored in the ion gyro-motion (K⊥ = miv2⊥/2) significantly exceeds the energy of the
ion motion along the field lines
(
K‖ = miv2‖/2
)
. The magnetic field lines in the nozzle
gradually diverge, so that the magnetic field B decreases along the field lines. Since
the ion magnetic moment µ = miv
2
⊥/2B and total ion kinetic energy Ki = K‖ +K⊥
are conserved, the nozzle transforms the ion rotational motion into the longitudinal
motion (see Fig. 1.2). In addition to the energy conversion, magnetic nozzle must
ensure plasma detachment from the rocket. The detachment occurs when the energy
density of the magnetic field (B2/8pi) drops below the kinetic energy density of the
plasma flow (niK‖). Then the plasma breaks free, carrying a small amount of the
field. This regime can be achieved in the magnetic nozzle with straight divergent field
lines. Indeed, it follows from the conservation of the magnetic flux that the magnetic
field scales as 1/S, where S is the nozzle cross section. Ion flux conservation requires
that niv‖S stays constant. Also, v‖ is constant when the ion energy is mostly in
the parallel motion. Therefore, the kinetic energy density of the plasma flow (niK‖)
decreases as 1/S, while the energy density of the magnetic field (B2/8pi) decreases as
1/S2 and thus eventually becomes smaller than niK‖.
The VASIMR concept is still on a very early stage of its development. There
is a wide range of engineering, experimental, and theoretical issues that are yet to
be understood. Working as a part of the group based at the University of Texas
at Austin, I focused my research on the theoretical plasma physics aspects of the
VASIMR concept. I joined the project in January of 1999 when the theoretical re-
4
Figure 1.2: The schematic magnetic field configuration in VASIMR together with
plots of ion energy stored in transverse motion (gyro-motion) and longitudinal mo-
tion. The ion energy plots demonstrate the ion-cyclotron resonant heating and the
subsequent transformation of the ion gyro-motion into their fast motion along the
magnetic field lines.
search of the concept had just started. Consequently, the main goal of my research
became the development of physics basis of the VASIMR components. In the course
of our regular discussions and meetings with VASIMR experimental team, we deter-
mined the most crucial physics issues that had to be addressed. An attempt has been
made to single out problems of general interest that can have applications beyond
VASIMR. The specific problems solved in this work should be ultimately incorporated
into an integrated model that describes all elements of VASIMR self-consistently.
The thesis consists of five chapters including the Introduction (Chapter 1)
and Summary (Chapter 5). Each of the Chapters 2, 3, and 4 presents a separate
stand-alone problem motivated by the VASIMR project.
In Chapter 2, Ion Cyclotron Resonance Heating (ICRH) is discussed in the
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context of the VASIMR project. A distinctive feature of ICRH in VASIMR is that
each ion pases the resonance only once, gaining an energy that is much greater than
the initial energy. Therefore, the ion response to the rf-field is essentially nonlinear.
Chapter 2 presents a self-consistent theory of the rf-wave propagation and ion motion
through the resonance. An important ingredient of the problem is the ion flow along
the magnetic field. The flow velocity limits the time the ions spend at the resonance,
which in turn limits the ion energy gain. A feature that makes the problem non-
linear is that the flow accelerates under the effect of the ∇B force and rf-pressure.
This acceleration is shown to produce a steep decrease in the plasma density at the
resonance, resulting in partial reflection of the incident wave.
In Chapters 3 and 4, the focus is on the physics of the helicon plasma sources.
In Chapter 3, we discuss radially localized helicon modes in nonuniform plasma. It
may be possible to explain the high efficiency of the helicon sources at unusually low
frequencies with the help of these modes. Chapter 4 presents a self-consistent model
of a helicon plasma source working on light gases, such as He and H.
Helicon waves (or whistlers) are widely known for their important role in mag-
netized plasmas, ranging from space plasma to rf-discharges used in plasma process-
ing [24–26]. A remarkably high efficiency of helicon plasma sources [5, 6] has motivated
further theoretical studies of these waves in recent years [9, 17, 27, 28]. Other strong
motivations for studying helicon waves include magnetized plasma opening switches,
intense-beam plasma interactions, and ionospheric research. One might therefore ex-
pect the theory of helicon waves, especially the linear theory, to have been developed
in great detail, which is largely true. Still, there appears to be room for new observa-
tions in this well-established area. One such observation is discussed in Chapter 3. It
turns out that the radial nonuniformity of the plasma has a surprisingly strong effect
on the structure of the helicon modes with nonzero values of the azimuthal mode
number m. As a result, the corresponding mode frequency is significantly lower than
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what one would expect from the dispersion relation for a uniform plasma.
Chapter 4 presents a first-principle theory for helicon sources with a self-
consistent treatment of the particle balance, power balance, and rf-field structure.
A separation of scales among the particle confinement time, the energy confinement
time, and the wave period allows us to first consider all three constituents separately
and then combine them into an integrated self-consistent description.
The problem of the particle balance reduces to kinetic ion transport. In light
gases, the ion motion is controlled by the ambipolar electric field, ion-atom collisions,
and equilibrium magnetic field. We derive a corresponding ion distribution function
and find the dependence of the radial and longitudinal plasma fluxes on plasma pa-
rameters. We calculate plasma density profiles under the assumption that the electron
temperature is constant throughout the discharge. This allows us to find the amount
of gas, in case of longitudinal plasma flow, and the ionization rate, in case of radial
plasma flow, necessary for steady-state discharge operation.
The power balance problem involves electron heating by the rf-field and line-
radiation. In steady state, the radiation losses balance the rf-field heating establishing
the equilibrium electron temperature. We combine the three key physics ingredients
into a theory-based 1D numerical model for a source with predominantly radial ion
flow. We assume that the rf-power deposition into the plasma is associated with
the excitation of the radially localized helicon modes by the external antenna. The
code calculates the evolution of the plasma density profile together with the electron
temperature profile, and the rf-fields.
The key results of the thesis were published in Refs. [29–31] and presented at
the following conferences: 41st, 42nd, and 43rd Annual Meetings of the Division of
Plasma Physics of the American Physical Society [38–42]; 2001 and 2002 Sherwood
Fusion Theory Conferences; 1999, 2000, and 2001 VASIMR Workshops organized by
7
ASPL at NASA Johnson Space Center.
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Chapter 2
Single-Pass Ion Cyclotron Resonance Absorption
2.1 Introduction
The Ion Cyclotron Resonance Heating (ICRH) is the mechanism for rf-power
deposition into the plasma in VASIMR. The ICRH in VASIMR has two distinct fea-
tures. First, each ion passes the resonance only once, gaining an energy that is much
greater than the initial energy. Second, the ion motion is collisionless, i.e. the en-
ergy gain is limited not by collisions but by the time the ion spends at the resonance
while moving along the field lines. Therefore, the ion final energy, as well as the
rf-power absorption efficiency, should depend on the incident-flow velocity. If the
flow is sufficiently fast, its velocity will not change significantly at the resonance. As
a result, the ion density will also be nearly constant throughout the resonance. In
this regime, ion flux through the resonance turns out to be sufficient to absorb all
the rf-power. Technically, the description of the fast flow case is a linear problem.
In contrast with the fast incoming flow, the slow flow case is essentially nonlinear.
Slow ions can be significantly accelerated along the magnetic field even before they
reach their full rotational energy. The driving forces responsible for their acceleration
are the ∇B force and rf-pressure. Depending on plasma parameters and incident
rf-power, the acceleration distance can either extend over many wavelengths or be as
short as a fraction of wavelength. In both limits, the nonlinear problem allows ap-
proximate analytical solutions. In the limit of long acceleration distance, our solution
involves WKB approximation. In the opposite limit, we exploit the narrowness of the
resonance.
9
There are several important common elements between this work and the
earlier studies of the Electron Cyclotron Resonance Heating (ECRH) [18–21]. The
technical similarity between the ECRH and ICRH problems is very straightforward
in the linear regime. However, this similarity does not fully extend to the nonlinear
case. The key reason for the difference is that the ambipolar electric field generally
prevents electrons from leaving the system after a single pass through the electron
cyclotron resonance. It is therefore rather difficult to implement the single-pass regime
in the ECRH problem. In contrast with this, the ICRH problem with a supersonic
incident ion flow is intrinsically a single-pass problem. This feature also simplifies
the nonlinear treatment of the ICRH case, which allows us to develop a compact
self-consistent nonlinear model.
The chapter is organized in the following way. In Sec. 2.2, we introduce a
basic set of nonlinear fluid-type equations for the electromagnetic field of a circular
polarized wave and the steady-state ion flow through the resonance. In Sec. 2.3, we
present a linear theory of wave energy conversion into ion rotational energy. This
section is very closely related to the well-known linear magnetic beach problem [22]
that exhibits 100% conversion efficiency. An interesting new element of Sec. 2.3 is
the WKB-type conversion mechanism. The corresponding solution indicates that
this type of conversion can be described as a propagation of a properly chosen WKB
mode in an inhomogeneous medium without any mode coupling effects. In Sec. 2.4, we
analyze the nonlinear regimes of ion-cyclotron absorption. We find that the absorption
efficiency is still 100%, as long as the WKB approximation is applicable. We also
describe the nonlinear absorption in the anti-WKB (narrow resonance) limit, in which
case we predict a steep density drop at the resonance and substantial reflection of the
rf-power. In Sec. 2.5, we present a numerical model that reproduces our analytical
results and allows us to quantitatively extend the description to a broader range of
parameters. In particular, this model quantifies the effect of nonlinear reflection.
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Finally, in Sec. 2.6, we summarize the results.
2.2 Basic Equations Near the Resonance
We consider collisionless plasma with cold ions in an equilibrium axisymmetric
mirror magnetic field B0 = (B0r; 0;B0z), where z is the axis of symmetry. We assume
that B0z is positive, with B0z  B0r, and that B0z decreases monotonically along z.
We consider a wave that is launched nearly parallel to the magnetic field
lines, so that one can neglect the dependence of the wave fields on the perpendicular
coordinates. We will use the term “resonance” to refer to the spatial point where the
ion gyro-frequency equals the incident wave frequency ω. This is, to lowest order, the
location of the energy conversion layer. The width of the layer is assumed to be small
compared to the characteristic scale-length L of the equilibrium magnetic field. We
choose the resonance to be at z = 0, and we use the following approximation for the
ion gyro-frequency ωci = eB0/mic near the resonance:
ωci = ω(1− z/L). (2.1)
We do not try to resolve a small Doppler correction to the resonance location at this
point. However, it should be pointed out that Doppler effect will be properly treated
in our analysis. It is represented by the convective term Vz∂V+/∂z in Eq. (2.21)
below.
The electric and magnetic fields of the wave are determined by Maxwell’s
equations:
curlE = −1
c
∂B
∂t
, (2.2)
curlB =
4pi
c
j, (2.3)
where j is the plasma current. We have neglected the displacement current in
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Eq. (2.3), which is justified when
ωpi  ωci, (2.4)
where ωpi =
√
4pine2/mi is the ion plasma frequency. High electron conductivity
eliminates Ez in our problem, which allows us to replace the z-component of Eq. (2.3)
by
Ez = 0. (2.5)
Since the x and y derivatives of the fields are small near the resonance, the transverse
components of Maxwell’s equations reduce to
∂Ey
∂z
=
1
c
∂Bx
∂t
,
∂Ex
∂z
= −1
c
∂By
∂t
, (2.6)
∂By
∂z
= −4pi
c
jx,
∂Bx
∂z
=
4pi
c
jy. (2.7)
Here, jx and jy are the components of the ion current given by
jx = enVx jy = enVy, (2.8)
where n is the ion density and Vx and Vy are the ion velocity components. The electron
current is not included in Eq. (2.7), since its transverse components are smaller than
the ion current near the resonance by the factor |ω − ωci|/ωci.
In order to find Vx and Vy, we use the corresponding components of the ion
momentum balance equation together with Eq. (2.1) for ωci:
∂Vx
∂t
+ Vz
∂Vx
∂z
=
eEx
mi
+ ω(1− z/L)Vy, (2.9)
∂Vy
∂t
+ Vz
∂Vy
∂z
=
eEy
mi
− ω(1− z/L)Vx, (2.10)
where Vz is the parallel component of the ion velocity.
We assume a steady-state ion flow through the resonance, so that
nVz = const. (2.11)
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The quantities n and Vz are time-independent, whereas the transverse compo-
nents of all vectors oscillate at the wave frequency.
The spatial dependence of Vz is determined by the longitudinal momentum
balance equation
miVz
∂Vz
∂z
= −mi
〈
V 2x + V
2
y
〉
2B0z
∂B0z
∂z
+
e
c
〈VxBy − VyBx〉 −mi c
2
s
n
∂n
∂z
, (2.12)
with a convective term on the left-hand side and three longitudinal forces on the
right-hand side. The angular brackets in this equation, as well as in the subsequent
equations, stand for time averaging over the wave period.
Equation (2.12) is similar to the one discussed in Ref. [18] for the ECRH
problem. However, Ref. [18] is limited to the study of particle motion in a given
electromagnetic wave, whereas this chapter presents a self-consistent analysis of the
wave field and the particle flow.
The three forces in Eq. (2.12) are:
• The ∇B0-force
−µ∂B0z
∂z
, (2.13)
which is associated with the ion magnetic moment 1 µ = mi
〈
V 2x + V
2
y
〉
/2B0z.
• The time averaged Lorentz force from the wave
e
c
〈(V ×B)z〉 = e
c
〈VxBy − VyBx〉 . (2.14)
• The force associated with the ambipolar electric field:
−mi c
2
s
n
∂n
∂z
, (2.15)
where cs =
√
Te/mi is the ion acoustic velocity and Te is the electron temperature.
1Although the term “magnetic moment” is used in this chapter, the magnetic moment is not
assumed to be conserved. Instead, the gain in the magnetic moment is actually calculated as the
ion passes the resonance area. This applies to both the linear and the nonlinear analysis.
13
The time averaging procedure in Eq. (2.12) requires that the ions complete
many cycles over their gyro-orbit while they move through the resonance, i.e.
τrωci  1, (2.16)
where τr is the time ion spends in the resonance area.
We limit our consideration to a circular polarized wave that rotates in the
“ion” direction. The electric field of this wave has the form:
Ex =
1
2
[
E+(z)e
−iωt + c.c.
]
, (2.17)
Ey =
1
2
[
E+(z)e
−iωt−ipi/2 + c.c.
]
, (2.18)
where E+(z) is a complex amplitude. The magnetic field and the ion velocity compo-
nents also have the form of Eqs. (2.17) and (2.18) with B+ and V+ the corresponding
amplitudes.
The polarization constraints, given by Eqs. (2.17) and (2.18), allow us to
reduce Eqs. (2.6)-(2.12) to a closed set of equations for E+, B+, V+, Vz, and n. The
equations read
∂E+
∂z
=
ω
c
B+, (2.19)
∂B+
∂z
= −4pii
c
neV+, (2.20)
Vz
∂V+
∂z
=
e
mi
E+ + iω
z
L
V+, (2.21)
j ≡ nVz = const, (2.22)
Vz
∂Vz
∂z
=
|V+|2
2L
− 1
8pimin
∂|B+|2
∂z
− c
2
s
n
∂n
∂z
. (2.23)
The boundary conditions for this set of equations are
V+(−∞) = 0 (2.24)
(absence of the ion gyro motion at z = −∞) and
E+(+∞) = 0, B+(+∞) = 0 (2.25)
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(evanescent wave fields downstream).
In addition we must specify the power flux in the incident wave, the incident
ion flux, and the ion flow velocity at z → −∞. It should be noted that the ion flow
must be supersonic to justify this formulation of the problem.
The key quantities to be determined from Eqs. (2.19)-(2.23) are the ion energy
gain and the reflection coefficient for the wave.
We start our analysis of Eqs. (2.19)-(2.23) from the limiting case of fast incom-
ing flow, which means that Vz and n can be treated as constants in the resonance area.
This simplification “linearizes” the problem. The linear analysis (Sec. 2.3) will then
be followed by the analysis of slow flow regime (Sec. 2.4) that is essentially nonlinear.
2.3 Linear Theory
The fast flow assumption of nearly constant Vz decouples Eqs. (2.19)-(2.21)
from Eqs. (2.22) and (2.23). We can thus combine Eqs. (2.19)-(2.21) into a single
linear equation for E+:
iγ
∂3E+
∂s3
+ s
∂2E+
∂s2
− E+ = 0, (2.26)
where
s ≡ Lω
2
pi
c2
z, γ ≡ Vz
Lω
(
Lωpi
c
)4
> 0. (2.27)
A similar equation appears in the ECRH problem with a fast electron flow. Naturally,
the analysis of Eq. (2.26) is largely similar to that of Ref. [19]. There is, however,
a new element in our analysis: the discussion of the WKB-type energy conversion
regime (see below).
It should be noted that this equation differs from the “Standard Equation”
discussed in Ref. [23]. Unlike the “Standard Equation” which only contains the
even derivatives of the field, Eq. (2.26) contains an odd derivative ∂3E+/∂s
3. This
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difference in symmetry is due to the directed ion flow along the field lines. The flow
is more important in our problem than the ion thermal motion since we assume that
the flow is supersonic.
All independent solutions of Eq. (2.26) can be written in the form of a contour
integral in the complex k-plane
E+(s) =
∫
C
E(k)eiksdk, (2.28)
where E(k) is the Laplace-image of E+(s) and contour C has to be specified for each
solution. Substitution of Eq. (2.28) into Eq. (2.26) with subsequent integration by
parts gives ∫
C
[
γk3E − i d
dk
(k2E)− E
]
dk = 0, (2.29)
provided that
k2Eeiks
∣∣b
a
= 0 (2.30)
for all real values of s. We use notations a and b for the end points of the contour C.
It follows from Eq. (2.29) that
E(k) =
E∗
k2
e−i/k−iγk
2/2, (2.31)
where E∗ is an arbitrary constant.
We now use Eqs. (2.19), (2.20), (2.28), and (2.31) to find V+:
V+ = −i e
mi
(
ωpiL
c
)2
E∗
ω
∫
C
dkeϕ, (2.32)
where
ϕ ≡ iks− i/k − iγk2/2. (2.33)
In order to satisfy Eq. (2.30), the end points of the contour C must be either at
infinity (in the sectors where the products Re(a)Im(a) and Re(b)Im(b) are negative),
or at the origin. In the latter case, the contour must approach the origin from the
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Figure 2.1: Independent contours for Eq. (2.26) in the k-plane.
upper half-plane. The contours that give three independent solutions of Eq. (2.26)
are shown in Fig. 2.1.
Of the three contours shown in Fig. 2.1, C2 is the only one that meets the
boundary conditions (2.24) and (2.25). In order to demonstrate this, we will consider
the asymptotic behavior of the solution (2.28), (2.31), and (2.32) for C = C2.
In the asymptotic regime, integrals (2.28) and (2.32) can be evaluated by
choosing the integration contour C2 to go through the stationary phase points (saddle
points) in which
dϕ
dk
= 0, (2.34)
or, equivalently,
γk3 − sk2 − 1 = 0. (2.35)
For very large negative values of s, the only accessible saddle point for C2
is k1 = 1/
√−s. The line of the steepest descent crosses the real axis at an angle
of −pi/4. The contribution to Eq. (2.28) from this point represents the incident wave
propagating towards the resonance:
E+ = E∗
√
pi(−s)1/4e−2i
√−s−ipi/4. (2.36)
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Figure 2.2: Saddle points (open circles) and contour C2 for s → −∞ (left) and
s → ∞ (right). The contours start at the origin and go to |k| → ∞. The arrows on
the contours indicate the direction of the integration.
The corresponding expression for V+ is
V+ = −i e
mi
(
ωpiL
c
)2 √
pi
(−s)3/4
E∗
ω
e−2i
√−s−ipi/4. (2.37)
Note that V+ → 0 as s → −∞, in agreement with the boundary condition given by
Eq. (2.24).
For very large positive values of s, the relevant saddle points are k2 = s/γ
and k3 = i/
√
s. The corresponding lines of the steepest descent cross the real axis
at angles of −pi/4 and pi/2, respectively (see Fig. 2.2). The contribution from k2
represents the ion gyro-velocity in the outgoing flow:
V+ = −i e
mi
(
ωpiL
c
)2
(2pi)1/2
γ1/2
E∗
ω
eis
2/2γ−ipi/4. (2.38)
This expression shows that the absolute value of V+ is independent of s, which means
that the particle has already left the resonance. Yet, it has not moved far enough
into the low field area to convert its gyro-velocity into parallel velocity. This is
consistent with the assumption that the width of the resonance is much smaller than
the equilibrium magnetic field scale-length L.
The k3 saddle point represents the evanescent wave field in the outgoing flow:
E+ = −iE∗
√
pis1/4e−2
√
s. (2.39)
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A remarkable feature of the solution described above is the absence of a re-
flected wave, which means 100% conversion of the incident rf-wave energy into the
ion gyro-motion. The 100% conversion is consistent with the following conservation
law
γ
∣∣∣∣∂2E+∂s2
∣∣∣∣
2
+ i
(
E+
∂E∗+
∂s
− E∗+
∂E+
∂s
)
= const, (2.40)
a straightforward consequence of Eq. (2.26). Eqs. (2.19) and (2.20) allow us to rewrite
this relationship as the energy flux conservation
minVz
|V+|2
2
+
ic
8pi
(E+B
∗
+ − E∗+B+) = const, (2.41)
where the first term on the left hand side is the energy flux carried by the rotating
ions and the second term is the Poynting vector (power carried by the wave).
The outgoing solution (2.38) can be also interpreted as a wave with the dis-
persion relation ω = kVz +ωci (ion ballistic mode in the cold beam). However, even a
small spread in the ion parallel velocities will eventually smear the short-wavelength
spatial modulation in V+ and thereby destroy the “modulated track” [21]. It is im-
portant that, regardless of interpretation, the outgoing energy flux is carried by the
rotating ions rather than by the electromagnetic field.
A similar asymptotic analysis of the solutions represented by C1 and C3 shows
that none of them meets the boundary conditions for our problem. The C1 solution
gives a diverging wave field at s = +∞, and the C3 solution gives a non-zero ion
gyro-velocity at s = −∞.
It should be noted that for large values of γ Eqs. (2.37) and (2.38) can be
combined into a WKB-type solution for V+, which is valid not just asymptotically,
but for all s:
V+ = −i e
mi
(
ωpiL
c
)2√
2pi
|ϕ′′(k∗)|
E∗
ω
eϕ(k∗)e−ipi/4. (2.42)
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Figure 2.3: Real roots of Eq. (2.35). The upper curve shows k∗(s), the relevant root
for the WKB solution given by Eq. (2.42).
Here k∗ is the positive real root of the cubic equation (2.35). Indeed, for large values
of γ the function eϕ on the steepest descent line is localized in a close vicinity of
the saddle point k∗ regardless of s. This can be seen from the Taylor expansion of
ϕ = i(ks− 1/k − γk2/2) around the saddle point:
ϕ(k) = i(k∗s− 1/k∗ − γk2∗/2)− i
(k − k∗)2
2k2∗
(γk2∗ + 2/k∗). (2.43)
Equation (2.43) allows us to estimate the width of the localization interval |k−k∗| as
|k − k∗| ∼ k∗(γk2∗ + 2/k∗)−1/2 < k∗/γ1/6  k∗. (2.44)
Figure 2.3 shows that k∗ increases continuously from 0 to +∞ as s goes from −∞
to +∞. The existence of the global WKB-type solution (2.42) for large values of γ
reflects the fact that the incident wave energy flux transforms into the energy flux of
the rotating ions over many wave-lengths.
In order to estimate the spatial width of the transformation interval, δ, we use
the condition that the energy flux transformation takes place in the area where the
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wave group-velocity is comparable to the ion flow velocity. An equivalent requirement
is that all three terms on the left hand side of Eq. (2.35) are of the same order of
magnitude. This requirement gives
δ =
c2
Lω2pi
γ2/3, γ  1. (2.45)
In the limiting case of γ  1 (slow incoming ions), the width of the transfor-
mation interval becomes much smaller than the scale-length of the wave electric field
near the resonance. The corresponding estimate for δ follows from the condition that
the convective term on the left hand side of Eq. (2.21) is comparable to the second
term on the right hand side. The result is
δ =
c2
Lω2pi
γ1/2, γ  1. (2.46)
It is convenient to combine Eqs. (2.45) and (2.46) into the following interpo-
lation formula for δ:
δ =
c2
Lω2pi
(
γ2/3 + γ1/2
)
. (2.47)
To conclude this section, we formulate the applicability condition for the linear
theory. The constraint comes from the requirement that the relative change of the flow
velocity, ∆Vz/Vz, is small within the flux transformation interval. Equation (2.23)
allows us to estimate ∆Vz/Vz as
∆Vz
Vz
∼ δ
V 2z
V 2+
L
∼ δ
V 3z
P
minL
, (2.48)
where
P =
c2|E∗|2
4ωL
[
ωpiL
c
]2
(2.49)
is the incident power flux. Here we take into account that
nVz
miV
2
+
2
∼ P (2.50)
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Figure 2.4: Map of absorption regimes in the (γ, P ) plane. Solid curve marks the
border between linear and nonlinear regimes. Dashed curve shows the applicability
boundary for WKB-description. The Narrow Nonlinear Resonance area corresponds
to significant reflection of the incident wave.
in the transformation area. It is easy to verify that the contribution from the |B+|2-
term on the right hand side of Eq. (2.23) does not affect our estimate for ∆Vz/Vz.
The contribution from the c2s-term is insignificant as well, since we are only interested
in the supersonic flow. We finally use Eq. (2.47) for δ and the relationship between
Vz and γ, Eq. (2.27), to write the condition ∆Vz/Vz  1 in the form
P  P∗ γ
5/2
1 + γ1/6
, (2.51)
where P∗ is defined as
P∗ ≡ minc3
(
Lω
c
)3(
c
Lωpi
)10
. (2.52)
Equation (2.51) gives the boundary between the linear and nonlinear regimes in the
(γ;P ) plane. This boundary is shown in Fig. 2.4 by the solid curve with the linear
regime above the curve and nonlinear regime below.
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2.4 Nonlinear Resonance
We will start this section by generalizing the WKB solution to the nonlinear
case. The idea behind this generalization is that the WKB approximation remains
accurate at the boundary where the linear theory breaks down, provided that P > P∗.
Therefore, for P > P∗, the WKB approach can be extended somewhat below the solid
line in Fig.2.4. We will show that the corresponding area is bounded from below by
the condition
P  P∗γ4 (2.53)
as indicated by the dashed curve in Fig. 2.4.
2.4.1 Nonlinear WKB Solution
In the WKB-solution, the quantities E+, B+, and V+ are characterized by a
fast exponential dependence on z
ei
∫
z k(z˜)dz˜, (2.54)
where k is a local wave number that is real for all z in our solution. We then seek V+
in the form
V+ = V (z)e
i
∫
z k(z˜)dz˜, (2.55)
where V (z) is a slowly varying amplitude.
We now use Eqs. (2.19) and (2.20) to lowest order to find
E+ = i
4pineω
k2c2
V+, B+ = −4pine
kc
V+, (2.56)
and we substitute E+ into Eq. (2.21) to obtain the local dispersion relation
kVz =
ωω2pi
k2c2
+ ω
z
L
. (2.57)
Next, we write down the energy balance equation (conservation of the energy flux),
an exact consequence of Eqs. (2.19)-(2.22):
nVz
mi|V |2
2
+
ic
8pi
(
E+B
∗
+ − E∗+B+
)
= P = const. (2.58)
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We use this equation together with Eq. (2.56) to find |V |2:
|V |2 = P 4pie
2
m2i
[
ω2piVz
2
+
ωω4pi
k3c2
]−1
. (2.59)
When combined with the condition Vz = const, Eqs. (2.55)-(2.57) and (2.59)
reproduce the WKB solution for the linear problem discussed in Sec. 2.3.
The difference between the nonlinear and the linear WKB-problems is that
Vz and n are not constant anymore in the nonlinear case. The condition Vz = const
should now be replaced by the longitudinal momentum balance equation, Eq. (2.23),
that reduces to
∂
∂z
[
ω2piV
2
z +
ω4pi
2k2c2
|V |2
]
= ω2pi
|V |2
2L
. (2.60)
As before, we have neglected the c2s-term in this equation, as we assume the flow to
be supersonic.
It follows from Eq. (2.57) that
1/L =
∂
∂z
[
kVz
ω
− ω
2
pi
k2c2
]
, (2.61)
which allows us to rewrite Eq. (2.60) in the form
∂
∂z
[
ω2piV
2
z +
ω4pi
2k2c2
|V |2
]
= ω2pi
|V |2
2
∂
∂z
[
kVz
ω
− ω
2
pi
k2c2
]
. (2.62)
A rescaling transformation from k, Vz, and z to new (dimensionless) variables
k˜, V˜z, and z˜ allows us to rewrite Eqs. (2.57) and (2.62) as follows:
z˜ =
k˜3V˜ 2z − 1
k˜2V˜z
, (2.63)
dV˜z
dk˜
= V˜z
k˜6V˜ 4z + 6k˜
3V˜ 2z + 2
2V˜z(k˜3V˜ 2z + 2)
2 − k˜(k˜6V˜ 4z + 5k˜3V˜ 2z + 2)
. (2.64)
Here
k˜ =
ck
ω
[
micω
2
pie2j
]3/5 [
pie2P
m2i c
3ω2
]2/5
, (2.65)
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V˜z =
Vz
2c
[
pie2j
micω2
]2/5 [
m2i c
3ω2
pie2P
]3/5
, (2.66)
z˜ =
z
2L
[
micω
2
pie2j
]1/5 [
m2i c
3ω2
pie2P
]1/5
. (2.67)
The applicability condition for the WKB solution is
1
k2
dk
dz
 1. (2.68)
In dimensionless variables, we have
c
2ωL
[
pie2P
m2i c
3ω2
]1/5 [
micω
2
pie2j
]4/5
1
k˜2
dk˜
dz˜
 1. (2.69)
Since k˜ and dk˜/dz˜ are quantities of order unity at the transformation point, this
constraint reduces to
c
2ωL
[
pie2P
m2i c
3ω2
]1/5 [
micω
2
pie2j
]4/5
 1, (2.70)
which is equivalent to Eq. (2.53).
Numerical solutions of Eqs. (2.63) and (2.64) for three different values of initial
flow velocity are shown in Fig. 2.5. We find that V˜z and k˜ are monotonically increasing
functions of z˜. Their asymptotic behavior for z˜ → +∞ is given by
k˜ = V˜z =
√
z˜. (2.71)
2.4.2 Narrow Nonlinear Resonance
In this subsection, we will consider the non-linear regime lying below the
dashed curve in Fig. 2.4. We have shown that the dashed curve is where the WKB-
approximation breaks down. One can thus conjecture that the width of the energy
transformation layer should be smaller than the scale-length of the wave electric
field if P and γ are below the dashed curve. In fact, we have already shown that
the resonance is indeed narrow in the linear regime for γ  1. We now extend the
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Figure 2.5: Solutions of Eqs. (2.63) and (2.64) for three different values of V˜z at
z˜ → −∞: (1) V˜z(−∞) = 1; (2) V˜z(−∞) = 0.5; (3) V˜z(−∞) = 0.1.
narrow-resonance approach to the nonlinear case. In other words, we make a verifiable
assumption that the wave electric field is independent of z in the energy transforma-
tion layer. It can also be verified that the |B+|2-term, as well as the c2s-term, in
Eq. (2.23) is negligibly small in the narrow-resonance case. As a result, Eqs. (2.21)
and (2.23) can be simplified to:
Vz
∂V+
∂z
=
e
mi
E0 + iω
z
L
V+, (2.72)
Vz
∂Vz
∂z
=
|V+|2
2L
, (2.73)
where E0 is the value of E+ at z = 0. We solve Eqs. (2.72) and (2.73) with the
boundary conditions:
V+(z = −a) = i eL
mia
E0, Vz(z = −a) = u, (2.74)
where u is the incident flow velocity and a is an outer boundary for the narrow layer
solution. It should be noted that u is generally different from V0 because the flow
may accelerate between z = −∞ and z = −a, i.e. before the ions enter the narrow
transformation layer. The value of a needs to be chosen to satisfy the condition:
δ  a δE, (2.75)
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Figure 2.6: Solutions of Eqs. (2.72) and (2.73) for three different values of the incident
flow velocity u: (1) u = 0.1; (2) u = 2; (3) u = 4. The flow velocity Vz is normalized
to Lω
[
eE0
miLω2
]4/5
. The rotational energy mi|V+|2/2 and distance from the resonance
z are normalized to mi
2
L2ω2
[
eE0
miLω2
]6/5
and L
[
eE0
miLω2
]2/5
respectively.
where δE is the scale-length of the wave electric field and δ is the width of the trans-
formation layer. This condition ensures that the physical results are insensitive to
a.
Plots of mi|V+|2(z)/2 and Vz(z) for different values of u are shown in Fig. 2.6.
Note that the change in Vz is relatively small for large values of u, which corresponds
to the linear regime discussed in Sec. 2.3. The change in Vz becomes more significant
as u decreases, so that the problem becomes essentially nonlinear. An important
feature of the nonlinear regime is that the ion energy gain tends to a finite limit as u
goes to zero. This means that the nonlinearity limits the particle energy gain. In the
limit of small u, the energy gain per particle is roughly miL
2ω2
[
e|E0|
miLω2
]6/5
as opposed
to miL
2ω2 Lω
Vz
[
e|E0|
miLω2
]2
in the linear regime. This shows that the total outgoing energy
flux decreases when the particle motion becomes nonlinear. As the particles are now
unable to carry away all of the incident wave energy, a significant part of the energy
must go into a reflected wave. Another way to understand the reflection is to take
into account that the ion density exhibits a steep drop in the nonlinear regime, which
happens over a distance that is shorter than the wave-length. This can roughly
be viewed as a discontinuity in a dielectric constant which usually causes partial
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reflection2.
In order to find the reflection coefficient one would need to match the narrow
resonance solution, described in this section, to the outer solution of Eqs. (2.19)-
(2.23). This matching is straightforward when the linear approximation applies to
the outer solution, so that the ion density does not change considerably over the in-
terval from z = −∞ to z = −δE. Our estimates show that this requires P/P∗ < γ2.
However, if P is greater than P∗γ2, the outer solution itself is essentially nonlinear,
which complicates the matching problem. One might think of using a WKB approx-
imation to find the nonlinear outer solution, but the presence of a reflected wave
will most likely preclude such an approach. The reason is that the interference be-
tween the incident and reflected waves will cause modulations of |V+|2, Vz, and n on
a wave-length scale. This modulation can easily enhance the reflection or may even
become the primary reflection mechanism. Because of its technical difficulty we will
address the nonlinear reflection problem numerically rather than analytically. The
corresponding calculations are described in the next section.
2.5 Global Picture
The set of Eqs. (2.19)-(2.23) derived in Sec. 2.2 is limited to a narrow region
near the ion cyclotron resonance. In order to describe a broader spatial interval, we
need to take into account:
a) the electron current,
b) deviation from the linear profile of the equilibrium magnetic field.
In the ion-cyclotron frequency range, the E × B drift gives rise to x− and
2The possibility of the rf-power reflection due to the density drop at the resonance was mentioned
earlier in Ref.[19] in connection with the ECRH problem.
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y−components of the electron current,
jeα = −eαβγEβ
B0γ
|B0|
ω2pe
4pi|ωce| , (2.76)
where where eαβγ is the completely antisymmetric unit tensor. This electron current
is comparable to the ion current away from the resonance, which is why it becomes
important in the global picture.
Generalization from the near-resonance expression, Eq. (2.1), to an arbitrary
profile B0z(z) involves generalization of the quantities E+, B+, and V+. In this section,
we define E+ as
E+ ≡ Ex + iEy√
B0z/B∗
, (2.77)
where B∗ is the value of the magnetic field at the point ω = ωci. The new expressions
for B+ and V+ are similar to Eq. (2.77). It should be noted that these generalized
definitions of E+, B+, and V+ are fully consistent with the ones we used in the local
description.
We will skip a straightforward derivation of the generalized set of equations
and just present the modified equations in their final form:
∂E+
∂z
=
ωB+
c
, (2.78)
∂B+
∂z
=
ω2pi
ωcic
E+ − 4pii
c
neV+, (2.79)
Vz
∂V+
∂z
=
e
mi
E+ + i(ω − ωci)V+, (2.80)
Vz
∂Vz
∂z
= − 1
8pimin
B0z
B∗
∂|B+|2
∂z
− |V+|
2
2B∗
∂B0z
∂z
− c
2
s
n
∂n
∂z
, (2.81)
B∗
B0z
nVz ≡ j = const. (2.82)
This set of equations now describes both the resonant conversion of the incident
wave energy into the ion rotational energy and the subsequent transformation of the
ion rotation into their fast motion along the decreasing magnetic field.
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Figure 2.7: Solution of Eqs. (2.78)-(2.82) for j = 5 · 105(miωc2)/(4piLe2), n¯ = 100 ·
mic
2/4pie2L2, and ¯|E| = √10 · 10−5 ·miLω2/e. The quantities E⊥ ≡ mi|V+|2B0z/2B∗
and E‖ ≡ miV 2z /2 are normalized to miL2ω2. The ion density n and the electric field
components Ex and Ey are normalized to mic
2/4pie2L2 and miLω
2/e respectively.
We solve Eqs. (2.78)-(2.82) numerically for s = 0 and for a specific profile of
the equilibrium magnetic field:
B0z = B∗
[
1− z√
L2 + z2
]
. (2.83)
This expression represents the near-axis field of an open-ended solenoid. Our code
integrates Eqs. (2.78)-(2.82) starting from the strong field side with an adjustable
boundary condition at a large negative value of z. The code employs a shooting
procedure to find the solution for which E+ andB+ vanish in the outgoing flow (at z →
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Figure 2.8: Conversion of the Poynting vector P into the ion power flux Π. The
plot corresponds to the solution presented in Fig. 2.7. The quantities P and Π are
normalized to Lm2i c
2ω3/4pie2.
∞). This allows us to automatically determine the amplitude of the reflected wave in
the case of nonlinear reflection. Each solution is characterized by three parameters:
the particle flux j, the mean density n¯ and the mean electric field amplitude ¯|E| in
the incident flow (z → −∞).
Figures 2.7 and 2.8 show a solution that represents a moderately nonlinear
regime. The density plot in Fig. 2.7 already exhibits a steep gradient near the reso-
nance but with a very minor reflection yet. The amount of reflection can be inferred
from the oscillations of |E|2 ≡ E2x +E2y shown in Fig. 2.9. These oscillations represent
an interference between the incident and the reflected waves. The oscillations become
more pronounced in the case of a stronger rf-field or slower ion flow. Related to the
reflection are density and velocity modulations in the incoming flow. As seen from
Fig. 2.9 (right), the decrease in the flow velocity can produce a larger reflection even
when the rf-field is weaker than that shown in Fig. 2.9 (left).
2.6 Summary
We have presented a self-consistent nonlinear model for the deposition of rf-
power in the ion cyclotron frequency range into a steady state plasma flow. This
work can be viewed as a nonlinear version of the magnetic beach problem [22] for ion-
cyclotron waves. We find that the absorption coefficient for the wave is 100% as long
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Figure 2.9: Modulation of the wave amplitude and ion density due to nonlinear
reflection from the resonance. Left plots correspond to the solution presented in
Fig. 2.7. Right plots correspond to the solution with j = 1.5 · 105(miωc2)/(4piLe2),
n¯ = 100 · mic2/4pie2L2, and ¯|E| = 2 · 10−5 · miLω2/e. Quantities n and |E|2 are
normalized to miL
2ω2 and m2iL
2ω4/e2 respectively.
as either linear theory or WKB approximation applies to the problem. Acceleration of
the incoming ions due to the energy deposition from the wave adds nonlinear features
to the absorption process. The longitudinal forces create a density gradient in the
ion flow, which causes partial reflection of the incident rf-power. The reflection is
most pronounced when the characteristic scale-length of the density drop becomes
shorter than the wavelength. An interesting consequence of this nonlinear reflection
is the spatial modulation of the incident flow. Simple one-dimensional fluid-type
simulations, described in this chapter, confirm our theoretical picture of the near-
resonance behavior and allow us to quantitatively model the entire process of wave
energy conversion into the directed energy of the ion flow. We envisage two natural
extensions of the presented work. First, our single-fluid model can be generalized
to the case of several groups of ions with different parallel velocities. This should
allow us to evaluate the role of the ion velocity spread in the incident flow. Second,
for practical applications like VASIMR, the basic nonlinear effects discussed in this
chapter need to be combined with two-dimensional calculations of the wave field. The
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need for such an extension becomes evident if one takes into account that the finite
plasma radius should definitely affect the field structure in a realistic geometry.
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Chapter 3
Radially Localized Helicon Modes
in Nonuniform Plasma
3.1 Introduction
An importance of the radial density gradient in the helicon discharge was
recognized in Ref. [7, 8] and examined in more detail in Ref. [9], based on numerical
solutions of the wave equation. However, numerical solutions alone fail to elucidate
the underlying physics and all the subtleties of the problem. The analytic approach
described below fills this gap.
We will show that the radial nonuniformity of the plasma has a surprisingly
strong effect on the structure of the helicon modes with nonzero values of the az-
imuthal mode number m. As a result, the corresponding mode frequency turns out
to be significantly lower than what one would expect from the dispersion relation for
a uniform plasma. This effect is most pronounced in the limit of a small longitudinal
wavenumber kz,
kz  min
(
ωpe
c
;
1
a
)
, (3.1)
where ωpe is the electron plasma frequency and a is the characteristic radius of the
plasma density profile. The new eigenmode is a helicon mode coupled to space charge
effects from electron E×B drift in nonuniform plasma. It has distinct features of a
surface wave.
It should be pointed out that this unusual eigenmode cannot be inferred from
the early studies of helicons in a homogeneous plasma with a sharp density bound-
ary [10, 11]; nor does this mode appear in axisymmetric problems of electron magne-
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tohydrodynamics (EMHD) [12, 13]. Ironically, the sharp boundary assumption bans
this mode: we find that the mode is sensitive to the structure of the density profile
when the width of the boundary is smaller than c/ωpe. Also, this mode is necessarily
nonaxisymmetric, unlike solutions discussed in Refs. [12, 13].
We will consider an axisymmetric plasma cylinder in a uniform equilibrium
magnetic field B0 directed along the axis of symmetry (z). The unperturbed plasma
density, which is a function of radius r, is uniform in the azimuthal (φ) and axial (z)
directions. Our starting point is the linear wave equation
∇(∇E)−∇2E = − 1
c2
∂2D
∂t2
− 4pi
c2
∂j
∂t
, (3.2)
where E is the electric field, D is the electric displacement, and j is the antenna
current density. We use Fourier expansion in t in order to present E, D, and j in the
following form:
E =
1
2
∑
ω
E(ω)e−iωt + c.c., (3.3)
D =
1
2
∑
ω
D(ω)e−iωt + c.c., (3.4)
j =
1
2
∑
ω
j(ω)e−iωt + c.c., (3.5)
where E(ω), D(ω), and j(ω) are the Fourier images. This representation transforms
Eq. (3.2) into:
∇ [∇E(ω)]−∇2E(ω) = ω
2
c2
D(ω) +
4piωi
c2
j(ω). (3.6)
The electric displacement D(ω) is related to the electric field E(ω) by the cold plasma
dielectric tensor εαβ, namely
Dα(ω) = εαβEβ(ω). (3.7)
The cold plasma approximation implies that the longitudinal phase velocity ω/kz
is much greater than particle thermal velocity vth. For the modes discussed in this
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chapter, we find that ω scales as k2z . Hence the restriction ω/kz  vth limits kz from
below. This restriction also assures that Landau damping is low for these modes.
The three components of Eq. (3.7) in the cylindrical coordinates (r, φ, z) have
the form
Dr(ω) = εEr(ω) + igEφ(ω), (3.8)
Dφ(ω) = −igEr(ω) + εEφ(ω), (3.9)
Dz(ω) = ηEz(ω), (3.10)
with [37]
ε = 1−
∑
α
ω + iνα
ω
ω2pα
(ω + iνα)
2 − ω2cα
, (3.11)
g = −
∑
α
ωcα
ω
ω2pα
(ω + iνα)
2 − ω2cα
, (3.12)
η = 1−
∑
α
ω2pα
ω (ω + iνα)
. (3.13)
Here the subscript α labels particle species, namely electrons and ions. ωcα =
qαB0/mαc is the gyrofrequency, ωpα =
√
4pinαq2α/mα is the plasma frequency, and
να is the collision frequency.
In what follows, the plasma is assumed to be sufficiently dense so that
ωce  ωpe. (3.14)
This condition ensures that the displacement current is negligibly small compared to
the plasma current. Next, we assume that the wave frequency satisfies the condition
√
ωciωce  ω  ωce, (3.15)
which allows us to neglect the ion current compared to the electron current. The
electron collision frequency νe is assumed to be comparable or smaller than ω. Then
the quantities ε, g, and η reduce to
ε =
ω2pe
ω2ce
(
1 +
iνe
ω
)
, g =
ω2pe
ωωce
(
1 +
2iνeω
ω2ce
)
, η = − ω
2
pe
ω(ω + iνe)
, (3.16)
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with
ε g  η. (3.17)
Expressions (3.16) retain only the lowest order collisional contributions. As indicated
by Eq. (3.1), we also assume that kz is sufficiently small. This restriction allows us
to treat the essential part of the problem analytically (see Section 3.3).
3.2 Eigenmode Equations
In this section, we derive eigenmode equations [Eqs. (3.30) and (3.31)] for a
radially nonuniform plasma cylinder. In this derivation, we omit the antenna current
that will be brought back in Sec. 3.4 to calculate the power deposition from the
antenna.
We use Fourier expansion in z and φ to present the electric field E(ω) in the
following form:
E(ω) =
∑
m,kz
[erEr(ω, kz,m, r) + eφEφ(ω, kz,m, r) + ezEz(ω, kz,m, r)] e
imφ+ikzz.
(3.18)
Note that a similar representation for j(ω),
j(ω) =
∑
m,kz
[erjr(ω, kz,m, r) + eφjφ(ω, kz,m, r) + ezjz(ω, kz,m, r)] e
imφ+ikzz, (3.19)
will be used later in this chapter.
The wave equation (3.6) without the antenna current reduces to a set of equa-
tions for the Fourier amplitudes Er, Eφ, and Ez. To simplify the equations, we will
drop the arguments ω, m, and kz of the amplitudes. For a single harmonic we obtain:
Er
(
m2
r2
+ k2z
)
+
im
r
(
∂Eφ
∂r
+
Eφ
r
)
+ ikz
∂Ez
∂r
=
ω2
c2
(εEr + igEφ), (3.20)
im
∂
∂r
(
Er
r
)
− ∂
∂r
(
∂Eφ
∂r
+
Eφ
r
)
+ k2zEφ −
mkz
r
Ez =
ω2
c2
(εEφ − igEr), (3.21)
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ikz
r
∂
∂r
(rEr)− kzm
r
Eφ − 1
r
∂
∂r
(
r
∂Ez
∂r
)
+
m2
r2
Ez =
ω2
c2
ηEz. (3.22)
We will only discuss the nonaxisymmetric modes (m 6= 0) since the axisymmetric
mode (m = 0) does not exhibit any unexpected features.
To further simplify the problem for m 6= 0 we note that assumptions (3.1)
and (3.15) allow us to formally treat kz and ω as small parameters in Eqs. (3.20) and
(3.21). Since ω turns out to scale as k2z [see Eqs. (3.36) and (3.40)], we put to lowest
order kz = 0 and ω = 0 in Eqs. (3.20) and (3.21). In this limit, Eqs. (3.20) and (3.21)
become degenerate. They both read:
im
r
Er =
∂Eφ
∂r
+
1
r
Eφ. (3.23)
A convenient way to resolve the degeneracy is to replace Eq. (3.21) by the condition
divD = 0, which is exact and does not contain the lowest order terms. This condition
has the form
1
r
∂
∂r
[r(εEr + igEφ)] +
im
r
[εEφ − igEr] + ikzηEz = 0. (3.24)
Equations (3.22), (3.23), and (3.24) form a closed set that can be reduced to just two
equations
1
r
∂
∂r
[
r
∂E
∂r
]
− m
2
r2
E = −ω
2
c2
ηEz, (3.25)
1
r
∂
∂r
[
εr
∂
∂r
(Ez − E)
]
− m
r
[
∂g
∂r
+
εm
r
]
(Ez − E)− k2zηEz = 0, (3.26)
where the new unknown function
E = Ez − kzr
m
Eφ (3.27)
measures the Fourier amplitude of the radial component of the perturbed magnetic
field as
Hr =
cm
ωr
E. (3.28)
38
We now take into account that ε is much smaller than g for the modes we are interested
in. The smallness of ε allows us to decouple Eqs. (3.25) and (3.26). Note that the ε-
terms in Eq. (3.26) are negligible unless the radial scalelength of the function Ez −E
is much smaller than the radial scalelength of g (we assume m to be not a large
number). Hence, for sufficiently smooth modes, we can replace Eq. (3.26) by an
algebraic relationship,
E = Ez
[
1 + k2zrη
(
m
∂g
∂r
)−1]
, (3.29)
which leads to
1
r
∂
∂r
[
r
∂E
∂r
]
− m
2
r2
E = − m
k2zr
ω2
c2
E∂g/∂r
1 + (m∂g/∂r)/k2zrη
. (3.30)
The explicit conditions of validity for this equation will be given below [see Eqs.(3.38)
and (3.47)] in connection with its solutions.
Another way to simplify Eqs. (3.25) and (3.26) is to consider modes that
significantly involve the ε-terms in Eq. (3.26). For these modes, Eq. (3.25) indicates
that E has to be much smaller than Ez because one needs very short radial scales to
retain the ε-terms in Eq. (3.26). We can then neglect E in Eq. (3.26) to find
1
r
∂
∂r
[
εr
∂
∂r
Ez
]
− m
r
[
∂g
∂r
+
εm
r
]
Ez − k2zηEz = 0. (3.31)
This equation describes nearly electrostatic perturbations (the Gould-Trivelpiece modes)
which are somewhat modified by plasma density gradient.
The density gradient is essential for a mode described by Eq. (3.30), while
it does not have such a strong effect on the Gould-Trivelpiece mode. Indeed, an
eigenmode described by Eq. (3.30) does not exist in uniform plasma if m 6= 0, as
it follows directly from Eq. (3.30). Equation (3.30) resembles a one-dimensional
Schrodinger equation for a particle in the external field, which becomes obvious if we
introduce a new variable s = ln r and rewrite the equation in the following form:
∂2E
∂s2
+
[
(−m2)− U(s)]E = 0. (3.32)
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The function U is given by:
U ≡ −mr
k2z
ω2
c2
∂g/∂r
1 + (m∂g/∂r)/k2zrη
, (3.33)
which becomes a definition of U(s) if one expresses r as exp(s). In the context of
this analogy, one can say that quantity (−m2) represents particle energy, while U(s)
represents the potential energy. Plasma density gradient determines the profile of
U(s) [see Eq. (3.30)], with U = 0 where the gradient is zero. If the right-hand side of
Eq. (3.30) is negative, then the density gradient forms a potential well. The eigenmode
corresponds to a bound state with “energy” (−m2) in the potential well. We can use
this quantum mechanical picture to describe eigenmodes for a given density profile.
Consider a case when the density gradient term in the denominator of U(s) can be
neglected, so that the depth of the well is proportional to the frequency ω. If the
frequency is too low, then the (−m2) energy level does not fit into the well. As
the depth of the well increases with ω, the bound states appear and they meet the
(−m2) energy level sequentially. The eigenmode with the lowest possible frequency
corresponds to the ground state, so that the field of this mode does not have radial
oscillations. Other bound states correspond to the modes with higher frequencies
and higher radial wave numbers. Later in this chapter we will refer to this quantum
mechanical picture when we discuss specific solutions of Eq. (3.30)).
3.3 Analytic Solutions
With some natural assumptions, Eq.(3.30) can be solved analytically for ra-
dially localized helicon modes. In order to do that, we consider two limiting cases
ωpea/c 1 and ωpea/c 1 and we neglect collisions to find the mode frequency and
the mode structure in the absence of dissipation.
The first condition (ωpea/c  1) actually means that the parallel electric
field is negligibly small. Formally, this allows us to neglect the ∂g/∂r term in the
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denominator on the right-hand side of Eq. (3.30). We can then construct a surface-
wave solution by choosing a step-like radial profile of the plasma density:
n =
{
n− if r < r0
n+ if r > r0,
so that
∂g
∂r
= (g(n+)− g(n−))δ(r − r0). (3.34)
Note, however, that the width of the narrow transition layer δlayer at r = r0 still has
to be large compared to the skin depth c/ωpe. Outside the layer, the solution has the
form
E = E0
{
(r/r0)
|m| if r < r0
(r/r0)
−|m| if r > r0,
(3.35)
where E0 is a constant. We have taken into account that the solution must be
continuous at r = r0. Integration of Eq. (3.30) through the transition layer with
expression (3.34) for ∂g/∂r gives the following dispersion relation:
ω = 2
m
|m|
ωcek
2
zc
2
ω2pe(n+)− ω2pe(n−)
. (3.36)
We now recheck the validity of Eq.(3.30) for this mode or, equivalently, we
verify that the ε-terms can be neglected in Eq.(3.26). We note that the characteristic
scalelength of the function E −Ez is a. However, its radial derivative changes on the
δlayer scale. Then the first term in Eq.(3.26) can be estimated as ε(Ez − E)/aδlayer
and ∂g/∂r term in the same equation can be estimated as g(Ez − E)/aδlayer. Hence
the first term can be neglected in comparison with the ∂g/∂r term if
ε g, (3.37)
which is indeed the case for the modes with frequencies lower than ωce. An additional
applicability condition comes from the restriction ω/kz  vth, imposed by the cold
plasma approximation. As previously mentioned, this condition limits kz from below.
Together with Eq.(3.1) it gives a range of longitudinal wave numbers kz for which
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the mode exists and is weakly damped despite its relatively low longitudinal phase
velocity. The resulting restriction is
vth.e
ωcea
[ωpea
c
]2
 kza 1. (3.38)
The second limiting case (ωpea/c 1) also gives an eigenmode associated with
the density gradient. In this case, the mode is centered at the point r = r∗ where the
function
f(r) = − 1
rn
dn
dr
(3.39)
has a maximum, and the mode frequency turns out to be very close to
ω∗ = −ωce k
2
z
mf(r∗)
, (3.40)
which is the value that makes the denominator in Eq. (3.30) vanish at r = r∗. There-
fore, we take
ω = ω∗(1−42), (3.41)
where the value of the small parameter 4 is to be determined by the boundary
condition for the outside solution similar to (3.35)
E = E∗
{
(r/r∗)|m| if r < r∗
(r/r∗)−|m| if r > r∗,
(3.42)
where E∗ is a constant. The right-hand side of equation (3.30) is now sharply peaked
around the point r = r∗, so that Eq. (3.30) can be simplified to
1
r
∂
∂r
[
r
∂E
∂r
]
− m
2
r2
E = −ω
2
pe(r∗)
c2
E
(
42 +
∣∣∣∣ 12f d
2f
dr2
∣∣∣∣ (r − r∗)2
)−1
, (3.43)
where f and d2f/dr2 should be evaluated at r = r∗. Except for the narrow vicinity
of the point r = r∗ , the right–hand side of this equation is negligibly small, which
readily gives the dispersion relation via integrating Eq. (3.43) through the transition
layer at r = r∗. The result is
42 = pi
2
2m2
ω4pe(r∗)r
2
∗
c4
∣∣∣∣ fd2f/dr2
∣∣∣∣
r=r∗
 1. (3.44)
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This result can be easily generalized to the case of small but finite resistivity
by taking into account electron collision frequency. It is sufficient to include νe only
in the expression for η in Eq.(3.30) since the contribution from the imaginary part
of g will be smaller by factor ω/ωce. The derivation of the corresponding dispersion
relation repeats the one used to obtain Eq. (3.41), but ∆2 now becomes a complex
quantity given by
∆2 =
pi2
2m2
ω4pe(r∗)r
2
∗
c4
∣∣∣∣ fd2f/dr2
∣∣∣∣
r=r∗
+ iνe/ω∗. (3.45)
The derivation of Eq. (3.42) implies that νe  ω∗, a condition that ”breaks down” for
very steep density profiles. This bans the mode in the sharp boundary problem [10,
11].
We now specify the window of existence for the mode described by Eqs.(3.41)-
(3.44). The corresponding derivation is similar to that of Eq.(3.38). As seen from
Eq.(3.29), the function |Ez(r)| for this mode is sharply peaked near the point r = r∗.
It should also be noted that the ratio of |E| to |Ez| is roughly 42  1. The width of
the peak is
δmode = 4
√
f
/
d2f
dr2
. (3.46)
In order to neglect the first term in Eq.(3.26), we need this term to be smaller than
m
r
∂g
∂r
E, the smallest term retained in Eq.(3.29). Assuming that the characteristic
scalelength of the density profile is δ, we get the following constraint
vth.e
ωcea
[ωpea
c
]2 1
4  kza4
2. (3.47)
The left inequality in this equation assures low rate of the Landau damping. It should
be noted that the smallness of 4 makes Eq.(3.47) somewhat more restrictive than
Eq.(3.38). Nevertheless, this constraint can still be satisfied for sufficiently small
values of vth.e.
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It is significant that, in both limiting cases (ωpe a/c  1 and ωpe a/c  1),
the mode involves a perturbed “surface” current that is localized near the peak of
the eigenfunction E(r). It is due to this current that the radial derivative of E(r) as
well as the azimuthal component of the perturbed magnetic field are discontinuous
in the outside solutions (3.35) and (3.42). The existence of this localized current
distinguishes the above modes from those discussed in Refs. [10, 11].
In conclusion, we note that we found the eigenmodes which, in the context
of the quantum mechanical analogy discussed in Sec. 3.2, correspond to the ground
state. In both cases, the potential U is essentially a δ-function. A δ-well has only one
bound state, that is the ground state, with energy depending on the “depth” of the
well. Equations (3.36) and (3.40) specify the value of ω for which the depth of the
well is such that the “energy” equals (−m2).
3.4 Resonant Power Absorption
In the previous section we have considered two limiting cases and found low
frequency eigenmodes described by Eq. (3.30). In general, one can find eigenmodes
of Eq. (3.30) only numerically, which we will do in this section. We will also compute
power absorption by the plasma.
We use the following procedure to find the eigenmodes. We allow energy
dissipation via collisions and we also bring back the antenna current, which drives
the wave and supplies the power. The wave amplitude in this case is determined by
the power balance condition. If the antenna frequency coincides with an eigenmode
frequency, then the eigenmode is excited and a well pronounced peak of resonant
power absorption must be observed at this frequency. One can thereby relate the
eigenmodes to the absorption peaks.
As already pointed out, the power absorption by plasma is equal to power
44
supplied by the antenna. Technically, it is easier to calculate the power at the antenna,
which involves integration of jE over the antenna. We will consider an antenna
made out of thin wire, so that we can disregard the wire width while performing the
integration. The antenna power is a sum of partial contributions from the Fourier
harmonics of the current. This immediately follows from Eqs. (3.3), (3.5), (3.18), and
(3.19), which present Fourier expansions for E and j.
In order to identify an eigenmode it is sufficient to retain only the correspond-
ing Fourier component in j. For this purpose the shape of the antenna is insignificant,
however it is convenient to choose a radially localized antenna with radius R. Then
the Fourier amplitudes jr, jφ, and jz are given by:
jr(ω, kz,m, r) = 0, (3.48)
jφ(ω, kz,m, r) = −
(
kzR
m
)
j0Rδ(r −R), (3.49)
jz(ω, kz,m, r) = j0Rδ(r −R), (3.50)
where the constant j0 is determined by the antenna geometry, and we have taken
into account that jφ and jz are related to each other by the condition divj = 0. The
coefficient j0 for a helical antenna is calculated in Appendix A [see Eq. (A.7)]. It is
straightforward to show now that the power deposition per harmonic is given by:
Q =
piR2
2
j0
[
E∗z (ω,m, kz, R)−
(
kzR
m
)
E∗φ(ω, kz,m,R)
]
+ c.c. (3.51)
The Fourier amplitudes Eφ and Ez can be expressed in terms of E via Eqs. (3.27)
and (3.29), which leads to the following expression for Q:
Q =
piR2
2
[E∗(R)j0 + E(R)j∗0 ] . (3.52)
The field E is described by Eq. (3.30), to which we now add the antenna
current. Note that j(ω) and D(ω) enter wave equation (3.6) in the following combi-
nation: ω
2
c2
D(ω) + 4piωi
c2
j(ω). The right-hand side of Eq. (3.30) represents −ω2
c2
Dz(ω).
45
Therefore, in order to describe the antenna, the term − 4piωi
c2
jz(ω, kz,m, r) must be
added to the right-hand side of Eq. (3.30):
1
r
∂
∂r
[
r
∂E
∂r
]
− m
2
r2
E = − m
k2zr
ω2
c2
E∂g/∂r
1 + (m∂g/∂r)/k2zrη
− 4piiω
c2
j0Rδ(r −R). (3.53)
Here we used expression (3.50) for jz(ω, kz,m, r). Since the antenna current is zero
everywhere except at r = R, then Eq. (3.53) is equivalent to Eq. (3.30) accompanied
by the field matching conditions at r = R:
∂E
∂r
∣∣∣∣
R+0
− ∂E
∂r
∣∣∣∣
R−0
= −4piiω
c2
j0R, (3.54)
E|R+0 − E|R−0 = 0. (3.55)
These conditions are obtained by integrating Eq. (3.53) through a thin layer at r = R.
We thus need to solve Eq. (3.30) for r < R and for r > R and then match the two
solutions to satisfy Eqs. (3.54) and (3.55).
We conclude this section by presenting the power absorption spectrumQ(ω) for
the helical antenna. The structure of the spectrum depends parametrically on ωpea/c,
since ωpea/c determines the type of existing eigenmodes in the plasma (see Sec. 3.3).
In our calculations we present the plasma density in the form n(r) = n∗G(r), where
G(r) is a function with a maximum value of 1. Then variation of n∗ for the same
G(r) allows us to investigate regimes of dense (ωpea/c 1) and rarified (ωpea/c 1)
plasma, as well as an intermediate regime (ωpea/c ∼ 1).
The routine used to compute Q is described in Appendix B. We define G(r)
by Eq. (B.1). It is convenient to normalize ω by introducing a dimensionless quantity
Ω defined as:
Ω ≡ − m
2ω
k2zR
2ωce
. (3.56)
We similarly normalize νe introducing a dimensionless quantity ν0:
ν0 ≡ − m
2νe
k2zR
2ωce
. (3.57)
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Figure 3.1: Plasma power absorption in the rarified plasma for the harmonic with
m = 1.
Note that for G(r) specified by Eq. (B.1), the value of Ω is 1 if ω equals to ω∗(m = 1)
defined by Eq. (3.40). This means that the absorption peak for the m = 1 mode
described by Eqs. (3.41) and (3.44) must be very close to Ω = 1. In what follows, we
use a dimensionless parameter α,
α ≡
(
ωpe(n∗)R
c
)2
, (3.58)
to characterize the dependence of Q on ωpea/c. The power absorption in Figs. 3.1,
3.2, 3.3, and 3.4 is normalized to
Q0 ≡ (2piR)
2
l2 + (2piR)2
I20ωce
2c2
, (3.59)
where I0 is the maximum amplitude of the antenna current and l is a helix period
[see Appendix A].
We start with the case of rarified plasma, i.e. the case when α is small. The
plasma power absorption spectrums for α = 0.05, α = 0.1, and α = 0.5 are shown in
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Figure 3.2: Plasma power absorption in the intermediate regime for the harmonic
with m = 1.
Fig. 3.1. The peaks in absorption for α = 0.05 and α = 0.1 are associated with the
mode described by Eqs. (3.41) and (3.44). As predicted by Eq. (3.41), the peaks are
slightly shifted away from Ω = 1 towards smaller values of Ω, with the magnitude
of the shift increasing with plasma density. For all three spectrums the collision
frequency is constant (ν0 = 0.0025). Despite the fact that νe is fixed, the hight of the
absorption peaks increases with the increase of plasma density.
The hight of the absorption peaks reaches its maximum in the intermediate
regime, as shown in Fig. 3.2. For all three spectrum curves, the collision frequency
is constant and its value is the same (ν0 = 0.02). Several peaks in Q for a given α
indicate the existence of multiple radial eigenmodes. In the context of the quantum
mechanical analogy discussed in Sec. 3.2, these eigenmodes correspond to different
bound states in the potential well.
Larger values of α correspond to the dense plasma regime. In this case, the
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Figure 3.3: Plasma power absorption in the dense plasma for the harmonic with
m = 1. There are additional absorption peaks with lower amplitudes at higher values
of Ω.
peak plasma power absorption decreases with plasma density (see Fig. 3.3). We took
ν0 = 0.02 for all the runs. The power absorption peaks in Fig. 3.3 represent a mode
with the lowest possible frequency for a given α, which is analogous to the mode
described by Eq. (3.36). In agreement with Eq. (3.36), the frequency of the mode in
Fig. 3.3 scales roughly as 1/α.
Finally, we compare peak power absorption for two harmonics with different
azimuthal wave numbers. Figure 3.4 presents power absorption spectra for m = 1
and m = 2. The values of α = 20 and normalized collision frequency ν0 = 0.02 are
the same in both cases. The mode with m = 1 couples to the antenna better than the
mode with m = 2, since the field drops towards the antenna slower for m = 1 than
for m = 2 [see Eq. (3.35)]. This explains the higher level of plasma power absorption
for m = 1.
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Figure 3.4: Plasma power absorption for the harmonics with m = 1 and m = 2 for
the same plasma density profile.
3.5 Concluding Discussion
Although the modes described by Eqs. (3.30), (3.36), and (3.41) are radially
localized modes with distinct surface-wave features, their coupling to the antenna
current in helicon plasma sources can be sufficiently strong, especially for |m| = 1, a
typical mode number for such devices. Note that these modes are asymmetric with
respect to the change of sign ofm or B0 separately. However, the mode frequency does
not change when the signs ofm and B0 change simultaneously. The asymmetry, which
results from the Hall effect in nonuniform plasma, may cause significant changes in
the operation of helicon sources with the change of the magnetic field sign. A related
phenomenon is the co-counter asymmetry in fast wave heating and current drive (see
Ref. [14]).
It should be possible to clearly identify the described modes in a well diag-
nosed experiment similar to the one reported in Refs. [15, 16], where helicon modes
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were observed in a homogeneous plasma. This will of course require a plasma with
controllable radial density gradient.
It follows from the structure of Eq. (3.30) that an externally driven solution
for E(r) is regular at the points where the denominator on the right-hand side of this
equation vanishes. A straightforward analysis shows that the function E(r) remains
finite at these points. However, with finite value of E, Eq. (3.29) exhibits a singularity
in the parallel electric field, which in turn suggests a resonant-type absorption of the
rf power near the singularity. It is plausible that such an absorption is responsible for
unusually high efficiency of the helicon sources, especially at frequencies below the
typical helicon frequency for a uniform plasma. It should be emphasized that this
absorption mechanism is qualitatively different from the one discussed in Refs. [9, 17],
where the enhanced absorption was attributed to linear coupling between the helicon
and the Gould-Trivelpiece modes. In our case, the absorption results from the surface-
type helicon mode alone, which is actually decoupled from the Gould-Trivelpiece
mode described by Eq. (3.31). The particularly low frequency of the localized modes
translates into their low phase velocity, which should facilitate Landau damping of
these modes. Although we assumed that Landau damping is low for the discussed
modes, it still will be much greater than that for the conventional helicons due to the
significant difference in the phase velocity. Therefore, these new modes may provide
an enhanced power deposition into the helicon discharge.
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Chapter 4
Self-consistent Modelling of
Helicon Plasma Sources
4.1 Introduction
This chapter presents a first-principle theory for helicon plasma sources in
light gases with a self-consistent treatment of the particle balance, power balance, and
rf-field structure. The theory addresses the mystery of high efficiency of the helicon
sources at frequencies below the typical helicon frequency. The theory deals primarily
with basic physics aspects, so that some of the issues discussed below are not unique to
helicon sources. For example, the problem of finding ion conductivity in the presence
of charge-exchange and elastic ion-neutral collisions from Sec. 4.5 can be viewed as a
stand-alone problem of general interest.
In what follows, we will consider a schematic layout shown in Fig. 4.1. We will
assume that the plasma is created via rf-discharge inside an axisymmetric dielectric
tube placed in a uniform axial magnetic field (B0). The tube length (L) is much
greater than the radius (a). One end of the tube is sealed by an emissive metal plate
with an opening for gas injection. The other end is open into a vacuum to allow free
plasma flow out of the source.
We will limit our consideration to the case of rarified gas with the particle mean
free path larger than the tube radius. A Knudsen-type gas flow will then establish
itself in the tube in the absence of plasma. The gas density in this flow is uniform
over the tube cross-section and decreases linearly from its maximum value at the
end-plate to nearly zero at the open end. We will assume that the gas is monatomic
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Figure 4.1: Schematic layout of magnetized plasma source.
and that the degree of ionization is small in the rf-discharge. The latter will allow us
to neglect any plasma effect on the gas density profile. We will however be able to
describe an increase in the gas pressure associated with fast charge-exchange neutrals
(see Sec. 4.9).
A model of helicon plasma source should incorporate three major components,
which are particle balance, power balance, and rf-field structure. A natural separation
of scales in the helicon source among the particle confinement time τp, the energy
confinement time τE, and the wave period 2pi/ω (ω is the wave frequency),
τp  τE  2pi/ω, (4.1)
allows one to first consider all three constituents separately and then integrate them
into a self-consistent model. The rf-field structure inside the helicon source has been
analyzed in Chapter 2 and this chapter completes the analysis with the particle and
power balance pieces.
The particle balance problem is essentially a kinetic problem of ion transport.
The ion motion in the discharge is controlled by: (1) ambipolar electric field resulting
from quasineutrality; (2) equilibrium magnetic field; (3) ion collisions with atoms.
As the ion density is small compared to the gas density, we neglect ion-ion collisions
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compared to ion-atom collisions. The ion density profile is generally nonuniform in
both longitudinal and radial directions since the ions are confined radially by the
magnetic field. As a result, the ambipolar electric field, associated with the ion
density gradient, has both longitudinal and radial components.
The rf-power in the helicon source is absorbed by the plasma electrons and thus
electron physics is the main ingredient of the power balance problem. The electron
distribution is Maxwellian, provided that the energy confinement time τE exceeds the
time between electron-electron collisions, i.e.
τEνee  1, (4.2)
where νee is the electron-electron collision frequency. The electron temperature is
determined by an energy balance condition involving electron heating by rf-field,
electron heat conduction, and energy losses on atom excitation.
We assume that the rf-power deposition is associated with the excitation of
the radially localized helicon waves [29] by the external rf-antenna. We will calculate
the rf-field structure using the corresponding wave equation derived in Chapter 2,
but with a self-consistent plasma density profile. Simultaneous solution of the power
balance problem, particle balance problem, and the wave equation allows us to find
the steady-state density and temperature profiles, as well as the rf-field structure.
The described self-consistent model also enables us to discuss the stability of the
discharge.
The rest of the chapter is organized as follows. Section 4.2 presents a quali-
tative discussion of ion transport and simple estimates for the longitudinal and ra-
dial particle fluxes and the corresponding confinement-times. Section 4.3 presents a
qualitative picture of the power balance and an estimate of the energy confinement
time and characteristic electron heating times. Section 4.4 qualitatively discusses the
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steady-state regime and the way a stable equilibrium can be established in the dis-
charge, based on a “zero-dimensional” model. Section 4.5 presents a derivation of the
gyro-averaged ion distribution function in presence of an ambipolar electric field and
ion-atom charge-exchange and elastic collisions. This solution allows us to quantita-
tively evaluate ion fluxes. In Sec. 4.6, a first-principle theoretical model for helicon
discharge with a self-consistent treatment of the particle balance, power balance, and
rf-field structure is presented. In Sec. 4.7, the density profiles in steady-state plasma
flows are calculated. Here, the limiting cases of longitudinal and radial losses are con-
sidered. Also, the conditions under which a steady-state is allowed are formulated.
Section 4.8 presents a one-dimensional numerical model for a helicon discharge with
predominantly radial ion flow based on the theoretical model developed in Sec. 4.6.
Finally, in Sec. 4.9, the limitations of the model and some implications of the results
are discussed.
4.2 Qualitative Estimates of the Ion Transport
Ion transport in the discharge is controlled by equilibrium magnetic field, am-
bipolar electric field, and ion-atom collisions. The equilibrium magnetic field is typ-
ically strong enough to magnetize the ions, so that the following two conditions are
satisfied:
ρLi  a, (4.3a)
νia  ωci, (4.3b)
where ρLi is the ion gyro-radius, a is the plasma radius, νia is the ion-atom collision
frequency, and ωci is the ion gyro-frequency. The longitudinal and radial ion transport
are significantly different under these conditions.
The charge-exchange and elastic collisions are the dominant ion-atom collision
processes for ion energies up to few eV [26, 32]. In terms of energy and momentum
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conservation, charge-exchange collisions are essentially equivalent to head-on elastic
collisions. Both the charge-exchange cross-section (σcx) and the elastic cross-section
(σel) are nearly constant in the energy range of interest and they are of the same
order of magnitude [26, 32]. We will assume that the gas temperature is much lower
than the characteristic ion energy. In this case, the ions lose a significant part of their
kinetic energy in each collision. The ion-atom collision frequency is given by
νia = n0v(σcx + σel), (4.4)
where n0 is the gas density and v is ion velocity. The characteristic velocity in Eq.
(4.4) can be estimated as the ion velocity gain in the ambipolar electric field Ea
between two collisions. The velocity gain in the direction of the magnetic field (v‖)
is roughly
v‖ ≈
|e|Ea‖
miν
. (4.5)
The transverse velocity gain for magnetized ions (v⊥) is of the order of the E×B-drift
velocity (uE):
v⊥ ≈ uE ≡ |e|E
a
r
miωci
. (4.6)
Assuming that the longitudinal and radial scale-lengths of the plasma density profile
are L and a, respectively; we estimate Ea‖ and E
a
r as
Ea‖ ≈
Te
|e|L, (4.7a)
Ear ≈
Te
|e|a, (4.7b)
where Te is the bulk electron temperature. We now combine Eqs. (4.4)-(4.7) into
νia = n0(σcx + σel)
√
v2‖ + v
2
⊥ ≈ n0(σcx + σel)Cs
√
C2s
ν2iaL
2
+
C2s
ω2cia
2
, (4.8)
where Cs ≡
√
Te/mi is the ion sound velocity. This estimate for νia can be approxi-
mated by the expression
νia ≈ ξ(ξ + 1)aωci
L
, (4.9)
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with
ξ ≡ Cs
aωci
√
n0L(σcx + σel). (4.10)
We will now show that the parameter ξ characterizes the ratio between the ra-
dial and longitudinal ion fluxes. The mechanism of radial transport is shown schemat-
ically in Fig. 4.2. An initially slow ion is accelerated by the radial ambipolar electric
field until its velocity becomes comparable to the drift velocity uE. Between collisions,
the ion drifts in the azimuthal direction and oscillates radially with the radial orbit
excursion of the order of ρLi ≈ uE/ωci. Every collision replaces the accelerated ion
by a slow ion. This effectively shifts the ion orbit in the direction of the ambipolar
electric field by ρLi. The average radial flow velocity, therefore, can be estimated as
u⊥ ≈ νiaρLi ≈ |e|E
a
r
miνia
ν2ia
ω2ci
. (4.11)
The ensuing expressions for the total radial flux (ψ⊥) and the radial confinement time
(τ⊥) are
ψ⊥ ≈ nu⊥aL ≈ ξ(ξ + 1)na2Cs Cs
aωci
, (4.12a)
τ⊥ ≈ a/u⊥ ≈ L
ξ(ξ + 1)Cs
aωci
Cs
. (4.12b)
Here we assume that the conducting end-plate allows a sufficient current to flow across
the field lines to neutralize the ion space-charge as the ions move radially. Otherwise,
the velocity of radial plasma flux would be limited by electrons [27] due to low electron
conductivity across the field lines. This would also change the estimate (4.7b) for the
radial electric field.
The longitudinal ion flux (ψ‖) and the longitudinal confinement time (τ‖) are
readily estimated from Eqs. (4.5), (4.7a), and (4.9):
ψ‖ ≈ nv‖a2 ≈ na
2Cs
ξ(ξ + 1)
Cs
aωci
, (4.13a)
τ‖ ≡ L
v‖
≈ ξ(ξ + 1) L
Cs
aωci
Cs
. (4.13b)
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Figure 4.2: Ion transport across the magnetic field.
It follows from Eqs. (4.12) and (4.13) that the ratio between the total longi-
tudinal and radial ion fluxes is given by
ψ⊥
ψ‖
=
τ‖
τ⊥
= ξ2(ξ + 1)2. (4.14)
We thus conclude that the longitudinal transport prevails when ξ is much smaller
than unity, whereas the case ξ  1 corresponds to predominantly radial transport.
4.3 Qualitative Picture of the Power Balance
The power balance in helicon plasma sources is established by the plasma
electrons. The mechanism is shown schematically in Fig. 4.3. The power is supplied
by the external rf-antenna generating the rf-field and this power is absorbed by the
plasma electrons. The main power loss mechanism is the line-radiation. Plasma
electrons lose their energy exciting the background gas atoms in inelastic collisions.
Then the excited atoms emit photons that leave the plasma carrying away the energy.
The process of electron heating resembles diffusion in the velocity space as the
electrons oscillate in the rf-field. In order to qualitatively illustrate the underlying
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Figure 4.3: Schematic picture of the power redistribution in a helicon source. In
equilibrium, the deposited power is balanced by the line-radiation. Single red arrows
stand for the key channel of the power transformation.
mechanism, we consider one-dimensional electron oscillations along the magnetic field
lines in the presence of the elastic collisions with ions and neutrals. The electron-
electron (e-e) collisions will be neglected at this point since they conserve the total
momentum of the electron population. However, the e-e collisions are important for
establishing the electron energy distribution and their role will be considered later
in this section. Every elastic collision with an ion or neutral changes the sign of Vz
not changing the absolute value (the energy transfer to the ions and neutrals can be
neglected if the right-most inequality in Eq. (4.20) is satisfied). The evolution of Vz
due to the collisions is shown in Fig. 4.4. We assume that ω  (νei+νen), where νei and
νen are the electron-ion and electron-neutral collision frequencies respectively. Then
the electron velocity averaged over the wave period, 〈Vz〉, is almost constant between
the collisions. Every collision changes 〈Vz〉 roughly by |V˜z|, where V˜z ≈ eEz/meω is
the amplitude of the velocity oscillations along the magnetic field lines in the rf-field
with amplitude Ez and frequency ω. Since the collisions are not correlated with the
field oscillations, the evolution of 〈Vz〉 is similar to a one-dimensional random walk
with 〈Vz〉 corresponding to the displacement, |V˜z| corresponding to the step size, and
1/(νei + νen) corresponding to the time interval between the steps. The diffusion
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Figure 4.4: Mechanism of electron heating by the rf-field with amplitude Ez and
frequency ω due to elastic collisions. The velocity oscillations are produced by the rf-
field. The elastic collisions change only the sign of Vz. Dashed lines show the electron
velocity between the collisions averaged over the wave period.
coefficient describing the rf-heating in the velocity space can be estimated as:
D‖ ≈ (νen + νei)
(
eEz
meω
)2
. (4.15)
The mechanism of the electron heating by the rf-field transverse to the mag-
netic field lines is similar. The electrons are magnetized (ω  ωce), so that the
amplitude of the velocity oscillations V˜⊥ across the field lines in the rf-field with
amplitude E⊥ is estimated as V˜⊥ ≈ eE⊥/meωce. Then the corresponding diffusion
coefficient is given by:
D⊥ ≈ (νen + νei)
(
eE⊥
meωce
)2
. (4.16)
However, the coefficient D‖ is much larger than D⊥ for the radially localized helicon
waves and, as a result, the rf-heating by the transverse components of the wave field
is not important. In order to demonstrate this, we first note that both transverse
components of the wave field Er and Eφ are of the same magnitude [see Eq. (3.23)],
which we denote as E⊥. Assuming that the plasma density changes on a spatial scale
comparable to the tube radius a, we obtain from Eqs. (3.27) and (3.29), which relate
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Er and Eφ to Ez, the following estimate:
E⊥ ≈ η
g
kzaEz. (4.17)
Then using expressions (3.16) for g and η and neglecting the small collision terms,
we find that
E⊥
ωce
≈ (kza)Ez
ω
. (4.18)
Note that the longitudinal wave number kz is assumed to be sufficiently small for the
radially localized helicon waves [see Eq. (3.1)]: kza 1. It then immediately follows
from Eqs. (4.15) and (4.16) that
D⊥
D‖
≈ kza 1. (4.19)
The elastic e-i and e-n collisions make the electron velocity distribution isotropic on
a time scale 1/(νei + νen), so that the rf-heating by a transverse or longitudinal field
produces an isotropic electron distribution. Therefore, the electron heating by the
rf-field with transverse and longitudinal components can be considered as diffusion
with diffusion coefficient (D‖ +D⊥) in the velocity space. However, as indicated by
Eq. (4.19), the rf-heating by E⊥ is much slower than the heating by Ez and thus it
can be neglected.
We now formulate the applicability condition for the “diffusive” picture of the
electron heating. We denote the characteristic electron energy as Te. In every elastic
collision, the electron energy changes roughly by meV˜
2
z /2. On one hand, this energy
must be much larger than the energy transferred during the impact from the electron
to the ion or neutral. Since the ions and neutrals are much colder than the electrons,
the transferred energy can be estimated as meTe/mi. On the other hand, the electron
heating has the diffusive character in the velocity space if meV˜
2
z /2 is much smaller
than Te. Then the applicability condition takes the form:
1  me
2Te
(
eEz
meω
)2
 me
mi
, (4.20)
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where we took into account that V˜z ≈ eEz/meω. Finally, we note that even though
we assumed above that the collision frequencies νei and νen are much smaller than
the wave frequency, the “diffusive” picture of the electron heating is valid as long as
condition,
ω >∼ (νen + νei), (4.21)
is satisfied.
The electron energy distribution is formed not only by the electron-neutral (e-
n) and electron-ion (e-i) elastic collisions, but also by the electron-electron collisions.
The elastic e-i and e-n collisions establish the equilibrium distribution on a time scale
that can be estimated as a characteristic electron heating time from zero energy up
to Te:
τH ≈ Te
meD‖
. (4.22)
The e-e collisions establish the equilibrium distribution on a time scale roughly esti-
mated as 1/νee. If the condition,
τHνee  1, (4.23)
is satisfied, then the electron distribution is Maxwellian with temperature Te. For a
wide range of parameters the condition (4.23) is satisfied in helicon sources and we will
assume the plasma electrons to be Maxwellian for the rest of this chapter. Note that
left inequality in Eq. (4.20) insures that the oscillating part of the electron distribution
associated with the rf-field is a small correction to the Maxwellian distribution.
We can now estimate the electron energy confinement time τE under the as-
sumption that the electrons lose their energy exciting the background gas atoms.
Only electrons with energy above the excitation threshold energy εexc can excite the
atoms via collisions. Their density is given by n exp(−εexc/Te). The characteris-
tic time needed for an electron moving through the background gas with velocity
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√
εexc/me to produce an excited atom is
[
σexcn0
√
εexc/me
]−1
, where σexc is the ex-
citation cross-section. Therefore, plasma electrons lose energy (per unit volume) at
the rate
εexcne
−εexc/Te
[
σexcn0
√
εexc
me
]
. (4.24)
Since the total electron energy per unit volume is nTe, then the energy confinement
time can be estimated as:
τE ≈ Te
εexc
eεexc/Te
[
σexcn0
√
εexc
me
]−1
. (4.25)
In equilibrium, electron energy losses are balanced by the rf-heating, which implies
that
τH = τE.
This condition determines the equilibrium electron temperature.
In a similar fashion we can estimate the time required for Maxwellian electrons
to produce a plasma with density n by ionizing the background gas:
τion ≈ eεion/Te
[
σionn0
√
εion
me
]−1
. (4.26)
Here σion is the ionization cross-section and εion is the ionization threshold energy. In
the equilibrium, plasma production is balanced by plasma losses, so that
τion = τp, (4.27)
where τp is the particle confinement time.
In helicon plasma sources, the particle confinement time significantly exceeds
the energy confinement time:
τp  τE. (4.28)
In terms of electron temperature this implies that
Te  εexc. (4.29)
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Indeed, if Te  εexc, then it follows directly from Eqs. (4.25) - (4.27) that
τp
τE
≈
(
εion
εexc
)3/2
εexc
Te
exp
(
εion − εexc
Te
)
 1. (4.30)
Here the cross-sections σion and σexc were approximated as:
σion ≈ pie
4
ε2ion
, σexc ≈ pie
4
ε2exc
. (4.31)
To conclude this section, we review the key conditions that guarantee the
validity of the power balance picture discussed above and illustrated in Fig. 4.3. We
have assumed that the rf-power is mainly absorbed by the electrons and not ions.
The condition (3.15) implies that the ion response to the rf-field is weak compared
to the electron response. If, in addition to this, the ion collision frequency is not
much higher than (νei + νen), then the power absorption by the ions is insignificant.
The power losses on ionization are smaller than the power losses on excitation [see
Eq. (4.24)] if the following condition is satisfied:
√
εexc
εion
exp
[
−εion − εexc
Te
]
< 1. (4.32)
The electrons lose their energy ionizing the atoms (per unit volume) at the rate
εionne
−εion/Te
[
σionn0
√
εion
me
]
. (4.33)
The power losses due to the electron transport, roughly estimated as nTe/τp, are
negligible compared to the power losses on excitation (nTe/τE) as a direct consequence
of the condition (4.28). The power dissipated by the electrons during elastic collisions
with ions and neutrals is much smaller than the rf-power absorbed by the electrons due
to the right-most inequality in Eq. (4.20). Therefore, the rf-heating can be balanced
only by the energy losses on excitation.
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4.4 Qualitative Picture of the Steady-state Regime
This section presents a qualitative discussion of the steady-state regime and
the way it can be established. The picture developed here will be used to formulate
a one-dimensional model for a source with predominantly radial plasma flow.
In the axisymmetric case, the density profile n(r, z, t) fully describes the sys-
tem at each moment. The evolution of an initial density profile is described by the
continuity equation, which involves the electron temperature. The corresponding
electron temperature profile Te(r, z, t) is in turn determined from the steady-state
power balance equation. In this section, we consider a simpler “zero-dimensional”
model [28]. This means that we assume that the state of the system at each moment
can be described by a characteristic plasma density n, which is just a single number,
and that there is a characteristic electron temperature Te corresponding to it. Then
the possible states of the system are given in (Te, n)-plane by a curve Te(n) deter-
mined by the power balance condition. The power balance is established on a time
scale smaller than the characteristic time of the density evolution, so that the power
deposited by the antenna is equal to the power lost via the line-radiation even for an
instantaneous non-equilibrium density profile. It is significant that the curve Te(n)
is not monotonic due to the eigenmode excitation as shown schematically in Fig. 4.5
by the solid curve.
In order to show how this curve can be calculated, we consider the following
set of plasma density profiles: n(r) = n∗G(r), where G(r) is the same dimensionless
function for all the profiles. Each of the density profiles is characterized by a single
parameter n∗. The power deposited by the antenna, Q, depends on two parameters
ω and n∗. In Sec. 3.4, we kept n∗ fixed and performed a scan in ω to calculate
the absorption curves Q(ω) for fixed values of n∗ and antenna current I0. Now we
are interested in functional dependence of the power deposition on n∗ with antenna
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Figure 4.5: Discharge stability diagram. Solid curve Te(n) represents possible states of
the system. Dashed line represents the equilibrium temperature T∗ determined from
the particle balance condition. The intersection points are the system equilibria. The
higher density equilibrium is stable (green circle). The lower density equilibrium is
unstable (white circle).
current and antenna frequency fixed. It is clear that Q(n∗) must also have peaks of
the resonant power absorption corresponding to the excitation of plasma eigenmodes.
The power balance condition establishes a one-to-one correspondence between Te and
Q, which readily gives a resonant-type temperature dependence Te(n∗). It was shown
in Sec. 3.4 that mode with the lowest frequency has the highest power absorption
peak. If we limit our consideration just to this single mode, then the curve Te(n∗)
will look as shown schematically in Fig. 4.5.
It follows from the solution of the continuity equation with constant Te in
Sec. 4.7, that the value of the electron temperature in a steady-state discharge is well
defined and it does not depend on the value of the plasma density. For example,
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in the case of predominantly longitudinal plasma transport, Te is specified by the
condition (4.103) and it depends on the background gas density n0. In the case of
predominantly radial plasma transport, Te is specified by the condition (4.111) and
it depends on the equilibrium magnetic field B0. It is important that the plasma
density does not explicitly enter the conditions, so that the equilibrium temperature
is independent of the density.
In Fig. 4.5 illustrating the “zero-dimensional” model, the dashed line repre-
sents the temperature T∗ corresponding to the steady-state density profile and it is
determined from the particle balance condition. The points of intersection of the solid
curve and dashed line are the self-consistently established equilibria. While the value
of T∗ does not depend on the antenna current I0, the rf-power deposition by the an-
tenna is proportional to I20 and the height of the Te(n)-curve increase with I0. Then
there is a critical value of the antenna current, Icr, below which no self-consistent
equilibrium can be established (remember that we are considering the highest ab-
sorption peak). For I0 exceeding Icr, there are two points of intersection as shown
in Fig. 4.5, i.e. two possible states of equilibrium. However, only the higher density
equilibrium (green circle in Fig. 4.5) is stable, while the lower density equilibrium is
unstable (white circle in Fig. 4.5).
In order to demonstrate this, consider the higher density equilibrium first. In
the vicinity of the equilibrium point, the curve Te(n∗) found via the power balance
condition has a negative slope ∂Te/∂n∗ < 0. Therefore, if the system is in the state
shifted towards the higher values of the plasma density with respect to the equilibrium
point, then Te < T∗. The density evolves according to the continuity equation. In
the previous section, we found that the density decays if Te < T∗, so that the system
will move towards the equilibrium along the curve Te(n∗). If the system is in the
state shifted towards the lower values of the plasma density with respect to the
equilibrium point, then Te > T∗ and the density grows (see subsections 4.7.1 and
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4.7.2), so that the system again will move towards the equilibrium along the curve
Te(n∗). This behavior is shown by arrows in Fig. 4.5. In a similar fashion one can
show that the lower density equilibrium is unstable because Te(n∗) has a positive
slope (∂Te/∂n∗ > 0) in the vicinity of the equilibrium point.
It follows from this discussion that the steady-state discharge operation regime
corresponds to the higher density equilibrium. It is important to point out that typical
antenna currents in helicon sources are in the range of Icr, so that the steady-state
can be achieved only due to the excitation of eigenmodes (the height of the curve
Te(n) away from the resonant absorption peak is too low compared to T∗).
4.5 Ion Distribution Function and Ion Fluxes
We start from the kinetic equation for the ion distribution function f , which
reads:
∂f
∂t
+ v
∂f
∂r
+
|e|
mi
(
Ea +
1
c
[v ×B0]
)
∂f
∂v
= St(f) + δ(v)nn0 〈σionv〉e , (4.34)
where Ea is the ambipolar electric field and
St(f) ≡ n0σcx
(
δ(v)
∫
v′fd3v′ − vf
)
+n0σel
(
1
pi
∫
δ(v2 − v · v′)fd3v′ − vf
)
. (4.35)
The collision operator St(f) includes the charge-exchange (cx) and elastic (el) colli-
sions. The term δ(v)nn0 〈σionv〉e describes gas ionization by electron impact at the
rate 〈σionv〉e. The charge-exchange process “takes the ions away” at a rate σcxv and
returns them to the ion distribution at zero velocity. Elastic collisions “take the ions
away” at a rate σelv and return them isotropically distributed in the center of mass
reference frame. As already pointed out in Sec. 4.2, we can treat the cross-sections
σcx and σel as constants since they are insensitive to the ion energy in the relevant
energy range of up to few eV.
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In order to solve Eq. (4.34), we will assume the following ordering
ωci  n0(σcx + σel)v  n0 〈σionv〉e ∼ 1/τ, (4.36)
where τ is the characteristic discharge time. We also assume that
ρLi  a, λ ≡ 1
n0(σcx + σel)
 L. (4.37)
These assumptions allow us to neglect, to lowest order, the spatial and time derivatives
of f in Eq. (4.34) as well as the “ionization” term in the collision operator (4.35). As
a result, Eq. (4.34) reduces to
|e|
mi
(
Ea +
1
c
[v ×B0]
)
∂f
∂v
= n0σcx
(
δ(v)
∫
v′fd3v′ − vf
)
+ n0σel
(
1
pi
∫
δ(v2 − v · v′)fd3v′ − vf
)
. (4.38)
It should be noted that this equation automatically conserves the number of particles
since both its left-hand side and its right-hand side vanish after integration over the
velocity space. The distribution function f is normalized by the relation:
∫
fd3v = n, (4.39)
where n is the plasma density. The particle balance condition, obtained by velocity
integration of Eq. (4.34), gives a continuity equation for n:
∂n
∂t
+
1
r
∂
∂r
(rjr) +
∂jz
∂z
= nn0 〈σionv〉e , (4.40)
where
jr =
∫
fvrd
3v, (4.41a)
jz =
∫
fvzd
3v, (4.41b)
and (r, ϕ, z) are cylindrical coordinates with the z-axis pointing in the direction of
the magnetic field B0.
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It should be noted that the radial ion flux jr is related to the ion-neutral
friction force by the momentum balance condition. We will see that this relationship
simplifies the calculation of jr considerably. The momentum balance condition has
the form
− |e|
mi
(
nEa +
1
c
[j×B0]
)
= −n0(σcx + σel)
∫
vvf(v)d3v
+
n0σel
pi
∫
vd3v
∫
δ(v2 − v · v′)f(v′)d3v′, (4.42)
that can be obtained by integrating both sides of Eq. (4.38) over the velocity space
with a multiplier v. The ϕ-component of Eq. (4.42) gives
jr = −n0(σcx + σel)
ωci
∫
vϕvf(v)d
3v +
n0σel
piωci
∫
Kϕ(v
′)f(v′)d3v′, (4.43)
where
K(v′) ≡
∫
δ(v2 − v · v′)vd3v. (4.44)
We note that the vector K is necessarily parallel to v′, the only preferred direction
in Eq. (4.44). We can therefore put
K = αv′, (4.45)
with
α =
1
v′2
∫
δ(v2 − v · v′)v · v′d3v. (4.46)
It is convenient to use spherical coordinates with the symmetry axis along v′ to
perform integration in Eq. (4.46):
α =
2pi
v′
∫ ∞
0
v3dv
∫ pi
0
δ(v2 − vv′ cos θ) cos θ sin θdθ = 2pi
v′3
∫ v′
0
v3dv =
piv′
2
. (4.47)
Equations (4.43)-(4.46) combine into the following expression for jr that we will later
use instead of Eq. (4.41a):
jr = −n0(2σcx + σel)
2ωci
∫
vϕvfd
3v. (4.48)
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We now return to Eq. (4.38) and transform it to a reference frame that moves
with the E×B-drift velocity
uE ≡ eϕuE = −eϕ |e|E
a
r
miωci
. (4.49)
This transformation conveniently eliminates the term Ear ∂f/∂vr from the left-hand
side of Eq. (4.38). We normalize the velocity to |uE|, so that
vr = |uE|V⊥ cosψ, (4.50)
vϕ = |uE|V⊥ sinψ + uE, (4.51)
vz =
Ea‖
|Ea‖ |
|uE|Vz, (4.52)
where (V⊥, ψ, Vz) are dimensionless cylindrical velocity-space variables. In these new
variables, Eq. (4.38) takes the form
− 1
ξ2
ωci
|ωci|
|Ear |
|Ea‖ |
∂f
∂ψ
= − 1
ξ2
∂f
∂Vz
−
(
1 + V 2 + 2
uE
|uE|V⊥ sinψ
)1/2
f
+
σel
pi(σcx + σel)
∫
V ′⊥dV
′
⊥dψ
′dV ′zf(V
′)
× δ
[
V 2⊥ + V
2
z +
uE
|uE|(V⊥ sinψ − V
′
⊥ sinψ
′)− VzV ′z − V⊥V ′⊥ cos(ψ − ψ′)
]
+
σcx
σcx + σel
δ(V⊥ cosψ)δ
(
V⊥ sinψ +
uE
|uE|
)
δ(Vz)
×
∫ (
1 + V ′2⊥ + V
′2
z + 2
uE
|uE|V
′
⊥ sinψ
′
)1/2
f(V′)V ′⊥dV
′
⊥dψ
′dV ′z , (4.53)
where
ξ ≡
[
n0(σcx + σel)
miu
2
E
|eEa‖ |
]1/2
. (4.54)
Note that this definition of ξ agrees with that of Eq. (4.10) if we use estimates for Ea‖
and Ear given by Eq. (4.7).
In accordance with the ordering given by Eq. (4.36), we represent f as:
f = f0 + f1, (4.55)
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where f0 is the gyro-averaged distribution function and f1 is a small ψ-dependent
correction that is higher order in 1/ωci. We note that we would need f1 to calculate
jr from Eq. (4.41a). However, f0 is actually sufficient to calculate both jz and jr if
we use Eq. (4.41b) for jz and Eq. (4.48) instead of (4.41a) for jr. We then obtain
jz = 2piu
4
E
Ea‖
|Ea‖ |
∫
Vzf0(V⊥;Vz)V⊥dV⊥dVz, (4.56)
jr = u
4
Eξ
2
|Ea‖ |
Ear
2σcx + σel
2(σcx + σel)
∫
f0(V⊥;Vz)V⊥dV⊥dVz
×
∫ 2pi
0
(1 + V⊥ sinψ)
(
1 + V 2⊥ + V
2
z + 2V⊥ sinψ
)1/2
dψ. (4.57)
In order to find f0, we average Eq. (4.53) over ψ, which eliminates the dominant
term ωci∂f/∂ψ. We then replace f by f0 in the remaining terms to obtain an equation
for f0:
− 1
ξ2
∂f0
∂Vz
−W1(V⊥;Vz)f0 + σel
pi(σcx + σel)
∫
W2(V⊥;Vz;V ′⊥;V
′
z )f0(V
′
⊥;V
′
z )V
′
⊥dV
′
⊥dV
′
z
+
σcx
σcx + σel
δ(V⊥ − 1)δ(Vz)
∫
W1(V
′
⊥;V
′
z )f0(V
′
⊥;V
′
z )V
′
⊥dV
′
⊥dV
′
z = 0, (4.58)
where
W1(V⊥;Vz) ≡
∫ 2pi
0
(
1 + V 2⊥ + V
2
z + 2V⊥ sinψ
)1/2 dψ
2pi
, (4.59)
W2(V⊥;Vz;V ′⊥;V
′
z ) ≡
∫ 2pi
0
dψ
2pi
(4.60)
×
∫ 2pi
0
δ
[
V 2⊥ + V
2
z + V⊥ sinψ − V ′⊥ sinψ′ − VzV ′z − V⊥V ′⊥ cos(ψ − ψ′)
]
dψ′.
This equation suggests that f0 must have the following structure:
f0 =
n
2pi|uE|3 [δ(V⊥ − 1)G(Vz) +H(V⊥, Vz)] , (4.61)
where H is a smooth function of V⊥. Indeed, we need a δ-function piece in f0 to
balance the corresponding term in Eq. (4.58). On the other hand, a smooth part of
the distribution (H) is needed to balance the term with W2 in Eq. (4.58). This term
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is a smooth function of V⊥ even for a peaked f0 since it involves integration of f0 over
the entire velocity space. In terms of G and H, the normalization condition (4.39)
translates into ∫
GdVz +
∫
HV⊥dV⊥dVz = 1. (4.62)
The two independent balance conditions for the peaked and smooth terms in
Eq. (4.58) give a set of two coupled equations for G and H:
1
ξ2
∂G
∂Vz
+W1(1;Vz)G− σcx
σcx + σel
δ(Vz)
∫
W1(1;V
′
z )G(V
′
z )dV
′
z
=
σcx
σcx + σel
δ(Vz)
∫
W1(V
′
⊥;V
′
z )H(V
′
⊥;V
′
z )V
′
⊥dV
′
⊥dV
′
z , (4.63)
1
ξ2
∂H
∂Vz
+W1(V⊥;Vz)H − σel
pi(σcx + σel)
∫
W2(V⊥;Vz;V ′⊥;V
′
z )H(V
′
⊥;V
′
z )V
′
⊥dV
′
⊥dV
′
z
=
σel
pi(σcx + σel)
∫
W2(V⊥;Vz; 1;V ′z )G(V
′
z )dV
′
z . (4.64)
Equation (4.63) together with the normalization condition (4.39) allows us to readily
express G in terms of H:
G(Vz) = exp
[
−ξ2
∫ Vz
0
W1(1;V
′
z )dV
′
z
]
Θ (Vz)
(
1−
∫
H(V⊥, Vz)V⊥dV⊥dVz
)
×
(∫ ∞
0
exp
[
−ξ2
∫ Vz
0
W1(1;V
′
z )dV
′
z
]
dVz
)−1
, (4.65)
where Θ is a step function. This expression allows us to reduce Eq. (4.64) to an
equation for H(V⊥;Vz) alone. We note that, in the absence of elastic scattering
(σel = 0), Eq. (4.64) has a simple solution H = 0. Then Eqs. (4.61) and (4.65)
with H = 0 give an analytic expression for the ion distribution. In the presence of
both, charge-exchange and elastic collisions, Eqs. (4.64) and (4.65) have to be solved
numerically. We plan to perform these calculations and describe them elsewhere.
However, the dependence of jr and jz on plasma parameters in the most representative
limiting cases can be obtained even without solving these equations. The shape of the
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distribution function enters jr and jz only via form-factor multipliers [see coefficients
αz and αr defined by Eqs.(4.71) and (4.75)].
Distribution function and ion flux for
predominantly longitudinal transport (ξ  1)
In order to treat this limiting case, we use the following rescaling transforma-
tion:
g ≡ G/ξ, h ≡ H/ξ3, (4.66)
sz ≡ ξVz, s⊥ ≡ ξV⊥. (4.67)
We then put ξ = 0 in the transformed Eqs. (4.64) and (4.65) to obtain:
g(sz) = exp
[
−s
2
z
2
]
Θ (sz)
√
2
pi
(
1−
∫
h(s′⊥, s
′
z)s
′
⊥ds
′
⊥ds
′
z
)
, (4.68)
∂h
∂sz
+ h
√
s2⊥ + s2z −
2σel
pi(σcx + σel)
∫
h(s′⊥; s
′
z)s
′
⊥ds
′
⊥ds
′
z√
s2⊥s
′2
⊥ − [s2⊥ + s2z − szs′z]2
(4.69)
=
2σel
(σcx + σel)|sz| exp
[
−(s
2
⊥ + s
2
z)
2
2s2z
]
Θ (sz)
√
2
pi
(
1−
∫
h(s⊥, sz)s⊥ds⊥dsz
)
.
It is important that the only parameter in these equations is σel/σcx, which makes
both g(sz) and h(s⊥; sz) universal functions for a given ratio σel/σcx. As σel/σcx is
typically an order of unity quantity, the characteristic values for s⊥, sz, g, and h in
Eqs. (4.68) and (4.69) are also order of unity.
The parallel ion flux defined by Eq. (4.56) can now be presented in the form:
jz = αz
n|uE|
ξ
Ea‖
|Ea‖ |
= αzn
[ |eE‖|
min0(σcx + σel)
]1/2 Ea‖
|Ea‖ |
, (4.70)
with
αz ≡
√
2
pi
(
1−
∫
hs⊥ds⊥dsz +
√
pi
2
∫
hszs⊥ds⊥dsz
)
. (4.71)
The radial ion flux is negligible at ξ  1 since it is smaller than jz by a factor ξ2.
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Distribution function and ion flux for
predominantly radial transport (ξ  1)
In this limiting case, the terms ∂G/∂Vz and ∂H/∂Vz are negligible in Eqs.
(4.63) and (4.64). It then follows from Eqs. (4.63) and (4.62) that
G(Vz) = δ(Vz)
(
1−
∫
H(V ′⊥, V
′
z )V
′
⊥dV
′
⊥dV
′
z
)
. (4.72)
Substitution of this expression into Eq. (4.64) gives a universal equation forH(V⊥;Vz):
W1(V⊥;Vz)H − σel
pi(σcx + σel)
∫
W2(V⊥;Vz;V ′⊥;V
′
z )H(V
′
⊥;V
′
z )V
′
⊥dV
′
⊥dV
′
z
=
σelW2(V⊥;Vz; 1; 0)
pi(σcx + σel)
(
1−
∫
H(V ′⊥, V
′
z )V
′
⊥dV
′
⊥dV
′
z
)
. (4.73)
The characteristic values of H, V⊥, and Vz are all order of unity in this equation.
Taking into account (4.57) and (4.72), we find that the radial ion flux is given
by
jr = αrn|uE|ξ2
|Ea‖ |
Ear
= αrnn0(σcx + σel)
u2E
|ωci|
Ear
|Ear |
, (4.74)
with
αr ≡ 8
3pi
2σcx + σel
(σcx + σel)
[
1−
∫
HV⊥dV⊥dVz (4.75)
+
3
32
∫
HV⊥dV⊥dVz
∫ 2pi
0
(1 + V⊥ sinψ)
(
1 + V 2⊥ + V
2
z + 2V⊥ sinψ
)1/2
dψ
]
.
We note that H = 0 and αr = 16/3pi in the absence of elastic scattering (σel = 0).
The longitudinal ion flux is formally zero for the distribution function (4.72). In
reality, jz is, of course, finite, but it is suppressed by a large factor ξ
4 compared to jr.
4.6 Formulation of the Self-consistent Model
In order to describe the operation of a helicon plasma source, one has to solve
self-consistently the particle balance problem, the power balance problem, and the
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wave equation. There is a natural time scale separation in helicon sources:
τp  τE  2pi/ω. (4.76)
This implies that a steady-state regime is established on a time scale comparable to
τp when the density profile comes into equilibrium. The condition (4.76) indicates
that the evolution of the electron temperature profile and the evolution of the rf-field
structure are adiabatic. At each moment, the temperature profile corresponds to the
thermal equilibrium.
The evolution of the plasma density profile is described by the continuity
equation (4.40). The radial and longitudinal ion fluxes jr and jz are given by
Eqs. (4.56) and (4.57), where f0 is the gyro-averaged ion distribution function satisfy-
ing Eq. (4.58). The ambipolar electric field Ea, which determines the ion fluxes (4.56)
and (4.57), and the ionization rate by electron impact 〈σionv〉e, which enters the con-
tinuity equation (4.40), are related to the electron temperature Te and plasma density
n. In equilibrium, the electron pressure gradient is balanced by the ambipolar electric
field. This immediately allows us to express the ambipolar electric field in terms of
Te and n:
Ea = − 1
n|e|∇(nTe). (4.77)
The main contribution to 〈σionv〉e comes from the electrons with energy ε close to the
ionization threshold energy εion; i.e. ε exceeds εion, but both values are comparable.
At this range of energies, the ionization cross-section σion as a function of ε can be
approximated as
σion(ε) ≈ pie
4
εionε2
(ε− εion) (4.78)
for ε ≥ εion and σion(ε) = 0 for ε < εion. For a Maxwellian electron distribution,
fe(v) ≈ n
(2piTe/me)
3/2
exp
[
−mev
2
2Te
]
, (4.79)
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we find that
〈σionv〉e ≡
1
n
∫
σionvfedv ≈ 2
√
2piTe
me
e4
ε2ion
exp
[
−εion
Te
]
. (4.80)
Using a similar approximation for the excitation cross-section σexc, we find that for a
Maxwellian electron distribution the power lost via line-radiation, which is equal to
the power lost by the plasma electrons on atom excitation, is given by
Prad = n0n
〈
σexcv
mev
2
2
〉
e
= n0
∫
mev
2
2
σexcvfedv
≈ 2
√
2pimen0n
(
Te
me
)3/2
e4
Teεexc
exp
[
−εexc
Te
]
. (4.81)
The power balance condition determines the electron temperature. In thermal
equilibrium, the rf-power absorbed by the electrons equals the power lost via line-
radiation. In order to find the rf-power absorption, we present the rf-electric field in
the following form:
E =
1
2
∑
ω
E(ω)e−iωt + c.c., (4.82)
where
E(ω) =
∑
m
[erEr(ω, r,m, z) + eφEφ(ω, r,m, z) + ezEz(ω, r,m, z)] e
imφ. (4.83)
We will drop all the arguments of the Fourier amplitudes Er, Eφ, and Ez in order to
simplify the equations. For a single harmonic the rf-power absorption is given by:
− iω
16pi
(
εαβ − ε∗βα
)
E∗αEβ, (4.84)
so that the total rf-power absorption is given by the following sum of the contributions
from all the harmonics:
−
∑
ω, m
iω
16pi
(
εαβ − ε∗βα
)
E∗αEβ, (4.85)
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where εαβ is the plasma dielectric tensor. Finally, the power balance condition takes
the form:
2
√
2pimen0n
(
Te
me
)3/2
e4
Teεexc
exp
[
−εexc
Te
]
=
= −
∑
ω, m
iω
16pi
(
εαβ − ε∗βα
)
E∗αEβ. (4.86)
The electric field in Eq. (4.86) is determined by the wave equation (3.6):
∇ [∇E(ω)]−∇2E(ω) = ω
2
c2
D(ω) +
4piωi
c2
j(ω). (4.87)
Here j(ω) is the Fourier amplitude of the antenna current [see Eq.(3.5)] and D(ω) is
the Fourier amplitude of the electric displacement [see Eq.(3.4)], which is related to
E(ω) by the cold plasma dielectric tensor εαβ:
Dα(ω) = εαβEβ(ω). (4.88)
The components of Eq. (4.88) and the corresponding components of the dielectric
tensor are presented in Chapter 2 [see Eqs. (3.8)-(3.13)]. The wave equation must be
solved for a given antenna current with corresponding boundary conditions.
The closed set of equations (4.40), (4.86), and (4.87) describes helicon dis-
charge in the regime when the plasma effect on the background gas can be neglected.
Our ultimate goal is to solve these equations numerically in the regimes relevant to
VASIMR. This is being done in collaboration with ASPL (Dr. A.Ilin) and ORNL
(Dr. M.Carter). Most of the computational effort is associated with the finding rf-
field structure and an EMIR code developed at ORNL appears to be a relevant field
solver.
As a step towards full-scale calculations, we will consider two idealized prob-
lems that do not require the same extend of numerical computations. However, they
still allow us to capture some of the key physics features of the discharge operation.
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These two simple cases can also be used in order to test the more comprehensive code.
In Section 4.7, we consider a case when electron temperature is constant throughout
the discharge, so that the particle balance problem becomes effectively decoupled
from the power balance and rf-field structure pieces. We find the amount of gas (in
case of the longitudinal plasma flow) and the ionization rate (in case of the radial
plasma flow) necessary for steady-state discharge operation. In Section 4.8, we an-
alyze a regime with predominantly radial plasma flow. In this case, the problem of
describing the source operation effectively becomes one-dimensional. Using our 1D
code, designed specifically for this regime, we find a steady-state regime and cal-
culate the corresponding plasma density profile, electron temperature profile, and
rf-field structure.
4.7 Plasma Density Profiles
In this section, we use the results of Sec. 4.5 to analyze plasma density profiles
under the assumptions that the gas ionization rate 〈σionv〉e and the electron temper-
ature Te are constant throughout the discharge. We can then rewrite the ambipolar
electric field in the form:
Ea = −Te|e|
1
n
∂n
∂r
. (4.89)
In order to find the plasma density profile, we need to solve the continuity
equation (4.40) in which the fluxes are self-consistently expressed in terms of n(r, t)
via Eqs. (4.56), (4.57), and (4.89). We will use the “absorbing” boundary conditions
at the end-plate and at the side walls:
n(a, z) = 0, (4.90)
n(r, 0) = 0. (4.91)
In addition, we put
n(r, L) = 0 (4.92)
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since the plasma density in the outgoing collisionless flow is much smaller than the
density inside the source where the flow is collisional.
It should be noted that Eq. (4.40) for n(r, t) is invariant with respect to a
rescaling transformation n → αn, despite the fact that this equation is nonlinear.
Therefore, Eq. (4.40) determines just a functional dependence of n on r and t, but
not the absolute value of the plasma density. In order to find the absolute value of n,
we must solve the particle and power balance equations together.
The rescaling symmetry of Eq. (4.40) allows us to seek n(r, t) in the form
n(r, t) = n(r)eγt, (4.93)
where γ is a constant. This expression indicates that, depending on our input pa-
rameters Te and 〈σionv〉e, we may have not just a steady-state solution with γ = 0,
but also growing (γ > 0) or decaying (γ < 0) density profiles. Clearly, solutions
with γ > 0 describe an avalanche-type ionization that occurs when the losses due
to plasma transport are insignificant. In reality, the exponential growth of plasma
density will eventually seize due to the input power limitations.
In order to capture the key features of the plasma density profile in a techni-
cally simple way, we will analyze Eq. (4.40) in the two complimentary limiting cases:
ξ  1 and ξ  1. In these cases Eq. (4.40) becomes effectively one-dimensional. As
indicated above, the case ξ  1 corresponds to predominantly longitudinal transport
and the case ξ  1 corresponds to predominantly radial transport. Taken together,
these two solutions give sufficient qualitative understanding of all possible flows in-
cluding the intermediate regime ξ ∼ 1.
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4.7.1 Longitudinal Transport
It is allowable to neglect jr in Eq. (4.40) in the limit ξ  1, which simplifies
Eq. (4.40) to:
γn+
∂jz
∂z
= n0n 〈σionv〉e , (4.94)
where we use the representation (4.93) for n. In this equation, the longitudinal flux
jz is related to the density profile n(z) by Eqs. (4.70) and (4.89), which give:
jz = −αznCs
(
nn0(σcx + σel)
∣∣∣∣∂n∂z
∣∣∣∣
)−1/2
∂n
∂z
. (4.95)
We first consider a steady-state profile for which γ = 0, so that Eq. (4.94)
takes the form:
− ∂η/∂ζ|∂η/∂ζ|
∂
∂ζ
(√
η
∣∣∣∣∂η∂ζ
∣∣∣∣
)
= η, (4.96)
where η and ζ are dimensionless variables defined by:
η ≡ n
max(n)
, (4.97a)
ζ ≡
(
〈σionv〉2e
α2zC
2
s
(σcx + σel)
)1/3 ∫ z
0
n0dz. (4.97b)
We use a substitution
∂η
∂z
= Φ(η), (4.98)
where Φ(η) is a new unknown function, to transform the second-order equation (4.96)
to a first-order equation for Φ:
−|Φ| ∂
∂η
√
η|Φ| = η. (4.99)
A straightforward integration of this equation gives:
|Φ(η)| = (1− η
3)2/3
η
, (4.100)
where the integration constant has been determined from Eq. (4.97a), which requires
that η = 1 at the point where Φ(η) = 0.
81
Figure 4.6: Normalized longitudinal profile of the plasma density [plot of the solution
given by Eqs. (4.101)].
Equations (4.98) and (4.100) allow us to construct a density profile that sat-
isfies the boundary condition at the end-plate (η(0) = 0) and has η = 0 at some
distance ζ0 away from the end-plate. This solution is implicitly given by the following
integrals:
ζ(η) =
∫ η
0
xdx
(1− x3)2/3 for 0 < ζ < ζ0/2, (4.101a)
ζ(η) = ζ0/2 +
∫ 1
η
xdx
(1− x3)2/3 for ζ0/2 < ζ < ζ0, (4.101b)
where
ζ0 ≡ 2
∫ 1
0
xdx
(1− x3)2/3 =
4pi
3
√
3
. (4.102)
The plot of η(ζ) for this solution is shown in Fig. 4.6. Note that η(ζ) is a symmetric
function. The corresponding density profile n(z) is shown in Fig. 4.7. In contrast
with η(ζ), the function n(z) is not symmetric. The symmetry of the density profile
breaks because of the gas density gradient along the tube.
It is important that ζ0 is not a free parameter since it is fixed by Eq. (4.102).
Equations (4.102) and (4.97b) show that the open-end boundary condition (4.92)
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Figure 4.7: Asymmetry in the longitudinal plasma density profile (upper plot) due
to the gas density gradient in Knudsen flow (lower plot).
requires a fixed amount of gas to establish the steady-state regime. Namely,
∫ L
0
n0dz =
4pi
3
√
3
(
〈σionv〉2e
α2zC
2
s
(σcx + σel)
)−1/3
. (4.103)
If the gas content is too high, so that
∫ L
0
n0dz >
4pi
3
√
3
(
〈σionv〉2e
α2zC
2
s
(σcx + σel)
)−1/3
, (4.104)
then the ionization cannot be balanced by the ion transport, which formally means
that a positive γ is required to satisfy the boundary conditions for Eq. (4.94). As a
result, the plasma density grows in time under condition (4.104). Following the same
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Figure 4.8: Normalized radial profile of the plasma density [plot of the numerical
solution of Eq. (4.107)].
logic, we conclude that the plasma density should decay if the gas content is too low
to satisfy Eq. (4.103).
4.7.2 Radial Transport
In the case of predominantly radial transport (ξ  1) the continuity equation
reads
γn+
1
r
∂
∂r
(jrr) = n0n 〈σionv〉e , (4.105)
where we again use representation (4.93). The relation between the radial flux and
the density profile follows readily from Eqs. (4.74) and (4.89), which give:
jr = −αrnCsn0C
3
s (σcx + σel)
n2|ωci|3
∂n
∂r
∣∣∣∣∂n∂r
∣∣∣∣ . (4.106)
Similar to subsection 4.7.1, we first construct a steady state solution of Eq.
(4.105). We note that the density profile must be monotonic in steady-state regime,
so that ∂n/∂r < 0 and jr > 0 in this solution. Indeed, any hollow profile would create
an inward plasma flux towards the axis, which is not permissible in a steady-state.
Since the radial flux is a positive definite, we put ∂n/∂r = −|∂n/∂r| to trans-
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form Eq. (4.105) with γ = 0 to
1
ρ
∂
∂ρ
(
ρ
η
[
∂η
∂ρ
]2)
= η. (4.107)
Here, the dimensionless variables η and ρ are related to n and r by
η ≡ n
n|r=0 (4.108a)
ρ ≡ |ωci|
Cs
( 〈σionv〉e
αr(σcx + σel)Cs
)1/3
r. (4.108b)
As the radial flux must vanish at r → 0, we require
∂η
∂ρ
= 0 for ρ = 0. (4.109)
In addition to this, Eq. (4.108a) requires that
η = 1 for ρ = 0. (4.110)
Equations (4.109) and (4.110) uniquely determine the solution of Eq. (4.107), which
is presented in Fig. 4.8. The function η(ρ) takes on zero value at ρ = ρ0 ≈ 3.403.
In order to obtain a steady-state solution, condition η(ρ0) = 0 must be compatible
with the boundary condition (4.90), which determines the required ionization rate
〈σionv〉e:
〈σionv〉e = αrCs(σcx + σel)
(
ρ0
a
Cs
|ωci|
)3
. (4.111)
It is noteworthy, that in contrast with the case of longitudinal transport, Eq. (4.111)
is independent of the gas density.
If the ionization rate differs from that given by Eq. (4.111), then a nonzero
value of γ is needed to construct a solution. Note that 〈σionv〉e and γ enter Eq.
(4.105) in a combination 〈σionv〉e − γ/n0. Therefore, we can readily satisfy the wall
boundary condition (4.90) by putting
γ = n0 〈σionv〉e − αrCsn0(σcx + σel)
(
ρ0
a
Cs
|ωci|
)3
. (4.112)
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It is interesting that the normalized density profile shown in Fig. 4.8 is independent
of γ if we redefine ρ as
ρ ≡ |ωci|
Cs
(〈σionv〉e − γ/n0
αr(σcx + σel)Cs
)1/3
r. (4.113)
In agreement with intuitive expectations, we find that the plasma density builds
up exponentially (γ > 0) when the ionization rate exceeds the “steady-state” value
(4.111) and decays (γ < 0) when the ionization is too slow to satisfy Eq. (4.111).
4.8 Source with Predominantly Radial Transport
(numerical model)
This section presents an example of how the power balance, particle balance,
and rf-field structure pieces can be combined into a self-consistent picture. We con-
sider a source with predominantly radial transport because in this case the problem
of describing its operation becomes effectively one-dimensional and thus simpler. Al-
though this regime of the source operation is not suitable for the VASIMR, this model
can be relevant to the existing helicon plasma source experiment at ASPL. In some
cases, when the magnetic field is not sufficiently strong to suppress the radial trans-
port in this relatively long source, the radial plasma flow plays an important role
in formation of the plasma density profile [see discussion at the end of Sec. 4.2 and
Eq. (4.10)].
We consider a configuration similar to the one discussed in Chapter 3: axisym-
metric plasma cylinder in a uniform equilibrium magnetic field B0 directed along the
axis of symmetry (z). The plasma density, which is a function of radius r, is uni-
form in the azimuthal (φ) and axial (z) directions. The density dependence on z
is neglected because it is not essential when the radial transport dominates. The
background gas density is uniform in all directions.
We assume that the rf-power deposition into the plasma is associated with a
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radially localized helicon mode. It was explained in Chapter 3 that the mode with
m = 1 couples better to the external antenna than the modes with higher azimuthal
wave numbers. Therefore, we will only consider a single harmonic of the rf-field
depending on t, z, and φ as exp(−iωt+ ikzz + imφ), with m = 1.
The rf-field is generated by the radially localized helical antenna with radius
R located inside the plasma. We used a similar set-up in Sec. 3.4 calculating the
resonant power absorption by the plasma. This will allow us to use the already
developed in Section 3.4 and Appendix B method for calculating the rf-field. The
helical wire antenna is described in Appendix A. For this antenna, the wave numbers
kz and m are related by Eq. (A.8).
The plasma density evolution is given by the continuity equation:
∂n
∂t
= −1
r
∂
∂r
(rjr) + nn0 〈σionv〉e , (4.114)
where the ionization rate 〈σionv〉e is given by Eq. (4.80). In the limiting case of the
predominantly radial plasma flow, the expression for jr has been found in Sec. 4.5
[see Eq. (4.74)]:
jr = αrnn0(σcx + σel)
e2|Ear |Ear
m2i |ωci|3
= −αrn0(σcx + σel)
nm2i |ωci|3
∂(nTe)
∂r
∣∣∣∣∂(nTe)∂r
∣∣∣∣ .(4.115)
Here we used the expression given by Eq. (4.77) for the ambipolar electric field,
where the form-factor αr is defined by Eq. (4.75). In what follows, we will limit our
consideration to the case when σel  σcx that was discussed at the end of Sec. 4.5.
In this case, the ion distribution function has a simple form and αr can be easily
calculated:
αr =
16
3pi
.
The rf-field structure is described by the wave equation derived for the radially
localized helicon modes in Chapter 3 [see Eq. (3.53)]:
1
r
∂
∂r
[
r
∂E
∂r
]
− m
2
r2
E = − m
k2zr
ω2
c2
E∂g/∂r
1 + (m∂g/∂r)/k2zrη
− 4piiω
c2
j0Rδ(r −R), (4.116)
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where the function E is related to the longitudinal component of the rf-field by [see
Eq. (3.29)]:
E = Ez
[
1 + k2zrη
(
m
∂g
∂r
)−1]
. (4.117)
The constant j0 for the helical antenna is calculated in Appendix A and it is given
by:
j0 =
I0
2piR2
l√
l2 + (2piR)2
, (4.118)
where I0 is the maximum amplitude of the antenna current and l is a helix period. The
components g and η of the dielectric tensor have the following form [see Eq. (3.16)]:
g =
ω2pe
ωωce
(
1 +
2iνeω
ω2ce
)
, η = − ω
2
pe
ω(ω + iνe)
, (4.119)
where the collisions frequency νe is defined as a sum of the electron-ion and electron-
neutral collision frequencies (νei and νen):
νe ≡ νei + νen. (4.120)
The general form of the power balance equation [Eq. (4.86)] was derived in
the previous section. As already mentioned in Sec. 4.3, the rf-power deposition is
associated mainly with the longitudinal component of the rf-field. Taking this into
account and neglecting the contributions from all the harmonics except m = 1, we
find that Eq. (4.86) now reduces to
n0
√
Te
2pime
mee
2
εexc
exp
[
−εexc
Te
]
=
νe
ω2 + ν2e
|Ez|2
8pi
. (4.121)
Here we also used expression (4.119) for η.
The system of Eqs. (4.114), (4.116), and (4.121) describes a self-consistent
evolution of the plasma density profile. In order to solve this system, one would have
to use the “absorbing” boundary condition for the density [see Eq. (4.90)]: n(a) = 0.
Solving the wave equation, one has to match the rf-field at the tube to the outside
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solution, which is not known. However, we are looking for the regime when a radially
localized mode is excited. This mode is localized inside the plasma, so that the rf-field
structure inside the plasma is not sensitive to the exact form of the outside solution.
Then in order to make the process of calculating the rf-field technically easier, we
can match the inside solution at the tube to the uniform plasma solution, which is
known: E ∝ r−|m|. We will also assume that the antenna radius R is equal to the
tube radius a. For this set-up, the algorithm of calculating the rf-field inside the
plasma is described in Appendix B.
The plasma density profile is also insensitive to the boundary condition as long
as the density value at the boundary (nb) is much smaller than the characteristic value
of n. However, the calculation of the density evolution, which involves the calculation
of jr, becomes technically more complicated when boundary condition n(a) = 0 is
used. Therefore, we use in our calculations boundary condition n(a) = nb instead of
n(a) = 0, with nb 6= 0 and much smaller than the characteristic plasma density.
We start the calculation with initial plasma density and electron temperature
profiles. First, we calculate from Eq. (4.116) the rf-field corresponding to the initial
density profile using the algorithm described in Appendix B. Note that the tempera-
ture is needed in order to calculate the electron-ion collision frequency. After the field
is found, we compute the plasma rf-power absorption and use it to find a new temper-
ature profile from the power balance condition (4.121). Using the new temperature
and old plasma density, we calculate the right-hand side of Eq. (4.114). We choose
a finite but small time-step δτ and then calculate n(r, δτ) as a sum of n(r, 0) and a
product of the computed right-hand side and δτ . Taking n(r, δτ) and the calculated
temperature as new initial profiles, we use the same procedure to calculate n(r, 2δτ)
and new temperature. We continue this procedure calculating the density evolution.
The time-step δτ must be much smaller than the characteristic time of the plasma
density profile evolution τp. We assume that the system reached an equilibrium if
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Figure 4.9: Equilibrium plasma density (top-left) and electron temperature (top-
right) profiles and corresponding to them electron pressure (bottom-left) and radia-
tion losses (bottom-right) in steady-state He discharge.
over a time period comparable to τp the change in density profile is small at each
point along the radius.
As an initial plasma density profile we choose n(r) calculated from a steady-
state continuity equation with constant Te. The value of Te is chosen so that n(0)/n(a) 
1. The continuity equation determines just a functional dependence of n on r, but
not the absolute value of the plasma density. The absolute value of n must be chosen
so that the integral power balance condition is roughly satisfied, which ensures that
Te after the first time-step will be comparable to the initial value. This is crucial
for the convergence of our procedure. In the previous section we showed that the
integral power balance can be achieved only if a radially localized helicon mode is
excited, which limits the range of acceptable absolute values of n to a very narrow
window [see Fig. 4.5] for the given values of B0, n0, I0, a, l, and ω. It turns out
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Figure 4.10: Rf-power deposited by the antenna as a function of the antenna frequency
ω calculated using the equilibrium density profile shown in Fig. 4.9.
that for the considered initial density profile the mode exists only if n satisfies the
condition ωpea/c 1. It is important to choose the value close to the higher density
equilibrium [see Sec. 4.4]. In our calculations we use the above criteria to pick the
initial absolute value of the plasma density. Therefore, we start with a state that is
already close to the stable equilibrium, which ensures a relatively good convergence.
Now we note that that the equilibrium plasma density profile defined by
Eqs. (4.114), (4.116), and (4.121) has a singularity at r → 0. Indeed, for the ra-
dially localized modes described by Eqs. (4.116) and (4.117), E and Ez vanish at the
axis. Then the electron temperature found from Eq. (4.121) also goes to zero at the
axis. Since the ambipolar electric field for an axisymmetric plasma column vanishes
at the axis, then the electron pressure (nTe) is almost constant at the small values
of r. This immediately indicates that n has a singularity at r → 0. However, this
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Figure 4.11: Rf-fields calculated for two different antenna frequencies ω = 13.56 MHz
and ω = 14 MHz using the equilibrium density profile shown in Fig. 4.9.
singularity appears only because the electron heat conduction was not included into
the power balance equation. We consider the regime when ωpea/c  1, since only
then the mode can exist. It follows form Eqs. (4.116) and (4.117) that in this regime
Ez changes slowly with radius for a ≥ r >∼ c/ωpe and it drops rapidly to zero near
the axis (r <∼ c/ωpe  a) [for example, see Fig. 4.11]. The electron temperature Te
determined from Eq. (4.121) has the same behavior and the width of the area where
plasma density exhibits the singularity can be estimated as c/ωpe. We remove the sin-
gularity by spatial temperature averaging, which is equivalent to the heat conduction.
The averaging interval is chosen to be comparable to c/ωpe, so that the singularity
is eliminated but the rest of the temperature profile remains almost unchanged as a
result of the averaging.
Following the procedure described above, we found a steady-state discharge in
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helium1 for a source with the following parameters: a = 6 cm, l = 64.3 cm, ω = 13.56
MHz, n0 = 3.3× 1014 cm−3, B0 = 3 kG, I0 = 25 A. The equilibrium plasma density
and electron temperature profiles are shown in Fig. 4.9. The temperature profile has
been averaged using the averaging interval with the width 0.6 cm. It is noteworthy
that the characteristic values of the calculated plasma density (n ∼ 1012 cm−3) and
electron temperature (Te ∼ 6 eV) are in the same range as typical experimental values.
Figure 4.9 also presents the radial profiles of the electron pressure and radiation
energy losses. For the equilibrium density profile, we performed an ω-scan which
result is shown in Fig. 4.10. It follows from Fig. 4.10 that the equilibrium is located
on the slope of the resonant absorption peak. Figure 4.11 demonstrates that in the
equilibrium the rf-field in the plasma is enhanced due to the eigenmode excitation. In
Fig. 4.11 we compare the field amplitudes calculated for ω = 13.56 MHz and ω = 14
MHz using the same equilibrium density profile. The field amplitudes are smaller for
ω = 14 MHz since this frequency is further from the eigenmode frequency than the
antenna frequency ω = 13.56 MHz used in the calculations (see Fig. 4.10).
4.9 Discussion
This section contains a few remarks concerning limitations of our model and
possible experimental implications of our results.
Our solution of the ion kinetic equation shows that the ion distribution function
(4.61) is strongly peaked at v2r + v
2
ϕ = u
2
E (V⊥ = 1) when charge-exchange collisions
with cold neutral gas are the dominant ion collisions. It is noteworthy that the
peak in the ion distribution function survives even in the regime when there are
elastic ion-atom collisions in addition to charge-exchange collisions. We observe that
elastic collisions do not broaden the peak, but rather reduce its amplitude and add a
1For He, the excitation threshold energy is εexc = 20.61 eV and the ionization threshold energy
is εion = 24.59 eV.
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“halo” component to the ion distribution. The reasons for peak broadening are the
background gas temperature and ion-ion collisions. These factors become important
only at a relatively high plasma density n. Otherwise, the background gas remains
cold (although a population of energetic atoms may still arise [see below]). The
role of ion-ion collisions should obviously increase with n since the corresponding
collision frequency is proportional to n, whereas the ion-atom collision frequency is
independent of n. At a sufficiently high plasma density, the ion-ion collisions will make
the ion distribution Maxwellian with some temperature Ti and directed velocity Vi.
Despite the fact that this distribution differs form the one given by Eq. (4.61), the
estimates for the ion fluxes presented in Sec. 4.2 will not change and the dependence
of jr and jz on plasma parameters will remain the same in the limiting cases ξ  1
and ξ  1, except for the values of the form-factors αr and αz. It appears that
the regime with relatively high plasma density is the one that is relevant to recent
experiments [33–35]. The distribution function in Ref. [33–35] is reported to be of
a Maxwellian-type suggesting that ion-ion collisions play an important role in its
formation.
As we already mentioned in Sec. 4.1, we neglected the plasma effect on the
background gas profile in our analysis. This assumption again implies that the plasma
density is not too high. We will now estimate the corresponding density limit for our
model. In the absence of plasma, the Knudsen gas flux (q0) through the system can
be estimated as
q0 ≈ n0C0 a
L2
, (4.122)
where C0 is the sound speed in the injected cold gas. The ion-atom collisions convert
some of the cold atoms into fast atoms at the rate
qhot ≈ νn, (4.123)
where ν is the ion-atom collision frequency. It is clear that the criterion for neglecting
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cold gas depletion is qhot  q0. Using the estimate for ν given by Eq. (4.9), we present
this criterion in the form:
n n0C0
ξ(ξ + 1)Lωci
. (4.124)
We now note that, in a steady-state regime
qhot ≈ nhot
τhot
, (4.125)
where nhot is the density of fast neutrals and τhot is their confinement-time. Similarly,
the gas flux can be written as
q0 ≈ n0
τ0
, (4.126)
where τ0 is the confinement-time of a cold atom. It should also be noted that τhot
is always smaller than τ0 in the Knudsen flow. Therefore, the condition qhot  q0
guarantees that
nhot  n0. (4.127)
However, despite their low density, the fast neutrals can still have larger pres-
sure than the cold gas. The characteristic energy of a fast neutral is comparable to
that of a plasma ion (miv
2/2). We can then estimate the fast neutral pressure as
Phot ≈ nhotmiv
2
2
≈ nντhotmiv
2
2
. (4.128)
If the atom collisions with the walls are elastic (with random scattering from the the
wall), then the time atom stays in the quartz tube can be estimated as L2/av. If
the collisions lead to energy loss, then the corresponding energy life-time is roughly
a/εv, where ε is the energy loss fraction in a single collision. It is clear that τhot is
the shortest of these two times, i.e. we can put
τhot ≈ a/v
ε+ a2/L2
. (4.129)
We now combine Eqs. (4.128), (4.129), and (4.9) to obtain
Phot ≈ Ppl(ξ + 1)2 a/L
ε+ a2/L2
, (4.130)
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where Ppl = nTe is the plasma pressure. This estimate can explain the observed gas
pressure increase due to plasma production in helicon plasma sources. An example
of the corresponding experimental data is presented in Fig. 4.12, which clearly shows
a substantial pressure increase that is much too big to be explained by the wall
temperature increase. In this experiment, the background gas is He with a peak
density n0 = 6 · 1014 cm−3 and the plasma density measured in the outgoing flow is
nout = 10
12 cm−3. The electron temperature is in the range of 5 eV. The characteristic
value of plasma density inside the source is higher that nout since the plasma density
drops towards the open end (see Fig. 4.7). Taking n ≈ 1013 cm−3, we find that the
plasma pressure is roughly Ppl ≈ 60 mTorr. In order to estimate parameter ξ [see
Eq. (4.10)] we take a ≈ 5 cm, L ≈ 100 cm, B0 ≈ 103 G. The collision cross-sections
in He are σel ≈ σcx ≈ 2 · 10−15 cm−2. The resulting value of ξ is 1.3. The fast neutral
pressure observed in experiment is 150 mTorr (see Fig. 4.12). Equation (4.130)
matches this value at ε = 0.11. Since the atom mass (mi) in light gases is much
smaller than the mass of the wall atoms (mw), the energy transfer from the atoms
to the wall is suppressed by roughly a factor of mi/mw, so that ε ∼ mi/mw. For He
atoms colliding with quartz tube walls this indicates that the fast neutral pressure is
a good candidate to explain the substantial pressure increase. It is however difficult
to be more conclusive at this point since Eq. (4.130) is a very rough estimate.
Another conceivable application of our results is a transition from peaked to
hollow plasma density profiles observed in the helicon sources [36]. As discussed in
Sec. 4.7.2, the radial density profile is always peaked at the axis if the radial trans-
port dominates. On the other hand, the radial density profile is that of the ionization
source if the transport is predominantly longitudinal. Therefore, the profile should
be hollow if the ionization rate is peaked off-axis and the transport is predominantly
longitudinal. The choice between the two regimes depends on the value of the di-
mensionless parameter ξ2(ξ + 1)2 [see Eq. (4.14)] that increases with the increase of
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Figure 4.12: Increase in the neutral gas (He) pressure near the end-plate due to
plasma production. Lower curve: time evolution of gas pressure without plasma.
Upper curve: time evolution of gas pressure with plasma. The discharge starts at
t = 300ms. (courtesy of J.Squire and VASIMR team).
n0. Note that the transition reported in Ref. [36] was achieved primarily by reducing
neutral gas pressure. This suggests that the observed effect may be partly associated
with a transition from predominantly radial to predominantly longitudinal transport.
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Chapter 5
Summary
This work has been motivated by the VASIMR project. The VASIMR device
consists of three main components: the low energy plasma source, the ion cyclotron-
resonance heating (ICRH) section, and the magnetic nozzle. The theoretical plasma
physics aspects of helicon plasma sources and ICRH have been considered, with a
primary focus on problems of general interest that have possible applications beyond
VASIMR. The specific problems solved in this work should be ultimately incorporated
into an integrated model that describes all elements of VASIMR self-consistently. The
key physics results of the dissertation are listed below:
• A first-principle theory has been developed for single-pass ion cyclotron res-
onance absorption in the presence of a directed ion flow through the resonance. This
problem presents a nonlinear generalization of the classical magnetic beach problem.
1) Full absorption is predicted for the incident wave when either linear theory
or WKB approximation applies.
2) Nonlinear buildup of a steep density gradient at the resonance is predicted
for slow incoming plasma flow. This modification of the plasma density leads to
partial reflection of the incident wave when the width of the density drop is shorter
than the wave-length.
3) A theory-based 1D code is developed to model self-consistently the rf-wave
propagation and the ion motion through the cyclotron resonance.
4) The developed near-resonance theory can be incorporated into full-scale
simulations of the rf-field in realistic geometry.
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• New (radially localized) helicon modes in nonuniform plasma have been
found. Similarly to electromagnetic waves in coaxial wave guide, these modes are
characterized by unusually low frequency. These modes are likely to be responsible
for the high efficiency of helicon sources at low frequencies.
• A kinetic problem of ion transport is solved in the regime when ion motion
is controlled by an ambipolar electric field, uniform equilibrium magnetic field, and
ion-neutral collisions.
1) The analysis explains the surprisingly large gas pressure increase due to
plasma production. The effect is attributed to fast charge-exchange neutrals. The
analysis also relates the transition from peaked to hollow plasma density profiles to
the transition from radial to longitudinal ion flow.
2) Density profiles in the plasma source are calculated for a given temperature
and a given gas ionization rate. The calculations specify the range of background gas
densities and power inputs for which the source can operate in a stable steady-state
regime.
• A first-principle theory for helicon discharge has been developed with a self-
consistent treatment of the particle balance, power balance, and rf-field structure.
• A theory-based 1D numerical model has been developed for a helicon dis-
charge with predominantly radial ion flow.
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Appendix A
Helical Antenna
We consider a helical wire antenna with a helix period l and radius R. The
antenna current is I0 cos(ωt) (see Fig. A.1). The wire is parameterized in cylindrical
coordinates (r, φ, z) the following way:
r = R, (A.1)
φ = 2piz/l. (A.2)
Figure A.1: Helical wire antenna with current I0 cos(ωt), helix period l, and radius
R. It is parameterized by Eqs. (A.1) and (A.2).
The radial antenna current is zero, while the azimuthal and longitudinal com-
ponents of the current density are given by:
jφ(r, φ, z, t) =
2piI0 cos(ωt)√
l2 + (2piR)2
δ(r −R)δ(φ− 2piz/L), (A.3)
jz(r, φ, z, t) =
I0 cos(ωt)√
l2 + (2piR)2
l
R
δ(r −R)δ(φ− 2piz/l). (A.4)
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Expanding jφ and jz in Fourier series with respect to φ, one can present Eqs.(A.3)
and (A.4) in the following form:
jφ(r, φ, z, t) = −1
2
+∞∑
m=−∞
(
kzR
m
)
j0Rδ(r −R)eimφ+ikzz−iωt + c.c., (A.5)
jz(r, φ, z, t) =
1
2
+∞∑
m=−∞
j0Rδ(r −R)eimφ+ikzz−iωt + c.c., (A.6)
where
j0 ≡ I0
2piR2
l√
l2 + (2piR)2
, (A.7)
kz = −2pim
l
. (A.8)
Note that kz and m are not independent, i.e. for every m the value of kz is specified
by Eq. (A.8).
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Appendix B
Procedure for Calculating
Wave Field Structure and Power Deposition
In our calculations, we use plasma density profiles that have the form n(r) =
n∗G(r), where G(r) is given by:
1, r < r1
G(r) =
1− h
2
cos
(
pi
r − r1
r2 − r1
)
+
1 + h
2
, r1 ≤ r ≤ r2
h, r2 < r, (B.1)
with r1 = 0.1R, r2 = 0.9R, and h = 0.795. In order to solve Eq. (3.53) numerically,
we present it in a dimensionless form:
1
x
∂
∂x
[
x
∂F
∂x
]
− m
2
x2
F + αf0GF
1− f0 + i(νe/ω)f0
(1− f0)2 + f 20 (νe/ω)2
= −iδ(1− x), (B.2)
where
x ≡ r/R, (B.3)
F ≡ c
2E
4piωj0R2
, (B.4)
α ≡
(
ωpe(n∗)R
c
)2
, (B.5)
f0 ≡ − 1
m
Ω
xG
∂G
∂x
, (B.6)
Ω ≡ − m
2ω
k2zR
2ωce
. (B.7)
The solution of Eq. (B.2) can be written as F = A1F1(x) for 0 ≤ x < 1, where A1 is
a constant. For x ≤ x1 ≡ r1/R, F1 = x|m| as it follows directly from Eqs. (B.2) and
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(B.1). Straightforward numerical integration of Eq. (B.2) without the right-hand side
from x = x1 to x = 1 gives F1(x) for x1 ≤ x < 1. Solution of Eq. (B.2) for x > 1 is
proportional to x−|m|, and can be written as F (x) = A2x−|m|, where A2 is a constant.
Wave field is continuous at x = 1, so that A2 = A1F1(1). The matching condition
(3.54) at x = 1 now allows us to find A1:
A1 =
i
|m|F1 + ∂F1/∂x
∣∣∣∣
x=1
. (B.8)
So, in order to find a solution of Eq. (B.2) one has to follow the following routine. The
first step is to find F1 numerically integrating Eq. (B.2) without the right-hand side
from x = x1 to x = 1 with the following boundary conditions at x = x1: F1(x1) = x
|m|
1
and ∂F1(x1)/∂x = |m|x|m|−11 . Then one finds A1 using Eq. (B.8) and consequently
computes the solution F (x) = A1F1(x) for 0 ≤ x ≤ 1. The last step is to find
A2 = A1F1(1), which immediately gives the solution for x > 1: F (x) = A2x
−|m|.
Note that if F1(x) is known, then the power deposition Q can be immediately
calculated via Eqs. (3.52) and (B.4) and taking into account that F (1) = A1F1(1).
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