For a given Cauchy-Vandermonde system and for given multiple nodes a Lagrange-type formula for the interpolant is derived, interpolating a given function in the sense of Hermite. We give explicit analytic representations of the basic functions in terms of the nodes and prescribed poles. They are used to derive formulas for the entries of the adjoint of the confluent Cauchy-Vandermonde matrix corresponding to the interpolation problem thus providing an explicit representation of its inverse.
Cauchy-Vandermonde systems
Suppose we are given a sequence ~ = (bl,b2,...) of not necessarily distinct points of the extended complex plane (~ = Cw { oe }. With ~ we associate a system o//= (Ul, u2,... ) of basic rational functions defined by
z~(b')
if bj = ~, uj(z) 
[ (z -bj)-~J(bJ)-t if bj • C. (I)
Here vj(b) denotes the multiplicity of b in the sequence (bl,..., b~_ 1). The system q/will be called the Cauchy-Vandermonde system associated with the pole sequence ~. For any k • N fixed with the initial section of ~k := (bl, ..., bk) (2) there corresponds the basis q/k := (UI, ..., u~)
of the k-dimensional Cauchy-Vandermonde space span q/k. It is well known [1] [2] [3] 4 ] that for every k, q/k is an extended complete Ceby §ev system on C \ {bl .... , bk }, in particular for k e N fixed and for any given system ~'k := (al,..., ak)
of not necessarily distinct complex numbers a~ and for any complex functionfwhich is defined and sufficiently smooth at the nodes a~ there is a unique element u e span ~k satisfying the interpolation conditions
z] (u --f)(al) = 0 (i = 1, ...,k).
Here I-ti(a) denotes the multiplicity of a in the sequence (al, ..., al-1). In I-2, 3] a Neville-Aitken formula and in [5] a Newton formula computing the interpolant u recursively are given. The aim of this note is twofold. First we are going to derive a Lagrange-type formula
More precisely, we will derive explicit representations of the basic Lagrange functions l~ in terms of the nodes (4) and the poles (2) involved. Of course, if all poles are prescribed to be at infinity this result must contain the well-known Lagrange-Hermite formula for interpolation by algebraic polynomials which can be found in [1] . In a second step we will use the representations of the basic rational functions l~ to compute the entries of the inverse of the Cauchy-Vandermonde matrix
where by Li we denote the Hermite functionals
The Lagrange formula
The basic Lagrange functions lj (j = 1,..., k) for the k-dimensional Cauchy-Vandermonde space span q/k are uniquely determined by the conditions of biorthogonality
where V is the confluent Cauchy-Vandermonde matrix (7) and where the numerator determinant is defined by its formal Laplacian expansion along its jth row. Obviously, knowing the coefficients cj, t of the expansion ( 1 1) There is an explicit formula for det V provided the nodes and poles are consistently ordered, i.e. 
n I nq where ~1, .-. ,%, fit,-.. ,flq are pairwise distinct and ml + ..-+mp --k and nl + ,.-+ nq = k. Under these assumptions the Cauchy-Vandermonde matrix (7) has the determinant
which was derived in [3] (cf. also [2, 4] ). Here we use the notations Of course, there is no loss of generality in assuming that the nodes and poles are ordered consistently. This only means reordering the system ~k keeping it to be an extended complete t~eby~ev system on C\{bl, ... ,bk} and reordering the sum (6) according to the permutation of ~'k to get the node system consistently ordered. Assuming consistently ordered systems (12) and (13) leads to a simple sign factor in the determinant (14). In order to derive an explicit representation of the inverse of V it is important that we can change easily between the one-index enumerations of the Hermite functionals (8) corresponding to the one-index enumeration of the nodes (4) and the two-index enumeration
This is done by the one-to-one correspondence ~O .
(r,p) w-~t=cp(r,p):=ma + "" +m,-1 +P+I (16) shown in the table 
is realized by the one-to-one mapping (m, It) ~-~j = ~k(m, #) = n l + ..-+ n,,_l + It.
Observe that for convenience we assume the pole m to be represented by flq.
In order to derive a Lagrange-type formula (6) we need some notation: 
Proof. By partial fraction decomposition first we observe that CO/e span ~k for all l = 1, ...,p and 2 = 0, ..., mt -1. Moreover, if s ¢ I then in view of Leibniz' rule d7 CO¢ = 0 since then CO/contains the factor (z -es) "~. Supposing now s = I we must show that dTCOX=fi~,~ (a, 2=0,...,mz-1).
Again, by Leibniz' rule this is clear for o-< 2. When a >~ 2 this is equivalent with
where we have set u:= COt'Pz,a/Q and v:= vl, a and dl is defined by (19). Using Leibniz' rule repeatedly we find 
Partial fraction decomposition of the Lagrange basis functions
The aim of this section is to compute the coefficients t" ~ Am,u of the partial fraction decomposition
where ~@ is given in Theorem 1 and urn, t* is defined by (17). We will give explicit formulas for the 1, 2 Am., in terms of the nodes and poles involved. 
Proof. Formula (24a) results immediately by applying D~,'-U/(n m --11)! to both sides of (23) 
Next we calculate the numerator of the expression (24a). We have to expand the polynomial 
\Pt+ l } \Pp /
Now every thing we need is computed to give the final expressions which are purely in terms of the nodes and poles involved. where Q(z) = [-[~k__ 1( z _ b~).
