We investigate the zeros of q-Bessel functions of the second and third types as well as those of the associated finite q-Hankel transforms. We derive asymptotic relations of the zeros of the q-Bessel functions by comparison with zeros of the theta function. The asymptotics of q-Bessel functions are also given. Zeros of finite q-Hankel transforms of q-summable functions are shown to be real and simple except for a finite number of possible non real zeros. Sufficient conditions are given to guarantee that all zeros are real. We give some applications concerning zeros of combinations of q-Bessel functions.
Introduction and preliminaries
This paper is devoted to the study of the zeros of q-type Bessel functions and their associated finite q-Hankel transforms. In particular we will investigate the zeros of the following finite q-Hankel transforms
where J (k) ν (·; q), k = 2, 3, are the second and third Jackson q-Bessel functions defined in (1·7) and (1·8) below and the integral in (1·1) is Jackson's q-integral, cf. [19] , defined in (1·2) below. Throughout this paper, unless otherwise stated, ν > −1 and q is a positive number with 0 < q < 1. The Jackson q-integration is defined by, cf. [19] 
Now we define the three types of q-Bessel functions. We start with the q-shifted factorial, see [10] , which is defined for a ∈ C by (a; q) 0 := 1, and (a; q) n := n−1
i=0
(1 − aq i ), n = 1, 2, . . . .
The 
The three known q-analogues of Bessel functions are due to Jackson, see [14, 18] , and will be denoted by J 
see also [22] . Now we introduce some notations and results from function theory which will be applied below. Let f, g be entire functions. We say that
if f (z) g(z) is bounded in a neighborhood of ∞. We write
If f (z) := ∞ n=0 a n z n is an entire function, then the maximum modulus is defined for r > 0 by M(r ; f ) := sup {| f (z)| : |z| = r } .
The order of f , ρ( f ), is, cf. [6, 11, 24] ,
log log M(r, f ) log r = lim sup n→∞ n log n log |a n | −1 .
(1·12)
THEOREM 1·1. [6]. If f is entire and ρ( f ) is finite and is not equal to a positive integer, then f has infinitely many zeros, or f is a polynomial.
The following version of the Hurwitz-Biehler theorem for entire functions of order zero, cf. e.g. [24, chapter 7] is a useful tool that, to the best of our knowledge, has not been applied to the theory of the zeros of q-functions before. There are many studies on zeros of q-Bessel functions. We first notice that the functions J (k) ν (z; q), k = 2, 3, are entire functions of order zero. Therefore, by Theorem 1·1, they have infinitely many zeros. As far as we know, Ismail was the first to prove in [13] that J (2) ν (z; q) has real and simple zeros which interlace with those of J (2) ν+1 (z; q). Moreover, Ismail conjectured that the zeros will have a certain asymptotic behavior, see (2·8) below. This conjecture is modified and proved recently by Hayman in [12] . As for J (3) ν (z; q), the story of zeros started with the paper of Koelink and Swarttouw [21] who also proved that the zeros are real, simple and interlace. Bustoz and Cardoso, cf. [7] , studied the asymptotics of the zeros of the q-sine function, which is a special case of J (3) ν (z; q), namely when ν = 1/2. They, together with Abreu studied the general case in [1] . None of the previously mentioned articles considered the zeros of the associated finite q-Hankel transforms. This was done in the study of [3, 2] for J (3) ν (z; q)-finite q-Hankel and trigonometric transforms. However in [3] the authors imposed more restrictions on q to guarantee that all zeros are real, while in [2] , no further restrictions are added on q but the transforms may have finitely many non real zeros. In the present article we study the asymptotics of the zeros of general J (2) ν (z; q)-setting.
Zeros of q-Bessel functions
In this section we study asymptotics of zeros of J (k) ν (z; q), k = 2, 3. We start with introducing some q-functions and a result of Bergweiler and Hayman [5] . The function
is a q-analogue of the exponential function in the sense that E q (z(1 − q)) → exp(z) as q → 1 − , cf. [10] . The θ-function is defined for z ∈ C\{0}, 0 < |q| < 1 to be
The following lemma is taken from [5] and will play a major role in deriving the asymptotics of q-Bessel functions.
LEMMA 2·1. Suppose that 0 < |q| < 1 and that z ∈ C, |z| 1. For m ∈ Z + let A m be the annulus defined by
Then we have log |θ(z; q)| = −(log |z|)
uniformly as m → ∞.
As is mentioned above, the functions J
, have infinitely many zeros. In [13] , Ismail proved that the zeros of J (2) ν (z; q) are real and simple and the zeros of z −ν J (2) ν (z; q) and z −ν J (2) ν+1 (z; q) interlace. The results of Ismail can be obtained but with a restrictive condition on q, by applying the Hurwitz-Biehler theorem. Indeed, setting
we obtain, using (1·7)
From Corollary 1·4 if q satisfies the condition 
for some constants c 1 , c 2 , α, β, γ . Hayman proved in [12] that, for arbitrary k, the positive zeros {z m,ν } ∞ m=1 of J (2) ν (z; q) have the following asymptotic expansion
for sufficiently large m, where the constants b n , n = 1, 2, . . . , k depend on q and ν and can be computed iteratively. In particular, when k = 1 we have
as m → ∞. Therefore the zeros
for sufficiently large m. As for J (3) ν (z; q 2 ), Koelink and Swarttouw proved that its zeros are all real and simple, cf. [21] , and that the zeros of z
Following the work of Bergweiler and Hayman [5] , the asymptotics of w m,ν can be given in another form that fits with our study. Indeed, the third Jackson q-Bessel function satisfies the functional equation
Applying[5, theorem 2], we deduce that the positive zeros
ν (z; q 2 ) are given by the geometric progression
Here the non zero constant A depends on ν and q. In the following theorem we prove that A = 1.
THEOREM 2·2. For sufficiently large m, we have
and let R(z) be the difference
where we have used the expansion, cf.
[10]
We conclude from (2·18) and (2·19) that
Thus for z ∈ C * ,
Taking the logarithm of both sides of (2·21) yields
From (2·4) there exists m 0 ∈ N and a constant C > 0 such that if z ∈ A m , m m 0 , then
Suppose that z ∈ C and that q 3 z 2 ∈ A m for some m m 0 . That is q −2m+2
Substituting in (2·24) we obtain
Consequently, equation (2·22) leads to
Since
then substituting in (2·27) yields
where
. Therefore the left-hand side of (2·23) implies
That is
Substituting in (2·31) we obtain for qz
We choose m 0 sufficiently large such that − log q
Hence an application of Rouché's Theorem shows that G(z) and θ(−qz 2 ; q) have the same number of zeros in A m . Since θ(−qz 2 ; q) has two simple symmetric zeros in A m and G(z) is an even real entire function, then these two zeros of G(z) in A m are real, symmetric and simple. Now we derive the asymptotics of the zeros. Assume that w m,ν , m > m 0 , is the positive zero of G(z) in A m . Then, from (2·17),
We also obtain from (2·31) that
In other words
Thus, either
We can assume without any loss of generality that (2·39) holds. Then
This implies that w m,ν ∼ q −m for sufficiently large m. In other words (2·15) holds for sufficiently large m. Remark 2·3. By using the technique of [12] we can sharpen the conclusion (2·15) to a complete asymptotic expansion. We write, as in (2·16),
The right-hand side of the previous identity takes the form described in the remark [12, p. 209] with t p = 1, p = 1 to 4 and
We may therefore apply lemma 3 and theorem 1 of [12] with
so that
Now the analysis in [12] leads to
where the b k can be calculated from the f 2k . However, the computation of the b k 's, cf. (2·9), will not be simple, specially if we would like to investigate the system of recurrence relations, if any, which the b k 's satisfy. The authors intend to apply this approach and investigate the system which the constants b k satisfy. This may also lead to an explicit series expansion of the asymptotic relations as is established in the recent work of Ismail and Zhang, [15] .
Asymptotics of q-Bessel functions
This section is devoted to the derivation of asymptotic formulae for J
. These asymptotics are interesting in the theory of q-Bessel functions and also play a major role in our study of zeros of q-Hankel transforms, specially in the application of Rouché's Theorem. The following lemma will be needed below. Its proof is easy and is omitted.
In order to investigate the asymptotics of the functions J 
Then we study the behavior of J
m,ν when m is large enough. As for {B
Then α m,ν > 0 for all m ∈ Z + . Moreover, from (2·10) we have 
and
where m 1. We prove that
Indeed from (3·2), (3·11) and (3·12) if α m,ν α ν , m 1, then
If α m,ν = α ν , for some m ∈ Z + , then from (3·2) we have
Finally we define the set of annuli, {B
, where we derive an asymptotic relation for log |z −ν J (2) ν (z; q 2 )| to be
dividing the region {z ∈ C : |z| q α ν /2 ξ 1,ν } into annuli with common boundaries. As for J 
Now we introduce the asymptotic of J 
Since z −ν J
ν (z; q 2 ) is an even entire function of order zero, then, see e.g. [6] ,
Define the sequence
From the asymptotic relation of w n,ν we have γ n,ν = O(q n ) as n → ∞. Define the constants l ν , L ν to be
Since 1 + γ n,ν → 1 as n → ∞, then l ν > 0. We define the positive constants K 1,ν , K ±,ν as follows,
For n = 1, 2, . . . , m − 1, we have Substituting from the last identities in (3·25) we arrive at
From Lemma 3·1 we obtain for n = 1, 2, . . . , m − 1
Combining (3·18), (3·23) and (3·28) we obtain
uniformly as m → ∞. Now
A simple computation yields
where 
Proof. From (3·14) we conclude that there exists m 0 ∈ N and a positive constant C such that for all m m 0 we have for z ∈ B
From the definition of B 
Since the sequence {c m,ν } ∞ m=1 is bounded, then there exists a constant R > 0 such that for m m 0 we have
Therefore
proving the corollary.
Now we state similar results for J (2) ν (z; q 2 ). Proofs are omitted but we mention differences from the previous ones. THEOREM 3·4. Assume that |z| q α ν /2 ξ 1,ν and B (2) m,ν , m 1, is the annulus defined in (3·9). Then we have, uniformly as m → ∞, the asymptotic relation
The proof is similar to that of Theorem 3·2 until we obtain the relation
for sufficiently large m. From (2·11), we have
m,ν , then there is t ∈ [0, 1] such that |z|a
where h m,ν (t) is the function defined on [0, 1] by
A simple computation gives
uniformly as m → ∞. By combining (3·40), (3·41) and (3·44), we obtain (3·39).
COROLLARY 3·5. For r := |z| → ∞ we have
Zeros of q-transforms
This section includes results concerning zeros of finite q-Hankel transforms. In general we prove that all zeros of U 
Proof. The function U
f,ν (z) can be written as
From (3·34) we deduce that there exists constants r 0 , C > 0 such that
Let z ∈ C such that |z| > q −1 r 0 . Then
m,ν , m 1, be the annuls defined in (3·10). Then
uniformly as m → ∞. Hence there exists a constant C 2 > 0 and m 0 ∈ N such that for all z ∈ B
m,ν , m m 0 we have
Consequently by (4·6), for z ∈ B (3) m,ν , m m 0 , we obtain
We choose m 0 sufficiently large such that −2 log |z| − log |1 − q 
ν (z; q 2 ) has exactly 2m 0 − 2 zeros there, then so does U (3) f,ν (z). Consequently it has at most 2m 0 − 2 zeros inside D m 0 . It remains to search for the zeros of U
Thus if z lies in the boundary of B (3) m,ν we have
Again, we choose the m 0 large enough such that if r = |z| ∈ B 
f,ν (z) has only two real, symmetric and simple zeros inside B (3) m,ν , m m 0 . Now we give the asymptotic behavior of these zeros. Let ζ m,ν , be a positive zero of U
is a decreasing sequence and
then if
i.e. 0 < q < (−1 + √ 1 + 4x 0 )/2 ≈ 0.3459144353, the condition (4·23) is satisfied and the zeros of J (2) ν (z; q) + q J (2) ν (qz; q) are real simple interlacing zeros. Now we derive a q-analogue of the following two theorems of Pólya, cf. [25, 26] . The q-analogues of the cosine and sine functions defined in terms of J (2) ν (z; q) will be denoted by Cos q z and Sin q z, respectively. These analogues are defined by Jackson [16] , in terms of the function E q (z), cf. (2·1) , to be
That is E q (−i z) = (i z; q) ∞ = Cos q z − iSin q z.
Since the zeros of E q (−i z) are z = −iq −k , k ∈ N, then from Theorem 1·2 the functions Cos q z and Sin q z have real simple interlacing zeros. They also related to the second Jackson q-Bessel functions via the relations 
as m → ∞. Proof. From (5·7) we conclude that
Applying Theorems 4·2 and 4·3 to U −1/2, f (2z) we obtain the required result.
Similarly we have the following theorem for the q-sine transforms. Proof. From (5·8) we conclude that
1/2,g (2z), g(t) = t f (t).
Applying Theorems 4·2 and 4·3 to U 1/2,g (2z) we get the required result.
