We consider a semi-discrete and a practical fully discrete finite element approximation of a CahnHilliard-Navier-Stokes system. This system arises in the modelling of multiphase fluid systems. We show order h error estimate between the solution of the system and the solution of the semidiscrete approximation. We also show the convergence of the fully discrete approximation. Finally, we present an efficient implementation of the fully discrete scheme together with some numerical simulations.
Introduction
The Cahn-Hilliard equation [10, 11 ] is a phenomenological model of phase transitions (see the survey work of Elliott [15] for details). Coupling the Cahn-Hilliard and Navier-Stokes equations yields a model for the dynamics of multiphase fluids that is used to model phenomena such as hydrodynamic effects during spinodal decomposition and the behaviour of polymer fluids (see for example [27, 26] ). The Cahn-Hilliard-Navier-Stokes system that we consider is known as 'Model H' in the nomenclature of Hohenberg and Halperin [22] :
(R) Find {c(x, t), w(x, t), u(x, t), p(x, t)} such that ∂ n c = ∂ n w = 0, u = g on ∂Ω × (0, T ), (1.1f) where g satisfies g · n = 0 on ∂Ω.
Here Ω is a bounded convex polygonal domain in R 2 , with boundary ∂Ω that has outward pointing unit normal n. The concentration order parameter c is such that c(x, t) ≈ 1 (respectively c(x, t) ≈ −1) if and only if at time t fluid 1 (respectively fluid 2) is present at the point x. The mean velocity field u is defined to be
where u i is the velocity field of fluid component i. The chemical potential and the pressure in the system are defined by w and p respectively, and the Péclet number Pe, the Reynolds number Re and the capillary number K are given constants. The interface parameter γ > 0 is also a given constant that is assumed to be small. We take the mobility function b(·) in (1.1a) to be of the form
and we take the free energy Φ(·) in (1.1b) to be
(1.4)
By ∂ t η we mean ∂η/∂t and similarly for ∂ n η. In many fluid flow applications more than one fluid is present, with the components often separated by an interfacial region of partial miscibility, even if the fluids themselves are immiscible. Such multicomponent systems can use either a sharp or a diffuse interface to model these free boundaries, but in the evolution of such problems often breakup or coalescence of interfaces can occur and it is important that the model used can accurately capture this change of topology. Phase field models, such as the Cahn-Hilliard equation, place a diffuse interface between the phases of the system, which allows for a natural description of topological changes in the model without relying on any additional input from the user. The numerical simulation of these models is an area of research currently undergoing intense study (see for example [2, 9, 23, 26, 27] ), with the majority of the work so far concentrating on finite difference discretisations. However, despite there being much work on finite element discretizations for both the Cahn-Hilliard (see for example [3, 4, 6] ) and the Navier-Stokes equations (see for example [21] ) separately, there has been little work on finite element discretizations for Cahn-Hilliard-Navier-Stokes problems.
Adaptive finite element techniques are well suited to phase field modelling since the solution of such models rapidly varies over the interfacial regions while away from the interface, in the bulk regions, it is close to ±1. This means that it is natural to assume that most of the computational work is needed in the interfacial region. Additionally this region needs to be accurately resolved, as otherwise spurious numerical solutions can occur (see [18] ). As a result it is common to couple phase field modelling with adaptive mesh refinement whereby the mesh is locally refined close to and inside of the interfacial region and coarsened elsewhere (see Section 5) .
The model (R) gives a diffuse interface description of binary incompressible fluid flow (see [1] ). An existence/uniqueness result for (R), with (1.4) replaced by a more general form for Φ(·), is given in [12] , and in [7] an existence result for the problem with degenerate mobility is presented. The motivation behind this paper is to analyse semi-discrete and fully discrete finite element discretizations of (R) and to present some numerical computations. In Section 2 we introduce notation and define a weak formulation, (P), of (R); then in Section 3 we introduce a continuous in time finite element approximation, (P h ), of (P) and we use the techniques presented in [16] to show order h error estimate between the solutions of (P) and (P h ). In Section 4 we introduce a practical discrete in time and space finite element approximation, (P h,τ ), of (P) that we show converges to (P) as the spatial and temporal parameters tend to zero. We conclude with Section 5 in which we present an efficient implementation of the practical fully discrete scheme together with some numerical results. REMARK 1.1 1. Setting u ≡ 0 in (R) yields the Cahn-Hilliard equation, while setting c ≡ 0 in (R) yields the Navier-Stokes equation. 2. The term c∇w in the Navier-Stokes equation (1.1c) can be replaced by w∇c where the additional term ∇(wc) is absorbed into the pressure term. REMARK 1.2 Upon completion of this work we became aware of a related paper by Feng [19] . In this paper a fully discrete finite element approximation for a Cahn-Hilliard-Navier-Stokes system in three space dimensions is developed and analysed. In particular the author shows the convergence of the numerical scheme and establishes the sharp interface limit of the model by utilising a discrete energy law. The main differences between the convergence proof in [19] and the one in Section 4 of this paper is that the finite element discretization in [19] is fully implicit, resulting in a CahnHilliard-Navier-Stokes coupled system. In this paper we analyse a semi-implicit scheme that only requires the solutions of separate Cahn-Hilliard and Navier-Stokes equations. As a result we require different techniques to obtain the stability bounds on the approximate solutions.
Notation and auxiliary results
Let L p (Ω) denote the space of p-integrable functions with norm denoted by · 0,p , where for simplicity of notation we set · 0,2 = · . Furthermore let W m,p (Ω) and H m (Ω) be the usual Sobolev spaces with norms · m,p and · m respectively and let (H 1 (Ω)) denote the dual space of H 1 (Ω). Let H 1 0 (Ω) be defined by
and let H −1 (Ω) denote the dual space of 2 and H m (Ω) := (H m (Ω)) 2 for m = −1, 1 and 2. We define the following spaces:
where (·, ·) denotes the L 2 inner product and ·, · denotes the duality pairing between (H 1 (Ω)) and H 1 (Ω). 2) and for u, v, w ∈ H 1 (Ω) we define
Finally, for u, v, w ∈ H 1 (Ω) we define
where the product E : F of two n × n matrices E and F is defined to be
The trilinear form B(u, v, w) in (2.3) that is associated with the nonlinearity in the Navier-Stokes equation has the following property:
Next we introduce the Green's operator G :
The well-posedness of G follows from the generalised Lax-Milgram theorem and the Poincaré inequality
Let X, Y, Z be Banach spaces with a compact embedding X → Y and a continuous embedding
are compact. In the following we often use the well-known result
in particular when bounding the triple
Furthermore we note that for µ = 1 − 2/r and σ = 1/2 − 2/r we have Throughout this work C, C 1 and C 2 will denote constants whose value may change from line to line. Furthermore C 1 will denote a constant that can be taken to be arbitrarily small.
A weak formulation of the problem
We now introduce a weak formulation of (1.1a-f):
Find {c(x, t), w(x, t), u(x, t), p(x, t)} such that
In Sections 3 and 4 we analyse the following weak formulation of (2.11a-f) with g = 0 in which for simplicity of presentation we have set b(·) ≡ 1 and Pe = Re = K = 1:
We note that (2.12c) can also be written as
Since g = 0, from [12] and [30] it follows that there exists a unique solution {c, w, u} of (P) that satisfies
(2.14)
Finite element notation
In Sections 3 and 4 we consider a semi-discrete and a fully discrete finite element approximation of (P) under the following assumptions on the mesh.
Let T h be a quasi-uniform partitioning of Ω into disjoint open simplices {κ} with h κ := diam(κ) and h := max κ∈T h h κ , so that Ω = κ∈T h κ.
Also we assume that T h is weakly acute; that is, for any pair of adjacent triangles the sum of the opposite angles relative to the common side does not exceed π. We define T h/2 to be the mesh obtained from T h by refining each simplex κ into four similar triangles by joining the midpoints of each edge of κ.
Associated with T h and T h/2 are the finite element spaces
Let π h : C(Ω) → S h be the piecewise linear Lagrange interpolation operator such that (π h v)(x j ) = v(x j ) for all j = 1, . . . , J , where J denotes the number of nodes of T h . Similarly we define π h : (C(Ω)) 2 → (S h/2 ) 2 and we note that for all q ∈ (2, ∞],
15a)
We define the finite element spaces, analogous to the earlier continuous spaces,
We define a discrete L 2 (Ω) inner product on C(Ω) via
and we note that
It is well known that the discrete inner product (2.16) induces a norm on S h ⊂ C(Ω), via
and that there is an equivalence of norms between · and · h , i.e.
The Poincaré inequality (2.6) together with (2.18)-(2.20) yields, for h sufficiently small, the following discrete Poincaré inequality:
We also introduce the projection P h on S h , with respect to the inner product (∇v, ∇w), so that for
We also define P h : W 0 → W h 0 to be the Stokes projection such that for all v ∈ W 0 ,
We introduce the 'discrete Laplacian' operator
and since we have a quasi-uniform family of partitionings and Ω is convex we have (see [5] )
Next we introduce, similar to (2.5), the discrete Green's operators
and
Finally we note the well-known inverse inequalities
Semi-discrete scheme
In this section we consider a continuous in time finite element approximation, (P h ), of (P) and we use the techniques presented in [16] to prove an error estimate between the solutions of (P h ) and (P).
We consider the following semi-discrete approximation of (P):
REMARK 3.1 From (3.1d), (2.24), (2.28) and (2.14) we have
LEMMA 3.1 The system (P h ) satisfies the following stability estimates:
where C(h) is a constant that depends on h.
Proof. Setting χ = w h in (3.1a), χ = ∂ t c h in (3.1b) and χ = u h in (3.1c) and combining the resulting equations gives
and (3.3a) follows by noting (2.4), integrating from 0 to T and using (2.22) and (3.2). To prove (3.3b) we take η = ∆ h c h in (3.1b) and use (2.29a) to obtain
Noting (2.29b) and (2.22), integrating (3.5) from 0 to T and using (3.3a) we obtain
From (3.6), (2.10) and (3.3a) we conclude (3.3b). To prove (3.4) we differentiate (3.1b) with respect to t and then take χ = w h in the resulting equation to obtain
Next taking χ = γ 2 ∂ t c h in (3.1a), noting (1.4), (2.2) and combining the resulting equation with (3.7) we obtain 1 2
Using the above inequality and (2.32a,b) we obtain 1 2
and (3.4) follows from Gronwall's inequality and (3.3a,b).
REMARK 3.1 From the theory of ordinary differential equations, noting (3.3a) and (3.4) it follows that the system (P h ) has a unique solution {c h , w h ,
Before we present the main result of this section we introduce some useful notation.
We define
From (2.26), (2.28), (3.8a-c) and (2.14) we have
Ch and E A w 1
Ch w 2 (3.9a)
and similarly we obtain
Using (3.8a), (3.9a) and (2.22) we have
and similarly from (3.8c) and (3.9a) we have
We now proceed to bound the errors E h c , E h w and E h u . To this end we note the following lemma. LEMMA 3.2 We have
Proof. Noting (2.5) and (2.31) it follows that
From (2.14) and the Lipschitz continuity of Φ we have
The desired result follows from (3.12), (3.13), (3.3b) and (3.10a).
REMARK 3.2 We note from (2.28), (2.32a), (2.15b) and (2.14) that
Similarly using (2.32b) we have
where
Proof. From (2.12a), (2.25) and (3.8a) we have
Setting χ = E h w in (3.1a) and subtracting the resulting equation from (3.16) with η = E h w we obtain
Similarly setting η = ∂ t c h − ∂ t P h c = ∂ t E h c in (2.12b) and noting (2.25) and (3.8b) we obtain
Setting χ = ∂ t E h c in (3.1b) and subtracting the resulting equation from (3.18) we obtain
Combining (3.17) and (3.19) we obtain
Next setting v = P h u − u h = E h u in (2.13) and noting (2.27) and (3.8c) gives
, subtracting the resulting equation from (3.21) and using (3.22) with q h = Q h p we obtain
Next we note from (3.8a-c) that
Combining (3.20), (3.23) and (3.24) yields
We now bound the terms on the right hand side of (3.25). From (2.8), (2.14), (3.3a), (3.9a) and (3.10a) we obtain
Futhermore noting (2.30a) and (3.9a,b) we have
From Remark 3.2, (2.4), (2.14), (3.9a) and (3.10b) we have
Finally, from (2.24) and (2.14) we have
Combining (3.25)-(3.29) and noting (3.11) we obtain 
where C = C(1 + c h 4 0,∞ + w 2 2 + ∂ t c 2 + ∂ t u 2 ). Proof. Replacing η with χ in (3.16), combining the resulting equation with (3.1a) and noting (2.30a) and (3.8a) we obtain
From (3.31), (2.8), (3.9b), (2.14) and (3.3a) we have
From (3.10a,b) we obtain the desired result.
From Lemmas 3.3 and 3.4 with C 1 chosen such that 4C 2 C 1 1 we obtain the following result.
LEMMA 3.5 For almost every t ∈ [0, T ], we have
Proof. Applying Gronwall's inequality to (3.33) and noting (2.14), (2.22) and (3.3b) we obtain the required result.
Proof. The desired result is a direct consequence of Lemma 3.6, (2.26) and (2.28).
REMARK 3.3 We note that in the above error bound γ enters in the form exp(γ −2 ). Since γ is required to be a small parameter, ideally one would like to obtain an estimate that depends polynomially on γ −1 . Such an estimate has been proved in [20] in which a spectrum estimate result for the linearized Cahn-Hilliard operator is used; however, as is mentioned in [19] , we know of no such spectrum estimate for the linearized operator associated with the coupled system (1.1a-d).
Fully discrete scheme
In this section we prove the convergence of a fully discrete finite element approximation (P h,τ ), of (P).
We define T h to be as in Section 2.2 and in addition we let 0 = t 0 < t 1 < · · · < t N−1 < t N = T be a partitioning of [0, T ] into possibly variable time steps τ n := t n − t n−1 , for n = 1 → N. We set τ := max n=1→N τ n .
Finally, for simplicity of notation we set We now define a fully discrete finite element approximation of (P): 
LEMMA 4.1 For all h, τ n > 0 there exists a unique solution {u n h , c n h , w n h } to the n-th step of (P h,τ ). Proof. In order to prove existence of a unique solution {c n h , w n h } ∈ V h × S h to (4.1a,b) first we set χ = G h χ in (4.1a) and note (2.2) to obtain
Using (4.3) and (2.30a,b) we obtain
Hence (4.1a,b) can be restated as:
There exists c n h ∈ V h solving (4.5) since, on noting (2.30b), this is the Euler-Lagrange equation of the convex minimization problem
Therefore on noting (4.4), we have existence of a unique solution {c n h , w n h } ∈ V h × S h to (4.1a,b). The existence of a unique solution u n h ∈ W h 0 to (4.1c) follows from standard results. 
The bound in (4.16b) then follows from (4.17) and (4.16a). 
C.
We now consider the convergence of (P h,τ ) as h and τ tend to zero. To this end we let We note for future reference that 19) where t + n := t n and t − n := t n−1 . We also introducē τ (t) := τ n , t ∈ (t n−1 , t n ], n 1. (4.20)
Using the above notation, and introducing analogous notation for w h,τ and u h,τ , we can restate (P h,τ ) as:
There exists a subsequence of {c h,τ , w h,τ , u h,τ } h , where {c h,τ , w h,τ , u h,τ } solve (P h,τ ), and functions
Proof. Noting the definitions (4.18a,b), (4.20) , the bounds in Theorem 4.1, (4.16b) together with (2.6) and (4.2) imply that
Furthermore, we deduce from (4.19) and (4.24) that
Cτ.
Hence on noting (4.24), (4.25a,b) and (2.7a) we can choose a subsequence {c h,τ , w h,τ , u h,τ } h such that the convergence results (4.22) and (4.23a-f) hold. Then (4.22) yields on noting (2.7b), (2.24) and (2.28) that the subsequences satisfy the additional initial conditions.
We follow the arguments used in [28] to prove the following lemma.
LEMMA 4.4 We have
Lions [28, 29] states that compactness of the sequence {u
for 0 δ T and some α > 0. Since {u + h,τ } h are piecewise constant in time it suffices to take δ to be a multiple of the time step τ n . Writing (t −δ, t) = (t m , t n ) and setting v(t) := u
Using (2.8), (4.24), Hölder's inequality and (4.16a) we have
and similarly noting (2.9) and (4.24) we obtain
1 ) ds
Integrating (4.28) with respect to t n ∈ (δ, T ), using (4.29) and (4.30) we obtain (4.27), and noting (4.25b) gives the required result. LEMMA 4.5 Let v h , η h and ξ h be such that
Proof. We have
and the desired result follows from (4.31) and (4.32).
THEOREM 4.2 There exists a subsequence of {c h,τ , w h,τ , u h,τ } h , where {c h,τ , w h,τ , u h,τ } solve (P h,τ ), and functions {c, w, u} satisfying (4.22). In addition, as h → 0, (4.23a-e) hold. Furthermore,
We choose χ ≡ η h,τ in (4.21a) and now analyse the subsequent terms. Firstly, (2.18) and (4.24) imply that as h → 0, In view of (4.34) and (4.23d) it follows that as h → 0, 
We choose χ ≡ v h,τ in (4.21c) and now analyse the subsequent terms. Since v h,τ (·, T ) = 0 we have
and from (4.45), (4.26) and (4.44) we have
Using arguments similar to the proof of Lemma 4.5 and noting (4.23e), (4.26) and (4.43) it follows that as h → 0, REMARK 4.3 We note that there is an inconsistency of notation between this section and Section 3, since in this section {c, w, u} is used to denote the solution of (4.33a-c), whereas in Section 3, {c, w, u} is used to denote the solution of the smoother problem (P).
Numerical results
In practice the concentration, c, rapidly varies over the interfacial regions between the two fluids, while away from the interface, in the bulk regions, it is close to ±1. This interfacial region is of thickness O(γ ln γ ) and to effectively model it we require an adaptive mesh that is locally refined close to and inside of the interfacial region and coarsened elsewhere. We now define our mesh refinement strategy: Given an initial mesh T 0 , for time step n an element, κ, with vertices x κ,i , i = 1, 2, 3, is refined if
and h κ > γ /2 where δ = O(γ ); in practice this guarantees that there are at least eight grid points in the interfacial region. This element is repeatedly refined, using uniform refinement, until h κ < γ /2. Elements are coarsened if κ and its neighbouring elements Ω κ = {K ∈ T n−1 : κ ∩ K = ∅}, with the set of vertices ω κ , are such that
We call this grid T n and use it for the chemical potential, w, as well. The space of continuous piecewise linear functions associated with this space is denoted by S n,c and we denote the dimension of S n,c by N n,c . We use standard continuous piecewise linear interpolation to transfer functions in S n−1,c to S n,c .
For the velocity the divergence free space, W h 0 , is not constructed and the pressure function, p, remains in the system. We use a fixed uniform mesh, T h , for this problem and the mixed finite element (S h/2 ) 2 × S h ; this space, (P1 iso P2 -P1), is known to be inf-sup stable (see [13] ). Note that the space S h/2 need not be related to the concentration mesh and in general is not. We denote the dimensions of S h/2 and S h by N h,u and N h,p , respectively.
We obtain the following fully discrete approximation of (2.11a-f):
where b(c) = exp(−c 2 ) and g · n = 0 on ∂Ω. We now discuss algorithms for solving the resulting system of algebraic equations for {c n h , w n h , u n h , p n h } arising at each time level from the approximation (P h,τ ). We note that with this approximation at each time level we are required to solve a Cahn-Hilliard equation followed by a Navier-Stokes equation.
Let C n = {c n 1 , c n 2 , . . . , c n N n,c } be the vector of coefficients for c n h with respect to the standard basis S n,c = ψ n,c i N n,c 1 and similarly for W n , U n and P n . Then the system (5.1a-f) can be rewritten as:
where the Cahn-Hilliard matrices and right hand side are given by
and the Navier-Stokes matrices are given by are the standard basis functions for S n,c , S h/2 and S h respectively.
To solve the Cahn-Hilliard equation we use the multigrid solver given in [14] which produces an efficient and reliable method with optimal convergence. For the Navier-Stokes equation, we have an Oseen type equation, which is solved using preconditioned GMRES (see [31] ), where the F p preconditioner is used (see [24] ). This solver is known to be optimal with respect to mesh refinement and has mild dependence on the Reynolds number. For further details and numerical examples showing the efficiency of this solution method see [25] .
We display two numerical experiments; the first shows the evolution of a cross-shaped interface to a circle and the second is similar to the lid driven cavity experiment seen in [8] . In this experiment we take Ω = (0, 1) 2 and as initial data for the concentration we take a cross set inside Ω (see Figure 1) ; for the velocity we take u 0 = [x 2 , −x 1 ] and g = [x 2 , −x 1 ]. We set ν = 1/100, Pe = 1000, K = 0.001 and γ = 1/120 and we use a fixed time step with τ = 0.05. For the velocity space we use a uniform mesh of size h u ≈ 1/90. Figures 2-4 show the evolution of the concentration for this problem together with the corresponding meshes. 
Lid driven cavity boundary condition
In this experiment we take Ω = (0, 1) 2 and as initial data for the concentration we take the horizontal line x 2 = 0.5. For the velocity we take the initial data to be the Stokes solution to the lid driven cavity problem and for boundary data we take g = [x 2 1 (1 − x 1 ) 2 , 0] for x 2 = 1, and zero otherwise. We set ν = 1/500, Pe = 200, K = 1/5000 and γ = 1/120 and we use a fixed time step with τ = 0.025. The velocity space is a uniform mesh of size h u ≈ 1/90.
The evolution of the concentration for this problem is shown through Figures 5-8 (see [8] for a similar problem). The corresponding adapted meshes are also given. Figures 9-10 show contour plots of the concentration and the velocity field. From the magnified images we can see the velocity at the front of the fluid is almost perpendicular to the interface and thus forces it to move, while behind this front the velocity is almost tangential and hence in this region the movement of the interface is small.
We conclude with Figure 11 in which we see the flow at time t = 20 together with a contour plot of the concentration. 
