Introduction
There is a vast application field for a low cost vision system that can track and estimate human motion. While specialized optical and magnetic tracking devices are in regular use nowadays, human motion capture from video recordings is still considered to be a very difficult problem.
Although textured polygonal models were used in the past for the estimation of human finger movements [5] and for the head tracking [2] [6], they have not been applied yet to the problem of capturing full-body movements. The main reason is that texture of fingers and faces remains similar over a wide range of persons. On the other hand, textured body models must take into account the person's clothing and therefore always require an initial calibration phase to ensure the accuracy of the model. Recent progress in the acquisition of textured models [3] makes such models more practicable also for full-body tracking.
Models
Our motion estimation framework makes use of a geometric, kinematic and texture model of a human body.
The model generation process starts from a generic geometric and kinematic model. These models contain some parameters such as dimensions of body parts and joint positions, which must be modified to fit the observed person's body. We have developed an automatic calibration procedure to find a kinematic model of a Ales Ude global body coordinate system at zero configuration, R is a rotation matrix specifying the orientation and d is a vector specifying the position of a global body coordinate system with respect to a camera (world) coordinate system, and g(R, d) denotes the 4 x 4 homogeneous matrix corresponding to R and d. Note that the set of twists affecting the motion of a body point varies with the identity of the body part which the point belongs to. The camera image of the body point y3 after motion is given by
where f is a projective, nonlinear camera mapping that can be obtained using a standard camera calibration procedure.
Our task is to estimate kinematic parameters describing the motion of a human body from a video stream.
Instead of trying to determine feature correspondences, we rather exploit differential properties of the observed body surfaces to track the person of interest. The first approach that we implemented is based on a brightness constancy assumption which states that color intensity values of a point in a 3-D space remain constant over a short time interval, i. e. This does not happen when minimizing (5) because in this case the texture is fixed. On the other hand, criterion (5) makes a stronger assumption than criterion (4) in which we assume that color intensity values between two measurement times do not change much; here we assume that color values from the texture model do not change much over the whole measurement period. Although this looks like a pretty strong assumption, it is still approximately fulfilled in many practical cases because lighting conditions normally don't change abruptly. Also, we map the RGB values into the HSV space and use only hue and saturation values that are less sensitive to variations in lighting conditions. Nonlinear optimization problems such as (4) and (5) are usually solved by an iterative process (Gauss-Newton, Levenberg-Marquardt iteration) that involves successive calculation of the Jacobian of the vectorized criterion function and the resolution of a system of linear equations. Unfortunately, such an approach does not work in this situation. This happens because the projection of body parts from the initial posture only partially overlaps with these body parts in the actual image. Parts of the surfaces that do not overlap with the real image of the body must be ignored by the optimization procedure because useful information for differential methods can only be found in regions where the projected model image overlaps with the real body image.
A possible way to alleviate this problem is to solve linear systems arising in the Gauss-Newton or Levenberg-Marquardt iteration using a robust optimization technique. Robust Parameter or is used to ensure convergence towards a global minimum. We start with a larger Q and calculate the minimum of the criterion function (4) or (5) using the proposed robust iteration. The new posture estimate is then used to determine a new point set {up, yj} and the iteration is restarted using smaller or. Such an approach is both robust and has good convergence properties because the region of convexity of the p function increases with larger Q, while the robustness of the estimator increases with smaller a. The presented approach can be extended to handle information from more than one camera view by incorporating measurements from different cameras into criterion functions (4) and (5).
Since we work with complex shape and texture models, we needed to implement rendering in an efficient way. We made use of the OpenGL library to accomplish this goal. This required us to implement some specialized procedures as OpenGL does not provide all information needed by our system directly. For example, we often need to know the identity of aa model polygon that is projected onto a pixel in the image. To extract this information, we assigned a unique integer number ID to each polygon in the model. This ID is broken up into three parts arithmetically to generate a unique color value. This color is assigned to the polygon and used in a flat color rendering of the model from the current posture. The color of each pixel is then reversely mapped back and recombined into an integer number which gives the identity of the polygon that the pixel belongs to. The two-way mapping between color values and polygon IDs is implemented via a lookup table and the actual values depend on the capability of the display device. Thus we must render the graphical model of a person twice at each measurement time; once to generate the textured image of a body projected from the current posture and once to calculate the polygon IDs viaa flat color rendering. Similar problems had to be addressed in [6] in the case of head tracking. 
Experiments
We carried out several experiments to test our system. 
Conclusion
We proposed a new approach to human motion estimation from image sequences based on differential properties of the observed surfaces and robust optimization. In the future we plan to extend our approach to allow tracking in the presence of varying lighting conditions.
We also intend to improve our system by making use of 3-D information that can be generated by a stereo camera. This will enable a more reliable estimation of truly three dimensional motions.
