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ABSTRACT
CLUSTERING, REORIENTATION DYNAMICS, AND
PROTON TRANSFER IN GLASSY OLIGOMERIC
SOLIDS
SEPTEMBER 2013
JACOB A. HARVEY
B.S., RENSSELAER POLYTECHNIC INSTITUTE
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Scott M. Auerbach
We have modelled structures and dynamics of hydrogen bond networks that form
from imidazoles tethered to oligomeric aliphatic backbones in crystalline and glassy
phases. We have studied the behavior of oligomers containing 5 or 10 imidazole
groups. These systems have been simulated over the range 100-900 K with constant-
pressure molecular dynamics using the AMBER 94 forcefield, which was found to show
good agreement with ab initio calculations on hydrogen bond strengths and imidazole
rotational barriers. Hypothetical crystalline solids formed from packed 5-mers and
10-mers melt above 600 K, then form glassy solids upon cooling. Viewing hydrogen
bond networks as clusters, we gathered statistics on cluster sizes and percolating
pathways as a function of temperature, for comparison with the same quantities
extracted from neat imidazole liquid. We have found that, at a given temperature,
the glass composed of imidazole 5-mers shows the same hydrogen bond mean cluster
vi
size as that from the 10-mer glass, and that this size is consistently larger than
that in liquid imidazole. Hydrogen bond clusters were found to percolate across the
simulation cell for all glassy and crystalline solids, but not for any imidazole liquid.
The apparent activation energy associated with hydrogen bond lifetimes in these
glasses (9.3 kJ/mol) is close to that for the liquid (8.7 kJ/mol), but is substantially
less than that in the crystalline solid (13.3 kJ/mol). These results indicate that glassy
oligomeric solids show a promising mixture of extended hydrogen bond clusters and
liquid-like dynamics.
This study prompted a continued look at smaller oligomers (monomers, dimers,
trimers, and pentamers). Using many of the above statistics we found that decreased
chain length decreased the tendency to form global hydrogen bonding networks (per-
colation pathways). We also developed an reorientational correlation for the imidazole
ring which allowed us to extract a timescale for reorientation. Smaller chains produce
faster reorientation timescales and thus there is a trade off between faster reorienta-
tion dynamics and long global hydrogen bonding networks. Moreover we showed that
homogeneity of chain length has no effect on hydrogen bonding statistics.
Initial development on a multi-state empirical valence bond model has been to
study proton transfer in liquid imidazole. We have shown that GAFF produces very
large proton transfer barriers created by a highly repulsive N· · ·H VDW interaction
at the transition point. In order to produce an acceptable fit to the potential energy
surface while still producing stable dynamics this interaction must be turned off. This
is in contrary to what is reported in the literature [14]. Using our model we have
produced simulations with acceptable drift in the total energy (3.2 kcal/mol per ns)
and negligible drift in the temperature (.12 K/ns).
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CHAPTER 1
INTRODUCTION
It is widely believed that increased energy consumption provides the most facile
pathway for enhancing our quality of life [18], but to date this has largely been
accomplished through the combustion of fossil fuels. In 2010 the US consumed 40.3
quads (1 quad = 1 quadrillion Btu = 2.9 x 1011 Kwh) of energy, the large majority
of which came from fossil fuels such as coal and natural gas to produce electricity [2].
Burning fossil fuels has obvious environmental impacts but also has political impacts
as we rely on foreign sources. One proposed alternative fuel source is hydrogen [17].
The only by-product from the use of hydrogen is water, therefore this alternative
would mitigate the current environmental impacts of our fuel sources. It also eases
political concerns as currently the most widely used method to produce hydrogen
is through steam reforming of methane on the surface of a catalyst and there are
growing domestic reserves of natural gas [2]. Although producing hydrogen this way
robs it of most of its raison d‘eˆtre.
The use of hydrogen is facilitated by a hydrogen fuel cell. The most critical com-
ponent of a fuel cell is the proton exchange membrane (PEM). Commonly used PEMs
are hydrated perfluorosulfonic polymers; specifically Nafion [26]. Hydrated PEMs are
limited to operating temperatures below 90◦C and require complex water manage-
ment systems [50]. There is thus widespread interest in developing anhydrous PEMs
that operate at higher temperatures. Several groups have studied PEMs composed of
amphiprotic organic groups tethered to polymeric backbones, only to find exponen-
tially low conductivities [34, 54, 25, 51, 57, 7]. This points to a lack of fundamental
1
understanding into how tethering of amphiprotic groups influences hydrogen bond
networks in such materials.
The azole class of organic groups – imidazole, triazoles, benzimidazole, etc. – have
received considerable attention [34] as protogenic groups in proton conductors due
to their amphiprotic nature, able to donate and accept hydrogen bonds. In general,
charge conductivity is the product of mobility and density of charge carriers [6].
The relatively high proton conductivities in azole liquids are believed [14] to arise
from enhanced mobility through Grotthuss shuttling [21], a proton transfer process
involving collective hydrogen bond fluctuations producing more efficient proton jumps
than through the so-called vehicular mechanism [3, 40]. In search of PEMs with
thermal and mechanical stability as well as high conductivity, several groups have
studied azoles tethered to organic polymers [34, 45], liquid crystalline supports [7], and
inorganic supports [13]. The resulting conductivities for tethered azoles are typically
suppressed by orders of magnitude from the corresponding neat liquid values [34].
The precise reasons for this suppression are generally not well understood, but likely
involve a mixture of restricted orientational dynamics of azole groups and perturbed
hydrogen bond networks. We hypothesize that we can better understand proton
transfer properties and effects therein by studying competing trends in hydrogen
bonding networks and reorientation dynamics.
Our work will focus on this issue. It is our objective to address the following key
questions:
• How does the shape, length, and strength of hydrogen bonds change when
imidazoles are tethered to an oligomeric backbone?
• How does thermal fluctuations impact hydrogen bond networks at finite tem-
peratures?
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• What is the trade-off between reorientation dynamics and hydrogen bonding
networks?
• Is there a hierarchy of structural excitations?
• Does homogeneity of oligomer length matter?
• Is proton diffusion correlated with hydrogen bonding structural features?
1.1 Experimental Efforts on Proton Transfer
Electrical conductivity in the imidazole crystal is generally attributed to proton
transfer[20, 32, 12]. It has been shown that imidazole will exhibit high conductivities
at temperatures above the melting point[34]. The nature of this conductivity becomes
apparent when you compare the diffusion coefficient calculated from the conductivity
with the self diffusion coefficient calculated from a NMR spectroscopy. The pro-
ton diffusion coefficient (Dθ) can be calculated from the conductivity data using the
Nernst-Equation relation while the self diffusion coefficient (Dσ) was calculated using
H-PFG-NMR spectroscopy. If the conductivity was attributed mostly to the diffusion
of protonated imidazoles we would expect these two coefficients to be nearly identical,
and their ratio to be close to 1. However, it has been shown that the ratio of Dθ to
Dσ is approximately 2 at 120°C. Therefore, proton transfer in the liquid is largely
attributed to Grotthuss shuttling (structural diffusion)[21, 3]. Grotthuss shuttling is
the mechnism by which an excess proton will diffuse through hydrogen bonded ma-
terials. It happens largely through the formation and breakage of covalent bonds and
often leads to much higher conductivities than a vehicular mechanism. Given these
results it might seem plausible to use imidazole as a substitute for water in hydrated
PEMs, and in fact, imidazole impregnated PEMs have exhibited high conductivity
values (0.1 S cm−1 at 160-180°C). However, when these PEMs were tested in a fuel
cell they exhibited no conductivity because the imidazoles were found to have poi-
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soned the catalysts [71]. Thus, in order to use heterocycles in PEMs they must be
tethered to an oligomeric or polymeric backbone.
Designing materials with tethered imidazoles that produce high conductivities
has proven to be a difficult task. Schuster et. al. synthesized imidazole-terminated
ethyleneoxide oligomers (Imi-XEO) and was able to achieve conductivies of 5−4 S
cm−1. However, when these materials were doped with triflic acid the conductivity
increased by an order of magnitude[54]. While the conductivity was less than that
of Nafion or liquid imidazole it is important to note that proton transfer was largely
attributed to structural diffusion. It was also shown that the Imi-XEO materials form
regions of ordered and disordered states and that it is largely the disordered states
that contribute to proton transfer[25]. Scharfenberger et. al. had similar success
using a polysiloxane backbone for both polymers and cyclic oligomers [51]. However,
there is a clear lack of understanding about the microscopic and macroscopic hydrogen
bonding network. Grotthuss shuttling relies on long range hydrogen bonding networks
and without an understanding of what these networks look like we cannot possibly
expect to improve our PEM design attempts. It is in this area where computational
chemistry can be of assistance. Computational chemists have access to atomistic
details that are otherwise un-accessible through experimental techniques.
1.2 Computational Efforts
Only until the past decade have computational methods been able to make strides
in the area of proton transport properties of heterocycles. Car-Parrinello molecular
dynamics (CPMD) simulations have been carried out by Iannuzzi and Parrinello on
imidazole and imidazole 2-ethyleneoxide (Imi-2EO) molecules [31, 30]. This study
demonstrated that the Grotthuss mechanism is indeed utilized in these materials.
Additionally, they were able to show that the proton transfer process is fast and
therefore, the reorientation of the rotational defect must be the rate limiting step.
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While CPMD simulations are incredibly powerful, they are also quite demanding
computationally. Not only were these simulations limited to small system sizes (24
imidazoles or 4 imi-2EO molecules) but they are also limited to short simulation
times (∼100 ps). This is a major limitation considering the reorientation timescale
in liquid imidazole has been estimated to be ∼20 ps [14]. It is also assumed that the
excess proton must overcome large barriers in order to hop to the next imidazole.
To overcome this issue, Iannuzzi employs a metadynamics technique (MTD). MTD
simulations employ a time-dependent potential that artificially enhances the protons
ability to overcome large barriers in short time periods. Therefore, while CPMD has
proven to be a powerful technique the results must be taken with a grain of salt simply
due to the small number of proton transfer events observed. Additionally the use of
MTD makes it difficult to extract reliable dynamical quantities such as reorientation
time and hopping time. Therefore, it is highly desirable to have an efficient and
reliable MD methodology that can provide long-time trajectories.
Recently Voth et. al. adopted a multistate empirical valence bond (MS-EVB)
model to simulate proton transport in liquid imidazole [14]. Using this approach they
were able to allow proton transport to simultaneously occur on both reaction sites
of the imidazole. The MS-EVB model led to a 0.20 A˚2/ps diffusion constant and a
proton hopping rate of 1/36 ps−1. Additionally they calculated a reorientation time
scale using the autocorrelation function of the imidazole normal vector which they
estimate to be about 20 ps. This suggests that perhaps the motion of the proton is
the rate limiting step and not reorientation. While this approach has been applied
to small molecules, it has never been used to study proton transfer in oligomeric
materials.
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1.3 Structure of Dissertation
Below we describe the results of our work. First we present our work on imidazoles
tethered to oligomeric chains of length 5 and 10. We focus on studying hydrogen bond
networks and the effect temperature and the tethering has on them by comparing
to the neat liquid. Ultimately, we will show that in going from 5 to 10 unit long
in the oligomer has no effect on the hydrogen bonding statistics which suggested
that perhaps shorters chains would be best. Then we present the results on much
shorter chains (monomers up to pentamers) and show results on the hydrogen bonding
network as well as reorientation dynamics. We will show that there is in an inherent
trade-off between global hydrogen bonds and fast reorientation dynamics. Lastly, we
discuss our initial designs of an multi-state empirical valence bond model for modeling
proton transfer in liquid imidazole. The liquid provides a nice test case for future
work on the oligomeric systems with the ultimate hope of comparing the hydrogen
bonding statistics with proton transfer events.
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CHAPTER 2
HYDROGEN BOND CLUSTERING IN GLASSY
OLIGOMERIC SOLIDS
2.1 Introduction
To investigate the issue of hydrogen bond network topology, Nagamani et al. stud-
ied polymers with imidazole, 1,2,3-triazole, or pyrazole as the amphiprotic group [45].
The structure of imidazole allows the formation of “linear” hydrogen bonding net-
works; pyrazole can only produce “zigzag” networks; and 1,2,3-triazole can generate
both linear and zigzag networks. Nagamani et al. found that polymers with imidazole
and 1,2,3-triazole exhibit essentially the same conductivity, while the pyrazole-based
conductivity is consistently lower by some 4 orders of magnitude. Although this work
shows that proton conductivity is strongly influenced by the structure of hydrogen
bonding networks, a molecular-level picture of this influence remains elusive. Density
functional theory calculations by Viswanathan et al. have shown that the energet-
ics for proton transport along tethered imidazole networks can mimic that in liquid
imidazole assuming optimal backbone properties [66]. These DFT calculations also
revealed relatively long range proton transport via Grotthuss shuttling (> 40 A˚) in
extended hydrogen bond networks. However, this work assumed rigid backbones and
lacks the effects of solid state packing. In the present work, we perform molecular
dynamics simulations of hydrogen bonding networks in imidazole-based solids with
explicit backbones.
Below we model imidazoles attached to oligomeric backbones in crystalline, glassy,
and molten phases. This is similar in spirit to the experimental work of Schuster et
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al. [57], except that we consider oligomers with several imidazoles per oligomer. We
hypothesize that proton conducting materials composed of such oligomers – rather
than polymers – likely provide all the needed benefits of tethering, including enhanced
thermal and mechanical stability. Furthermore, the added conformational freedom
available to oligomers makes it easier to simulate the melting and cooling into glassy
solids. We do not consider the impact of such tethering on charge carrier density, but
rather focus on structures and dynamics that likely impact mobility. We investigate
below if oligomer length influences hydrogen bond networks by viewing such networks
as clusters, and using established cluster statistics methods [28, 55] to keep track
of cluster size and spatial extent. We also investigate the likelihood of percolating
clusters in these oligomeric solids, and compare these results to those in neat imidazole
liquids. Finally, we compare hydrogen bond lifetimes and activation energies between
liquid and glassy-oligomeric imidazole, to investigate how tethering impacts hydrogen
bond dynamics.
Below we find that glasses composed of 5-mers and 10-mers exhibit essentially the
same hydrogen bond cluster statistics, including percolating pathways consistently
present below 600 K. In contrast, liquid imidazole exhibits much smaller hydrogen
bond clusters and no percolating pathways. Activation energies associated with hy-
drogen bond breaking were found to be very similar between glassy 5-mers and liquid
imidazole, indicating that aspects of liquid-like dynamics are retained in glassy solids.
These results indicate that glassy oligomeric solids provide a promising mixture of
extended hydrogen bond networks and liquid-like motions.
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2.2 Methods
2.2.1 System
2.2.1.1 Oligomers
We studied oligomers with imidazoles tethered to an aliphatic backbone through
propyl linkers as shown in Figure 2.1. The propyl linker and butyl repeat unit of
the backbone were inspired by the electronic structure calculations of Viswanathan
et al. [66], which showed that propyl groups are the shortest alkyl linkers that allow
enough conformational flexibility for strong imidazole-imidazole hydrogen bonding.
Viswanathan et al. also showed through an implicit model that a backbone repeat
distance of∼5 A˚ is optimal for imidazole hydrogen bonding networks; the butyl repeat
unit allows such distances. We considered oligomers with n = 5 and 10, i.e., 5-mers
and 10-mers.
To generate starting three-dimensional structures of hypothetical crystalline solids
composed of such oligomers, we began by optimizing a single 5-mer; we then formed a
sheet of 5 such 5-mers such that imidazoles of one oligomer were proximal to the back-
bone of the next oligomer. Six of these sheets were then stacked in a configuration that
allowed pi-pi stacking between imidazoles in adjacent sheets. This three-dimensional
structure — containing a total of 30 oligomers, 150 imidazoles, and 4200 atoms — was
then energy-minimized to yield an initial condition for the NpT simulations described
below.
System size effects were investigated by simulating a system of 5-mers twice as long
in the oligomer axis direction. To produce this system (denoted “double 5-mer”), the
5-mer system was repeated end-to-end such that there is a hydrogen bond between
the end of one 5-mer and the beginning of the next, but without a chemical bond
between the backbones. The effect of oligomer length was probed by studying a 10-
mer system, which is identical to the double 5-mer system except that the two 5-mer
backbones are chemically linked in the 10-mer. By comparing the 5-mer and double
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5-mer we investigate system size effects for a given oligomer length; while comparing
double 5-mer and 10-mer systems probes oligomer length effects for a given system
size.
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Figure 2.1. (a) Monomer showing butyl backbone repeat unit, propyl linker, and
imidazole. Snapshots from the MD simulations at (b) 300 K and (c) 700 K. The
imidazole groups have been emphasized to highlight the order at 300 K and the
disorder at 700 K.
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2.2.1.2 Liquid Imidazole
The hydrogen bonding properties of simulated liquid imidazole were used as a
reference point for interpreting results from the oligomer simulations. To generate
an initial structure for simulations of liquid imidazole, the solid imidazole crystal
structure with 533 imidazoles was melted and then cooled to various temperatures
in the liquid region of the imidazole phase diagram. NpT simulations of the liquid
were then carried out with the AMBER 94 forcefield to ensure that reasonable liquid
densities were obtained.
2.2.2 Force Field and Tests
The AMBER 94 force field was used for all simulations [15]. The functional form
of the AMBER force field is given by:
V (X) =
∑
bonds
1
2
kb(r − r◦)
2 +
∑
angles
1
2
ka(θ − θ◦)
2 +
∑
torsions
1
2
Vn[1 + cos(nω − γ)]+
N−1∑
j=1
N∑
i=j+1
i,j[(
r◦,i,j
rij
)12 − 2(
r◦,i,j
rij
)6] +
qiqj
4pi◦rij
. (2.1)
Atomic charges were computed for the monomer (i.e., for imidazole, propyl linker,
and butane backbone) by fitting point charges to the electrostatic potential [8, 58]
obtained using the B3LYP/6-311G(d,p) model chemistry in Gaussian03 [24]. These
charges were then repeated in each monomer in the system. Charges and AMBER
atom types used can be found in Fig. A.1.
In this study the energetics of hydrogen bonds are being considered thus two
benchmarks were performed to test the accuracy of the AMBER 94 force field in
its treatment of hydrogen bonding. Comparisons were made to electronic structure
calculations using the same model chemistry outlined above. In the first test, we com-
puted the rotational barrier of an imidazole in a pentamer with an implicit backbone
for computational simplicity, following the work of Viswanathan et al. [66]. This im-
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plicit backbone involves replacing the butyl repeat unit with a methyl group anchor
attached to the end of the propyl linker. The carbons of the five methyl group an-
chors in the pentamer were held fixed on a line with a near-neighbor distance of 5 A˚.
Although this rigid, implicit backbone is a poor approximation of a realistic, flexible
backbone, it suffices for testing force field accuracy. To compute the rotational bar-
rier, the central imidazole in the 5-mer was rotated 360° in increments of 30° around
the C–C bond that connects the central linker to its imidazole. For each value of
this dihedral angle, all atoms were allowed to relax except for the implicit backbone
anchor carbons, and the atoms of the first and fifth (i.e. edge) monomers. These
monomers were held fixed to simulate solid state packing. B3LYP/6-311G(d,p) was
used to compute energies and coordinates; the AMBER 94 forcefield was then used to
compute potential energies at these coordinates. The results, which are shown in Fig-
ure 2.2 and discussed in more detail below, show that AMBER 94 does a remarkable
job of capturing the energetics of this rotation process.
In the second test of AMBER 94, we computed cohesive energies for oligomers of
various lengths with propyl linkers and the same implicit backbone as above (5 A˚ re-
peat distance). Because of the implicit backbone approximation, this cohesive energy
calculation provides an estimate of hydrogen bond strengths in imidazole networks.
DFT was used to optimize the energies of odd n-mers (En) for n= 1 to 13. The DFT
cohesive energy (EDFT > 0) of the n-mer was then computed as:
EDFT =
1
n
(nE1 − En) . (2.2)
For these relatively long oligomers, naively applying B3LYP/6-311G(d,p) becomes
impractical. Viswanathan et al. showed that near-chemical accuracy in hydrogen
bond strengths for such systems can be obtained using BLYP/3-21G optimizations
followed by BLYP/6-311G(d,p) single point energy corrections [66]. We apply this
model chemistry below.
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A different but theoretically identical approach was used with AMBER 94 to
compute cohesive energies. Using AMBER 94 we calculated single point energies
of n-mers using coordinates from DFT optimizations. We then increased the repeat
distance of the implicit backbone to extremely large values (∼100 A˚) and re-calculated
the energy (E∞) of the n well-separated and independent monomers. The AMBER
cohesive energy (EAMBER) was thus computed as:
EAMBER =
1
n
(E∞ − En) . (2.3)
These cohesive energy calculations, shown in Figure 2.3 and discussed in more de-
tail below, provide additional support for the notion that AMBER 94 captures the
energetics of hydrogen bonding in these imidazole networks.
2.2.3 Hydrogen Bonds, Percolation, and Cluster Statistics
Here the methods used to characterize the hydrogen bond structure and dynamics
in the system are described. In all such characterizations the crystalline and glassy
oligomers are compared to the neat liquid. The maximum number of hydrogen bonds
equals the number of imidazoles: 150 in the 5-mer system, and 300 in the double
5-mer and 10-mer systems. We report the percentage of hydrogen bonds relative to
this maximum, counting a hydrogen bond when an NH· · ·N intermolecular distance
is less than 2.5 A˚, which is well into the tail of the radial distribution function for
such hydrogen bonds under ambient conditions (FIGURE). Statistics for hydrogen
bond lifetimes were compiled by recording start and end times for each instance of a
hydrogen bond. Mean lifetimes were computed as a function of temperature. From
this an apparent activation energy for hydrogen bond breaking were extracted using
an Arrenhius dependence.
To complement these local quantities, we compiled statistics on collective prop-
erties of the hydrogen bond networks such as cluster sizes and likelihoods of perco-
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lating pathways. These collective properties were analyzed using established cluster-
counting methods involving a connectivity matrix C [55]. Elements of the matrix
indicate connectivities between imidazoles as follows:
Cij =


1, if imidazoles i and j are connected by a single hydrogen bond network
0, otherwise
The connectivity matrix can be decomposed into direct and indirect terms according
to:
Cij = C
direct
ij + C
indirect
ij . (2.4)
The (i, j) element of the direct matrix is equal to one if imidazoles i and j share a
hydrogen bond together, and zero otherwise, thus providing a matrix representation
of the local properties described above. The indirect matrix represents the long range
nature of hydrogen bond networks, and can be determined by looping over matrix
elements and enforcing the following relation:
if Cij = 1 and Cjk = 1 then Cik = 1.
In practice this means that if any two columns (i, j) of Cdirect have non-zero elements
in common then imidazoles i, j are directly or indirectly connected and as such exist
in the same cluster. The i, j, columns are then replaced with the union of the two.
This operation is performed successively until the direct connectivity matrix has been
transformed into the full connectivity matrix. As the connectivity matrix is formed
we assign an identifying label to each imidazole that belongs to the same cluster. We
also keep track of the numbers of imidazoles in each cluster, denoted cluster “size”
which can vary from as small as one to as large as all the imidazoles in the system.
In practice, cluster sizes are usually (but not always) smaller than the oligomer size
in a given system.
A percolating pathway exists if the cluster label of an imidazole on one “edge” of
the simulation box is the same as the label of an imidazole on the opposite edge of
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the box. The maximum number of percolating pathways – equal to the number of
oligomers in the box (30 or 60) – is used as a reference for reporting the percentage of
percolating pathways for each system studied as a function of temperature. There is
some ambiguity in assigning “edge” status to a given imidazole. We (somewhat arbi-
trarily) define edge imidazoles as those for which at least three of the non-hydrogen
atoms are within 4.5 A˚ of a simulation box edge. This distance is inspired by the
rough size (i.e., kinetic diameter) of imidazole.
2.2.4 Simulation Details
Molecular dynamics simulations were performed using the DL Poly 2 simulation
package [59]. All simulations were run in the NpT ensemble by using the Melchionna
modification of the Hoover algorithm which couples a Nose´-Hoover thermostat and
a barostat [29, 43]. We used a 1 ps thermostat relaxation time and a 2 ps barostat
relaxation time. A 10 A˚ cutoff was used for the short range interactions, and periodic
boundary conditions were applied in all directions with the Ewald summation [4] to
calculate long range electrostatic interactions. The Velocity Verlet algorithm was
used to integrate Newton’s equations of motion with a 1 fs time step [4].
Each run involved equilibration and data collection periods with durations that
varied with system size and initial condition (see below). During the equilibration
period, atomic velocities were re-scaled every 50 time steps according to Gaussian
distributions for the target temperature and mass. Simulations of oligomer systems
were performed at temperatures in the range 100-900 K, and those on neat liquid
imidazole were carried out in the thermodynamically allowed range of 375-525 K,
all at a pressure of 1 atm. We computed two types of isobars for the oligomeric
solids, denoted “heating” and “cooling” curves. In the heating curve for 5-mers, all
simulations were initiated from the optimized hypothetical ordered structure shown in
Fig. 2.1b (5-mers); they were equilibrated for 10 ns followed by a data collection period
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of 5 ns. For double 5-mers and 10-mers, each point on the heating curve was initiated
with a structure taken from the last temperature run to speed up equilibration for the
larger system size. These runs typically involved an equilibration time of 0.6 ns and
a data collection period of 2.6 ns. This shorter time was found to provide sufficient
statistics because of the larger system size.
In all cooling curves, an equilibrium snapshot from 900 K was used to begin a
simulation at 800 K; an equilibrated structure from 800 K was used to initiate the
run at 700 K; and so forth. Hysteresis was observed below 700 K, at which point
the cooling curve produced glassy solids (Fig. 2.1c shows the glassy 5-mer system).
For the 5-mer system, points on the cooling curve involved 5 ns of equilibration and
another 5 ns of data collection. Double 5-mer and 10-mer cooling simulations involved
0.6 ns of equilibration and 2.6 ns of data collection.
Typical simulations (5-mers, total 15 ns run time) were carried out on our beowulf
cluster using 16 2.53 GHz processors (2 nodes), requiring roughly 85 CPU hours per
temperature. Simulations of the larger system size were carried out with 24 processors
and required roughly 50 CPU hours per temperature.
2.3 Results and Discussion
Here we report our results on the tests of AMBER 94 including the calculation of
liquid and solid densities; the study of hydrogen bonding probabilities and lifetimes;
and on the statistics of clusters and percolating pathways in neat liquid and oligomeric
imidazole systems.
2.3.1 AMBER 94 Forcefield Tests
Figure 2.2 shows the imidazole rotation barrier in a 5-mer with an implicit back-
bone. B3LYP/6-311G(d,p) produced a barrier of 123 kJ/mol, while the AMBER
94 barrier is 128 kJ/mol, representing acceptable agreement given the relative sim-
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plicity of this force field. The magnitude of this barrier can be dissected as follows.
Viswanathan et al. found hydrogen bond strengths in imidazole “proton wires” of
order 40 kJ/mol with this same model chemistry [66]. This hydrogen bond strength
is substantially greater than that in water [39] which can be explained by the larger
dipole moment in imidazole (µ(water) = 1.85 D, µ(imidazole) = 3.61 D). Complete
rotation of the central imidazole requires a break of two hydrogen bonds, which would
account for ∼80 kJ/mol of these barriers. An additional 4 kJ/mol can be attributed
to the torsional barrier of alkyl groups attached to imidazoles [47]. The remainder of
the barrier (>40 kJ/mol) can then be assumed to arise from steric repulsions between
overlapping NH groups upon rotation. The asymmetry in the barrier is created by
the flanking flexible linker groups, which allow motion of the flanking imidazoles to
accommodate the central group rotation. We note that imidazole rotation in actual
liquids and oligomeric solids likely occurs with much lower barriers; this test case
confirms that AMBER 94 captures the energetics of imidazole rotation even under
strongly constrained conditions.
Figure 2.3 shows the cohesive energies for several n-mers, comparing DFT and
AMBER 94 results. The AMBER 94 forcefield again provides remarkable agreement,
consistently within 3-8% of the electronic structure results. These data are rather
consistent with imidazole hydrogen bond strengths of order 40 kJ/mol.
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Figure 2.2. The potential energy associated with rotating the central imidazole in
a 5-mer chain, calculated using the AMBER 94 forcefield (squares) and B3LYP/6-
311G(d,p) (circles).
Figure 2.3. Cohesive energy as a function of oligomer chain length, calculated using
AMBER 94 (squares) and B3LYP/6-311G(d,p) (circles).
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2.3.2 Bulk Densities of Liquid and Oligomeric Solids
To test thermodynamic aspects of our model, we present in Figure 2.4 bulk den-
sities computed along heating and cooling isobars for the 5-mer system, alongside
densities of neat liquid imidazole in the liquid temperature-regime of its phase dia-
gram. The density we have computed for the neat liquid at 400 K (1.05 g/cm3) agrees
quite closely with the experimental value of 1.03 g/cm3 measured at 384 K [36]. The
temperature dependence of the oligomer density is more shallow than that of the
liquid, except for the heating curve between 600-700 K. The precipitous decrease in
density in this regime signals the order-to-disorder phase change shown in Figures 2.1b
and 2.1c. Cooling the system to temperatures at or below 600 K produces hysteresis
in the density, suggesting the presence of a glassy solid.
Although no experimental density data exists for the hypotherical oligomeric
solids, we can attempt to bracket likely density values. For example, the room tem-
perature density of polybenzimidazole is 1.20 g/cm3 [11], while that for 2-butyl,1H-
imidazole is 0.98 g/cm3 [1]. We find in Figure 2.4 room temperature densities inter-
mediate between these two values, suggesting that we have constructed and simulated
thermodynamically plausible oligomeric solids.
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Figure 2.4. Density of neat liquid imidazole and oligomeric imidazole under “heat-
ing” (open circles) and “cooling” (closed circles) as a function of temperature. The
neat liquid (squares) density agrees well with experiment (see text), and the oligomeric
densities are within plausible ranges.
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2.3.3 Local Hydrogen Bonding Properties
Figure 2.5 shows the percent hydrogen bonds formed at 1 atm as a function of
temperature for the neat liquid, the 5-mer glass, and the ordered 5-mer solid. The
maximum number of hydrogen bonds in each system is two shared bonds per imida-
zole, i.e., one distinct hydrogen bond per imidazole. The ordered 5-mer solid is nearly
completely hydrogen bonded below 400 K, above which point thermal fluctuations
reduce the percentage to about 80%. Above 600 K this value drops precipitously to
about 40% as the ordered solid melts, dropping further to about 20% at 900 K, the
highest temperature studied. We note that pyrolysis of the organic material would
likely ensue at such high temperatures, but because the AMBER 94 is not a reactive
forcefield, we only see thermophysical changes but no thermochemical phenomena.
Upon cooling to the glassy 5-mer solid, the percentage of hydrogen bonds reaches a
plateau of about 85%. Figure 2.5 also shows that the glassy solid consistently forms a
higher percentage of hydrogen bonds than in the neat liquid at the same temperature.
Figure 2.6 shows how tethering influences hydrogen bond lifetimes for the neat
liquid, glassy 5-mer solid, and ordered 5-mer solid. We see mean hydrogen bond
lifetimes on the ps time scale for 5-mer solids, and slightly shorter lifetimes for the
neat liquid. Slopes from these Arrhenius plots give apparent activation energies of
8.7 kJ/mol for the neat liquid, 9.3 kJ/mol for the 5-mer glass, and 13.3 kJ/mol for
the ordered 5-mer solid. These activation energies are all much smaller than the
nominal imidazole hydrogen bond strength of 40 kJ/mol discussed above, suggesting
that hydrogen bond breaking/reforming is a concerted process that does not require
sustained rupture [62, 38, 52]. Taken together, Figures 2.5 and 2.6 show that tethering
imidazoles in an oligomeric glass increases the likelihood of hydrogen bonding, but
does not substantially increase the energetics of hydrogen bond breaking as compared
to the neat liquid. The question remains, however, whether these systems differ on
longer length scales.
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Figure 2.5. Number of hydrogen bonds as a function of temperature for the neat
liquid (squares), the 5-mer glass (closed circles), and the ordered 5-mer (open circles),
relative to the maximum value of one per imidazole.
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Figure 2.6. Arrhenius dependence of hydrogen bond lifetimes for the neat imidazole
liquid (squares), the 5-mer glass (closed circles), and the ordered 5-mer (open circles),
giving apparent activation energies of 8.7, 9.3, and 13.3 kJ/mol, respectively.
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2.3.4 Percolating Pathways
Figure 2.7 shows the percent of percolating pathways in the neat liquid, 5-mer
glass, and the ordered phase, relative to the maximum number (the number of
oligomers = 30) in the simulation. Such pathways involve clusters of hydrogen bonds
that extend from one end of the simulation box to the other, providing potentially
facile routes for proton transport. While this normalization constant of 30 is not
meaningful for the neat liquid, it is moot because the neat liquid rarely produced a
percolating hydrogen bond pathway in our simulations.
Comparing Figures 2.5 and 2.7 shows that at 600 K, the ordered solid retains
about 80% of its hydrogen bonds but only about 20% of its percolating pathways,
suggesting that the latter is a much more collective and sensitive property of the
hydrogen bond network. The same picture applies to the 5-mer glass at 300 K: 80%
of the hydrogen bonds remain intact but only 20% of the percolating pathways are
present. Although upon cooling the glass only reforms about 20% of its possible
percolating pathways, this is still a substantial result compared to that for the neat
liquid.
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Figure 2.7. Fraction of percolating pathways for the neat liquid (squares), 5-mer
glass (cooling, closed circles), and ordered 5-mer (heating, closed circles) curves.
While the 5-mer glass forms few percolating pathways compared to the ordered solid,
there is always at least one percolating pathway present in the glass below 700 K.
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2.3.5 Cluster Statistics
Figure 2.8 shows mean cluster size as a function of temperature for the neat
liquid, 5-mer glass, and ordered 5-mer solid. The cold, ordered 5-mer solid shows the
expected cluster size of 5 (fully hydrogen bonded 1-dimensional wire), which upon
melting approaches the minimum value of unity (i.e., few hydrogen bonds). Upon
cooling we see the oft-cited hysteresis effect, but surprisingly the cold glass exhibits
larger mean cluster sizes than does the ordered solid, arising from tortuous paths in
the glass as opposed to the linear paths in the ordered solid. In all cases, the hydrogen
bond cluster sizes in these oligomeric solids are larger than in the corresponding neat
liquid.
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Figure 2.8. Mean hydrogen bond cluster size as a function of temperature for the
neat liquid (squares), 5-mer glass (closed circles) and the ordered 5-mer (open circles).
The cold 5-mer glass exhibits the largest cluster sizes due to the formation of tortuous
paths.
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2.3.6 System Size and Oligomer Length Effects
Figure 2.9 shows the percent of hydrogen bonds that arise from the heating and
cooling curves for the 5-mer, double 5-mer, and 10-mer systems. This shows that
neither system size (5-mer v. double 5-mer) nor oligomer length (double 5-mer v. 10-
mer) changes this quantity. It remains to be seen if more collective properties such
as cluster size are sensitive to system size or oligomer length.
Figure 2.10 shows mean hydrogen bond cluster sizes for the 5-mer, double 5-mer,
and 10-mer systems, with heating curves in the top panel and cooling curves in the
bottom one. As expected, the double 5-mer and 10-mer ordered systems show cluster
sizes around 10, while corresponding 5-mer systems begin at 5. To note, the double 5-
mer systems loses a hydrogen bond between chains more easily than the 10-mer system
because it lacks a covalent bond in the backbone between chains. This explains while
the double 5-mer tends to deviate from the cluster size of 10 in the heating curve
at slightly lower temperatures. However, upon melting and cooling to produce the
glassy versions of these three systems, there is no statistically significant difference in
cluster size among the three systems. This result suggests two important conclusions.
First, both local (Fig. 2.9) and collective (Fig. 2.10) hydrogen bonding properties are
converged with respect to system size in our simulations. Second, and perhaps more
important, the effect of tethering on the nature of the hydrogen bonding network has
already converged by an oligomer length of 5. This lack of sensitivity suggests that
there is little need for synthetic chemists to exert tight control over oligomer length
in such systems.
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Figure 2.9. Fraction of hydrogen bonds versus temperature for various system sizes
and oligomer lengths. Open symbols denote the heating curves while closed symbols
are for the cooling curves.
Figure 2.10. Mean cluster size versus temperature for various system sizes and
oligomer lengths. The top graph represents heating curves and the bottom graph
represents cooling curves.
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2.4 Summary and Concluding Remarks
We have applied molecular dynamics with the AMBER 94 forcefield to model
structures and dynamics of hydrogen bond networks that form from imidazoles teth-
ered to oligomeric aliphatic backbones in crystalline and glassy phases. We have
studied the behavior of oligomers containing 5 or 10 imidazole groups, and have com-
pared this behavior to properties of the neat imidazole liquid. AMBER 94 was found
to produce good agreement with DFT calculations on imidazole rotation barriers
and hydrogen bond strengths. The oligomeric systems have been simulated over the
range 100-900 K with constant-pressure molecular dynamics, and the neat liquid was
simulated in its standard liquid region of 375-525 K. The resulting liquid and solid
densities show good agreement with available experimental data on imidazole liquid,
substituted imidazole liquid, and polybenzimidazole solid.
Local and collective hydrogen bonding properties were extracted from these sim-
ulations in two different hypothetical phases: a “heating” curve initiated from an
ordered oligomeric phase that eventually melts above 600 K, and a “cooling” curve
that produces hysteresis through the formation of a glassy oligomeric solid.
For each of these phases, we gathered statistics on hydrogen bond cluster sizes
and percolating pathways as a function of temperature, for comparison with the
neat imidazole liquid. We have found that the 5-mer and 10-mer glasses show the
same hydrogen bond mean cluster size, and that this size is consistently larger than
that in liquid imidazole. Hydrogen bond clusters were found to percolate across the
simulation cell for all glassy and crystalline solids, but not for any imidazole liquid.
The apparent activation energy associated with hydrogen bond lifetimes in these
glasses (9.3 kJ/mol) is close to that for the liquid (8.7 kJ/mol), but is substantially
less than that in the crystalline solid (13.3 kJ/mol).
These results indicate that glassy oligomeric solids show a promising mixture of
extended hydrogen bond clusters and liquid-like dynamics. These oligomer glasses
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are attractive targets for synthetic chemists because their hydrogen bond properties
appear to be relatively insensitive to oligomer length, thus removing the need for
tight control over that property.
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CHAPTER 3
REORIENTATION DYNAMICS AND CHAIN LENGTH
DEPENDENCE
3.1 Introduction
Hydrogen bonding in scaffolded materials is important in many areas of chemistry
including self-assembly of organic molecules [9, 72, 56], proton sponges with small pro-
ton tranfer barriers [63, 64, 65], and long-range Grotthus shuttling [21, 66]. However,
very little is known about the connection between global hydrogen bonding, reorien-
tation dynamics, and chain length dependence. In the study below we use molecular
dynamics to probe this very relationship and ultimately answer the question “Does
homogeneity of chain length matter?”.
Recently Nagamani et. al [46] synthesized a series of polymers containing phenol
groups and the proton facilitator. They hypothesize that the lack of correlation
between Tg and the apparent activation energy suggests that reorientation is faster.
Although without an explicit determination of reorientation time, this remains an
hypothesis. Imidazoles have been tethered to small oligomer chains in the past [53,
54]. They were tethered to small ethylene oxide scaffolds of length 2-5. The long
spacers yielded a lower Tg and thus a higher proton conductivity. However, even
chains of length 5 only contained 2 imidazoles so the number of imidazoles remained
unchanged and it is not possible to determine the effect of homogeneity in these
systems. Heterocyclic polymers have been created with high proton mobilities by
Herz et. al [27]. They were able to show that heterocycles form aggregates through
hydrogen bonding. Proton conductivity was obtained through the self-dissociation of
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imidazole. Yet little is known about how this immobilization affects the reorientation
dynamics of imidazole.
In the work that follows we use molecular dynamics to study hydrogen bonding
networks and reorientation dynamics in short chain length oligomers. Our previous
work indicates that by the time the chain length reaches 5 you have attained satu-
ration in the hydrogen bonding network. Thus in this work we consider systems of
monomers, dimers, trimers, and compare to the pentamer. By calculating the ori-
entational correlation function of the imidazole ring we can extract a timescale for
reorientation. Moreover we will show that there is a hierarchy of excitations for dif-
ferent structural features (imidazole ring, linker, and backbone). This work will show
that small oligomers, not polymers, represent a nice blend of reorientation dynamics
and global hydrogen bonding networks.
3.2 Methods
3.2.1 System
Systems comprised of varying lengths of oligomers were studied. The chain length
range that was sample was n = 1, 2, 3, and 5. In addition to homogeneous chain length
systems, we also examined systems of heterogeneous chain lengths (i.e., 〈n〉 = 2 and
3). The backbone and linker remained the same (propyl linker and butyl backbone).
Chains were initially packed with the imidazole group of one chain being proximal
to the backbone of the chain below it forming 2-dimensional sheets. Sheets were
then packed to create pi-pi stacking between sheets (see Fig. 2.1). The homogeneous
systems where n = 2 and 3 and the heterogeneous system where 〈n〉 = 2 were created
starting with “wires” that were 6 imidazoles in length. Covalent bonds were removed
where necessary and hydrogens added as appropriate. These three systems had five
wire sheets and five such sheets to give a total of 150 imidazoles. The 〈n〉 = 2 system
used wire “a” in Fig. 3.1, while the dimer and trimer systems used wires c and b.
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The homogeneous systems of monomers and pentamers as well as the heterogenous
system 〈n〉 = 3 all began with wires that were 5 imidazoles in length; again deleting
the necessary covalent bonds and adding hydrogens. The pentamer system and 〈n〉
= 3 system had six wire sheets and five such sheets while the monomer system had
five wire sheets and six such sheets; all giving a total of 150 imidazoles. The 〈n〉 =
3 system had two sheets composed of entirely of each of the three different types of
wires shown in Fig. 3.2.
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Figure 3.1. Schematic of the n = 2,3 and 〈n〉 = 2 systems indicating how the
covalent bonds were broken to create wires of the desired length. Dimers and trimers
used wires c and b while the 〈n〉 = 2 system was created using wire a.
Figure 3.2. Schematic of the 〈n〉 = 3 systems indicating how the covalent bonds
were broken to create wires of the desired length. Sheets were composed entirely of
each type of wire (a,b, and c). There were two of each such sheet.
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3.2.2 Percolation and Reorientation
Percolation pathways are computed for all systems using the connectivity matrix
approach detailed above. However the normalization approach is slightly different and
will be outline here. In the previous chapter percolation pathways were presented as a
percent of the maximum number of pathways which was equal to the total number of
chains. This normalization technique is overly arbitrary and causes systems with large
cluster sizes to produce a small number of percolation pathways. Instead we compute
the percolation ratio which is equal to the percentage of imidazoles participating in
a percolation pathway.
The dynamics of the imidazole rings are probed by computing the reorientation
autocorrelation function. This function is defined as:
C(t) = 〈N(0) ·N(t)〉 − 〈N〉 · 〈N〉 (3.1)
Where N(0) and N(t) are the vector normal to the plane of the imidazole defined
by the three carbons in the ring. As will be shown below the term 〈N〉 · 〈N〉 is often
found to be close to one for glassy solids while close to zero for liquids. Thus it is
used as an order parameter. That is:
〈N〉 · 〈N〉 =


0, When liquid like
1, When solid like
A biexponential function (C(t) = ae−t/τ1+(1−a)e−t/τ2) is used to fit the remaining
portion of the autocorrelation function (C(t) = 〈N(0) ·N(t)〉), from which we extract
the slower timescale. The faster timescale is generally attributed to fast vibrations in
the ring (librational motion) [61]. To note, autocorrelation functions are calculated
for each and every imidazole which yields a distribution of reorientation timescales.
While the order parameter is an average over all imidazoles (although each imidazole
would have a characteristic order parameter). Reorientation dynamics of the linker
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and backbone were also studied by replacing the normal vector with the vector “A”
and vector “B” in Fig. 3.3 respectively.
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Figure 3.3. The vectors used to compute reorientation dynamics for the linker (A)
and backbone (B).
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3.2.3 Simulation Details
The Generalized AMBER force field (GAFF) was used for all simulations [68].
GAFF is completely compatible with previous versions of AMBER and should repro-
duce the force field tests described in the previous chapter. The functional form of
GAFF is given by:
V (X) =
∑
bonds
1
2
kb(r − r◦)
2 +
∑
angles
1
2
ka(θ − θ◦)
2 +
∑
torsions
1
2
Vn[1 + cos(nω − γ)]+
N−1∑
j=1
N∑
i=j+1
i,j[(
r◦,i,j
rij
)12 − 2(
r◦,i,j
rij
)6] +
qiqj
4pi◦rij
. (3.2)
The same charge set that was described in the previous chapter was used and can be
found in Fig. A.1. All systems were started in the crystalline state described above
and were heated to 900 K. A equilibrium snapshot from 900 K was then used to start
an 800 K simulation; from which an equilibrium snapshot was taken to start a 700 K
simulation. This process was continued until 300 K producing a final temperature scan
of 300-800 K in increments of 100 K. All simulations included a 1 ns equilibration
period followed by a 5 ns period of data collection. Velocities were scaled to the
Gaussian distribution corresponding to the target temperature. All other simulation
details remained the same as the previous chapter.
3.3 Results and Discussion
3.3.1 Equation of State
In continuation of Fig. 2.4 we show the density of all chain length systems in
Fig. 3.4. All systems follow a similar trend to the cooling curves of the pentamers
discussed in the previous chapter. Although it is interesting to note that there is
a distinct qualitative trend that as the chain length is decreased, the density also
decreases. This may possibly be due to the increase in flexibility in the system. Liquid
imidazole, arguably the most flexible, is more dense than some of the oligomers. It is
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clear that the addition of a side chain (ie. the monomer) prevents the system from
densely packing. Also of interest is that heterogeneous systems are producing the
same density as the homogeneous systems. Ultimately, we have created reasonably
dense systems of study.
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Figure 3.4. The computed density of all systems over the range of temperatures
that were monitored. Heterogeneous systems are the open circles but are statistically
equivalent to their homoegeneous counterpart.
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3.3.2 Collective Hydrogen Bonding Networks
Figure 3.5 shows the results from our study of percolation pathways. All chain
lengths produce non-zero percolation ratios even at very high temperatures. Decreas-
ing the chain length does decrease in the percentage of imidazoles participating in a
percolation pathway most likely due to the lack of covalent bonds to constrain im-
idazoles within closer proximity. It is interesting to note that the pentamers were
producing 20% of the “maximum” number of percolation pathways (Fig. 2.7) at 300
K, which is ∼6 pathways. Here we calculate 60% of imidazoles participating in a per-
colation pathway which is ∼90 imidazoles for an average of 15 imidazoles/percolation
pathway. Indicating that the percolation pathways produced are relatively tortu-
ous. This also validates the decision to change the normalization from the number of
wires to the number of imidazoles. Continuing the trend of the density calculation,
the heterogenous systems show no statistical difference in percolation ratio from the
homogeneous comparisons.
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Figure 3.5. Percolation ratio as a function of temperature. The percolation ratio is
the percentage of imidazoles participating in a percolation pathway. The heterogenous
systems are shown in open circles.
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3.3.3 Reorientation Order Parameter and Structural Excitations
Below we describe the results of the calculation of reorientation parameters. This
parameter can be used as an order parameter because it will go to 0 when the struc-
tural feature (imidazole, linker, or backbone) reaches orientational randomization
but when little randomization occurs the parameter will remain at 1. To note, if
simulations were run long “enough” this parameter would always go to 0. Thus by
comparing these parameters in simulations of equal length across various tempera-
tures there is both a dynamical (ie. which structural feature randomizes first?) and a
thermodynamic aspect to the study (ie. at what temperature does the structural fea-
ture reach randomization?). Results are show in Figure 3.6. Imidazole reorientation
is a), linker reorientation is b), backbone reorientation is c), and Fig. 3.6 d) shows
the reorientation parameter for all three structural features for each of the systems
at 400 K.
For all three structural features decreasing the chain length decreases the charac-
teristic temperature at which the feature reaches randomization. This temperature is
indicated not only by the parameter going to 0 but also by the fluctuations shrinking.
For example, the monomers reach randomization for all three features at 400 K. The
broadening of the fluctuations at lower temperatures also indicate that a glass has
formed in which some imidazoles, linkers, or backbones are able to reorient quickly
while others are dynamically trapped. From this study we can determine that imida-
zoles reach orientational randomization at 500 K for all systems, the linker at ∼600
K and the backbone at ∼700 K. Thus there appears to be a hierarchy of structural
excitations in the systems. In a similar trend from the density and percolation, het-
erogeneous systems display statistically identical trends in structural excitations as
the homogeneous equivalents. This brings about an interesting observation. There
is considerable work that suggests a low Tg of polymers will give rise to fast reorien-
tation dynamics and thus better proton conduction [41, 49, 46]. In our results the
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reorientation of the backbone of the backbone would be comparable to the glass tran-
sition process, which we have shown are thermally excited after the imidazole rings.
Therefore it is reasonable to suggest that the glass transition temperature is a poor
indicator of fast reorientation.
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Figure 3.6. Reorientation parameter for the imidazoles (a), linker (b), backbone(c),
and all three reorientation parameter for the different chain lengths at 400 K (d).
46
3.3.4 Reorientation Dynamics
Orientational correlation functions were calculated for imidazoles. There is a
correlation function for each imidazole in each system. Although these functions could
be summed together; there is a wealth of information to be gained by studying the
functions of individual imidazoles. These results are shown in Figure 3.7. Figure 3.7
a) shows the correlation function of all imidazoles for monomers (black), trimers (red)
and pentamers (black). Highlighted in this figure is that the curves for the monomer
imidazoles decrease much faster than those of the trimer and pentamer which indicates
the reorientation dynamics of imidazoles in that system are much faster. Moreover
there is a clear distribution of correlation functions for both the trimers and pentamers
further confirming that a glassy solid has formed. This distribution appears to spread
in going from monomers to trimers to pentamers. Furthermore, there is no real
average timescale in the system which indicates that some imidazoles are dynamically
trapped and reorient slowly, while others are free to reorient quickly. This is, by
definition, a glassy solid. While a glassy solid has formed for the trimers at 400 K, all
systems reach a characteristic temperature at which they display liquid like dynamics.
Figure 3.6 b) shows the correlation functions for trimers at 400 K (blue) and 600 K
(red). At 600 K the trimer imidazole correlation functions are very similar to the
monomer imidazole correlation functions at 400 K.
The correlation functions were fit with a biexponential function and a reorienta-
tion timescale was extracted. Although, typically we would like to extract an overall
average that is not physically relevant in a glassy solid where many of the imidazoles
are dynamically trapped. This is indicated by the very broad distributions of reori-
entation times shown in Figure 3.8. The distributions broaden as the chain length is
increased, although all systems display longer reorientation dynamics when compared
to the neat liguid.
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Figure 3.7. Orientational correlation functions of imidazoles at 400 K for monomers,
trimers, and pentamers (a) and orientational correlation functions of imidazoles for
trimers at 400 K and 600 K (b).
Figure 3.8. Distributions of reorientation timescales for the liquid (green), monomers
(black), trimers (red), and pentamers (blue) at 400 K.
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3.3.5 Summary and Concluding Remarks
We have modeled systems of imidazoles tethered to an oligomeric backbone where
the chain length of the oligomer was varied from monomers, dimers, trimers, and
pentamers. Heterogeneous systems with an average chain length of 2 and 3 were
studied which, when compared to the homogeneous dimers and trimers, probe the
effect of heterogeneity on hydrogen bonding networks and reorientational random-
ization. Oligomers were heated to 900 K producing a disordered system which was
then cooled sequentially to 300 K in increments of 100 K. Global hydrogen bonding
networks were probed by studying the percentage of imidazoles participating in per-
colation pathways. Reorientation randomizations of three structural features (imida-
zole, linker, and backbone) were studied via an order parameter of the corresponding
vector (〈N〉 · 〈N〉).
Decreasing the chain length tends to decrease the percolation ratio but also de-
creases the reorientational timescale of imidazoles. Additionally smaller chain lengths
reach orientational randomization at lower temperature for all structural features.
This indicates that there is a clear trade off between creating numerous global hydro-
gen bonding networks and fast reorientational dynamics. A hierarchy of structural
excitations was found where the imidazoles reach orientational randomization fol-
lowed by the linker and the backbone. Heterogeneity of the chain length appears to
have little effect on the formation of percolation pathways and orientational random-
ization. While polymers have been the main focus for proton exchange membrane
materials, these small oligomers, where precise control over chain length distribution
is of little importance, present exciting targets for materials that form glassy solids
with long range hydrogen bonds and faster reorientation dynamics.
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CHAPTER 4
MODELING PROTON TRANSFER USING AN
EMPIRICAL VALENCE BOND MODEL
4.1 Introduction
Standard classical force fields such as AMBER are incapable of simulating the
Grotthuss shuttling process because they do not incorporate bond breaking and mak-
ing phenomena. Ab initio molecular dynamics or CPMD will allow for this event
but are too computationally demanding to study large systems and slow dynamical
quantities such as proton transfer and reorientation. Instead we have chosen to use
the Multistate Empirical Valence Bond (MS-EVB) model to explicitly simulate the
proton transfer process. This methodology is based on classical force fields so it is
computationally efficient and will still allow for bond making and breaking. The
EVB model was originally pioneered by Coulson [16] and Mulliken[44] and then later
developed by Warshel [5]. The EVB model was recently extended to the multistate
model by Voth [37].
This approach has been used extensively to study proton transfer in water [37, 19,
40, 10], proteins [42, 60, 48], and nafion [22]. Recently it has been used to study proton
transfer in liquid imiazole [14, 35]. It was shown that although the model was created
by fitting to a gas phase calculation that is produced reasonable liquid properties
in including the diffusion coefficient (.20 A˚2ps) which was in good agreement with
experimental values [33]. Moreover it was shown that, unlike water, the proton is
heavily localize on a single imidazole and can often hop quickly and then rest for long
periods of time. This suggests that forming continuous pathways for proton hops to
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occur is time consuming and possible rate-determining. Below we describe our initial
attempts at reproducing this model in the liquid. Although we found that some of
the parameters from the 2009 paper were reported incorrectly we were able to find an
acceptable fit to proton tranfer potential energy surface which provides the framework
for an MS-EVB model.
4.2 Methods
4.2.1 Methodology
In the MS-EVB approach the various protonation configurations are partitioned
into multiple diabatic EVB states. For example if we imagine a trimer of imidazoles
with one excess proton (see Figure 4.1). One could arrange the covalent bonds such
that the excess proton was associated with the middle imidazole (state 1). However,
we could, rearrange the covalent bonds and create two more valence bond states such
that the proton was on the outside imidazoles (states 2 and 3). These states compose
the basis states for the overall ”Hamiltonian” matrix. This solvation structure can
then be mathematically conceptualized by a linear combination of these EVB basis
states. That is:
|Ψ〉 =
N∑
i
ci(x)|i〉 (4.1)
where |Ψ〉 is the adiabatic MS-EVB state as a function of the coordinates x, while
the |i〉’s are the diabatic EVB states.
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Figure 4.1. A depiction of possible valence bond states in a system of three imidazole
and one excess proton.
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From this breakdown of states we can generate the Hamilonian matrix with ele-
ments hnm(x). The diagonal elements hnn(x) of the EVB Hamiltonian for a proto-
nated imidazole state are given by:
hnn(x) = V
intra
cat +
Nim∑
k
V
intra,k
im +
Nim∑
k
V
inter,k
cat,im +
∑
k<k′
V
inter,kk′
im (4.2)
where the four terms are, from left to right, the intramolecular potential of the imi-
dazole cation, the intramolecular potential of all other imidazoles, the intermolecular
potential between the imidazole cation and all other imidazoles, and the intermolecu-
lar potential between all other imidazoles. These four terms are calculated using the
GAFF force field which we have already shown will be an acceptable force field for
our oligomer systems.
In order for a transition to occur between the possible states we must couple
the reactant state to the product state. It is the off-diagonal terms, hnm(x) of the
Hamiltonian that represent such couplings. While there are many choices for poten-
tial off-diagonal functional forms, one in the literature that has shown to accurately
reproduce the potential energy surface of moving a proton between two imidazoles is
[14]:
hnm(x) = Vconst ∗ A(RNN , qNN) (4.3)
where Vconst is an empirical coupling constant and A((RNN , qNN) is a damping func-
tion that depends on the geometry of the cation–imidazole complex:
A(RNN , qNN) = exp(−γq
2
NN ){1 + Pexp[−k(RNN −DNN)
2]}×{
1
2
[1− tanh(β(RNN −R
◦
NN ))] + P
′exp(−α(RNN − r
◦
NN))
}
(4.4)
where the quantity RNN is the distance between the adduct nitrogens and qNN is the
distance between the point halfway between the two nitrogens and the transfering
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protons. The complete set of empirical parameters for the MS-EVB model consist of
γ, P , k, DNN , β, R
◦
NN , P
′, α, r◦NN , and Vconst from equation (4.3). Parameterization
of these variables will be described below.
The ground state energy of the protonated system E◦(x) is determined by solving
the matrix eigenvalue equation according to the variational principle:
cTHc = E◦(x) (4.5)
where c is the ground-state eigenvector whose elements are the coefficients ci(x) from
equation (4.1). Once the eigenvector problem has been solved the system is pro-
pogated the system in time by calculating the force from the Hellmann-Feynman
theorem [23] given by:
Fj(x) = −〈Ψ◦|~5jH|Ψ◦〉 = −
∑
m,n
c∗m(x)cn(x)
~5jhmn(x) (4.6)
where Fj is the force on atom j. The forces are then given to the leap frog integrator.
A quick proof of this theorem is shown in Appendix C.
A good depiction of how the EVB model converts a non-reactive force field into
a reactive one is displayed in Fig 4.2. A classical force field like AMBER, which
typically treat bonds as harmonic oscillators, would generate a PES illustrated by
the black curves. If the proton is associated with the imidazole on the left and moves
to the right we would expect the black curve on the left, or if the proton is associated
with the imidazole on the right and moves to the left we would expect the black
curve on the right. The EVB model combines these two potential energy surfaces to
yield the true PES for moving the proton. However, if a simple equal combination
of the two potential energy surfaces is used then the barrier would be represented
by the crossing point of the two black curves, which is significantly higher than the
true barrier. Therefore the role the off-diagonal function plays is to bring this high
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crossing point down to the true PES, while the role the diagonal elements play are to
match the PES when the proton is closely held to either the imidazole on the left or
the imidazole on the right.
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Figure 4.2. An illustration of the role of both the diagonal elements of the Hamil-
tonian and the off-diagonal elements play in the EVB model for proton transfer.
Classical force fields would generate potential energy surfaces shown in black, while
the EVB model generates a potential energy surface shown in blue by mixing the two
classical surfaces and adding an off-diagonal coupling term.
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Generating EVB states will take some care. While every possible hydrogen bond-
ing topology could be considered an EVB state, it would be computationally expensive
to include all such state. Instead, we consider those states that have a non-negligible
contribution to the ground state energy of the system and thus would have non-
negligible ci(x)’s. However, it is impossible to know which states will be non-negligible
a priori therefore we much use chemical intuition to decide which states to include.
The most significant EVB states are found using the following algorithm:
1. At each time step of an MS-EVB simulation the imidazole cation with the
largest EVB amplitude (ci(x)) from the previous time step is considered the
”pivot” imidazole. For the first step the imidazole with a lone pair nitrogen
that is closest to the excess proton is considered the pivot imidazole.
2. The pivot imidazole is be regarded as the reactant state. Any imidazole that
has a lone pair nitrogen and excess proton distance of less than 2.5 A˚ will is
considered a possible product states.
3. Each of the product imidazoles found in step 2 are considered reactant states
for the second solvation shell.
Steps 2 and 3 can be repeated to include as many solvation shells necessary which is
determined by studying the conservation of energy in an NVE simulation. However,
we have found that including just one solvation shell produces reasonable conservation
of energy. The EVB functionality was added to the DL Poly 2 MD package. A flow
chart for an EVB simulation which indicates how it differs from a classical simulation
is shown in Fig. 4.3.
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Find states w/in 2.5 A˚ of im+
Create xyz arrays for each state
Use existing DL Poly code to calcu-
late PE and force for each state (Hnn)
Calculate Hnm
Diagonalize H (LAPACK)
Hellmann-Feynman to calculate forces
Fj(x) = −
∑
m,n
c
∗
m(x)cn(x)
−→
∇jhmn(x)
Feed forces to DL Poly LF integrator and update positions
Is c(1) the largest EVB amplitude
New im+ Old im+
yesno
Figure 4.3. Flow chart of the EVB functionality. The entire flow chart occurs on
each step.
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4.2.2 Potential Energy Surface
A key test for an MS-EVB model is to compare the calculation of the proton trans-
fer potential energy surface (PES) using the MS-EVB model to electronic structure
calculations. To calculate the PES using electronic structure calculations the pro-
tonated imidazole dimer was first geometry optimized using the B3LYP/6-311G**
model chemistry in Gaussian03. Using the optimized geometry as a starting point,
the N· · ·N intermolecular distance between proton sharing nitrogens was varied from
2.64-2.94 A˚ in increments of .1 A˚. For each N· · ·N distance the proton was stepped
from an initial bond length of .9 A˚ on the first imidazole to a final bond length of
.94 A˚ on the second imidazole in increments of .05 A˚. For each point on the PES the
geometry was optimized while fixing the N-H · · · N complex.
The optimized geometries at each point were used to calculate single point energies
using the MS-EVB model. All model parameters were used directly from Voth et.
al. work on liquid imidazole [14]. However, using their parameters exactly from their
work produced very large barriers (Fig. 4.4a). We can calculate the same barrier
using GAFF simply by changing the N-H bond at the transition point and doing so
indicates that there is very little change from GAFF to the MS-EVB model (Fig.
4.4b). Further inspection of the barrier contributions in GAFF indicate that there is
a very large contribution from VDW interactions (Fig. 4.4c). The main contribution
comes from the N· · ·H intermolecular VDW energy as this interaction is well into
the repulsive region at the proton transfer midpoint when the N· · ·H distance is
very small (∼1.3 A˚). This also explains why the trend in the barrier height using
the MS-EVB model with respect to the N· · ·N distance is qualitatively wrong. As
the N· · ·N distance grows the N· · ·H distance at the transition state gets larger and
moves away from the repulsive region of the interaction. Given this information and
through various conversations with current and past members of the Voth group it
became obvious that the σ and  parameters for the N· · ·H interaction listed in the
59
2009 paper may not have been what was actually used in the model. In fact, it was
suggested that this interaction was turned off altogether by setting  to 0. In doing
so, the trend of the barrier was changed but there was still poor agreement with the
DFT results (Fig. 4.4d).
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Figure 4.4. Potential energy surface of proton transfer in a protonated imidazole
dimer using the parameters from Voth et. al. as is (a), using GAFF only (b), and
turning the N· · ·H  to 0 (d). The GAFF barrier contributions are shown in c) and
indicates a large contribution from VDW interactions.
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We then performed an exhaustive scan of the N-H morse bond parameters. In
the scan we varied k from 105.6 to 185.6 in increments of 20 kcal/mol, r0 from 1.0
to 1.1 in increments of .01 A˚, and a from .511 to 1.511 in increments of .1 A˚−1
to produce a total of 500 data sets. To evaluate each data set we calculated the
difference between barrier heights from the MS-EVB result to the DFT result. This
difference was summed over all N· · ·N distances. In a classical barrier tunneling is
not important so the width of the PES is less important than the total height. From
this scan we found the best parameter set to be 105.6 kcal/mol, 1.03 A˚, and 1.411
A˚−1 for k, r0, and a respectively. This set of morse parameters along with the rest
of the GAFF parameters and off-diagonal parameters listed below comprise the total
set of parameters used in the MS-EVB model and produce good agreement with the
DFT PES (Fig. 4.5).
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Figure 4.5. Potential energy surface of proton transfer in a protonated imidazole
dimer using the best set of parameters from a scan of the morse bond parameters.
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4.2.2.1 Fitting the PES
We did initially attempt to fit the PES using GAFF while maintaining the N· · ·H
interaction. From the equation for diagonalizing the Hamiltonian we can determine
the following expression for values of the off-diagonals:
det(H − λI) =
∣∣∣∣∣∣∣
H11 − λ H12
H12 H22 − λ
∣∣∣∣∣∣∣
= 0
H212 = (H11 − λ)(H22 − λ)
λ = (DFT Energy + AMBERMin)
where H11 and H22 are calculated using GAFF, and λ is the expected eigenvalue.
The expression for λ is necessary to bootstrap the force field into the DFT results
as the zero of energy is different. From this we had a collection of values for H12 for
different values of RNN and qNN (Figure. 4.6). For our fit we focused on the points
near qNN = 0 that appear as an upside-down Gaussian. This was important because
it would be difficult to find a function to fit the entire curve and, in general, GAFF
does a reasonable job describing the energy when the proton is highly localized (qNN
is large). We used gnuplot 4.4 [69] to produce a fit to the function listed in eq. 4.3.
Our fit produced reasonable agreement with the PES surface and is shown in Figure
4.7. The parameters produced from the fit are shown in Table 4.1. However, it was
found that this function produced un-stable dynamics and caused nitrogens to come
within 1.4 A˚ of each other. To note, this is caused by the value of r◦NN which from
our fit is 2.7233. This comes into the equation for the off-diagonal as:
P ′exp(−α(RNN − r
◦
NN)) (4.7)
Thus when the nitrogens come within 2.7233 A˚ of each other this portion of the
function becomes very sharp and leads to a discontinuity in the forces. This indicates
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that the force field out of the box is too harsh to produce stable dynamics and thus
validates our decision to ignore the N· · ·H VDW interaction.
Table 4.1. Off-diagonal parameters determined by fitting to GAFF including the
N· · ·H interaction.
Vconst -13.97550 kcal/mol γ 6.35340 A˚
−2
P 2.32186 k 2.19842 A˚−2
DNN 3.47689 A˚ β 1.73597 A˚
−1
R0NN 6.12020 A˚ P
‘ 1.30633
α 7.32702 A˚−1 r0NN 2.72333 A˚
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Figure 4.6. The calculated values for the off-diagonal elements of the Hamiltonian
calculated from he expression determined from the diagonalization of the matrix.
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Figure 4.7. MS-EVB PES compared to the DFT result using our fit to GAFF out
of the box. The parameters for the fit are listed in Table 4.1
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4.2.3 Model Parameters
The diagonal elements of the Hamiltonian were calculated using GAFF which
we have shown to be an acceptable force field for our simulations. The force field
has been discussed in previous chapters so we will only highly details here. The
functional form of GAFF is shown in eq. 3.2 however for the N-H intramolecular
bond we have used the Morse functional form to more accurately represent the bond
breaking phenomena. The functional form of the Morse potential is given by:
E = k[1− exp(−a(rN−H − r0))]
2 (4.8)
in which the parameters k, r0, and a are 105.6 kcal/mol, 1.03 A˚, and 1.411 A˚
−1
respectively. These parameters, which differ from the work of Voth et. al [14], were
scanned to fit the PES as discussed above.
The atom indices, atom types, charges, and VDW parameters are listed in Fig 4.8
and Table 4.3 below. The rest of the GAFF parameters (bonds, angles, and dihedrals)
can be found in the example DL Poly input file in Appendix B. The only change
from this parameter set and the one listed in Voth’s et. al. paper is that the  for the
N· · ·H VDW interaction was set to 0 which was found to be necessary to the fit PES
as discussed above. The off-diagonal parameters were kept the same from Voth’s et.
al work and are listed in Table 4.2.
Table 4.2. Off-diagonal parameters used in the MS-EVB model.
Vconst -13.63367 kcal/mol γ .32349 A˚
−2
P 0.19391 k 2.79839 A˚−2
DNN 2.98451 A˚ β 1.47107 A˚
−1
R0NN 2.73998 A˚ P
′ 1.19798
α 6.61940 A˚−1 r0NN 1.81092 A˚
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Figure 4.8. Schematic of imidazole (b) and the protonated imidazolium (a) indicat-
ing the atom numbers that are referred to in Table 4.3.
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Table 4.3. Atom indices, force field atom types, charges, and VDW parameters used
in the MS-EVB model for imidazole, imidazolium, and the counterion.
Atom Index GAFF Atom Type q(e) σ (A˚)  (kcal/mol)
Imidazolium (a)
1 C2 -0.1279 3.399713 0.0860
2 NA -0.1469 3.250040 0.1700
3 C2 0.0650 3.399713 0.0860
4 NA -0.1469 3.250040 0.1700
5 C2 -0.1279 3.399713 0.0860
6 H4 0.2513 2.510584 0.0150
7 HN 0.3710 1.069092 0.0157
8 H5 0.2400 2.421493 0.0150
9 HN 0.3710 1.069092 0.0157
10 H4 0.2513 2.510584 0.0150
Atom Index GAFF Atom Type q(e) σ (A˚)  (kcal/mol)
Imidazole (b)
1 CD -0.3353 3.399713 0.0860
2 NA -0.2214 3.250040 0.1700
3 CD 0.2030 3.399713 0.0860
4 NC -0.5348 3.250040 0.1700
5 CC 0.1469 3.399713 0.0860
6 H4 0.2137 2.510584 0.0150
7 HN 0.3110 1.069092 0.0157
8 H5 0.1111 2.421493 0.0150
9 H4 0.1058 2.510584 0.0150
Atom Index GAFF Atom Type q(e) σ (A˚)  (kcal/mol)
Counterion
1 CL -1.0000 3.896000 0.2650
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4.2.4 Simulation Details
Our initial foray into MS-EVB simulations began on the liquid imidazole system.
This provides an ideal test case because there is previous MS-EVB work done on
this system [14] and experimental data for key proton transfer quantities such as
the proton diffusion coefficient and the proton hop rate [33]. To generate a starting
structure for the liquid we created a crystal structure containing 432 imidazoles. This
structure was then melted using a NpT non-EVB simulation. An excess proton was
then added to an imidazole and the counterion Cl− added at random in the simulation
box. This system was equilibrated using an NV E non-EVB simulation with a cubic
box of length 36.18 A˚ to maintain a density of 1.03 g/cm3.
EVB simulations were run using the above structure as the initial configuration.
Simulations were run in the NV E ensemble at 373, 393, 413, 433, and 453 K. All
simulations began with .5 ns of equilibration where velocities were scaled to the
Gaussian distribution corresponding to the target temperature. Simulations then
continued for an additional 10 ns of data collection time. A timestep of 1 fs was
used for all simulations. Long range interactions were calculated with the Ewald
summation in all directions using periodic boundary conditions. The short range
cutoff was set to 10 A˚.
4.3 Results and Discussion
4.3.1 Proton Transfer Potential Energy Surface
Proton transfer properties such as the hop rate and diffusion constant depend in-
herently on the underlying potential energy surface for proton transfer; more specifi-
cally the barrier height. Using density functional theory we calculated these barriers
as 1.10, 3.31, 6.32, and 10.1 kcal/mol for the various N· · ·N distances. These values
agree favorably with the work of Voth et. al [14]. Using the parameter set discussed
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above our MS-EVB model accurately reproduces these barrier heights; consistently
within .2-.3 kcal/mol (Fig. 4.5).
4.3.2 Conservation of Total Energy
The penultimate test of an MS-EVB model is to monitor the conservation of
total energy in an NV E simulation. Ideally one would include all possible bonding
topologies as EVB states, however this is not computationally feasible. The non-
inclusion of a state that contributes extensively to the Hamiltonian will lead to drifts
in the total energy. Moreover the constant fluctuation in the number and identity
of states will lead to discontinuities in the forces and thus the total energy. Care
must be taken to chose model parameters that mitigate these fluctuations as much as
possible. An example total energy plot from an NV E simulation at 373 K is shown in
Fig. 4.9. The slope of a linear fit to the total energy will yield the drift which in this
simulation amounted to 3.2 kcal/mol per ns. While an order of magnitude larger than
the work of Voth et. al [14] we have chosen to use only 1 solvation shell whereas they
had used 2 solvation shells. This drift does compare favorably with much of the EVB
work done on proton transfer in water [52, 19, 70]. Additionally there is negligible
drift in the temperature (.13 K/ns). Total energy drifts for the other temperatures
were found to be 1.4, .9, 1.8, and 2.8 kcal/mol per ns for 393, 413, 433, and 453 K.
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Figure 4.9. The total energy of an NV E simulation at 373 K. A linear fit yields a
drift of 3.2 kcal/mol per ns.
73
To note, it is important to choose EVB states and model parameters carefully to
avoid discontinuities. The identity of the states can change very rapidly which will
lead to inherent discontinuities in the forces. This was evident in our first attempts
at the model in which we simply allowed the closest two imidazoles to be considered
EVB states. This was easier to code because it created a consistent size Hamiltonian
on each step. However, this lead to large distributions of the values of qNN and RNN .
Thus any quick change in the identity of EVB states created a large change in the
values of these key parameters which created large spikes in the total energy. For
example, Figure 4.10 shows one such spike which occurs when there is a change in
the identity of the EVB states and thus a discontinuous change in the value of qNN
and RNN (Figure 4.11). Therefore, it is important to only consider those states that
contribute non-negligibly to the total energy of the system
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Figure 4.10. The total energy of an NV E simulation with a large spike in the total
energy created when there was a discontinuous change in the identity of the EVB
states.
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Figure 4.11. The values of RNN (top) and qNN (bottom) at which point the total
energy spikes which is created by corresponding spikes in these parameters.
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4.3.3 Proton Hop Rate
As shown previously in the literature [14] the forward proton hop rate, ie. Grotthus-
type hopping, can be calculated by monitoring the following accumulation function:


h(t) = h(t− 1) + ∆h(∆t)
h(0) = 0
where ∆t is the time step and the increment funtion ∆h(∆t) is defined as:
∆h(∆t) =


0 if no proton hopping occurs
1 if proton hops to a new imidazole
−1 if proton hops to its previous imidazole
To note, if the proton is to hop back to its previous imidazole, the imidazole from
which it came becomes the previous imidazole. Fig. 4.12 depicts this function for a
simulation at 433 K. The slope of the line yields a hop rate of 1/55 ps−1. In imidazole
both nitrogens are chemically equivalent and thus the backward hopping rate would
be equal to the forward hopping rate. Therefore, the overall hopping rate would be
twice the forward hop rate and would be 1/28 ps−1. A similar analysis at 453 K yields
an overall hop rate of 1/21 ps−1.
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Figure 4.12. The accumulation forward hopping function at 433 K. The slope of
the line indicates a hop rate of 1/55 ps−1.
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4.3.4 Proton Diffusion Coefficient
Given the delocalized nature of a proton it is non-trivial how to express its exact
location. Therefore is must be defined as the combination of center of charge of each
EVB state to give the overall center of excess charge. That is:
rCEC =
NEV B∑
i
c2i r
i
COC (4.9)
where c2i is the EVB amplitude and r
i
COC is the center of charge for each EVB state
given by:
riCOC =
1
im+∑
j
|qj|
im+∑
j
|qj|~rj (4.10)
From this a proton diffusion coefficient can be calculated from the mean-square dis-
placement (MSD) of the center of excess charge. The MSD at 393 K is given in Figure
4.13 which yields a diffusion coefficient of .14 A˚2/ps. Although this is slightly smaller
than the work of Voth et. al. (.20 A˚2/ps) [14] is compares favorably to experimental
values [33]. Moreover the diffusion coefficient in Voth’s work was calculated from an
MSD over the range of 0 to 35 A˚2. Given that their box length was 28 A˚, which
squared is 784, it is not obvious that the coefficient they calculated really represents
true diffusional motion through the box.
The diffusion coefficients can be used to calculate an activation energy for proton
motion by fitting the plot of ln(D) as a function of temperature. This is shown in
Figure 4.14. A linear fit gives an activation energy of 2.6 kcal/mol which does compare
well to Voth et. al.(2.1 kcal/mol). Both values are lower than the experimentally
determined value of 5.3 kcal/mol [32] although the experimental value was determined
from an un-doped system. It is likely that the increase in activation energy is due to
the energetic penalty of self-dissociation of an imidazole.
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Figure 4.13. The mean-square displacement of the center of excess charge at 393
K. The slope yield a diffusion coefficient of .14 A˚2/ps.
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4.4 Summary and Concluding Remarks
We have developed an MS-EVB model to observe and study proton transfer in
a system containing 432 imidazoles, 1 excess proton, and a counterion. Parameters
for the model were found by fitting the MS-EVB proton transfer potential energy
surface to the one calculated using electronic structure methods. The classical force
field GAFF was used to calculated the elements of the diagonal of the Hamiltonian.
The liquid imidazole was modeled over the range of 373-453 K in increments of 20 K.
We found that the Lennard-Jones VDW interaction between intermolecular N· · ·H
groups produced very high barriers that were too difficult to be overcome by the
off-diagonal elements. Therefore, that interaction was removed from the diagonal
elements. Furthermore, we found that the morse parameters for the intramolecular
N-H interaction reported in Voth’s et. al work produced poor fits to the proton
transfer PES. Our exhaustive scan of these parameters yielded a slightly different set
of values but produced acceptable fits to the DFT PES. Our MS-EVB model only
included one solvation shell however we found very good conservation of total energy
(3.2 kcal/mol per ns) and negligible drift in the temperature (.13 K/ns). Overall
proton hop rates at 433 K and 453 K were found to be 1/28 ps−1 and 1/21 ps−1. An
activation energy for proton diffusion was found to be 2.6 kcal/mol which compares
well to previous computational results. This work, although preliminary in nature,
has proven that we generate stable dynamics with an acceptable fit to the PES for a
model system. It provides the basis for future work on the tethered imidazole systems,
ultimately for comparing proton transfer properties to the hydrogen bonding statistics
already mentioned.
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CHAPTER 5
CONCLUSIONS AND SUGGESTIONS FOR FUTURE
WORK
5.1 Conclusions
5.1.1 Clustering in Glassy Solids
We have shown that tethering imidazoles to an oligomeric backbone increases the
tendency to form hydrogen bonds when compared to the neat liguid. This appears to
be in a glassy state created by taking an arbitrary ordered solid and heating to a high
temperature and then cooling it back down. The hydrogen bonds that are formed
in the well ordered solid are much stronger than hydrogen bonds typically found
in water (∼40 KJ/mol). Although the bonds are stronger the activation energy to
slightly break the bond is not significantly greater than that of the liquid. Which
suggests that glassy small oligomers might present an ideal combination of solid-like
behavior with liquid-like dynamics.
Moreover the glassy oligomers had a tendency to form percolation pathways which
were absent in the neat liquid. A percolation pathway will provide a continuous net-
work of hydrogen bonds that might be a super highway for transporting protons. Not
surprisingly then, the oligomers also formed larger cluster sizes. Although interest-
ingly the cluster sizes formed during the cooling process eventually surpass the cluster
sizes formed in the linear well ordered solid indicating that clusters can be rather tor-
tuous. Additionally we studied the effect of chain length and system size by doubling
the chain length from 5 to 10 units and comparatively doubled the system size of
the 5-mers. These changes had no effect on the hydrogen bonding statistics within
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the system suggesting that we had reached an acceptable thermodynamic limit for
system size and suggesting small chains, not large chains or polymers, might provide
ideal hydrogen bond tendencies.
5.1.2 Reorientation Dynamics and Chain Length Studies
We created similar glassy solids of systems with smaller chain lengths (n = 1, 2,
3, and 5). We also studied the effect of heterogeneity by studying systems where
the average chain length was equal to 2 and 3 (and subsequently comparing to the
homogeneous dimer and trimer systems). The percolation ratio, ie. the number of im-
idazoles participating in a percolation pathway, tends to decrease as the chain length
is decreased. Although all systems displayed a non-zero percolation ratio even at
very high temperatures. A quick calculation showed that the pentamers were previ-
ously indicated to have ∼6 percolation pathways with ∼90 imidazoles participating in
those pathways for an average of 15 imidazoles per percolation pathway. This further
suggests that hydrogen bond paths through the solids are inter-chain and non-linear.
An order parameter for orientational randomization was suggested (〈N〉 · 〈N〉)
which would be equal to 0 for most vector quantities if the simulation was run long
enough. However, in many of our systems this parameter would be equal to 1 with
very large distributions; further evidence of a glass. We studied this parameter for
three structural features; the imidazoles, the linker, and the backbone. Decreasing
the chain length decreases the temperature at which this parameter would tend to 0
for all three features. There did appear to be a hierarchy of structural excitation in
which the imidazoles would reach orientational randomization first followed by the
linker and backbone.
Reorientational correlation functions were calculated for the imidazoles and an
inherent timescale for reorientation was extracted by fitting curves to a biexponential.
Distributions of this timescale were very large compared to that of the liquid; although
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decreased chain lengths have a smaller distributing with the peak being shifted to
shorter times.
Through all of our results heterogeneity in the chain length distribution had no ef-
fect on percolating pathways or the order parameter. By decreasing the chain length
we have decreased the timescale for reorientation of imidazoles and decreased the
characteristic temperature at which imidazoles and other structural features reach
orientational randomization. However, decreasing the chain length decreases the ten-
dency to form long continuous hydrogen bonding networks and thus there is a trade
off in desired characteristics. These results further implicate small oligomer chains as
target materials to form long hydrogen bonds in a glassy state.
5.1.3 Proton Transfer Using an MS-EVB Model
We have shown that proton transfer in liquid imidazole can be modeled using an
MS-EVB approach. The classic force field GAFF can be augmented into an overall
Hamiltonian where off-diagonal elements allow for coupling between reactant and
product states. Previous MS-EVB studies on liquid imidazole, and the parameters
therein, had to be slightly modified to allow for a good fit to the proton transfer
potential energy surface in the dimer. GAFF produces very high barriers that are
difficult to overcome in a stable fashion with off-diagonal elements and thus must be
slightly tweaked.
Good conservation of energy was achieved with just one solvation shell suggesting
that the proton is highly localized and there is not a need to include a large number
of potential EVB states. The overall proton hop rate in imidazoles at 433 K and 453
K was found to be 1/28 ps−1 and 1/21 ps−1. While these results are preliminary and
on-going they provide a good framework for continued work with the ultimate goal
of comparing proton tranfer properties to the hydrogen bonding statistics that were
studied in detail.
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5.1.4 Suggestons for Design Principles
Our results do give rise to a few suggestions for design principles on possible solid
PEM materials. We have shown that 5-mers have reached a limit for cluster sizes and
hydrogen bonding statistics. Additionally it is smaller chains that show the fastest
reorientation dynamics which suggests that oligomers, not polymers, would display
the ideal blend of hydrogen bonding networks and reorientation dynamics. While
it is likely that the backbone we has used in our simulations present a number of
experimental challenges, we can generalize that a flexible backbone (ie. aliphatic
chain) allows the system to form a large percentage of hydrogen bonds in addition to
fast reorientation dynamics. While this is highly suggestive one might expect that the
non-polar backbone we have chosen is what forms large pockets of imidazoles which
can easily form hydrogen bonds. A similar formation is what is found in Nafion.
Although it is not obvious which chain length would be ideal we would suggest that
tight control on chain length is un-necessary as all of our heterogeneous systems
displayed similar statistics to the homogeneous counterparts.
5.2 Suggestions for Future Work
5.2.1 Proton Transfer in Oligomers
The most obvious extension of the current work is to complete the study of proton
transfer in the liquid and further study proton transfer in the oligomeric systems. Our
current focus in the liquid is to calculate the diffusion coefficient for the excess charge
because there is experimental data to compare to [33]. While MS-EVB has been used
to study small molecules like imidazole [14, 35] and water [52, 37, 19, 70, 67] it has
never been applied to study proton transfer in oligomeric systems. While we have
the basis for an MS-EVB model in imidazoles it is not obvious if the same model
parameters will provide a good fit to the PES in the oligomeric system. However,
one might argue that, despite the backbone and linker, proton transfer would only
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occur with the low barriers shown in small N· · ·N separation distances for the liquid.
Therefore the oligomers would have to adopt a similar conformation and as such our
current EVB model parameters would still provide good agreement to an electronic
structure calculation.
A technical challenge in implementing an EVB model does manifest itself in mov-
ing from the liquid to the oligomers and it deserves some discussion here. While
this discussion is specific to the implementation in DL Poly, it is likely that similar
challenges exist in other available molecular dynamics programs. In DL Poly one
must specify a configuration for the system and the ordering of the atoms in that
configuration specifies an atom index (ie. the first atom in configuration would be
assigned index 1). One must also specify the bonding topology such that there is a
one to one mapping to the configuration file (ie. atom 1 is bound to atom 2). The
bonding topology in each EVB state changes and therefore must be handled with
considerable attention. There are two options for doing so.
You could rearrange the bonding topology for each EVB state. Thus if an excess
proton, say index n, is bound to a nitrogen with index m in one EVB state but is
bound to a nitrogen with index k in another EVB state the bonds, angles, dihedrals,
charges, vdw interactions, and verlet neighbor lists must be changed accordingly.
The second option would be to rearrange atom indices such that the atoms associ-
ated with the imidazolium are moved to the correct bonding topology. That is to say
if atoms 1-10 were the imidazolium in one EVB state but atoms 11-20 are the imida-
zolium in a different EVB then these sets of atoms are switched from one state to the
next. Therefore the bonding topology remains un-changed from state to state. This
strategy is what is currently implemented in our liquid model however it only works
in the case where groups (ie. imidazoles) are separate entities. As soon as we move to
oligomers this strategy is no longer viable. Therefore our current working code will
need heavy modifications in order to implement the EVB model for oligomers.
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While we have suggested that percolation pathways will provide a super highway
for proton transport it is not obvious if this is actually the case. Comparing proton
transfer properties such as the diffusion coefficient and proton hop rate to the perco-
lation ratio will shed some light on this. Additionally we will be able to determine if
there is an optimal chain length at which proton diffusion occurs most rapidly. This,
in turn will allow us to answer the following questions:
• Which is more important, long hydrogen bond networks or fast reorientation
dynamics, for facile proton transfer?
• Where is the ideal trade-off between the two?
5.2.2 Proton Transfer Groups
Our work has focused on the study of imidazoles, however there is a large body of
work dedicated to the study of which proton transfer group might be best [47, 34, 57,
66]. Although much of this work focuses simply on building the molecules and testing
the conductivity. The framework which has been outline above can potentially help
shed light on, not only which group is best, but why. Potential targets include other
heterocycles like triazole, phosphonic, and sulfonic groups. Current work in our group
has begun this process by studying the hydrogen bonding statistics and reorientation
dynamics in the neat liquids of these groups. We have also begun work studying these
groups in the tethered 5-mer system. Ultimately there is a huge wealth of knowledge
available with a number of variable to tweak including the proton transfer group and
the chain length.
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APPENDIX A
ELECTROSTATIC CHARGES USED IN MD
SIMULATIONS
The figure and associated table below indicate the AMBER 94 atom types and the
electrostatic charges used in the molecular dynamics simulations on glassy oligomers.
Charges were calculated by fitting point charges to the electrostatic potential using
the B3LYP/6-311G(d,p) model chemistry. This calculation was performed using the
Gaussian03 program.
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Figure A.1. Atom types and charges used in the AMBER 94 forcefield. The charges
shown here and in following table are applied to all monomers. Atom numbers are
indicated in parentheses.
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Table A.1. Atom numbers, types, and charges used in the AMBER force field.
Atom numbers from the above figure correspond here. Hydrogens not shown above
are numbered here directly after the carbon in which they are bound to.
Atom Number Atom Type Charge Atom Number Atom Type Charge
1 CT -0.350 15 CT 0.005
2 HC 0.090 16 HC 0.05
3 CT 0.161 17 HC 0.003
4 HC 0.000 18 CT -0.368
5 HC 0.000 19 HC 0.090
6 CT 0.161 20 HC 0.142
7 HC 0.000 21 CM 0.395
8 HC 0.000 22 NB -0.553
9 CT -0.344 23 CM 0.174
10 HC 0.103 24 CM -0.455
11 HC 0.103 25 NA -0.120
12 CT -0.014 26 HA 0.090
13 HC 0.066 27 HA 0.229
14 HC 0.041 28 H 0.289
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APPENDIX B
EVB DL POLY FIELD INPUT FILE
Below is a copy of the FIELD file used for all DL Poly EVB simulations. This file
indicates the bond, angle, and dihedral parameters used from GAFF for the liquid
imidazole system.
Liquid Imidazole EVB
UNITS kcal
Molecules 3
Imidazole
NUMMOLS 431
ATOMS 9
CD 12.011 -0.3353 1
NA 14.007 -0.2214 1
CD 12.011 0.2030 1
NC 14.007 -0.5348 1
CC 12.011 0.1469 1
H4 1.008 0.2137 1
HN 1.008 0.3110 1
H5 1.008 0.1111 1
H4 1.008 0.1058 1
BONDS 9
harm 1 2 877.6 1.3710
harm 1 5 1008.0 1.3710
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harm 1 6 700.2 1.0830
harm 2 3 877.6 1.3710
harm 2 7 813.2 1.011
harm 3 4 989.2 1.3350
harm 3 8 712.0 1.0790
harm 4 5 863.2 1.3760
harm 5 9 700.2 1.0830
ANGLES 13
harm 2 1 5 145.8 109.42
harm 2 1 6 100.4 119.66
harm 1 2 3 137.2 109.90
harm 1 2 7 94.4 124.66
harm 5 1 6 94.4 129.11
harm 1 5 4 142.0 114.98
harm 1 5 9 94.4 129.11
harm 3 2 7 94.4 124.66
harm 2 3 4 149.6 112.02
harm 2 3 8 99.6 122.10
harm 4 3 8 100.2 125.38
harm 3 4 5 141.0 107.47
harm 4 5 9 100.0 120.03
DIHEDRALS 17
cos 3 2 1 5 1.700 180.0 2.0 .0000 .00
cos 7 2 1 5 1.700 180.0 2.0 .8333 .50
cos 2 1 5 4 4.000 180.0 2.0 .0000 .00
cos 2 1 5 9 4.000 180.0 2.0 .8333 .50
cos 3 2 1 6 1.700 180.0 2.0 .8333 .50
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cos 7 2 1 6 1.700 180.0 2.0 .8333 .50
cos 1 2 3 4 1.700 180.0 2.0 .0000 .00
cos 1 2 3 8 1.700 180.0 2.0 .8333 .50
cos 4 5 1 6 4.000 180.0 2.0 .8333 .50
cos 9 5 1 6 4.000 180.0 2.0 .8333 .50
cos 1 5 4 3 4.750 180.0 2.0 .0000 .00
cos 4 3 2 7 1.700 180.0 2.0 .8333 .50
cos 8 3 2 7 1.700 180.0 2.0 .8333 .50
cos 2 3 4 5 4.750 180.0 2.0 .0000 .00
cos 5 4 3 8 4.750 180.0 2.0 .8333 .50
cos 3 4 5 9 4.750 180.0 2.0 .8333 .50
cos 7 2 1 3 1.100 180.0 2.0 .0000 .00
FINISH
Imidazolium
NUMMOLS 1
ATOMS 10
C2 12.011 -0.1279 1
NA 14.008 -0.1469 1
C2 12.011 0.0650 1
NA 14.008 -0.1469 1
C2 12.011 -0.1279 1
H4 1.008 0.2513 1
HN 1.008 0.3710 1
H5 1.008 0.2400 1
HN 1.008 0.3710 1
H4 1.008 0.2513 1
BONDS 10
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harm 1 2 822.2 1.3910
harm 1 5 1179.4 1.3240
harm 1 6 697.2 1.0840
harm 2 3 822.2 1.3910
mors 2 7 105.6000000000 1.0300000000 1.5110000000
harm 3 4 822.2 1.3910
harm 3 8 715.0 1.0780
harm 4 5 822.2 1.3910
mors 4 9 105.6000000000 1.0300000000 1.5110000000
harm 5 10 697.2 1.0840
ANGLES 15
harm 2 1 5 139.6 121.38
harm 2 1 6 100.8 116.25
harm 1 2 3 135.6 110.37
harm 1 2 7 95.2 119.28
harm 5 1 6 98.6 124.68
harm 1 5 4 139.6 121.38
harm 1 5 10 98.6 124.68
harm 3 2 7 95.2 119.28
harm 2 3 4 147.4 109.33
harm 2 3 8 96.6 126.39
harm 4 3 8 96.6 126.39
harm 3 4 5 135.6 110.37
harm 3 4 9 95.2 119.28
harm 5 4 9 95.2 119.28
harm 4 5 10 100.8 116.25
DIHEDRALS 22
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cos 3 2 1 5 0.625 180.0 2.0 .0000 .00
cos 7 2 1 5 0.625 180.0 2.0 .8333 .50
cos 2 1 5 4 6.650 180.0 2.0 .0000 .00
cos 2 1 5 10 6.650 180.0 2.0 .8333 .50
cos 3 2 1 6 0.625 180.0 2.0 .8333 .50
cos 7 2 1 6 0.625 180.0 2.0 .8333 .50
cos 1 2 3 4 0.625 180.0 2.0 .0000 .00
cos 1 2 3 8 0.625 180.0 2.0 .8333 .50
cos 4 5 1 6 6.650 180.0 2.0 .8333 .50
cos 10 5 1 6 6.650 180.0 2.0 .8333 .50
cos 1 5 4 3 0.625 180.0 2.0 .0000 .00
cos 1 5 4 9 0.625 180.0 2.0 .8333 .50
cos 4 3 2 7 0.625 180.0 2.0 .8333 .50
cos 8 3 2 7 0.625 180.0 2.0 .8333 .50
cos 2 3 4 5 0.625 180.0 2.0 .0000 .00
cos 2 3 4 9 0.625 180.0 2.0 .8333 .50
cos 5 4 3 8 0.625 180.0 2.0 .8333 .50
cos 9 4 3 8 0.625 180.0 2.0 .8333 .50
cos 3 4 5 10 0.625 180.0 2.0 .8333 .50
cos 10 5 4 9 0.625 180.0 2.0 .8333 .50
cos 1 3 2 7 1.100 180.0 2.0 .0000 .00
cos 3 5 4 9 1.100 180.0 2.0 .0000 .00
FINISH
Chloride
NUMMOLS 1
ATOMS 1
CL 35.453 -1.000 1
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FINISH
VDW 45
CD CD lj 0.0860 3.3997
CD NA lj 0.1209 3.3249
CD NC lj 0.1209 3.3249
CD CC lj 0.0860 3.3997
CD H4 lj 0.0359 2.9551
CD HN lj 0.0367 2.2344
CD H5 lj 0.0359 2.9106
CD C2 lj 0.0860 3.3997
NA NA lj 0.1700 3.2500
NA NC lj 0.1700 3.2500
NA CC lj 0.1209 3.3249
NA H4 lj 0.0505 2.8803
NA HN lj 0.0517 2.1596
NA H5 lj 0.0505 2.8358
NA C2 lj 0.1209 3.3249
NC NC lj 0.1700 3.2500
NC CC lj 0.1209 3.3249
NC H4 lj 0.0505 2.8803
NC HN lj 0.0000 2.1596
NC H5 lj 0.0505 2.8358
NC C2 lj 0.1209 3.3249
CC CC lj 0.0860 3.3997
CC H4 lj 0.0359 2.9551
CC HN lj 0.0367 2.2344
CC H5 lj 0.0359 2.9106
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CC C2 lj 0.0860 3.3997
H4 H4 lj 0.0150 2.5106
H4 HN lj 0.0153 1.7898
H4 H5 lj 0.0150 2.4660
H4 C2 lj 0.0359 2.9551
HN HN lj 0.0157 1.0691
HN H5 lj 0.0153 1.7453
HN C2 lj 0.0367 2.2344
H5 H5 lj 0.0150 2.4215
H5 C2 lj 0.0359 2.9106
C2 C2 lj 0.0860 3.3997
CL CL lj 0.2650 3.8960
CL CD lj 0.1510 3.6479
CL NA lj 0.2122 3.5730
CL NC lj 0.2122 3.5730
CL CC lj 0.1510 3.6479
CL H4 lj 0.0630 3.2033
CL HN lj 0.0645 2.4825
CL H5 lj 0.0630 3.1587
CL C2 lj 0.1510 3.6479
CLOSE
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APPENDIX C
HELLMAN-FEYNMAN THEOREM PROOF
Classically we expect the force on an atom to be given by:
Fj(R) = −
∂
∂R
U(R)
Where U(R) is the energy in your system. Knowing this and given:
Hψ = Uψ (C.1)
∫
ψ(x)∗ψ(x)dx = 1 (C.2)
We can show that:
∂U(R)
∂R
=
∫
ψ∗
∂H
∂R
ψdx
Since:
U(R) =
∫
ψ∗Hψdx
Therefore by applying the product rule:
∂U(R)
∂R
=
∫
ψ∗
∂H
∂R
ψdx+
∫
∂ψ∗
∂R
Hψdx+
∫
ψ∗H
∂ψ
∂R
dx
Given that H is Hermitian:
∫
ψ∗H
∂ψ
∂R
dx =
∫
∂ψ
∂R
Hψ∗dx
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And using Eq. C.1 the last two integrals can be re-written to give:
∂U(R)
∂R
=
∫
ψ∗
∂H
∂R
ψdx+ U(R)
∫
∂ψ∗
∂R
ψdx+ U(R)
∫
ψ∗
∂ψ
∂R
dx
With the last two terms being a product rule of:
U(r)
∂
∂R
∫
ψ∗ψdx
Where the integral goes to 1 by eq. C.2 and the derivative goes to 0. Leaving the
final expression as:
∂U(R)
∂R
=
∫
ψ∗
∂H
∂R
ψdx
In the EVB model we know that the energy is given by the lowest eigenvalue of the
Hamiltonian. That is:
U0(R) =
NEV B∑
m,n
cm ∗ cn ∗ hmn(R) (C.3)
Therefore in the EVB model the force on any atom j is given by:
Fj(R) = −
∑
m,n
c∗mcn
∂
∂R
hmn(R) (C.4)
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