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ABSTRACT 
Given any norm u( .) on the space of linear transformations (matrices) over a 
finite-dimensional complex vector space, and given commuting transformations T, S 
and any E > 0, there is a transformation T, such that u (I’, - T) < E and a polynomial p, 
such that p,(T,) = S. This result has implications for the theory of the numerical radius 
and other operator radii. Its proof involves the following fact, of interest in itself: if the 
Jordan canonical form of S has k blocks, then the transformations with k distinct 
eigenvalues are dense in the commutant of S. 
BACKGROUND 
The present work is principally concerned with what we think is a novel 
representation of the commutant of a matrix, but it stems from the following 
question concerning commuting operators T, S on a complex Hilbert space: 
do we always have, for such operators, 
w(ST) < w(S)lITII? (1) 
Here ljTll denotes the usual operator norm and w(S) denotes the numerical 
radius of S: 
w(S) = sup{)(Sh, h)):ljhll= l}. 
‘Ibis question has by now a considerable history. It arose indirectly from the 
Lax-Wendroff condition [w(T) < 11 for the stability of an operator T under 
iteration, through the Halmos program for making this condition independent 
of the dimension of the underlying Hilbert space and Berger’s realization of 
that program through his proof of the “power inequality” 
w(T”) < [w(T)]“; 
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naturally there were speculations about more general “submultiplicative” 
properties of w( .), such as (1). It is known that the inequality (1) holds under 
various additional conditions: if T and S actually double-commute, for exam- 
ple, Sz.-Nagy and Holbrook have observed that (1) follows; Bouldin has 
proved (1) whenever T is an isometry commuting with S (and under other 
related conditions). Ando and others have established inequalities of the type 
that hold for all commuting T and S and with values of K rather close to 1 (for 
example, K = 1.169 will do). However, the original question about (1) remains 
open, as far as we know, and the same can be said for a large class of related 
inequalities of the form 
u,(ST) =s u,(S)u,(T) 
where the U’S are (appropriately related) norms on the algebra of operators. 
Some references that will be helpful to anyone wishing to trace this history in 
more detail are the following: Lax and Wendroff [12], Halmos [9], Berger [4], 
Sz.-Nagy [13], Holbrook [lo, 111, Ando [l], Ando and Okubo [2], and Fong 
and Holbrook [7]. 
The connection between these questions and the present work on repre- 
sentations of the cornmutant is made clear by the following observations: 
(a) the questions appear to be no more tractable in the finitedimensional 
setting than in the case of an arbitrary underlying Hilbert space; 
(b) there are certain advantages in the case where one of the operators is 
a polynomial (or even analytic) function of the other (one has, for example, 
w( p(T)) < 1 whenever w(T) < 1 and p is a polynomial that maps the complex 
unit disk into itself and leaves 0 fixed; for further information on results of this 
type refer to the discussion in [14, Chapter 1, Section 111); 
(c) in order to establish inequalities such as (1) and (3) it is clearly enough 
to prove them for a sequence of (commuting) pairs T,,, S, such that T, + T 
and S, + S, provided this convergence takes place relative to the norms 
involved in the inequalities (of course, all such norms are equivalent in the 
finite-dimensional setting). 
These observations lead to the following question: given commuting linear 
transformations T and S on a (complex) finite-dimensional vector space, do 
there exist linear transformations T, and polynomials p,, such that T, -+ T and 
p,(T,)( = S,,) --j S? The theorem presented below provides an affirmative 
answer to this question with the (perhaps surprising) additional information 
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that we may actually arrange that p,(T,) = S for all n. Thus one may say that, 
although the cornmutant of a matrix T may well contain matrices S that 
cannot be represented as polynomial functions of T, such a representation is 
regained if we admit (arbitrarily small) perturbations of T. In the section 
below we shall spell out a number of consequences of our theorem along with 
some auxiliary results that may be of interest in themselves; in particular we 
shall see (Lemma 2) that if the Jordan canonical form of S has k blocks, then 
the transformations with k distinct eigenvalues are dense in the cornmutant of 
S. 
RESULTS 
Here we shall use the notation LT(d) for the set of all linear transforma- 
tions on a vector space of finite dimension d over the complex scalars 6. We 
shall often represent elements of LT(d) by matrices with respect to ap- 
propriately chosen bases. The notation u( -) will stand for any fixed norm on 
LT(d); we do not require any relation between u and the multiplicative 
structure of LT(d); note that in this finite-dimensional setting any two such 
norms are equivalent and that convergence corresponds to entry-by-entry 
convergence of the matrices with respect to a fixed basis. The symbol P will 
stand for the set of all polynomial functions (with complex coefficients), and 
for p E P and T E LT(d), p(T) may be interpreted in the usual formal 
manner. For T E LT(d), Z(T) will d enote the cornmutant of T, that is, 
Z(T) = {S E LT(d): ST = TS}, 
and sp(T) will denote the spectrum of T, that is, the set of all eigenvalues for 
T. 
Here is a formal statement of our central theorem. 
THEOREM. Suppose that T, S E LT(d) and that u( .) is some rwrm on 
LT(d). Then S E Z(T) if, and only if, for any E> 0, there are TE in LT(d) 
and pE in P such that u(T, - T) < E and p(T,) = S. 
Before discussing the proof of this theorem we wish to point out several 
corollaries. The first is merely an interpretation of the theorem as a represen- 
tation of the cornmutant Z(T); here we shall denote by P(A), given any 
A E LT(d), the set of “polynomials in A,” that is, 
P(A)={p(A): PEP); 
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of course, P(T) may in general be a proper subset of Z(T); nevertheless, if we 
introduce the notation 
and, for any subset A of LT(d), 
P(A)= u (P(L):LEA}, 
we have the following representation of Z(T), as a direct consequence of the 
theorem. 
COROLLARY 1. For any T E LT( d ) and norm u on LT(d ), 
z(T)= n {zQ,(~)):~>o}. 
It is well known that the subset I of LT(d) consisting of those transforma- 
tions having d distinct eigenvalues is generic in the sense that I is dense and 
open in LT(d ). The following result says that the commuting pairs in I X r 
form a generic subset of the set of all commuting pairs from LT(d). 
COROLLARY 2. Zf T and S are commuting elements of LT(d), E > 0, and 
u is any norm on LT(d), then there are T’ and S’ in r (defined in the last 
paragraph) such that u(T’- T), u(S’- S) -C E and T’, S’ commute. 
Proof. Let T, and p, be as in the statement of the theorem. By choosing 
T’in I? closeenough to T, we shall have u(T’-T)<E and u(pJT’)-S)<E 
[since S = p,(Te)]. Finally, by changing p, by a sufficiently small amount to a 
polynomial p that is one-to-one on sp(T’), we have u(p(T’)- S) < E and 
S’ = p(T’) E r. n 
Our discussion in the “Background” section above will have made it clear 
that the theorem has the following consequence for the theory of the 
numerical radius and related norms. 
COROLLARY 3. Inequalities such as (1) and (3) are true for all commut- 
ing pairs in LT(d) if, and only if, they are true in all cases where one 
transformation is a polynomial function of the other. 
In the proof of our theorem the “if” implication presents no difficulty, but 
we appear to need some auxiliary results to obtain the “only if” part of the 
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argument. We shall prepare by establishing these results in the form of two 
lemmas. It will be instructive to state and prove these lemmas in stronger 
versions than would be necessary merely for the proof of the theorem. 
LEMMA 1. Zf T, S E LT(d) and T = q(S) fir some q E P, then fir all 
sufficiently small E > 0 there is pE E P such that 
p,( T + ES) = S. 
REMARK. Here we have a special case of our theorem where we can 
specify the form of the perturbation T, of T: T, = T + ES (to be consistent with 
this notation we should assume u(S) < 1 at this point). One might at first 
suspect that this is always possible when T and S commute. Consider, 
however, the following example: S and T are linear transformations on C 3 that 
correspond to the matrices 
respectively. Since ST = TS = (T + ES)~ = 0, we see that, while S and T 
commute, the only polynomials in (T + ES) are of the form al + &T + ES), 
which never yields S. 
Proof. For all sufficiently small E > 0 the polynomial 9,(z) defined by 
9,(z) = 9( .z)+ EZ is one-to-one on a neighborhood U of the spectrum sp(S) 
(we only require 9, to be one-to-one on sp(S) and 9:( A)[ = 9’(X)+ E] * 0 for 
each h E sp( S)). Now let f, : 9,(U) + U be the (bolomorphic) inverse of qe I U. 
Let p, be the Lagrange-Sylvester interpolation polynomial such that P,‘~)(P) = 
f;(k)(~) for each ZJ E sp(T + ES) and each k less than the index of the 
eigenvalue p. Then by well-known properties of the functional calculus for 
finite-dimensional operators (see, for example, Dunford and Schwartz [6, 
Chapter VII, Section l]), 
p,(T + ES) = f,(T + ES) = &(9,(s)) = S. 
REMARK. The following lemma seems to be of some interest in itself. We 
do not know whether this specific result has occurred earlier in the literature, 
but we note (thanks to discussions with Ralph Abraham) that it is similar to 
results related to the Kupka-Smale theorems on the generic properties of 
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flows. We refer the reader to the book of Abraham and Robbin [3] for more 
details. It would be interesting to see a proof of the lemma that exploited the 
powerful techniques featured in [3] (semialgebraic sets, transversality, and the 
like); the proof below, however, is elementary, though somewhat involved, 
and is based on the classical Frobenius representation of the cornmutant of a 
matrix. 
LEMMA 2. Zf u is a norm on LT(d) and the Jordan canonical form of 
S E LT(d) has k blocks, then the transformations in Z(S) that have k distinct 
eigenvalues are u-dense in Z(S). 
REMARK. It follows that the converse is also true, since (i) if Z(S) 
contains even a single element T with k distinct eigenvalues, S must leave 
invariant each of the k spectral subspaces of T so that S must have at least k 
Jordan blocks; (ii) if S in fact had k’ Jordan blocks and k’> k, the lemma 
would ensure the existence of some TO E Z(S) having k’ distinct eigenvalues 
and, because every T sufficiently close to such TO must also have at least k’ 
eigenvalues, those T in Z(S) having k eigenvalues could not be dense. 
Proof. It will be sufficient to consider the case where S has just a single 
eigenvalue. To see this note that, in general, S may be regarded as a direct 
sum s= es*, where S, is the restriction of S to the spectral subspace 
corresponding to the mth eigenvalue, and that any T E Z(S) has a matching 
decomposition T = @T, with T, E Z(S,). Each S, has a single eigenvalue 
and a certain number k, of blocks in its Jordan canonical form; moreover, 
k = Ck,. Assuming our result for each S,, we can approximate T, arbitrarily 
well by A,,, E Z(S,) with spectrum sp( A,,,) containing k, elements. Further- 
more we may assume that the sets sp(A,) are disjoint [serially modify the 
A,,,, if necessary, by adding a small scalar such that sp( A,) is shifted out of 
contact with all sp( Aj) with j< m]. We thus approximate T arbitrarily well 
by A = @A, E Z(S) and, since sp(A) = u sp(A,), A has k distinct eigenval- 
ues. 
By a well-known result of Frobenius (see, for example, [8, Chapter VIII, 
Section 2]), Z(S) may be described as follows when S has just one eigenvalue. 
Suppose that the Jordan blocks of S have sizes d 1, d 2,. . . , d k. There is a fixed 
basis b,, b,,. . . with respect to which each T E Z(S) has a block matrix whose 
i, jth block Bi j is of size d i x d j and satisfies the following: each Bi j is constant 
along NW-SE diagonals and is upper-triangular in the sense that all elements 
of Bi j below the “ main diagonal” are zero. Here “ main diagonal” is taken to 
mean the diagonal min(d,, d j) places below the NE comer. Conversely, every 
matrix of this form represents an element of Z(S). Given this matrix represen- 
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tation of T E Z(S), we shall show that we can perturb the matrix by an 
arbitrarily small amount, respecting the above restrictions on form, to obtain a 
new transformation A in Z(S) such that A has k distinct eigenvalues. 
We may assume (rearranging the basis b,, b,, . . . , if necessary) that 
d, > d, > . . . > d,. (4 
Consider the subspace G spanned by the k basis vectors 
b b g(l) ’ PC4 ‘. . * ’ b &T(k) 
where 
P(P)=( c d,)+l. 
q<P 
Because each block Bi j is upper-triangular, G is invariant under T. Moreover, 
the matrix M of T I G with respect to this basis is a k X k matrix such that 
each entry b, j is the element in the NW corner of Bip so that bi j = 0 if d, < d j, 
whereas bi j is an element of the main diagonal of Bi j if d i > di. The matrix M 
itself has a block structure determined by the groups of equal values in the list 
(4). Let us suppose that the first k, values in this list are equal (equal to d,), 
that these are followed by k, smaller but equal values, etc. We have 
k = k, + k, + . . . + k,, 
where there are p different values in the list (4). The form of M, when divided 
into blocks of sizes k 1,. . . , k,, is upper-triangular, and the diagonal blocks 
contain entries that are all main-diagonal entries from different Bij’s. 
Because M is block upper-triangular, 
SP@) = U sp(M,), 
9 
where M, is the 9th block on the diagonal (9 = 1,2,. . . ,p). The entries of the 
k, x k, matrix M, are all at our disposal through perturbation of the matrix 
T, since they are main-diagonal entries from (distinct) Bir Hence, by making 
arbitrarily small perturbations of (certain) diagonals in the matrix of T, we 
can ensure that sp( Mq) has k, distinct elements and that these spectra are 
disjoint (9 = I,. . . , p), The resulting matrix M then has k ( = Ck,) elements in 
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its spectrum, and since M is now the matrix of the restriction to G of the 
perturbed transformation A, we also have sp(A) 1 sp( M). We thus obtain a 
transformation A, arbitrarily close to T, with (at least) k distinct eigenvalues. 
Because of the form of our matrix for A, we also ensure that A E Z(S). H 
Proof of Theorem. The “if” part of the theorem follows simply by 
observing that ST - TS is the limit of p,(T,)T, - TepJT,) ( = 0) as E -+ 0. 
For the “only if” part, we shall give a proof by induction on the 
dimension d. When d = 1 there is not much to say; for the inductive step to 
d > 1, we consider two cases. 
Case I: S has just a single Jordan block. Here one sees [by the Frobenius 
representation of Z(S) or by an elementary argument] that any T E Z(S) 
must be of the form T = 9(S) for some polynomial 9 E P. Thus we may refer 
to Lemma 1. 
Case II: S has k Jordan blocks with k > 1. Here Lemma 2 ensures that 
there is A E Z(S) such that u(A - T) < E and such that sp(A) consists of k 
distinct points X r, . . . , A,. Let A = @A j be the spectral decomposition of A [so 
that sp( A j) = {A j}], and let S = ‘43 Sj be the corresponding decomposition of S. 
Since Sj E Z(A j) for each j, the inductive hypothesis allows us to choose Bj 
sufficiently close to A j and pi E P so that pj( Bj) = Sj for each j and u(( @ Bj)- 
T) < E. When Bj is close to A j we also have sp( Bj) close to the point X j, so that 
we may assume that the spectra sp( Bj) are disjoint (j= 1,. . . , k). Hence by 
Lagrange-Sylvester interpolation (compare with the proof of Lemma l), we 
have some polynomial p, such that p,( Bj) = p,(Bj) for each j. Setting T, = 83 Bj 
wehavepe(T,)= @Sj=S. n 
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