We investigated the influence of phonological neighborhood density (PND) on the performance of aphasic speakers whose naming impairments differentially implicate phonological or semantic stages of lexical access. A word comes from a dense phonological neighborhood if many words sound like it. Limited evidence suggests that higher density facilitates naming in aphasic speakers, as it does in healthy speakers. Using well controlled stimuli, Experiment 1 confirmed the influence of PND on accuracy and phonological error rates in two aphasic speakers with phonological processing deficits. In Experiments 2 and 3, we extended the investigation to an aphasic speaker who is prone to semantic errors, indicating a semantic deficit and/or a deficit in the mapping from semantics to words. This individual had higher accuracy, and fewer semantic errors, in naming targets from high versus low density neighborhoods. It is argued that the results provide strong support for interactive approaches to lexical access, where reverberatory feedback between wordand phoneme-level lexical representations not only facilitates phonological level processes but also privileges the selection of a target word over its semantic competitors.
speaker's meaning (hereafter, word selection). The second stage is dedicated to retrieval of a word's constituent phonemes (hereafter, phonological retrieval) . A lemma is thought to be responsible for specifying, minimally, semantic conditions for a word's use, its class (e.g., noun, verb, adjective), required syntactic arguments (relevant in the context of phrasal or sentence level constructions) and grammatical features such as gender and number. In addition to evidence derived from speech error-corpora, support for the two-stage view of lexical access comes from analyses of the time course of semantic and phonological activation (Schriefers et al., 1990; Levelt et al., 1991) as well as investigations of wordfinding failures in normal (Vigliocco, Antonini, & Garrett, 1997) and aphasic speech (Badecker, Miozzo, & Zanuttini, 1995) .
Efforts to understand lexical access include the development of computational models that incorporate the two-stage framework (Dell, 1986; Dell, Martin, & Schwartz, 2007; Foygel & Dell, 2000; Harley, 1993b; Schwartz, Dell, Martin, Gahl, & Sobel, 2006; Levelt et al., 1999; Rapp & Goldrick, 2000; Roelofs, 1992 Roelofs, , 1997 Ruml et al., 2005) . Dell, Schwartz and colleagues applied the interactive two-step model of lexical retrieval (adapted from Dell, 1986) to error data from both healthy speakers as well as large groups of individuals with types of aphasia spanning all the classic syndromes Foygel & Dell, 2000; Schwartz et al., 2006) . A major strength of this work is the ability to explain patterns of errors produced by both normal and aphasic speakers using the same basic model architecture, an endeavor consistent with the continuity hypothesis (see Dell et al., 1997; Ruml et al., 2005; Schwartz et al., 2006 for discussion). Tenets of the continuity hypothesis are that the same basic mechanisms underlie both errorful and errorless speech in aphasic and normal speakers, respectively. An implication is that language breakdown in aphasia is principled in its relation to the cognitive architecture underlying normal and pathological language use.
In the spirit of the continuity hypothesis, the present work explores the influence of phonological neighborhood density (PND) on aphasic speech, a factor which has been shown to impact language processing in nonaphasic speakers. We evaluate predictions relevant to interactive accounts of lexical access (Dell, 1986; Dell et al., 1997; Dell & Gordon, 2003; Foygel & Dell, 2000; Harley, 1993b; Schwartz et al., 2006; Stemberger, 1985 ; see Rapp and Goldrick, 2000; Vigliocco and Hartsuiker, 2002 for reviews) . In these approaches, word selection (an earlier process) is influenced by phonological retrieval and encoding (later processes) by virtue of activation spreading iteratively between word representations and phonological representations before word selection is complete. Such approaches contrast with views where there is no feedback between the stages of encoding (i.e., feedforward views; Butterworth, 1989; Levelt et al., 1999; Roelofs, 1992 Roelofs, , 1997 . The present work uses PND effects in the performance of aphasic speakers to diagnose the workings of interactivity, thus serving as an evaluation of interactive approaches to lexical access.
Phonological Neighborhood Density Effects in Normal Speakers
Essentially, a word comes from a phonologically dense neighborhood if many words sound like it. A commonly used rule for identifying neighbors is any word that can be made into a target word by the addition, deletion, or substitution of a single phoneme (Best, 1995; Luce & Pisoni, 1998; Vitevitch & Luce, 1998 Vitevitch & Sommers, 2003; Vitevitch, 2002) . With respect to input processing of words, PND slows recognition as seen in slower reaction times to words from high density rather than low density neighborhoods in auditory naming tasks and auditory lexical decision (Luce and Pisoni, 1998; Vitevitch & Luce, 1998; . The conclusion is that recognition is inherently competitive, and the more similar sounding words there are to a target, the more difficult it is to discriminate. On the output side, however, greater PND is facilitative. Across a number of experiments Vitevitch (2002) and Vitevitch and Sommers (2003) have found in picture naming that words from high density neighborhoods are produced faster than words from low density neighborhoods (see also Baus, Costa, and Carreiras, 2008 for similar findings in Spanish).
PND also appears to promote errorless speech (Burke, MacKay, Worthley, & Wade, 1991; German & Newman, 2004; Harley & Bown, 1998; James & Burke, 2000; Meyer & Bock, 1992; Vitevitch, 1997 Vitevitch, , 2002 Vitevitch & Sommers, 2003; cf., Newman & German, 2002 , for different results). Based on an analysis of natural error corpora compiled by Fay and Cutler (1977) , Vitevitch (1997) found words that were prone to malapropism errors (replacement by a similar sounding word) were lower in density than a random sample of words matched in length and syntactic class. Vitevitch (2002; Experiment 1) found that initial phoneme exchanges in a SLIP procedure (spoonerisms of laboratory induced predisposition technique; Baars, Motley, & MacKay, 1975) were more likely for word pairs from low density neighborhoods than high. Low density words are associated with more errors in tongue-twister production (Vitevitch, 2002; Experiment 2) and are more prone to tip-of-the-tongue states in healthy adult speakers (Burke, MacKay, Worthley, & Wade, 1991; Harley & Bown, 1998; James & Burke, 2000; Meyer & Bock, 1992; Vitevitch & Sommers, 2003; see German & Newman, 2004 for similar results with children). Important to note, Vitevitch (2002) found that PND effects are not reducible to phoneme frequency (i.e., the position-specific frequency of phonemes and sequences of phonemes in a syllable) because PND effects persist when these factors are controlled. Rather, PND effects reflect the influence of lexical neighbors on phonological encoding.
Interactivity and Phonological Neighborhood Density in Lexical Access
What is the mechanism through which words that are phonologically related to a target facilitate its production? In an effort to understand this relationship, Dell and Gordon (2003) modeled PND effects within the interactive two-step framework. The model consists of an initial input layer of units corresponding to semantic features of words, a middle layer corresponding to unitary non-phonological word nodes (lemma layer), and an output layer comprising units corresponding to individual phonological segments (see Figure 1 ). All links between the levels are bi-directional, and lexical access proceeds in two overlapping stages dedicated to the mapping from semantics to a word node (word selection) followed by access of the word's phonological segments (phonological retrieval). Word selection begins with a jolt of activation to the semantic features of the target (e.g., CAT). Over a number of time steps, this activation spreads through weighted links to the target word as well as nontarget words that share semantic features with the target (e.g., DOG). Activation also cascades to and reverberates back from the phonemes of activated words, heightening the activation of not only the target but phonologically-related words as well (e.g., MAT, FAT) . This is demonstrative of the cascading and interactive properties of the model --phonemes of the target are activated before word selection is complete, and bi-directional links feed activation back from phonology to the word level to influence activation patterns there. Word selection concludes after a fixed number of time steps: the most highly activated word is tagged and receives a direct jolt of activation, thus activating its phonological segments. Output is a set of phonemes specified for their position in the syllable.
An important feature of the interactive two-step model (Dell, 1986; Dell et al., 1997; Dell & Gordon, 2003; Foygel & Dell, 2000; Schwartz et al., 2006) is its ability to make the types of errors found in the speech of healthy adults as well as aphasic speakers when producing single words. Examples of some of the error types modeled include semantic errors (e.g., DOG for CAT), mixed errors which are both semantically and phonologically related to the target (e.g., RAT for CAT), formal errors (phonologically-related word outcomes such as MAT for CAT) and phonologically-related nonword errors (e.g., DAT). Errors in the model are made possible via two main mechanisms: (1) inclusion of a noisy activation rule where activation levels at each timestep are perturbed by normally distributed noise; (2) manipulation of parameters that control the spread of activation (e.g., connection weight; decay rate) away from the default (normal) value. The second mechanism is termed 'lesioning' and is used to create models that simulate aphasic naming performance. Errors arise when activation for non-target nodes exceed the activation level of target nodes (either words or phonemes) at the moment of retrieval.
In the two-step interactive theory, different error types arise at each of the two steps of lexical access. Semantic errors arise during word selection when a semantically-related word, activated by input from features shared with the target, is selected in place of the target. Mixed errors also arise during word selection, the result of feature sharing and feedback from shared phonemes. Formal errors exhibit a dual nature in that they may arise either during word selection due to feedback from shared phonemes with the target, or from an error in phonological retrieval that coincidentally results in a word. Nonwords result from errors during phonological retrieval.
It is important to note that the interactive two-step theory does not address errors that arise outside of the two stages dedicated to selection of a word and retrieval of its constituent phonemes. The model assumes that semantic errors in naming are invariably due to selection of the wrong word given the correct semantic input. However, in cases where semantic errors in naming occur alongside semantic errors in comprehension, it is reasonable to suspect that something is amiss within semantics itself, i.e., in the integrity of semantic representations or the executive systems that control them (Gainotti, Miceli, Caltagirone, Silveri, & Masullo, 1981; Hart & Gordon, 1990; Hillis, Rapp, Romani, & Caramazza, 1990; Jefferies & Lambon Ralph, 2006) . Similarly, the model assumes that all phonological naming errors are lexically generated, the product of faulty phoneme retrieval (Schwartz, Wilshire, Gagnon, & Polansky, 2004) , whereas there is evidence to suggest that such errors can also arise post-lexically, during phonemic buffering/sequencing, and/or phonetic/ articulatory operations (Goldrick & Rapp, 2007; Romani & Galluzzi, 2005; Shallice, Rumiati, & Zadini, 2000) . We will consider these issues further in connection with the characterization of our study participants. Dell and Gordon (2003) explored PND effects within the interactive two-step model by comparing accuracy and error patterns in versions of the model with high versus low density neighborhoods. For example, the lexicon of the high density model included-for the target CAT-the phonologically-related neighbors HAT and MAT as well as semantically-related and unrelated items such as DOG, LOG and FOG. The low density model was created by eliminating one of the two phonologically-related neighbors. Performance was also compared to an "empty" model, which contained no phonologically-related neighbors to the target. Dell and Gordon examined PND effects in both a "normal" (unlesioned) model architecture as well as in lesioned models. Performance was evaluated by having the models attempt to produce the target CAT thousands of times, and evaluating each trial for accuracy and type of error produced. The patterns were consistent across the normal model and the model lesioned by decay rate of activation-accuracy in word selection and phonological retrieval increased with increasing density. Thus, errors that the model associates with word selection (e.g., semantic errors, mixed errors), as well as errors that it associates with phonological retrieval (e.g., phonologically-related nonword errors) both decreased with increasing density.
As described earlier, healthy speakers produce fewer phonological errors with increasing density (Vitevitch, 2002) . Facilitation in phonological retrieval from phonologically-related neighbors has been interpreted as evidence for interactivity (Goldrick, Folk, & Rapp, 2010; Vitevitch, 2002) . In the framework of Dell and Gordon (2003) , the incipient activation of the target phonemes feeds back to the target and its phonological (word) neighbors, creating feedback loops (Dell, 1986) . Higher density means that more neighbors are involved in these feedback loops. Though more neighbors also means that more irrelevant phonemes (phonemes not shared with the target) will become activated during phonological retrieval, this disadvantage is overridden by the facilitative impact from having more neighbors sending converging activation to a target's phonemes when a target hails from a high (versus low) density neighborhood. Experiment 1 investigates the influence of PND on naming error rates in two speakers with phonological level deficits.
The Dell and Gordon model also predicts effects at the word selection stage. This is because the feedback loops between phonemes and the words that instantiate them come into effect early (a consequence of activation cascading from the target word to its constituent phonemes). Because naming is a semantically-driven task, the major competitors to the target at word selection are words that are similar to it in meaning. These competitors receive little if any benefit from the phonological feedback loops, unlike the target. Thus, higher density heightens the target's activation relative to the semantically-related words that are its natural competitors at this level. Experiments 2 and 3 test this model prediction.
The modeling work of Dell and Gordon (2003) provides an explicit account of how phonological neighbors exert their influence via interactivity to bolster word selection and phonological retrieval during lexical access. Important to note, the reported PND effects on word selection and phonological processes would be consistent with any view of lexical access which invokes sufficient interactivity between phonological and word-level encoding. In contrast, such effects would be inconsistent with feedforward models of lexical access, which do not postulate interactivity from phonological representations to word level representations (Butterworth, 1989; Levelt et al., 1999; Roelefs, 1992 Roelefs, , 1997 .
Phonological Neighborhood Density Effects on Word Production in

Aphasia
Akin to the work with healthy speakers, evidence suggests that greater PND facilitates naming in speakers with aphasia (Best, 1995; Goldrick et al., 2010; Gordon & Dell, 2001; Gordon, 2002; Kittredge, Dell, Verkuilen, & Schwartz, 2008) . Controlling for syllable length, Best (1995) reported an increase in accuracy with words from high compared to low density neighborhoods for her patient, CGJ, who otherwise demonstrated a reverse length effect (i.e., better performance on longer words, though presumably not because they have fewer neighbors). Gordon (2002) analyzed the relationship between PND and phonological error frequency in the speech of a large, undifferentiated group of patients with aphasia. In regression analyses applied to picture naming data, Gordon found word frequency and PND (which were moderately correlated) independently contributed to the incidence of phonological errors after syllable length had been taken into account. Similar to Gordon (2002) , Kittredge et al. (2008) reported effects of PND on semantic and phonological errors in a large undifferentiated population of aphasics in multiple regression analyses which included the variables of imageability, age-of-acquisition, lexical frequency, name agreement and number of phonemes. One of the goals of the present work is to clarify the scope of PND influences during word production. We do this by analyzing PND effects in the naming performance of aphasic speakers who demonstrate impairments specific to different stages of the naming process. Goldrick et al., (2010) used Monte Carlo simulations to identify a number of lexical and form-based factors that exert (at least partially) independent effects in the production of formal (word) error outcomes in spoken and written aphasic performance. These factors included position-specific segmental overlap, frequency, grammatical category, number of segments, and (for one patient) syllable length. From these results they derived a definition of neighborhood which combines lexical and form-based factors (termed Lex-Form) that are relevant to the activation of formal neighbors. To evaluate the functional significance of Lex-Form, they conducted a posthoc analysis, drawing high density words (i.e., defined as having two or more "strong" neighbors that were similar to the word in form, were of higher frequency, and of same grammatical category) and low density words (i.e., no strong neighbors) from the total data set for each patient. Word accuracy was higher on the high density words compared to the low density words. Though this analysis demonstrates that their multi-factored definition of neighborhood (Lex-Form) is relevant to accuracy in spoken and written naming in aphasia, it does not establish which of the factors that compose LexForm individually impact accuracy. As our focus is to evaluate predictions of the Dell and Gordon (2003) model, whose key claims have to do with the number of phonologicallyrelated neighbors, in the present work we investigate the influence of PND (defined in terms of number of neighbors) on naming performance in aphasia while holding the factors that compose Goldrick et al.'s Lex-Form constant. We also control for a number of variables they did not investigate, including phonotactic probability, as explained below.
The current project seeks to build on prior work by investigating the influence of PND on the naming performance of speakers with aphasia while accounting for a greater range of extraneous variables than has been investigated before (see Tables 3, 5 , and 7 for variables investigated in the current experiments). The materials for each experiment were constructed with the goal of equating high and low density words, in an a priori fashion, for the majority of variables listed in Tables 3, 5 , and 7. When this was not possible, the remaining variables were dealt with statistically in regression analyses. Among others, a key variable accounted for in the current work that had not been dealt with in prior investigations of PND effects in aphasia is phonotactic probability (i.e., position-specific phoneme frequency and the frequency of particular phoneme sequences). It is reasonable to assume this variable could be a confound in prior work on PND effects in aphasia because with increasing numbers of phonologically-related neighbors, the frequency of shared phonemes and sequences of shared phonemes should increase as well. In the present experiments, phonotactic probability was one of several factors controlled in an a priori fashion.
Using such controlled materials, our main goal was to investigate the level(s) of lexical access that are impacted by the density of phonological neighbors. The interactive model of Dell and Gordon (2003) predicts that PND influences the word-selection stage as well as phonological retrieval. To test this, we investigated PND effects in aphasic individuals whose deficits impacted different stages of the naming process. Experiment 1 investigated PND effects in two aphasic speakers (P1 and P2) who, in a naming evaluation, produced a predominance of phonological errors (e.g., phonological nonwords). Experiments 2 and 3 investigated the influence of PND on the naming performance of a third aphasic speaker (P3) who showed minimal phonological disturbance. Instead, the naming evaluation demonstrated that she was prone to semantic errors. Experiment 2 used largely the same materials as in Experiment 1 but with small changes to exert tighter experimental control over numerous lexical and sublexical variables, as reported in Tables 3, 5 , and 7. Experiment 3 extended the investigation of PND effects on P3's naming performance to a new set of controlled materials.
To anticipate, we found that higher PND was associated with fewer phonological errors in P1 and P2 and with fewer semantic errors in P3. The tight control over confounding variables in this study lends confidence that facilitative effects of PND truly derive from the influence of activated phonological neighbors during the semantic and phonological stages of naming, and not to confounding effects of other variables known to influence lexicalsemantic encoding (e.g., target familiarity) or post-lexical phonological encoding (e.g., phonotactic probability). On this basis, we argue that the results provide strong support for interactive accounts of naming, which offer a natural explanation for how phonological neighbors become activated during a semantically-driven task like naming, and why this should reduce the probability of phonological and semantic errors.
Experiment 1
Experiment 1 investigated the effect of PND on the naming of two individuals with aphasia who were prone to phonological errors in naming.
Methods
Participants-Two individuals with chronic, post-stroke aphasia were recruited from the Moss Rehabilitation Research Institute's pool of research volunteers based on test scores indicating a phonological output deficit. They gave informed consent under a protocol approved the Institutional Review Board of Albert Einstein Healthcare Network of Philadelphia, PA. and were reimbursed $15 for each hour of participation. They also consented to undergo a structural MRI or CT imaging to localize their lesion(s). Imaging was conducted at the University of Pennsylvania School of Medicine under their IRB protocol.
P1: P1 was a 74-y.o. right handed male who had 21 years of education and was employed as a scientist prior to sustaining a stroke 21 months earlier. A structural MRI revealed a discrete left temporo-parietal lesion, involving Brodmann areas 39 and posterior 22. On the Western Aphasia Battery (WAB; Kertesz, 1982) , he obtained an Aphasia Quotient of 56 and was classified as having Conduction Aphasia. This is based on a profile of fluent spontaneous speech (fluency score = 5), good auditory comprehension (79%) and relatively poor repetition (50%). A clinical screen for speech apraxia (Dabul, 2000) was negative. Table 1 shows P1's performance on additional measures of repetition (word and nonword repetition tests), word comprehension (picture-word verification test: does the word match the picture?; synonym triplets: pick two of three words that are synonyms) and picture comprehension (Camel and Cactus Test, picture version: Does camel go best with cactus, tree, sunflower, rose?; Bozeat, Lambon-Ralph, Patterson, Garrard, & Hodges, 2000) . The reported z-scores are calculated from the mean and standard deviation of a large diverse group of patients with aphasia resulting from left-hemisphere stroke (N=86 for the CCT, picture-word verification test, and synonym selection task; N=84 for word and nonword repetition). Table 2 shows P1's performance on the Philadelphia Naming Test (Roach, Schwartz, Martin, Grewal, & Brecher, 1996) . One can see from these tables that P1 performed above the aphasia mean on the tests of word and picture comprehension but at the mean on word and nonword repetition. A phonological impairment was most apparent in his performance on the PNT, where phonologically related nonwords and formal errors were in abundance compared to semantic errors.
On some accounts, phonological errors can originate at production stages peripheral to lexical-phonological access, and this is particularly likely in patients with a phonetic/ articulatory impairment. As noted earlier, P1 did not qualify as having clinically evident speech apraxia. As a further check, we coded his word repetition responses from the Philadelphia Repetition Test (PRT; Dell et al., 2007) for phonetic errors (see Romani & Galluzzi, 2005 for details) . In this analysis, a naïve coder and the first author independently coded correct repetitions for distortions in how phonemes were produced. The coders considered a word to contain a phonetic error if the phoneme was slurred or produced with an audible effort. The raters agreed on 100% of their judgments. P1 produced no phonetic errors, bolstering the evidence his phonological naming errors did not arise at phonetic/ articulatory levels.
Further analysis of P1's repetition errors revealed that they were predominantly substitution errors of individual phonemes, consonant clusters or whole syllables. Among his repetition errors, he produced only two possible contextual errors (out of 20). Contextual errors, which include anticipations, perseverations, or exchanges of phonemes elsewhere in the word have been interpreted as indicative of a disrupted post-lexical sequencing stage (Buckingham, 1986; Kohn & Smith, 1990 ) that operates after phonemes are retrieved. However, it is not necessary to invoke separate post-lexical processes to explain contextual errors as they arise in the Dell family of naming models as errors in the timing with which phonemes are retrieved (see Dell, 1986 for discussion). Nevertheless, as P1 shows no evidence of phonetic/articulatory impairment, and almost all of his repetition errors do not appear to be errors in the sequencing of retrieved phonemes, P1 may be said to have primarily a deficit in phonological retrieval (step-2 in the two-step interactive theory of lexical access).
P2: P2 was a 53-y.o. right-handed male with 12 years of education who was employed as a truck driver before suffering a stroke 21 months before time of test. P2's performance on the WAB revealed a classification of Conduction Aphasia based on a profile of fluent spontaneous speech (fluency score = 6), good auditory comprehension (71%) and relatively poor repetition (60%). Structural MRI revealed a classic conduction aphasic lesion profile, with a significant amount of damage to Brodmann areas 39 and 40 extending anteriorly to involve the insula and underlying white matter including the arcuate fasciculus. The clinical screen for speech apraxia (Dabul, 2000) revealed P2 to be mildly apraxic. P2 showed average or above average performance (compared to the aphasia mean) on tests of word and picture comprehension, but his performance on tests of word and nonword repetition were below average (Table 1) . His errors on the PNT were predominantly phonological (e.g., phonologically-related nonwords and formal errors; Table 2 ).
A naïve coder and the first author independently coded correct repetitions on the Philadelphia Repetition Test for phonetic distortions using the same criteria described above. The raters independently agreed on 92% of their judgments, and disagreements were resolved through discussion. Commensurate with the diagnosis of mild apraxia by the Dabul Apraxia Battery (Dabul, 2000) , P2 produced around 10% phonetic errors. This is close to the range of phonetic errors for patients that Romani & Galluzzi (2005) classified as apraxic, indicating a phonetic/articulatory disturbance.
Further analysis of P2's repetition errors are indicative of additional phonological or possibly post-lexical impairments. P2's repetition performance on the PRT was 65% accurate (Table 1) . Around a third of his nonword errors were contextual errors, including anticipations, perseverations, or exchanges of phonemes elsewhere in the word. As discussed above, these kinds of errors may be indicative of an impairment in post-lexical sequencing operations or in the timing with which phonemes are retrieved. The rest of P2's nonword errors in repetition were phoneme additions, deletions and substitutions, which can be indicative of problems during phonological retrieval or in phonetic/articulatory processing. Thus, while some of P2's phonological errors may be the result of faulty phonological retrieval, others may have arisen during post-lexical phonological or phonetic/ articulatory encoding.
Materials-The stimuli consisted of forty-eight black-and-white pictures (24 low density/ 24 high density) of common everyday objects named with monosyllabic nouns, largely drawn from Magnuson, Dixon, Tanenhaus, and Aslin, (2007) and Snodgrass and Vanderwart (1980; see Appendix A) . As a goal of this work was to explore the influence of PND on aphasic speech with more control over the materials than previous work (Best, 1995; Gordon, 2002; Gordon and Dell, 2001; Goldrick et al., 2010; Kittredge et al., 2008) several variables were taken into account in addition to density. The variables assessed in all experiments included number of phonemes, phonotactic probability, familiarity, word frequency, imageability, concreteness, age of acquisition, name agreement and two neighborhood frequency measures: 1. Average frequency of neighbors; 2. Presence/absence of higher frequency neighbors. Table 3 reports the average values for these variables and tscores differences between conditions in Experiment 1.
Density, number of phonemes, familiarity, and neighborhood frequency were provided by the Washington University Speech and Hearing Neighborhood Database (directed by Mitch Sommers, Ph.D.; http://neighborhoodsearch.wustl.edu/neighborhood/Home.asp) a webbased interface to the Hoosier Mental Lexicon (Nusbaum, Pisoni, & Davis, 1984) . Density is the number of neighbors similar to the target by the addition, deletion or substitution of one phoneme (Luce & Pisoni, 1998) . The anchors for the familiarity scale include 1=don't know the word; 4= recognize the word but don't know its meaning; 7=know the word and its meaning. Neighborhood frequency is the average frequency of phonological neighbors. The presence/absence of higher frequency neighbors was calculated using the same database by outputting the phonological neighbors for each item and comparing the frequency of each neighbor against the frequency of the target. Phonotactic probability is the average sum of positional segment frequency and biphone frequency, retrieved from the Phonotactic Probability Calculator (Vitevitch & Luce, 2004) . Word frequency was taken from the SUBTL frequency norms of American English (Brysbaert & New, 2009) .1 Imageability values (1=low imagery; 7=high imagery) were taken from Cortese and Fugett (2004) , concreteness values (1=highly abstract; 7=highly concrete) from Nelson, McEvoy, and Schrieber (2004) , and age-of-acquisition ratings from Gilhooly and Logie (1980) and Stadthagen-Gonsalez and Davis (2006) . Age-of-acquisition ratings were made on a seven-point scale ranging from 1 (0-2 years) to 7 (13 years and older), with intermediate points on the scale identified with 2-year bands. Imageability values were available for all items in all three experiments, concreteness values were available for at least 92% of items in each of the three experiments, but age-of-acquisition values were available for no more than 72% of the items in any of the experiments. Thus, for all missing concreteness or age-of-acquisition values, the mean for the condition (high/low density) per experiment was used. Finally, ten healthy controls provided name agreement responses to all pictures from all three experiments. The pictures were presented in a random order, and participants were asked to name each picture as unambiguously as possible using one word. They were asked to give the label that most accurately described each object.
The only variables besides density that varied between conditions in Experiment 1 by the standard alpha level p=.05 were number of phonemes, average neighborhood frequency, and age-of-acquisition (Table 3) . Regression analyses (reported in the Results section) were conducted to evaluate potential effects of density on naming performance independent of these confounded variables.
Procedure-In order to increase the number of observations, each participant attempted to name all of the items twice across two sessions, with no less than a 48-hour delay between sessions. The pictures were presented randomized in a blocked design, with the order of the high and low density blocks counterbalanced across the two participants and across sessions. Participants were instructed to name the pictures as best they could, and were allowed to continue to try to retrieve the word as long as they felt comfortable, though key measures (e.g., accuracy, error type) were taken upon the first complete (non-fragment) response produced within 30 seconds.
The experiment was presented on a Macintosh computer using Revolution Studio (RunRev Ltd). Participants' verbal responses were digitally recorded and transcribed into IPA by a coder naïve to the hypotheses of the experiment. Transcriptions were checked by the first author and discrepancies were resolved by a third coder who was also naïve to the hypotheses of the experiment.
Error Coding-Scoring was adapted from the scheme that is standard for the Philadelphia Naming Test (Roach et al., 1996; see Schwartz et al., 2006 for more details). The same scoring scheme was used for all three experiments. Initial scoring was conducted by a naïve coder, then checked by the first author. A second naïve coder checked all codes and made final decisions regarding any disagreements in coding. A response was coded as accurate if it was produced fully with no phonological errors. African American vernacular variations were accepted as correct. A response was also counted as accurate if a singular was produced in place of a plural or vice versa (e.g., socks for the target sock).
The primary error categories of interest included (1) semantic error, substituted noun that was a synonym of the target, a category coordinate, superordinate/subordinate, or strong associate (e.g., "fire" for the target grill); (2) semantic circumlocution, non-noun or multiword response that conveyed some aspect of the meaning of the word ("little chicken" for the target chick, or "Olympic thing" for torch); (3) formal error, errors that were phonologically related and semantically unrelated to a target but resulted in a word; (4) phonologically-related nonword error, errors that were phonologically related to a target but resulted in a nonword. (Note, a production was judged as phonologically related to a target if it shared at least one phoneme in the same position as the target or two phonemes in any position); (5) mixed error, errors which met the criterion for both semantic and phonologically-related errors. Other error types not included in the main analyses were unrelated errors, nouns that were neither semantically or phonologically-related to the target; picture-part errors, where they named a feature of the picture (these typically reflect a failure to understand what was being shown); no-response errors were when they failed to say anything or say "I don't know."
For the purposes of categorizing naming errors in terms of the two main stages of lexical access, we grouped together semantic errors, semantic circumlocutions, and mixed errors, under the assumption that these errors are indicative of lexical access problems at or above the level of word selection. We also grouped together formals and phonologically-related nonwords, under the assumption that these errors are indicative of problems in phonological processing.
Our classification of formals (i.e., errors that result in phonologically-related words) as arising during phonological processing requires further explanation, due to the noted dualnature of formals . According to the two-step interactive approach of Dell and colleagues, formal errors can arise during either word selection (e.g., selecting the word "hat" instead of "cat") or phoneme retrieval (e.g., erroneously selecting /h/, leading to the error "hat" instead of "cat"). To foreshadow the results, in Experiment 1 only a minority of formal errors (35%) were nouns, a number considerably lower than chance (64%) estimated as the percentage of nouns in a corpus of monosyllabic words . By comparison, 100% of the semantic errors produced in this and the following experiments were nouns. Originally noted by Garrett (1975; errors originating during lexical-semantic encoding in production (e.g., semantic errors, whole word substitutions) almost always obey grammatical class constraints whereas phonological level errors are numb to grammatical class. Figure 2 reports the proportion of errors in the experimental naming test that were phonologically related or semantically related to the target. The rate of phonologicallyrelated errors was higher for the low density materials for both participant P1, X 2 (1, N=48)=5.35, p=.02, and participant P2, X 2 (1, N=48)=3.77, p=.05. There was a nonsignificant trend for more semantically-related errors for participant P1 on the low density materials, X 2 (1, N=48)=2.22, p=.13. Table 4 gives a full tabulation of all responses in Experiment 1 including raw counts and percentages of correct responses and errors. Accurate responses were significantly higher on the high density materials for participant P1, X 2 (1, N=48)=11.66, p<.001, and almost significantly higher for participant P2, X 2 (1, N=48)=3.64, p=.06.
Results
Backwards stepwise multiple logistic regression was used to model accuracy (error/correct) with density (low/high) as a predictor along with variables that were at least marginally correlated with density in Experiment 1. These included neighborhood frequency, r(48)=.29, p=.04, number of phonemes, r(48)=−.58, p<.001, and age-of-acquisition, r(48)= −.40, p<. 005. Multicollinearity was not of concern in this analysis as indicated by high tolerance values (.58 or greater) for all predictors in the model (Menard, 2002) .
In backwards stepwise multiple regression, all predictor variables are entered into the model to evaluate the strength of the predictors simultaneously, after which the predictor that increases the fit of the model the least is removed. If its removal significantly decreases the predictive ability of the model, it is reentered, otherwise it is left out. This process iterates until only useful predictors are included in a final model. For participant P1, density, Wald X 2 (1)=3.70, p=.05, along with number of phonemes, Wald X 2 (1)=2.86, p=.09, were the only predictors retained in the final model (see Appendix B for more information about model fit and predictor statistics). When the model was applied to participant P2's data, only density was retained as a predictor, Wald X 2 (1)=3.57, p=.05.
Discussion
Experiment 1 revealed that participants P1 and P2 experienced greater difficulty in accurately producing words from low versus high density neighborhoods with more phonologically-related errors produced on targets from low density neighborhoods. Differences in accuracy from the density manipulation obtained even though other lexical factors including familiarity, frequency, phonotactic probability, number of phonemes, neighborhood frequency (two measures), imageability, concreteness, age-of-acquisition and name agreement were controlled either experimentally or statistically. Importantly, as phonotactic probability (position-specific phoneme frequency and bi-phone probability; see Table 3 ) was controlled between density conditions, the impact of PND has to do with number of phonologically-related neighbors rather than phoneme frequency and transitional probabilities.
These results confirm a facilitative role of PND in the production of words, and is commensurate with other work suggesting that having more phonological neighbors facilitates accurate production in speakers with aphasia (Best, 1995; Goldrick et al., 2010; Gordon & Dell, 2001; Gordon, 2002; Kittredge et al., 2008) , as it does in healthy speakers (Vitevitch, 1997; . There also may be subtle semantic effects, with one participant (P1) tending (nonsignificantly) to produce fewer semantically-related errors on the high density (rather than low density) materials. We explore this further in Experiments 2 and 3.
Experiment 2
Experiment 2 focuses on participant P3 who is prone to semantic errors during naming. As noted earlier, the interactive two-step framework attributes semantic errors in naming to faulty mapping from semantics to words (the first stage of lexical access). A key prediction of this framework is that density influences this mapping process. Thus, P3 should demonstrate greater accuracy and reduced errors on naming targets from high density neighborhoods. P3 also is impaired on measures of word and picture comprehension, raising the possibility of an additional locus for her semantic errors within the systems that represent or regulate semantic knowledge.
Methods
Participants (Experiments 2 and 3)
P3: Participant P3 was a 47-y.o. right-handed female with 18 years of education who had been employed in television before suffering a stroke 52 months prior to time of present testing. She was recruited from the Moss Rehabilitation Research Institute's pool of research volunteers based on prior test results indicating semantic-based disturbances in production and comprehension with unimpaired phonological output. She gave informed consent under a protocol approved the Institutional Review Board of Albert Einstein Healthcare Network of Philadelphia, PA., and was reimbursed $15 for each hour of participation. She also consented to undergo a structural MRI or CT imaging to localize her lesion(s). Imaging was conducted at the University of Pennsylvania School of Medicine under their IRB protocol.
Structural imaging (CT) revealed a left-hemisphere lesion localized to the temporoparietal junction (BA 39) and a significant part of the middle temporal gyrus (MTG), extending as far anterior as the temporal pole. A recent study involving voxelwise lesion-symptom mapping identified this region of MTG as important for the production of semantic errors generated during the word selection stage of lexical access (Schwartz et al., 2009 ).
P3 was classified as having anomic aphasia by the Western Aphasia Battery (WAB; Kertesz, 1982) because she demonstrated high fluency (fluency score = 8), good auditory comprehension (88%), and relatively preserved repetition (82%). A clinical screen for speech apraxia (Dabul, 2000) was negative. Other indicators of intact output phonology were above average performance (with respect to patients overall) on tests of word and nonword repetition (Table 1) and low formal and nonword error proportions on the Philadelphia Naming Test (Table 2 ). The majority of her naming errors were semantic errors, semantic circumlocutions, and mixed errors which may be indicative of a disruption in the mapping from semantics to word representations. Word comprehension was also impaired relative to our larger patient population, as demonstrated by very poor performance on the synonym-matching task and below average performance on a picture-word verification test. P3 also demonstrated very poor performance on the Camels and Cactus test, a test of nonverbal semantic comprehension. Given her poor comprehension performance, a semantic-level contribution to her difficulties in naming performance seems likely.
Materials-As in Experiment 1, the stimuli were black-and-white pictures of common everyday objects named with monosyllabic nouns. Almost all pictures were drawn from Magnuson et al., (2007) or Snodgrass and Vanderwart (1980) with the exception of three items (match, bell, grapes) drawn from various internet sources. A subset of items in Experiment 1 was used in Experiment 2 (see Appendix A). The set was reduced to twenty items per density condition with a small number of pictures replaced. Small changes were made in the set of materials from Experiment 1 to Experiment 2 in an effort to further reduce differences between conditions in the many variables analyzed. Numerically, this impacted age-of-acquisition, neighborhood frequency and name agreement the most. Table 5 lists the lexical characteristics of the stimuli, calculated from the same sources described in Experiment 1. Number of phonemes and age-of-acquisition were reliably different between conditions or approached a significant difference by the standard alpha level p=.05 (Table  5 ). They will be further analyzed in regression analyses reported in the Results.
Procedure and Error Coding-Participant P3 completed the picture naming task twice with a three-week interval between sessions. Distinct from Experiment 1, the pictures were presented in a fully randomized (non-blocked) order each session. Similar to Experiment 1, the participant was instructed to name the pictures as best as possible, and was allowed to continue to try to retrieve the word as long as she felt comfortable. Key measures (e.g., accuracy, error type) were taken upon the first complete (non-fragment) response produced within 30 seconds. All other details of the procedure and error scoring were the same as in Experiment 1. Figure 3 reports the proportion of errors that were phonologically related or semantically related to the target. The rate of phonologically-related errors did not differ significantly as a function of density. Of most interest, participant P3 did demonstrate a significantly lower rate of semantically-related errors (semantic errors, mixed, and semantic circumlocutions) on the high density materials, X 2 (1, N=48)=8.58, p=.003. The difference in semantic errors alone was reliable, X 2 (1, N=48)=6.13, p=.013. Table 6 gives a full tabulation of all responses in Experiment 2 including raw counts and percentages of correct responses and errors.
Results
As in Experiment 1, backwards stepwise multiple logistic regression analysis was conducted with density (high/low) as a predictor along with variables that were at least marginally correlated with it, including number of phonemes, r(40)= −.50, p=.001, and age-ofacquisition, r(40)= −.29, p=.06. Multicollinearity among the predictors was not a problem in this analysis (all tolerance values >.71). All predictors were retained in the final model: density, Wald X 2 (1)=3.81, p=.05; number of phonemes, Wald X 2 (1)=3.81, p=.05; age-ofacquisition, Wald X 2 (1)=8.43, p=.004 (see Appendix B for model and predictor statistics), demonstrating that density, number of phonemes, and age-of-acquisition each contribute independently to the naming performance of participant P3. We reserve further comment on these results until after Experiment 3.
Experiment 3
In Experiment 3, we sought to replicate an influence of PND on P3's naming performance with a new set of materials. In the construction of these materials, we achieved tighter experimental control over most of the variables investigated than in the previous two experiments (compare Tables 3, 5 , and 7). The most notable changes were in imageability, age-of-acquisition, and neighborhood frequency. We also controlled for homophony, a factor which was not strictly controlled in the first two experiments. Some work suggests that words with a highly frequent homophone counterpart may be facilitated in their production, a phenomenon termed frequency inheritance (Dell, 1990; Jescheniak and Levelt, 1994) . Though the questionable reliability of this phenomenon has sparked controversy (Bonin & Fayol, 2002; Caramazza, Costa, Miozzo & Bi, 2001; Caramazza, Bi, Costa, & Miozzo, 2004; Jescheniak, Meyer & Levelt, 2003; Miozzo & Caramazza, 2005; Miozzo, Jacobs, & Singer, 2004 ) the hypothesis of shared phonology between the meanings of a homophone has received support from remediation studies of anomia (Biedermann & Nickels, 2008) . In Experiment 3, we sought to remove the possible confounding influence of frequency inheritance by including only target names that did not have a high frequency homophonic counterpart.
Methods
Materials, Procedure and Scoring-The stimuli consisted of thirty-two (16 high density/16 low density) colored pictures of common everyday objects named with monosyllabic words (see Appendix A). The pictures came from a colorized version of the Snodgrass and Vanderwart object set (Rossion & Pourtois, 2004) and various internet sources. Table 7 lists the lexical characteristics of the stimuli used in Experiment 3, calculated from the same sources listed in Experiment 1. Of the variables investigated in addition to density (Table 7) only number of phonemes approached a reliable difference between conditions by the standard alpha level p=.05. Its influence on performance will be further investigated in a regression analysis reported in the Results. Participant P3 performed the task two times in sessions separated by three weeks. All other aspects of the procedure and scoring were the same as described in Experiment 2. Table 8 reports the raw counts (and percentages) of all responses as a function of accuracy and error type. Semantically-related errors were elevated for the low density materials versus the high, though this was not statistically reliable, X 2 (1, N=32)=2.41 p=.12. P3 also produced 3 phonologically-related errors, specifically formal errors, all of which were in the low density condition. This increase in phonologically-related errors was statistically marginal, X 2 (1, N=32)=3.14 p=.08. Overall accuracy was greater for the high density materials versus the low, X 2 (1, N=32)=3.92 p=.05. Figure 4 shows the percentage of semantic and phonological errors as a function of density for participant P3.
Results
Among the variables investigated in Experiment 3 (Table 7) , only number of phonemes was at least marginally correlated with density condition, r(32)= −.32, p=.07. A regression analysis was conducted identical to the first two experiments except that the predictors in the model included only number of phonemes in addition to density (high/low). Among these, only density was retained in the final model, Wald X 2 (1)=3.73, p=.05 (see Appendix B for model and predictor statistics).
Discussion (Experiments 2 & 3)
In Experiment 2, participant P3 demonstrated greater naming accuracy on targets from high (versus low) density neighborhoods concomitant with a significant decrease in the incidence of semantically-related errors on these materials. Experiment 3 demonstrated largely similar findings, with greater accuracy and a trend towards fewer semantically-related errors on targets from high versus low density neighborhoods.
The computational account of PND facilitation of lexical access in production (Dell & Gordon, 2003) explains the decrease in semantic errors to high PND targets in terms of interactive feedback from the phoneme level, which selectively privileges the target word relative to its semantic competitors. While this account was meant to apply to semantic errors generated during word selection, it could also apply to those generated at the semantic level, on the assumption that the semantic-level deficit had the effect of increasing semantic competition for word selection. Concretely, let us suppose that P3 had a tendency to produce DOG for CAT because her concepts for these animals lacked distinguishing features (a semantic level deficit). If this resulted in greater competition between DOG and CAT at the word level, then the phonological feedback to neighbors CAT and MAT would benefit CAT over DOG and thus decrease the likelihood of the semantic error.
Could interactive feedback also percolate upwards from the word level to promote better target conceptualization directly? We find this possibility unlikely. First, it is not obvious how a semantic impairment involving missing or unavailable semantic features could be corrected by feedback from phonologically-related (and semantically-unrelated) words. In a situation where multiple semantically related concepts are activated (e.g., cat, dog), but distinguishing features are lacking, feedback from phonologically related neighbors could bolster activation of a target concept. However, this requires the assumption of sufficient feedback from word-level to semantic representations. Work by Rapp and Goldrick (2000) demonstrated through simulations that there is little if any feedback from words to semantics during naming. Thus, we find it more likely that the effect of PND on P3's naming performance is due to the impact of phonologically related neighbors on word selection rather than on conceptualization itself.
General Discussion
The current work established the influence of phonological neighborhood density on aphasic naming performance while controlling for a broader range of extraneous variables than in previous work on PND effects in aphasia (Best, 1995; Goldrick et al., 2010; Gordon, 2002; Gordon and Dell, 2001; Kittredge et al., 2008) . In the present studies, an influence of PND on aphasic naming performance was established independent of familiarity, phonotactic probability, word frequency, homophony, number of phonemes, syllable length, age-ofacquisition, concreteness, imageability, name agreement and two measures of neighborhood frequency.
In Experiment 1, we focused on two participants with aphasia secondary to a lefthemisphere cerebrovascular accident whose naming impairment manifested in a tendency for phonologically-related errors. Closer analysis of their repetition errors suggested that participant P1 primarily had a deficit in the retrieval of constituent phonemes, whereas P2 had additional phonetic/articulatory problems possibly concomitant with impaired postlexical buffering/sequencing operations. On the experimental task, both participants were more accurate in naming targets from high (versus low) density neighborhoods, due largely to a reduction in phonological errors. Thus, the PND manipulation at a minimum facilitated phonological retrieval from the lexicon (P1) and it may have facilitated post-lexical phonological and phonetic operations as well (P2). The possibility that the PND effect in P2 was actually due to sublexical properties confounded with PND is made much less likely by the fact that high and low density targets were equated for phonotactic probability, (i.e., position-specific phoneme frequency and the frequency of particular phoneme sequences). While it remains possible that some other sublexical confound was responsible for the PND effect in P2, the more likely explanation is that the responsible factor is indeed phonological neighbors: when there are more neighbors, there are more lexical-phonological feedback loops created, resulting in greater convergence onto the target phonemes. In patients like P2, this could also benefit damaged processes at subsequent levels of phonological and phonetic encoding. For example, with more feedback loops engaged, evidence might accumulate faster for the target's constituent phonemes, allowing post-lexical and phonetic/articulatory processes to initiate earlier than with fewer feedback loops engaged.
Experiments 2 and 3 addressed whether phonologically related neighbors also impact processing during the mapping from semantics to word representations. The participant in these experiments, P3, was prone to semantic errors in naming and comprehension. In two experiments involving different sets of materials, her naming performance was more accurate on targets from high density neighborhoods compared to low, and the increased accuracy with high density targets was generally associated with a decrease in semantically related errors.
An influence of the number of phonologically related neighbors on the naming performance of P3 -whose neuropsychological profile implicates semantic and not phonological-level processes --constitutes very strong evidence for interactive approaches to lexical access (Dell, 1986; Dell et al., 1997; Dell & Gordon, 2003; Foygel & Dell, 2000; Harley, 1993b; Rapp & Goldrick, 2000; Schwartz et al., 2006; Stemberger, 1985) ). The interpretation of this finding is that a target that hails from a high (versus low) density neighborhood receives more activation from phonological neighbors by fiat of interactive activation through shared phonemes. Activation from phonologically related neighbors serves to boost accurate selection of a target word while providing little to no benefit to semantically related (but largely phonologically unrelated) competitors. Whatever the locus of the deficit, lexical or semantic, as long as it predisposes to semantic errors by reducing the advantage of the target word (relative to its semantic competitors) one would expect a benefit from this targetboosting consequence of phonological feedback. Hence, there is no need to postulate that phonological feedback percolates all the way up to semantics in order to accommodate the possibility that P3's naming problem was semantically based.
Our results pose difficulty for feedforward approaches to lexical access (Butterworth, 1989; Levelt et al., 1991 Levelt et al., , 1999 Roelefs, 1992 Roelefs, , 1997 Roelefs, , 2004 . At most, such models allow for activation to cascade from semantically-activated word units (target and semantic neighbors) to the phonemes that constitute these words. Without interaction, there is no direct way for the target's phonological neighbors to become involved, and thus no explanation for why the number of phonological neighbors should impact naming accuracy. One option such models have is to postulate that the PND effect reduces to a confounding influence of phonotactic probability or other sublexical factors. The present results render this implausible, for these reasons: First, we controlled for phonotactic probability in all three experiments; and second, we demonstrated that PND-based facilitation was not limited to the patient with possible phonetic/articulatory problems (P2) but was present in robust fashion in a patient with a specific deficit in phonological retrieval (P2) and, more compelling still, in P3. It is difficult to imagine how the effects obtained with P3 could reduce to sublexical factors, as she has no discernible phonological disruptions of any kind.
A second recourse for feedforward models is to postulate that phonological neighbors are activated indirectly, through pre-articulatory monitoring through the comprehension system (e.g., Levelt et al., 1999) . We will consider this further below, in the context of other arguments favoring interactivity.
Interactivity in Word Production
Interactivity is an important mechanism for explaining a number of phenomena in the word production literature in addition to PND effects. One such phenomenon is the mixed error effect, an observation that semantically-related errors tend to be phonologically related more often than would be expected by chance (Dell and Reich, 1981; Martin, Gagnon, Schwartz, Dell, & Saffran, 1996) . This phenomenon suggests that lexical access is not strictly feedfoward. Rather, phonologically-related semantic competitors receive a boost in activation from feedback through shared phonological representations with a target, heightening the likelihood of their selection resulting in an error.
Another phenomenon often explained as demonstrative of interactivity is the lexical bias effect, a finding that phonological speech errors are more likely if they result in words than nonwords, and that this tendency is greater than what would be predicted by chance (Baars et al., 1975; Dell & Reich, 1981; Hartsuiker, Anton-Mendez, Roelstraete, & Costa, 2006; Oppenheim & Dell, 2008; see Rapp & Goldrick, 2000, for discussion) . The lexical bias effect has been established in controlled experimental settings (Baars et al., 1975; Hartsuiker et al., 2006; Oppenheim & Dell, 2008) as well as in natural speech corpora (Dell & Reich, 1981; Hartsuiker et al., 2006) . The traditional procedure for investigating the lexical bias effect experimentally is the SLIP task (Baars et al., 1975) . In this task, participants read word pairs (e.g., lead-real, love-rock, lard-read) silently and are signaled to overtly produce some pairs such as reef-leech, a procedure which primes an onset exchange error (e.g., reef-leech→leaf reach). A main finding in these kinds of studies is that onset exchange errors that result in words (e.g., reef leech→leaf reach) are more likely than exchange errors that result in nonwords (e.g., sheaf teach→teef sheach) when the opportunity for both kinds of errors is equated. This has been taken as evidence for interactivity, where an unintended phoneme in a particular syllable position will be more likely to be selected in error if it is reciprocating activation to and from a word node (versus when a word node is absent).
An interesting question is how the mixed error effect, lexical bias and density effects may be incorporated into a unified account of lexical access. In the mixed error effect, phonologically-related semantic competitors pose difficulty in accurate encoding at lexicosemantic level processes. In lexical bias, an error is more likely if it results in a word than a nonword, suggesting that lexical level representations can induce errors. Why then do phonologically-related neighbors not induce their own degree of competition, where accuracy decreases with increasing density? The explanation proposed here, which is also consistent with views of Dell and Gordon (2003) , is that phonologically-related neighbors do introduce some degree of competition, but that their facilitative effects are stronger than their competitive effects. One reason to expect this is that in the very same SLIP procedure in which the lexical bias effect has been established, Vitevitch (2002, Experiment 1) found that more speech errors were elicited for word pairs from sparse rather than dense phonological neighborhoods, suggesting that having many versus few form related neighbors facilitates accurate production in the SLIP task. Likewise, Vitevitch (1997) found that malapropisms (form related word substitutions such as insulation→installation) are more likely to involve words from low rather than high density neighborhoods.
On the other hand, evidence suggests that greater density is not always associated with better performance. Vitevitch, Armbruster & Chu (2004) found that words with high rather than low onset density (controlling for overall neighborhood density) were associated with slower naming time in healthy adults. German (2002, 2005) reported poorer accuracy in naming with high versus low density materials in children and adults. Thus more research is necessary to delineate the situations where phonological neighbors hurt, rather than help, and to specify the dynamics of phonological neighborhoods. For example, there may be a lower bound to facilitation from neighbors so that having one closely related phonological neighbor is worse than having none. Furthermore, at what point does the cumulative facilitation of multiple phonologically-related neighbors offset and overwhelm the competitive factors, and what is the role of distantly related phonological neighbors? (For suggestions, see Mirman, Kittredge & Dell, 2010) .
In the present work, we interpret our results as support for an interactive account of lexical access, which is at odds with feedforward approaches. Phenomena such as the lexical bias effect, which have been taken as support for interactivity, instead are explained in terms of the workings of a monitoring system. For example, in the WEAVER++ model by Levelt et al., (1999) the lexical bias effect results not from interactivity but from a monitoring system which edits a pre-articulatory representation for lexicality, covertly filtering out nonword errors more so than word errors. At present the debate continues whether interactivity or a monitoring approach (or a combination of both, Hartsuiker, Corley, & Martensen, 2005) offer the best account of the lexical bias effect (Baars et al., 1975; Nooteboom, 2005; Nozari & Dell, 2009; Roelefs, 2004; Rapp & Goldrick, 2000; Severens, Ratinckx, Ferreira, & Hartsuiker, 2008) . However, PND effects may be incompatible with predictions of a selfmonitoring mechanism. For example, according to WEAVER++, the mixed error effect arises because the internal monitor has a more difficult time discriminating RAT from CAT than DOG from CAT, due to heightened perceptual similarity. If so, by this account phonologically-related errors (formals in particular) should be more likely when producing targets from high (rather than low) density neighborhoods because an erroneously selected lemma is more likely to be phonologically similar to (and thus more difficult to discriminate from) the target. This expectation is clearly not supported by the extant data, including the current results. Settling these issues is beyond the scope of this paper, but these considerations do highlight the potentially considerable theoretical relevance of phonological neighborhood density effects in informing larger debates about the essential nature of lexical access. Proportion of phonologically related errors and semantically related errors as a function of density in Experiment 1. Proportion of phonologically related errors and semantically related errors as a function of density in Experiment 3. Notes. Z-scores were calculated from the mean and standard deviation of a large diverse group of individuals (N>80) diagnosed with aphasia resulting from left-hemisphere stroke. * Absolute value, two-tailed.
Table 6
Counts and Percentages (In Parentheses) of Accurate Responses and Errors in Experiment 2. 
