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Task details
Experiment 1a, 1b and 2a. Each trial began with a fixation dot 700ms, followed by the simultaneous presentation of target and flankers for 1000 ms. Target and flankers were full-contrast square-waved gratings with a 180° phase (5 cycles, and 75 pixels in diameter). The flankers are presented within a circular aperture of the target grating with 1.5 pixels separation with adjacent flankers. Participants were asked to sit at a comfortable distance from the screen, where the stimuli were presented in a small central area of the screen. The orientation of each individual grating in the flanker surround was chosen from a Gaussian distribution with a particular mean ( ̅̅̅ ) and standard deviation ( ; see main text for precise values). To ensure that the sampled orientations matched the expected distribution with the given ̅̅̅ and , resampling of orientation values occurred until the mean and standard deviation of orientations fell within 1ᵒ tolerance of the desired ̅̅̅ and . Within the stimulus presentation duration, participants had to indicate whether the central grating was clockwise or counterclockwise to the vertical axis by pressing the right and left keyboard arrows respectively. They were instructed to ignore the flanking gratings. Visual feedback was given immediately after their response. Participants completed 6 blocks of 96 trials for Exp. 1a, 10 blocks of 96 trials for Exp. 1b, and 10 blocks of 108 trials for Exp. 2a and 2b).
Experiment 2b.
While keeping all other aspects of the experiment (e.g. timing) the same, in Exp.2b we substituted the grating stimuli with coloured stimuli from a continuous colour space. Target and flankers were circles (100 pixels diameter per circle; 19 pixels separation with adjacent flanking circles) with hue ranging from blue to red. Participants were asked to indicate whether the central colour circle was more red (right arrow) or blue (Left arrow) while ignoring the surrounding coloured circles. Individual colour values (c) were defined by RGB values using expression: RGB = [c, 0, 1-c] with the category boundary being defined as c = 0.5 or RGB = [0.5, 0, 0.5]. The colour value for the central target stimulus and the flanker mean colour value were drawn from the set {0. 35, 0.4, 0.45, 0.55, 0.6, 0 Experiment 3 (fMRI study). All stimuli were presented on a grey background. Participants first saw a fixation dot for 500ms, followed by the presentation of stimuli (subtended 3.09° visual angle) for 500ms, and were asked to respond within 1500 ms of stimulus onset. Stimuli were tilted gratings as for Exp.1 and Exp.2a. At the end of the response window, visual feedback in the form of a green or red dot indicated whether the response was correct or not for 300ms. There was a jittered interval of between 2-6s (on average 4s) interposed between trials. Target tilt and flanker tilt statistics were varied independently on a trial-by-trial basis. On each trial, tilts of the target grating and flanker mean orientation were drawn independently from uniform distributions with a limit of -45° and +45°. Similarly, flanker standard deviation could be valued between 0 to 30° from a uniform distribution. Resampling was used to ensure that the number of congruent and incongruent trials was matched across the entire experiment. Participants completed 4 (n = 10) or 5 (n = 10) blocks of the task in the scanner, with 130 trials on each block. fMRI acquisition and preprocessing. Images were acquired with 3-Tesla Siemens TrioTim with a 32-channel head coil using a standard echo-planar imaging sequence. Images were 64 × 64 ×32 volumes with voxel size 3.5×3.5×3.5 mm; acquired with a 2s repetition time and echo time of 30 ms. We acquired fMRI data in 4 or 5 runs with 425 volumes per run. All preprocessing and fMRI analyses were carried out using SPM12. Preprocessing of the imaging data includes realignment of function images, co-registration of anatomical scan to the mean functional image, followed by segmentation and spatial normalisation to the standard template brain of the Montreal Neurological Institute (MNI brain). Lastly function images were spatially smooth with a 6-mm full width half maximum Gaussian kernel. A 128-s temporal high-pass filter was applied to exclude low-frequency artefacts.
Model comparisons
Behavioural model comparison. We implemented Bayesian model selection at the group level to obtain posterior likelihoods and exceedance probabilities as described by Stephan and colleagues(1).
Neural Bayesian model comparison. We estimated the following GLMs using Bayesian statistics and conducted model comparisons to quantify and compare the predictions of different GLMs (Fig. 8A ): (i) no-gain modulated decision value | | i.e. GLM1 described in the main text Methods, (ii) gain modulated decision value (|̂|; GLM5), 3 GLMs that contained the no-gain modulated decision value and conflict defined in three ways (iii) GLM6: a binary congruency regressor: 'Cong' (iv) GLM7: conflict computed using equation 'C' (4) (v) GLM8: conflict computed using equation (5) from the main text Methods 'C i '. The fits of each GLM were assessed by Random Effects Bayesian Model Selection from the VBA toolbox (2). This allows us to estimate the exceedance probabilities and expected frequencies for each model by feeding the log evidence for the aforementioned GLMs within each masks from the leaveone-out analysis. The best model is characterised with the highest exceedance probability and an expected frequency that is above chance (i.e. 1/number of models in comparison = 20%).
SI results
Choice bias and tilt illusion. We used an approach that is related to a probit regression approach that described previously to understand the weighting of information in perceptual averaging judgments. Here, we assess the weight (or influence) that distracters wielded over choices, as a function of whether the tilt of individual flankers was similar or dissimilar to the target tilt (3, 4). We first fitted the adaptive gain model to subjects' RT using the methods described in the main text. Choice probability is computed by passing the model output ̂u nder the best parameterization into a choice function in Eq. 8. We attempted to predict choices on each trial as follows:
[S1]
[S2] Where Φ refers to a probit link function. We first tallied the signed angular difference between the individual flankers and the target [ − ] into bins (q = 11). Negative/positive values mean that the flankers are more counter-clockwise/clockwise than the target.
1 is the regression coefficient associated with the target orientation, and 2 is the coefficient associated with each bin q of the angular difference between each flanker and the target. We plotted the coefficients 2 associated with each bin q for human choices and RT in Fig. S6 . Same analysis was completed on model choices and RT.
Data Availability
All behavioural data, custom code for recreating the analyses, and group-level results of the fMRI data are made available on a GitHub repository: https://github.com/summerfieldlab/Li_etal_2018 Fig. S1 . Tilt illusion prediction from the adaptive gain model. The illustration displayed the population activity vector for 3 hypothetical targets ( 1 = −15°, blue solid line; 2 = 15°, purple solid line; 3 = 30°, red solid line) from a population neurons that their tuning width envelope is based on a ̅̅̅ = 45° and = 5. The population activity for 3 is more skewed than 1 and 2 , the hypothetical target which has the greatest distance to ̅̅̅ . This target is now perceived as closer to the category boundary at 0°. The strength of repulsion away from is also the greatest with this target. This can be seen clearly by comparing lighter coloured triangles and dotted line (decoded orientation from the model) against darker coloured triangles (the true orientation). The difference between decoded orientation and objective orientation is the greatest for 3 (red triangles) and smallest for 1 (blue triangles). 
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The surface plot illustrates the accuracy (colour bar) for choosing the tilt that is further from the category boundary ('High') among tilts that are closer to the category boundary ('Low') as a function of a third distractor's tilt. When the two tilts are dissimilar, the overall accuracy is higher than when the two tilts are similar. Accuracy is further modulated by the tilt of a third distractor that the accuracy is lower for a given dissimilarity between the two target tilts if the distractors are further away from the category boundary. This replicates the effect from Chau and colleagues that the participants' accuracy over choosing two valued option decreases when the third distractors' values are high. 
Fig. S6. Model fits of the conflict monitoring account using cross-fitting on human response time (A)
Predicted RT of conflict model 1 (two left-most panels) and conflict model 2 (two rightmost panels) for Exp. 1a and Exp. 1b. Conflict model 1 made no further assumptions on the role of flanker variability, thus it failed to predict the impact of flanker variability on performance (different flanker variabilities in three coloured lines were superimposed on each other). Conflict model 2 computed conflict as a function of individual flankers, thus it predicts an increased conflict for high flanker variability trials. However, this is solely because there were some individual flankers that crossed the boundary and were incongruent to the target under high flanker variability condition. (B) Predicted RT of conflict model 2 on Exp. 2. The model failed to capture the two key behavioural signatures we found in Exp. 2. The predicted RT shows a reversed congruency effect; this is because the conflict model would always predict no conflict for congruent trials or a positive conflict for incongruent trials, meaning that it would fail to capture the disproportionate cost for congruent trials rather than incongruent trials in humans. However, for consistency of model fitting practice across the manuscript, we did not limit the range of drift rate ( 1 ; Eq. 7), resulting in most of the subjects having a negative best fitting drift rate in order to capture the RT data. We showed that flankers that are moderately dissimilar to the target (flankers that are ~13° tilted CW or CCW from the target) have the greatest impact on choice and RT. In other words, these flankers exert a more distracting influence on choices. We observed exactly the same pattern shown in humans, as well as replicating the prediction of the model in Fig. 1a . Together, these analyses show that the human data resemble the model predictions over 4 different experimental datasets in Exp.1 and 2. Shaded areas indicate SEM. 
