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Dalam perkembangan teknologi komputer dewasa ini, banyak aplikasi 
yang menggunakan citra sebagai sumber informasi maupun dalam hal komunikasi 
data seringkali. menggunakan citra sebagai sarana komunikasi, secara khusus 
adalah citra wajah. Sistem pengenalan wajah merupakan sistem yang mudah 
digunakan dru1 lebih berpotensi w1tuk tidak dapat ditembus. 
Dalam tugas akhir Jni, dirancang dan dibuat satu sistem pengenalan wajah 
dengan masukan berupa citTa wajah yang berukuran tertentu, dengan 
menggunakan metode Fisherface. Sistem ini terdiri dari Jua tahapan utama, yaitu 
tahap pelatihan dan tahap pengenalan. Tahap pelatihan dimaksudkan untuk 
melatih citra wajah yang telah ada didalam basis data untuk dicari nilai 
Tra.nsfom1asi Fisher's Linear Discriminant (FLD) dan bobot wajah pelatihan. 
Sedangkru1 tahap pengenalru1 akan mengenali wajah berdasarka11 informasi hasil 
pelatihan. Uji coba dilakukan dengan menggLmakan dua tipe data pelatihan, yaitu: 
data pelatihan terurut dan data pelatihan terkendali. Data pelatihan terurut diambil 
dari data pelatihan sesuai dengan nomor urutan datanya tanpa memandang variasi 
data yang ada. Data pelatihan terkendali dipilih secara manual dan 
mempettimbangkan variasi data yang ada tanpa memandang urutan indeks data. 
Hasil uji coba dengan data pelatihan terurut menunjukkan 80% sedangkan 
dengan data pelatihan terkendali menunjukkan 88%. Kemampuan sistem 
pengenalan wajah ini sangat tergrultung dari jumlah variasi data pelatihan yang 
digunakan dan juga tergrultung pada kemiripan wajah tiap-tiap orang. Jumlah 
variasi yang memadai akan memberikan tingkat keberhasilan pengenalan wajah 
tinggi bila dibandingkan dengan variasi data pelatihan yang kurang memadai. 
Sistem yang telah berhasil dibuat dapat dimanfaatka11 sebagai dasar bagi 
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1.1 LATAR BELAKANG 
Sistem pengaman elektronik mengalami kemajuan pesat dalam beberapa 
dekade teraklrir ini. Perkembangan ini didukung oleh kemajuan teknologi 
dibidang hardware, khususnya komputer. Dukungan yang diberikan komputer 
seperti kemudahan dibidang perancangan, simulasi, dan implementasi sistem 
pengaman elektronik tersebut. 
Aplikasi sistem pengenalan biometrik (sistem pengcnalan dengan 
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penggunaan ciri khas pada diri manusia, seperti wajah, sidik jari, dan telapak 
tangan) untuk sisiem pengaman mendapatkan perhatian yang serius akhir-akhir 
ini. Perhatian ini muncul karena ciri-ciri yang digtmakan tersebut merupakan ciri 
yang unik untuk setiap manusia dan tidak dapat dipalsukan. Diantara ketiga ciri 
yang disebutkan diatas , ciri wajah merupakan ciri yang lebih kompleks karena 
banyaknya infmmasi yang terdapat padanya. lnfonnasi-informasi itu meliputi 
bentuk wajah, jarak kedua mata, wama kulit, panjang dan Iebar alis mata, dan 
informasi lainnya. Dengan demikian, pengt,11.maan wajah sebagai kode akses untuk 
sistem pengaman elektronik lebih berpotensi untuk tidak dapat ditembus 
dibandingkan dengan penggunaan ciri yang lain. 
Tugas akhir ini be1isi tentang sistem pengenalan wajah dengan 
menggunakan metode Fisherface. Metode ini mampu menghasilkan presentase 
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total tingkat pengenalan yang lebih tinggi . Hal ini dapat terjadi k2rena dengan 
menerapkan metode Fisherfacc untuk mereduksi dimcnsi citra wajah ke dimensi 
ciri sebagai data masukan sistem, data-data pada citra wajah yang dapat 
mengganggu tidak ikut diproses lagi. Dengan demikian hanya ciri-ciri wajah yang 
penting saja yang disimpan dan diolab sistem untuk melakukan pengenalan 
terhadap objek wajah . Selain itu bila terdapat variasi ciri wajah yang akan 
dikenali , seperti ekspresi , tetap mampu dikenal dengan baik. Dapat dikatakan 
bahwa me1ode Fisherface yang mereduksi dimensi data masukan sistem dapat 
meningkatkan kinerja sistem, terutama dengan mempercepat proses pelatihan dan 
meningkatkan prosentase tingkat pengenalan objek. 
1.2 PERUMUSAN MASALAH 
Masalah utama dari pengenalan wajah adalah diberikan sebuah gambar 
atau citra yang berisi satu atau banyak pas foto wajah orang, kemudian gambar 
tersebut diidentifikasi masing-masing individu yang ada dengan menggunakan 
basis data dari wajah yang sudah ada. Kesulitan yang muncul dalam pengenalan 
pola adalah besamya variasi pada input sistem. Perbedaan-perbedaan posisi dan 
arah pandangan pada input yang ada dari wajah orang yang sama harus tetap 
dikenali sebagai wajah orang yang sama pula. Metode Fisherface akan mereduksi 
data masukan sistem yang berupa dimensi citJa wajah ke dimensi ciri, cJ.ata yang 
mengganggu tida.k ikut diproses. Setelah proses pelatihan, kemudian proses uji 
coba dilakukan sebuah foto yang tidak dikenal diinputkan ke dalam program dan 
dibandingkan dengan semua basis data. 
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1.3 TUJUAN DAN MANFAAT 
Tujuan dari tugas akhir ini adalah mencoba mengenali suatu pas foto yang 
diinputkan dalam program da1i pas foto yang tidak dikenal sebelumnya 
berdasarkan basis data yang ada dengan menggtmakan metode Fisherface. 
Manfaat yang bisa diperoleh dari pembuatan sistem ini adalah dasar bagi 
pembuatan sistem yang lebih besar dalam bidang pembuatan sistem keamanan di 
berbagai bidang. 
1.4 BATASAN MASALAH 
Agar pembahasan menjadi lerfokus, dibuat ruang lingkup pembahasan 
sebagai berikut : 
• Foto yang diinputkan harus mempakan foto oval dari wajah saja (pas foto) 
• Foto merupakan gambar dengan skala keabuan (gray scale ) dan memptmyai 
suatu ukuran tertentu, yaitu : 92 * 112 piksel. 
• Foto yang dipergunakan berekstensi BMP. 
1.5 METODOLOGI PENGERJAAN TUGAS AKHIR 
Pembuatan Tugas Akhir ini akan dilaksanakan dengan metodologi sebagai 
berikut : 
+ Studi Literatur 
Studi literatur dilakukan dengan mencari dan mempelajari literatur-literatur 
yang berkaitan dengan metode Fisherface , teori-teori yang berh11bungan 
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dengan sistcm yang akan di bangun, desain sistemnya, dan bahasa 
pemrogramant1ya. 
+ Perancangan Sistem Perangkat Lunak 
Melakukan perancangan sistem mulai dari input/output, pre-processing data, 
teknik pengolahan data, perancangan stru.ktur data, dan perancangan struktur 
pemrogramannya 
+ Pembuatan Perangkat Lunak 
Setelah semua nmcangan aplikasi tersedia maka selanjutnya 
diimplementasikatl kedalam source code sesuai bahasa pemrograman yang 
dipilih. 
+ Uji C'oba dan Eval11HSi 
Pengujian suatu perangkat hmak di lakukan 6'lll1a mengetabui pcnnasalahan 
yang terjadi setelah perangkat lunak tersebut sek:sai dikerjakan. 
+ Perbaik~n Jan Penyempumaan Perangkat Lunak 
Apabila da1am proses pengujian ditemukan kesalahan tau kekurangan maka 
perlu dilakukan perbaikan dan penyempurnaan. Setelah itu dilakukan lagi 
pengujia.n sampai aplikasi bisa benar-benar sempmna dan sudah 1ayak dipakai 
sesuai dengan tujuannya. 
+ Penulisan Tugas Akhir 
Pada tahap akhir dibuat suatu dokumentasi lengkap tentang aplikasi ya .. t1g telah 
dibuat, dalam hal ini dibuat dalam bentuk Buku Tugas Akhir. 
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1.6 SISTEMATIKA J>ENULISAN 
Uraian sistematika penulisan pada tugas akhir ini bertujuan supaya 
perancangan dan pembuatan perangkat ILmak yang dibahas menjadi mudah 
dipahami, jelas dan sistematis untuk tiap-tiap bab atau sub bahasan. Secm·a 
kronologis uraian dalam tugas akhir ini disusun sebagai berikut : 
BAB I berisi pendahuluan, menguraikan tentang Jatar belakang, 
pennasalahan, batasan masalah, tujuan, manfaat, metodologi, dan sistematika 
penulisan Tugas Akhir. 
BAB II berisi pengenalan wajah menggunakan metode Fisherface, yang 
menguraikan teori-teo1i dan konsep-konsep dasar mengenai pengenalan wajah 
dari sebuah pas foto yang diinputkan dalam program berdasarkan basis data yang 
ada dengan menggunakan mctode Fisherface. 
BAB III menjelaskan tentang rnodul-modul perancangan dan pembuatan 
perangkat lunak yang meliputi prosedur-prosedur atau fungsi-ftmgsi program. 
BAB IV menjelaskan tentang analisis hasil dari implementasi program. 
BAB V menjelaskan tentang penutup yang berisi kesimpula.n dan 
kemungkinan pengembangan lebih lanjut. 
BAB II . 0 PENGENALAN WAJAH 
MENGGUNAKAN . · 
METODE FISHERF ACE 0 . ""~-~-" 





PENCENALAN WAJAH MENGGUNAKAN 
METODE FISHERFAC1!.. 
Dalam bab ini akan dibahas konsep-konsep dan teori-teori dasar tentang 
pengcnalan wajah dengan menggunakan metode Fisherface yang berhubungan 
erat dengan pembuatan sistem perangkat ltmak dan implementasi prof:,rram. Dalam 
bab ini juga dibahas metode se11a algoritma dari metode Fisherface 
2.1 TEORI DASAR 
Gambar merupakan kwnpulan dari angka-angka, 1 yang angka-angka 
tcrsebut mernbentuk sebuah matriks. Sehingga sebelum membahas lebih lanjut 
akan dikenalkan dulu tentang vektor dan matriks setta rLUnus-rLUTius untuk 
menghitungnya. 
2.1.1 Wajah Dipandang Scbagai Schuah Vel{tor 
Sebuah wajah, yang juga merupakan sebuah gambar, dapat dipandang 
sebagai sebuah vektor. Apabila Iebar dan tinggi gambar adalah w dan h piksel, 
maka banyaknya komponen dari vektor ini adalah w*h. Setiap piksel dikodekan 
oleh satu komponen vektor. Konstruksi vektor dari sebuah gambar diben.,tuk oleh 
penggabtmgan sederhana, yaitu baris dari sebuah gambar diletakkan saling 
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Gambar 2.1 Fonnasi Vektor da1i Sebuah Gambar 
2.1.2 Ruang Lingkup Gambar 
Vektor wajah yang telah dideskripsikan sebelumnya merupakan bagian 
dari sebuah ruang. Ruang ini adalah sebuah ruang lingkup gambar (image space), 
yaitu ruang dari sernua gambar keseluruhan yang mempw1yai dimensi w*h piksel. 
Basis dari ruang lingkup gambar dikomposisikan oleh v~ktor-vektor berikut, 
seperti rerlihat pada gambar 2.2. 
Semua wajah mirip satu sama lain. Mereka semua mempunyai dua mata, 
satu hidung, satu mulut, dua telinga, dan lain sebagainya yang terletak pada 
tempat yang sama. Akibatnya semua vektor wajah terletak pada tempat-tempat 
yang amat berdekatan clalam ruang lingkup gam bar. 
Oleh karena itu, sebuah ruang lingkup gambar yang penuh bukanlah 
sebuah ruang yang bagus tmtuk mendeskripsikan sebuah wajah. Tugas yang akan 
dipresentasikan di sini adalah bertujuan untuk membangun sebuah ruang lingkup 
wajah (face space) yang lebih dapat mendeskripsikan wajah. Vektor ~asis dari 
ruang lingkup wajah disebut sebagai komponen utama (principal component). 
Dimensi dari ruang lingkup gambar adalah w*h. Tentu saja semua piksel 
dari sebuah wajah tidak relevan, dan setiap piksel bergantung pada tetangganya. 
Sehingga dimensi dari ruang lingkup wajah adalah kurang dari dimensi ruang 
lingkup gambarnya. Dimensi dari ruang lingkup wajah tidak dapat ditentukan, 
tetapi hal ini sudah dapat dipastikan bahwa dimensi dari ruang lingkup wajah 
akan jauh lebih keci I dari pada ruang I ingkup gambamya. 
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Gambar 2.2 Basis Ruang Lingkup Gambar 
2.2 TRANSFORMASI MATRIKS 
Diberikan sebuah basis data wajah pelatiban yang terditi dari K gambar. 
Ukuran gambar diasumsikan terdiri dari N*N piksel, dimana setiap piksel 
dikodekan dengan menggunakan 8 bit atau 256 tingkat keabuan (gray level). 
Setiap gambar dapat dipandang sebagai sebuah vektor kolom dengan ttkuran 
(N*N)x l. 
Misalkan setiap gam bar diberi notasi rJ, r2, r3, .. ' ' r K yang merupakan 
vektor kolom N2x I. Bila sebuah gam bar dalam wajah pelatihan dinotasikan dalam 
bentuk matriks, maka akan diperoleh matriks yang ber01·do N2xK. 
rll = ( rl r2 r:~ .. . r K ) T, dimana T adalah matriks transpose. Sedang isi 
dari tiap vektor kolom adalah 
Yu v K YJ,K 
-1 
' !, 2 
r 2.1 r 2.2 K r2 ,1..· r 
" 
---
M M M 
YN•N,i Y N '·N, 2 K YN •N,K 
2.2.1 Matriks Normalisasi 
Sebuah gambar harus sudah dinormalisasi terlebih daJmlu untuk 
mendefinisikan sebuah lokasi penting dalam gambar tersebut. Nom1alisasi 
berpengaruh langsung pada dasar pengenalan wajah apabila semua wajaJ1 
memiliki latar belakang sama dan variansi antar gambar sebagian besar 
merupakan sebuah variansi pen!,~Ukuran fi tur. Misalkan : 
• r = IYnd adalah matriks berordo 1'-PxK yang mendefinisikan himpunan 
wajah pelatihan . 
• Vektor kolom ke-k dari mattiks ini, Yk, berkorespondensi pada wajah ke-k 
dari wajah pelatihan. 
• Vektorykdinormalisasi dengan rumus: 
2.2.2 Matriks Kovariansi 
Matriks kovariansi adalah sebuaJ1 matriks simetris berordo N2xN2 dan 
merupakan sebuah pengukuran yang tidak hanya pacta sebuah variansi , tetapi ko-





Wajah rata-rata, m x, merupakan operasi rata-rata sederhana dari K kolom 
yang merepresentasikan sebuah wajah : 
K 
m = - I r 
x K n 
1/ = l 
Deviasi merupakan penyimpangan pengamatan terhadap rata-rata wajah : 
<1:> =f -- m 
n II X 
Misalkan <!>" = rn- mx dan A = (<P, <!>2 ... <!>K) adalah matriks wajah 
ternormalisasi, maka matriks kovariansi di atas dapat ditulis menjadi : 
T C =AA X adalah matriks outer product berOt·do N2xN2, atau 
adalah matriks inner product berordo KxK, K<< N2 
• Matriks C dan L adalah matriks simelris, sebab UIJSttr-unsur yang berada 
pada posisi simetris relatifrerhadap diagonal utama adalah sama, sehingga 
dapat diilustrasikan bahwa (D/.tDq = <t>,/<t>1h wlttlk p,q E [1, Kl Jadi dapat 
disimpulkan bahwa, matriks A nxn dikatakan simetris apal)i la AT= A. 
2.3 NILAI KARAKTERISTIK DAN VEKTOR KAR-\.KTERISTfK 
Dalam metode Fisherface dihittmg juga nilai karakteristik dan vektor 
karakteristik, sehingga subbab i n~ aka11 membahas definisi vektor karakteristik 
dan nilai karakteristik sekaligus cf.,:;a mer.ghitungnya. 
I! 
2.3.1 Ddinisi Nilai Karaktcrist!k dan Yektor KaraktcdsHk 
Definisi 1 : Misalkan A dalah sebuah matriks nxn. Sebuah matriks bukan no!, P, 
yang berukuran nx I sedemikian rupa sehingga AP = A-P dinamakan 
vektor karakteristik bagi A, sedangkan skalar A- dinamakan nilai 
karakteristik bat,>i A yang bersesuaian dengan P. 
Persamaan pendefinisinya, yaitu : 
AP = A-P 
A-lP = AP 
ckivalen clengan 
atau ( A-l - A) P = 0. 
Persarnaan terakhir akan rnempunyai so1usi bukc...i nol jika dan hanya jika 
det( A-1 - A) = 0. 
Hal ini mernberi petunjuk tentang bagaimana cara memperoleh nilai karakteristik 
dan vektor karakteristik . Akan tetapi, apabila matriks A berukuran besar, maka 
cukup banyak memerlukan perhitungan sehingga cara demikian sangatlah rumit 
dan tidak efisien. 
2.3.2 Pencntuan Nilai Karakteristik dan Vektor Karakteristik 
Untuk mendapatkan nilai karakteristik dan vektor karakteristik sekaligus, 
digunakan metode Cyclic Jacobi atau Rotation Jacobi yang telah dikembangkan 
oleh Jacobi [SAM-97 j. Metode ini hanya bisa dikerjakan untuk matriks simetris. 
Untuk mempennudah penearian vektor karakteristik P yang bcrsesuaian 
dengan nilai karakteristik A, pada matriks berukuran besar, maka sebelum 
membahas metode Cyclic Jacobi , akan dibahas dulu definisi-definisi matematika 
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dasar dan aljabar tinier. Sebab tanpa dasar ini, maka kita akan kesulitan untuk 
mcndapatkan pengcrtian vektor karakteristik yang betsesuaian dengan ni lai 
karakteristik dalam metode Cyclic Jacobi. 
2.3.3 Transformasi Kemiripan 
Transfonnasi Kemiripan (Similarity Transj(mn) adalah untuk 
menLransfmmasikan matriks A ke matriks B yang similar dengan matriks A yang 
telah dinonnalisasi , dimana B adalah matriks diagonal yang dikomposisikan dari 
nilai karakte1istik A. 1, A.2 , A. 3, ... , "-n· Tujuannya adalah untuk mcnunjukkan 
bahwa nilai karakteristik dari matriks diagonal B adalah nilai karakteristik dari A. 
Definisi 2 : Kemiripan (Similarity) 
A dan B adalah dua matriks nxn dikatakan similar bila B = p - I AP. 
Bukti bahwa nilai karakteristik dari matriks diagonal B adalah nilai karakteJistik 
dari A dapat diilustrasikan sebagai Lerikut : 
AI 0 0 A ~1 0 ,tl 0 J\ Bukti: l3 = F- 1AP = 0 0 0 M M 0 
0 0 A A ,tJ 
Misalkan P1, P2, ... , P11 adalah kolom dari P, atau P = [P1 P2 ... Pn] adalah 
vektor karakteristik yang bersesuaian dengan nilai karakteristik, maka 
13 
I A, 0 0 i\ ~~ 0 /i2 0 i\ A[!' P P i\ f' ] = ( F l' /' /\ P ) 0 0 0 1 2 3 II I 2 ) II M M 0 M l 
0 0 i\ /\ 21/J 
Dengan menulis kembali dalam istilah kolom-kolom, maka 
[ AP1 AP2 AP3 . . . APn] = [ A1P1 A2 Pz A3 P3 . . . An I\) 
Jadi cliperoleh A Pi = Ai Pi , I = 1, 2, 3, ... , n. 
Yang berarti bahwa vektor Pi adalah vektor karakteristik yang bersesuaian 
dengan nilai karakteristik "-i· Jadi terbukti bahwa, jika A dan 8 adalah 2 
matriks similar, maka mereka mempLmyai nilai karakte1istik yang sama. 
Dalarn implemenlasi program, untuk mendapatkan nilai karakteristik dan vektor 
karakteristik dengan menggunakan matriks P inver;;, p- I, akan mendapatkan 
kesulitan, sebab nilai karakteristik di sini harus tidak boleh nol , sehingga harus 
diusahakan agar P adalah matriks ortogonal. 
Agar P ortogonal, maka A harus simelris. Pada sub bab sebelumnya sudah 
dibuktikan bahwa A adalah matriks simetris. Oleh karena A matriks nxn adalah 
matriks simetris, maka matriks AT = A. 
Dari uraian di atas, maka terbukti bahwa P adalah matriks yang dapat 
didiagonalkan secara ortogonal. Oleh karena P adalah matriks ortogonal, maka 
matriks p- I = pT Akibatnya, matriks diagonal B pada maian sebelumllya yang 
-semula dituli s : 
B = p-• AP ekivalen dengan B = pT AP 
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Persamaan yang clitulis terakhir mi adalah persamaan untuk mendapatkan 
kemuclahan dalam menentukan nilai karakteristik dan vektor karakteristik dengan 
menggunakan Me/ode Cyclic Jacob i. 
2.3.4 Metolllc Cyclic Jacobi untuk Matriks Sirnetris 
Setelah kita mendapatkan gambaran tentang aljabar linier yang erat 
kaita1mya dengan matriks, maka sekarang ini kita akan membahas metode Cyclic 
Jacobi . 
Matriks rotasi bidang Rpq, yang mana elemen-elemcn matnksnya adalah 
fpp ~= cos 8 rpq = sin 8 





cosB 1\. sin() 
R =I P'l A 
sin() A -cosB 
A 
Semua elemen-elemen matriks yang tidak dispesi fikasikan adalah 0 dan 
semua entTies diagonal adalah 1, sin, atau cos. Sudut rotasi tidak masuk dalam 
pembicaraan kita. Matriks 1111 digunakan wHuk mentransformasikan matriks A 
satu iterasi pada satu saat. Misalka.'"! A matnks simetris dan kenyataanny.a baL·.v a 
matriks eli ata·s berpengaruh hanya pada baris dan kolorn p dan q. 
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Pada subbab sebelumnya telah di_i daskan bahwa terdapat ketentuan nilai 
karakteristik dari matriks diagonal B adalah nilai karakteristik dari rnatriks simetri 
A. 
Dengan menggunakan rwnus pada metode cyclic Jacobi yang bersesuaian 
dengan ketentuan similaritas di atas, maka diperoleh persamaan 
T D = Rpq A Rpq 
dimana R adalah perkalian semua matriks rotasi R1x1 dan R matriks ortogonal, 
sehingga dari persamaan di atas, dapat ditulis kembali sebagai : 
AR = RD 
dimana kolom R rnemberikan vektor karakteristik dari A yang bersesuaian dengan 
nilai karakt~ristiknya 
2.4 METODE FISHERFACE 
Metode Fisherface adalah metode untuk mentransfonnasikan vektor citra 
dari ruang citra dimensi-n ke ruang ciri dimensi-m[BEL-97]. Dengan demikian 
jika pada tugas akhir ini digunakan citra wajab dengan ukuran 92x 112 piksel 
maka dimensi ruang citra sebesar 1 030-'1 1 . ____ ;d. Dimensi citra ini a.l<.an direduksi 
dengan Fisherface hingga memiliki dimensi sebesar m, dengan m<n. 
Salah satu metode yang digunakan di sm1 adalall mctode Principal 
Component Analys (PCA), yang juga diketahui sebagai transformasi KarhLmen 
Loeve. Metode PCA ini bertujuan tmtuk mengurangi dimensi dari sebuah ruang 
sehingga menghasilkan basis baru yang lebih baik dalam mendeskripsikan 
berbagai kumpulan "model". 
i(, 
Sedangkcm tujuan daci metode Fisherface adalah mereduksi dimensi 
sekaligus memperbesar msio jarak antar kelas (between-class scatter) dengan 
jarak intra kelas (within-class scatter) dari vektor ciri dengan anggapan bahwa 
semakin besar rasio, vektor em yang dihasilkan semakin tidak sensitif baik 
terhadap perubahan ekspresi maupun perubahan cahaya[BEL-97]. 
Metode Fisheriace dikembangkan untuk citra dalam berbagai vanas1 
cahaya dan ekspresi wajah. Dasar metode Fisherface ini adalah Fisher's Linear 
Oisct.iminant (FLO). Metode ini ditemukan oleh Robett Fisher pada tahun 1936 
untuk klasifikasi taksonomi dan menjadi salah satu teknik yang banyak digunakan 
dalam pengenalan pola (pattern recognition)[BEL-97]. 
FLO merupakan salah satu contoh metode class spesific , karena metode 
ini berusaha untuk 111embentuk jarak (scatter) antar kelas dan intra kelas sehingga 
dapat menghasilkan klasifikasi yang lebih baik. FLD mt membuat matriks 
transfonnasi W dapat memaksimalkan rasio antara detenninan between-class 
scatter (Su) dengan within-class scatter (Sw) dari vektor-vektor ciri melalui fungsi: 
W - argmax !ws wT! 
opt - - /J 
w !wswwTi 
= [w 1;w2; .. ;will] 
dimana [w 1;w2; ... ;w111 ] 111erupakan 111 buah vektor eigen (dalam bentuk vektor 
baris) dari rasio antara Su dengan Sw, yang bersesuaian dengan 111 buah niTai eigen 
terbesar. Jika wi adalah vektor eigen dari rasio antara matriks Sll dengan matriks 
Sw dan di merupakan nilai eigen yang bersesuaian, maka : 
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'! '! Su wi = d1 Sw wi 
dimana i: 1 ... m dan d,>d2> ... >drn. 
Jika xi, i = 1 ... N, adalah vektor citra dimensi-n dan masing-masing yektor 
citra merupakan anggota salah satu dari C kelas citra wajah {X 1,X2, ... ,Xc} dan 
vektor J' adalah rata-rata vektor citra yang dapat diperoleh dari persamaan 
I N 
Jl =-- LX N t= l I 
maka matriks Sn dan matriks Sw dapat diperoleh melalui persamaan berikut : 
c: 
Sn= IN,(p,-Jtf(p, -p) 
1=1 
c N, 
Sw = L L(x} _ ,,,)r(x} -p,) 
i= l J~ l ,x1 EX, 
dimana Ni adalah jumlah anggota kelas Xi dan Jl, adalah rata-rata citra anggota 
kelas Xi, i = 1 ... C 
Suatu citra wajah dengan Iebar dan tinggi masing-masing I dan t piksel 
memiliki jumlah piksel sebanyak 1 x t. Tiap-tiap piksel dikodekan dengan nilai 0-
255 sesuai dengan nilai tingkat keabuannya. Maka dapat dibentuk vektor citra 
wajah berdasarkan nilai keabuan tersebut, yaitu : 
a,, a,2 ... a,J 
g, ~ I a,, an ... a 21 
... . .. 
a,, a,2 a a 
dimana i = l ... N (banyaknya citra wajah) 
~---
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Setiap g1 adalah anggota salah satu kelas wajah X. Jika terdapat C buah 
kelas wajah X maka terdapat Xj, dimana j = l ... C. Untuk setiap kelas wajah Xi 
terdapat Ni buah citra wajah, dim ana j = I ... C. Oengan demikian jumlah semua 
citra wajah adalah N 1+N2+ ... +Nc = N. 
Oari vektor citra wajah eli alas dapat dibentnk suatu vektor baris citra 
wajah, yaitu: Xi = [ a 11 a,2 ... au] (1 * n) 
Oengan demikian vektor citra dikatakan berada dalam ruang citra dimensi-
n,dimana i = l ... N. Selanjutnya adalah membentuk matriks input berdimensi N*n 
yang berisi kumpulan vektor baris citra yang akan digunakan dalam pelatihan dan 
pengttjtan. 
XI 
input = • x2 (N*n) 
X .v 
2.4.1 Algoritma Metode Fisherface 
Pada dasarnya metode Fisherface terdiri dari 4 langkah utama, yaitu 
Metode Principal Component Analys (PCA), Transformasi Principal Component 
Analys (PCA), Metode Fisher's Linear Oisctiminant (FLO), dan Transformasi 
Fisher's Linear Oiscriminarlt (FLO). Detail langkah dapat dijelaskan sebagai 
berikut : 
Metode PCA 
I. Menormalisasi matriks dari wajah-wajah pelatihan 
X = Xi 
I 
n 
'\.., x· 2 
L.., . 1 
i=l 
Dimana n adalah dimensi dari ruang citra. 







Dimana N adalah banyaknya data wajah yang akan mengalami pelatihan dan n 
adalah dimensi dari ruang citra. 
3. Untuk i= I ... N, mencari sehsih vektor citra dengan rata-rata vektor citra, 
~ll'CA 
<1\ = Xi - ~PCA 
Menyimpan <() dalam matriks A, sehingga 
A = [<Dt; <1)2; ... ; <DN] 
4. Mencari matriks total scatter, ST 




5. Mencari vektor cigen dan nilai eigen dari matriks S1-, kemudian mengurutkan 
berdasarkan nilai eigen, dari yang terbcsar. 
[v,dj=eig(Sr) 
Nilai eigen dari S 1· : d=o[d 1 d2 .. . <U (I *N) 
20 
Dimana d1 > d2 > .. > dn 
Vektor eigen yang berscsuaicm dengan nilai eigen (dalam bentuk vektor 
kolom): 
w,, w12 w,n 
I w, Wn ... W2n I (N*N) v = 
wn! w"2 . .. V/ 1111 
6. MeredLtksi vektor eigen dari S1 sesuai dengan nilai (N-C) 
v' = X,T V 0 
( n *N)*( N*N)*(N*(N-C))=(n*(N-C)) 
dirnana : 
• X; adalah matriks wajah yang telah dinonnalisasi dengan ordo 
(N*n) 
• V adalah matriks yang berisi vektor karakteristik dengan ordo 
(N*N) 
• D adalah matriks diagonal yang elemen diagonalnya adalah 
(A.; Y112 dengan ordo (N*(N-C)) 
Matriks transformasi WpcA adalah : 
. ,T 
Wpc/\ = v ((N-C)*n) 
Transformasi PCA 
7. Transfom1asi vektor citra dimensi-n menjadi vektor input dimensi-(N-C), 
untLLk input masukan metode FLO 
l Input FLO = A WPCA ( N*n)*( n*(N-C))=(N*(N-C)) 
Atau untuk i = l ... N : 




input = 1 x'2 
x'N 
8. Mencari rata-rata input FLO 
1 N 
Pl·w = - :z=x·. N i=l I (1 *(N-C)) 
9. Untuk l = l .. C, mencari rata-rata ke!as X1 
l :VI 
~Li =- "X' N .L.. I 
I 1=1 
dimana Ni adalahjumlah anggota kelas Xi 





l 0. Mencari matTiks between-class scatter,Su 
(' 
Su = L Nl (f.ll - Jlrw) r (p, ·- Jl1.zn) 
1=1 




11. Mencari matriks within-class scalter,S,v 
c N, 
Sw = L " T L.(x1 -JL,) (x1 -JL,) 
1=l J= l ,x1 eX, 
((N-C)*N)*(N*(N-C)) = ((N-C)*(N-C)) 
12. Mencari rasio antara S13 dengan Sw 




13 . Mencari vektor eigen dan nilai eigen dari matriks rasio, kemudian 
mengurutkan berdasarkan nilai eigen, dari yang terbesar. 
[ v,d]=eig(rasio) 
Nilai eigen dmi rasio : d=[d1 d2 . .. do~ -CJ] (1 *(N-C)) 
Dimana d1 > d2 > ... > dw.cl 
Vektor eigen yang bersesuaian dengan nilai eigen (dalam bentuk vektor 
kolom): 
w,, Wl2 ... W l( N-C) 
w2l w22 ... W 2(N-C ) I ((N-C)*(N-C)) v = 
I .. . ... ... 
W ( N -C) l W(N-C)2 ... W (N-CXN-C) 






W( N-C) J W (N-C )2 
Matriks transformasi WFln adalah : 
;r 
WFI.D =c V 
Wlm 
wlm ((N-C)*m) 




15. Transformasi vektor citra dimensi-(N-C) menjadi vektor ciri dimensi-m 
2.4.2 Matriks Bobot Wajah 
Matriks bobot wajah (weight face) adalah matriks yang berisi bobot dari 
tiap-tiap gambar yang digunakan untuk tahap pengenalan wajah. Matriks bobot 
wajah terdiri dari matriks bobot wajah pelatihan dan matriks bobot wajah uji 
coba. 
2.4.2.1 Matriks Bobot Wajah Pelatihan 
Misalkan matriks bobot wajah pelatihan, dinotasikan sebagai D, maka 
matriks bobot pelatihan untuk wajah pelatihan dari sejumlah n gambar adalah : 
D = X Wopt 
(Nxm) = (Nxn) x (nxm) 
dimana: 
• D adalah matriks bobot wajah pelatihan dengan ordo (Nxm). 
• X adalah matriks wajah pelatihan yang telah dinonnalisasi dengan 
ordo (Nxn). 
• Wopt adalah matriks hasil dari transformasi FLD. 
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2.4.2.2 Matriks Bobot Wajah Uji Coba 
Misalkan sebuah wajah dalam tahap uji coba (testing) akan dihitung 
bobotnya, maka matriks bobot wajah uji coba , dinotasikan sebagai n~> dcngan 
persamaan sebagai berikut : 
0 1 = Xt Wort 
(lxm) = (lxn) x (nxm) 
dimana : 
• 0 1 adalah matriks bobot wajah ujicoba dengan ordo (lxm). 
• X1 adalah matriks dari wajah uji coba yang telah dinom1alisasi dengan 
ordo ( lxn). 





Dalam bab ini dibahas tentang perancangan input/output sistem, 
perancangan diagram alir data, perancangan stuktur data, dan perancangan proses. 
3.1 TU.JUAN DAN SASARAN SISTEM 
Sistem pengenalan wajah tnt dibuat dengan tujuan untuk 
mengimplementasikan metode Fisherface untuk pengenalan pola wajah kedalam 
bentuk perangkat lunak. Sasaran yang ingin dicapai adalal1 menguji kemampuan 
metode tersebut untuk mengenali sejumlah pola wajah yahg bervariasi. Untu.k 
memenuhi tujuan dan sasaran sistem diatas, maka ditempuh langkal1-langkal1 
seperti yang akan dijelaskan pada sejtunlah sub bab dibawah. 
3.2 PERANCANGAN PERANGKAT LlJNAK 
Perancangan perangkat hmak yang dilakukan mehputi perancangan data, 
perancangan proses, dan peranca.ngan antarmuka. Perancangan data terdiri dari 
data masukan, data proses, dan data keluaran. Perancangan proses meliputi dari 
perancangan dia!:,'Tam alir data (DAD). Perancangan antannuka terdiri form 
masukan, fom1 proses, form keluaran. 
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3.2.1 Perancangan Data 
Perancangan data bertujuan tmtuk mengetahui kebutuhan perangkat lunak 
yang akan dibangun. Pada bagian ini ditentuka.n data-data yang akan terlibat 
langsung dalam sistem yang akan dibangun. Perancangan data dapat digolongkan 
Jalam tiga bagi;m, diantaranya adalah : 
3. 2. 1.1 Data Masukan 
Data Masukan dibagi menjadi dua bagian, yaitu : data masukan untuk proses 
pelatiha.n dan data masukan untuk proses uji coba. Data masukan untu.k proses 
pelatih;;m berupa kelompok foto yang ukuratu1ya sudah dijelaskan dalam bab I. 
Kelompok foto dircpresentasikan ctalam suatu tabel dengan fonnat no record 
gambar, gambar. Scdangkan data masukan untuk proses uji coba berupa foto yang 
tidak terdapat dalam data pelatihan. 
3.2.1.2 /)uta /)roses 
Data proses adalah data yang digtmakan oleh sistem selama proses berlangsung. 
Data-data ini dapat dibagi lagi menjadi beberapa bagian, yaitu : data proses 
pelatihan dan data proses uji coba. Proses uji coba baru bisa dilakukan setelah 
proses pelatihan selesai , karena hasil dari proses pelatihan akan digunakan dalam 
proses uji coba. 
o /)ala Proses Pelatihan, /erdiri dari : 
o Data Hasil 'f'ransformasi J>CA 
CJ Data Hasil Normalisasi 
Data ini diperoleh dari normalisasi matriks pelatihan. Kemudian 
dipa.kai untuk menghitlmg rata-rata vektor citra. 
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o J)a/a !-lusi/JJerhilungan Alulriks Kovarian 
Dari basil rata-rata vcktor citra, kemudian dicari selisih vektor citTa 
clengan rata-rata vektor citra. Selanjutnya d ijadikan matriks kovaria.n 
(Sr). 
o Duta Hasil /)erhitungan Vektor l~'igen dan Nilai Eigen dari Matriks 
Kvvarian (SJ) 
Vektor eigen dan nihil eigen diperoleh dengan menggunakan algoritma 
Jacobi. Kemudian mengurutkannya berdasarkan nilai eigen, dari yang 
terbesar. Selanjutnya vektor eigen direduksi sesuai dengan nilai 
pengurangan antara banyaknya foto dengan banyaknya kelas. 
Perkalian antara matriks wajah pelatihan yang dinormalisasi dengan 
transpose vektor eigen yang telah direduksi nantinya dipakai sebagai 
inputan untuk transformasi FLD(WPcA). 
o Data Hasil 'l'ramj(mnasi FLD 
o Uata Hasil Rata-rata jnpul FLD 
Data ini diperoleh dari perhittmgan rata-rata input FLO, yang 
selanjutnya data tm dipakai w1tuk meghitung matriks between-class 
scatter (Su). 
o Data Hasill?ata-rata Kelas 
Data ini diperoleh dengan menghitung rata-rata untuk masing-masing 
kelas,yang selanjutnya data ini dipakai untuk menghitung matriks 
between-class scatter (Sll) maupun matriks within-class scatter (Sw). 
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o Oata flosil fJe r/JilungaJJ lv!utriks Hetween-dws scatter (S13) 
Data ini diperoleh dan pengurangan antara data hasil dari rata-rata 
kelas dengan data hasi1 dari rata-rata input FLD. 
o /)ala Hasif Perhitungan Matriks Within-class sea/fer (S\1J 
Data ini diperoleh dari pengurangan antara data hasil dari metode PCA 
dengan data hasil dari rata-rata kelas. 
o })ala f-lusil Perhitungan Vektor Higen dan Nilai ~·igen dari N.asiu 
antara Su dengan Sw 
l'vtencari vektor eigen dan nilai e1gen dari perbandingan antara SB 
cl engan Sw dengan menggunakan algoritma Jacobi. Kemudian 
mengurutkannya berdasarkan nilai e1gen, dari yang terbesar. 
I 
Selanjutnya vektor eigen direduksi sesuai dengan nilai banyaknya 
kelas dikurangi 1. Hasil tersebut selanjutnya disebut (WFt.n). Perkalian 
antara transpose data hasil dari transfonnasi PCA (WPcA) dengan 
transpose data hasil dari transtonnasi FLO (Wr:w) atau yang disebut . 
Wopt ini yang nantinya akan digunakan untuk menghitLmg matriks 
bobot wajah pelatihan maupun matriks bobot wajah uji coba. 
o Data Proses l ij i Coba, tt:rdiri dari: 
o Data Hasif J>erhitungan Matrih Bobot Wajah Uji Cuba 
Data ini diclapat dari proses perkalian antara matriks wajal1 uji coba 
yang telah dinonnalisa';i dengan data dari proses pelatihan (Vv'opt). Data 
ini selanjutnya dibandingkan dengan matriks bobot pelat:11an. 
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o I )ala Hasi/ Perhitungan .Jarak h'uc/idean 
Data ini diperoleh dengan menghittmg perbandingan bobot wajah uji 
coba dengan bobot wajah pelatihan. Rumus dari jarak Euclidean 
3.2. /.3 Oatu Ke/uaran 
Data keluaran dipe10leh dari pengumtan data hasil perhitungan jarak euclidean. 
Dari jarak terpendek akhirnya didapat foto dari data pelatihan yang mi1ip dengan 
foto drui d·ata uji coba yang dimasukkan. 
3.2.2 Perancangan Proses 
Sistem pengenalan wajah ini terdiri dari dua subsistem yaitu subsistem 
I 
proses pelatihan wajah-wajah yang ada didalam basis data dan subsistem proses 
uji coba atau pengenalan. Pembagian sistem pengenalan wajah ini menjadi dua 
subsistem didasarkan pada kondisi bahwa proses uji coba hanya bisa dilakukan 
setelah subsistem pelatihan dijalankan. 
Bagian ini juga akru1 membahas perancangan sistem pengenalan wajah 
yru1g akan direpresentasikan dalam gambar, yaitu menggtmakan Diagram Alirru1 
Data (DAD) atau Data Flow Diagram (DFD). Dengan menggunakan diagram 
aliran data, dapat memperjelas semua proses dan aliran data yang terjadi dalam 
sistem pengenalan wajah ini, dari diagnun aliran data juga dapat diketahui data 
yang diolah dan dihasilkan oleh suatu proses, dengcm demikian aliran data mulai 
awal proses sampai akhir proses dapat diketahui dengan jelas. 
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Subsistem pelatihan merupakan bagian dari sistem pengenalan wajah 
dengan menggunakan metode Fisherface, subsistem pelatihan ini harus dilakukan 
dahulu sebelum subsistcm uji coba atau pengenalan wajal1 di,lakukan. Seem-a 
keseluruhan subsistem pelatihan dapat dilihat pada gambar 3.1 dibawah ini, yang 
menggambarkan kontek diagTam atau DFD level 0 dari subsistem pelatiban 
[






--• Bobot Wajah 
Gambar 3.1 DFD level 0 drui subsistem pelatfhan 
Data flow diagram diatas menggambru-kan sistem pelarihan yang 
mengambil beberapa input citra dari database wajah kedalam proses pelatihan d:m 
menghasilkan bobot wajah dari masing-masing wajah dari database wajah yang 
digtmakan. Selanjutnya proses pelalihan ini dipecah-pecah menjadi bebcrapa 
subproses seperti gam bar 3.2 yang menggambarkan DFD level 1. 
-0 Input € Wop! T~M~~~'i --F-LD- 1 ~rmasi r---- ... Bobot WaJah 
PCA LD ____ _ 
I 
_ _L_, __ 
Database 
Wajah 
Garnbar 3.2 DFD level l da1i subsistem pelatihan 
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Proses pelatihan terdiri dari transf(_mnasi PCA dan transfonnasi FLO. 
Hasil atau output dari transformasi PCA tcrsebut menjadi inputan untuk 
melakuka.n tramfonnasi FLO. Oalarn transformasi PCA dipecah-pecah menjadi 
beberapa proses seperti gambar 3.3 . 
Proses dalam tranfonnasi PCA terdiri dari proses-proses sebagai berikut : 
• Menorma.lisasi waja.h-wajah pelatihan. 
• Menghitung matriks kovariansi dengan menggunakan outer product. 
• Mengbitung vektor karakteristik dan nilai karakteristik untuk matriks 
kova1iansi. 
• Mengurutkan vektor karakteristik yang bcrsesuaian dengan nilai karakteristik 
dengan urutan descending(naik) . 
• Mereduksi vektor karakteristik dengan nilai N-C(WpcA),dimana N adalab 
banyak wajah atau data dalam basis data wajah, C merupakan jumlah kelas 







malisasi -...._ __ _ 
Output PCA 
Gambar 3.3 DFO level 2 dari subsistem pelatihan Met8de PCA 
J2 
Setelah proses transformasi PCA selesai dijalanka11 hasil dari proses 
tcrsebut menjadi inputcm lUHuk proses FLD. Output atau hasil dari transfonnasi 
FLO tersebut y<.mg digunakan untuk menghitung bobot wajah-wajah pelatihan dan 
bobot wajah-wajah uji coba. Secm·a lebih lengkap proses transfonnasi FLD dapat 











Gamba.r 3.4 DFD level 2 dari subsistem pelatihan Metode FLD 
Proses dalam tranfonnasi FLO terdiri dari proses-proses sebagai berikut : 
• Mencari rata-rata inputFLD. 
• Mencari rata-rata kclas dari inputFLD. 
• tvlencari matriks beMeen-class scaller,Ss 
• Mencari matriks within-class scaller,Sw 
• Mencari rasio antm-a S13 dengan Sw 
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• Menghitung vektor karakteristik dan nilai karakteristik untuk matriks rasio. 
• Mcngmutkan vektor karakteristik yang bersesuaian dengan nilai karakteristik 
dengan urutan descending. 






Gambar 3.5 DFD level 0 dari subsistem pengenalan wajah 
Gambaran dari subsistem pengenalan wajah secar~ keselnruhan dapat 
digarnbarkan dengan Diagram Aliran Data level 0 (Data Flow Diagram). Dari 
gambar DFD level 0 dapat dilihat cara kerja sistem pengenala.n wajah secara 
umum menenma suatu input citra yang akan dikenali, dan kemudian 








wajah _ ___ _ 
Output 
fikasi 
Garnbar 3.6 DFD level I dari subsistem pengenalan wajal1 
( -_,.__ ' . 
- ___ __:-.L- ... ----...; 
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Seperti dijclaskan dalam dekripsi sistem diatas bahwa proses pengenalan 
a tau uj i cob a baru bisa dijalankan setelah proses training selesai dijalankan. 
Secara lebih lengkap proses pengenalan atau uji coba dapat dilihat pada gambar 
3.6. 
Proses dalam pengenalan atau uji coba terdiri dari proses-proses sebagai 
berikut : 
• Mengambil sebuah wajah uji coba. 
• Menonmtlisasi wajah uji coba tersebut. 
• Menghitung bobot wajah uji coba. 
• Membandingkan bobot wajah uji coba dengan bobot wajah pelatihan dengan 
menggunakan rumus jarak Euclidean. 
• Mengmutkan jarak yang dihasilkan dengan urutan ascending, kemudian 
mengambil jarak minimum terdekat. 
3.2.3 Pcrancangan Antarmuka 
Pada bagian ini akan dijelaskan stru.ktur rancangan antarmuka dari sistcm. 
Adapun hirarki menunya adalah sebagai berikut : 
o Menu Open Database 
Menu ini digunakan untuk membuka tabel atau database yang berisi wajal1-
wajal1 pelatihan y<mg akan diproses . 
o Menu Inisialisasi 
Menu ini digtmakan untuk mernbaca foto kedalam bentuk matriks atau angka. 
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tJ Menu Training 
Menu ini digunakan untuk melakukan proses pelatihan dari wajah-wajah 
pelatihan yang diinputkan tersebut. 
o Menu Open File 
Pacta menu ini wajah-wajah uji coba dapat dimasukkan . 
o Menu Testing 
Menu ini akan melakukan proses pengenalan dari wajah-wajah uji coba yang 
dimasLtkkan. 
3.3 PEMBUATAN PERANGKAT LUNAK 
Subbab ini dibagi menjadi tiga bagian, yaitu implementasi data, 
implementasi proses, dan implementasi antarmuka. 
3.3.1 lmplementasi Data 
Data berupa foto yang kemudian dirubah dalam bentuk matriks atau 
angka. Disiui bisa menambah kelas dan menghapus kelas. Setiap kelas hams 
mempunyai j umlah data yang sama. 
Prosedur dibawah ini digunakan tmtuk menambah kelas. 
procedure TFMain.btnAddClick(Sender: TObject); 
var Pic: TPicture ; 
begin 
if dlgOpenimg.Execute then 
try 
Pic : = TPicture.Create; 
Pic . LoadFromFile(dlgOpenimg.FileName); 
tblData.Append; 
dbimg . Pictur e Pic; 
tblData.Post; 




Pic . F.ree; 
end ; 
end ; 
procedure TJ?Majn . AddData (Pic: TPicture) ; 
var len : integer ; 
begin 
len : = Length(ImgData); 
SetLength(ImgData , le n +l) ; 
ImgData [len] : = Timage . Create (Self) ; 
ImgData [len] . Picture . ·- Pic ; 
ShowData; 
e n d; 
Prosedur dibawah ini digunakan lmtuk menghapus kelas. 
procedurt TFMain.btnDeleteClick(~ender : TObject) ; 
var idx : i nleger ; 
begin 




procedure 'I'FMain .LoadData ; 
var Jml Re c , i: integer; 
begin 
FreeData ; 
SetLength(ImgData , O) ; 
scbD"ta.Refresh ; 
With tblData do 
begin 
JmlRec : = RecordCount ; 
SetLength(ImgData , JmlRec); 
i : = 0 ; 
tblData. First ; 
Wh ile not tblData . Eof do 
begin 
ImgData[i] : = Tlmage.Create(Self) ; 







Prosedur lmtuk menampilkan foto-foto yang digunakan sebagai masukan dari 
sistem 
procedure TFMain . Shm1Data () ; 
var Len , i , a,b : integer; 
beg i n 
With tblData do 
begin 
a : = 0; b : = 0 ; 
Len : = Length(lmgData) ; 
for i: =O to Len-1 do 
begin 
ImgData[i] . Parent := scbData; 
ImgData[i] .Width := 92; 
ImgData[i].Height := 112; 
IrngDat.a [i] .Left := 5 + (i*lOO) ; 
if a > Ni-l then 
begin 
a : = 0; 
Inc (b); 
end; 
ImgData[i] .Top : = 5 + (b*l20); 





stBar. SimpleText : = 1 Jumlah Item · 1 + 
IntToStr.(Length(lmgData)) ; 
end ; 
Prosedur untuk membaca foto ke dalam bentuk matriks atau angka 
procedure TFMain.Inisialisasi; 
var i,j,k :integer; 
begln 
end; 
setlength(imgdata ,tbldata.recordcount) ; 
for k:=O to tbldata.recordcount-1 do 
begin 
end ; 
for i:=l to 112 do 
for j:=l to 92 do 
D[k+l, (i-1) *92+j] := 
getrval ue (imgdata [k] .picture.bitmap.· 
canvas . pixels [i -1, j-1]); 
3.3.2 lmplementasi Proses 
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Dalam proses terdapat prosedur jacobi, prosedur nonnalisasi matriks, 
prosedur untuk mencari rata-rata kelas, prosedur mencari between-class scatter, 
prosedur rnencari within-class scatter, prosedur membandingkan bobot wajah 
pelatihan dengan bobot wajah uji coba. 
Prosedur Pencarian Matriks Eigen dengan A1goritma Jacobi. 
Prosedur ini digunaka11 LIJ1tuk mencari vektor eigen dan nilai eigen suatu matriks, 
baik untuk matriks kovarian maupun matriks rasio antara between-class scatter 
denga11 within-class scatter 
procedure jacobi(var a: glnpnp;n : integer;var d:glnp; var v 





nmax ~ 200 , 
j ,iq,ip , i:integer ; 
tresh,theta , tau , t , sm, s , h , g,c real ; 
b , z : array [l . . nmax] of real; 
for ip := 1 to n do 
begin 
end; 
for iq := l to n do 
begin 
v[ip ,iq] := trunc(O.O) 
E:nd; 
v[ip,ip] ·: trunc(l.O) 
for ip : = 1 to n do 
be9in 
b[ip] := a[ip , ip]; 
d[ip] := b[ip]; 
z[lp] := trunc (O.O) 
end ; 
nrot : ~ 0; 
for i : = 1 to ~0 do 
begin 
sm : = trunc(O.O); 
for ip := 1 to n - 1 do 
begin 
end ; 
for iq : = ip+l to n do 
hegin 
sm : = sm + abs(a[ip ,iq]) 
end; 
if (sm = trunc(O.O)) then goto 99 ; 
if (i < 4) then tresh := 0.2*sm/sqr(n) 
else 
tresh : = trunc(O . O); 
for ip := 1 to n -1 do 
begjn 
for iq : = ip + 1 to n do 
begin 
g := trunc(lOO .O)• abs(a[ip,iq]); 
jf ((i >4) and ((abs(d[ip]+g))= 
glnpnp; var 
abs(d[ip ])) and ((abs(d[iq]+g)) 
abs(d[iq]))) then a[ip,iq] : = trunc(O.O) 
else 









h := d[iq]-d[ip]; 






theta := 0.5'h/a[ip,iq]; 
t:=trunc(l.O)/(abs(theta)i 
sqrt(trunc(l.O)+sqr(theta))); 
if (theta<trunc(O.O)) then t:=-t 
end; 
c:=trunc(l . O)/sqrt(l+sqr(t)); 





d [ i p l : =d [ i p l -h; 
d[iq] :=d[iq]+h; 
a[ip,iq] : =trunc(O.O); 
for j:=1 to ip-1 do 
begin 
end; 
g : =a [ j , i p) ; 
h:=a[j,iq]; 
a[j,ip] :=g- s*(h+g*tau); 
a[j ,iq] : =h+s*(g-h'tau) 
for j := :i.p+1 to iq - 1 do 1 
begin 
end; 
'ol: = "[ip, j l; 
h: = a [ j, iq] ; 
a[ip ,j]:= g-s*(h+g*tau); 
a [j, iq] := h+s* (g-h*tau) 





a [ip, j) := g·-s* (hl·g*tau); 
a [iq, j) := h+s* (g-h*tau) 





v[j,ip) := g-s*(h+g*tau); 
v[j, iq] := h+s* (g-h*tau) 
nrot := nrot+l 







Prosedur nonnalisasi matriks 
Normalisasi matrik menggunakan rurnus : Xi 
Normalisasi untuk matriks wajah pelatihan maupun untuk matriks wajah uji coba. 
Xi adalah matriks wajah, n besar dari dimensi matiiks wajah. 
for i:= l toN do 
begin 
end; 
temp : = 0 ; 
for j:= 1 to Di rn do 
temp :=temp+ D[i , j)*D[i , j) ; 
Lemp:= sqrt(temp) ; 
for j : = 1 to Dim do 
D [ i , j] : = D [ i , j ]/temp; 
I Ni 
{ Mencari Rata-rata Kelas menggtmakan nun us Pi = - LX', 
N, i=l I 
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Dalam proses ini mencari rata-rata kelas masing-masing kelas, dimana N adalah 
jumlah wajah atau anggota setiap kelas. 
for k:= 1 to N- C do 
begin 
end ; 




ternp3: =0 ; 
for j : =(i - 1)*Ni+1 to (Ni*i) do 
begin 
ten~3 : =temp3+H[ j , k ); 
end ; 
R[i , k) : =temp3/ Ni ; 
{MencariSil= IN,(fL,-f.'HD )r(JL,- JL 1.w)} 
1=1 
Mencari matriks jarak antar kelas (between-class scatter), diperoleh dari rata-rata 
~· 
kelas dikurangi dengan rata-rata matTiks hasil dari transfonnasi PCA 
for i:=l to N-C do 
begin 





{Mencari Sw = I 
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flj , i) : =R[j , i):_E(i]; 
N, 
L(x1 -;t,)T(x1 -;t,)} 
Mencari matriks jarak intra kelas (within-class setter), diperoleh dari mat1iks basil 
dari transfornasi PCA dikurangi dengan matriks rata-rata kelas. 
for k : =l · to N-·C do 
begin 
end ; 
for i : =l to C do 
begin 
end ; 
for j:=(i-l)*Ni+l to (Ni*i) do 
begin 
H(j , k) : =H (j, k]-R(i , k]; 
end; 
{Jarak Euclidecm menggunakan rumus I x1i - x2i I =(I( x 1i - xi2i )2) 112 } 
Proses ini diguna.kan untuk menghitung pcrbandingan bobot wajah ujicoba 
dengan wajah pelatihan. 
for i : ~l lo N do 
begin 
end ; 
templ : =0 ; 
for j : = 1 to C-1 do 
begin 
templ: ==templ+ ( sqr ( L [ j] - H [ i, j] ) ) ; 
end ; 
E[i] : ~sqrt (templ); 
zl.[i]:=E[i]; 
3.3.3 Jmplementasi Antarmuka 
Pada bagian ini akan dijelaskan implementasi rancangan antarmu~a sepetti 
yang dijelaskan sebelumnya. Adapun prototype menu utama seperti ditunjukkan 
oleh gambar 3.7 berikut ini : 
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Gambar 3.7 Menu Utama 
Setelah mengisi Open Database akan tampil fonn sepe11i gambar 3.8 
Gambar 3.8 Tampilan sebagian wajah pe1atihan 
Add dan Delete digunakan tmtuk menambah dan mengurangi kelas pelatihan. 
Tombol lnisialisasi digunakan lmtuk merubah wajah pelatihan kedalam bentuk 
matriks. Setelah proses inisialisasi selesai, kembali ke menu utama. Tombol 
Training digunakan untttk melakukan proses pelatihan dari wajal1-wajah 
pelatihan. Open file wajah yang tbm diuji coba dilakukan setelal1 proses. training 






~BIV 6 UJI COBA DAN 
EV ALUASI HASIL 
BABIV 
UJI COBA DAN EVALUASI PERANGKAT LUNA!( 
Bab ini menjelaskan tentang hasil uji coba dan evaluasi yang dilakukan 
terhadap perangkat lunak sistem pengenalan wajah dengan menggunakan metode 
Foshedace. Uji coba yang dilakukan terhadap sistem ini dimaksudkan untuk 
mengetahui kemampuan dan kelemahan sistem. Hasil pengujian akan dijadikan 
dasar bagi evaluasi terhadap sistem ini. Hasil evaluasi terhadap sistem ini bisa 
digunakan untuk pengembangan sistem lebih lanjut, sehingga bisa dijadikan 
sistem pengenalan yang lebih baik dibandingkan dengan sistem ini . Kriteria yang 
digunakan untuk evaluasi isstem ini adalah sebagai berikut : 
• Waktu yang digunakan selama proses pelatihan berlangsung. 
• Keberhasilan sistem dalam mengenali citra wajah dengan mengukur 
prosentase keberhasilan pengenalan terhadap jumlah citra wajah keseluruhan. 
4.1 LINGKUNGAN UJI COBA 
Perangkat keras yang dipakai tmtuk uji coba perangkat lunak ini adalah 
komputer dengan prosesor Intel Pentium II 450 Mhz dengan memori utama 
sebesar 128 MB. 
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4.2 DATA UJI COBA 
Uj i coba terhadap sistem ini dilakkan dengan menggunakan citra wajah 
yang berukuran 92 x 112 piksel. Citra wajah tersebut berada dalam bentuk grey 
level dengan tingkat keabuan 256. Data uji coba diambil dari basis data wajah 
yang dimiliki oleh laboratorium riset Olivetti. Basis data ;1li terdiri dari 400 obyek 
wajah dari 40 orang dengan 10 va ri asi untuk setiap orang. Data ini diindeks 
dengan angka I sampai 10. Sebagian dari data ini digunakan tmtuk proses 
pelatihan dan sisanya sebagai data uji coba. 
4.3 UJI COBA DAN EVALUASi HASIL 
Subbagian ini menjelaskan tentang uji coba dan evaluasi hasi i yang 
I 
dilakukan terhadap sistem pengenalan wajah ini. Pengujian yang dilakukan 
terhadap sistem pengenalan wajah ini menggunakan dua tipe data pelatihan, yaitu: 
data pelatihan terurut dan data pelatihan terkendali. 
a. Data pelatihan tet·urut yang trer~ari dari : 
Data pelatihan temrut diambil dari data pelatihan sesuai dengan nomor u rutan 
datanya tanpa memandang variasi data yang ada. Data pelatihan terurut terdiri 
• Data pelatihan terurut 1 
Indeks nomor I sampai dengan 3 dari 10 variasi data yang ada digunakan 
sebagai data pelatihan,sedangkan sisanya untuk pengujian. 
• Data pelatihan terurut 2. 
Indeks nom or I sampai dengan 4 dari 10 variasi data yang ada digunakan 
sebagai data pelatihan,sedangkan sisanya untuk pengujian 
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• DatCI pelatihan terurut 3. 
lndeks nomor l sampai dengan 5 dari 10 variasi data yang ada digtmakan 
sebagai data pelatihan,sedangkan sisanya untuk pengujian 
b. Data pelatihan tcrkendali. 
Data pelatihan ini diambil dengan memilih dan mempertimbangkan variasi 
data yang ada tanpa memandang urutan indeks data. Data pelatihan terkendali 
ini diambil secara manual. Data pelatihan terkendali terdiri dari : 
• Data pelatihan terkendali ·1. 
3 data dipilih dari 10 variasi data dengan pertimbangan variasi data yang 
ada tanpa memandang urutan indeks data. Sedcmgkan untuk pengujiannya 
digunakan tujuh data sisanya. Data yang terpilih ~tuk tipe ini sebagai 
data pelatihan dan data uj i coba bisa dilihat pada lampiran. 
• Data pelatihan terkendali 2. 
4 data dipilih dari 10 variasi data dengan pertimbangan variasi data yang 
ada tanpa memandang urutan indeks data. Sedangkan untuk pengujiannya 
digunakan enam data sisanya. Data yang terpilih untuk tipe ini sebagai 
data pelatihan dan data uji coba bisa dilihat pacta larnpiran. 
• Data pelatihan terkendali 3. 
5 data dipilih dari 10 variasi data dengan pertimbangan variasi data yang 
ada tanpa memandang urutan indeks data. Sedangkan Lq1tuk pengujia.rmya 
digunakan lima data sisanya. Data yang terpilih untuk tipe ini sebagai data 
pelatihan dan data uj i coba bisa dilihat pada lampiran. 
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4.3.4 Perbandingan Dengan §i§~em 
Berdasarkan hasil studi literature terhadap berbagai tugas akhir sarjana di 
Jurusan Teknik Infonnatika, terdapat dua tugas akhir mengenai pengenalan wajah 
yang dapat dijadikan sebagai bahan perbandingan dengan sistem pengenalan 
wajah yang dibuat dalam tugas akhir ini. Kedua tugas akhir yang relevan tersebut 
adalah : 
"PHRANCANGAN OAN PDvfBUATAN J>l!:J?ANGKAT LUNAK PENGENALAN 
WAJAH Dl:-'NGAN MJ::NGGUNAKAN JARINGAN SY.ARAF YANG DJDASARKAN 
PADA KHPU'l'USAN PROBABJLIS1'/K " [SUB-99] 
Kemampuan pengenalan yang dirniliki oleh jaringan syaraf PDBNN ini 
tergantung dari jumlah variasi data pelatihan yang diglm(\kan untuk pelatihan. 
Pengambilan data pelatihan tanpa memandang variasi data yang mewakili, sepetti 
yang dilakukan pacta uji coba, menghasilkan tingkat keberhasila.n 56,5% untuk 
subnet yai1g mewakili bernilai tertinggi dan 69,5% untuk subnet yang mewakili 
bemilai positif. Sedangkan pengambi lan data dengan pemilikan yang mewakili 
vmiasi dari data yang ada, mengllasilkan tingkat keberhasilan 72% untuk subnet 
yang mewakili bernilai tertinggi dan 85% untuk subnet yang mewakili berni!ai 
positif. Waktu pelatihan tmtuk jaringan pendeteksi wajah dan pencari lokasi mata 
4 menit dan .vaktu pelatihan jaringan syaraf 2 meni t. Waktu rata-rata yang 
tl: .. tn lmtuk menemukan area wajah yang memiliki nilai log;likehood 
tertinm"ti 25 detik dan untuk menemukan posisi kedua mata 6 detik. 
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"}JJ,_'NGENALAN WAJAH UENGAN MHNCCUNAKAN JARJNGAN SYARAF 
KONVOUJS!ONAJ, "[FAT-98] 
Dari sebanyak 280 data yang diujicobakan, 168 data dapat dikenali sedangkan 
1 I 2 data lainnya gaga I. Prosentase keberhasilan dari uji coba ini sebesar 71,5% 
untuk data pelatihan terurut dan 82% untuk data pelatihan terkendali. Jumlah data 
pelatihan yang semakin besar tidak menjamin meningkatnya kemampuan jaringan 
syaraf konvolusional dalam melakukan klasifikasi. Hal ini mungkin dipengaruhi 
oleh variasi data pelatihan. Data pelatihan yang tidak terlalu variatif akan 
menyempitkan jangkauan dari kelas tersebut. Akan tetapi data pelatihan dengan 
variasi yang tinggi akan mengurangi ketepatan dalam genera1isasi kelas tersebut. 
Waktu yang dibutuhkan untuk data pelatihan terumt untuk pelatihan jaringan 
I 
SOM 10 menit dan untuk pelatihan jaringan konvolusional 19 jam. Sedangkan 
w1tuk data pelatihan terkendali LLiltuk pelatiha jaringan SOM 52 menit dan untuk 




Dalam bab ini dibahas mengenai beberapa kesimpulan yang dapat iliambil 
dari keseluruhan tugas akhir yang telah dibuat. Kesimpulan diambil berdasarkan 
hasil ujicoba yang telah dilakukan terhadap sistem pengena!an wajah dengan data 
yang tersedia. 
Dari ujicoba yang telah dilakukan sistem pengenalan wajah m1 dapat 
diambil beberapa kesimpulan : 
I. Hasil yang diperoleh dalam proses pengenalan wajah denga.tl menggtmakan 
I 
Metode Fisherface untuk data pelatihan terurut 80% sedangkan Lmtuk data 
pelatihan terkcndali 88%. Hasil ini menunjukkan bahwa pengenalan wajah 
dengan menggunakan Metode Fisherface cukup baik untuk diterapkan dalam 
sistem pengenalan wajah. 
2. Hasil perbandingan dengan 2 sistem pengenalan wajah yang lain. Dengan 
menggunakan jaringan syaraf yang didasarkan pada keputusan probabilistik 
tmtuk data pelatihan terurut 69,5% sedangkan Wltuk data pelatiban terkendali 
85%. Dengan menggunakan jaringan syaraf konvolusional untuk data 
pelatihan terurut 71,5% sedangkan untuk data pelatihan terkendali 82%. 
3. Untuk · setiap tambahan input wajah baru dilakukan pelatihan ulang sehingga 
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Gambar yang digunakan untuk pelatihan rnaupun untuk uji coba terdapat pada tabel A.l. Gambar tersebut terdi1i dari 40 
orang yang berbeda., dengan setiap orang memiliki 1 0 variasi. 








4.3.1 Uji Coba dengan Data Pelatihan Terurut 
Hasil yang dicapai dari uji coba dengan data pelatihan terurut dapat dilihat dalam tabel 4.1 , yang kesemua data terse but 
terurut sesuai dengan nomor indeksnya. 
Tabe14.1 
Hasil uji coba pengenalan wajah dengan data pelatihan terurut 
TiEe data terurut 1 i Tipe data terurut 2 I Tipe data terurut 3 ....J Pol a Keberhasilan i Kegagalan Keberhasilan Kegagalan Keberhasilan I Kegagalan I I 
' Jumlah Prosentase Jwnlah Prosentase Jwnlah Prosentase Jwnlah Prosentase Jwnlah Prosentase Jumlah Pro sent~ 
' 1 3 I 43% 4 57% ! 5 83% 1 17% 4 80% 1 20% 
L 2 6 I 86% 1 14% 6 100% 0 0% 5 100% 0 0% 
~! 2 29% 5 71% 2 33% 4 67% 2 40% 3 60% i 6 86% 1 14% 5 i 83% 1 17% 5 100% 0 0% 
i - 6 86% 1 14% 5 83% 1 17% 5 100% 0 0% I l.-) 
' I 6 7 100% 0 I 0% 6 100% 0 0% 5 100% 0 0% I 
7 i 5 71% 2 29% 5 83% 1 17% 5 100% 0 I 0% 
8 6 86% 1 14% 6 100% 0 0% 5 100% 0 0% i I 9 4 I 57% 3 I 43% 5 I 83% I 1 17% 4 80% 1 20% 
J1o 3 43% 4 57% 3 I 50% 3 50% 3 60% 2 40% i I 
i 1 J I 4 57% 3 I 43% 3 I 50% 3 50% 5 100% 0 0% 
12 6 86% 1 14% 6 100% 0 0% 5 100% 0 0% 
13 4 I 57% 3 I 43% 4 67% 2 33% 4 80% 1 i 20% 
14 3 43% 4 57% 2 i 33% 4- 67% 3 60% 2 40% 
15 7 100% 0 0% 6 100% I 0 0% 5 100% 0 0% 
i 16 3 43% 4 57% 4 67% 2 33% 3 60% 2 40% 
' 17 2 29% 5 71% 1 17% 5 83% 1 20% 4 80% [Is 7 1 OO'}"o 0 0% 6 100% 0 0% 5 100% 0 0% 
I 19 2 29% 5 71% 5 83% 1 i7% 4 80% 1 20% 
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Tabe14.1 
Hasil uji coba pengenalan wajah dengan data pelatihan terurut 
Tipe data terurut 1 Tipe data terurut 2 Tipe data terurut 3 
Pola Keberhasiian Kegagalan Keberhasila'1 Kegagalan Keberhasilan Kegagalan ! 
Jumlah Prosentase Jumlah Prosentase Jumlah Prosentase Jumlah Prosentase Jumlah Prosentase Jumlah Prosentase I 
20 3 43% 4 57% 2 33% 4 67% : 2 40% 4 80% 
21 4 57% 3 43% I 5 83% 1 17% I .4 80% 1 20% ! I 
22 7 100% 0 0% 6 100% i 0 ' 0% 5 100% 1 20% J 
23 6 86% 1 I 14% 6 100% 0 l 0% 5 100% 0 J 0% i 
24 6 86% l 1 14% 5 83% : 1 17% 5 100% I 2 ! 40% ' 
_j 
' 25 4 57% 3 43% 4 67% 2 I 33% 3 60% 2 I 40% i I I 
26 3 43% 4 57% 4 67% ,.., 33% 3 60% 0 I 0% ' I <.. 
LP 3 43% 4 57% I 2 33% 4 67% 1 20% 4 80% 
i 28 6 86% 1 14% l 5 83% l 17% 4 80% 1 20% 
29 4 57% I 3 43% 3 50% 3 50% 4 80% 1 20% 
i 30 i 7 100% 0 0% I 6 100% 0 0% 5 100% 0 I 0% 
I 3) I 5 71% 2 29% i 4 67% 2 33% 3 60% 2 40% 
i 32 4 57% I 3 43% 3 50% 3 50% 3 60% 2 40% 
i 33 4 57% 3 43% I 3 50% 3 50% 5 100% 0 0% 
I 34 5 71% 2 29% 4 67% 2 33% 4 80% 1 20% i 
I 35 6 86% 1 14% 5 I 83% 1 17% 4 80% 1 20% I 
I 36 4 57% 3 43% 3 50% 3 50% 3 60% 2 40% 
I 37 3 43% 4 57% 2 33% 4 67% 2 40% 3 60% 
38 ! 6 86% I 1 14% 5 83% I 1 17% 5 100% 0 0% 
39 5 71% 2 29% 4 67% 2 33% I 3 60% 2 40% 
40 6 86% 1 14% 6 100% 0 0% 5 100% 0 0% 
Rata-rata ! 67% I 33% 72% 28% 80% 20% 
Waktu komputasi Pelatihan : 1,5 merut I 2,5 merut 3.5 merut 
I Pengenalan : 1 0 detik I 20 detik I 30 detik 
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4.3.2 Uji Coba dengan Data Pelatihan Tekendali 
Hasil yang dicapai dari uji coba dengan data pelatihan terkendaii dapat dilihat dalam tabel 4.2, yang kesemua data tersebut 
dipilih dari 10 variasi data dengan pertimbangan variasi data yang ada anpa memandang urutan indeks data .. 
Tabel4.2 
Hasil uji coba pengenalan wajah dengan data pelatihan terkendali 
I Tipe data terkendali 1 Tipe data terkendali 2 Tipe data terkendali 3 
! Pola Keberhasilan Kegagalan Keberhasilan Kegagalan Keberhasilan Kegagalan I ' Jurnlah Jumlah Jurnlah Prosentase l Jumlah Prosentase Jumlah I ! Jumlah Prosentase Prosentase Prosentase Prosentase 
I 1 3 43% 4 57% 5 83% 1 17% 4 80% 1 20% I I 
f 
2 I 7 100% 0 0% 6 100% 0 0% 5 100% 0 0% 
3 " 43% 4 57% 4 67%% 2 33% 3 60% 2 40% .) 
! 4 6 I 86% 1 14% I 5 83% 1 17% 5 100% 0 I 0% 
I 5 7 100% 0 0% 6 100% 0 0% 5 100% 0 0% 
I 6 7 100% 0 0% 6 100% 0 0% 5 100% 0 0% 
! 7 7 100% 0 0% 6 100% 0 0% 5 100% 0 I 0% ! 
I 8 7 100% 0 0% 6 100% 0 0% 5 100% 0 0% ~ I 57% 3 43% 5 83% 1 17% I 5 100% 0 0% ~ 9 4 I 
I 10 I 5 71% 2 23% 4 67% 2 33% 3 60% 2 
' 
40% 
! 11 4 57% 3 43% 3 50% 3 50% 4 80% 1 ! 20% 
I 12 I 6 86% 1 14% 5 83% I 17% 4 80% 1 20% 
i 13 6 86% I 14% 6 100% G· 0% 5 100% 0 0% 
! 14 3 43% 4 57% 5 83% l 17% 5 100% 0 0% 
L 15 7 100% 0 0% 6 100% 0 0% 5 100% 0 0% j 
i 16 5 71% 2 29% 4 67% 2 33% 4 80% 1 20% ! 
' 17 2 29% 5 71% 5 83% 1 17% 5 100% 0 0% I 
I 18 I 7 100% 0 0% 6 100% 0 I 0% I 5 100% 0 I 0% I I 
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Tabel4.2 
Hasil uji coba pengenalan wajah dengan data pelatihan terkendali 
I Tipe data terurut 1 Tipe data terurut 2 Tipe data terurut 3 
' 
Pol a Keberhasilan Kegagalan Keberhasilan Kegagalan Keberhasilan Kegagalan 
Jumlah Prosentase Jumlah Prosentase Jwnlah Prosentase Jumlah Prosentase Jumlah Prosentase Jumlah Prosentase 
I 19 6 86% 1 14% 5 83% I 17% 4 80% I 20% ; I 
I 20 I 4 57% 3 43% 5 83% 1 17% 4 80% 1 20% I 
i 21 6 86% 1 14% 6 100% 0 0% 5 100% 0 0% i 
' 
?"> _._ 7 100% 0 0% 6 100% 0 0% 5 100% I 0 I 0% 
23 6 86% 1 I 14% 6 100% 0 I 0% 5 100% 0 I 0% : 
I 24 I 7 100% 0 0% 6 i 100% 0 0% I 5 100% 0 0% l 
I 25 I 4 57% 3 43% 4 67% 2 33% 4 80% 1 20% I 26 I 3 43% 4 57% 3 50% 3 50% 4 80% 1 20% I 
I 27 3 43% 4 57% 3 50% 3 50% 3 60% 2 40% ~ I 28 ! 6 86% 1 14% 5 83% 1 17% 4 80% 1 20% I 
29 4 57% 3 43% 3 50% 3 50% 5 100% I 0 0% ! 
r--:-I 30 7 100% 0 0% 6 100% 0 0% 5 100% 0 0% 
131 5 71% 2 29% 4 67% 2 33% 3 60% 2 40% 
: 32 6 86% 1 14% 5 83% 1 17% 4 80% 1 20% i 
r- 33 7 100% 0 0% 6 100% I 0 0% 5 100% 0 0% I I I 
34 5 71% 2 29% 4 67% 2 33% 5 100% 0 0% I 
I 35 6 86% 1 14% s 83% I 17% 4 80% 1 20% ! 
I 36 5 71% 2 29% 5 83% 1 17% 4 80% 1 20% I 
! 37 3 43% 4 57% 3 I 50% 3 50% 2 40% 3 60% 
i 38 6 86% 1 14% 5 83% 1 I 17% I 4 80% 1 20% 
I 39 5 71% 2 29% 5 83% 1 17% 4 80% 1 20% 
I 40 6 86% 1 14% 6 100% 0 0% 5 100% 0 0% 
I Rata-rata 76% 24% 83% 17% 88% i 12% I 
I Waktu Pelatihan : 1,5 menit 2,5 menit 3,5 menit I 
I I komputasi Pengenalan : 10 detik 20 detik 30 detik i 
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4.3.3 Evaluasi Hasil Uji Coba 
Prosentase keberhasilan pengenalan wajah seperti yang terlihat pada tabel 
4.1 dan 4.2 sangat tergantung pada pemilihan data pelatihan yang digunakan. 
Pemilihan data pelatihan yang mewakili semua variasi atau mendektai semua 
variasi dalam data uji coba memberikan basil _ pengenalan yang meningkat jika 
dibandingkan dengan mengambil secara acak atau urut data pelatihan tanpa 
memandang variasi yt=mg ada. Tabel berikut membe1ikan perbandingan tingkat 
keberhasilan dari pemilihan data dari uji coba yang dilakukan. 
Tabel4.3 
Perbandingan keberhasilan pengenalan berdasarkan metode pemilihan data 
1 n d. k pe a 11an _yaf!_g_ J_guna an. 
Uji Coba Terurut Uji Coba Terkendali 
Tipe Data Uji Presentase Waktu Kom_Qutasi Presentase Waktu Kom_l)_utasi __ 
Coba Keberhasilan Pelatihan Pengenalan Keberhasilan 1 Pelatihan Pengenalan 
Jumlah Data 3 67% 1,5 menit 10 detik 76% 1,5 menit 10 detik 
Jumlah Data 4 72% 2,5 menit 20 detik 83% 2,5 menit 20 detik 
Jumlah Data 5 80% 3,5 menit 30 detik 88% 3,5 menit 30 detik 
Waktu yang diperlukan untuk melakukan proses pelatthan berbandmg 
lurus dengan banyaknya data yang ditraining. Semakin banyak jumlah data yang 
ditraining, maka semakin banyak pula waktu yang dibutuhkan. Dari pengamatan 
basil uji coba baik dengan data pelatihan termut maupun data pelatihan 
terkendali, ada beberapa data yang pengenalannya kurang baik. Perbedaan-
perbedaan yang sif,'Tlifikan ini rnerupakan penyebab faktor kegagalan dalam 
mengenali citra wajah yang diinputkan ke dalam program tersebut, yaitu : 
o Adanya kemiripan wajah antara satu orang dengan orang yang lain. 
o Adanya ekspresi wajah yang bervariasi, sedangkan data untuk pelatihan behun 







J•ETUNJUK PEMAKAiAN J>ERANGKAT LUNAK 
Langkah-langkah dalam implementasi program : 
Langkah-langkah dalam tahap tmining: 
Langkah l: AktitK:an file prjFace,kemudian click tombol Open, dalam tombol 
open m1 dipilih tabel mana yang akan ditraining. Apabila mgm 
menambah record tabel tekan tombol Add d~m apabila mgm 
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Gambar 8 .1 Tampilan dari sebagian wajah training 
Langkah 2: Click tombol lnisialisai .Tombo! mi digunakan untuk membaca 
gambar yang akan di training. 
B-1 
B-2 
Langkah 3:Click tombol 'l hlining.Setelah proses training selesai, macam-macam 
matriks has il training dapat dilihat dengan menekan tombol Training 
Result. 
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9 ambar B.2 Tampilan matriks hasil dari proses trai ning 
Langkah-langl{ah dalam tahap ~~§thug: 
Langkah l: Click tombol Open, tombol tnt digunakan untuk menginputkan 
gambar yang akan diuji coba. 
Langkah 2 : Click tombol Testing, tombol ini digunakan untuk melak ukan proses 
testing. Setelah proses testing selesai, maka akan tampak gambar 
yang hampir mendekati dengan gambar ujicoba. 
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Langkah 3 :Macam-macam matriks hasil testing dapal dilihat dengan menekan 
tombol Testing Hesult . 
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Gambar 8.4 Tampilan matriks dari hasil proses Testing 
