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Abstract
We present a characterization of those Euclidean distance matrices (EDMs) D which can
be expressed as D = λ(E − C) for some nonnegative scalar λ and some correlation matrix C,
where E is the matrix of all ones. This shows that the cones
cone (E −En)cone (E −En) = Dn,
where En is the elliptope (set of correlation matrices) and Dn is the (closed convex) cone of
EDMs.
The characterization is given using the Gale transform of the points generating D. We also
show that given points p1, p2, . . . , pn ∈ Rr , for any scalars λ1, λ2, . . . , λn such that
n∑
j=1
λjp
j = 0,
n∑
j=1
λj = 0,
we have
n∑
j=1
λj‖pi − pj‖2 = α for all i = 1, . . . , n,
for some scalar α independent of i. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
An n× n matrix D = (dij ) is said to be a Euclidean distance matrix (EDM) if
there exist n points p1, p2, . . . , pn in some Euclidean space Rr such that
‖pi − pj‖2 = dij for all i, j = 1, . . . , n, where ‖ · ‖ is the Euclidean norm. It is
well known, e.g. [6,9], that D with zero diagonal is EDM if and only if D is negative
semidefinite on the orthogonal complement of e, the vector of all ones. Hence, the
set of n× n EDMs is a closed convex cone, to be denoted by Dn.
Let En denote the set of n× n correlation matrices, i.e., the set of all positive
semidefinite symmetric matrices whose diagonal is equal to e. It is also well known
[4, p. 535] that Dn is the tangent cone of En at E, the matrix of all ones, i.e.,
Dn = cone (E − En) = {λ(E − C) : λ  0, C ∈ En}, (1)
where ·¯ denotes closure.
In this paper, we present a characterization of EDMs D that can be represented as
D = λ(E − C), where λ is a nonnegative scalar and C is a correlation matrix. This
characterization is given using the Gale transform of the points pi , i = 1, . . . , n, that
generate D. (This transform is a powerful technique used in the theory of polytopes
[5,7].) The Gale transform of a set P of n points in Rr is another set of n points in
R(n−1−r). These new points reflect the affine dependencies of the set P.
The characterization shows that closure is essential in (1), i.e., the cone generat-
ed by the compact convex set E − En is not closed. In general, it is hard to show
whether the cone generated by a closed convex set is closed. One usually needs
special structure such as the set does not contain the origin (e.g. [8]).
Applications of EDMs include among others, molecular conformation theory,
protein folding, and the statistical theory of multidimensional scaling, see e.g. [2,3]
for a list of applications.
2. Preliminaries
Positive semidefiniteness of a symmetric matrix C is denoted by C  0; e and E
denote, respectively, the vector and the matrix of all ones. The n× n identity matrix
is denoted by In. The diagonal of a matrix A is denoted by diag A, and its null space
by N(A). Finally, ‖ · ‖ denotes the Euclidean norm.
An n×nmatrixD= (dij ) is said to be an EDM if there exist points p1, p2, . . . , pn
in some Euclidean space Rr such that ‖pi − pj‖2 = dij for all i, j = 1, . . . , n. The
dimension of the smallest such Euclidean space containing p1, p2, . . . , pn is called
the embedding dimension of D. It is well known that the matrix D with zero diagonal
is EDM if and only if D is negative semidefinite on
M := {e}⊥ = {x ∈ Rn: eTx = 0}.
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Let V be the n× (n− 1) matrix whose columns form an orthonormal basis of M;
that is, V satisfies
V Te = 0, V TV = In−1. (2)
The orthogonal projection on M, denoted by J, is then given by J := VV T = I −
eeT/n. Hence, it follows that D with zero diagonal is EDM if and only if
B := − 12JDJ  0. (3)
Furthermore, the embedding dimension of D is equal to the rank of B. Let rank
B = r . Then, the points p1, p2, . . . , pn that generate D are given by the rows of
the n× r matrix P, where B := PP T. Note that since Be = 0, it follows that the
centroid of the points pi , i = 1, . . . , n, coincides with the origin.
Let p1, p2, . . . , pn be points in Rr whose centroid coincides with the origin. As-
sume that the points p1, p2, . . . , pn are not contained in a proper hyperplane. Then
P :=


p1
T
p2
T
...
pnT


is of rank r. Let B = PP T. Then it easily follows that the EDM matrix D generated
by pi , i = 1, . . . , n, is given by
D = diagBeT + e(diagB)T − 2B. (4)
Let r¯ = n− 1 − r . Define Z to be the n× 1 zero matrix in case r¯ = 0. Otherwise,
if r¯ > 0, let Z be an n× r¯ matrix whose columns form a basis for the null space of
the (r + 1)× n matrix
[
P T
eT
]
. Thus
{
P TZ = 0, eTZ = 0 and Z is full column rank if r¯ > 0,
Z = 0, n× 1 if r¯ = 0. (5)
Let ziT denote the ith row of Z. i.e.,
Z :=


z1
T
z2
T
...
znT

 .
Then zi is called the Gale transform of pi and Z is called a Gale matrix corresponding
to D. Three remarks are in order here. First, clearly the Gale matrix Z as defined in
(5) is not unique. Different Gale matrices are obtained by multiplying Z on the right
by a nonsingular r¯ × r¯ matrix Q. Second, the entries of Z are rational whenever the
entries of P are rational. Third, the columns of Z represent the affine dependence
relations among the points p1, p2, . . . , pn, i.e., among the rows of P.
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3. Main results
Next we give the two main results of the paper. The proofs are given in Section 4.
Theorem 3.1. Let D be an EDM and let Z be a Gale matrix corresponding to D.
Then the columns of DZ are proportional to e.
From the definition of Z, another equivalent statement of Theorem 3.1 is:
Theorem 3.2. Let λ1, λ2, . . . , λn be coefficients, not all zero, of the affine depen-
dence equation of the points p1, p2, . . . , pn, in Rr , i.e.,
n∑
j=1
λjp
j = 0,
n∑
j=1
λj = 0.
Then
n∑
j=1
λj‖pi − pj‖2 = α for all i = 1, . . . , n
for some scalar α independent of i.
Theorem 3.3. Let D be an EDM and let Z be a Gale matrix corresponding to D.
Then the following are equivalent:
1. D = λ(E − C) (6)
for some nonnegative scalar λ and some correlation matrix C;
2. DZ = 0. (7)
4. Proof of the main results
We start by proving the following technical lemma.
Lemma 4.1. Let D be an EDM and let B be the matrix defined in (3). Then:
1. − 12V TDV = V TBV,
2. N(V TDV ) =N(P TV ).
Proof. The first part follows directly from (4) and the definition of V. This yields the
second part since B = PP T and N(V TBV ) =N(V TPP TV ) =N(P TV ). 
The following lemma was first proved in [1], where EDMs and Gale transforms
were used to study the problems of realizability and rigidity of weighted graphs. We
include the proof here for completeness.
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Lemma 4.2. Let D be an EDM and let U be the matrix whose columns form an or-
thonormal basis of the null space of V TDV . Then VU is a Gale matrix corresponding
to D.
Proof. It follows from Lemma 4.1 that P TVU = V TDVU = 0 and from the defi-
nition of V in (2) that eTVU = 0. Hence, the columns of VU form an orthonormal
basis for the null space of
[
P T
eT
]
. 
Proof of Theorem 3.1. Let Z be a Gale matrix corresponding to D. Then it fol-
lows from Lemma 4.2 that VU = ZQ for some nonsingular r¯ × r¯ matrix Q. Thus
V TDZ = V TDVUQ−1 = 0. Hence, the columns of DZ are proportional to e. 
Proof of Theorem 3.3. D = λ(E − C) for some nonnegative scalar λ and some
correlation matrix C if and only if E − 1
λ
D is positive semidefinite. Let Q = [e/√n
V ]. Then, E −D/λ  0 if and only if QT(E −D/λ)Q  0. But
QT(E −D/λ)Q =

n−
1
λn
eTDe − 1
λ
√
n
eTDV
− 1
λ
√
n
V TDe − 1
λ
V TDV

 .
Recall that V T(−D)V  0 follows from Lemma 4.1. Let W and U be the (n− 1)× r
and (n− 1)× r¯ matrices whose columns form an orthonormal basis for the range
space and null space of V T(−D)V , respectively. Hence, V T(−D)V = WWT,
where  is the diagonal matrix of the positive eigenvalues of V T(−D)V . Let
Q′ =
[
1 0 0
0 W U
]
.
Then, E −D/λ is positive semidefinite if and only if
R = Q′TQT(E −D/λ)QQ′
=


n− 1
λn
eTDe − 1
λ
√
n
eTDVW − 1
λ
√
n
eTDVU
− 1
λ
√
n
WTV TDe 1
λ
 0
− 1
λ
√
n
UTV TDe 0 0

  0. (8)
Now for sufficiently large λ the submatrix
 n−
1
λn
eTDe − 1
λ
√
n
eTDVW
− 1
λ
√
n
WTV TDe 1
λ



is positive definite. Now if V T(−D)V has full rank (i.e., if r¯ = n− 1 − r = 0), then
Z = 0 by definition. Hence the result trivially follows. On the other hand, if r¯ > 0,
then E −D/λ is positive semidefinite if and only if eTDVU = eTDZ = 0. But it
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follows from Theorem 3.1 that eTDZ = 0 if and only if DZ = 0 and the result
follows. 
5. Example
Next we present the following example to illustrate our new characterization. Giv-
en the two EDMs
D1 =

0 1 41 0 1
4 1 0

 , D2 =

0 1 01 0 1
0 1 0

 .
The Gale matrices corresponding to D1 and D2 are
Z1 =

 1−2
1

 , Z2 =

 10
−1

 ,
respectively. Now D1Z1 = 2e and D2Z2 = 0. It is easy to verify that D2 = E − C2,
where
C2 =

1 0 10 1 0
1 0 1

  0.
However, there exists no λ  0 such that D1 = λ(E − C1) for some correlation ma-
trix C1.
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