(1.2) is obtained from (1.1) by replacing the difference z(t-r) by the first two terms of its Taylor Series expansion, combined with a suitable rearrangement of the terms.
We consider the vector differential-difference equation ( 
1.3) x(t-r) = G(t,x(t),x(t)).
On replacing x(t-r) by the first two terms of its Taylor Series expansion, and suitably rearranging, we obtain (1.4)
Tx(t) = H(t 9 y(t),y(t))-
A comparison is made of the solutions between (1.3) and (1.4).
The vector differential-difference equation.
The basic result is given in the following theorem:
THEOREM. Suppose y{t) 9 x(t) are n-vectors. Let X0 = X^~" T )+/0 ; » J> 0> 0<t<b with y(t)=<f> (t) We consider the vector differential-difference equation 
where O<0<1. Substituting from (2.2) into (2.3),
Hence, if x(t) solves (2.2), then it satisfies (2.1) approximately, the error E(t) being
Define the error e between the solutions x and y by e=x-y, so subtracting (2.1) from (2.4)
y, t)+E(t).
Integrating the above equation, 
\\è(t)\\ < -\ \\ê(t-T)\\+-^-
Substitute for Heft)II» from (2.7), into the above inequality; then (2.9) 11*011 6 /T. We want to show that the error e(t) between the solutions x(t) and y(t) is, under certain conditions, "small" and tends to zero as r tends to zero. The resultant inequality (2.7) for e(t) involves é(t) and the inequality (2.9) for ê(t) involves e(t). However ||e(0ll<lk(0ll +11^(011 > S0 this l ea( is us to define the vector with a norm such that l|z(0ll=Mlk(0ll + ll^(0ll}. We thus have from (2.7) and (2.9), On using Gronwall's Inequality, IKOII < TCV* < rC*e Bb ^ TC*.
Hence, by the principle of induction,
IKOII < rc\
and so IK0II = IW0-K0II<TC* for 0^t<b.
The theorem is now proved. Following Wasow [3] , we summarise the results pertaining to the autonomous differential system
where x is a scalar and u a two-dimensional vector. The mathematical analysis of the problem is analogous for the non-autonomous problem and also for the situation where x and u are vectors of any dimension. We assume that g is continuous in an open region Q, of the (x, u) space and that there is a function cf>(x) continuous in £ x <;*;<£ 2 such that the points (x, (f>(x) Tihonov's theorem admits the following interpretation. If (a, /3) lies on the curve C:g(x, u)=0, or is within a "tube" of width 0(r) centred on C, and if the other assumptions of the theorem are satisfied, then the trajectory described in the x-u space by the solution of (3.1) is a slowly traced path which takes place near the curve g(x, u)=0, or g(x, x)=0. Since the equation g(x, x)=0 contains no r, then x(t) will be bounded for some finite time interval /, and for some sufficiently small r.
This interpretation and conclusion carries over immediately to the non-autonomous case and in particular to (2.2).
