Abstract. Let (R, m) be a Cohen-Macaulay local ring of dimension d and I = (I1, . . . , I d ) be
Introduction
The objective of this paper is to explore finite generation of multigraded components of local cohomology modules of extended multi-Rees algebras of Z d -graded filtrations of ideals in a ddimensional Cohen-Macaulay local ring. As a consequence we obtain a satisfactory generalisation in dimension 3 of an important theorem of D. Rees about N 2 -graded filtrations of complete ideals of joint reduction number zero in two-dimensional analytically unramified Cohen-Macaulay local rings [13] . As a consequence of his theorem, Rees reproved Zariski's theorem about products of complete ideals in two-dimensional regular and psuedo-rational local rings and he also obtained a formula for the normal Hilbert polynomial of a complete ideal in a pseudo-rational local ring. An analogue of Rees' theorem in any dimension is not yet known. This paper presents an analogue in dimension 3.
We shall apply our finiteness theorem to provide necessary and sufficient conditions for the integral closure filtration {I r J t K t } of three m-primary ideals in a 3-dimensional analytically unramified Cohen-Macaulay local ring to have joint reduction number zero. This, in turn, gives us sufficient conditions for power products of complete monomial ideals to be compete in 3-dimensional polynomial rings. This yields a generalization of a theorem of M. A. Vitulli [15] in dimension 3.
We now describe our main results in detail for which we need to recall several definitions and introduce necessary notation. Let (R, m) be a d-dimensional Noetherian local ring and let I = (I 1 , I 2 , . . . , I s ) for ideals I 1 , I 2 , . . . , I s of R. For n = (n 1 , . . . , n s ) ∈ Z s , let I n = I n 1
. . . I ns
s . An I−filtration of ideals is a set of ideals F = {F(n) : n ∈ Z s } such that
(1) F(n) ⊆ F(m) for all n, m ∈ Z s and n ≥ m, (2) I n ⊆ F(n) for all n ∈ Z s , (3) F(n)F(m) ⊆ F(n + m) for all m, n ∈ Z s .
The principal examples of Z s -graded filtrations are the adic filtration {I n = I Recall that the integral closure of an ideal J in a ring R denoted by J is the ideal {r ∈ R | r n + a 1 r n−1 + a 2 r n−2 + · · · + a n = 0 for some a i ∈ J i for i = 1, 2, . . . , n}.
The ideal J is called complete or integrally closed if J = J. For indeterminates t 1 , . . . , t s over R, put t n = t n 1 1 . . . t ns s . We say F is an I−admissible filtration if the extended Rees algebra R ′ (F) = n∈Z s F(n)t n is a finite module over the extended Rees algebra R ′ (I) = n∈Z s I n t n . The integral closure of R ′ (I) in the ring R[t 
. , t ±1
s ] is the extended Rees algebra R ′ (I) = R ′ (F) where F(n) = I n for all n ∈ Z s .
We write e i for the vector in Z s which has 1 in the i th position and 0 elsewhere for i = 1, 2, . . . , s.
The zero vector in Z s will be denoted by 0. Set e = e 1 + e 2 + · · · + e s . Now assume that I 1 , I 2 , . . . , I s are m-primary ideals. An s × d matrix (x ij ) where x ij ∈ I i for all j = 1, . . . , d and i = 1, . . . , s is called a complete reduction of the I−filtration F if F(n + e) = (y 1 , . . . , y d )F(n) for all large n ∈ N s . Here y j = s i=1 x ij for j = 1, . . . , d. We say that (x ij ) is a good complete reduction of F if in addition (x ij ) satisfies (y j : j ∈ A) ∩ F(n) = (y j :∈ A)F(n − e) for n ≥ |A|e for every proper subset A {1, . . . , d}. Here |A| denotes the cardinality of the set A. If s = d then the elements x ii = a i for i = 1, 2, . . . , d satisfy the equation F(n) = a 1 F(n − e 1 ) + a 2 F(n − e 2 ) + · · · + a d F(n − e d ) for n ≫ 0.
If the above equation holds for a i ∈ I i for i = 1, 2, . . . , d then we say that (a 1 , a 2 , . . . , a d ) constitutes a joint reduction of F. If the above equation holds for all n ≥ e then we say that the filtration F has joint reduction number zero with respect to the joint reduction (a 1 , a 2 , . . . , a d ). If in addition, for each proper subset A of {1, 2, . . . , d} and n ≥ i∈A e i (a i : i ∈ A) ∩ F(n) = i∈A a i F(n − e i ) then we say that (a 1 , a 2 , . . . , a d ) is a good joint reduction of F. We say that (x ij ) is a strict complete reduction of F if for all n ≥ je and for j = 1, 2, . . . , d − 1 we have (y 1 , y 2 , . . . , y j ) ∩ F(n) = (y 1 , y 2 , . . . , y j )F(n − e).
One of the main observations in this paper is that joint reductions can be studied using local cohomology with support in the ideal I = (a 1 t 1 , a 2 t 2 , . . . , a d t d ) of the extended Rees algebra R ′ (F).
Our main result in section 2 is the following finiteness theorem: for all i = 1, 2, . . . , s.
For any Z s or N s -graded algebra R we write R ++ for the ideal generated by all elements of degree at least e. 
The principal application of good joint reductions is a formula for the length of [H 3 I (R ′ (F))] (0,0,0) . In order to state the next theorem proved in this paper, we recall the notion of the normal Hilbert function and the normal Hilbert polynomial. For an m-primary ideal I in an analytically unramified local ring (R, m) of dimension d, the normal Hilbert function of I is the function H I (n) = λ(R/I n ).
There exists a polynomial P I (x) of degree d such that P I (n) = H I (n) for all large n. We write this polynomial in the form
The polynomial P I (x) is called the normal Hilbert polynomial of I. Let R ′ := R ′ (I, J, K). Assume that a good complete reduction of the filtration {I r J s K t } exists. Let (a, b, c) be a good joint reduction of the filtration {I r J s K t }. Then
As a consequence of this theorem, we are able to generalise Rees' Theorem [13] in dimension three.
In dimension three we say that the normal joint reduction number of I, J, K is zero with respect to (a, b, c) if for all r, s, t > 0 
The normal joint reduction number of I, J, K is zero with respect to (a, b, c), (3) e 3 (IJK) − [e 3 (IJ) + e 3 (IK) + e 3 (JK)] + e 3 (I) + e 3 (J) + e 3 (K) = 0.
Finally we apply our criterion for joint reduction number zero to obtain a generalisation of a theorem of M. A. Vitulli [15] about normal monomial ideals. Theorem 1.5. Let k be a field and R = k[x, y, z], m = (x, y, z). Suppose that I, J, K are m-primary monomial ideals of R such that I r J s K t is complete for all r + s + t ≤ 2. Then I r J s K t is complete for all r, s, t ≥ 0.
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Finiteness of multigraded components of local cohomology modules of Rees algebras
In [11] , authors have derived a formula for
) need not be finite for an (I, J)−admissible filtration F and for a joint reduction (a, b) of F, even if R is regular. In this section we give an example to illustrate this. However, we show that
Cohen-Macaulay local ring of dimension d, where a i = x ii for a good complete reduction (x ij ) of an I−admissible filtration F.
2.1.
Preliminaries. First we need some lemmas.
(2) Let f 1 , . . . , f r be homogeneous elements of R of degrees d 1 , . . . , d r ∈ N s . Then for all i ≥ 0 and all n ≥ m,
Proof.
(1) By [1, Exercise 5.1.14], we have an exact sequence
(2) We use induction on r. For r = 1 the assertion follows from the equation (1) . Assume r > 1 and the result is true for r − 1. Let I = (f 1 , . . . , f r−1 ). By [1, Exercise 5.1.14], we have the exact sequence
For all i ≥ 0, we have an exact sequence
By induction hypothesis [H j I (E)] n = 0 for all n ≥ m and all j ≥ 0.
Therefore from the equation (1), we obtain
Hence [H i (I,fr) (E)] n = 0 for all n ≥ m and all i ≥ 0. (3) Let p = m be a prime ideal of A. Note that R 0 \ p has elements of degree 0.
Corollary 2.2. Let R = n∈Z s R n be a Noetherian Z s − graded ring and let M = n∈Z s be a finitely generated Z s −graded R−module. Let q be a graded ideal of R. Suppose there exists m ∈ Z s such that for all i ≥ 0 and all n ≥ m,
Let f 1 , . . . , f r be homogeneous elements with degree f i ∈ N s for all i. Then for q ′ = (q, f 1 , . . . , f r ),
Proof. It suffices to show the r = 1 case. Let q ′ = (q, f ) where f = f 1 . From (2), we have the exact
By Lemma 2.1(1), [H i q ′ (M )] n = 0 for all n ≥ m and all i ≥ 0. To prove (3), localize the exact sequence (4) at a prime ideal p of A, p = m, and use Lemma 2.1(3) to obtain 
. Let R(I) = n∈N d I n t n be the Rees algebra of the filtration {I n } and R(I) ++ = n≥e I n t n be an ideal in R(I). Then q = (y 1 t e , . . . , y d t e ) ⊆ R(I) ++ . It is clear
for all i ≥ 0. By an easy argument the following result can be derived from [7, Theorem 5.1] . We Let R(F) = n∈N g F(n)t n be the Rees algebra of N g −graded filtration F.
Corollary 2.5. Let F be an I−admissible filtration and
(2) Follows from part(1) and Corollary 2.2.
Remark 2.6.
(1) Every good complete reduction of F is strict good complete reduction of F. 
Proof. Apply descending induction on j. Suppose j = d − 1. Consider the exact sequence
Note that 
By the exact sequence (5), we also have the exact sequence
Assume the result for t ≥ 1 and prove it for t − 1. Since
Hence using induction hypothesis and the exact sequence (7), we obtain
Since m+ te ≥ de, from (6), we get
Assume the result for N j for j ≥ 2 and we prove it for N j−1 . Consider the exact sequence
Note that
.
Hence we have the sequence
] n for some p ∈ F(n − e) and py j ∈ j−1 i=1 y i F(n − e). Since y 1 , . . . , y j is a regular sequence, we get p ∈ (y 1 , . . . , y j−1 ) ∩ F(n − e) = (y 1 , . . . , y j−1 )F(n − 2e) for n − e ≥ (j − 1)e, i.e, for n ≥ je.
Therefore for n ≥ je, [B (j−1) ] n = 0 which implies that [H i I (B (j−1) )] n = 0 for all n ≥ je and all i ≥ 0, by Lemma 2.1. By the exact sequence (8), we get
By the exact sequence (8), we obtain
By Corollary 2.5, the result is true for t ≫ 0. Assume the result for t ≥ 1 and prove it for t − 1. As m + te ≥ je, by the exact sequence (10) 
In the following theorem we prove that for a strict complete reduction (y 1 , . . . ,
is a set of m−primary ideals and F is an admissible I−filtration. Suppose (x ij ) is a strict complete reduction of F and I = ( 
Proof. By Lemma 2.7, [H
We use descending induction on t to show that
Assume the result for t ≥ 1 and prove it for t − 1. The exact sequence
gives the long exact sequence
] m+te has finite length. Therefore using the exact sequence
We give an example to show that [H 2 (at 1 ,bt 2 ) (R ′ (I, J))] (0,0) need not have finite length in a CohenMacaulay local ring of dimension 2 with infinite residue field and a joint reduction (a, b) of (I, J), where R ′ (I, J) is the bigraded Rees algebra of the filtration {I r J s }.
) is not finite. We claim that there does not exists a strict complete reduction of {I r J s }. Suppose there exists a strict complete reduction
Existence of Good Complete Reductions and Good Joint Reductions
Let ( 
We put u i = t 
Suppose there exists an element x i ∈ I i such that
Then there exists an integer suppose there exists a nonzerodivisor x j ∈ I j \ mI j such that
Proof. Since proof is similar for each j, we prove the result for j = 1. Let a = x 1 . Let a * denote the image of a in G i (F) e 1 . First we prove that (0 :
to prove the result for
Let za ∈ (a) ∩ F(n) for n 1 > 0. First we prove that z ∈ F(n 2 e 2 ). Since F is an I−admissible
Therefore z ∈ F(n 2 e 2 ).
Similar argument shows that z ∈ F(n 2 e 2 + · · · + n g e g ). Since
there exists an integer l ≥ 0 such that
Suppose l < n 1 − 1. Then z * ∈ [G 1 (F)] le 1 +n 2 e 2 +···+ngeg and z * a * = 0, a contradiction. Hence z ∈ F(n − e 1 ). 
Then there exists a good complete reduction
Proof. From Lemma 3.1 and 3.3, there exist nonzerodivisors
) is a proper subspace of
(respectively
) for p ∈ B 1 (respectively p ∈ C 1,j and p ∈ A 1 ). Let
be natural maps of k−vector spaces. Since f j and f are surjective, f −1 j (W j ) and f −1 (W ) are proper subspaces of
. Since k is infinite, there exists an element x 2 ∈ I 1 such that x 2 t 1 / ∈ p for any p ∈ B 1 , x ′ 2 t 1 / ∈ p for any p ∈ C 1,j , A 1 and x 2 is S−regular. Here ′ denotes the image of an element in respective quotients. Similarly, there exist y 2 ∈ I 2 and z 2 ∈ I 3 such that y 2 t 2 / ∈ p for any p ∈ B 2 , y ′ 2 t 2 / ∈ p for any p ∈ A 2 , C 2,j , z 2 t 3 / ∈ p for any p ∈ B 3 , z ′ 2 t 3 / ∈ p for any p ∈ A 3 , C 3,j and y 2 , z 2 are nonzerodivisors in S. Therefore by Lemma 3.2 and 3.3 (x 2 ) ∩ F(r, s, t) = x 2 F(r − 1, s, t) for r > 0 and all s, t ≥ 0
for r ≫ 0 and all s, t ≥ 0
This gives the long exact sequence
Considering an exact sequence
we get the long exact sequence
We prove that for all r, s ≥ 1,
First we claim that
Here ′ denotes the image of an element in
. Therefore v = v 1 + y 1 v 2 for some v 1 ∈ F(0, s, 0) and v 2 ∈ R. Thus F(r, s, t) .
, t).
Hence u 1 ∈ F(r, s − 1, t). Thus
Similar argument shows that (y 1 , z 2 ) ∩ F(r, s, t) = y 1 F(r, s − 1, t) + z 2 F(r, s, t − 1) for s, t ≥ 1 and all r ≥ 0 and (y 1 , y 2 ) ∩ F(r, s, t) = (y 1 , y 2 )F(r, s − 1, t) for s ≥ 1 and all r, t ≥ 0.
Similarly, considering the ring S 1 and S 3 , we get Thus (x 1 , y 2 ) ∩ F(r, s, t) = x 1 F(r − 1, s, t) + y 2 F(r, s − 1, t) for r, s ≥ 1 and t ≥ 0 (x 1 , z 2 ) ∩ F(r, s, t) = x 1 F(r − 1, s, t) + z 2 F(r, s, t − 1) for r, t ≥ 1 and s ≥ 0 (x 1 , x 2 ) ∩ F(r, s, t) = (x 1 , x 2 )F(r − 1, s, t) for r ≥ 1 and all s, t ≥ 0 (z 1 , x 2 ) ∩ F(r, s, t) = z 1 F(r, s, t − 1) + x 2 F(r − 1, s, t) for r, t ≥ 1 and s ≥ 0 (z 1 , y 2 ) ∩ F(r, s, t) = z 1 F(r, s, t − 1) + y 2 F(r, s − 1, t) for s, t ≥ 1 and r ≥ 0 (z 1 , z 2 ) ∩ F(r, s, t) = (z 1 , z 2 )F(r, s, t − 1) for t ≥ 1 and all r, s ≥ 0.
Similar argument shows that (a, y 2 ) ∩ F(r, s, t) = aF(r − 1, s − 1, t − 1) + y 2 F(r, s − 1, t) for r, s, t > 0 and (a, z 2 ) ∩ F(r, s, t) = aF(r − 1, s − 1, t − 1) + z 2 F(r, s, t − 1) for r, s, t > 0.
Next we prove that (a, b) ∩ F(r, s, t) = (a,
Hence y 2 z 2 q − q 1 ∈ (a). Thus q 1 ∈ (a, y 2 ) ∩ F(r − 1, s, t) = aF(r − 2, s − 1, t − 1) + y 2 F(r − 1, s − 1, t).
Let q 1 = aq 2 + y 2 q 3 for some q 2 ∈ F(r − 2, s − 1, t − 1) and q 3 ∈ F(r − 1, s − 1, t). Thus ap + bq = a(p 1 + x 2 q 2 ) + x 2 y 2 q 3 .
Hence x 2 y 2 (z 2 q − q 3 ) ∈ (a). Thus
Let q 3 = aq 4 + z 2 q 5 for some q 4 ∈ F(r − 2, s − 2, t − 1) and q 5 ∈ F(r − 1, s − 1, t − 1). Hence ap + bq = a(p 1 + x 2 q 2 + x 2 y 2 q 4 ) + bq 5 ∈ (a, b)F(r − 1, s − 1, t − 1).
Let T 1 = R/(x 2 ), T 2 = R/(y 2 ), T 3 = R/(z 2 ) and T = R/(a, b). Consider the filtration H = {F(r, s, t)T }. Let
Then there exist x 3 ∈ I 1 , y 3 ∈ I 2 and z 3 ∈ I 3 such that x 3 , y 3 , z 3 are nonzerodivisors in T and
any p ∈ C 2,j , D 2 , E 2,j and z 3 t 3 / ∈ p for any p ∈ B 3 , z ′ 3 t 3 / ∈ p for any p ∈ C 3,j , D 3 , E 3,j . Therefore by Lemma 3.2 (x 3 ) ∩ F(r, s, t) = x 3 F(r − 1, s, t) for r > 0 and all s, t ≥ 0 x 3 S j ∩ F(r, s, t)S j = x 3 F(r − 1, s, t)S j for r ≫ 0 and all s, t ≥ 0 and x 3 T j ∩ F(r, s, t)T j = x 3 F(r − 1, s, t)T j for r ≫ 0 and all s, t ≥ 0 and x 3 T ∩ H(r, s, t) = x 3 H(r − 1, s, t) for r ≫ 0 and all s, t ≥ 0.
Then argument as above shows that for i = 1, 2 (y i , x 3 ) ∩ F(r, s, t) = y i F(r, s − 1, t) + x 3 F(r − 1, s, t) for r, s > 0 and all t ≥ 0 and (z i , x 3 ) ∩ F(r, s, t) = z i F(r, s, t − 1) + x 3 F(r − 1, s, t) for r, t > 0 and all s ≥ 0 (x 1 , x 3 ) ∩ F(r, s, t) = (x 1 , x 3 )F(r − 1, s, t) for r ≥ 1 and all s, t ≥ 0 (x 2 , x 3 ) ∩ F(r, s, t) = (x 2 , x 3 )F(r − 1, s, t) for r ≥ 1 and all s, t ≥ 0.
Similarly y 3 , z 3 satisfies required equations. Let c = x 3 y 3 z 3 . Then In what follows we prove that a good complete reduction of F exists if R(F) is Cohen-Macaulay.
We prove few lemmas required for this purpose. For a homomorphism φ : Z r −→ Z q , set
for any homogeneous ideal a in T . See [5] . 
Taking a = 0 in [5, Lemma 2.3], we get that
Since 
Consider φ : Z 3 −→ Z defined as φ(r, s, t) = t. Let C = r,s≥0 T (r,s,0) and P be the maximal homogeneous ideal of C. Then taking a = ( p,q≥1 C (p,q) ) ⊗ C C P in [5, Lemma 2.3], we get that
(M )] n = 0 for all n 3 ≥ 0 and all i ≥ 0.
Consider the Mayer-Vietoris sequence of local cohomology modules
Then, by equations (13), (14) and (15), for all i ≥ 0,
Again considering the Mayer-Vietoris sequence of local cohomology modules
and using equations (15), (17) Proof. Let n be the maximal homogeneous ideal of B. Let M = n n>0 I n t n be a maximal
, we may assume that B is local with maximal ideal n.
Let R(F) + = n>0 I n t n and G(F) = n≥0 I n /I n+1 . For an N-graded module M let M (n) denote the graded module M with M (n) k = M n+k . Then we have the exact sequences
Therefore we get the long exact sequence of local cohomology modules
and the epimorphisms
Therefore, by equations (18) and
For a standard N g -graded ring T defined over a local ring and finitely generated N g -graded 
Lemma 3.8. Let S * be a Z g −graded ring and let S = n∈N g ֒→ S * be an inclusion. Then
(2) We have an exact sequence
Proof. We have an exact sequence 
Proof. By Lemma 3.7, a j (R(F)) = −1 for j = 1, 2, 3. Since R(F) is Cohen-Macaulay, for each
where M is the maximal homogeneous ideal of R(I, J, K). Therefore, by Lemma 3.5, for all i ≥ 0
Hence, by Lemma 3.8, for all i ≥ 0
Consider the exact sequence
where
This gives a long exact sequence of local cohomology modules
for all i ≥ 0 and n + e i ≥ 0. Hence result follows from Theorem 3.4. 
Computation of λ
Let (R, m) be an analytically unramified Cohen-Macaulay local ring of dimension 3 and I, J, K be m−primary ideals in R. Let (a, b, c) be a good joint reduction of {I r J s K t }. In this section we express the length
in terms of the normal Hilbert coefficients. The main tool employed for this calculation is the homology of a multigrades version of the Kirby-Mehran complex [8] . (1) Suppose a satisfies (a) ∩ I r J s K t = aI r−1 J s K t for all r > 0 and all s, t ≥ 0.
Then for all r ≥ 1 and s, t ≥ 0,
Then for all r, s ≥ 1 and t ≥ 0,
(1) Induct on m. From equation (20), result follows for m = 1. Let m + 1 ≤ r and
(2) First we use induction on m to prove that (a m , b) (21), the result follows for m = 1. Let 1 < m ≤ r and
by induction hypothesis. Let a m u + bv = a m−1 p + bq for some p ∈ I r−(m−1) J s K t and
To prove the assertion we use induction on m + n. From equation (21), the result follows for m = n = 1. Let m + n > 2. We may assume that n > 1. Let
We now introduce an N 3 -graded version of the Kirby-Mehran complex associated to the joint reduction (a, b, c) of the filtration {I r J s K t } :
where φ 0 and φ 1 are defined as
Here ′ denotes image of an element in respective quotients. Let H i ((a, b, c), r, s, t) denote the ith homology of the complex C · ((a, b, c) , r, s, t). 
(
(2) Consider the commutative diagram:
′ and γ is the natural map. To prove exactness of top row it is enough to prove exactness at
for some x ∈ I r J s , y ∈ I r K t and z ∈ J s K t . Hence u−x = b s x 1 +a r x 2 for some x 1 , x 2 ∈ R. Similarly, v −y = a r y 1 +c t y 2 and w−z = b s z 1 +c t z 2 for some y 1 , y 2 , z 1 , z 2 ∈ R. Thus
Hence
Using the snake lemma and the fact that ψ is an isomorphism we obtain, 
Proof. From the complex C · ((a, b, c), r, s, t), for r, s, t > 0, we have ((a, b, c) , r, s, t)) − λ R (H 1 ((a, b, c) , r, s, t)) + λ R (H 2 ((a, b, c), r, s, t) ).
Therefore, by Proposition 4.2,
In an analytically unramified local ring of dimension d there exists a polynomial P I,J (x, y) ∈ Q[x, y] (respectively P I,J,K (x, y, z) ∈ Q[x, y, z]) of total degree d, called as the normal Hilbert polynomial of I, J (respectively normal Hilbert polynomial of I, J, K), such that P I,J (r, s) = λ(R/I r J s ) (respectively P I,J,K (r, s, t) = λ(R/I r J s K t )) for r, s ≫ 0 (respectively r, s, t ≫ 0). We write
Rees proved that e ( Proof. Let t > 0 be fixed. There exists c ∈ K such that (c) ∩ I r J s K t = cI r J s K t−1 for all r, s ≥ 0 and t > 0.
See [13] . Then, by Lemma 4.1 (1), (c t ) ∩ I r J s K t = c t I r J s for all t > 0 and r, s ≥ 0. Therefore we have the exact sequence
. Let R ′ = R/(c t ). Consider the filtration F = {F(r, s) : r, s ∈ Z}, where F(r, s) =
. Let "′" denotes image of an ideal in R ′ . By [12, Theorem
is a polynomial of total degree 2 for r, s ≫ 0 with
Note that e(I ′ ) = te (2, 0, 1) , e(J ′ ) = te (0,2,1) and e (1,1) (I ′ , J ′ ) = te (1, 1, 1) . Therefore for r, s ≫ 0 and We have
Fixing t ≫ 0 and comparing the coefficients of degree 2 in r, s, we get e (2,0,0) = e (2,0) (I, J), e (1,1,0) = e (1,1) (I, J), e (0,2,0) = e (0,2) (I, J).
By [10, Theorem 4.3.1], e (2,0) (I, J) = e 1 (I) and e (0,2) (I, J) = e 1 (J). See also [13, Theorem 1.2] .
Hence e (2,0,0) = e 1 (I), e (0,2,0) = e 1 (J) and e (1,1,0) = e (1,1) (I, J).
Similar argument shows the other equalities. 
+ e 3 (IJK) − [e 3 (IJ) + e 3 (IK) + e 3 (JK)] + e 3 (I) + e 3 (J) + e 3 (K).
Proof. We have Therefore, using Lemma 4.4, for r, s, t ≫ 0, we have 
Characterization of joint reduction number zero in terms of Local Cohomology modules
Let H i K (M ) denotes the local cohomology module of an R-module M with support in an ideal K of R. Let (R, m) be an analytically unramified local ring of dimension 3 and I, J, K be m−primary ideals in R. Let a ∈ I, b ∈ J and c ∈ K. Let R ′ denote the extended Rees algebra of the filtration
The twists are given so that maps are degree zero maps. Then
for all i by [1, Theorem 5.2.9] . The purpose of this section is to find the length of the component at origin of the third local cohomology module H 3 (at 1 ,bt 2 ,ct 3 ) (R ′ ) in terms of normal Hilbert coefficients and joint reduction (a, b, c). This leads to a satisfactory analogue of Rees's Theorem for 3-dimensional analytically unramified local rings. 
(2) For the directed system involved in the above direct limit, the map µ k
given by µ k (x ′ ) = (xabc) ′ , where x ∈ I k J k K k and ′ denotes the image of an element in respect quotients, is injective for all k > 0.
(1) The local cohomology module H 3 (at 1 ,bt 2 ,ct 3 ) (R ′ ) has a Z 3 -grading inherited from the Z 3 -grading of R ′ . Therefore by the equation (22),
and w 2 ∈ I k+1 J k . Thus, (1) If M is a finitely generated R-module then the natural map
By Theorem 4.5, S (x,y,z) (r, s, t) is a polynomial function in r, s, t of total degree atmost 1.
Fixing s 0 , t 0 large, S (x,y,z) (r, s 0 , t 0 ) is a polynomial function in r of degree atmost 1. Hence coefficient of r in the polynomial associated with S (x,y,z) (r, s 0 , t 0 ) is nonnegative. Thus the coefficient of r in the polynomial associated with S (x,y,z) (r, s, t) is nonnegative. Similarly, coefficients of s and t in the polynomial associated with S (x,y,z) (r, s, t) are nonnegative. By equation (23), S (x,y,z) (k, k, k) is a constant for large k. Hence the sum of coefficients of r, s, t in the polynomial associated with S (x,y,z) (r, s, t) is zero. Hence each coefficient of r, s, t in the polynomial associated with S (x,y,z) (r, s, t) is zero. Thus, by Theorem 4.5, for r, s, t ≫ 0,
for any good joint reduction (a, b, c) of
be the map involved in the direct limit. By Theorem 5.1(2), µ k is injective for k > 0. 
The following statements are equivalent: We use induction on r + s + t to prove that for r, s, t > 0,
Suppose r + s + t = 3. Then r = s = t = 1. Since the joint reduction number is zero, result is true in this case. Let r + s + t > 3. Without loss of generality we may assume that s > 1. If r = t = 1, then result follows from the equation (27). Therefore we may also assume that t > 1.
x ∈ a r J s K t + b s I r K t + c t I r J s .
Therefore, by Theorem 4.5, result follows. Proof. Since λ R (R/I r J s K t ) = P I,J,K (r, s, t) for r + s + t > 0, taking s = t = 0 and r > 0, we get e (1,0,0) = e 2 (I), e 3 (IJK) = e 3 (I).
Taking t = 0 and r, s ≫ 0, we get e (1,0,0) = e (1,0) (I, J), e (0,1,0) = e (0,1) (I, J) and e 3 (IJK) = e 3 (IJ).
Since λ R (R/I r J s K t ) = P I,J,K (r, s, t) for r + s + t > 0, arguing similarly and using Theorem 4.5, we get that for r, s, t > 0, λ R I r J s K t a r J s K t + b s I r K t + c t I r J s = e 3 (IJK).
Thus e 3 (IJK) = 0 if and only if for r, s, t > 0, I r J s K t = a r J s K t +b s I r K t +c t I r J s . Hence the normal joint reduction number of I, J, K is zero with respect to (a, b, c) if and only of e 3 (IJK) = 0.
Some Applications
In this section we discuss a few applications of Theorem 5.4. Let (R, m) be an analytically unramified local ring of dimension d and I be an m−primary ideal in R. An ideal K ⊆ I is said to be a reduction of the filtration {I n } if KI n = I n+1 for all large n. A minimal reduction of {I n } is a reduction of {I n } minimal with respect to inclusion. For a minimal reduction K of {I n }, we set r K (I) = sup{n ∈ Z | I n = KI n−1 }.
The reduction number r(I) of {I n } is defined to be the least r K (I) over all possible minimal reductions K of {I n }. Suppose I and I 2 are complete. Then I n is complete for all n ≥ 1.
Proof. Let S = R m . Then, by Theorem 6.3, the normal joint reduction number of IS, IS, IS is zero with respect to every good joint reduction J = (a, b, c) of {I r I s I t S}. Hence I n S = JI n−1 S for all n ≥ 3. Since I and I 2 are complete, IS and I 2 S are compete. Thus I n S is complete for all n ≥ 1.
Hence I n is complete for all n ≥ 1. Suppose that I r J s is complete for all r, s ≥ 0 such that r + s ≤ 2. Then I r J s is complete for all r, s ≥ 0.
