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Abstract
This paper investigates deep neural networks (DNN) based on nonlinear feature mapping and statistical linear feature
adaptation approaches for reducing reverberation in speech signals. In the nonlinear feature mapping approach, DNN
is trained from parallel clean/distorted speech corpus to map reverberant and noisy speech coefficients (such as log
magnitude spectrum) to the underlying clean speech coefficients. The constraint imposed by dynamic features (i.e.,
the time derivatives of the speech coefficients) are used to enhance the smoothness of predicted coefficient
trajectories in two ways. One is to obtain the enhanced speech coefficients with a least square estimation from the
coefficients and dynamic features predicted by DNN. The other is to incorporate the constraint of dynamic features
directly into the DNN training process using a sequential cost function.
In the linear feature adaptation approach, a sparse linear transform, called cross transform, is used to transformmultiple
frames of speech coefficients to a new feature space. The transform is estimated to maximize the likelihood of the
transformed coefficients given a model of clean speech coefficients. Unlike the DNN approach, no parallel corpus is
used and no assumption on distortion types is made.
The two approaches are evaluated on the REVERB Challenge 2014 tasks. Both speech enhancement and automatic
speech recognition (ASR) results show that the DNN-based mappings significantly reduce the reverberation in speech
and improve both speech quality and ASR performance. For the speech enhancement task, the proposed dynamic
feature constraint help to improve cepstral distance, frequency-weighted segmental signal-to-noise ratio (SNR), and
log likelihood ratio metrics while moderately degrades the speech-to-reverberation modulation energy ratio. In
addition, the cross transform feature adaptation improves the ASR performance significantly for clean-condition
trained acoustic models.
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1 Introduction
Automatic speech recognition (ASR) systems and hands-
free speech acquisition systems have achieved satisfactory
performance for close-talk microphones. However, the
performance of these systems is still poor for far-talk
microphones where the distance between the speaker and
the microphone is large. This is because the speech sig-
nals recorded by the far-talk microphones are significantly
corrupted by background noise and room reverberation.
Hence, improving the robustness of the ASR and other
speech-processing systems for far-talk speech is an impor-
tant task for the deployment of such systems in more
realistic environments.
It is well known that reverberation is produced bymulti-
path propagation of an acoustic signal from its source
to the microphone in enclosed spaces. The distortion of
reverberation to an acoustic signal can be modeled by the
acoustic impulse response (AIR), which may last for hun-
dreds of milliseconds. Reverberation cancelation has been
tried bymany researchers using deconvolution techniques
that estimate and apply the inverse of the AIR to the
reverberant microphone outputs. Several significant con-
tributions have been made in these areas [1–7]. However,
the available techniques are sensitive to estimation error
of the AIR, which is difficult to estimate in realistic envi-
ronments. In addition, as the talker may change location
in a room, the geometry between the talker and themicro-
phone receiver will change accordingly, and consequently,
the acoustic impulse response is time-varying. The addi-
tive background noise further increases the difficulty for
accurately estimating the AIR.
Besides the studies on reverberation cancellation, other
studies focus on reverberation suppression. Both spa-
tial processing using multiple microphones and spectral
enhancement belong to the reverberation suppression
methods. Microphone array processing techniques such
as beamforming provide spatial filtering to suppress spec-
ular reflections so that the speech signal from the desired
direction of arrival (DOA) can be enhanced. The most
direct and straightforward technique is the delay and
sum (DS) beamfomer [8]. Several variants of the DS
beamformer with adaptations also exist [8–12]. Generally,
adaptive beamformers have been found to be efficient in
applications to suppress localized additive noise sources.
The DS beamformer can partially reduce reverberation
coming from directions other than the look-direction. As
the reverberant speech signal consists of highly dependent
distortions that are delayed versions of the signal itself,
the adaptive beamformers may attenuate the direct-path
speech signal while reducing reverberation. Very recently,
a conjunction of DS beamformer and minimum variance
distortionless response (MVDR) beamformer has shown
favorable performance for speech enhancement in the
room environment [13].
To further reduce the reverberation from the look-
direction, spectral-subtraction techniquesmay be applied.
Lebart et al. has shown the effectiveness of spectral sub-
traction for dereverberation [14, 15]. The authors assume
a statistical model of the room impulse response com-
prising Gaussian noise modulated by a decaying expo-
nential function. The power spectral density of the later
impulse response is identified and removed by spectral
subtraction.
Although the above-mentioned approaches to derever-
beration can be effective for both speech enhancement
and ASR [16], blind identification of other features is
often required. The reverberation conditions have high
impact on the identification performance, thus affecting
the dereverberation performance.
In this work, we investigated a different approach for
speech dereverberation that is based on learning from
data. If a parallel corpus of clean speech and the corre-
sponding reverberant speech is available, it is possible to
learn amapping that maps reverberant speech coefficients
to clean speech coefficients. Supposing that the paral-
lel corpus is representative of the real test environment,
and the mapping function is accurate, the learning-based
approach is a viable way to deal with reverberation. In
fact, the concept of the learning-based approach is not
new. For example, in noise-robust ASR, a popular feature
compensation method is called SPLICE [17, 18], which
learns a set of linear transforms to map noisy feature vec-
tors to clean feature vectors. In voice conversion [19], it
is a common practice to learn a set of linear transforms
to map a source speaker’s speech coefficients, such as
the log-magnitude spectrum, to a target speaker’s speech
coefficients. A major limitation of these methods is that
linear transforms are too limited to accurately predict
clean speech coefficients, especially when the relationship
between the clean and distorted speech coefficients are
highly nonlinear.
Recently, there are studies on using neural networks
(NN) to learn the nonlinear mapping between clean and
distorted speech coefficients. Neural networks are uni-
versal mapping functions that could be used for both
classification and regression problems. NN has been used
for speech enhancement for a long time [20]. A NN
with more than one hidden layer is usually called a deep
NN, or DNN. Recently, DNN has become popular after
a pretraining step, called restrictive Boltzmann machine
(RBM) pretraining [21, 22], was introduced to initialize
the network parameters to some reasonable values such
that backpropagation can then be used to train the net-
work efficiently on task-dependent objective functions.
The advantage of a DNN over one-hidden-layer NN is
that the deep structure of the DNN allows much more
efficient representation of many nonlinear transforma-
tions/functions [22]. In the past several years, DNN and
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other neural networks have been applied to many speech
processing tasks. In [23], DNNwas used for acoustic mod-
elling in ASR systems and now it has become the de-facto
standard acoustic model. In [24], another DNN architec-
ture, called the deep recurrent neural network (DRNN),
is used to estimate clean speech features (MFCC) from
noisy features. In [25], a special case of recurrent neural
networks, called long short-termmemory (LSTM), is used
to map reverberant features to clean features. In [26], a
DNN is used to predict the speech mask, which is then
used for enhancing speech for robust ASR. It is also found
that adapting the mask-estimating DNN using a linear
input transform further improves the ASR performance.
While the previous two studies focus on predicting low-
dimensional feature vector for ASR, in [27], deep neural
networks (DNN) are used to directly estimate the high-
dimension log-magnitude spectrum for speech denoising.
This method was later applied as a preprocessor for a
robust ASR task [28]. In this study, we use DNN to esti-
mate both the low-dimensional speech feature vectors for
the ASR task and a high-dimensional log-magnitude spec-
trum vector for the speech enhancement task. Although
in [25], the authors show that LSTM outperforms DNN
significantly for the ASR task, the DNN used in that study
is very limited in terms of network size.
In this study, we extend our previous work on DNN-
based speech dereverberation [29]. DNN is trained from
parallel data of clean and distorted speech coefficients
to map distorted speech to clean speech. To improve
the performance of DNN mapping for speech enhance-
ment which requires a smooth and natural coefficient
trajectory, we proposed two methods that make use of
the information of dynamic features. The motivation is
that the predicted speech coefficient trajectory should
have dynamics (represented by dynamic features) that
are similar to real clean speech coefficient trajectories.
Specifically, we propose least-square (LS) estimation of
log-magnitude spectrum from the static, delta, and accel-
eration log-magnitude spectrum predicted by DNN. We
also propose a new sequential cost function for DNN
training that takes into account the mean-squared error of
the dynamic spectrum.
Although DNN and other neural-network-based speech
coefficients mapping approach have the potential to pro-
duce an accurate clean speech estimate, they rely on
a representative parallel speech corpus for training the
neural networks. To address this limitation, we also pro-
pose a feature adaptation method that only requires clean
speech data during training. At the test phase, a linear
transform is estimated to map the reverberant features
such that the mapped features fit the clean speech model
better. This is in spirit similar to the popular feature
space maximum likelihood linear regression (fMLLR) [30]
that uses the maximum likelihood criterion to estimate
the linear transform. Our proposed method, called cross
transform [31], can be seen as an extension of fMLLR in
that the cross transform exploits both temporal informa-
tion (between frames) and spectral information (within
frame) in feature mapping, while fMLLR only uses spec-
tral information and short-term temporal information (up
to 0.1 s) through delta and acceleration features.
The rest of the paper is organized as follows. Section 2
describes the system designs of the speech enhancement
system and the ASR system. Section 3 reviews briefly
the beamforming methods used in our system to pro-
cess multi-channel speech and the conventional spectral
subtraction-based dereverberation method. Sections 4
and 5 introduce the DNN-based speech coefficients map-
ping approach and the cross transform feature adaptation
methods in detail, respectively. In Section 6, experimental
results and analysis are presented. Conclusions and future
research directions are discussed in Section 7.
2 Systemmodules
Our study is focused on reducing reverberation and noise
in speech signals for speech enhancement and speech fea-
tures for ASR. There are three stages of processing, i.e., (1)
the beamforming, (2) log-magnitude spectrum enhance-
ment for the speech enhancement task, and (3) speech
features (such as MFCC) enhancement for the ASR task.
The three processing stages and their combinations are
illustrated in Fig. 1.
For beamforming, we investigate two popular methods,
i.e., DS beamforming and MVDR beamforming. For spec-
trogram enhancement, we use the DNN-based speech
coefficient mapping method with dynamic feature con-
straint. We also study the spectral subtraction method for
late reverberation reduction. For speech feature enhance-
ment, we also use the proposed cross transform fea-
ture adaptation. When multiple channels are available, a
speech enhancement system is the cascade of Stages 1 and
2, while a feature enhancement system is the cascade of
Stages 1 and 3. For single-channel processing, Stage 1 will
be skipped. In the next three sections, we will describe the
three stages in more detail.
3 Classic approaches
3.1 Problem formulation
Considering a multichannel speech acquisition system in
an enclosed environment, the mth microphone receives
the reverberant speech signal xm(n) with the room
impulse response hm(n) as follows
xm(n) = hm(n) ⊗ s(n) + vm(n),m = 1, 2, . . . ,M (1)
where s(n) is the source signal and vm(n) is the addi-
tive observation noise; the symbol ⊗ denotes the linear
convolution; M is the number of microphones in the sys-
tem. The observed signal, xm(n), at microphone m can
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Fig. 1 Illustration of three processing stages: beamforming log-magnitude spectrum enhancement, feature enhancement. DS and MVDR are the
delay and sum and minimum variance distortionless response beamforming, respectively. SS refers to spectral subtraction, while DNN stands for
deep neural network-based speech coefficient mapping. CT is the cross transform feature adaptation. Three enhanced signals are produced for the
speech enhancement task, and two enhanced features are produced for the ASR task
be described as the superposition of the direct-path sig-
nal and a finite set of reflections of the direct-path signal.
The early part of hm(n) is referred to as early reverberation
which causes spectral changes and leads to a perceptual
effect referred to as coloration [32], while the late part
(which is referred to as later reverberation) changes the
waveform’s temporal envelope as exponentially decaying
tails are added at sound offsets.
The aim of speech dereverberation is to find a system,
with input xm(n) and output sˆ(n), which is an estimate of
s(n). The criteria in the estimation, s(n), is application-
dependent. It may be related to perceptual quality or ASR
performance. The room impulse response hm(n) could
be either time-varying or short-term fixed, which is also
application-dependent.
3.2 The DS beamforming
The DS beamformer has a very simple form, and it was
developed based on the fact that times of arrival (TOA)
of the incoming signal s(n) at different microphones are
different. Adding all of the microphone signals xm(n)
together with appropriate amounts of time delay rein-
forces the incoming signal at the steered direction with
respect to noise and reverberant signals arriving from dif-
ferent directions. To obtain more reliable estimation of
the time difference of arrivals (TDOAs), cross-correlation
methods such as the GCC-PHAT are usually applied [33].
The DS beamformer has a signal-independent formula-
tion, and the output of the DS beamformer improves
the signal-to-noise ratio (SNR) [8]. The advantage of the
DS beamformer is that it is simple and computationally
efficient. There is usually very low distortion in the output
of the DS beamformer.
3.3 The MVDR beamforming
The MVDR beamformer has a slightly more complicated
form than the DS beamformer. It involves the estimation
of the noise covariance matrix in the estimation of the
optimal weight vector. The optimal weight vector min-
imizes the total output signal power at each frequency
bin while constraining the filtering response of the sig-
nal from the look direction to unity [34]. The effect of
the MVDR beamformer is to attenuate the signals that are
uncorrelated with the target signal and which are com-
ing from directions different from the target. The MVDR
beamformer is usually more effective than the DS beam-
former when the interference signals are uncorrelated
with the target signal, but it introduces more distortion to
the target signal in the dereverberation as shown in our
experimental results.
3.4 Spectral subtraction
The DS and MVDR beamformers function as spatial fil-
ters and effectively improve the reverberant speech in
general. However, there is very low attenuation for the
reflected signals and noise coming from a similar direc-
tion as the desired signal. A post-processing stage is
usually adopted to further attenuate the residual rever-
beration and noise after the beamforming. There are
many single-channel enhancement techniques that can
be applied, and the spectral subtraction technique [14]
has been popular for reliable performance. It uses the
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exponential model of the room impulse response and the
quasi-stationary characteristics of speech signals. In the
formulation of amplitude spectral subtraction, both the a
priori SNR and the a posteriori SNR are estimated based
on a smoothing exponentially decaying form. In addi-
tion, the reverberation time is required in the formulation,
and we applied the improved maximum-likelihood (ML)
estimator [35] in our experiments.
4 DNN-based speech coefficients mapping with a
dynamic feature constraint
Neural networks are universal function approximators
that can model complicated nonlinear relationships
between system inputs and outputs. The use of deep
architecture neural networks, such as the DNN used in
this paper, is efficient in representing complex relation-
ships [22]. Generally speaking, given a set of input/output
vector pairs, we can train a DNN to learn a mapping
that accurately predicts the output given the input. In
this section, we describe how to use a DNN to learn the
mapping from reverberant and noisy speech coefficients
to clean speech coefficients and the details of dynamic
feature constraint.
4.1 DNN-based mapping
The task of DNN-based speech mapping is illustrated in
Fig. 2. At the bottom of the figure, there is a sequence of
input vectors, which in our study are speech coefficient
vectors computed from reverberant and noisy speech. The
type of speech coefficients is task-dependent and will be
discussed in the next section. At the top of the figure, there
is a sequence of desired output vectors that the DNN is
trying to predict. In our study, the desired output vectors
are the speech coefficient vectors computed from clean
speech. The input vector sequence and the desired out-
put vector sequence should be aligned at the frame level,
and we call this data parallel data (also called stereo data
in SPLICE [17]). The frame-level alignment requirement
can be easily satisfied in speech dereverberation tasks. For
example, if the reverberant and noisy speech is generated
from clean speech by convolving with a known RIR and
adding recorded noise samples, the generated distorted
speech will be aligned perfectly with the clean speech.
Another way to generate the parallel data is to record
speech signals using close-talk and far-talk microphones
simultaneously; then, the close-talk recording can serve
as the DNN’s desired output and, the far-talk recording(s)
will be used as input to the DNN. Hence, it is relatively
simple to generate a large amount of parallel training
data.
A DNN consists of several hidden layers, each including
a linear transform and a nonlinearity function, also called
an activation function. The output of a hidden layer can
be computed as
Fig. 2 The architecture of the DNN for speech coefficient mapping
aL = f (zL) (2)
zL = WLaL−1 + bL (3)
where zL and aL are the input and output of the Lth hid-
den layer, and f () is the activation function that operates
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on the input matrix element by element. WL is the vec-
tor weight connecting the nodes in layer L − 1 to the
nodes in layer L, and bL is the bias of the nodes at layer
L. In summary, the output of a hidden layer is obtained
by first computing an affine transform of the previous
layer’s output and then applying the activation function.
One popular choice for the activation function is the sig-
moid function fsig(x) = 1/(1 + e−x) which is used in this
study.
In Fig. 2, there are three hidden layers in the illustrative
DNN. The input vectors is the first affine transformed by
W1 and b1, and then passed through the activation func-
tion to obtain the output of the hidden layer 1. The hidden
layer 1 output is again affine transformed by W2 and b2
and passed through the activation function to get the out-
put of hidden layer 2. This process continues with hidden
layer 3. Finally, the output of hidden layer 3 is affine trans-
formed by W4 and b4 of the output layer to generate the
final output of the DNN. As the speech coefficient map-
ping task is a regression task and the output is real-valued
rather than class labels as in classification problems, the
output layer has a linear activation function flin(x) = x.
As a speech coefficient vector is computed from a sin-
gle frame which is typically quite short (e.g., 25 ms), it is
important to use a sequence of speech coefficient vectors
as the input of the DNN. There are two reasons why the
speech vectors from neighbouring frames are important
to predict the clean speech vector of the current frame.
First, without context information, it is difficult to deter-
mine the underlying phone identity of the current frame
using only a short frame of 25 ms. One frame is not
enough even for accurate phone classification, so it would
not be sufficient for predicting the underlying clean vec-
tor. Second, due to the effect of reverberation, the current
frame is affected by previous frames which may be dozens
of frames away. The T60 time considered in normal meet-
ing room can be as high as 1s, which is equivalent to 100
speech frames if the frame shift is 10 ms. This may suggest
that there is a relationship between two frames that are as
far away as 100 frames. Therefore, it is important to feed a
local patch of speech vectors to DNN. Figure 2 shows the
example of using five consecutive frames as DNN input.
The optimal number of input vectors will be determined
experimentally.
4.2 DNN training
Although DNN has a long pipeline of processing, it is
obvious that the DNN’s output is a highly nonlinear but
continuously differentiable function of the input. Hence,
the parameters of DNN, such as the weights and bias, can
be trained from parallel data by using a gradient descent
method. As the speech coefficient mapping is a regression
task, it is natural to choose the cost function as the mean-
squared error (MSE) between the DNN’s output and the
desired output, i.e., the speech coefficients of the underly-
ing clean speech for current frame. The back-propagation
(BP) algorithm is used to implement the gradient descent
to train the DNN parameters. Specifically, we used the
stochastic gradient descent (SGD) method to update the
DNN after the model sees a few hundred of training
frames. The SGD algorithm is known to work well for
large-scale DNN training problems.
One of the major difficulties in training a DNN is the
initialisation of the parameters. Usually, random initiali-
sation will result in slow training, and often, the training
will become trapped in a local minimum of the parame-
ter space. To address this issue, RBM pretraining [21] is
used to initialise the DNN’s parameters before the MSE
training. The RBM pretraining is an unsupervised learn-
ing and does not require any labeling of the training data.
It tries to learn the intrinsic structure in the input, which
is the reverberant and noisy speech in our study. The RBM
pretraining initialises the DNN parameters to reasonable
values and makes the MSE training (also called fine tun-
ing) much easier. In our study, we have observed that the
RBM training is critical to the successful training of a
DNN with more than one hidden layer.
Another issue with DNN training is to choose the
proper parallel training data. To achieve good test per-
formance, it is required that the training environments
should be sufficiently similar to the potential test envi-
ronment. In many cases, it is not clear what the test
environment is, so it may be a good approach to make
the training data as diverse as possible. For example,
the training of parallel data should cover different room
RIRs, different noise types, different signal-to-noise ratios
(SNR), and different speakers. The mapping problem is
basically a many-to-one mapping, i.e., we want to map
many versions of distorted speech coefficients that are dif-
ferent due to reverberation and noise characteristics to
the same underlaying clean speech coefficients. In other
words, if a clean speech signal is corrupted in 100 dif-
ferent ways, we want the DNN to map the 100 different
speech coefficients to the same coefficients of the orig-
inal clean speech signal. Such many-to-one mapping is
difficult to achieve by conventional linear mapping meth-
ods such as fMLLR or piecewise linear mapping methods
such as SPLICE due to their limited flexibility. A DNN
has much more modelling power than linear transforms
due to its nonlinear activation function and deep layered
structure, allowing efficient representation of complex
mapping [22]. In this study, we use the multi-condition
training scheme defined for the ASR task to train the DNN
for both speech enhancement and ASR feature compen-
sation. As the multi-condition training data is generated
from the clean-condition training data by adding rever-
beration and noise effects, we can obtain the perfect frame
level alignment between the two corpus. There are about
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30 h of parallel training data (15 h clean and 15 h distorted
speech) for DNN training. The multi-condition data are
distorted by multiple types of RIRs and noises; hence, it is
expected to cover the test environments in the REVERB
challenge evaluation data reasonably well.
4.3 Speech coefficients generation and preprocessing
The type of coefficients used as input and desired out-
put of DNN mapping is task-dependent. For example,
in speech enhancement, we use log-magnitude spectrum
as the speech representation; it has a dimension of 257
when using a frame-length of 25 ms and a FFT length of
512. The log-magnitude spectrum is required to recover
high-quality speech waveform for human listening. On
the other hand, to enhance speech features for ASR, we
only need to use the 39-dimensional MFCC as speech
coefficient vectors, as finer spectral detail is not useful for
differentiating speech classes.
It is usually beneficial to preprocess the DNN’s input
to achieve easier model training and better performance.
We apply two stages of feature normalisation to the DNN
inputs. In the first stage, for the speech enhancement
task, we conducted experiments to understand whether
utterance-wise mean normalisation should be applied
to log-magnitude spectrogram to reduce channel effects
on the data. For the ASR feature compensation task,
utterance-wise cepstral mean and variance normalisation
(CMVN) is applied to the MFCC features to reduce chan-
nel and reverberation effects. The use of CMVN is moti-
vated by the observation that on the baseline ASR system,
CMVN processed features produced better results than
raw MFCC or CMN processed features. In the second
stage, global mean and variance normalisation (MVN) is
applied to normalise the distribution of the DNN inputs
to zero mean and unit variance on a corpus level. The bias
and scale used for the global MVN is also used to nor-
malise any test data so that the training data and test data
are processed in the same way.
4.4 Incorporation of dynamic feature constraint
A limitation of the DNN-based speech coefficient map-
ping scheme in Fig. 2 is that each frame is predicted inde-
pendently, and we cannot guarantee that the predicted
frame sequence is smooth and sounds natural 1. Hence, we
investigated two DNN speech-enhancement schemes that
improve the smoothness of the enhanced spectrogram. As
the proposed methods can also be used to features other
than the log-magnitude spectrum, we will use the term
“feature” to represent log-magnitude spectrum.
4.4.1 Least-squares estimation of static features
We train the DNN to predict both the clean features
and their time derivatives from distorted features. Simi-
lar to time-derivative features in speech recognition, we
used both delta features (first-order time derivative) and
acceleration features (second-order time derivative). The
delta and acceleration feature vectors are concatenated
to the original feature vector (called the static feature)
to form the new target vector for DNN learning. Hence,
the target vector’s dimension becomes three times of the
original one. During the enhancement phase, the static,
delta, and acceleration features are all predicted. The final
enhanced features can be found by solving a least-squares
(LS) problem described as follows.
Given a sequence of static feature vectors, we can
approximate their time derivatives as follows [36]
yD(t) =
∑L
ł=1 l × (yS(t + l) − yS(t − l))∑L
ł=1 2l2
(4)
where yS(t) is the static feature vector at frame t, yD(t) is
the delta feature vector at frame t, L is the order of com-
puting the derivatives and set to two in this study. The
acceleration features can be obtained by applying Eq. (4)
to the delta features. The delta and acceleration features
are called dynamic features. They are the band-pass fil-
tered versions of the static features that carry the temporal
information of the static features. The DNN is trained to
predict the static, delta, and acceleration features at the
same time.
Let Y =[YS,YD,YA] denote the output of the DNN
which is a T × 3M matrix, where T is the number of
frames in the current utterance andM is the dimension of
the feature vectors. The subscripts S, D, and A represent
the static, delta, and acceleration features, respectively.
Since the DNN is not aware of the physical relationship
between the three components of the target vector, the
static, delta, and acceleration components of Y do not
obey the physical relationship defined in (4). For speech
enhancement purposes, we do not need the delta and
acceleration features, but we can use them to improve the
estimation of the static features.
Let XS be the static-feature matrix we want to estimate
from Y. Let XD and XA be the delta and acceleration fea-
ture matrices of XS computed according to (4). Hence,
XD and XA are completely determined by XS linearly as
follows
XD = DXS (5)
XA = AXS (6)
where D is the T × T matrix that performs the linear fil-
tering on XS to generate the delta features. Similarly, A is
the linear transform for generating the acceleration fea-
tures from the static features. The parameters of D and A
are determined by T and Eq. (4). The formulation of the
delta and acceleration features as the linear transform of
the static features is motivated by the work in [19].
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We estimate XS by solving the following least-squares
problem
XˆS = argminXS L(XS) (7)
L(XS) = ||XS − YS||2F + wD||XD − YD||2F
+wA||XA − YA||2F (8)
where ||X||2F is the Frobinus norm of X, and wD and wA
are the weights of cost contributed by the delta and accel-
eration features. Usually, we want to use a value larger
than 1 for these two weights as the dynamic ranges of
the delta and acceleration features are much smaller than
those of static features. By investigating the variances of
the log magnitude spectrum features, we found that the
average variance of static features is about 20 and 114
times as large as that of the delta and acceleration fea-
tures, respectively. Therefore, wD and wA are empirically
set to 20 and 114, respectively, to make the static, delta,
and acceleration features contribute similiarly to the cost
function. From Eq. (7), we are searching for static features
that obey the physical relationship between static, delta,
and acceleration log spectrograms, and at the same time
fit the DNN’s output. Compared to the DNN’s output YS
which is estimated independently for each frame, the XS
will have better temporal continuity as it is estimated from
the whole utterance.
The closed-form solution of the least-squares problem
in Eq. (7) is
XˆS = R−1P (9)
= R−1YS + wDR−1YD + wAR−1YA (10)
R = I + wDDTD + wAATA (11)
P = YS + wDYD + wAYA (12)
where I is a T ×T identity matrix. The LS solution can be
interpreted as a weighted sum of transformed static, delta,
and acceleration features as shown in Eq. (10). Hence, it
is clear that enhanced delta and acceleration features will
help improve the static features.
The LS solution requires the inversion of the T × T
matrix R, and the computational cost of the matrix inver-
sion can be high when T is large. In practice, we can
reduce the computational cost by breaking a long sentence
into several segments during silence frames, and find the
LS solution for each segment independently. Another way
to reduce the computational cost is to store the inversion
R−1 for every possible length T .
4.4.2 Sequential training of DNN
The LS solution presented in the previous section requires
expensive matrix inversion. In this section, we present
another method that directly optimizes the DNN using a
sequential cost function similar to Eq. (8) in which no LS
post-processing is necessary.
The sequential cost function is illustrated in Fig. 3. Note
that to save space, only the last two layers of the DNN is
drawn. After the static features are predicted by the DNN,
the delta and acceleration features are obtained from the
static feature vector sequence by applying the D and A
matrices. Due to the need to compute the dynamic spec-
tra, we cannot randomize the training frames and need
to train the DNN sequentially. One simple way is to use
each utterance as a minibatch. The predicted static, delta,
and acceleration spectra are then used to compute the cost
function
LDNN(XS) = ||XS − ZS||2F + wD||DXS − ZD||2F
+wA||AXS − ZA||2F (13)
whereZS,ZD, andZA are the static, delta, and acceleration
spectra of the clean target speech signal. By optimiz-
ing the DNN using the sequential cost function (13), the
Fig. 3 The architecture of the DNN coefficient mapping using a
sequential training cost function
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predicted static spectra will tend to have delta and accel-
eration features that are close to the clean (natural) one.
The use of a sequential cost function can be seen as a
special case of multi-task learning where the error gra-
dient of the delta and acceleration spectra prediction are
used to help train the static feature prediction. One advan-
tage of this approach over the LS solution discussed in
the previous section is that there is no need to perform
matrix inversion. In practice, we use the sequential train-
ing to fine-tune the DNN trained to predict static and/or
dynamic features.
5 Cross transform feature adaptation
In the DNN-based speech coefficient mapping, parallel
data of clean and distorted speech is required to train
the mapping network. In this section, we study the sce-
nario where only the clean speech signal is available at
the system-building phase for ASR. This is also known
as clean-condition training of an acoustic model. As a
result, there is a significant mismatch between the clean-
trained model and the distorted test speech features, and
the speech recognition performance will be significantly
affected.
There are twomajor approaches to reduce themismatch
between the clean model and distorted test features. One
is through the model adaptation approaches, which adapt
the clean model towards the distorted speech features.
Some examples of the model adaptation method include
the (constrained) maximum likelihood linear regression
(CMLLR/MLLR) [30], maximum a posteriori (MAP) [37],
and vector Taylor series (VTS) [38–40] based adaptation
methods. Another approach to reduce train/test mis-
match is to adapt the distorted features towards the clean
model. Examples include the feature space maximum-
likelihood linear regression (fMLLR, equivalent to global
CMLLR), SPLICE feature compensation [17], etc. In this
paper, for the clean-condition training scheme of the ASR
task, we apply a new feature adaptation method called
cross transform that we proposed in [31]. For each test
utterance, speaker, or condition, a linear transform is esti-
mated to adapt the test features towards the clean acoustic
model. For completeness, we briefly describe the cross
transform in the following section.
5.1 Cross transform feature adaptation
To compensate speech features for robust ASR, there are
two popular feature-processing schemes, i.e., the linear
transformation of feature vectors and the temporal filter-
ing of feature trajectories, as illustrated in Fig. 4. Linear
transformation uses all dimensions of the current frame
to predict new features that fit the acoustic model under
the maximum-likelihood (ML) criterion [30, 41]. On the
other hand, temporal filtering uses the context informa-
tion in neighboring frames to estimate features that fit
the acoustic model [42–45]. While linear transforma-
tion uses inter-dimensional correlation information (or
spectral information) to process features, temporal filter-
ing uses inter-frame correlation information (or temporal
information). In the past, these two types of information
are usually not used together for feature adaptation.
To use both spectral and temporal information for fea-
ture processing, the simplest way is to predict the clean





Bτxt+τ + c = Wx˜t , (14)
where xt and yt are D-dimensional input and output fea-
ture vectors, respectively. Bτ , τ = −L, . . . , L are the
transformation matrices, and W = [B−L, . . . ,BL, c] and
x˜t =
[xTt−L, . . . , xTt+L, 1
]T are the concatenated transfor-
mation matrices and inputs, respectively. Although the
transform in (14) is possible in theory, it is hard to apply in
practice as there are too many parameters inW and hence
a lot of data are required for its reliable estimation. For
example, if we set L = 16 (i.e., use a context of 33 frames,
then there are 33D2 + D parameters), which is not feasi-
ble to reliably estimate from a small amount of test data
(e.g., one test utterance). Therefore, in this study, we make
W sparse by setting most of its elements to zero. Specif-
ically, to predict the feature at frame t and dimension d,
y(d)t , we only use the local feature trajectory and feature
vector that contains x(d)t as shown in Fig. 5. The simplified
transform is simply the combination of the linear trans-
form and temporal filter illustrated in Fig. 4. As the shape
of the transform often looks like a cross, we call it the cross
transform.
Similar to maximum normalized likelihood linear fil-
tering in [45], the parameters of the cross transform can
be estimated by minimizing an approximated KL diver-
gence between the distribution of the processed features,
py, and the distribution of clean training features, p. In
this work, py is modelled by a single Gaussian and p by a
GMM with parameter set  = {cj,μj,j|j = 1, . . . , J} and
j being diagonal. The optimalW is found by minimizing
the following approximated KL divergence













where x˜ is the covariance matrix of x˜. Tunable parame-
ters β and λ are used to control the contributions of the L2
norm term and log determinant term in the cost function,
respectively. W0 is the initial value of the weight matrix
Xiao et al. EURASIP Journal on Advances in Signal Processing  (2016) 2016:4 Page 10 of 18
Fig. 4 Temporal filtering of feature trajectories versus linear transformation of feature vectors
W. When constructing W0, the sub-matrix Bτ contains
all 0’s except that B0 is an identity matrix. In this way, the
application of W0 will result in the same output features
as the input features. An intuitive explanation of the cost
function is that we want the likelihood of the transformed
features on the clean reference model  to be high. At
the same time, the covariance matrix of the transformed
features is encouraged to have a large log-determinant to
prevent the variance of the transformation features from
shrinking. The cost function can be iteratively minimized
via an EM algorithm. For the detailed solution of the cross
transform, readers are referred to [31].
5.2 Comparison between cross transform and
DNN-based feature compensation
A major difference between the feature adaptation meth-
ods (like fMLLR and cross transform) and the DNN
feature compensation is how the free parameters are
Fig. 5 Illustration of cross transform
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estimated. The parameters of the feature adaptation are
learned from the test data itself and hence dynami-
cally updated during test, while the DNN parameters
are trained from parallel training data and fixed once
trained. When the test environment is known during
system building and it is possible to collect data with sim-
ilar characteristics for training, using DNN-based feature
compensation is a suitable approach. On the other hand,
feature-adaptation methods such as the cross transform
does not require the knowledge of the test environment
and availability of parallel training data, making them uni-
versally applicable in all test environments. However, the
linear transforms used in fMLLR and the cross transform
are less powerful than DNN.
6 Experiments
The techniques are evaluated on the REVERB Challenge
2014 tasks [46]. In this section, we first describe the task
and evaluation metrics, followed by the implementation
parameter settings for the techniques. Then, we present
the evaluation results on both speech enhancement and
ASR tasks.
6.1 Task, data, and evaluation metrics
The REVERB Challenge 2014 [46] is a benchmark task
to evaluate dereverberation techniques for both human
listening and ASR. The distortion considered is mainly
reverberation, with a moderate amount of additive back-
ground noise. There are two types of evaluation data. One
type is simulated reverberant and noisy speech, gener-
ated by adding noise and reverberation to clean utterances
from the WSJCAM0 [47] corpus, which is the British
version of the WSJ0 corpus [48]. The other type is a
real meeting recording from the MC-WSJ-AV [49] cor-
pus, which is the re-recorded version of WSJCAM0 in a
meeting-room environment. Both types of data are pro-
vided for system development (dev set) and evaluation
(eval set). In this experiment, we report results on the eval
set only.
In the speech recognition task, there are two training
schemes, i.e., (1) the clean-condition scheme in which
only clean data is available for training the acoustic model;
(2) multi-condition training scheme in which reverber-
ant and noisy speech with similar characteristics as the
simulated test data are available for training. The clean-
condition training data are taken from the WSJCAM0
[47] corpus, while the multi-condition training data is
artificially generated by corrupting the clean-condition
training data in a similar way as the generation of simu-
lated test data.
Speech enhancement methods are evaluated by several
metrics, such as cepstral distance (CD) [50], log-likelihood
ratio (LLR) [50], frequency-weighted segmental SNR [50],
speech-to-reverberation modulation energy ratio (SRMR)
[51], and optional PESQ [52]. For real room data, only the
non-intrusive SRMR metric is used. In addition, subjec-
tive listening is planned by the organizer of the challenge.
TheASR system is evaluated by word error rate (WER). As
we do not have a PESQ license, we will not report PESQ
results in this paper. For more details of the corpus and
tasks, please visit the REVERB Challenge website (http://
reverb2014.dereverberation.com).
6.2 Settings of methods
6.2.1 DS beamformer
In the implementation of the DS beamformer, we seg-
mented the speech utterances into segments of 64ms long
with 75 % overlap. We then applied pre-emphasis and a
Hanning window of 64 ms long to the segments. A 1024-
point short-time Fourier transform (STFT) was used to
obtain the frequency-domain signals. The frequency com-
ponents of the array channels were aligned according to
the TODAs computed by the GCC-PHAT method [33]
where the first channel in each record was selected as the
reference channel. Since the maximum delay between any
microphone pairs in the array is 0.59 ms, the TDOAs in
samples were calculated from the cross-correlation peaks
that appeared within 0.59 ms. The speed of sound was
set to 340 m/s in our implementation. The aligned chan-
nels were summed with a normalization to obtain the
frequency components of the DS output. Then, we applied
the inverse STFT and the overlap-save method to obtain
the time-domain signal of 16 ms long. The final output of
the DS beamformer was obtained after the de-emphasis.
The output of the DS beamformer served as the input
signals for the spectral subtraction module and the DNN
module.
6.2.2 MVDR beamformer
In the implementation of theMVDR beamformer, we used
the same window size and overlap as in the DS beam-
former. The frequency-domain components of all the
array channels and the TDOAs were obtained similarly as
in the DS beamformer. To estimate the noise covariance
matrix, we applied an energy-based voice activity detec-
tor to detect the absence of speech signals. When the
speech signals are absent, the noise covariance matrix can
be updated.
6.2.3 Spectral subtraction
The spectral subtraction algorithm [14] was implemented
separately from the beamformers. Only the outputs of
the beamformers were passed to the spectral subtrac-
tion algorithm. In the spectral subtraction algorithm, we
obtained the frequency-domain signals using the STFT
of 256 points with pre-emphasis and a Hanning window
of 16 ms long and 75 % overlap. The reverberation time
used in the algorithmwas estimated from the beamformer
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output by the ML method [35]. Noting that this estimator
takes the advantage of a long input signal, we repeat-
edly refined the reverberation time estimation by using
the up-to-date output signals of the beamformers for each
utterance.
6.2.4 DNN-based speech coefficientmapping
The DNN-based speech coefficients mapping is applied
to both log-magnitude spectrogram enhancement for
speech enhancement task, and also MFCC enhancement
for ASR task. For speech enhancement, the speech sig-
nal is transformed into frequency domain using a 25-ms
Hamming window and 10-ms frame shifts. The loga-
rithm of the magnitude spectrum has a dimensional-
ity of 257 and is used as the input features of the
DNN, and each input is a concatenation of multiple
frames. The enhanced log-magnitude spectrum produced
by the DNN is combined with the original distorted
phase spectrum to re-synthesize the enhanced speech
signal.
For ASR, a concatenation of theMFCC feature vectors is
used as the DNN input. Each MFCC feature vector has 39
dimensions, including the first 13 cepstral coefficents (c0–
c12) and their first and second derivatives. The MFCC
features are normalized by utterance-based CMVN and
then enhanced by DNN-based speech coefficient map-
ping. The DNN takes 15 frames of MFCC as input, hence
the input layer dimension is 15 × 39 = 585. We empiri-
cally choose to use three hidden layers with 2048 hidden
nodes in each layer. The output layer is 39-dimensional,
including both the static and dynamic features. The fea-
ture compensation DNN is pretrained using RBM train-
ing and refined using the MSE criterion. The enhanced
MFCC features are used for both ASR training and
testing.
When there are multiple input channels, DS or MVDR
beamformers are applied to produce the enhanced single-
channel speech signal first, and then DNN-based speech
coefficient mappings are applied on the single-channel
signal.
6.2.5 Cross transform feature adaptation
The cross transform uses a context size of frames (i.e.,
L = 16) to capture long-term temporal information to
effectively suppress reverberation. The clean reference
GMM model is trained from the clean-condition training
data with about 4400 Gaussian components. The hyper-
parameters β and λ are set to 1 and 0.9, respectively.
6.3 Speech enhancement
We evaluate the DNN approach for speech enhancement
and compare it to the approach of DS beamformer plus
spectral subtraction (SS). We report the objective mea-
sures in this section.
6.3.1 Effect of input context size and hidden layer size
Table 1 shows the performance of speech enhancement
obtained by three DNNs of different input context sizes
and hidden layer sizes. A single microphone input is used
and the performance of SS is also shown for comparison.
By comparing DNN1 and DNN2, it is observed that using
longer input context and larger hidden layer size improves
the performance metrics in most cases except for SRMR
of real test data. The poorer results on real rooms may be
because that the DNNs are trained from simulated room
data and hence do not generalise well on real room due
to mismatch in distortion characteristics. From DNN2 to
DNN3, the network input is further increased from 15
to 19 frames. However, the results of DNN3 is similar
to or even slightly worse than that of DNN2. This may
suggest that 15 frames are enough for speech dereverber-
ation, or the DNN3model is overfitted to the training data
as it contains more parameters. Therefore, we decided to
use 15 frames as the input context size and three hidden
Table 1 Performance of speech enhancement methods using single-channel input on simulated and real room recordings. The
results are averaged over near and far test cases
Processing Simulated rooms Real
CD SRMR LLR SNR SRMR
Name Architecture CMN - mean med. mean mean med. mean med. mean
None - No 3.97 3.69 3.68 0.58 0.51 3.62 5.39 3.18
SS - No 3.82 3.51 4.0 0.56 0.51 4.75 6.89 3.94
Effect of input context size and hidden layer size
DNN1 11x257-2048-2048-2048-257 Yes 2.64 2.41 5.78 0.52 0.48 7.19 8.09 4.54
DNN2 15x257-3072-3072-3072-257 Yes 2.53 2.31 5.80 0.51 0.47 7.54 8.31 4.36
DNN3 19x257-3072-3072-3072-257 Yes 2.50 2.28 5.77 0.50 0.47 7.55 8.35 4.36
“mean” represents the mean value of the scores of utterances, while “med.” represents the median of the scores. “CMN” indicates whether utterance-wise mean
normalization is applied during both DNN training and testing. A DNN architecture of “11x257-2048-2048-2048-257” means that 11 frames of 257D log-magnitude spectrum
are used as input, followed by three hidden layers each with 2048 nodes, and the output layer predicts the 257D log-magnitude spectrum of clean speech
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layers, each with 3072 sigmoid nodes, for the following
experiments.
6.3.2 Effect of beamforming
The performance comparisons between MVDR and DS
beamforming are shown in the first two rows of Table 2.
It is observed that DS produces better results than MVDR
except for SRMR. This could be because DS produces less
distortions than MVDR in reverberant environments. It
is also observed that when SS is applied after DS, signifi-
cantly better results are obtained than DS alone except for
LLR.
Both MVDR and DS beamforing are used as the pre-
processing unit of the DNN-based speech enhancement
(DNN4). It is observed that DS+DNN4 generally pro-
duces better results than MVDR+DNN4. This shows that
the DNN-based speech enhancement should work with a
beamformer with low distortions. Therefore, we will use
DS as the preprocessor for DNN-based speech enhance-
ment in the following experiments.
6.3.3 Effect of CMN preprocessing on different evaluation
metrics
One important question for DNN-based speech dere-
verberation is whether the CMN should be applied for
each training and testing utterance. The motivation of
using CMN is that it may reduce some variations in the
training data and make the mapping from the distorted
speech spectrum to the clean speech spectrum easier. We
show the performance of speech enhancement with and
without CMN preprocessing in Table 2. By comparing
DS+DNN4 and DS+DNN5, the CMN has a significant
but mixed effect on the evaluation metrics. Specifically,
the SNR and LLR are much better without CMN, while
CD is better with CMN applied. In addition, applying
CMN causes SRMR degradation for simulated data but
the reverse is true for real data.
To understand the different trends, it is necessary to
look into the detailed implementation of the evaluation
metrics. For CD computation, as CMN is also applied
to the reference (clean) and enhanced cepstral coeffi-
cients before the calculation of distance, applying CMN
to both input and target of DNN training leads to lower
CD than without CMN. On the other hand, CMN is
not applied when computing LLR and SNR, so apply-
ing CMN on the target log-magnitude spectrum during
DNN training effectively causes a mismatch between the
enhanced spectrum and the reference spectrum. This
mismatch is similar to filtering the speech with a chan-
nel. Therefore, DS+DNN4 performs even worse than the
Table 2 Performance of speech enhancement methods using eight channel inputs on simulated and real room recordings. The
results are averaged over near and far test cases
Processing Simulated rooms Real
CD (dB) SRMR LLR SNR (dB) SRMR
Name Target /train Estimation CMN mean med. mean mean med. mean med. mean
MVDR - - No 3.64 3.28 4.85 0.48 0.43 5.31 7.76 4.12
DS - - No 3.11 2.76 4.34 0.410 0.360 6.60 9.24 3.84
DS+SS - - No 3.00 2.67 4.56 0.410 0.360 7.16 9.68 4.62
Effect of beamforming
MVDR+DNN4 257/random - Vis/Tgt 2.28 2.07 5.88 0.470 0.440 8.44 8.88 4.51
DS+DNN4 257/random - Vis/Tgt 2.01 1.85 5.92 0.467 0.440 8.56 8.88 4.40
Effect of CMN
DS+DNN5 257/random - No 2.15 1.96 4.80 0.205 0.155 12.07 12.55 4.95
DS+DNN6 257/random - Vis 2.18 2.00 5.27 0.235 0.198 11.11 11.49 4.24
DS+DNN4a 257/random - Vis/Tgt2 2.02 1.86 5.16 0.278 0.237 10.93 11.55 3.76
Effect of dynamic features
DS+DNN7 3x257/random Use static No 2.15 1.96 4.88 0.205 0.158 12.04 12.59 4.95
DS+DNN7LS 3x257/random LS (9) No 2.07 1.90 4.83 0.195 0.150 12.42 12.99 4.78
DS+DNN8 257-3x257/seq. Use static No 2.04 1.86 4.61 0.193 0.147 12.64 13.22 4.62
Effect of clean phase
DS+DNN8c 257-3x257/seq. Use static No 1.84 1.66 4.90 0.165 0.123 13.37 13.88 -
“mean” represents the mean value of the scores of utterances, while “med.” represents the median of the scores. “random” means that the frames of each minibatch of DNN
training are randomly selected from the whole training corpus, while “seq.” refers to the case in which each utterance is used as a minibatch. An output size of “3x257” means
that the static, delta, and acceleration spectra are all predicted. The target size of “257-3x257” refers to the sequential training in Section 4.4.2. All DNNs use 15 frames of input
and 3072 nodes per hidden layer. DNN8c is the same as DNN8 except that clean phase is used. Best results of each metric (not including DNN8c) are shown in italics
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DS baseline for LLR and the median value of SNR. To
reduce the mismatch, we add back the average clean log-
magnitude spectrum (a single vector of 257 dimensions)
to all enhanced log-magnitude spectra (see DS+DNN4a).
The results show that this leads to significant improve-
ment of LLR and SNR, but degardation for SRMR.We also
tried another setting, i.e., only apply CMN to the input
to reduce channel mismatch (DS+DNN6). The results
are even worse than not applying CMN at all except for
SRMR.
In summary, we found that not applying CMN leads to
significantly better LLR and SNR, moderate degradation
to CD, significant degradation to SRMR on simulated data
but improvement to SRMR on real data. Hence, we will
not apply CMN in the following experiments.
6.3.4 Effect of dynamic feature estimation
We now investigate the effect of predicting dynamic
log-magnitude spectra and using them to improve the
static spectra. The results are shown in the rows DNN7,
DNN7LS, and DNN8 of Table 2. The DNN7 is trained
to predict both the static and the dynamic log-magnitude
spectra. During testing, only the predicted static spec-
tra are used for resynthesizing waveform. By comparing
DNN7 and DNN5, we observe no significant difference in
performance due to the additional task of predicting the
dynamic spectrum in DNN7. This shows that the DNN
is able to predict the static and dynamic spectrum simul-
taneously without degrading the performance of static
spectrum prediction. The DNN7LS uses the same trained
DNN as DNN7, except that the static spectra are obtained
by using the LS estimation of Eq. (9). The results show
that DNN7LS outperforms DNN7 in terms of CD, LLR,
and SNR, but degrades SRMR a bit, especially for real
data. DNN8 is trained by using the sequential training cost
function in Section 4.4.2. Compared to DNN7LS, DNN8
further improves CD, LLR, and SNR, but also further
degardes the SRMR. An important advantage of DNN8
is that it does not need to perform the computationally
expensive LS estimation during test time. The detailed
results of DS+DNN8 are listed in Table 3.
We also show the mean-squared errors (MSE) between
the clean log-magnitude spectra and its DNN-predicted
versions to get a better understanding of how the dynamic
spectra help to improve the prediction of the static spec-
trum. The MSE averaged over the six simulated test
conditions of eval set are shown in Table 4. Here, the
log-magnitude spectra of the enhanced speech is taken
from the DNN’s output layer directly to avoid the effect
of imperfect phase. For DS+DNN7LS, the static log-
magnitude spectrum are first obtained by finding the LS
solution of (9), then the static and acceleration spectra are
obtained by applying Eq. (4). By comparing DS+DNN7
and DS+DNN7LS, we can conclude that the LS solution
Table 3 Detailed results obtained by DS+DNN8 on the six test
conditions
Cases Simulated rooms Real
CD (dB) SRMR LLR SNR (dB) SRMR
far1 1.64/1.52 4.85 0.12/0.09 14.33/14.52 4.81
far1 2.76/2.49 4.83 0.31/0.24 10.18/11.36 -
far1 2.44/2.21 4.16 0.28/0.22 10.30/11.13 -
near1 1.44/1.33 4.72 0.09/0.07 15.15/15.34 4.43
near1 2.00/1.82 4.60 0.17/0.12 13.04/13.64 -
near1 1.97/1.80 4.49 0.19/0.14 12.82/13.30 -
avg. 2.04/1.86 4.61 0.193/0.147 12.64/13.22 4.62
For CD, LLR, and SNR, the numbers before and after “/” represents the mean and
median of the scores, respectively
not only reduces the MSE of the static spectra but also
the delta and acceleration spectra. This shows that the LS
solution is an effective way to exploit the physical relation-
ship between the static and dynamic spectra to produce
a better prediction of the clean speech’s spectrum. The
sequential training produces similar results as the LS solu-
tion. This is achieved with just passing the input through
the DNN without the LS post-processing which may be
computationally expensive.
6.3.5 Subjective listening
We performed informal listening of the enhanced speech.
Perceptually, it is found that the SS and DS+SS meth-
ods produces moderate reduction of reverberation and
also improve speech qualities. The DNN-based system
significantly removes the reverberation from the speech.
However, it also degrades the speech quality, especially
when the distortion is strong. To find out which part
of the DNN system causes the quality degradation, we use
the DNN8 predicted magnitude spectrum together with
the phase spectrum of the clean speech to re-synthesize
the enhanced waveform. The results are presented as
DNN8c in Table 2. It can be seen that the use of clean
phase produces a significant improvement to all objective
measures. An informal listening test also confirmed that
the waveform reconstructed from DNN enhanced magni-
tude and clean phase is much better than that from DNN-
enhanced magnitude and original reverberant and noisy
Table 4 Mean-squared error (MSE) between the log-magnitude
spectra of reference (clean) and DNN enhancement
Processing Static Delta Acceleration
DS 226.21 10.76 2.06
DS+DNN5 91.81 6.53 1.31
DS+DNN7 91.34 6.28 1.22
DS+DNN7LS 87.70 5.99 1.18
DS+DNN8 88.77 5.99 1.20
The enhanced spectra are taken from the DNN’s output layer without going
through the resynthesis to avoid the effect of imperfect phase. The MSE is averaged
over all the six simulated test conditions of eval set
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phase, especially when the reverberation is strong, such
as in far rooms. The analysis shows that it is necessary to
improve the phase in addition to the magnitude.
6.4 Speech recognition
6.4.1 Clean-condition training
We used the HTK-based ASR system from the REVERB
Challenge 2014 organizer for evaluation on clean-
condition training. Detailed results are shown in Table 5.
From the table, we have several observations. First, cross
transform (CT) reduces the WER significantly for both
the single-channel scenario andmultiple-channel scenario
where it is used after MVDR beamforming. In addition,
the improvement is obtained for both simulated and real
data. This verified the effectiveness of the cross transform
for real reverberant recordings. Second, the cross trans-
form performs similarly to the 256-class CMLLR model
adaptation (MA), despite that many more free parameters
are being used in CMLLR than in cross transform. Third,
if cross transform feature adaptation and the CMLLR
model adaptation are applied in sequence, theWER is fur-
ther reduced. This shows that although both cross trans-
form and CMLLR are linear transforms of the features,
they are complementary to each other because they use
different information. Specifically, cross transform uses
both the spectral and temporal information (up to 0.33 s)
while CMLLR mainly uses spectral information and lim-
ited temporal information (up to 0.1 s). Another reason
that cross transform and CMLLR are complementary may
be due to that one is applied in utterance mode and the
other is in batch mode. In utterance mode, the transform
is able to adapt to each speaker and utterance-specific
distortion characteristics, while in batch mode the trans-
form is adapted to the average speaker and distortion. In
summary, the results on cross transform show that long-
term temporal information is important in improving the
speech recognition performance of reverberant speech.
6.4.2 Multi-condition training
For the multi condition training scheme, we developed
an ASR system based on the Kaldi toolkit [53] and DNN
acoustic model. This is because when multi-condition
training is used, a DNN acoustic model provides much
better results than the GMM acoustic model. The DNN-
based acoustic model uses 9 frames of 39DMFCC features
as input, and we found that using longer context did
not lead into better results. There are seven hidden lay-
ers in the model, each layer with 2048 sigmoid hidden
nodes. The output layer of the DNN contains about 3500
classes, i.e., the number of tied triphone states. We use
seven hidden layers and 2048 nodes. The DNN acoustic
model is first pretrained using RBM unsupervised train-
ing, then trained using cross entropy training, and finally
refined by sequential MMI training, all using Kaldi’s DNN
recipe [53]. Note that the DNN acoustic model is dif-
ferent from the DNN-based speech coefficient mapping
described in Section 4. In the following experiments, the
MFCC features are first enhanced by the DNN-based
Table 5 ASR performance (WER) using clean condition training data on the evaluation data
CT MA
Simulated rooms Real
Avg.Room1A Room2A Room3A Room1
Near Far Near Far Near Far Near Far
Single microphone
N N 19.0 25.6 34.5 69.8 47.1 78.3 80.2 76.6 53.9
Y N 15.6 20.7 24.2 45.3 30.9 57.5 63.1 62.4 40.0
N Y 14.1 17.9 21.3 45.1 28.3 59.5 66.4 65.9 39.8
Y Y 14.5 18.2 21.2 38.8 26.8 50.3 57.3 58.0 35.6
Two microphones, with MVDR
N N 18.0 23.3 27.7 59.8 40.1 71.2 75.1 73.7 48.6
Y N 14.5 19.0 20.6 38.8 26.6 51.0 56.5 58.6 35.7
N Y 13.5 17.0 18.9 36.8 24.5 51.4 58.8 59.3 35.0
Y Y 13.7 17.4 18.3 33.4 23.3 45.2 51.2 53.1 31.9
Eight microphones, with MVDR
N N 17.0 21.3 23.6 40.3 30.5 53.2 59.3 58.1 37.9
Y N 14.3 17.2 18.0 27.9 21.7 36.2 43.1 46.4 28.1
N Y 13.6 16.4 17.3 26.6 20.1 35.6 44.4 46.1 27.5
Y Y 13.7 16.2 15.8 24.1 19.5 32.3 38.1 42.6 25.3
CT stands for cross transform, while MA refers to the 256-class based CMLLR model adaptation
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speech coefficient mapping, and then fed to the DNN
acoustic model for speech recognition.
The performance of the ASR system using multi-
condition training is shown in Table 6. For comparison, we
also show two results obtained from the clean-condition
trained DNN acoustic model. From the results, we have
several observations. First, by comparing Rows 1 and
3, the DNN acoustic model itself is not robust against
reverberation distortion. The robustness is coming from
the multi-condition training. Second, when the multi-
condition training data is used to train the DNN-based
feature mapping, and the acoustic model is still clean-
trained (Row 2, MAP = Yes), the performance is close to
when the multi-condition training data are directly used
to train the DNN acoustic model (Row 3). In addition,
if both DNNs are trained from multi-condition training
data, we obtained the best results for the single-channel
scenario (Row 4). This shows that it is useful to use
two DNNs for reverberant speech recognition, one for
feature compensation, and one for acoustic modelling.
This observation is true for the 2-channel and 8-channel
scenarios also. There may be two reasons for the use-
fulness of DNN feature compensation. One is that DNN
feature compensation uses more information than the
DNN acoustic model, as both clean- and multi-condition
data are used in its training. Another reason is that it may
be useful to explicitly recover the clean features rather
than let the DNN acoustic model automatically discover
useful features for speech recognition.
7 Conclusions
In this paper, we studied two methods for speech dere-
verberation for both speech enhancement and ASR tasks.
In the DNN-based speech coefficient mapping, paral-
lel training data of reverberant speech (observation) and
clean speech (desired output) are used to train the DNN
to predict clean speech. This mapping approach is applied
to both speech enhancement and ASR feature enhance-
ment tasks. For speech enhancement, we also proposed a
LS postprocessing and a sequential cost function to incor-
porate the constraint of dynamic features to improve the
smoothness of the enhancedmagnitude spectrum. Results
in both tasks show the effectiveness of the DNN-based
mapping. The proposed LS postprocessing and sequential
cost function improves the CD, SNR, and LLR evalua-
tion metrics but cause slight degradation for SRMR. We
also noticed that the DNN mapping causes distortion to
enhanced speech waveforms especially when the rever-
beration is strong. This is partially due to the reverberant
phase spectrogram being used with the DNN-enhanced
magnitude spectrogram to re-synthesise the speech wave-
forms. It will be interesting to study the possibility of
predicting the clean phase spectrogram together with the
clean magnitude spectrogram.
We also studied the cross transform feature adapta-
tion method that does not rely on parallel training data
and can be applied to any unknown test environment
for ASR. The cross transform only relies on the informa-
tion of the clean reference model (a GMM in our study)
and the current test utterance or speaker, and hence is
not restricted by the training/testing environment mis-
match. To effectively remove reverberation effects from
the speech features, the cross transform uses long-term
temporal information as input (up to 0.33 s), which is
much longer than traditional feature/model adaptation
methods such as fMLLR/CMLLR. Experimental results
Table 6 WER on the evaluation data using DNN based acoustic models. “MAP” refers to the DNN based MFCC feature mapping
MAP
Simulated rooms Real
Avg.Room1A Room2A Room3A Room1
near far near far near far near far
Single channel + Clean condition training
No 10.6 19.3 23.2 69.3 30.2 74.6 68.0 66.2 45.2
Yes 9.3 10.6 12.7 21.4 16.5 25.1 40.2 39.0 21.9
Single channel + Multi condition training
No 8.7 9.4 10.5 16.5 13.4 20.0 35.4 34.3 18.5
Yes 8.9 8.8 8.8 13.9 11.4 15.5 32.2 32.7 16.5
MVDR(2ch) + Multi condition training
No 8.6 9.6 9.1 14.9 11.6 18.3 33.3 30.7 17.0
Yes 8.5 8.6 7.9 12.4 10.1 14.8 29.1 29.1 15.1
MVDR(8ch) + Multi condition training
No 7.8 8.3 8.3 10.8 9.8 13.3 24.8 25.1 13.5
Yes 7.5 8.2 7.4 9.7 8.9 11.3 22.7 24.4 12.5
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confirmed the effectiveness of cross transform in improv-
ing the ASR performance in real reverberation test scenar-
ios. In addition, the cross transform is complementary to
CMLLR model adaptation as they use different informa-
tion sources.
In the future, we will continue to pursue the two
research directions we studied in this paper. For DNN-
based speech coefficient mapping, one important ques-
tion is how quickly the prediction accuracy degrades as
the test condition deviates from the training conditions.
Another question is how much diverse training data can
the DNN-based mapping learn well. Both questions are
related to whether such a pretrainedmappingmachine is a
practical solution to real-world speech enhancement and
ASR tasks where the test environment is usually unpre-
dictable. For the cross transform, we may extend it in
several ways. One way is to use a nonlinear transform such
as an MLP to replace the linear transform to increase the
flexibility of the method. This is motivated by the fact
that the distortion in the cepstral domain is usually highly
nonlinear. Another way is to use a more powerful clean
reference model to learn the intrinsic structure of the
speech features. It is the clean reference model that pro-
vides guidance to the transform estimation; hence, a better
reference model could lead to a more accurate translation
estimation.
Endnote
1Even if recurrent neural network is used to predict
clean speech coefficients, there is no explicit constraint
on the temporal structure of the predicted coefficient
trajectories.
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