Abstract The present study examines the genetic and environmental etiology of the associations among respiratory sinus arrhythmia (RSA), heart rate (HR), skin conductance level (SCL), and non-specific skin conductance responses (NS-SCR)-measures that purportedly index the parasympathetic and sympathetic branches of the autonomic nervous system. The sample was drawn from a cohort of 1,219 preadolescent twins (aged 9-10). Multivariate analyses of the data were conducted using structural equation modeling. Almost all genetic and environmental influences on the measures acted through two latent factors. The first latent factor was largely responsible for the variance in heart rate, SCL and NS-SCR, reflecting sympathetic activity, and its proportions of variance due to genetic and shared environmental influences were 27 and 28% in males, and 31 and 41% in females, respectively. The second latent factor accounted for the variance in RSA and heart rate, reflecting parasympathetic activity; genetic and shared environmental factors explained 27 and 23% of the variance in males, respectively, and 35 and 18% of the variance in females. Measurement-specific genetic effects accounted for 14-27% of the total variance in RSA and SCL, and measurement-specific shared environmental effects accounted for 10-12% in SCL. In general, the validity of separate sympathetic and parasympathetic constructs was supported.
Introduction
Respiratory sinus arrhythmia (RSA), heart rate, and skin conductance are typical psychophysiological measures that index activity of the two independent branches of the autonomic nervous system (ANS): the sympathetic and parasympathetic branches. Because sympathetic and parasympathetic functioning play an important role in regulating physiological arousal and inhibition, it has been suggested that variations in sympathetic and parasympathetic functioning are important biological markers that might discriminate between children with different types of psychopathology (Boyce et al. 2001 691; Garralda et al. 1991 692; Herpertz et al. 2003; van Lang et al. 2007 ). For example, resting heart rate in children is inversely associated with externalizing psychopathology and positively correlated with anxiety/depression (Lorber 2004; Mezzacappa et al. 1997; Ortiz and Raine 2004; Raine 1996; Rogeness et al. 1990) . Several studies have shown a link between RSA and behavioral and emotional regulation (Beauchaine 2001; Porges 1996) . Since deficits in behavioral/emotional regulation characterize much of psychopathology, and are substantially heritable, biological markers of autonomic functioning may be of great importance. They may give clues as to how the genetic predisposition to behavior is ultimately manifested. The purpose of the present study is to examine the genetic and environmental etiology of the variation in RSA, heart rate and skin conductance-measures that purportedly index the sympathetic and parasympathetic branches of the ANS.
RSA is determined largely by vagus-nerve activity that controls fluctuations in heart rate. Given that the vagus nerve inhibits activity of the heart and other organs, RSA is thought to provide a noninvasive index of parasympathetic activity (Berntson et al. 1993; Grossman 1992; Snieder et al. 1997) . Skin conductance, on the other hand, is a measure of sympathetic arousal. The basal level of skin conductance (SCL) and frequency of spontaneous or nonspecific skin conductance responses (NS-SCR) index eccrine sweat gland activity (Dawson et al. 2007 ). For example, eccrine sweat glands increase their output during 'fight-or-flight' situations (Turner 1989) . Although SCL and rate of NS-SCRs are both related to alertness, there is some evidence that they are controlled by separate regions of the cortex. Baseline SCL is highly correlated with neural activity in the orbitofrontal and ventromedial prefrontal cortex ). On the other hand, transient changes in activity (i.e., SCRs) are dependent on a more distributed network including the diencephalon, limbic system, and lateral regions of the prefrontal cortex. This suggests that the central processes underlying SCL and NS-SCRs may be distinct.
In contrast to RSA and skin conductance, which supposedly provide indices of parasympathetic and sympathetic activation, respectively, the heart receives input from both branches of the ANS. The sinoatrial node, often referred to as the 'pacemaker' of the heart, is innervated by both sympathetic and parasympathetic fibers. Whereas the sympathetic fibers speed up cardiovascular activity, the parasympathetic system works to slow it down to conserve energy (Berntson et al. 2007) .
Several behavior genetic studies have investigated the relative influence of genetic and environmental factors on individual differences in indices related to parasympathetic and sympathetic arousal. Most studies have focused on RSA and heart rate. In general, non-shared environmental factors (i.e., experiences that make siblings dissimilar) play an essential role in explaining the variance in RSA, with the remaining heritable proportion ranging from 16 to 55% in both adolescent and adult samples (Boomsma et al. 1990; De Geus et al. 2003 Kupper et al. 2005; Snieder et al. 1997; Snieder et al. 2007 ). Genetic and nonshared environmental factors have also been found to influence heart rate level (Rice et al. 2002; Snieder et al. 2003) , with heritabilities ranging from 36 to 64%. However, there is also some evidence of shared environmental influences (i.e., non-genetic influences that contribute to similarity within pairs of twins) which, in a study of adult twins (aged 18-73) , explained 23% of the variance in heart rate (Snieder et al. 2000) .
The skin conductance literature is limited to a few studies of adult twins (Lykken et al. 1988; Crider et al. 2004) indicating that genetic, but not shared environmental, factors are important for various indices of skin conductance response. Crider et al. (2004) found that the covariation between rates of non-specific SCRs and habituation of the skin conductance orienting response could be explained by a common latent phenotype that was 53% heritable. Similarly, Lykken et al. (1988) found that genetic factors accounted for 41% of the variance in the number of trials necessary for habituation of the orienting response, with no evidence of shared environmental effects. However, very little is known about the heritability of psychophysiological variables, i.e., electrodermal and cardiovascular measures in children.
No study, to the best of our knowledge, has investigated how genetic and environmental factors contribute to the association among variables reflecting both sympathetic and parasympathetic processes. Since RSA indexes parasympathetic activation and skin conductance largely indexes sympathetic arousal, factor analyses should discriminate between RSA and skin conductance variables. However, heart rate complicates matters somewhat, as it is affected by both branches of the ANS. This suggests that a higher order factor should explain the covariation among heart rate, SCL and NS-SCR. Meanwhile, a second higher order factor should explain the association between RSA and heart rate. By using a genetically informative design it is possible to incorporate these variables simultaneously in a model, and to examine the genetic and environmental etiology of these factors. In sum, we expect that biometrical model-fitting will demonstrate the presence of two latent factors, directly corresponding to the sympathetic and parasympathetic branches.
In the present study, we used data from an ongoing longitudinal twin study of childhood behavior problems, in which psychophysiological recordings were obtained when the twins were 9-10 years old. With these data we investigated the relationships among RSA, heart rate, SCL and NS-SCR in an attempt to understand the genetic and environmental etiology of sympathetic and parasympathetic activity.
Methods

Participants
The sample was drawn from participants in the University of Southern California (USC) Twin Study of Risk Factors for Antisocial Behavior. This is an ongoing prospective longitudinal study of the interplay of genetic, environmental, social, and biological factors on the development of antisocial behavior from childhood to adolescence. The study uses a multi-informant (i.e., self-report, parent-report and teacher-report) and multi-assessment (i.e., interview, observation and mail survey) approach. The twins are evaluated using an extensive protocol, including cognitive, behavioral, psychosocial and psychophysiological measures. The twins and their parents were recruited from the Los Angeles community and the sample is representative of the ethnic and socio-economic diversity of the greater Los Angeles area (Baker et al. 2007 ). The study includes 605 families (N = 1,219 children). Detailed information regarding the design and recruitment procedures of the project has been provided elsewhere (Baker et al. 2006; Baker et al. 2007) . The current study includes data from the first wave of assessment in [2000] [2001] [2002] [2003] [2004] , when the children were 9-10 years old. The mean age of the full sample was 9.60 years (SD = 0.58). The mean height was 136.7 cm (SD = 7.80) and mean weight was 77.12 lbs (SD = 21.08). There was no sex difference in age, height, or weight.
Zygosity was determined using DNA microsatellite analysis for 87% of twin pairs. For the remaining same-sex twin pairs, zygosity was established by questionnaire items about the twins' physical similarity and the frequency with which people confuse them. The questionnaire was used only when DNA samples were insufficient for one or both twins. When both questionnaire and DNA results were available, there was a 90% agreement between the two (Baker et al. 2007 ).
Procedures
The children and their primary caregivers came to the University of Southern California (USC) laboratory for a 6-8 h assessment. The assessment was divided into two sessions, separated by a one-hour lunch break. One twin would be interviewed and do the neurocognitive testing, while the other twin would do psychophysiological assessment. After the lunch break, the twins would switch places. Protocol order was determined randomly prior to the twins' arrival. The staff was well trained in the psychophysiological lab procedures. While the electrodes and a bellows respiration belt were attached to the child, the interviewer conversed with the child to help the child relax (around 10-20 min). Once the electrodes and the respiration belt were attached to the child, the interviewer left the room and observed the child from a video monitor in an adjacent room.
Before administering several psychophysiological tasks, baseline recordings were obtained using both electrodermal and electrocardiographic channels for 3 min during which time the child was instructed to sit quietly and relax (Rest 1). Following completion of a set of tasks (lasting about 1.5 h), a second electrocardiographic baseline was obtained during another 3 min (Rest 2). Data processing yielded second by second values for skin conductance, heart rate, and RSA, which were then averaged across the 3 min period. For the present paper, we examined average RSA, average SCL, and frequency of NS-SCRs collected during Rest 1, and average heart rate for each of the two threeminute rest periods (heart rate at Rest 1; heart rate at Rest 2).
Psychophysiological data attainment
All psychophysiological data were collected with equipment and software from the James Long Company (1999; Caroga Lake, New York). A 31 channel Isolated Bioelectric Amplifier was used and physiological data were recorded online directly into a data acquisition computer. The signal from the amplifier had a sampling rate of 512 Hz. The amplification rates and high-pass filter (HPF) and low-pass filter (LPF) settings were as follows: electrocardiogram (gain = 0.25 9 1000 voltages, HPF = 0.1 Hz, LPF = 1000 Hz), respiration (gain = individually adjusted, HPF = none/DC, LPF = 10 Hz), and skin conductance (gain = 0.1 volts per microsiemen, HPF = none/DC, LPF = 10 Hz).
Recording of respiratory sinus arrhythmia (RSA) RSA refers to the magnitude of change in heart rate corresponding to the inspiratory and expiratory phases of the respiratory cycle. Respiration was collected with pneumatic bellows, placed around the participant's chest and fixed with a metal bead chain. An Interbeat Interval (IBI or R-R intervals) analysis software program provided by the James Long Company, which combines respiratory and cardiac data, was used to estimate RSA. R-waves were automatically detected by the computer program. The R-wave file was later manually corrected to identify incorrect R-waves (e.g., movement artifacts that the computer coded as Rwaves), or to score R-waves that were missed by the automated detection. The software computes RSA by using respiration and IBI data as suggested by Grossman (Grossman 1983; Grossman and Svebak 1987) . The difference between maximum IBI during expiration and the minimum IBI during inspiration was calculated. This difference, which is measured in seconds, is considered to be a measure of RSA, and is measured twice for each respiration cycle (once for each inspiration and once for each expiration). As the software synchronizes respiratory and cardiac data, it is relatively insensitive to arrhythmia due to tonic shifts in heart rate, thermoregulation, and baroreceptor influence. An average RSA was calculated as the mean value during the initial 3 min period during Rest 1.
Recording of electrocardiogram (ECG): heart rate during Rest 1 and Rest 2
The channels of the grounded electrocardiograph (ECG) were recorded through disposable electrodes that were attached to either side of the participant's lowest ribs. Before attaching the electrodes, target skin areas were cleaned with alcohol wipes. Heart rate data were analyzed using the Interbeat Interval (IBI) analysis software program (James Long Company). The IBI is measured as time elapsed, in milliseconds, between two successive R peaks in the ECG. That is, the time between two consecutive R-waves provides an accurate measure of the frequency with which the heart beats. The IBI is then converted to Beats per Minute (BPM = (60 9 10 3 )/IBI). ECG signal was sampled every 10th of a second. Heart rate was averaged over the course of 3 min for each of the two baseline periods (Rest 1 and Rest 2)
1 .
Recording of electrodermal activity: skin conductance level (SCL) and non-specific skin conductance responses (NS-SCR)
Electrodermal activity was recorded from bipolar leads on the distal phalanges of the index and middle fingers using a constant voltage system (Lykken and Venables 1971) . Silver-silver chloride (Ag-AgCl) electrodes (7 mm in diameter) were placed on the palmar surface of the nondominant hand. A water soluble lubricant was used, supported by an adhesive electrode collar that maintained full contact with the skin. The electrodes were further fastened in place using waterproof tape. Skin conductance level (SCL) refers to tonic level of electrical conductivity of the skin. SCL was averaged over 3 min at rest, and is reported here in microsiemens (lS). Skin conductance responses (SCRs) are phasic changes in the level of electrical conductivity, and are here referred to as non-specific skin conductance responses (NS-SCR) because no specific stimuli were presented. Two trained undergraduate students scored NS-SCRs manually based on visual inspection of the continuous wave form, where each non-specific response was counted only if the change in amplitude was greater than 0.05 lS. To minimize the influence of hand movements on the appearance of NS-SCRs, video coding software from the James Long Company was used to record the exact times of finger movements during the recording session. If the time of an NS-SCR coincided with movement, the response was not counted. NS-SCR is reported here as the number of spontaneous responses during 3 min at Rest 1.
Prior to genetic analysis, RSA, SCL and NS-SCR were square-root transformed to reduce the positive skew in their distributions. Heart rate was normally distributed and was not transformed for the genetic analyses.
Of the 1,219 children in the USC Twin Study of Risk Factors for Antisocial Behavior, 1,185 (97%) came to the USC laboratory for assessment. Data were available on at least one of the measures for 1,160 (98%) of these children, and on all five measures for 667 (58%) of the sample. Thirty percent were missing just one measure, and 12% were missing two or more measures. The reasons for missing values varied depending on the measures. In some instances, NS-SCR data were unusable because too much hand or finger movement interfered with the scoring. Data on heart rate were in some cases unusable because there was too much noise to detect the R-waves. In addition, given that some children dropped out during the 1.5 h interval between the two rest periods, fewer subjects completed Rest 2.
Statistical analyses
Descriptive statistics and correlations
Descriptive statistics (including the mean and standard deviation) were compiled for each of the study variables prior to transformation. To account for the dependency between twins, standard deviations were obtained using PROC MIXED (SAS 2005) . Next, saturated models, which perfectly capture the observed variances, covariances and means for each twin and zygosity group, were fit to each of the transformed subscales using the structural equation modeling program, Mx (see below). As these summary statistics are obtained for each zygosity group, potential differences in the mean and variance between Twin 1 and Twin 2 as well as across zygosity groups can be formally assessed through the comparison of various sub-models (see details below for description of model comparisons).
To get a first indication of the underlying sources of variance among heart rate, square-root transformed RSA, SCL and NS-SCR, comparisons were made among within- 1 We had an a priori hypothesis that we would find a parasympathetic factor defined by heart rate (HR) and respiratory sinus arrhythmia (RSA). However, there are problems with model identification for factors defined by only two variables. Thus, we added a second heart rate variable (from Rest 2) in order to help identify the parasympathetic factor. The decision to include a second heart rate variable was arbitrary. Importantly, when models were re-run with two measures of RSA (i.e., from Rest 1 and Rest 2) and only HR from Rest 1, we obtained a similar pattern of results. Thus, although the decision to include both HR1 and HR2 may have influenced our estimates of shared versus non-shared measurement error, it did not effect the main results of the study.
person correlations (i.e., phenotypic correlations among RSA, heart rate, SCL and NS-SCR), twin correlations (i.e., Twin-1 and Twin-2 correlations within each measure) and cross-twin cross-trait correlations (e.g., RSA score in Twin-1 with heart rate in Twin-2). Twin and cross-twin cross-trait correlations were derived from the saturated models in Mx. The magnitude of the twin correlations provides important information about the genetic and environmental etiology of a given trait. For example, a dizygotic (DZ) twin correlation that is approximately half the value of the monozygotic (MZ) twin correlation would indicate the presence of additive genetic effects; a DZ twin correlation that is more than half a MZ twin correlation indicates the presence of shared environmental effects. The cross-twin cross-trait correlations give information about the genetic and environmental effects between traits. Cross-twin cross-trait correlations are interpreted the same way as twin correlations-that is, greater values for MZ compared to DZ pairs suggests genetic influences on a particular trait. However, this is a descriptive approach which does not specifically identify latent factors underlying covariance across measures. Thus, formal genetic modeling is necessary to test the accuracy of the inferences made from these observations.
Genetic model fitting analyses
The classical twin design is a natural experiment that relies on the different levels of genetic relatedness between monozygotic (MZ) and dizygotic (DZ) twins in order to estimate the relative contribution of genetic and environmental factors to individual differences in a phenotype of interest. The total phenotypic variance of a measured trait can be divided into additive genetic factors (A), shared environmental factors (C), and non-shared environmental factors (E). Since MZ twins share all their alleles, additive genetic factors are perfectly correlated in MZ twins. DZ twins correlate 0.5, because DZ twins share on average half of their alleles. Shared environmental factors refer to nongenetic influences that contribute to similarity within pairs of twins. Shared environmental influences contribute equally to the similarity in MZ and DZ twins, and thus shared environmental factors correlate 1.0 in both MZ and DZ twins. Non-shared environmental factors are those experiences that make siblings dissimilar. There is no correlation for the unique environment by definition, and this parameter also includes measurement error. Heritability refers to the proportion of the phenotypic variance that is attributable to genetic influences (Neale and Cardon 1992) .
We used Mx (Neale et al. 2003) , a structural-equation modeling program, to perform the model-fitting analyses on raw data by the method of maximum likelihood estimation.
This method allows the inclusion of subjects who are missing some data and singletons (i.e., where information from only one twin in a pair is available), which ultimately increases power in the analyses. Goodness of fit of models was assessed by a likelihood-ratio v 2 -test, which is the difference between -2 log likelihood (-2LL) of the full model from that of the restricted model. This difference is distributed as a v 2 . The degrees of freedom (df) for this test are equal to the difference between the number of estimated parameters in the full model and that in the restricted model. The suitability of the models was also determined by comparing the model's Akaike Information Criterion (AIC). The AIC represents the balance between model fit and the number of parameters (parsimony), with lower values of AIC indicating the most suitable model (Akaike 1987) . Finally, a third model-selection statistic was the Bayesian Information Criterion, where increasingly negative values correspond to increasingly better fitting models (Raftery 1995) . Both AIC and BIC are based on the loglikelihood statistic and are used to compare the relative goodness of-fit of competing models. Instead of using the log-likelihood itself, each penalize the log-likelihood according to the pre-specified criteria. The AIC penalty is based upon the number of model parameters. The BIC is penalized by not only the number of parameters, but also the sample size. In larger samples, a greater improvement of goodness of fit is needed before a more complex model is selected over a simpler one (Raftery 1995) .
First, univariate models were fit to estimate the relative contributions of additive genetic factors (A), shared environmental factors (C), and non-shared environmental factors (E) to RSA, heart rate, SCL and NS-SCR. To test for sex differences in the variance components, we compared a model in which the magnitudes of genetic and environmental effects were allowed to differ between males and females, against a model in which the estimates were constrained to be equal.
Next, in order to investigate the nature of the relationships among RSA, heart rate, SCL and NS-SCR, three multivariate models were tested: (a) Cholesky decomposition, (b) a two-factor common pathway model and (c) and a one-factor common pathway model. These models were compared to a fully saturated model, in which the means and 10 9 10 matrices of covariances among the five measures were freely estimated. The Cholesky model decomposes the variance of each phenotype (RSA, heart rate during Rest 1 and Rest 2, SCL and NS-SCR), as well as the co-variances among the five phenotypes into genetic (A), shared environmental (C) and non-shared (E) environmental factors. Cholesky models have the same number of factors in each of the A, C, and E components as the number of observed variables. The first genetic factor loads on all five (phenotypic) measures, the second genetic factor loads on all measures except the first measure and so on, until the last genetic factor only loads on the final remaining measure; this same procedure repeats for the shared environmental (C) and non-shared (E) environmental components. Because the Cholesky decomposition is fully parameterized in terms of genetic and environmental variance and covariance, it yields the best possible fit to the data. In contrast, the next model, a two-factor common pathway model includes common genetic and environmental effects (A C , C C , and E C ) that influence two latent (unobserved) ANS factors that in turn influence all the observed measures in the model. The model also includes specific genetic and environmental factors (A S , C S , and E S ) that are unique to each measure. This twofactor model is easily reduced to one that includes a single latent ANS factor, i.e., a one-factor common pathway model (McArdle and Goldsmith 1990) . The use of genetic factor models allows us to test specific hypotheses concerning the relationships among our five observed measures. No significant mean or variance differences were found between twin-1 and twin-2 (results available upon request). Moreover, there were no mean or variance differences between MZ and DZ twins of the same sex. For heart rate, mean sex differences were found, with males showing lower mean heart rate than females at both Table 2 shows phenotypic correlations among the measures. Heart rate was strongly correlated across the two rest periods for both boys and girls. Similarly, a significant, albeit somewhat more modest, association between SCL and NS-SCR was found for both sexes. There was a substantial negative association between RSA and heart rate, across Rest 1 and Rest 2 for both sexes, although the relationships between heart rate with SCL and NS-SCR were negligible or modest at best, and were significant only among girls.
Results
Descriptive statistics and correlations
Twin and cross-twin cross-trait correlations are shown in Table 3 . The consistently higher MZ as compared to DZ twin correlations suggest genetic influences on all five measures. For example, the twin correlations for RSA were r = .42 for MZ males and r = .31 for MZ females, and the corresponding values for DZ twins were lower: r = .27 and r = .06, respectively. The majority of cross-twin cross-trait correlations were consistently stronger for MZ twins Table 1 Means, standard deviations and number of participants (n) for respiratory sinus arrhythmia (RSA), heart rate (HR1 at rest 1, HR2 at rest 2), skin conductance level (SCL) and non-specific skin conductance response (NS-SCR), by sex and zygosity compared to DZ twins, suggesting that genetic effects contribute to the covariation among RSA, HR1 and HR2, and among SCL, NS-SCR, HR1 and HR2. Also of note was the fact that the cross-twin, cross-trait correlations between HR1 and HR2 were nearly as strong as the cross-twin, within-trait correlations for HR1 or HR2, for both MZ and DZ twins, indicating the likely influence of shared measurement error across the two heart rate measures. Etiological patterns suggested by these twin correlations were next tested more formally using structural equation models.
Univariate model fitting results Table 4 displays univariate model fitting results for each measure. Variance components were estimated from a full univariate ACE model, which compared favorably to the saturated model in all cases (specific results of model fitting are available from the first author). Genetic and environmental variances could be equated across sex for RSA (Dv 2 = 3.39, df = 3, p = 0.34), HR1 (Dv 2 = 3.66, df = 3, p = 0.30), HR2 (Dv 2 = 2.14, df = 3, p = 0.54), and NS-SCR (Dv 2 = 5.15, df = 3, p = 0.16). When sexes were combined, genetic influences accounted for between 30 and 48% of the variance in each of these measures, shared environmental influences were modest and nonsignificant, and the non-shared environment accounted for between 41 and 61% of the variance.
In contrast, estimates could not be constrained to be equal in males and females for SCL (Dv 2 = 14.35, df = 3, p \ 0.01). For males, genetic and shared environmental influences each accounted for a quarter of the variance, and the remaining variance was due to non-shared environmental effects. For females, a third of the variance was due to genetic influences, another third was due to shared environmental influences, and the remaining 35% of the variance was due to non-shared environmental influences.
Multivariate model fitting results
To investigate further the nature of the relationships among RSA, HR1 (Rest 1), HR2 (Rest 2), NS-SCR and SCL, we fit a series of multivariate models (Models #2-4 in Table 5 ). Specifically, a fully saturated model (Model #1 in Females are above the diagonal; RSA, SCL and NS-SCR were square-root transformed, * p \ .05 Table 3 Twin and cross-twin cross-trait correlations between for respiratory sinus arrhythmia (RSA), heart rate (HR1 at rest 1, HR2 at rest 2), skin conductance level (SCL) and non-specific skin conductance response (NS-SCR) Twin correlations on the diagonal and cross-twin cross-trait correlations below the diagonal Table 5 ) was used as a baseline to which a Cholesky decomposition (Model #2), a two-factor common pathway (Model #3), and a one-factor common pathway (Model #4) were compared. The two-factor common pathway model provided the best fit to the data based on BIC and AIC criteria, and did not significantly differ from the unconstrained fully saturated model (Dv 2 = 294.67; Ddf = 257; p = 0.053). In contrast, the one-factor model fit the data significantly worse than the fully saturated comparison model (Dv 2 = 738.30; Ddf = 271; p \ 0.001), and also -2LL -2(log-likelihood), AIC Akaike's Information Criterion, BIC Bayesian Information Criterion, Dv 2 difference in log-likelihoods between nested models, Ddf change in degrees of freedom, A additive genetic influences, C shared environmental influences, E non-shared environmental influences Behav Genet (2010) 40:452-466 459 resulted in more positive AIC and BIC values, indicating that one factor was insufficient to account for the genetic and environmental covariance across measures. Given the similarities across sexes in the univariate results, we also explored the extent to which the factor structure and underlying genetic and environmental etiology varied across sexes, using the full two-factor common pathway model (Model #3) as our comparison model. However, we could not equate the factor loadings (i.e., the paths stemming from the two latent ANS factors to the manifest variables-see Fig. 1 ), common genetic and environmental influences (e.g., the A 1 , C 1, E 1 and A 2 , C 2, E 2 that explain variance in the two ANS factors), and measurespecific genetic and environmental effects (A s , C s , and E s in Fig. 1 ) across sex without resulting in a significant deterioration in fit compared to the full two-factor common pathway model (Table 5 : Model 3a, Dv 2 = 53.89; df = 29; p = 0.003). This suggests that there are sex differences in the factor structure and underlying genetic and environmental etiology of the five observed variables.
Based on the magnitude of the factor loadings shown in Fig. 1 , for both males and females, the first ANS factor appeared to reflect sympathetic activity, as it was indexed primarily by heart rate, SCL and NS-SCR. Furthermore, the second ANS factor appeared to reflect parasympathetic processes, indexed by strong (and inversely related) factor loadings for RSA and the two heart rate variables. However, loadings for SCL and NS-SCR were also significant for this factor, albeit only in males. Dropping RSA from the first ANS factor as well as SCL and NS-SCR from the second ANS factor for both boys and girls resulted in a significant deterioration in fit compared to the full twofactor common pathway model (Table 5 : Model 3b, Dv 2 = 17.18; df = 6; p = 0.009). We consequently proceeded step-by-step, and first tested whether the factor structure could be simplified by dropping RSA from the first ANS factor in both males and females. This could be done without a significant reduction in fit (Table 5 : Model 3c, Dv 2 = 2.40; df = 2; p = .302). We next tested whether SCL and NS-SCR could be dropped from the second ANS factor (as would be theoretically predicted) only in males. This resulted in a significant deterioration in fit compared to the full two-factor common pathway model (Table 5 : Model 3d, Dv 2 = 17.03; df = 4; p \ 0.001). However, SCL and NS-SCR could be dropped from the second ANS factor in females without a reduction in fit (Table 5 : Model 3e, Dv 2 = 3.41; df = 4; p = 0.493). Thus, the pattern in both sexes indicated that Factor 1 was defined by heart rate, SCL and NS-SCR, reflecting sympathetic activity. Factor 2 was mainly defined by the inverse relationship between heart rate and RSA in females, indicating parasympathetic processes, but the factor structure for Factor 2 could not be further simplified in males. Even though SCL and NS-SCR could not be dropped from the parasympathetic factor in males without a significant reduction in model fit, the factor loadings for these variables were rather small (.17 and .24) . This indicates that the structure of the parasympathetic factor was largely similar in males and females. Fig. 1 Males and (Females). Standardized path estimates from the full two-factor common pathway model for RSA (respiratory sinus arrhythmia), HR1, HR2 (heart rate), SCL (skin conductance level) and NS-SCR (non-specific skin conductance) in 9-10 year old twins. Common additive genetic factors (A), shared environmental factors (C), and non-shared environmental factors (E) are depicted in circles.
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Ovals denote the two latent factors (i.e., ANS Factor 1 and ANS Factor 2). Measured variables are depicted in rectangles. A s : additive genetic residual variance specific to each measure, likewise for shared environment (C s ), and non-shared environment (E s ). Female results are presented in parentheses. Significant estimates (p \ .05) are marked with * Next, we investigated whether variation in the two latent factors was significantly influenced by both genetic and shared environmental factors by dropping common genetic influences (Model #3f) and common shared environmental influences (Model #3g) from the simplified two-factor common pathway model (Model #3e). While neither model was statistically significant, submodels dropping both common A and common C from Factor 1 (Model #3h) or Factor 2 (Model #3i) did result in a significant decrease in fit. Because the AIC and BIC values were similar for Models #3f and #3g, it was impossible to determine whether genetic or shared environmental influences were more important for variation in the underlying latent factors. Therefore, both common genetic and common shared environmental estimates were kept in the model. Finally, we ran a series of submodels investigating the significance of the genetic and shared environmental factors that were specific to each of the fives measures (results from all submodels available from the first author). The greatest simplification of the model was ultimately achieved by dropping both specific genetic and specific shared environmental influences on HR1, HR2 and NS-SCR, and specific shared environmental influences on RSA (Table 5 Fig. 2 Final model estimates (males). Standardized path estimates with confidence intervals from the reduced two-factor common pathway model for RSA (respiratory sinus arrhythmia), HR1, HR2 (heart rate), SCL (skin conductance level) and NS-SCR (non-specific skin conductance) in 9-10 year old twins. Common additive genetic factors (A), shared environmental factors (C), and non-shared environmental factors (E) are depicted in circles. Ovals denote the two latent factors (i.e., Factor 1: sympathetic activity and Factor 2: parasympathetic activity). Measured variables are depicted in rectangles. A s : additive genetic residual variance specific to each measure, likewise for shared environment (C s ), and non-shared environment (E s ) display standardized parameter estimates from this reduced two-factor common pathway model for males and females, respectively. Squaring the standardized parameter estimates presented in Fig. 2 (males) and 3 (females) provides the relative contributions to the phenotypic variance. In addition, squaring the loadings for the common A, C, and E influences on the latent factors gives the overall heritability of the underlying latent sympathetic and parasympathetic factors. For the first latent ANS factor (labelled sympathetic activity) in males, 27% of the variance was due to genetic factors, 28% (p \ .05) due to shared environmental factors, and 45% (p \ .05) due to non-shared environmental factors. Variance in the second latent ANS factor (labelled parasympathetic activity) was decomposed into respective values of 27, 23, and 50% (p \ .05). For females, 31% of the variance in sympathetic activity was due to genetic factors, 41% (p \ .05) due to shared environmental factors, and 28% (p \ .05) due to non-shared environmental factors. The respective proportions of variance for parasympathetic activity were 35, 18, and 47% (p \ .05). For both boys and girls, there were significant variable-specific genetic influences on RSA. In addition, there were variable-specific genetic and shared environmental influences on SCL. While neither estimate was statistically significant, our detailed series of analyses investigating the significance of the variable-specific factors indicated that the specific genetic and specific shared environmental influences on SCL could not be dropped simultaneously from the model without a significant reduction in fit (Dv 2 = 19.82; df = 4; p \ .001); thus, both estimates were left in the model. Table 6 shows the variance components for each of the five measures, based on the factor loadings presented in Figs. 2 and 3 . The variance components are divided into influences due to genetic (A), shared environmental (C), and non-shared environmental factors (E), and are further differentiated by common variance due to the sympathetic factor (Factor 1), common variance due to the parasympathetic factor (Factor 2), and variable-specific variance. Comparing variance due to Factor 1 versus Factor 2, it can be seen that a larger proportion of variance in RSA, HR1, and HR2 was due to the parasympathetic factor, whereas a greater proportion of the variance in SCL and NS-SCR was due to variation in the sympathetic factor. Despite the fact that we could not drop SCL and NS-SCR from the parasympathetic factor in males, this factor accounted for only a minority of the overall variance in these two variables (i.e., 4-6% of the total phenotypic variance). While genetic variance from the two latent factors accounted for all of the heritabilities of HR1, HR2, and NS-SCR, a large proportion of the heritabilities of RSA and SCL were due to genetic factors that were specific to each variable. Finally, overall, the estimates shown in Table 6 are consistent with the results from the univariate genetic analyses (Table 4) . A possible exception is that the non-shared environment accounts for a greater proportion of variance in HR2 in the multivariate analyses (.61 for both males and females) compared to estimates obtained in the univariate analyses (.41 for males and .40 for females). Over half of this nonshared environmental variance comes from non-shared environmental influences on the parasympathetic factor. We noted earlier that the cross-twin, cross-trait correlations for HR1 and HR2 were similar in magnitude to the cross- Table 6 Variance Components from Best-Fitting Reduced 2-Factor Model for respiratory sinus arrhythmia (RSA), heart rate (HR1 at rest 1, HR2 at rest 2) skin conductance level (SCL) and non-specific skin conductance response (NS-SCR) F1 Sympathetic Factor, F2 Parasympathetic Factor, Ac common genetic, Cc common shared environment, Ec common non-shared environment, As specific genetic, Cs specific shared environment, Es specific non-shared environment. Parameters that were set to zero in the final model are indicated by dashed lines. The sum of A (total), C (total), and E (total) may sum to slightly more or less than 1.0 due to rounding of decimals twin, within-trait correlations for either HR1 or HR2, for both MZ and DZ twins (Table 3) . Thus, the higher estimate of non-shared environmental influence on HR2 is likely due to correlated errors of measurement across HR1 and HR2.
Discussion
To our knowledge, this is the first study to investigate how genetic and environmental factors contribute to the association among RSA, heart rate, SCL and NS-SCR. Based on univariate and multivariate genetic analyses in a sample of 9-10 year old twins, three main conclusions can be drawn. First, from the univariate analyses, RSA, heart rate, SCL and NS-SCR were each moderately influenced by genetic factors (h 2 ranged from .26 to .48). Shared environmental influences were only significant for SCL. Nonshared environmental factors accounted for approximately half of the variance in each of these measures. Secondly, when using the measures in a multivariate design, a twofactor common pathway model best fit the data. The first latent ANS factor was largely responsible for positive covariance between heart rate, SCL and NS-SCR, reflecting sympathetic activity. The second latent ANS factor accounted primarily for the inverse relationship between RSA and heart rate, suggesting parasympathetic activity. Thirdly, measurement-specific genetic and shared environmental influences were found only for RSA and SCL. Measure-specific non-shared environmental influences (including uncorrelated measurement error) were observed for all measures.
Both univariate and multivariate analyses indicated that genetic and non-shared environmental influences were primarily responsible for individual differences in RSA. These results are similar to what has been reported in earlier studies on RSA. In keeping with previous research on heart rate (Rice et al. 2002; Snieder et al. 2003) , genetic and non-shared environmental effects accounted for most of the variance. Genetic and non-shared environmental influences also accounted for most of the variance in the univariate analyses of NS-SCR, a finding that is well in line with previous research on skin conductance using adult samples (Crider et al. 2004) . Further, genetic and environmental influences on SCL could not be constrained to be equal across sex in the univariate analyses. This is probably because familial aggregation of SCL was slightly higher in female-female pairs than in male-male pairs. Also, shared environmental effects on SCL were significant, although these influences were somewhat more modest in the multivariate analyses.
Arguably, the most interesting results from this study are the clear preference for a two-factor model when the five psychophysiological measures were analyzed simultaneously. In addition, the underlying structure of these factors mapped almost perfectly onto sympathetic and parasympathetic processes. Despite the relatively modest phenotypic correlations between HR1 and HR2 with SCL and NS-SCR, for both males and females, the sympathetic factor accounted for positive and significant covariance between the heart rate and skin conductance measures. The sympathetic arousal system is often called the ''fight or flight'' response. It is interesting that among preadolescent twins, individual differences in skin conductance measures during rest capture this response more strongly than variation in resting heart rate. Parasympathetic processes, in contrast, reflect the body's ability to return to homeostasis following stress, which in this study was indexed by an inverse relationship between heart rate and RSA. Although the two skin conductance measures could not be dropped from the parasympathetic factor in boys without a significant reduction in model fit, the factor loadings for these variables were quite small (.17 and .24), indicating that the parasympathetic construct was largely similar in boys and girls.
The results of the multivariate analyses showed that both genetic and shared environmental effects contributed to the sympathetic and parasympathetic ANS factors, with genetic factors accounting for 27-35% of the variance, and shared environmental factors accounting for 18-41% of the variance. Estimates were largely similar across males and females. There was some evidence that genetic influences were more important than shared environmental influences for the parasympathetic ANS factor (27% vs. 23% in males; 35% vs. 18% in females), while the reverse was true for the sympathetic ANS factor (27% vs. 28% in males; 31% vs. 41% in females). Nevertheless, these differences were relatively small. Only the shared environmental effects on the sympathetic factor were statistically significant. However, while our model fitting analyses indicated that either common genetic or common shared environmental factors could be dropped from the model, these factors could not be dropped simultaneously. This indicates that familial factors on parasympathetic and sympathetic processes are important.
In twin models, genetic and shared environmental estimates are highly correlated, which suggests that overall, we did not have enough power to detect either influence independently. Further, it is likely that some of the shared environmental effects were due to the fact that twins were tested on the same day (and thus exposed to similar atmospheric conditions related to temperature and season). All of the measures used in the present study were obtained during the same task, which increases the possibility that some of the shared environmental influences found in the study are due to correlated errors of measurement. This would also account for the finding that shared environmental influences accounted for a greater proportion of the variation in the latent factors than they do for variation in individual measures. Future research could use psychophysiological measures obtained from different tasks to determine whether shared environmental influences are attenuated when shared measurement error is reduced. On the other hand, it is also possible that shared environmental influences were a result of the twins living in the same family and therefore exposed to family-wide factors, such as lifestyle habits. For example, healthy dietary habits are associated with increased heart rate variability (Hagstrup Christensen et al. 2001; Williams et al. 2002) . Non-shared environmental factors accounted for significant proportions of variance in both sympathetic and parasympathetic factors (28-50%). This may reflect ''true'' non-shared environmental effects, i.e., environmental experiences not shared by twins in the same family that affect sympathetic and parasympathetic regulation. For instance, one twin in a pair may exercise regularly, but not the other. Physical exercise has been found to be related to resting heart rate level (Gutin et al. 2000; Nagai and Moritani 2004) . Nonshared environmental effects are also likely to include correlated errors of measurement that are twin-specific, as measures of RSA, heart rate, SCL, and NS-SCR were obtained during the same procedure. Overall, evidence from this study strongly suggests that both genetic and environmental influences are important in determining individual differences in the parasympathetic and sympathetic ANS factors among pre-adolescents.
Our results show that there are statistically significant sex differences in the genetic and environmental structure. Because many of the standardized estimates appear remarkably similar across sex, this might indicate the presence of subtle sex differences in variance which would affect the equivalence of unstandardized estimates, although we note that we did not find evidence for significant variance differences across boys and girls for any of our measures. Nevertheless, one of the more striking sex differences occurred with respect to the structure of the parasympathetic factor. While the parasympathetic ANS factor in females was indexed solely by RSA and heart rate (as one would expect), the parasympathetic ANS factor in males was also indexed, albeit modestly, by SCL and NS-SCR.
Finally, multivariate results revealed an absence of measure-specific genetic and shared environmental effects for HR1, HR2 and NS-SCR. However, measure-specific genetic effects were found for RSA and SCL. This indicates that there are genetic influences that are important for RSA and SCL which are independent of the underlying familial influences on the sympathetic and parasympathetic ANS factors. These measurement-specific genetic effects accounted for 14-27% of the total variance in RSA and SCL. It is possible that the measurement-specific genetic influence for RSA is partly explained by a genetic overlap between respiration and RSA that is not related to parasympathetic activity. There were also some measurementspecific shared environmental effects in SCL, accounting for 10% of the total variance in males and 12% in females.
Limitations and concluding remarks
This study was limited in that the measures we used were recorded at rest, in the absence of psychological or environmental stimuli. Because we did not include measures from any task conditions that engaged emotional or cognitive processes, it could be argued that our results have limited relevance to psychological phenomena. However, it is important to consider that many behavioral patterns (such as aggression and stimulation seeking) are traitbased, and can be characterized by low resting levels of heart rate and skin conductance (Gatzke-Kopp et al. 2002; Ortiz and Raine 2004) . The fact that our results suggest that genetic factors are implicated in individual differences in parasympathetic and sympathetic processing in the absence of physical or psychological stimuli adds further support to the idea that trait-based individual differences in physiological mechanisms may be important for psychopathology. As stated elsewhere, despite the fact that we had data from over 560 complete twin pairs in our analyses, we were clearly underpowered to differentiate between genetic and shared environmental influences. Our hypothesis that some of the observed shared environmental influence may be due to the fact that measures were collected during the same task, and twins were studied on the same day, further reduces our power. However, obtaining such detailed physiological data from larger samples of twin children studied on different days would be virtually impossible. Finally, we note that these data were collected from a sample of preadolescent twins (aged 9-10). Whether the etiology of parasympathetic and sympathetic processes are affected by biological changes associated with puberty is unknown. Because these twins are part of a longitudinal study on risk factors for the development of antisocial behavior, we may be able to examine these issues in future work.
In summary, to our knowledge, this is the first study to use a behavioral genetic design to investigate how genetic and environmental factors contribute to the association among RSA, heart rate, SCL and NS-SCR simultaneously. Almost all genetic and environmental influences on the measures acted through two latent factors representing parasympathetic and sympathetic processes. The findings in this study need to be replicated in other large twin samples and at other ages. In addition, and perhaps more intriguing, a future direction for research would be to examine the extent to which the same genetic and/or environmental factors influencing sympathetic and parasympathetic functioning contribute to psychopathological outcomes. Behavioral genetic studies combining measures reflecting the sympathetic and parasympathetic activities with measures of psychopathology should provide insight into the etiological mechanisms underlying the development of specific forms of psychopathology.
