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Abstract. Quartic self–interacting fractional Klein–Gordon scalar massive
and massless field theories on toroidal spacetime are studied. The effective
potential and topologically generated mass are determined using zeta func-
tion regularization technique. Renormalization of these quantities are derived.
Conditions for symmetry breaking are obtained analytically. Simulations are
carried out to illustrate regions or values of compactified dimensions where
symmetry breaking mechanisms appear.
PACS numbers: 11.10.Wx
1. Introduction
The concept of fractal has permeated virtually all branches of natural sciences
since its was first introduced by Mandelbrot about three decades ago [1]. The first
fractal process encountered in physics is the Brownian motion, whose paths have
been used in Feynman path integral approach to (Euclidean) quantum mechanics
[2]. Based on the path integral method, Abbot and Wise [3] showed that the
quantum trajectories of a point-like particle is a fractal of Hausdorff dimension
two. Brownian motion also played an important role in stochastic mechanics [4, 5],
which was an attempt to give an alternative formulation to quantum mechanics.
Early applications of fractal geometry in quantum field theory focused mainly on the
studies of quantum field models in fractal sets and fractal spacetime, and quantum
field theory of spin systems such as Ising spin model (see [6] for a review on fractal
geometry in quantum theory). The applications were subsequently extended to
fractal Wilson loops in lattice gauge theory [7], and fractal geometry of random
surfaces in quantum gravity [8]. There exist models of quantum gravity such as
Quantum Einstein Gravity model which predicts that spacetime is fractal with
fractal or Hausdorff dimension two at sub-Planckian distance [9].
The next important step in the applications of fractal geometry in physics is the
realization of the close connection between fractional calculus [10, 11, 12, 13] and
processes and phenomena which exhibit fractal behavior. Such an association allows
the use of fractional differential equations to describe fractal phenomena. Applica-
tions of fractional differential equations in physics have spread rapidly, in particular
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in condensed matter physics, where fractional differential equations are well-suited
to describe anomalous transport processes such as anomalous diffusion, non-Debye
relaxation process, etc [14, 15, 16, 17, 18]. More recently, such applications have
been extended to quantum mechanics. Analogous to the fractional diffusion equa-
tions, various versions of fractional Schro¨dinger equations (the space–fractional,
time–fractional and spacetime–fractional Schro¨dinger equations) have been stud-
ied [19, 20, 21, 22, 23, 24, 25]. Based on the fractional Euler-Lagrange equation
in the presence of Grassmann variables, Baleanu and Muslih [26] have considered
supersymmetric quantum mechanics using the path integral method.
It is interesting to note that the works on fractional Klein–Gordon equation have
been carried out nearly a decade before that on fractional Schro¨dinger equations.
The square–root and cubic–root Klein–Gordon equations, Klein–Gordon equation
of arbitrary fractional order, and fractional Dirac equation have been studied by
various authors [27, 28, 29, 30, 31, 32]. Canonical quantization of fractional Klein–
Gordon field has been considered by Amaral and Marino [33], Barcci, Oxman and
Rocca [34], and stochastic quantization of fractional Klein–Gordon field and frac-
tional abelian gauge field have been studied by Lim and Muniandy [35]. There
are also works in constructive field theory approach to fractional Klein–Gordon
field, where the analytic continuation of the Euclidean (Schwinger) n-point func-
tions to the corresponding n-point Wightman functions are studied [36, 37]. More
recently, results on finite temperature fractional Klein–Gordon field [38], and the
Casimir effect associated with the massive and massless fractional fields at zero
and finite temperature with fractional Neumann boundary conditions have been
obtained [39]. We would like to point out that until now all these studies consider
only free fractional fields. Therefore it would be interesting and important to study
a simple model of interacting fractional field. This is exactly the main objective of
our paper.
In this paper we consider for the first time the model of scalar massive and mass-
less fractional Klein–Gordon fields with quartic self–interaction. It is well known
that in the ordinary field theory, ϕ4 theory is an important and useful model because
it has applications in Weinberg-Salam model of weak interactions [40], inflationary
models of early universe [41], solid state physics [42] and soliton theory [43], etc.
In addition, it is also known that a massless field can develop a mass as a result
of both self–interaction and nontrivial spacetime topology, and such a phenomenon
is known as topological mass generation [44, 45, 46]. The main aim of this paper
is to study the possibilities of topological mass generation and symmetry breaking
mechanism for a fractional scalar field with interaction in a toroidal spacetime. In
the case of ordinary quantum fields, topological mass generation in toroidal space-
time has been studied by Actor [47], Kirsten [48], Elizalde and Kirsten [49] by using
the zeta function regularization technique [50, 51, 52, 53]. We shall show that with
some modifications, the zeta function method can also be employed to study the
topological mass generation and symmetry breaking mechanism in the fractional
ϕ4 theory.
In section 2 we discuss the fractional scalar Klein–Gordon massive and massless
fields with quartic self-interaction on the toroidal spacetime. The effective potential
of this fractional ϕ4 model is determined up to one loop quantum effects using the
zeta function regularization method. Section 3 contains the renormalization of the
effective potential. The derivation of the renormalized topologically generated mass
SELF–INTERACTING FRACTIONAL KLEIN–GORDON FIELD 3
and symmetry breaking mechanism will be given in section 4. The final section gives
a summary of main results obtained, and perspective for further work. We also
include simulations to illustrate the dependency of symmetry breaking mechanism
and renormalized topologically generated mass on spacetime dimensions, fractional
order of the Klein–Gordon field, etc.
2. One–loop effective potential of fractional scalar field with λϕ4
interaction
In this section, we compute the one loop effective potential of the real fractional
scalar Klein–Gordon field with λϕ4 interaction in a d – dimensional spacetime. In
this paper, the spacetime we consider is the toroidal manifold T p × T q, q := d− p,
with compactification lengths L1, . . . , Lp, Lp+1, . . . , Ld, where Lp+1 = . . . = Ld = L
and Li, 1 ≤ i ≤ p are assumed to be much smaller than L. We will take the limit
L→∞, which results in the limiting toroidal spacetime T p×Rq. In this spacetime,
the scalar field ϕ(x) can be regarded as a function of x ∈ Rd which satisfies the
periodic boundary conditions with period Lj , 1 ≤ j ≤ d, in the xj direction. The
Lagrangian of the theory is
L = −
1
2
ϕ(x)
(
−∆+m2
)α
ϕ(x) −
λ
4!
ϕ(x)4, α > 0,
where ∆ is the Laplace operator ∆ = ∂
2
∂x21
+ . . .+ ∂
2
∂x2
d
. For a function
f(x) =
∑
k∈Zd
ake
2pii
Pd
j=1
kjxj
Lj
expanded with respect to the basis
{
e
2pii
P
d
j=1
kjxj
Lj : k ∈ Zd
}
of functions on the
toroidal spacetime T p × T q, the fractional differential operator (−∆ +m2)α acts
on f by the formula
[
(−∆+m2)αf
]
(x) =
∑
k∈Zd
ak
 d∑
j=1
[
2pikj
Lj
]2
+m2
α e2piiPdj=1 kjxjLj .
The partition function of the theory is given by
Z =
∫
Dϕ(x) exp
− ∫
Tp×T q
{
1
2
ϕ(x)
(
−∆+m2
)α
ϕ(x) +
λ
4!
ϕ(x)4
}
ddx
 .
In the toroidal spacetime, we can assume a constant classical background field ϕ̂.
The quantum fluctuations around this background field is defined to be φ = ϕ− ϕ̂.
Then to the one–loop order, we have
logZ = −
1
2
m2αϕ̂2 −
λ
4!
ϕ̂4 − VQ,
where VQ is the functional determinant (called the quantum potential),
VQ =
1
2Vd
log det
(
(−∆+m2)α + 12λϕ̂
2
µ2
)
.
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Here Vd = L
q
∏p
i=1 Li = L
qVp is the volume of spacetime and µ is a scaling length.
The effective potential including one–loop quantum effects is then given by
Veff(ϕ̂) =
1
2
m2αϕ̂2 +
λ
4!
ϕ̂4 + VQ.
To calculate VQ, we use the zeta function prescription [50, 51, 52, 53]. By taking
L→∞ limit, VQ is equal to
VQ =
1
2(2pi)qVp
[
ζ(0) log µ2 − ζ′(0)
]
,(2.1)
where the zeta function ζ(s) is defined as
ζ(s) =
∫
Rq
∑
k∈Zp
{(
|w|2 +
p∑
i=1
[
2piki
Li
]2
+m2
)α
+
λ
2
ϕ̂2
}−s
dqw(2.2)
=
2pi
q
2
Γ
(
q
2
) ∫ ∞
0
wq−1
∑
k∈Zp
{(
w2 +
p∑
i=1
[
2piki
Li
]2
+m2
)α
+
λ
2
ϕ̂2
}−s
dw,
when Re s > d/(2α). When p = d or equivalently when q = 0, we understand that
2pi
q
2
Γ
(
q
2
) ∫ ∞
0
wq−1f(w)dw = f(0).
We need to find an analytic continuation of ζ(s) to evaluate ζ(0) and ζ′(0). Let
ai =
2pi
Li
, 1 ≤ i ≤ p, and b =
√
λ
2
ϕ̂.
Using standard techniques, we have
ζ(s) =
1
Γ(s)
∫ ∞
0
ts−1K(t)dt,(2.3)
where
K(t) :=
2pi
q
2
Γ
(
q
2
) ∫ ∞
0
wq−1dw
∑
k∈Zp
exp
(
−t
{(
w2 +
p∑
i=1
[aiki]
2
+m2
)α
+ b2
})
is called the global heat kernel. Now we have to find the asymptotic behavior of
K(t) when t→ 0. For this purpose, we rewrite
K(t) = A(t)e−tb
2
,(2.4)
where
A(t) :=
2pi
q
2
Γ
(
q
2
) ∫ ∞
0
wq−1dw
∑
k∈Zp
exp
(
−t
{(
w2 +
p∑
i=1
[aiki]
2
+m2
)α})
;
and employ the Mellin–Barnes integral representation of exponential function (see
e.g. [54])
e−z =
1
2pii
∫ u+i∞
u−i∞
dvΓ(v)z−v, u ∈ R+,(2.5)
to A(t). However, in the massless (i.e. m = 0) case, the k = 0 term has to be
treated differently. Therefore, we discuss the results for the massive (m > 0) case
and the massless (m = 0) case separately.
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2.1. The massive case m > 0. Using (2.5), we have
A(t) =
2pi
q
2
Γ
(
q
2
) ∫ ∞
0
wq−1dw
1
2pii
∫ u+i∞
u−i∞
dvΓ(v)t−v
∑
k∈Zp
(
w2 +
p∑
i=1
[aiki]
2 +m2
)−αv(2.6)
=
pi
q
2
2pii
∫ u+i∞
u−i∞
dvΓ(v)t−v
Γ
(
αv − q2
)
Γ(αv)
ZE,p
(
αv −
q
2
; a1, . . . , ap;m
)
,
with u > d2α . Here for a positive integer p and positive real numbers, a1, . . . , ap,
m, ZE,p(s; a1, . . . , ap;m) is the inhomogeneous Epstein zeta function defined by
ZE,p(s; a1, . . . , ap;m) =
∑
k∈Zp
(
p∑
i=1
[aiki]
2 +m2
)−s
when Re s > p2 . For p = 0, we use the convention ZE,0(s;m) = m
−2s. Some
facts about the function ZE,p(s; a1, . . . , ap;m) are summarized in appendix A. In
particular, Γ(s)ZE,p(s; a1, . . . , ap;m) has simple poles at s =
p
2 − j, j ∈ N ∪ {0},
with residues
Ress= p2−j {Γ(s)ZE,p(s; a1, . . . , ap;m)} =
(−1)j
j!
pi
p
2
[
∏p
i=1 ai]
m2j .
When p = 0, this formula is still valid, where
∏p
i=1 ai is understood as 1. Applying
residue calculus to (2.6), we find that when t→ 0,
A(t) ∼
pi
d
2
[
∏p
i=1 ai]
[ d2 ]∑
j=0
(−1)j
j!
Γ
(
d−2j
2α
)
αΓ
(
d
2 − j
)m2jt−d−2j2α +O (t 12α) .(2.7)
Here [x] denotes the largest integer not more than x, and we understand that
Γ(z/α)
Γ(z)
∣∣∣∣
z=0
= lim
z→0
Γ(z/α)
Γ(z)
= α.
From (2.4) and (2.7), we have
K(t) = A(t)e−tb
2
∼ B(t) + O(t
1
2α ) as t→ 0,(2.8)
where
B(t) =
pi
d
2
[
∏p
i=1 ai]
[ d2 ]∑
j=0
(−1)j
j!
Γ
(
d−2j
2α
)
αΓ
(
d
2 − j
)m2jt− d−2j2α e−tb2 .
Now ζ(s) given by (2.3) can be rewritten as
ζ(s) =
1
Γ(s)
(∫ ∞
0
ts−1B(t)dt+
∫ ∞
0
ts−1 (K(t)−B(t)) dt
)
.
Integrating the first term gives
ζ1(s) :=
1
Γ(s)
∫ ∞
0
ts−1B(t)dt(2.9)
=
pi
d
2
[
∏p
i=1 ai]
[ d2 ]∑
j=0
(−1)j
j!
Γ
(
d−2j
2α
)
αΓ
(
d
2 − j
)m2j Γ
(
s− d−2j2α
)
Γ(s)
b
d−2j
α
−2s.
6 S.C. LIM1 AND L.P. TEO2
Clearly, ζ1(s) defines a meromorphic function on C. On the other hand, K(t)−B(t)
decays exponentially as t →∞, whereas by (2.8), K(t)− B(t) = O(t
1
2α ) as t→ 0.
Therefore, the function ∫ ∞
0
ts−1 (K(t)−B(t)) dt(2.10)
is an analytic function for Re s > −1/(2α). Consequently, the function
ζ2(s) =
1
Γ(s)
∫ ∞
0
ts−1(K(t)−B(t))dt
is also an analytic function for Re s > −1/(2α). Combining with ζ1(s), we find that
ζ1(s) + ζ2(s) gives an analytic continuation of ζ(s) to the domain Re s > −1/(2α).
This allows us to find ζ(0) and ζ′(0). Specifically, since Γ(z) has simple poles at
z = −j, j ∈ N ∪ {0} with residues (−1)j/j!, (2.9) gives
ζ1(0) =
pi
d
2
[
∏p
i=1 ai]
[ d2 ]∑
j=0
ηj,Λα,d
(−1)j
j!
(−1)
d−2j
2α m2j
Γ
(
d
2 − j + 1
)b d−2jα ,
ζ′1(0) =
pi
d
2
[
∏p
i=1 ai]
[ d2 ]∑
j=0
ηj,Λα,d
(−1)j
j!
(−1)
d−2j
2α m2j
Γ
(
d
2 − j + 1
)b d−2jα {ψ(d− 2j
2α
+ 1
)
− ψ(1)− log b2
}
+
pi
d
2
[
∏p
i=1 ai]
[ d2 ]∑
j=0
(
1− ηj,Λα,d
) (−1)j
j!
Γ
(
d−2j
2α
)
αΓ
(
d
2 − j
)m2jΓ(−d− 2j
2α
)
b
d−2j
α .
Here Λα,d is the set
Λα,d =
{
j ∈ N ∪ {0} :
d− 2j
2α
∈ N ∪ {0}
}
;
ηα,Λα,d is defined by
ηj,Λα,d =
{
1, if j ∈ Λα,d,
0, otherwise,
;
ψ(z) is the logarithmic derivative of gamma function, i.e. ψ(z) = Γ′(z)/Γ(z). On
the other hand, since 1/Γ(s) = s/Γ(s + 1), Γ(1) = 1 and the function defined by
(2.10) is analytic at s = 0, we have ζ2(0) = 0 and
ζ′2(0) =
∫ ∞
0
t−1 (K(t)−B(t)) dt.
Gathering the results, we obtain
ζ(0) = ζ1(0) =
pi
d
2
[
∏p
i=1 ai]
[ d2 ]∑
j=0
ηj,Λα,d
(−1)j
j!
(−1)
d−2j
2α m2j
Γ
(
d
2 − j + 1
)b d−2jα ,(2.11)
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and
ζ′(0) =ζ′1(0) + ζ
′
2(0)
(2.12)
=
pi
d
2
[
∏p
i=1 ai]
[ d2 ]∑
j=0
ηj,Λα,d
(−1)j
j!
(−1)
d−2j
2α m2j
Γ
(
d
2 − j + 1
)b d−2jα {ψ(d− 2j
2α
+ 1
)
− ψ(1)− log b2
}
+
pi
d
2
[
∏p
i=1 ai]
[ d2 ]∑
j=0
(
1− ηj,Λα,d
) (−1)j
j!
Γ
(
d−2j
2α
)
αΓ
(
d
2 − j
)m2jΓ(−d− 2j
2α
)
b
d−2j
α
+
∫ ∞
0
t−1 (K(t)−B(t)) dt.
The quantum potential VQ can then be determined by substituting ζ(0) and ζ
′(0)
from (2.11) and (2.12) into (2.1). Since the quantum potential does not depend on
the arbitrary normalization constant µ if and only if ζ(0) = 0, we find from (2.11)
that this is the case if d is odd and α /∈ Cd, where
Cd =
{{
u
v
: u, v ∈ N, (u, v) = 1, u ≤ d2
}
, if d is even,{
u
2v : u, v ∈ N, (u, 2v) = 1, u ≤ d
}
, if d is odd.
(2.13)
It is not easy to study the properties of the quantum potential VQ from (2.11)
and (2.12). For most practical purposes, it is desirable to expand VQ as a power
series in b2 = λϕ̂2/2 when b is small enough. For this, we use the expansion
e−tb
2
=
∞∑
j=0
(−1)j
j!
tjb2j
in (2.2), which for b < mα, gives us
ζ(s) =
1
Γ(s)
∞∑
j=0
(−1)j
j!
b2j
∫ ∞
0
ts+j−1A(t)dt
(2.14)
=pi
q
2
∞∑
j=0
(−1)j
j!
b2j
Γ(s+ j)Γ
(
α(s+ j)− q2
)
Γ(s)Γ(α(s + j))
ZE,p
(
α(s+ j)−
q
2
; a1, . . . , ap;m
)
.
The meromorphic continuation of Γ(s)ZE,p(s; a1, . . . , ap;m) gives a meromorphic
continuation of ζ(s) to C with
ζ(0) =pi
q
2
∞∑
j=0
(−1)jb2j
Γ(αj + 1)
Ress=αj− q2
{
Γ(s)ZE,p (s; a1, . . . , ap;m)
}
,(2.15)
and
ζ′(0) =pi
q
2
∞∑
j=0
(−1)jb2j
Γ(αj + 1)
(
αPPs=αj− q2
{
Γ(s)ZE,p(s; a1, . . . , ap;m)
}(2.16)
+ (ψ(j + 1)− ψ(1)− αψ(αj + 1))Ress=αj− q2
{
Γ(s)ZE,p(s; a1, . . . , ap;m)
})
.
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Here for a meromorphic function h(s) on C with at most a simple pole at a point
s0 ∈ C, we use the notation
Ress=s0 h(s) = lim
s→s0
((s− s0)h(s)) ,
PPs=s0 h(s) = lim
s→s0
(
h(s)−
Ress=s0 h(s)
s− s0
)
,
so that
h(s) =
Ress=s0 h(s)
s− s0
+ PPs=s0 h(s) +O(s − s0)
as s → s0. If h(s) is regular at s = s0, then Ress=s0 h(s) = 0 and PPs=s0 h(s) =
h(s0). It is easy to check that (2.15) agrees with (2.11).
2.2. The massless case m = 0. In this case, we write A(t) as A0(t)+A1(t), where
A0(t) corresponds to the k = 0 term, i.e.
A0(t) =
2pi
q
2
Γ
(
q
2
) ∫ ∞
0
wq−1e−tw
2α
dw =
pi
q
2
α
Γ
(
q
2α
)
Γ
(
q
2
) t− q2α ;
and
A1(t) :=
2pi
q
2
Γ
(
q
2
) ∫ ∞
0
wq−1dw
∑
k∈Zp\{0}
exp
(
−t
{(
w2 +
p∑
i=1
[aiki]
2
)α})
.
As in the massive case, we find that
A1(t) =
pi
q
2
2pii
∫ u+i∞
u−i∞
dvΓ(v)t−v
Γ
(
αv − q2
)
Γ(αv)
ZE,p
(
αv −
q
2
; a1, . . . , ap
)
,(2.17)
with u > d2α . Here for a positive integer p and positive real numbers a1, . . . , ap,
ZE,p(s; a1, . . . , ap) is the homogeneous Epstein zeta function defined by
ZE,p(s; a1, . . . , ap) =
∑
k∈Zp\{0}
(
p∑
i=1
[aiki]
2
)−s
when Re s > p2 . For p = 0, we use the convention ZE,0(s) = 0. Some facts about
the function ZE,p(s; a1, . . . , ap) are summarized in appendix A. In particular, for
p ≥ 1, Γ(s)ZE,p(s; a1, . . . , ap) only has simple poles at s = 0 and s = p/2. As in
the massive case, (2.17) gives
A1(t) ∼
Γ
(
d
2α
)
αΓ
(
d
2
) pi d2
[
∏p
i=1 ai]
t−
d
2α −
Γ
(
q
2α
)
αΓ
(
q
2
)pi q2 t− q2α +O(t).
Consequently, as t→ 0,
K(t) ∼ B(t) +O(t),
where
B(t) =
Γ
(
d
2α
)
αΓ
(
d
2
) pi d2
[
∏p
i=1 ai]
t−
d
2α e−tb
2
.
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Proceeding as in the massive case, we find that ζ(s) has an analytic continuation
to Re s > −1 given by ζ1(s) + ζ2(s), where
ζ1(s) =
Γ
(
d
2α
)
αΓ
(
d
2
) pi d2
[
∏p
i=1 ai]
Γ
(
s− d2α
)
Γ(s)
b
d
α
−2s;
and
ζ2(s) =
1
Γ(s)
∫ ∞
0
ts−1 (K(t)−B(t)) dt.
This gives
ζ(0) = ωα,d
pi
d
2
[
∏p
i=1 ai]
(−1)
d
2α
Γ
(
d
2 + 1
)b dα ,(2.18)
and
ζ′(0) =ωα,d
pi
d
2
[
∏p
i=1 ai]
(−1)
d
2α
Γ
(
d
2 + 1
)b dα {ψ( d
2α
+ 1
)
− ψ(1)− log b2
}(2.19)
+(1− ωα,d)
Γ
(
d
2α
)
αΓ
(
d
2
) pi d2
[
∏p
i=1 ai]
Γ
(
−
d
2α
)
b
d
α +
∫ ∞
0
t−1 (K(t)−B(t)) dt.
Here
ωα,d =
{
1, if d2α ∈ N,
0, otherwise.
The quantum potential VQ can be determined by substituting ζ(0) and ζ
′(0) from
(2.18) and (2.19) into (2.1), which gives us
VQ =
ωα,d
2d+1pi
d
2
(−1)
d
2α
Γ
(
d
2 + 1
) (λϕ̂2
2
) d
2α
{
log
λ [ϕ̂µ]
2
2
− ψ
(
d
2α
+ 1
)
+ ψ(1)
}(2.20)
−
(1− ωα,d)
2d+1pi
d
2
Γ
(
d
2α
)
αΓ
(
d
2
)Γ(− d
2α
)(
λϕ̂2
2
) d
2α
−
1
2(2pi)q
∏p
i=1 Li
∫ ∞
0
t−1 (K(t)−B(t)) dt.
From (2.18), we find that VQ is independent of the normalization constant µ if and
only if α /∈ Ed, where
Ed = {d/(2j) : j ∈ N} .(2.21)
To find the small b expansion of VQ, we note that when b < min{a1, . . . , ap}, we
can expand (2.2) as
ζ(s) =
1
Γ(s)
∫ ∞
0
ts−1A0(t)e
−tb2dt+
1
Γ(s)
∞∑
j=0
(−1)jb2j
j!
∫ ∞
0
ts+j−1A(t)dt
(2.22)
=
pi
q
2
α
Γ
(
q
2α
)
Γ
(
s− q2α
)
Γ
(
q
2
)
Γ(s)
b
q
α
−2s
+ pi
q
2
∞∑
j=0
(−1)j
j!
b2j
Γ(s+ j)Γ
(
α(s+ j)− q2
)
Γ(s)Γ(α(s + j))
ZE,p
(
α(s+ j)−
q
2
; a1, . . . , ap
)
.
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This gives a meromorphic continuation of ζ(s) to C, with
ζ(0) =
pi
q
2
α
Γ
(
q
2α
)
Γ
(
q
2
) b qα Ress=− q2α Γ(s) + pi q2 ∞∑
j=0
(−1)jb2j
Γ(αj + 1)
Ress=αj− q2
{
Γ(s)ZE,p(s; a1, . . . , ap)
}(2.23)
=ωα,d
pi
d
2
[
∏p
i=1 ai]
(−1)
d
2α
Γ
(
d
2 + 1
)b dα ,
and
ζ′(0) =
pi
q
2
α
Γ
(
q
2α
)
Γ
(
q
2
) b qα (PPs=− q2α Γ(s)− (2 log b+ ψ(1))Ress=− q2α Γ(s))
(2.24)
+ pi
q
2
∞∑
j=0
(−1)jb2j
Γ(αj + 1)
(
αPPs=αj− q2
{
Γ(s)ZE,p(s; a1, . . . , ap)
}
+(ψ(j + 1)− ψ(1)− αψ(αj + 1))Ress=αj− q2
{
Γ(s)ZE,p(s; a1, . . . , ap)
})
.
Combining the results above for the massive case and massless case, we find that
when λ is small enough, the quantum potential can be written as a power series
VQ,r in λϕ̂
2 plus a term AQ, i.e.
VQ = VQ,r +AQ,(2.25)
where the term AQ originates from the k = 0 mode in the massless case, and is
given by
AQ =
(
λbϕ2
2
) q
2α
2q+1pi
q
2α [
∏p
i=1 Li]
Γ
(
q
2α
)
Γ
(
q
2
) ((log λ[ϕ̂µ]2
2
+ ψ(1)
)
Ress=− q2α Γ(s)− PPs=−
q
2α
Γ(s)
)
.
(2.26)
In general, the power of ϕ̂2 in (2.26) is non-integer. In the massive case, we do not
have such a term and AQ = 0. The term VQ,r in both the massive and massless
cases is equal to
VQ,r =
−1
2q+1pi
q
2 [
∏p
i=1 Li]
∞∑
j=0
(−1)jλj ϕ̂2j
2jΓ(αj + 1)
(
αPPs=αj− q2
{
Γ(s)ZE,p
(
s;
2pi
L1
, . . . ,
2pi
Lp
;m
)}(2.27)
+
(
ψ(j + 1)− ψ(1)− αψ(αj + 1)− logµ2
)
Ress=αj− q2
{
Γ(s)ZE,p
(
s;
2pi
L1
, . . . ,
2pi
Lp
;m
)})
.
When m = 0, ZE,p(s; a1, . . . , ap;m) is understood as ZE,p(s; a1, . . . , ap).
In the case where p = 0 or equivalently q = d, i.e. when the spacetime is Rd, we
can write down the quantum potential VQ more explicitly:
• In the massless case, since ZE,0(s) = 0, we have VQ,r = 0. Therefore,
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• if α /∈ Ed (see (2.21)), then
VQ = AQ =
1
2d+1pi
d−2
2 Γ
(
d+2
2
)
sin pid2α
(
λϕ̂2
2
) d
2α
;(2.28)
• if α ∈ Ed, then
VQ = AQ =
(−1)
d
2α
2d+1pi
d
2 Γ
(
d+2
2
) (λϕ̂2
2
) d
2α
(
log
λ[ϕ̂µ]2
2
+ ψ(1)− ψ
(
d
2α
+ 1
))
.
(2.29)
• In the massive case, using the fact that ZE,0(s;m) = m
−2s, we have
VQ = VQ,r =−
αmd
2d+1pi
d
2
∑
j∈N∪{0}\Ξα;d
(−1)j
Γ
(
αj − d2
)
Γ(αj + 1)
(
λϕ̂2
2m2α
)j(2.30)
−
md
2d+1pi
d
2
∑
j∈Ξα;d
(−1)
d
2−(α+1)j
Γ(αj + 1)
(
d
2 − αj
)
!
(
λϕ̂2
2m2α
)j
×
(
α
[
ψ
(
d+ 2
2
− αj
)
− ψ(αj + 1)
]
+ ψ(j + 1)− ψ(1)− log
[
m2αµ2
])
;
where the set Ξα;d is given by
Ξα;d =
{
j ∈ N ∪ {0} :
d
2
− αj ∈ N ∪ {0}
}
.
3. Renormalization of the theory
In order to eliminate the dependence of the effective potential on the arbitrary
scaling length µ, we need to renormalize the theory. For given d and α, we notice
that the term logµ2 would only appear in the coefficients of ϕ̂2j for j ≤ d/(2α).
Therefore, we propose to add counterterms δC0, δC1, . . . of order ϕ̂
0, ϕ̂2, . . . , up to
order ϕ̂2dα , where
dα :=
[
d
2α
]
,
so that the renormalized effective potential V
(ren)
eff (ϕ̂) becomes
V
(ren)
eff (ϕ̂) =
1
2
m2αϕ̂2 +
1
4!
λϕ̂4 + VQ +
dα∑
j=0
δCj
(2j)!
ϕ̂2j .(3.1)
Upon a closer inspection of the expressions for VQ in section 2, we find that the co-
efficients of log µ2 in VQ are independent of the compactification lengths. Therefore
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we can determine the counterterms δCj , 0 ≤ j ≤ dα, by the following conditions
V
(ren)
eff (ϕ̂)
∣∣∣
bϕ=0,Li→∞
=0,(3.2)
∂2V
(ren)
eff (ϕ̂)
∂ϕ̂2
∣∣∣∣∣
bϕ=0,Li→∞
=m2α,
∂4V
(ren)
eff (ϕ̂)
∂ϕ̂4
∣∣∣∣∣
bϕ=bϕ2,Li→∞
=λ,
∂2jV
(ren)
eff (ϕ̂)
∂ϕ̂2j
∣∣∣∣∣
bϕ=bϕj ,Li→∞
=0, 3 ≤ j ≤ dα.
Here ϕ̂j , 2 ≤ j ≤ dα are different renormalization scales. Note that sometimes
the notations δm2α and δλ are used instead of δC1 and δC2. We would like to
emphasize that for j ≥ 1, δCj is defined by the condition above only when α ≤
d
2j .
When α > d2j , we take δCj = 0 as a convention. When p = 0, the Li → ∞ limits
in the definition of the counterterms δCj in (3.2) become vacuous.
To have a unified treatment, we define ϕ̂0 = ϕ̂1 = 0. Then the conditions (3.2)
that define the counterterms δCj , 0 ≤ j ≤ dα can be equivalently expressed as
dα∑
k=j
δCk
(2k − 2j)!
ϕ̂
2(k−j)
j = −
∂2jVQ
∂ϕ̂2j
∣∣∣∣
bϕ=bϕj ,Li→∞
.(3.3)
In the following, we proceed to determine the counterterms for massive case and
massless case separately. We will consider the massive case first, where we determine
the counterterms by (3.3) and use the formula (2.27) for VQ. The massless case is
more difficult since in this case, the power series expression of VQ,r (Eq. (2.27))
is only valid when ϕ̂ <
√
2/λmin {(2pi)/Lj}j=1,...,p. Therefore, the limit Li →∞,
1 ≤ i ≤ p cannot be taken directly on this formula.
3.1. The massive case.
Using (3.3), (2.27), (A.11), (A.12) and (A.13), we find that the counterterms
δCj , 0 ≤ j ≤ dα are determined by the following linear system
Π

δC0
δC1
δC2
δC3
...
δCdα

=

1 0 0 0 0 . . . 0
0 1 0 0 0 . . . 0
0 0 1
bϕ22
2!
bϕ42
4! . . .
bϕ2(dα−2)2
[2(dα−2)]!
0 0 0 1
bϕ23
2! . . .
bϕ2(dα−3)3
[2(dα−3)]!
...
...
...
...
...
...
0 0 0 0 0 . . . 1


δC0
δC1
δC2
δC3
...
δCdα

=

T0
T1
T2
T3
...
Tdα

,(3.4)
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where
Tj =
(−1)jλjmd−2αj
2d+j+1pi
d
2
{
α
∑
k∈N∪{0}\Hα;d,j
(−1)k
[2(k + j)]!Γ
(
α(k + j)− d2
)
[2k]!Γ(α(k + j) + 1)
(
λϕ̂2j
2m2α
)k(3.5)
+
∑
k∈Hα;d,j
(−1)k+
d
2−α(k+j)[2(k + j)]!
[2k]!
[
d
2 − α(k + j)
]
!Γ(α(k + j) + 1)
(
λϕ̂2j
2m2α
)k
×
[
α
(
ψ
(
d+ 2
2
− α(k + j)
)
− ψ(α(k + j) + 1)
)
+ ψ(k + j + 1)− ψ(1)− log
[
m2αµ2
]]}
.
Here
Hα;d,j =
{
k ∈ N ∪ {0} :
d
2
− α(k + j) ∈ N ∪ {0}
}
.
Notice that the matrix Π defined in (3.4) is of the form Π = I +Π0, where I is an
(dα + 1)× (dα + 1) identity matrix and Π0 is a nilpotent matrix with Π
dα+1
0 = 0.
Therefore
Π−1 = I −Π0 +Π
2
0 − . . .+ (−1)
dαΠdα0 ,(3.6)
and one can solve for the counterterms δCj by multiplying Π
−1 (3.6) on both sides
of (3.4). In particular, by recalling that ϕ̂0 = ϕ̂1 = 0, we can easily find that
• For δC0,
• if d is odd, then
δC0 =
α
2d+1pi
d
2
Γ
(
−
d
2
)
md;(3.7)
• if d is even, then
δC0 =
(−1)
d
2md
2d+1pi
d
2
(
d
2
)
!
(
α
[
ψ
(
d+ 2
2
)
− ψ(1)
]
− log
[
m2αµ2
])
.(3.8)
• For δm2α, if α ≤ d2 and
• if d2 − α is not a nonnegative integer, then
δm2α = −
λ
2d+1pi
d
2
Γ
(
α− d2
)
Γ(α)
md−2α;(3.9)
• if d2 − α ∈ N ∪ {0}, then
δm2α =
(−1)
d−2
2 −α
2d+1pi
d
2
λmd−2α[
d
2 − α
]
!Γ(α+ 1)
(
α
[
ψ
(
d+ 2
2
− α
)
− ψ(α)
]
− log
[
m2αµ2
])
.
(3.10)
In the case of ordinary scalar field (i.e. α = 1) in d = 4 dimensional spacetime, the
formulas for δC0 (3.8) and δm
2 (3.10) obtained above are in agreement with the
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corresponding results in [49]. On the other hand, since dα = 2 in this case, Π is
just the 3× 3 identity matrix. Therefore it is easy to find that
δλ = δC2 = T2 =
λ2
64pi2
{
∞∑
k=1
(−1)k
(2k + 3)!Γ (k)
(2k)!Γ(k + 2)
(
λϕ̂22
2m2α
)k
− 6 log[mµ]2
}
=
λ2
32pi2
{
λ2ϕ̂42
M41
−
6λϕ̂22
M21
− 3 log[M1µ]
2
}
,
where M21 = m
2 + 12λϕ̂
2
2. This again agrees with the result given in [49].
3.2. The massless case.
Since the series (2.27) is absolutely convergent if and only if ϕ̂ <
√
2/λmin {(2pi)/Li}
p
i=1,
we cannot take the limit Li →∞, 1 ≤ i ≤ p term by term on the 2j-th order deriva-
tives of (2.27) with respect to ϕ̂ to obtain the counterterms δCj , 0 ≤ j ≤ dα from
the equation (3.3), otherwise we will obtain infinity for each individual term. As a
result, we have to work directly with the expression (2.20) for VQ.
Using (2.20), we find that
−
∂2jVQ
∂ϕ̂2j
∣∣∣∣
Li→∞,bϕ=bϕj
=Tj,1 + Tj,2 + Tj,3,
where
Tj,1 =
ωα,d
2d+1pi
d
2
(−1)
d
2α
Γ
(
d
2 + 1
) λj
2j
(
λϕ̂2j
2
) d
2α−j
( d
α
)!(
d
α
− 2j
)
!
×{
ψ
(
d
2α
+ 1
)
− ψ(1)− 2ψ
(
d
α
+ 1
)
+ 2ψ
(
d
α
− 2j + 1
)
− log
λ [µϕ̂j ]
2
2
}
,
Tj,2 =
(1 − ωα,d)
2d+1pi
d
2
Γ
(
d
2α
)
αΓ
(
d
2
) λj
2j
Γ
(
−
d
2α
)
Γ
(
d
α
+ 1
)
Γ
(
d
α
− 2j + 1
) (λϕ̂2j
2
) d
2α−j
,
and
Tj,3 =
λj
2j
lim
Li→∞
1
2q+1piq [
∏p
i=1 Li]
∂2j
∂b2j
∫ ∞
0
t−1 (K(t)−B(t)) dt
∣∣∣∣
b2=
λ bϕ2
j
2
.
Notice that
lim
Li→∞
K(t)−B(t)
2q+1piq [
∏p
i=1 Li]
=
1
2dpi
d
2 Γ
(
d
2
) ∫ ∞
0
wd−1dw exp
{
−t
(
w2α + b2
)}
−
1
2d+1pi
d
2
Γ
(
d
2α
)
αΓ
(
d
2
) t− d2α e−tb2
=0.
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Therefore, Tj,3 = 0. Consequently, we find that the counterterms δCj , 0 ≤ j ≤ dα
are again determined by the system (3.4), but with Tj given by
Tj =Tj,1 + Tj,2 + Tj,3
(3.11)
=
ωα,d
2d+1pi
d
2
(−1)
d
2α
Γ
(
d
2 + 1
) λj
2j
(
λϕ̂2j
2
) d
2α−j
( d
α
)!(
d
α
− 2j
)
!
×{
ψ
(
d
2α
+ 1
)
− ψ(1)− 2ψ
(
d
α
+ 1
)
+ 2ψ
(
d
α
− 2j + 1
)
− log
λ [µϕ̂j ]
2
2
}
+
(1 − ωα,d)
2d+1pi
d
2
Γ
(
d
2α
)
αΓ
(
d
2
) λj
2j
Γ
(
−
d
2α
)
Γ
(
d
α
+ 1
)
Γ
(
d
α
− 2j + 1
) (λϕ̂2j
2
) d
2α−j
.
In particular, we find that
• δC0 = 0.
• When α ≤ d2 ,
• if α < d2 , δm
2α = 0.
• if α = d2 , since ϕ̂1 = 0, the theory is non-renormalizable.
In the case of ordinary scalar field (α = 1) in d = 4 dimensional spacetime, we also
have
δλ = −
λ2
32pi2
(
8 + 3 log
λ[µϕ̂2]
2
2
)
.
From the results above, we find that for both the massive case and the massless
case, the counterterms only depend on the spacetime dimension d but not on the
number of compactified dimensions p. This is expected since in the prescription for
the counterterms, we have taken the limits Li → ∞, 1 ≤ i ≤ p. By substituting
the counterterms obtained above into (3.1), together with the explicit formulas
for VQ (Eq. (2.26) and Eq. (2.27)), the explicit expression for the renormalized
effective potential can be determined. Since the result is not illuminating, we omit
it here. In appendix B, we show that with our prescription for the counterterms,
the renormalized effective potential indeed no longer depends on the parameter µ,
but at the expense of introducing new renormalization scales ϕ̂i, 2 ≤ i ≤ dα.
4. Renormalized mass and symmetry breaking mechanism
According to convention, the renormalized topologically generated mass m2αT,ren
is defined so that for small ϕ̂, the term of order ϕ̂2 in V
(ren)
eff is given by
1
2
m2αT,renϕ̂
2.
In this section, we derive explicit formulas for m2αT,ren and discuss their signs. Sym-
metry breaking mechanisms appear when m2αT,ren < 0.
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• In the massive case, we obtain from (3.1), (2.27), (3.9), (3.10), (A.9) and (A.10)
that given d, p and α,
m2αT,ren =m
2α +
λpiαm
d
2−α
(2pi)
d
2+αΓ(α)
×(4.1)
∑
k∈Zp\{0}
(
p∑
i=1
[Liki]
2
)− d−2α4
K d−2α
2
m
√√√√ p∑
i=1
[Liki]
2
 .
When p = 0, this reduces to m2αT,ren = m
2α. Namely, the renormalized topologically
generated mass is equal to the bare mass. The result (4.1) agrees with the result
in [49] when d = 4 and α = 1. Since the modified Bessel function Kν(z) is positive
for any ν ∈ R and z ∈ R+, we conclude immediately from (4.1) one of the main
results of our paper:
• In the massive case, the renormalized topologically generated mass m2αT,ren is
strictly positive for any d, p and α. Hence quantum fluctuations do not lead to
symmetry breaking in this case.
The massless case is more interesting. From the previous section, we find that the
mass is non-renormalizable when α = d2 . In fact, for the ordinary interacting scalar
field theory (i.e. α = 1), it is well known that the theory is non-renormalizable when
d = 2. For α 6= d2 , the mass counterterm δm
2α is identically zero. Therefore, for
α 6= d2 , we find from (2.26) and (2.27) that the renormalized topologically generated
mass m2αT,ren is given by
• If p = 0, then m2αT,ren = 0;
• If p ≥ 1, and
• if α 6= q2 , then
m2αT,ren =
λ
Γ(α)
1
2q+1pi
q
2 [
∏p
i=1 Li]
Γ
(
α−
q
2
)
ZE,p
(
α−
q
2
;
2pi
L1
, . . . ,
2pi
Lp
)
(4.2)
=
λ
Γ(α)
1
22α+1pi
d
2
Γ
(
d
2
− α
)
ZE,p
(
d
2
− α;L1, . . . , Lp
)
.
• if α = q2 , then
m2αT,ren =
λ
Γ(α+ 1)
1
2q+1pi
q
2 [
∏p
i=1 Li]
{
1 + α
[
ψ(α)− ψ(1)
]
+ αZ ′E,p
(
0;
2pi
L1
, . . . ,
2pi
Lp
)}
.
(4.3)
We would like to point out that when α = q2 , there is a term proportional to
λϕ̂2
2
log
λϕ̂2
2
in the renormalized effective potential. This may give rise to ambiguity in the
definition of m2αT,ren in this case.
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When d = 4 and α = 1, the results of (4.2) agree with the corresponding results
in [49] for q = 1, 3, 4. Note that (4.2) shows that when α 6= q/2, up to the factor
λ
Γ(α)
1
22α+1pi
d
2
,(4.4)
the renormalized mass m2αT,ren depends on the spacetime dimension d and the frac-
tional order of the Klein Gordon field α, in the combination d − 2α. Therefore,
the renormalized mass of a fractional Klein–Gordon field of fractional order α in
a d–dimensional spacetime would be essentially the same (up to a multiplicative
factor) as the renormalized mass of an ordinary Klein-Gordon field (α = 1) in a
spacetime with fractional dimension d+ 2− 2α.
To study the sign of the renormalized topologically generated mass m2αT,ren when
p ≥ 1, we first note that the function Γ(s) is positive for all s ∈ R+, whereas for
the Epstein zeta function ZE,p (s;L1, . . . , Lp), it is obvious from its definition by
infinite series (A.1) that it is positive for all (L1, . . . , Lp) ∈ (R
+)p when s > p2 .
Therefore, we can conclude immediately from (4.2) that
• If 0 < α < q2 =
d−p
2 or α >
d
2 , quantum fluctuations lead to positive m
2α
T,ren.
Symmetry breaking mechanism does not appear in these cases.
Now we turn to the case d−p2 < α <
d
2 . The argument leading to the sign of the
function Γ(s)ZE,p(s;L1, . . . , Lp) is rather involved and lengthy, which will be dealt
with in a separate paper [56]. Here we just give the results:
– if p = 1, then for all 0 < s < 12 , Γ(s)ZE,p(s;L) < 0;
– if 2 ≤ p ≤ 9, then for any fixed s ∈ (0, p/2), there is a nonempty region Ω+s,p
of (L1, . . . , Lp) ∈ (R
+)p where Γ(s)ZE,p(s;L1, . . . , Lp) > 0 and a nonempty region
Ω−s,p of (L1, . . . , Lp) ∈ (R
+)p where Γ(s)ZE,p(s;L1, . . . , Lp) < 0.
– if p ≥ 10, there exists an odd number of points γp,1, . . . , γp,2np+1 such that
0 < γp,1 < . . . < γp,2np+1 < p/4 and if we let Ip to be the union of the dis-
joint closed intervals [γp,1, γp,2], . . ., [γp,2np−1, γp,2np ], [γp,2np+1, (p/2) − γp,2np+1],
[(p/2)− γp,2np , (p/2)− γp,2np−1], . . ., [(p/2)− γp,2, (p/2)− γp,1], then for all s ∈ Ip,
Γ(s)ZE,p(s;L1, . . . , Lp) ≥ 0; and for all s ∈ (0, p/2)\ Ip, there is a nonempty region
Ω+s,p of (L1, . . . , Lp) ∈ (R
+)p where Γ(s)ZE,p(s;L1, . . . , Lp) > 0 and a nonempty
region Ω−s,p of (L1, . . . , Lp) ∈ (R
+)p where Γ(s)ZE,p(s;L1, . . . , Lp) < 0.
Applying these results to the renormalized mass m2αT,ren, we find that
• If p = 1 and d−12 < α <
d
2 , quantum fluctuations lead to negative m
2α
T,ren.
Symmetry breaking mechanism appears in this case, but there is no symmetry
restoration.
• If 2 ≤ p ≤ 9 and d−p2 < α <
d
2 , quantum fluctuations lead to topological
mass generation. The sign of the renormalized mass m2αT,ren can be positive or
negative, depending on the relative ratios of the compactification lengths. Therefore,
symmetry breaking mechanism appears in this case. Varying the compactification
lengths of the torus will lead to symmetry restoration.
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• If p ≥ 10 and α ∈ Jp, where Jp is the union
Jp =
np⋃
i=1
[
d− p
2
+ γp,2i−1,
d− p
2
+ γp,2i
]⋃[d− p
2
+ γp,2np+1,
d
2
− γp,2np+1
]
np⋃
i=1
[
d
2
− γp,2i,
d
2
− γp,2i−1
]
of disjoint closed intervals, quantum fluctuations lead to positive m2αT,ren. Symmetry
breaking mechanism does not appear in this case.
• If p ≥ 10 and α ∈
(
d−p
2 ,
d
2
)
\ Jp, quantum fluctuations lead to topological
mass generation. The sign of the renormalized mass m2αT,ren can be positive or
negative, depending on the relative ratios of the compactification lengths. Therefore,
symmetry breaking mechanism appears in this case. Varying the compactification
lengths of the torus will lead to symmetry restoration.
Finally, using the formula (A.4), we find that
– If a1 = . . . = ap → 0, Z
′
E,p(0; a1, . . . , ap)→ −∞;
– If a1 = . . . = ap →∞, Z
′
E,p(0; a1, . . . , ap)→∞.
Applying these to (4.3) with α = q/2 gives us:
• For any d and p, if α = d−p2 , quantum fluctuations lead to topological mass
generation. The sign of the renormalized mass m2αT,ren can be positive or negative,
depending on the relative ratios of the compactification lengths. Therefore, symme-
try breaking mechanism appears in this case. Symmetry restoration can be realized
by suitably varying the compactification lengths.
In the above discussion, we fix the spacetime dimension d and the number of
compactified dimensions p, and study the condition on the order α of fractional
Klein–Gordon field for the presence of symmetry breaking mechanism. We observe
that for p ≤ 9, there is a simple criterion on α for the existence of symmetry
breaking mechanism. In contrast, when p ≥ 10, the criterion on α for the presence
of symmetry breaking mechanism becomes complicated. It would be interesting to
explore the physical significance of this dichotomy between p ≤ 9 and p ≥ 10. Now,
if we assume d and α being fixed, and d ≤ 9, then we can conclude that symmetry
breaking mechanism exists if and only if the number of compactified dimensions
p is ≥ d − 2α. However, when d ≥ 10, this condition becomes necessary but not
sufficient. In Table 1, we tabulated the subset of values of d− 2α ∈ (0, p) for which
symmetry breaking mechanism does not appear, when 10 ≤ p ≤ 21.
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Figure 1: The dependence of the renormalized mass m2αT,ren (up to the factor (4.4)) on
s = d
2
− α when p = 1 and V = L1 = 1.
Table 1: The subset Ip of d − 2α ∈ (0, p) where symmetry breaking mechanism
does not appear, when 10 ≤ p ≤ 21.
p Ip p Ip
10 [2.1799, 7.8201] 11 [1.2802, 9.7198]
12 [0.7952, 11.2048] 13 [0.4995, 12.5005]
14 [0.3124, 13.6876] 15 [0.1928, 14.8072]
16 [0.1170, 15.8830] 17 [0.0695, 16.9305]
18 [0.0404, 17.9596] 19 [0.0229, 18.9771]
20 [0.0127, 19.9873] 21 [0.0069, 20.9931]
For 10 ≤ p ≤ 21, we see from this table that each of the sets Ip is of the form
(2γp,1, p−2γp,1) with Ip ⊆ Ip+1. In [56], we show that for all p ≥ 10, Ip is indeed a
subset of Ip+1. Since we have shown that for any p, there is no symmetry breaking
when d− 2α < 0 or d− 2α > p, we can conclude from Table 1 that increasing the
number of compactified dimensions p tends to elude symmetry breaking. In the
case of ordinary Klein–Gordon field (i.e. α = 1), it is easy to verify from the data
in Table 1 that when p ≥ 12, there is no integer value of d − 2 lying in the set
(0, p) \ Ip. Therefore, for p ≥ 12, symmetry breaking cannot happen in ordinary
Klein–Gordon field theory. This is an interesting fact since compactifying some of
the spacetime dimensions is a mechanism to induce symmetry breaking, but we find
that there is an upper limit to the number of dimensions that can be compactified
such that there still exists symmetry breaking mechanism.
The investigation of the sign and magnitude of the renormalized mass m2αT,ren
when p = 1, 2, 3, 4 is carried out graphically. In Figures 1–13, we show the depen-
dence of the renormalized mass m2αT,ren (up to the multiplicative factor (4.4)) on
the compactification lengths L1, . . . , Lp and the regions where symmetry breaking
mechanism appears. Using (A.3), it is found that if α 6= q/2, then under the simul-
taneous scaling Li 7→ rLi, the renormalized topologically generated mass m
2α
T,ren
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Figure 2: The graph and the contour lines of the renormalized mass m2αT,ren as a function
of s = d
2
− α and logL1 when p = 2, V = L1L2 = 1. Due to the symmetry with
respect to the interchange of L1 and L2, these graphs show the symmetry with respect to
logL1 7→ − logL1.
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Figure 3: The graph and the contour lines of the renormalized mass m2αT,ren (up to the
factor (4.4)) as a function of s = d
2
− α and log k, when p = 3, V = L1L2L3 = 1 and
L1 : L2 : L3 = k : 1 : 1.
transforms according to
m2αT,ren 7→ r
2α−dm2αT,ren.
Therefore, when we study the dependence of m2αT,ren on the variables (L1, . . . , Lp),
we fix a degree of freedom. This can be done by letting Vp =
∏p
i=1 Li = 1.
In Figure 1, we plot the renormalized mass m2αT,ren as a function of
d
2 − α when
p = 1 . The graph shows clearly that symmetry breaking appears only when
0 < d2 − α <
1
2 . Figures 2, 3, 5 and 6 demonstrate the cases with p = 2, p = 3
and p = 4. These graphs show that for suitable choices of the compactification
lengths, symmetry breaking appears for all values of d2 −α lying in the range (0,
p
2 ).
In Figures 4 and 7, the unshaded regions are the regions where m2αT,ren < 0 and
symmetry breaking exists. In all the cases considered, i.e., p = 1, 2, 3, 4, these
regions contain the point L1 = . . . = Lp where all compactification lengths are
equal, which corresponds to the lines logL1 = 0 or log k = 0 in the graphs.
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Figure 8: The contour lines of the renormalized mass m2αT,ren (up to the factor (4.4)) as a
function of log k2 and log k3. Here p = 3, V = L1L2L3 = 1 and L1 : L2 : L3 = 1 : k2 : k3.
The values of d
2
− α are 0.3, 0.6, 0.9, 1.2, 1.4 respectively.
When p ≥ 3, after fixing one degree of freedom in the variables (L1, . . . , Lp) by
setting Vp = 1, we still have at least another two degrees of freedom. Figures 8,
10 and 11 are contour plots that show the dependence of the renormalized mass
m2αT,ren on the other two degrees of freedom of the compactification lengths, for some
specific values of d− 2α. In Figures 9, 12 and 13, the corresponding regions where
m2αT,ren < 0 are shaded. From these graphs, we find that the m
2α
T,ren < 0 regions that
lead to symmetry breaking are regions centered around the point L1 = . . . = Lp.
Moving along a ray from a point in these regions will lead to symmetry restoration.
In fact, we show in [56] that the renormalized mass will become positive whenever
one of the compactification lengths is large enough. The boundaries of the shaded
regions in Figures 9, 12, 13 are the projections of the hypersurfaces in (R+)p where
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Figure 9: The regions where m2αT,ren > 0 and m
2α
T,ren < 0 for p = 3, V = L1L2L3 = 1, and
L1 : L2 : L3 = 1 : k2 : k3. Here the values of
d
2
− α are 0.1, 0.3, 0.6, 0.9, 1.2, 1.4.
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Figure 10: The contour lines of the renormalized mass m2αT,ren (up to the factor (4.4)) as
a function of log k2 and log k3, when p = 4, V = L1L2L3L4 = 1, L1 : L2 : L3 = 1 : k2 :
k3 : k4 and k4 = 1. Here the values of
d
2
− α are 0.1, 0.4, 0.8, 1.2, 1.6, 1.9.
m2αT,ren = 0 to appropriate two-dimensional planes. Note that in all the graphs,
logarithm scales are used for the compactification lengths as we think that this
will better illustrate the symmetry between the compactification lengths, i.e., the
symmetry generated by Li ↔ Lj.
From Figures 9, 12, 13, we notice that the m2αT,ren < 0 region (shaded) is larger
when d− 2α tends towards the boundary of the range (0, p). It becomes smaller in
the middle of the range (0, p). We also observe a symmetry between the region for
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Figure 11: The contour lines of the renormalized mass m2αT,ren (up to the factor (4.4)) as
a function of log k2 and log k3, when p = 4, V = L1L2L3L4 = 1, L1 : L2 : L3 = 1 : k2 :
k3 : k4 and k4 = 3. Here the values of
d
2
− α are 0.1, 0.4, 0.8, 1.2, 1.6, 1.9.
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Figure 12: The regions where m2αT,ren > 0 and m
2α
T,ren < 0 for p = 4, V = L1L2L3L4 = 1,
L1 : L2 : L3 = 1 : k2 : k3 : k4 and k4 = 1. The values of
d
2
− α are 0.1, 0.4, 0.8, 1.2, 1.6, 1.9.
d− 2α = h and the region for d− 2α = p− h. In fact, this is nothing but a direct
consequence of the reflection formula (A.2) of the Epstein zeta function.
As mentioned above, for p = 1, 2, 3, 4, graphical results show that the region
that lead to symmetry breaking is a region that contains the point L1 = . . . =
Lp. We also observed that these regions are convex and connected. We give a
mathematically rigorous proof in [56] that in fact for all p ≥ 2 and all the values of
d − 2α where symmetry breaking mechanism can exist, the region of (L1, . . . , Lp)
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Figure 13: The regions where m2αT,ren > 0 and m
2α
T,ren < 0 for p = 4, V = L1L2L3L4 = 1,
L1 : L2 : L3 = 1 : k2 : k3 : k4 and k4 = 3. The values of
d
2
− α are 0.1, 0.4, 0.8, 1.2, 1.6, 1.9.
where m2αT,ren < 0, is a convex and therefore connected region containing the point
L1 = . . . = Lp, when plotted using log scale.
5. conclusion
We have studied the problem of topological mass generation for a quartic self-
interacting fractional scalar Klein–Gordon field on toroidal spacetime. Our results
show that the method used for ordinary scalar field, namely the zeta regularization
technique, still applies with some appropriate modifications. We are able to derive
the one loop effective potential for such a system for both the massless and massive
case in terms of power series of λϕ̂2 with Epstein zeta functions as coefficients. As
usual in the zeta regularized method, there is a dependence of the effective potential
on an arbitrary scaling length µ. We proposed a scheme to renormalize the effective
potential so as to get rid of the dependence on µ. We have carried out a detailed
derivation of the renormalization counterterms. The results of the renormalized
topologically generated mass m2αT,ren are given explicitly. We note that in the mas-
sive case, m2αT,ren is always positive and therefore there is no symmetry breaking in
this case. For the massless case, we show that fixing the number of compactified
dimensions p, if p ≤ 9, symmetry breaking appears if and only if the combination
d− 2α of spacetime dimension d and fractional order α of Klein-Gordon field sat-
isfies 0 < d − 2α ≤ p. However if p ≥ 10, symmetry breaking only exists when
the value of d − 2α lies in a proper subset of (0, p]. This subset becomes smaller
when p is increased. For all p ≥ 2, whenever there exists symmetry breaking, sym-
metry restoration also appears when suitably varying the compactification lengths.
Simulations are carried out to illustrate the dependence of the renormalized mass
m2αT,ren on d−2α as well as the compactification lengths, when p = 1, 2, 3, 4. Graph-
ical results show that regions that lead to symmetry breaking are always convex
regions containing the point L1 = . . . = Lp where all compactification lengths are
equal, agreeing with our theoretical results in [56]. It is interesting to note that
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we can obtain essentially the same results if instead of considering fractional scalar
field of order α in a toroidal spacetime T p × Rd−p with integer dimension d, we
can equivalently employ an ordinary scalar field (α = 1) in a toroidal spacetime
T p × Rd+2−2α−p with fractional dimension d+ 2− 2α.
This paper is our first attempt to explore the fractional field theory with inter-
actions. One possible extension of our discussion is to include local structure like
spacetime curvature in addition to nontrivial global topology in our study. One
expects the generalization to finite temperature case will not pose difficulty since
in the Matsubara formalism, the thermal Green functions with periodic boundary
condition with period given by the inverse temperature, have the same properties
as the Green functions at zero temperature with the imaginary time dimension
compactified to a circle of radius equals to the inverse of temperature. We can also
consider the extension of our results to the fractional gauge field theory. As we
mentioned in our introduction that Brownian motion plays an important role in
Feynman path integrals, we would like to note that path integrals have been gen-
eralized to fractional Brownian motion [57] and fractional oscillator process [58].
Although fractional Brownian motion has found wide applications in many areas in
physics and engineering, so far it has not really played a role in quantum theory yet,
and no application of these ”fractional path integrals” have actually been carried
out so far. In view of the fact that fractional oscillator process can be regarded
as one-dimensional fractional Klein–Gordon field, with fractional Brownian motion
its ”massless” limit [59, 60], it will be interesting to extend such path integrals to
fractional Klein–Gordon fields and to exploit their possible uses. Finally, we would
like to mention that in many applications in condensed matter physics, fractal or
fractional processes have their limitations since many phenomena considered are
multifractal in nature. There have already been works on multifractional Brown-
ian motion [61, 62], multifractional Levy process [63] and multifractional oscillator
process [64]. In view of the possible variable spacetime dimension, for example at
the sub-Planckian distance [9], it would be interesting to consider how our results
can be generalized to Klein–Gordon field with variable fractional order.
Acknowledgement The authors would like to thank Malaysian Academy of Sci-
ences, Ministry of Science, Technology and Innovation for funding this project under
the Scientific Advancement Fund Allocation (SAGA) Ref. No P96c.
Appendix A. The generalized Epstein zeta function
ZE,N (s; a1, . . . , aN ; c)
In this appendix, we summarize some facts about the generalized Epstein zeta
function [65, 66] which we have used in our calculations. For details, we refer to
[49, 51, 52, 53, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79] and the references
therein.
A.1. Homogeneous Epstein zeta function. First consider the homogeneous
Epstein zeta function ZE,N (s; a1, . . . , aN). For N ≥ 1, it is defined by the series
ZE,N(s; a1, . . . , aN) =
∑
k∈ZN\{0}
(
N∑
i=1
[aiki]
2
)−s
(A.1)
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when Re s > N2 . We extend the definition to N = 0 by defining ZE,0(s) = 0. For
N ≥ 1, ZE,N(s; a1, . . . , aN ) has a meromorphic continuation to the complex plane
with a simple pole at s = N/2, and it satisfies a functional equation (also known
as reflection formula):
pi−sΓ(s)ZE,N(s; a1, . . . , aN ) =
pis−
N
2[∏N
j=1 aj
]Γ(N
2
− s
)
ZE,N
(
N
2
− s;
1
a1
, . . . ,
1
aN
)
.
(A.2)
This formula relates the value of an Epstein zeta function at s with the value of
its ’dual’ at N/2− s. The Epstein zeta function ZE,N (s; a1, . . . , aN) behaves nicely
under simultaneous scaling of the parameters. Namely, for any r ∈ R+,
ZE,N (s; ra1, . . . , raN ) = r
−2sZE,N(s; a1, . . . , aN).(A.3)
Together with ZE,N(0; a1, . . . , aN ) = −1, one gets that
Z ′E,N (0; ra1, . . . , raN ) = 2 log r + Z
′
E,N (0; a1, . . . , aN ).(A.4)
The function ξE,N (s; a1, . . . , aN) = Γ(s)ZE,N (s; a1, . . . , aN) is also a meromor-
phic function. For N ≥ 1, it has simple poles at s = 0 and s = N/2 with residues
Ress=0
{
Γ(s)ZE,N(s; a1, . . . , aN )
}
= −1(A.5)
Ress=N2
{
Γ(s)ZE,N(s; a1, . . . , aN )
}
=
pi
N
2[∏N
j=1 aj
]
and finite parts
PPs=0
{
Γ(s)ZE,N (s; a1, . . . , aN)
}
=Z ′E,N (0; a1, . . . , aN )− ψ(1),(A.6)
PPs=N2
{
Γ(s)ZE,N (s; a1, . . . , aN )
}
=
pi
N
2[∏N
j=1 aj
][Z ′E,N (0; 1a1 , . . . , 1aN
)
+ 2 logpi − ψ(1)
]
respectively. Here ψ(z) is the function Γ′(z)/Γ(z). Some special values of ψ are
ψ(1) = −γ, where γ is the Euler constant; and for k ≥ 1, ψ(k+1) can be computed
recursively by the formula
ψ(k + 1) = ψ(k) +
1
k
.
One of the indispensable tools in studying the Epstein zeta function is the
Chowla–Selberg formula [80, 81]. One form of the formula is
Γ(s)ZE,N (s; a1, . . . , aN )(A.7)
=2a−2s1 Γ(s)ζR(2s) + 2
N−1∑
j=1
pi
j
2Γ
(
s− j2
)
a2s−jj+1
∏j
l=1 al
ζR(2s− j) + 4pi
s
N−1∑
j=1
1∏j
l=1 al
×
∑
k∈Zj\{0}
∞∑
p=1
1
(paj+1)s−
j
2
(
j∑
l=1
[
kl
al
]2) s2− j4
Ks− j2
2pipaj+1
√√√√ j∑
l=1
[
kl
al
]2 ,
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which expresses the homogeneous Epstein Zeta function as a sum of Riemann zeta
function ζR plus a remainder which is a multi-dimensional series that converges
rapidly. It can be used to effectively compute the homogeneous Epstein zeta func-
tion to any degree of accuracy.
A.2. Inhomogeneous Epstein zeta function. For N ≥ 1, a1, . . . , aN , c > 0, the
inhomogeneous Epstein zeta function ZE,N (s; a1, . . . , aN ; c) is defined by
ZE,N(s; a1, . . . , aN ; c) =
∑
k∈ZN
 N∑
j=1
[aiki]
2 + c2
−s
when Re s > N/2. When N = 0, we define
ZE,0(s; c) = c
−2s.
ZE,N(s; a1, . . . , aN ; c) has a meromorphic continuation to C given by
ZE,N(s; a1, . . . , aN ; c) =
pi
N
2[∏N
i=1 ai
] Γ (s− N2 )
Γ(s)
cN−2s
(A.8)
+
2pis[∏N
i=1 ai
]
Γ(s)
1
cs−
N
2
∑
k∈ZN\{0}
(
N∑
i=1
[
ki
ai
]2) 2s−N4
Ks−N2
2pic
√√√√ N∑
i=1
[
ki
ai
]2 .
The second term is an analytic function of s. The first term shows that ZE,N(s; a1, . . . , aN ; c)
has simple poles at s = N2 − j, j ∈ N ∪ {0} if N is odd, and at s = 1, 2, . . . ,
N
2 if N
is even. On the other hand, one can easily read from Eq. (A.8) that the function
Γ(s)ZE,N(s; a1, . . . , aN ; c) has simple poles at s =
N
2 − j, j ∈ N∪ {0} with residues
Ress=N2 −j
{Γ(s)ZE,N (s; a1, . . . , aN ; c)} =
(−1)j
j!
pi
N
2[∏N
i=1 ai
]c2j(A.9)
and finite parts
PPs=N2 −j
{Γ (s)ZE,N (s; a1, . . . , aN ; c)} =
(−1)j
j!
pi
N
2[∏N
i=1 ai
]c2j (ψ(j + 1)− 2 log c)
(A.10)
+
2pi
N
2 −jcj[∏N
i=1 ai
] ∑
k∈ZN\{0}
(
N∑
i=1
[
ki
ai
]2)− j2
Kj
2pic
√√√√ N∑
i=1
[
ki
ai
]2
respectively. From (A.8), (A.9) and (A.10), it can be easily deduced that
• If s /∈
{
N
2 − j : j ∈ N ∪ {0}
}
, then
lim
ai→0
1≤i≤N
[
N∏
i=1
ai
]{
Γ(s)ZE,N (s; a1, . . . , aN ; c)
}
= pi
N
2 Γ
(
s−
N
2
)
cN−2s.(A.11)
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• If s = N2 − j for some j ∈ N ∪ {0}, then
lim
ai→0
1≤i≤N
[
N∏
i=1
ai
]
Ress=N2 −j
{
Γ(s)ZE,N(s; a1, . . . , aN ; c)
}
=
(−1)j
j!
pi
N
2 c2j .(A.12)
lim
ai→0
1≤i≤N
[
N∏
i=1
ai
]
PPs=N2 −j
{
Γ(s)ZE,N (s; a1, . . . , aN ; c)
}
=
(−1)j
j!
pi
N
2 c2j (ψ(j + 1)− 2 log c) .
(A.13)
Appendix B. Independence of V
(ren)
eff on µ
Here we give a sketch of the proof that the renormalized effective potential
V
(ren)
eff (ϕ̂) is independent of µ. From the definition of the renormalized effective
potential (3.1) and the formula (3.4) that determines the counterterms, we get
V
(ren)
eff (ϕ̂) =
1
2
m2αϕ̂2 +
1
4!
λϕ̂4 + VQ + ΛΠ
−1T,
where
Λ =
(
1 bϕ
2
2!
bϕ4
4! . . .
bϕ2dα
(2dα)!
)
, T =

T0
T1
...
Tdα
 .
The terms containing logµ2 can be extracted from VQ (eq. (2.26) and (2.27)) and
Tj (eq. (3.5) and (3.11)), with result given by
ΛSµ + ΛΠ−1T µ,(B.1)
where
• in the massive case,
Sµk =
md
2d+1pi
d
2
(−1)k(2k)!
Γ(αk + 1)
(
λ
2m2α
)k
(−1)
d
2−αk(
d
2 − αk
)
!
χk;α;d,
with
χk;α;d =
{
1, if k ∈ Hα;d,0,
0, otherwise,
and
T µj =
(−1)j+1λjmd−2αj
2d+j+1pi
d
2
∑
k∈Hα;d,j
(−1)k+
d
2−α(k+j)[2(k + j)]!
[2k]!
[
d
2 − α(k + j)
]
!Γ(α(k + j) + 1)
(
λϕ̂2j
2m2α
)k
.
• in the massless case,
Sµk =
(−1)
d
2α δk,dαωα;d
2d+1pi
d
2Γ
(
d+2
2
) (2k)!(λ
2
)k
,
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and
T µj = −
ωα;d
2d+1pi
d
2
(−1)
d
2α
Γ
(
d
2 + 1
) λj
2j
(
λϕ̂2j
2
) d
2α−j ( d
α
)
!(
d
α
− 2j
)
!
.
In both cases, it is easy to verify that ΠSµ = −T µ, which shows that the term
(B.1) is identically zero and therefore V
(ren)
eff (ϕ̂) does not depend on logµ
2.
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