This paper presents a high-performance hardware architecture for the H.264/AVC Half-Pixel Motion Estimation that targets highdefinition videos. This design can process very high-definition videos like QHDTV (3840 × 2048) in real time (30 frames per second). It also presents an optimized arrangement of interpolated samples, which is the main key to achieve an efficient search. The interpolation process is interleaved with the SAD calculation and comparison, allowing the high throughput. The architecture was fully described in VHDL, synthesized for two different Xilinx FPGA devices, and it achieved very good results when compared to related works.
Introduction
Video coding is an important research area due to the increasing demand for high-definition digital video for applications like video streaming over the internet, digital television broadcasting, video storage, and many others.
There are many video coding standards. These standards primarily define two things: a coded representation (or syntax) which describes the visual data in a compressed form and a method to decode the syntax to reconstruct the visual information [1] . The most recent standard is the H.264/AVC (Advanced Video Coding), designed to achieve the highest compression rates when compared to older standards [2] . However, this new standard has a very high computational complexity, which makes it difficult for software implementations to encode high-definition videos in real time when using the H.264/AVC complex features. For this reason, dedicated hardware architectures are a good solution for fast and efficient high-definition video coding. A hardware implementation is also required when the video encoder or decoder is inserted in an embedded system like a cell phone or a digital camera, and in this case, a highthroughput and low-power solution is essential.
A raw digital video has a high amount of redundant information that can be explored for compression purposes. There are three kinds of redundancy: the spatial redundancy is the similarity in homogeneous areas within a frame, the temporal redundancy is the similarity between sequential frames, and finally, the entropic redundancy is the similarity in the bit stream representation [1] . Figure 1 presents a block diagram of the H.264/AVC encoder, with its main operations: Inter-Frames Prediction, composed by the Motion Estimation (ME) and the Motion Compensation (MC) modules, Intra-Frame Prediction, Forward Transforms (T) and Quantization (Q), Entropy Coding, Inverse Quantization (IQ) and Transformations (IT), and Deblocking Filter [2] .
This work proposes a high-performance architecture for the Half-Pixel Motion Estimation Refinement, designed to be integrated to a fast Motion Estimation architecture. The designed solution presented in this paper is fully compliant with the H.264/AVC standard, but it focuses on simplifications and optimizations to reach high processing rates, avoiding the use of the expensive RDO decision mode [1] in the interframe prediction of this standard, as will be explained in the next sections. This paper is structured as follows. Section 2 introduces the Motion Estimation process, Section 3 introduces the halfpixel interpolation and search processes, Section 4 presents software evaluations, Section 5 shows the designed HalfPixel ME Refinement architecture, Section 6 presents the synthesis results, Section 7 presents a comparison among related works, and finally, Section 8 concludes this paper.
Motion Estimation
The Motion Estimation is a module that explores and reduces the temporal redundancy of a video. As shown in Figure 2 , it works by splitting the current frame into several macroblocks (16 × 16 pixels) and searching in the previous coded frames (reference frames) for the block that is most similar to the current one. When the most similar block is found, a motion vector (MV) is generated to indicate the position of this block in the reference frame.
The H.264/AVC brings some new features for the Motion Estimation, like the use of variable block sizes (VBSME), multiple reference frames, biprediction, and a more efficient subpixel accuracy [1] .
The use of subpixel accuracy increases significantly the efficiency of the ME because the most similar block can be found in a fractional position, indicating a movement smaller than one pixel [2] . The subpixel accuracy is the focus of this work. This feature is the most important coding tool of the H.264/AVC ME because it generates the highest gains in terms of compression rates and it also increases the visual quality of the compressed video [1] . As video coding is a lossy encoding process, the ratedistortion optimization (RDO) technique was proposed by [3] in order to define a metric for selection, among all possible ways to divide a macroblock, which is the most efficient one in terms for compression rate and video quality.
Decision
Equation (1) shows the Lagrangian rate-distortion formula, in which D denotes the distortion (measured in PSNR), R denotes the bit-rate, λ denotes the Lagrangian multiplier, and J is the final cost. The coding mode with the lowest cost J is chosen as the best option
However, it is only possible to know the distortion (D) and bit-rate (R) of a macroblock partition or subpartition after reconstructing it, which means that every single partition and subpartition of a macroblock must be processed by all coding steps (ME search, residue generation, forward transforms and quantization, entropy coding, inverse transforms and quantization, and reconstruction) in order to choose the best partition and discard the others.
This way, the use of RDO generates a very good decision considering the tradeoff between compression rate and video quality, but RDO is a very complex and very expensive technique for video encoders targeting real-time processing. Its cost is especially prohibitive when hardware solutions are being considered. One of the points that this work focuses on is to decrease the complexity of the ME avoiding the use of the RDO decision mode, maintaining the compliance of the generated results with the H.264/AVC standard, as explained in Section 4.
Half-Pixel Motion Estimation Refinement
A characteristic that contributes to the high compression rates achieved by the H.264/AVC Motion Estimation is the possibility to generate fractional motion vectors with half-pixel or quarter-pixel accuracy [2] . In other words, a movement that happens from a frame to another in a video running at 30 frames per second is not restricted only to integer pixel positions. two steps: the Half-Pixel Interpolation Process and the HalfPixel ME Search.
Half-Pixel Interpolation Process.
To make the search for a better match block composed by half-pixels possible, a new search area must be generated around the integer position samples that compose the current best match chosen by ME. The half-pixel interpolation unit gets the best integer match block (composed by integer position samples) from the ME and interpolates an area composed by half-pixels around these samples. A single half-pixel y that has adjacent integer positions is derived by first calculating an intermediate value called y 1 by applying the 6-tap FIR filter presented in (2) , where A to F represent the nearest six integer luminance samples (0-255) in the horizontal or vertical directions. Then, (3) is applied to y 1 [2] 
A single half-pixel y that has adjacent half-pixel positions instead of integer positions (because it is diagonally aligned between integer positions) is derived by first calculating an intermediate value called y 1 by applying the same 6-tap FIR filter (2), using as C and D the y 1 values of the two adjacent half-pixels and using as A, B, E, and F the y values of the other nearest half-pixels, and finally, applying (4) to y 1 [2] 
It is important to notice that to calculate a half-pixel that is diagonally aligned between integer samples, either horizontal or vertical nearest half-pixels can be used because these pixels will produce an equivalent result [2] . In this work, we consider the horizontal closest half-pixels.
This way, there are three half-pixels' types: (1) H type, calculated using the closest horizontal integer position samples, (2) V type, calculated using the closest vertical integer position samples, and (3) D type, calculated using the closest horizontal half-pixels (which are V type half-pixels).
In Figure 4 , the position g is a V-type half-pixel and it can be interpolated using the group of integer position pixels {U, S, C, H, I, J}. The position y is an H-type half-pixel, and it can be interpolated using the group of integer position pixels {A, B, C, D, E, F}. The position x is a D-type halfpixel, and it can be interpolated using the group of halfpixels {cc, dd, g 1 , m 1 , ee, f f }, where g 1 and m 1 are the intermediate values of g and m as defined by the standard [2] .
An important characteristic of the interpolation process is that whatever block size is being processed by the ME, the half-pixel interpolation will always need an extra threepixel border around this block in order to generate the interpolated search area. Figure 5 shows a half-pixel interpolated area around a block composed by integer position samples (best ME match). Figure 6 shows that the interpolated search area has two possible matches composed by V-type half-pixels (vertical motion), two possible matches composed by Htype half-pixels (horizontal motion), and four possible matches composed by D-type half-pixels (diagonal motion). In Figure 6 , the black squares represent the matches for each possible fractional motion vector. For instance, the match that would generate the fractional motion vector presented in Figure 3 (b), with a FMV (0.5, −0.5), is composed by the following group of halfpixels: {d7, d8, d9, d10, d12, d13, d14, d15, d17, d18, d19, d20, d22, d23, d24, d25}.
Half-Pixel Motion Estimation Search.
Using the interpolated search area, the Half-Pixel ME Search will test all the eight possible matches inside this new interpolated search area to check if there is a block composed by half-pixels more similar to the original block than the block found by the ME. This search is done using a block-matching algorithm, which uses a distortion criterion to determine the most similar block. This criterion can be a simple arithmetic difference between blocks or more complex calculations. Among the most used distortion criterion are the Mean Square Error (MSE), Sum of Squared Differences (SSD), and the Sum of Absolute Differences (SAD) [1] .
The SAD is commonly used in motion adaptive deinterlacing algorithms and motion estimation algorithms [4] . SAD is defined in (5), and it is the most used distortion criterion because of its efficiency and low cost for a hardware implementation [1] . It works by taking the absolute value of the difference between each pixel in the original block and the corresponding pixel in the possible match block (also called candidate block) that is being used for comparison. These differences are added to create a simple metric of block similarity. A more complex analysis about SAD can be found in [4] 
Once the SAD values for all the eight possible matches composed by half-pixels are calculated, the Half-Pixel ME Search will check if there is a better match composed by halfpixel comparing the SAD values. If there is a better match, the motion vector must be modified adding the corresponding fractional motion vector to it.
Software Evaluations
Software evaluations were done to better evaluate the impacts of simplifications on the proposed design. Several video sequences with different resolutions (QCIF, CIF, 4CIF, HD 1920 × 1080) were coded using the default configuration of the H.264/AVC reference software [5] . This first evaluation was done in order to check the utilization rate of each possible macroblock partition and subpartitions in the Motion Estimation process. As a result, we observed that 94.75% of the chosen blocks had a size greater or equal to 8 × 8 pixels. This result was already expected, since the higher is the video resolution, the lower is the probability of use of subpartitions. This fact is confirmed by the discussions related to the High-Efficiency Video Coding (HEVC) standard (in development) [6] that are considering the exclusion of lower block sizes as 4 × 4, 4 × 8, and 8 × 4 of this new standard, since they are rarely used for the currently used video resolutions.
Then, a second evaluation was done to check the impact of simplifying the motion estimation excluding the variable block size feature by using only the 8 × 8 partition size. This evaluation considered the use of a quarter-pixel accurate ME. Five QCIF video sequences were coded using different ME features, and the results were evaluated using two metrics: PSNR and bit-rate. Tables 1, 2 , and 3 show the results for each video sequence. Tables 2 and  3 also present the losses in PSNR and bit-rate caused by the reduction in the number of block sizes if compared with the optimal results presented in Table 1 .
The use of only 8×8 blocks reduced the PSNR by 0.32 dB on average when compared to the optimal case. The increase in bit-rate was of 3.84% on average, but in some cases the bit rate was reduced with this restriction (the negative numbers in Table 3 ). Considering the presented results, we decided to design an architecture that supports only the 8 × 8 block size, since this decision simplifies to a great extent the hardware design without expressive quality and compression rate losses. Also, the use of a unique block size reduces drastically the complete ME complexity, since it avoids the necessity of a decision mode architecture to choose which is the best block size. As explained before, RDO-based decision mode is very expensive for a hardware implementation targeting realtime processing, and most of the works proposing VBSME architectures do not mention this problem. We also did evaluations to check the impact of different features of the H.264/AVC ME. One at a time, the following features were combined: the use of different blockmatching algorithms, different number of reference frames, and, finally, the subpixel refinement (half-pixel and quarterpixel accurate motion vectors). The best results among all ME tools were really achieved when the subpixel refinement feature was activated, and this is an important motivation for this work.
This way, this paper presents a Half-Pixel Motion Estimation Refinement hardware design that gives support only to the 8×8 block size in order to reduce the complexity and cost of both the motion estimation module and the H.264/AVC encoder itself. Also, this design must be fast enough to not 6 International Journal of Reconfigurable Computing degrade the performance of a ME architecture that uses a fast block-matching algorithm, like the Diamond Search [7] .
Half-Pixel Motion Estimation Refinement Architecture
This paper presents an architecture that gives the half-pixel accuracy to the ME process. The architecture is divided into two main parts: the half-pixel interpolation and the fractional motion estimation search. These two processes are interleaved to reduce the use of clock cycles. The complete architecture is presented in Figure 7 , where for a better visualization, the control signals are omitted.
Half-Pixel Interpolation Unit Architecture.
Our design uses an optimized architecture for the half-pixel interpolation unit, which was initially presented in a previous work [8] . This architecture uses an efficient arrangement of interpolation samples, and it needs only 34 clock cycles to generate an interpolated area around an 8 × 8 block.
Processing Unit.
One of the improvements of our HalfPixel Interpolation Unit is the use of an optimized processing unit (PU) when compared with that presented in [8] . The new PU uses fewer adders, and it was validated to generate all half-pixel types. Equation (6) is the first step of the PU, and it calculates the y 1 value of a half-pixel. This equation is equivalent to that presented in (2), but we applied some arithmetic manipulations to allow a calculation designed only with shift adds, avoiding the use of multiplications. For V-type halfpixels, the y 1 value must be stored to be used later in D-type interpolation
The second step of the processing unit calculates the halfpixel luminance value applying (3) to y 1 if the control unit indicates the interpolation of V-or H-type half-pixels, or (4) if it indicates the interpolation of D-type half-pixels.
To achieve a higher frequency, our PU uses a three-stage pipeline as shown in Figure 8 . Deeper pipeline configurations are also possible because a high throughput is more important than a low latency for the interpolation process.
Nine PUs were used in a module called Filters Line which is presented in Figure 7 . It is able to interpolate an entire line of H-type half-pixels, a column of V-type half-pixels, or a line of D-type half-pixels in a single step.
Buffers. The data flow of our Half-Pixel Interpolation
Unit is very similar to that presented in [8] . Five buffers were used to store and shift the integer position samples, V-type samples, V 1 -type values, H-type samples and D-type samples. All buffers are connected to the Filter Line in order to provide its inputs and to store its outputs.
The buffer for integer position samples stores a 14 × 14 block (an 8×8 block plus the three-pixel border). This buffer has two outputs: an entire line used for H-type interpolation and an entire column used for V-type interpolation. It is able to shift its lines and columns in order to change its outputs.
The buffer for V-type half-pixels stores a 14 × 9 area (two blocks in an 8 × 9 area plus a vertical three-pixel border). The buffer for V 1 -type values stores a 12 × 9 area composed by the y 1 values for each V-type half-pixel used in D-type interpolation. Both buffers have an entire line as output, and they are able to shift it for D-type interpolation.
The buffer for H-type half-pixels stores a 9 × 8 area (two 8 × 8 blocks). The buffer for D-type half-pixels stores a 9 × 9 area (four 8 × 8 blocks).
5.2.
Half-Pixel ME Search Architecture. The half-pixel search process has two steps: the SAD calculation and the SAD comparison.
The SAD values are calculated in parallel with the interpolation process. The SAD buffer in Figure 7 stores a total of nine values, the best integer SAD and the SADs of the eight possible half-pixel matches.
The comparison uses only two extra clock cycles to check if there is a SAD value smaller than the best match SAD since the main part of the search process is done in parallel with the interpolation process. Another cycle is necessary to add the FMV to the MV. This sum does not happen if there is no fractional motion.
SAD Calculation.
Since our interpolation unit can interpolate an entire line or column of a half-pixel type in a single step, the SAD calculation is done in parallel with the interpolation process without increasing the use of clock cycles. The SAD for 8 × 8 blocks is a 13-bit value, and there is a SAD value for each half-pixel possible match block. Figure 9 shows a SAD Tree (ST). It is a module that calculates the SAD value for a possible match block line by line. Our design has a total of four STs connected to a buffer that stores the original block (which is currently being processed by the ME) and to the V-, H-, and D-type buffers. It works by calculating the SAD value of a single line or column and storing it in an accumulator register. Our STs use a 2-stage pipeline configuration, taking 9 clock cycles to calculate the SAD value for the entire 8 × 8 block. Figure 10 shows the SAD Comparator (SC). It can compare four SAD values in parallel, and it uses a two-stage pipeline configuration.
SAD Comparison.
In the first step, the comparator stores the smallest SAD value and its corresponding MV among the V-and H-type possible matches, and then it compares this SAD to the best integer match SAD. Extra clock cycles are not necessary since this comparison occurs in parallel with the D-type interpolation and SAD calculations.
In the second step, the comparator stores the smallest value among the D-type possible matches and compares it to the smallest SAD obtained in the first step. Two extra clock cycles are necessary to obtain the smallest SAD value and its corresponding FMV. 
Figure 9: SAD Tree architecture. 
Synthesis Results
The proposed Half-Pixel ME Refinement architecture for 8 × 8 blocks was fully described in VHDL and synthesized to a Xilinx Virtex4 XC4VLX15 FPGA device using the Xilinx ISE 10.1 [11] synthesis tool. Concerning the cost, for this first implementation all buffers were mapped as register banks. Table 4 shows the cost of these buffers in use of hardware elements. The registers are necessary to store luminance samples and SAD values, and the multiplexers are necessary to shift these data. The V 1 type and the integer position are the buffers with highest hardware consumption. V 1 -type buffer consumes the highest amount of resources because it must store the intermediate values of the Filters Line before the clip operation; this way each position must store 16-bit samples. Table 5 shows the cost of the different modules of the complete architecture in terms of use of FPGA resources. Most of the FPGA resources are consumed by the Filter Line, making the half-pixel interpolation unit the most expensive part of all the refinement process. Table 5 also shows that most of the resources consumed by the Half-Pixel ME Search Unit are used by the four SAD Trees.
Concerning the performance, our design uses 37 clock cycles to do the Half-Pixel ME Refinement for an 8 × 8 block, but since a macroblock is composed by four 8 × 8 blocks, the refinement for a macroblock takes 148 clock cycles. This way, when synthesized to a Xilinx Virtex4 FPGA, our design can run at 140 MHz and process 3,784 million of motion vectors or more precisely 262 HD (1280 × 720) frame/s, 116 Full HD (1920 × 1080) frame/s or 30 QHDTV (3840 × 2048) frame/s.
Related Works
There are few works in the literature focusing on a highperformance Half-Pixel ME Refinement for H.264/AVC standard targeting high-definition videos. However, we did not find any architecture giving support only to the 8 × 8 block size.
The architectures presented in [9, 10] support variable block size, but these works do not discuss the decision mode. However, our design uses a very optimized way to interpolate and organize samples of a unique block size in order to use less clock cycles.
As Table 6 shows, when synthesized to a Xilinx VirtexII XC2V40, our design achieves a frequency of 91 MHz, being able to process Full HD (1920 × 1080) videos in real time (30 frames/s or faster). The architecture presented in [9] is suitable for Full HD (1280 × 720) videos, and the architecture presented by [10] is suitable for VGA (640 × 480). Our solution needs the lowest number of cycles to process the Half-Pixel ME Refinement of one macroblock among the related works. Our solution also reaches the highest operation frequency among these works. Even when supporting only the 8 × 8 partition size, the losses in quality are of only 0.32 dB in PSNR as presented in the software evaluation section.
Conclusions
This paper presented a dedicated hardware architecture for the H.264/AVC Half-Pixel Motion Estimation Refinement, designed to be part of a complete Motion Estimation hardware able to process very high-definition videos in real time.
When synthesized to a Xilinx Virtex4 FPGA, this architecture achieved a maximum operation frequency of 140 MHz. At this frequency, our design is able to process QHDTV videos (3840×2048) in real time (30 frames/s). The high operation frequency of the Half-Pixel ME Refinement is important also to not degrade the performance of a complete ME architecture where the half-pixel architecture will be integrated.
Our solution uses the lower number of clock cycles to process one macroblock when compared to related works. Our solution also reaches the highest operation frequency when compared with those works. Joining these two results, it is possible to conclude that our solution is able to reach the highest processing rates among the related works.
