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GEOMETRIC CONSTRUCTIONS ON THE ALGEBRA OF DENSITIES
H. M. KHUDAVERDIAN AND TH. TH. VORONOV
Abstract. The algebra of densities F(M) is a commutative algebra canonically asso-
ciated with a given manifold or supermanifold M . We introduced this algebra earlier
in connection with our studies of Batalin–Vilkovisky geometry. The algebra F(M) is
graded by real numbers and possesses a natural invariant scalar product. This leads to
important geometric consequences and applications to geometric constructions on the
original manifold. In particular, there is a classification theorem for derivations of the
algebra F(M). It allows a natural definition of bracket operations on vector densities of
various weights on a (super)manifoldM , similar to how the classical Fro¨licher–Nijenhuis
theorem on derivations of the algebra of differential forms leads to the Nijenhuis bracket.
It is possible to extend this classification from “vector fields” (derivations) on F(M) to
“multivector fields”. This leads to the striking result that an arbitrary even Poisson
structure on M possesses a canonical lifting to the algebra of densities. (The latter two
statements were obtained by our student A. Biggs.) This is in sharp contrast with the
previously studied case of an odd Poisson structure, where extra data are required for
such a lifting.
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1. Introduction
The paper is devoted to natural differential-geometric constructions on the algebra of
densities, which is a commutative algebra canonically associated with a given manifold
or supermanifold. It is based on results of the authors and includes a recent result due
to our student A. Biggs.
A density of weight λ is a geometric object which in local coordinates has the form
f(x)|Dx|λ. Here λ is an arbitrary real number. We assume that the coefficients f(x) are
smooth. It is clear that densities can be multiplied so that their weights are added. The
resulting commutative algebra of densities, which we denote here by F(M), is graded by
real numbers and possesses a natural invariant scalar product arising from integration of
densities of weight +1 (i.e., volume forms).
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Densities of weight 0 are just functions on manifolds, so C∞(M) is contained in F(M).
Hence F(M) has a unit 1 (a constant function).
The commutative algebra F(M) can be identified with a subalgebra of the algebra of
smooth functions C∞(Mˆ) on an “extended” manifold Mˆ , which is the total space of
a fiber bundle Mˆ → M with one-dimensional fibers 1. More precisely, Mˆ is the frame
bundle for the line bundle det TM . (In the super case we of course must use the notation
Ber TM .) The grading and the scalar product are peculiar to the subalgebra F(M) and
do not extend to the whole algebra C∞(Mˆ). We have inclusions of algebras
C∞(M) ⊂ F(M) ⊂ C∞(Mˆ) .
The invariant scalar product on the algebra F(M) can be alternatively perceived as
a generalized volume element, in the sense of generalized functions [7], on the manifold
Mˆ . As a linear functional it is defined on the subspace F(M) ⊂ C∞(Mˆ) rather than on
the whole C∞(Mˆ). Nevertheless it can be expressed by a conventionally-looking analytic
formula. Its existence leads to important geometric consequences.
Namely, for the Lie algebra of graded vector fields on Mˆ—or the derivations of F(M)—
there arises a canonical divergence operator. In particular, one can speak about the
divergence-free derivations. Similarly, for the algebra of graded multivector fields on Mˆ ,
there exists a canonical odd Laplacian or a Batalin-Vilkovisky type operator, so it is
possible to consider those fields that are annihilated by this operator. From this we can
obtain classification theorems and deduce constructions of natural brackets on M , as
follows.
• There is a one-to-one correspondence between the divergence-free derivations of
F(M) of weight λ 6= 1 and the vector densities of the same weight on M . (For
weight zero, this is the relation between the Lie derivatives and the corresponding
vector fields on M .)
• A similar statement holds for the graded multivector fields on Mˆ annihilated by
the odd Laplacian and the multivector densities on M .
One can deduce that the commutator of vector fields and the Schouten bracket of mul-
tivector fields naturally extend to brackets of vector densities and multivector densities,
respectively. Another application of this correspondence is the possibility of lifting an
arbitrary even Poisson structure on M to the algebra of densities F(M), without any
additional structure.
These constructions for the algebra of densities have a similarity with the classical
Fro¨licher–Nijenhuis theorem on derivations of the algebra of forms and the construction
of the Nijenhuis bracket that follows from it. We can see the Fro¨licher–Nijenhuis theorem
and the constructions for the algebra F(M) as two particular instances of “second-order
geometry”, i.e., geometry arising from an iteration of natural first-order constructions
1The extended manifold Mˆ is sometimes referred to as the “Thomas bundle ” of a manifold M . In
the 1920s, T. Y. Thomas studied the construction of Mˆ in relation with the projective theory of linear
connections on manifolds. To him belongs a striking result [28] that projective classes of symmetric linear
connections onM are in one-to-one correspondence with linear connections on the manifold Mˆ . The link
with Thomas’s work was found by our student J. George [8, 9].
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such as, e.g., taking the tangent bundle 2. Indeed, in the Fro¨licher–Nijenhuis setup the
starting point is the antitangent bundle ΠTM , for which functions are forms onM , while
for us here the starting point is the Thomas bundle Mˆ , the frame bundle of Ber TM , for
which functions are densities onM . Both ΠTM and Mˆ are of the first order with respect
to M . We then study first-order objects (e.g., derivations) on them, which will be of the
second order relative to M . Therefore, classification theorems such as quoted above or
that of Fro¨licher–Nijenhuis give us information about objects living on M through raids
into second-order geometry.
A few words about the origins of the algebra F(M) and the related constructions
discussed in this paper.
In 1989 (published in 1991), one of us (H. M. Kh.) [11] gave an invariant geometric con-
struction for the odd Laplace-type operator introduced by I. A. Batalin and G. A. Vilko-
visky [1, 2] as the key tool in their quantization method for gauge systems. This con-
struction is of the form “div grad f” where “grad f” stands for the hamiltonian vector
field of a function f with respect to a given odd symplectic (or odd Poisson) structure
and div = divρ is a divergence of vector fields defined by a choice of a volume element, on
which therefore the construction depends (the crucial fact here is that, in contrast with
the usual case, for an odd symplectic structure there is no invariant “Liouville” measure).
Another odd Laplacian was discovered by H. M. Khudaverdian in [12] (see also [13, 14]).
It acts on semidensities on odd symplectic manifolds and is canonical in the sense that it
does not require any additional structure. The odd Laplacian on semidensities is probably
even more fundamental for the Batalin–Vilkovisky geometry than the odd Laplacian on
functions.
An analysis given by both present authors in [15] clarified the distinguished role of
semidensities for odd Poisson geometry in general (in particular, we discovered there a
groupoid property of the Batalin–Vilkovisky equation). This naturally led us to studying
Laplace-like operators on arbitrary densities [16]. As we discovered in [16], the introduc-
tion of the algebra F(M) and differential operators (in the algebraic sense) acting on it,
instead of operators acting on spaces of densities of isolated weights, allows a complete
classification of the Batalin–Vilkovisky or Laplace-type operators in this setting. Namely,
there is a one-to-one correspondence between the self-adjoint BV-type operators on F(M)
normalized by the condition ∆1 = 0 and the corresponding ‘brackets’ (which arise as their
principal symbols). Here the statement does not depend on whether the operators are
even or odd, and the ‘brackets’ in question are symmetric 3. Therefore the results equally
apply to supermanifolds or ordinary manifolds.
The classification of derivations of the algebra F(M) was one of the results in [16].
In [16], it was somewhat buried under many other important results, in particular, those
related with the second-order operators. Recently, our student A. Biggs has generalized
this result to the corresponding version of multivector fields [3]. His point of departure
was an observation obtained by bare hands that, unlike odd Poisson brackets (the case
2The idea of second-order geometry has been stressed by K. C. H. Mackenzie [23, 24] in connection
with his studies of double vector bundles, double Lie groupoids and double Lie algebroids.
3In the case of odd brackets and odd Laplacians, there is a further investigation in [16] of conditions
equivalent to Jacobi identities. Extending the results of [16] in another direction, a certain ‘groupoid of
connections’ generalizing the Batalin–Vilkovisky groupoid of [15] was introduced and studied in [18].
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studied by us in [16]), even Poisson brackets on a manifold or supermanifold naturally
extend to densities without requiring any additional geometric data. The statement about
multivector fields on Mˆ provides an explanation for this initial beautiful observation.
The purpose of this short survey is to introduce the reader to the algebra of densi-
ties F(M) and geometric constructions related to it, particularly, the derivations and
multivector fields 4.
2. Preliminaries. Densities and the algebra formed by them
2.1. Volume elements. Let M be a manifold or supermanifold. We shall employ the
following notation: xa denote local coordinates (in the case of a supermanifold, even and
odd together) and Dx stands for the coordinate volume element, which under a change
of coordinates xa = xa(x′) transforms as Dx = (Dx/Dx′)Dx′, where Dx/Dx′ is the
Berezinian of the Jacobi matrix ∂xa/∂xa
′
. We shall refer to this Berezinian5 as to the
Jacobian of the coordinate transformation. Let |Dx| be a symbol transforming according
to the rule |Dx| = |Dx/Dx′| |Dx′|, as the notation suggests. (We introduce absolute
values in order to avoid difficulties with non-integer powers.)
For practical calculation of the effect of changes of coordinates, it is useful to express the
coordinate volume element Dx as [dx], i.e., in greater detail, as [dx1, . . . , dxn], for an ordi-
nary manifold (here all the coordinates are even variables) and [dx1, . . . , dxn | dξ1, . . . , dξm],
for a supermanifold (where the first n coordinates are even and the last m coordinates are
odd). Here it is understood that the differentials dxa form a local frame for the cotangent
bundle 6 and the meaning of the ‘square bracket’ operation is as follows. For a vector
space or a free module over a commutative (super)algebra, it is the function of a basis
which in the ordinary case is just the full (n-fold, n being the dimension) exterior product
of the basis elements, [e1, . . . , en] = e1 ∧ . . . ∧ en; in the super case, it is a symbol which
is multiplied by the Berezinian if the basis undergoes an invertible linear transformation.
For calculations, it is sufficient to use the following properties (which define the bracket
symbol uniquely):
• homogeneity: if a basis element is multiplied by an invertible factor, then the
bracket is multiplied by the same factor in the power +1 for an even basis element
and in the power −1 for an odd basis element;
• invariance under elementary transformations: when a basis element is replaced by
the sum with another element with a coefficient of the appropriate parity.
One can quickly learn that it is as convenient to make calculations with the symbol
[dx1, . . . , dxn | dξ1, . . . , dξm] on supermanifolds as with the exterior product dx1∧ . . .∧dxn
on ordinary manifolds.
2.2. Recollection: densities.
4There is a deep relation between geometry and algebra related with F(M) and the studies of inter-
twining operators for DiffM -modules and equivariant quantization in the works of Duval–Ovsienko [5]
and Lecomte [22]. See also [4]
5For an ordinary manifold, this is of course the usual determinant.
6More precisely, the cotangent bundle T ∗M or the anticotangent bundle ΠT ∗M , depending on con-
ventions on parity, but this difference is not important here.
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Definition 1. A (smooth) density of weight λ is a geometric object which in local co-
ordinates has the form ψ(x)|Dx|λ. (We assume that the coefficient ψ(x) is smooth.)
Equivalently, it is a smooth section of the line bundle |Vol(M)|⊗λ, where λ ∈ R.
The line bundle |Vol(M)|⊗λ, by definition, has local frames |Dx|λ associated with
coordinate systems on M with the transformation law |Dx|λ = |Dx/Dx′|λ |Dx′|λ.
Notation: Fλ(M) = {all densities of weight λ on M}.
Remark 1 (on the parity of |Dx|). There are different conventions as to which parity
should be assigned to the coordinate volume element Dx (the natural options are n or
n + m modulo 2 if dimM = n|m). Respectively, depending on the dimension of the
supermanifold and adopted convention, the ‘line’ bundle Vol(M) = Ber T ∗M has rank
1|0 or 0|1. (The same holds for the dual bundle Ber TM = Vol(M)∗.) However, there is
little choice for the symbol |Dx| if we wish to consider its various powers. We have to
agree that |Dx| is always even. So the bundles |Vol(M)| and Vol(M)∗ have rank 1|0.
2.3. Multiplication of densities. The algebra F(M). Densities are multiplied in the
obvious way: for ψ = ψ(x)|Dx|λ and ϕ = ϕ(x)|Dx|µ,
ψϕ = ψ(x)ϕ(x)|Dx|λ+µ . (1)
(This corresponds to the natural isomorphism |Vol(M)|⊗λ⊗|Vol(M)|⊗µ = |Vol(M)|⊗(λ+µ) .)
Definition 2. Consider formal finite sums
∑
λ ψλ(x)|Dx|
λ and extend the multiplication
to them by allowing to open brackets. We arrive at an associative algebra
F(M) =
⊕
λ
Fλ(M) , (2)
which we call the algebra of densities on a (super)manifold M .
Obvious properties: F(M) is a commutative R-graded algebra; the algebra of smooth
functions C∞(M) is contained in F(M) as a subalgebra (functions are of course densities
of weight zero); in particular, the algebra F(M) has a unit 1 (a constant function).
2.4. An invariant scalar product on the algebra F(M).
Definition 3. For compactly-supported densities ψ ∈ Fλ(M), χ ∈ Fµ(M), define their
scalar product as
(ψ,χ) :=
{∫
M
ψχ =
∫
M
ψ(x)χ(x)|Dx| if λ+ µ = 1 ,
0 otherwise .
(3)
It is extended by linearity to arbitrary compactly-supported elements of F(M).
Properties: non-degeneracy (which follows from the non-degeneracy of the Berezin
integral) and invariance, i.e.,
(ψϕ,χ) = (ψ,ϕχ) . (4)
Therefore
(ψ,χ) = (ψχ, 1) . (5)
The existence of such an invariant scalar product on the algebra of densities leads to
important consequences.
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Remark 2. The possibility to integrate densities of weight +1, i.e., objects that in local coor-
dinates have the form ψ(x)|Dx|, in the case of supermanifolds requires an orientation condition.
Namely, one needs to fix an orientation of the normal bundle N = NM/M0 to the carrier of M ,
in other words, an ‘orientation in the odd directions’. Recall that the formula for the change
of variables in the Berezin integral involves the sign of the determinant of the even-even block
of the Jacobi matrix only, therefore on supermanifolds objects of the form f(x)D1,0x, not of
the form f(x)|Dx|, can be integrated without extra orientation conditions. (Here the symbol
D1,0x transforms with the factor Ber J · sign detJ00, where J is the Jacobi matrix.) See more
about different orientations in the super case in [33, 34] and [29]. We shall not speak about this
subtlety any further.
In view of the invariance property, it is a matter of taste whether to speak about the
scalar product (ψ,χ) of two densities or about the linear form I(ψ) := (ψ, 1) on F(M),
which we shall refer to as to the formal integral on F(M) and which is just the ordinary
integral extended to formal sums of densities of various weights (by setting its value to
zero on densities of weight 6= +1).
2.5. Interpretation of densities as functions. Consider an element ψ of the algebra
F(M), so that in local coordinates xa,
ψ =
∑
ψλ(x)|Dx|
λ . (6)
It is convenient to replace |Dx| by a formal variable t, which is assumed to be invertible.
In this way we assign a ‘generating function’ to a density ψ :
ψ(x, t) :=
∑
ψλ(x)t
λ . (7)
The formal variable t has the following transformation law under a change of coordinates:
t = t′
∣∣ Dx
Dx′
∣∣.
Note that the functions of the variable t that we consider here are of a very special type.
We call a function f(t) pseudo-polynomial if it is a finite linear combination of powers
tλ, where the exponents λ can be arbitrary real numbers. (The reader should compare
with various classes of symbols arising in the theory of pseudodifferential operators.) The
generating functions of the elements of F(M) are pseudo-polynomials w.r.t. t.
The description of densities by generating functions has a direct geometric meaning.
Namely, the variables xa, t (where t 6= 0) can be considered as local coordinates on an
“extended” manifold Mˆ , where dim Mˆ = dimM + 1. There is a natural fiber bundle
structure Mˆ → M . The bundle Mˆ is nothing but the frame bundle for the line bundle
|BerTM | (or | detTM | in the case of ordinary manifolds). Indeed, the variable t stands
for |Dx|, which is a basis section of |BerT ∗M | and, respectively, a linear function on
|BerTM |. As explained in the Introduction, this manifold plays a role in projective
geometry of linear connections onM and is sometimes referred to as the “Thomas bundle”
of M . We will not explore this relation here.
From now on, we identify densities ψ with their generating functions ψ(x, t). Therefore,
densities can be viewed as functions on the manifold Mˆ . We arrive at an embedding of
F(M) into C∞(Mˆ). It needs to be stressed that the algebra F(M) regarded as a subalgebra
of C∞(Mˆ) has special properties distinguishing its elements from arbitrary functions on
Mˆ . The key difference is the existence of grading on F(M), which is not defined on the
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whole of C∞(Mˆ). In the following we shall speak about various geometric objects on the
manifold Mˆ , but always confining ourselves to graded objects. The reader will see how
the possibility to use grading makes a difference.
That means, although we won’t make it precise, that we actually treat Mˆ as a formal
‘graded manifold’ and consider the R-graded algebra F(M) (and not the full algebra
C∞(Mˆ)) as its ‘algebra of functions’. This is a certain departure from the classical
viewpoint. In particular, we shall not assign any numerical values to the variable t,
treating it completely formally and assuming only that t−1 makes sense.
Note also, to avoid confusion, that the R-grading of the algebra F(M) has nothing to
do with parity and has no influence on the commutativity rules.
2.6. A convenient expression for the scalar product. As said, we identify the ele-
ments ψ ∈ F(M) with the corresponding functions ψ(x, t). Using that, we can re-write
the definition of the scalar product as follows: for (compactly-supported) ψ,χ ∈ F(M),
(ψ,χ) =
∫
M
|Dx| Res0
(
t−2ψ(x, t)χ(x, t)
)
(8)
=
∫
Mˆ
|D(x, t)|t−2 ψ(x, t)χ(x, t) . (9)
Here step (8) is obvious: taking the residue at zero in t (after adjusting the powers by
dividing by t2) serves to single out the term of weight +1 from our formal sum.
As for the next step (9), here the residue at zero followed by the integration over M
is interpreted as a (formal) integral over the graded manifold Mˆ . This requires more
explanation, which we provide below.
2.7. The invariant scalar product on F(M) as a generalized volume element on
the graded manifold Mˆ . Let us consider the expression |D(x, t)|t−2 from the viewpoint
of its transformation law. By writing D(x, t)t−2 = [dx, dt]t−2 we obtain
[dx, dt] = [ dxa
′ ∂x
∂xa′
, dxa
′ ∂t
∂xa′
+ dt′
∂t
∂t′
] = [ dx′, dxa
′ ∂t
∂xa′
+ dt′
∂t
∂t′
] Ber
∂x
∂x′
=
[ dx′, dt′
∂t
∂t′
] Ber
∂x
∂x′
= [dx′, dt′]
∂t
∂t′
Ber
∂x
∂x′
= [dx′, dt′]
(
Ber
∂x
∂x′
)2
,
since
t = t′ Ber
∂x
∂x′
,
and therefore
[dx, dt]t−2 = [dx′, dt′]t′−2 . (10)
Hence D(x, t)t−2 (and even more so |D(x, t)|t−2) is invariant under changes of coordinates.
We conclude that the manifold Mˆ is endowed with a canonical volume element, which is
expressed as |D(x, t)|t−2 in arbitrary local coordinates xa, t on Mˆ .
Now, let us compare the volume element on Mˆ just obtained with the formal integral
I(ψ) or the invariant scalar product (ψ, χ) on the algebra F(M) ⊂ C∞(Mˆ). We claim
that these structures are equivalent. This equivalence manifests itself in two ways.
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On one hand, as claimed in the previous subsection, there is a way of identifying the
scalar product or the formal integral of densities I(ψ) with an integral against the volume
element |D(x, t)|t−2. This we will explain in a moment.
Indeed, consider functions of t where t is invertible. In which sense can they be inte-
grated against (Dt) t−2. A simpler question is about integration against Dt. As a guiding
principle we take the requirement that
∫
Dt ∂ψ
∂t
= 0. On the class of pseudo-polynomials
we immediately conclude that
∫
Dtψ(t) must be proportional to the residue of ψ(t) at 0
(since all powers of t except for t−1 are derivatives of functions in this class). Thus it is
legitimate to set
∫
Dt := Res0. Combining this with the ordinary integration over M , we
arrive at the expression for the scalar product in the form (9) for the elements of F(M).
On the other hand, we defined in [16] a canonical divergence of graded vector fields
on Mˆ (i.e, derivations of F(M)) with the help of the invariant scalar product on F(M);
as we shall later see, this divergence is given by the standard formula (for a divergence
relative a volume element) if one uses the volume element |D(x, t)|t−2.
We speak of |D(x, t)|t−2 as of a ‘generalized’ volume element because the integration
against it is defined in a formal fashion as a linear functional on a particular space of
functions. (In the case interesting for us, this is the space of pseudo-polynomials in t.)
Remark 3. If we introduce a new variable u so that u = t−1, the volume element
|D(x, t)|t−2 takes the simple form |D(x, u)|. Instead of the expansion over t, we may use
the expansion over u, as
ψ(x, u) =
∑ ψλ(x)
uλ
for ψ =
∑
ψλ(x)|Dx|
λ . (11)
The geometric meaning of u, which corresponds to |Dx|−1, is of course the local basis
element for |Ber TM | = Vol(M)∗.
2.8. Constructions with F(M) : algebraic and geometric viewpoints. Individual
spaces of densities Fλ(M) for particular weights are standard objects of study in mathe-
matics. The novelty introduced by our approach is not in taking all Fλ(M) together, but
in exploiting the commutative algebra structure on their direct sum (2) and, in particular,
using the invariant scalar product on F(M). Considering the algebra F(M) instead of
individual spaces of densities prompts the application of standard algebraic notions such
as differential operators and derivations. Besides that, we may use the geometric inter-
pretation of the elements of the commutative algebra F(M) as functions on the graded
manifold Mˆ . This allows us to view algebraic constructions on F(M) as differential-
geometric constructions on Mˆ .
The ultimate goal of course is to re-interpret the outcome in terms of objects on the
initial (super)manifold M .
2.9. Example: differential operators on F(M). Recall that differential operators can
be introduced algebraically. For a commutative algebra, they are defined by induction.
The operators of order zero are those commuting with the multiplication operators. The
operators of order 6 n+1 are those commuting with the multiplication operators modulo
operators of order 6 n. (This can be generalized to non-commutative and non-associative
settings, but we do not need to do that.) For differentiable manifolds or supermanifolds,
this reproduces the usual notion.
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Differential operators on the algebra F(M), defined algebraically, may be treated as
(graded) differential operators in the usual sense on the manifold Mˆ . Working in local
coordinates, we may expand them in partial derivatives ∂/∂xa and ∂/∂t. Note that the
derivatives ∂/∂xa do not change weights of objects, but the derivative ∂/∂t decreases
weights by one. Hence it is more convenient instead of ∂/∂t to consider the operator
w = t∂/∂t, which has weight zero. (Since t is invertible, passing from ∂/∂t to t∂/∂t is
harmless.) The operator w is nothing but the weight operator, with the eigenvalue λ on
the eigenspace Fλ(M).
Therefore, a differential operator of degree N and weight µ on the algebra F(M) (or,
equivalently, on the manifold Mˆ) has the local expression
L =
∑
|α|+k6N
aαk(x, t)∂
α
x w
k (12)
where α is a multi-index and the shorthand ∂ αx has the usual meaning. All the coefficients
aαk(x, t) have weight µ.
Note that in (12), w commutes with ∂ αx , but not with the coefficients aαk(x, t).
It will be helpful to recall the behavior of partial derivatives under a change of local
coordinates. If on Mˆ , xa = xa(x′) and t = t′ J−1, where J = |Dx′/Dx|, then
∂
∂xa
=
∂xa
′
∂xa
∂
∂xa′
+ t′ J−1∂aJ
∂
∂t′
,
∂
∂t
= J
∂
∂t′
.
By re-writing these in terms of t∂/∂t and t′∂/∂t′, we obtain finally
∂
∂xa
=
∂xa
′
∂xa
∂
∂xa′
+ (∂a ln J) t
′ ∂
∂t′
, (13)
t
∂
∂t
= t′
∂
∂t′
≡ w . (14)
We see once again the invariance of the operator w and we also observe that the par-
tial derivative ∂a = ∂/∂x
a has an additional term in the transformation law, which is
proportional to w.
2.10. Operators on F(M) and operator pencils. Adjoint operator. When a dif-
ferential operator L of weight µ on the algebra F(M),
L : F(M)→ F(M) , (15)
is restricted to the subspaces Fλ(M), with varying λ, it translates into a one-parameter
family of differential operators on M or an ‘operator pencil’
Lλ : Fλ(M)→ Fλ+µ(M) . (16)
The operator w becomes λ upon restriction on Fλ(M). Note also the transformation
law
∂a = ∂ax
a′ ∂a′ + λ ∂a ln J (17)
on Fλ, as follows from (13).
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Example 1. Operators of order 6 1 on F(M) correspond to linear pencils:
Lλ = |Dx|
µ
(
Aa(x) ∂a +B(x) + λC(x)
)
= L(0) + λL(1) . (18)
Here L(0) = |Dx|µ
(
Aa(x) ∂a+B(x)
)
, obtained by setting λ = 0, makes sense as a usual dif-
ferential operator of order 6 1 sending functions to µ-densities. (The part |Dx|µAa(x) ∂a
is a vector density of weight µ and the part |Dx|µB(x) is a scalar density.) In contrast
with that, the coefficient L(1) does not have an independent meaning and its transforma-
tion law involves Aa. (One can see that in new coordinates C ′ = J−µ(C + Aa∂a ln J), by
using (17).)
Example 2. Operators of order 6 2 on F(M) correspond to quadratic pencils:
Lλ = L
(0) + λL(1) + λ2L(2) , (19)
where L(0) is an operator of order 6 2 in the ordinary sense, L(1) contains only the first
derivatives in xa, and L(2) does not contain differentiation in xa. Like the above, L(0)
can be seen as a differential operator of order 6 2 on M acting from functions to µ-
densities, while the operator coefficients L(1) and L(2) are coordinate-dependent and their
transformation law involves L(0).
Due to the existence of the canonical scalar product on F(M), it makes sense to speak
about the adjoint operator L∗ for an operator L : F(M) → F(M). For example,
w∗ = 1−w. (We shall use this later on.)
3. Derivations of the algebra F(M) and their classification
3.1. General form of a vector field on Mˆ . From now on without further indication
we shall consider only graded geometric objects on the graded manifold Mˆ : either homo-
geneous in the sense of weight or finite sums of homogeneous objects. We shall use the
letter w for the weight of a homogeneous object, viz., w(ψ) = λ if ψ ∈ Fλ(M).
Recall that we have introduced the vector field w = t∂/∂t, which has the same form in
all coordinates systems xa, t. We have w(w) = 0 and wψ = w(ψ)ψ for a homogeneous
density ψ.
A arbitrary vector field X on Mˆ (= a derivation of F(M)) has the following general
form in local coordinates:
X = Xa(x, t)
∂
∂xa
+X0(x, t)w . (20)
We have w(X) = w(Xa) = w(X0).
We use boldface to distinguish vector fields on Mˆ from vector fields on the original
manifold M (which we denote with the usual font).
Example 3. Consider a vector field X on M . It generates transformations of all geo-
metric objects onM including densities. Since the multiplication of densities is preserved
by diffeomorphisms of M , the corresponding infinitesimal generator, which is the Lie de-
rivative LX , is a derivation of the algebra F(M). Equivalently, the Lie derivative LX is a
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vector field on Mˆ . If X = Xa(x) ∂
∂xa
, we have
LX = X
a(x)
∂
∂xa
+ ∂aX
a(−1)a˜(X˜+1)w . (21)
Note that w(LX) = 0 .
We shall shortly introduce a large class of vector fields on Mˆ generalizing the Lie
derivatives LX .
3.2. Canonical divergence. Due to the existence of the invariant scalar product on
F(M) (or the invariant volume element |D(x, t)|t−2 on Mˆ), there is a canonical divergence
operator div on Vect(Mˆ) ,
div : Vect(Mˆ)→ F(M) . (22)
There are two equivalent ways of defining the operation div. One is in an algebraic fashion.
(This is how we introduced it in [16].) The other is by a standard differential-geometric
formula.We shall describe both approaches and show that they give the same.
Let us recall some general facts.
From an algebraic viewpoint, an abstract ‘divergence’ or ‘divergence operator’ for
a commutative (super)algebra A (see Koszul [21] and Kosmann-Schwarzbach & Mon-
terde [20]) is an even linear mapping δ : DerA→ A satisfying
δ(aX) = a δ(X) + (−1)a˜X˜X(a) ,
where a ∈ A, X ∈ DerA. Such divergence operators are in one-to-one correspondence
with covariant derivatives (Koszul connections) on the module of volume forms for A.
The formula linking the two notions is
δ(X) = −∇X + LX , (23)
where at the l.h.s., δ(X) ∈ A is a divergence of X ∈ DerA and at the r.h.s., ∇X and LX
are a covariant derivative and the Lie derivative along X , respectively.
Indeed, ignoring difficulties related with possible infinite-dimensionality, we may treat a vol-
ume form ξ for A as an element of the dual space, which we denote A′. An element X ∈ DerA
defines the Lie derivative LX on A
′ by the formula 〈LXξ, a〉 = −〈ξ,X(a)〉(−1)
ξ˜a˜. From here
one can see that on volume forms the Lie derivative satisfies
LX(aξ) = X(a)ξ + (−1)
X˜a˜aLXξ ,
as it should, and also an additional identity
LaX(ξ) = (−1)
a˜X˜LX(aξ) = aLXξ + (−1)
a˜X˜X(a)ξ .
Suppose ∇ is a connection on the A-module A′ defined by the usual axioms for ∇X . Then the
differential operator δ(X) := −∇X + LX on A
′ satisfies
δ(X)(aξ) = (−1)X˜a˜a δ(X)(ξ) , and
δ(aX)(ξ) = a δ(X)(ξ) + (−1)a˜X˜X(a)ξ .
Hence it is an operator of order zero and if we could show that it is the operator of multiplication
by an element of A, which we may also denote δ(X), this will define a divergence DerA→ A. An
operator T of order zero on A′ defines the dual operator T ′ acting on A′′, which is also of order
zero; if A = A′′ and assuming that there is a unit 1 ∈ A, we may conclude that the dual operator
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and hence the original operator on A′ are operators of multiplication by an element aT ∈ A
defined from the identity 〈ξ, aT 〉 = 〈T (ξ), 1〉(−1)
T˜ ξ˜. In our particular case the identity takes
the form 〈ξ, δ(X)〉 = 〈−∇X(ξ), 1〉(−1)
X˜ ξ˜ (because L′X = −X kills 1). The difficulty is that this
identity may not define an element of A. However, if it does, this is the required mapping from
connections on A′ to divergence operators. The mapping in the opposite direction is obtained
by setting ∇X := LX − δ(X) on A
′ for a given divergence operator δ. Then the axioms of a
covariant derivative are immediately satisfied.
In a differential-geometric setup, when A = C∞(M) for a (super)manifold M , the
one-to-one correspondence between divergences on Vect(M) and connections in the line
bundle Vol(M) is expressed by the formulas:
δ(X) = (∂a + γa)X
a(−1)a˜(X˜+1) , (24)
for a divergence of vector fields, and
∇X
(
ρDx
)
= Xa(∂a − γa)ρDx , (25)
for a covariant derivative of volume forms, where the coefficients γa are the same
7.
Suppose now that the algebra A is endowed with an invariant scalar product. This
permits an identification of the vector spaces A′ and A as A-modules. The Lie derivative
LX becomes under this identification the negative of the adjoint operator w.r.t. the given
scalar product, LX = −X
∗. Now, as a covariant derivative ∇X one can take the standard
action of X ∈ DerA. In this way we arrive at the formula
δ(X) = −(X +X∗) (26)
used in [16]. One can check that in the differential-geometric setup, if a scalar product
on C∞(M) for a supermanifold M is defined as
(f, g) =
∫
M
|Dx| ρ(x) f(x)g(x) ,
for some volume element ρ = ρ(x)|Dx|, then the divergence defined by (26) is given by
the familiar expression δ(X) = divρX ,
divρX =
1
ρ
∂a(ρX
a)(−1)a˜(X˜+1) . (27)
(This is of course a special case of (24), with γa = ∂a ln ρ.)
Therefore the algebraic approach to divergence is equivalent to the usual differential-
geometric concept when both are applicable.
We shall apply these ideas to our graded manifold Mˆ and the algebra F(M) regarded
as the algebra of functions on Mˆ . The algebra F(M) possesses the canonical invariant
scalar product given by (3),(8),(9).
Definition 4 ([16]). The (canonical) divergence of a graded vector field X ∈ Vect Mˆ is
divX := −(X +X∗) , (28)
where X∗ is the adjoint of X regarded as a differential operator on the algebra F(M)
w.r.t. the canonical scalar product on F(M).
7Here−γa are the connection coefficients for a connection in Vol(M). In [16], we used the opposite sign
for γa. If Γ
c
ab
are the Christoffel symbols of a linear connection onM , one can choose γa = Γ
b
ab
(−1)b˜(a˜+1).
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(The r.h.s. of (28) is an operator of zeroth order, hence an element of F(M) .)
Let us calculate an explicit formula for the divergence. Suppose X ∈ Vect(Mˆ) in local
coordinates is given by (20). Calculating the adjoint operator, we arrive at
X∗ψ = −∂a(X
aψ)(−1)a˜(X˜+a˜) + (1−w)(X0ψ)
(recall that ∂∗a = −∂a and w
∗ = 1−w as already noted). Expanding this further gives
X∗ = −∂aX
a(−1)a˜(X˜+a˜) −Xa∂a + (1−w)(X
0)−X0w .
Therefore we have arrived at the following statement.
Proposition 1. The canonical divergence on vector fields on Mˆ (or derivations of F(M))
in local coordinates is given by the formula
divX = ∂aX
a(−1)a˜(X˜+1) + (w− 1)(X0) . (29)
Corollary 1. Suppose X ∈ Vect(Mˆ) has weight µ and in local coordinates
X = tµ
(
Xa(x) ∂a +X
0(x)w
)
. (30)
Then
divX = tµ
(
∂aX
a(−1)a˜(X˜+1) + (µ− 1)X0
)
. (31)
Remark 4. Since the scalar product on F(M) corresponds to an invariant volume ele-
ment on Mˆ , we should expect, from the general theory outlined above, that the ‘alge-
braic’ definition of divergence on Vect(Mˆ) as −(X +X∗) gives the same answer as the
‘differential-geometric’ definition based on |D(x, t)|t−2. That this is indeed true can be
verified directly: denoting temporarily the divergence of X w.r.t. the volume element
|D(x, t)|t−2 by div ′, we obtain
div ′X =
1
t−2
(
∂(t−2Xa(x, t))
∂xa
(−1)a˜(X˜+1) +
∂(t−2tX0(x, t))
∂t
)
=
∂aX
a(−1)a˜(X˜+1) + t2
∂
∂t
(t−1X0) = ∂aX
a(−1)a˜(X˜+1) + t2
(
−t−2X0 + t−1
∂X0
∂t
)
=
∂aX
a(−1)a˜(X˜+1) +
(
−X0 + t
∂X0
∂t
)
= ∂aX
a(−1)a˜(X˜+1) + (w − 1) (X0) ,
which coincides with (29).
Example 4. Consider a vector field on Mˆ of the form X = LX , where X ∈ Vect(M).
By (21), we have
X = Xa(x) ∂a + ∂aX
a(−1)(X˜+1)a˜w ,
so X0 = ∂aX
a(−1)(X˜+1)a˜ . Substituting that into (30), with µ = 0, we arrive at
divLX = ∂aX
a(−1)a˜(X˜+1) −X0 = ∂aX
a(−1)a˜(X˜+1) − ∂aX
a(−1)(X˜+1)a˜ = 0 .
We see that for the Lie derivative LX along an arbitrary vector field X ∈ Vect(X) on
M , the canonical divergence divLX automatically vanishes. This is an expression of the
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invariance of the scalar product on F(M) and the volume element |D(x, t)|t−2 on Mˆ under
the diffeomorphisms of M .
Example 5. Consider a ‘vertical’ vector field X = X0(x, t)w. (Note that here the
coefficient X0 is invariant under changes of coordinates.) Then divX = (w−1)(X0) . In
particular, if w(X) = µ, so that X = tµX0(x)w, we obtain divX = (µ− 1)tµX0(x) and
thus tµX0(x) = 1
µ−1
divX for µ 6= 1.
3.3. Classification of derivations of F(M). Using the notion of canonical divergence
we are able to classify all derivations of F(M) or vector fields on Mˆ , except for weight
µ = 1.
First we consider the derivations of F(M) with vanishing divergence. They allow the
following complete description.
Theorem 1. Every divergence-free vector field X ∈ Vect(Mˆ) of weight µ 6= 1 is uniquely
defined by its restriction on the subalgebra C∞(M) ⊂ F(M), which can be an arbitrary
vector density X ∈ Vect(M,Fµ) of weight µ. In local coordinates, X = |Dx|
µXa(x)∂a and
X = tµ
(
Xa(x) ∂a − (µ− 1)
−1 ∂aX
a(−1)a˜(X˜+1)w
)
. (32)
Proof. Indeed, consider a vector field X of weight µ on Mˆ . In local coordinates,
X = tµ
(
Xa(x) ∂a +X
0(x)w
)
.
Assume that divX = 0. By formula (31), this is equivalent to the equation
∂aX
a(−1)a˜(X˜+1) + (µ− 1)X0 = 0 .
If µ 6= 1, this can be uniquely solved for X0. We arrive at
X0 = −(µ− 1)−1 ∂aX
a(−1)a˜(X˜+1) ,
and X is given by (32) (up to a change of notation 8). Note that the components Xa can
be arbitrary. 
Therefore, for weight 6= 1, there is a one-to-one correspondence between the divergence-
free vector fields X on Mˆ and arbitrary vector densities X of the same weight on M .
For an ordinary vector field X ∈ Vect(M) (where µ = 0), the corresponding divergence-
free vector field on Mˆ coincides with the Lie derivative X = LX .
This motivates the following definition: for a vector density X ∈ Vect(M,F) of arbitrary
weight µ 6= 1, we call the corresponding divergence-free vector field X on Mˆ defined by
equation (32), the generalized Lie derivative w.r.t. X and denote it LX.
Now consider derivations of F(M) that are not necessarily divergence-free.
Let us return to Example 5. Vertical vector fields on Mˆ are a well-defined subspace of
Vect(Mˆ) and the operator
X 7→
(
(w − 1)−1 divX
)
w
is a projector on this subspace, defined when w− 1 is invertible, i.e., except for weight 1.
The kernel of this projector consists precisely of the divergence-free vector fields on Mˆ .
We can summarize this by the following statement.
8 It is traditional to use German letters for denoting tensor densities of various weights.
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Theorem 2. For arbitrary vector fields on Mˆ with weight µ 6= 1, there is a unique
decomposition into the sum of a divergence-free vector field and a vertical vector field,
X =X ′ +X ′′ , where
X ′ = Xa∂a − (w − 1)
−1
(
∂aX
a (−1)a˜(X˜+1)
)
w
is divergence-free (or a generalized Lie derivative) and
X ′′ =
(
(w − 1)−1 divX
)
w
is vertical. Here Xa = Xa(x, t). The decomposition makes sense when w−1 is invertible,
i.e., for X ∈
⊕
µ6=1Vectµ(Mˆ). 
We can explain this also as follows. Denote by Vertµ(Mˆ) the space of vertical vector
fields of weight µ on Mˆ (in local coordinates tµψ(x)w). There is a short exact sequence
0 −−−→ Vertµ(Mˆ)
i
−−−→ Vectµ(Mˆ)
p
−−−→ Vect(M,Fµ) −−−→ 0
where i : Vertµ(Mˆ)→ Vectµ(Mˆ) is the natural inclusion and p : Vectµ(Mˆ)→ Vect(M,Fµ)
is the natural projection sending a vector field X to its restriction onto the subalgebra
C∞(M). For µ 6= 1, this sequence splits and we have the direct sum decomposition
Vectµ(Mˆ) = Vertµ(Mˆ)⊕Vect(M,Fµ) .
The splitting is given by the maps Vect(M,Fµ) → Vectµ(Mˆ) sending X to LX and
Vectµ(Mˆ)→ Vertµ(Mˆ) sending X to
(
(µ− 1)−1 divX
)
w .
The case of weight µ = 1 is exceptional. For µ = 1, on vector densities on M there is a
canonical divergence div : Vect(M,F1)→ C
∞(M), divX = ∂aX
a(−1)a˜(X˜+1), and the canonical
divergence on Vect1(Mˆ) factors through the projection on Vect(M,F1), div = div ◦ p, so the
splitting breaks down and we have a “Jordan block” situation rather than a direct sum.
(Theorem 1 and Theorem 2 were obtained in [16].)
3.4. Corollary: the Lie bracket of vector densities. The commutator of two diver-
gence-free derivations of F(M) (or vector fields on Mˆ) is again divergence-free. Indeed,
such vector fields are exactly those whose flows preserve the volume element, and the
same holds for the flow generated by the commutator.
Alternatively, we may apply the following statement.
Proposition 2. The canonical divergence div on Vect(Mˆ) satisfies the identity
div[X,Y ] =X(divY )− (−1)X˜Y˜ Y (divX) . (33)
Remark 5. Such an identity holds for any abstract divergence defined by an invariant
scalar product and expresses its ‘flatness’. In general, there is an extra term (‘curvature’).
Proof. We use the definition of divergence on Vect(Mˆ) in the form divX = −X −X∗.
Following [16], we may extend this formula to arbitrary differential operators by setting
div∆ := −(∆− (−1)k∆∗)
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for an operator of order 6 k. The operation div so defined takes operators of order 6 k
to operators of order 6 k − 1. The following identity is obtained by a direct check:
div[∆1,∆2] = [div∆1,∆2] + [∆1, div∆2] + [div∆1, div∆2] .
Since functions commute, equation (33) for vector fields follows as a special case. 
Remark 6. As noted in [16], the operation div on differential operators satisfies div2 = 0
and thus defines a complex.
Denote the Lie superalgebra of divergence-free vector fields on Mˆ by SVect(Mˆ) =⊕
µ SVectµ(Mˆ). By Theorem 1, SVectµ(Mˆ)
∼= Vect(M,Fµ) , for µ 6= 1.
Hence, the commutator of vector fields on Mˆ induces the Lie bracket of vector densities
on M as follows. Given X ∈ Vect(M,Fµ) and Y ∈ Vect(M,Fν), where µ, ν 6= 1, take the
commutator of the corresponding generalized Lie derivatives LX and LY, and restrict it
back to M :
[X,Y] := [LX, LY]|C∞(M) .
This gives the following explicit formula. If X = |Dx|µXa(x)∂a andY = |Dx|
ν Ya(x)∂a ,
then
[X,Y] = |Dx|µ+ν
((
Xa∂a −
ν
µ− 1
∂aX
a(−1)a˜(X+1)
)
Yb
− (−1)X˜Y˜
(
Ya∂a −
µ
ν − 1
∂aY
a(−1)a˜(Y+1)
)
Xb
)
∂b . (34)
3.5. (Anti-)self-adjoint operators of the first and second order. For differential
operators L of order 6 k on the algebra F(M), it makes sense to study the condition
L∗ = ±L depending on the parity of the number k. (That is, divL = 0, for a formal
‘divergence on operators’ defined above.)
A first-order differential operator L on the algebra F(M) is anti-self-adjoint (L∗ = −L)
if and only if it is the generalized Lie derivative along a vector density: L = LX, for
X ∈ Vect(M,Fµ). To it there corresponds a pencil
Lλ = |Dx|
µ
(
Xa∂a −
λ
µ− 1
∂aX
a (−1)a˜(X˜+1)
)
.
In view of the definition of div, this is a re-statement of Theorem 1.
Remark 7. As we showed in [16], a second-order differential operator L on the alge-
bra F(M) which is self-adjoint (L∗ = +L) and normalized by the condition L1 = 0
corresponds to an operator pencil of the form
Lλ = |Dx|
µ1
2
(
Sab∂b∂a +
(
∂bS
ba(−1)b˜(ε+1) + (2λ+ µ− 1)γa
)
∂a+
λ ∂aγ
a(−1)a˜(ε+1) + λ(λ+ µ− 1) θ
)
.
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It is completely defined by the following geometric data: the principal symbol Sab, which
is a tensor density onM ; the subprincipal symbol γa, which has the geometric meaning of
an ‘upper connection’ on volume forms associated with Sab; and a so-called ‘Brans–Dicke
field’ θ . Here ε = L˜ .
4. Generalization to multivector fields
4.1. Recollection of multivector fields. For a (super)manifoldM , by A(M) we denote
the algebra of multivector fields 9 on M . Recall some basic facts concerning this algebra.
• A(M) = C∞(ΠT ∗M), where Π is the parity reversion functor. (We can take this
as the definition of A(M).) In local coordinates, a multivector field has the form
P = P (x, x∗), where x∗a transforms as ∂a and x˜
∗
a = a˜ + 1 (the ‘antimomentum’
conjugate to xa);
• On the algebra A(M) there is a canonical Schouten bracket (odd Poisson bracket);
• On the module of multivector densities A(M,Vol) there is a canonical odd Lapla-
cian
δ =
∂
∂xa
∂
∂x∗a
(or ‘divergence of multivector densities’) and δ2 = 0;
• For any choice of a volume element, allowing to identify A(M,Vol) with A(M) ,
the corresponding odd Laplacian on A(M) generates the Schouten bracket:
δ(PQ) = δP Q+ (−1)P˜P δQ+ (−1)P˜+1[P,Q]
and it is a derivation of the bracket:
δ[P,Q] = [δP,Q] + (−1)P˜+1[P, δQ] .
Details concerning these facts can be found, for example, in [32] and [15].
Remark 8. Different names for δ (‘divergence’ and ‘Laplacian’) should not cause con-
fusion. The operator δ on A(M,Vol) is called a ‘divergence’ because it extends the di-
vergence on vector densities Vect(M,Vol). On the other hand, it is an (odd) ‘Laplacian’
because it is a second-order differential operator from the viewpoint of ΠT ∗M .
Remark 9. For supermanifolds, the complex
(
A(M,Vol), δ
)
is known as the complex of (pseudo)-
integral forms and the notation Σ(M) for A(M,Vol) is employed. In the ordinary case, multi-
vector densities are isomorphic to differential forms and δ is just a ‘dual’ description of the de
Rham differential, but in the super case, there is no such isomorphism (differential and inte-
gral forms are different objects; they are particular instances of the ‘super de Rham complexes’
Ω∗|s(M), s = 0, . . . ,m, if M =Mn|m). For various aspects of that see, e.g., [29, 30, 31, 17].
4.2. Classification of multivector fields on Mˆ . We shall consider graded multivector
fields on the (super)manifold Mˆ for a given (super)manifold M and obtain their clas-
sification in the way similar to the above classification of vector fields. With an abuse
of language, we shall speak about ‘multivector fields’ on Mˆ and for the algebra F(M)
interchangeably. On Mˆ , we have A(Mˆ) = ⊕µAµ(Mˆ).
9In the super case, we consider, strictly speaking, ‘pseudo-multivector fields’.
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Let P ∈ A(Mˆ). In local coordinates, we may write P = P (x, t, x∗, t∗) as
P = P0(x, t, x
∗) + tt∗P1(x, t, x
∗) . (35)
Here the variables x∗a are the conjugate antimomenta for x
a and the variable t∗ is the
conjugate antimomentum for t. Note that t∗ is odd and w(t∗) = −1. Note also the
transformation laws
x∗a = ∂ax
a′x∗a′ + (∂a ln J) t
′t′∗ , (36)
tt∗ = t′t′∗ . (37)
(compare (13), (14)). Thus, setting t∗ = 0 to isolate P0 in (35) makes invariant sense.
On Mˆ , we have the canonical volume element |D(x, t)|t−2. Therefore on multivec-
tor fields A(Mˆ) there is the corresponding canonical odd Laplace operator (or canonical
divergence):
δ =
∂
∂xa
∂
∂x∗a
+ t2
∂
∂t
t−2
∂
∂t∗
. (38)
Hence, for P ∈ A(Mˆ) given in coordinates by (35), we obtain
δP =
(
∂
∂xa
∂
∂x∗a
+ t2
∂
∂t
t−2
∂
∂t∗
)(
P0(x, t, x
∗) + tt∗P1(x, t, x
∗)
)
=
δ0P0−tt
∗δ0P1+t
2 ∂
∂t
t−1P1 = δ0P0−P1+t
∂
∂t
P1−tt
∗δ0P1 = δ0P0−(1−w)(P1)−tt
∗δ0P1 ,
where we denoted δ0 =
∂
∂xa
∂
∂x∗
a
.
Suppose δP = 0. Then it is equivalent to the system:
δ0P0 − (1−w)P1 = 0 ,
δ0P1 = 0 .
Since δ20 = 0, the first equation implies (1−w)δ0P1 = 0. The equations can be immediately
solved if 1−w is invertible on P (that is, P does not include a term of weight 1), giving
P1 = (1−w)
−1δ0P0 ,
and we arrive at the following classification theorem (analogous to Theorem 2 for deriva-
tions).
Theorem 3 (A. Biggs, 2013). Every divergence-free multivector field on Mˆ on which
1−w is invertible has the form
P = P0 + tt
∗(1−w)−1δ0P0 ,
where δ0 =
∂
∂xa
∂
∂x∗
a
. It is completely defined by the first term P0 = P0(x, t, x
∗), which is a
multivector density on M . 
Therefore, for µ 6= 1,
Ker{δ : Aµ(Mˆ)→ Aµ(Mˆ)} ∼= A(M,Fµ) .
(The case µ = 1 is again exceptional. In this case, the operator δ0 is invariant on
A(M,Vol) and δP = 0 is equivalent to the two conditions: δ0P0 = 0 and δ0P1 = 0.)
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4.3. Useful corollaries. Application to Poisson brackets. Since the divergence
(corresponding to a choice of a volume element) is a derivation of the Schouten bracket
for any manifold, the divergence-free multivector fields are closed under the bracket 10. In
particular, this holds for the canonical divergence δ on Mˆ . We have a Lie superalgebra
SA(Mˆ) := Ker{δ : A(Mˆ)→ A(Mˆ)} =
⊕
µ
SAµ(Mˆ) .
(This is not a Poisson subalgebra of A(Mˆ), because the product of divergence-free multi-
vector fields need not be divergence-free; in fact, its divergence is up to sign the bracket.)
By Theorem 3, an odd Lie bracket is induced on multivector densities on M . Suppose
P ∈ A(M,Fµ), where µ 6= 1. To it corresponds the divergence-free multivector field Pˆ
on Mˆ ,
Pˆ = P + tt∗
1
1− µ
δ0P
(this is analogous to the definition of the ‘generalized Lie derivative’ for vector densities).
If Q ∈ A(M,Fν), where ν 6= 1, we have the induced odd bracket
[P,Q] := [Pˆ, Qˆ]|t∗=0 .
Explicitly,
[P,Q] = [P,Q]0 +
ν
1− µ
(−1)P˜+1δ0P ·Q−
µ
1− ν
P · δ0Q (39)
(by a direct check). At the r.h.s. we have denoted by [−,−]0 the Schouten bracket on M
applied to multivector densities, which can be done in particular coordinates; neither it
nor the operator δ0 have an intrinsic meaning, but the whole bracket [−,−] does.
We see, in particular, that if µ = ν = 0 in equation (39), the last two terms disappear
and the odd bracket induced from Mˆ coincides with the canonical Schouten bracket on
M . Hence multivector fields on M can be lifted to multivector fields on Mˆ by
Pˆ = P + tt∗ δ0P , (40)
where P ∈ A(M), and this lifting preserves the Schouten brackets.
Remark 10. If P = P (x, x∗) is a multivector field on M , one cannot extend it to Mˆ
“identically” by regarding the antimomentum variables x∗a, which are conjugate to x
a
on M , as the same conjugate variables on Mˆ . They transform differently (see (36) for
the transformation law on Mˆ) and such an “identical” lifting would have no invariant
meaning. The second term in (40) compensates for that.
Corollary 2. Every even Poisson structure on M extends canonically to an even Pois-
son bracket on the algebra of densities F(M). The same holds for homotopy Poisson
structures.
Example 6. Suppose P ∈ A(M),
P =
1
2
P ab(x)x∗bx
∗
a .
10Worth mentioning that the bracket of such fields is always δ-exact, [P,Q] = ± δ(PQ), so it induces
zero on δ-cohomology.
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Then Pˆ ∈ A(Mˆ) is given by
Pˆ =
1
2
P ab(x)x∗bx
∗
a + tt
∗∂aP
ab x∗b =
1
2
P ab(x)x∗bx
∗
a − t∂aP
ab x∗bt
∗ .
If P is a Poisson tensor, i.e., [P, P ] = 0, then Pˆ is also a Poisson tensor, and for the
‘lifted’ Poisson bracket on F(M) we obtain, by a direct check,
{xa, xb}Pˆ = {x
a, xb}P =(−1)
a˜P ab(x) , {t, xb}Pˆ = −t∂aP
ab(x) , {t, t}Pˆ = 0 .
(Recall {ψ,χ}Pˆ =
[
[ψ, Pˆ ],χ
]
. See [32] for general reference on even and odd brackets.)
(The statement of Corollary 2 was obtained by A. Biggs, which led him to Theorem 3,
see [3].)
5. Final remarks. Analogy with the Nijenhuis bracket
5.1. ‘Invariant operators on geometric quantities’. Such operators have been stud-
ied and classification theorems were obtained (see Kirillov [19]). In particular, there is a
complete classification of invariant binary operations on tensor densities, at least in the
case of ordinary manifolds (a theorem of P. Grozman, see [19, Theorem 5]). Therefore
one cannot expect to discover new unknown operations here. The principal interest of
the Lie brackets on vector or multivector densities introduced in the previous sections is
that they arise as consequences of Theorems 1 and 3. These theorems describe in terms of
the original (super)manifold the derivations or multivector fields for an algebra naturally
associated with it, the algebra of densities F(M). Such derivations or multivector fields
possess extra structures, the divergence operators div or δ, natural with respect to the
manifold M .
The situation here is very similar to the classical results due to Nijenhuis and we shall
briefly discuss this analogy.
5.2. Nijenhuis’s classification of derivations of Ω(M). Consider the algebra of forms 11
Ω(M) on a (super)manifold M . We may identify Ω(M) with the algebra of functions
C∞(ΠTM) on the antitangent bundle ΠTM . Derivations of Ω(M) can be identified with
the vector fields on the supermanifold ΠTM . As local coordinates on ΠTM we may take
xa, dxa (here dxa are regarded as commuting variables of parity opposite to that of xa).
The general form of a vector field X ∈ Vect(ΠTM) is
X = Xa0 (x, dx)
∂
∂xa
+Xa1 (x, dx)
∂
∂dxa
. (41)
In particular, one can write in this form the exterior differential,
d = dxa
∂
∂xa
,
the interior product iX with a vector field X on M , X = X
a(x)∂a,
iX = (−1)
X˜Xa(x)
∂
∂dxa
,
11In the super case, more precisely, we speak about pseudodifferential forms.
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and the Lie derivative LX w.r.t. such a vector field X ∈ Vect(M),
LX = X
a(x)
∂
∂xa
+ (−1)X˜dXa(x)
∂
∂dxa
.
(The last expression can be obtained directly from considering the infinitesimal shift on
ΠTM generated by X or from the formula LX = [d, iX ].)
Note that, in this language, d is a distinguished odd vector field on ΠTM , with the
property [d, d] = 2d2 = 0.
There is a classical statement:
Theorem 4 (Nijenhuis and Fro¨licher–Nijenhuis). Every derivation of Ω(M) (= vector
field on ΠTM) that commutes with d is completely defined by its restriction on the sub-
algebra C∞(M) ⊂ Ω(M), which is an element of Vect(M,Ω). Explicitly:
X = Xa(x, dx)
∂
∂xa
+ (−1)X˜dXa(x, dx)
∂
∂dxa
,
where X = Xa(x, dx)∂a ∈ Vect(M,Ω) .
Proof. Consider [d,X ] where X is given by (41). We obtain
[d,X ] = dXa0
∂
∂xa
+ dXa1
∂
∂dxa
− (−1)X˜Xa1
∂
∂xa
=
(
dXa0 − (−1)
X˜Xa1
) ∂
∂xa
+ dXa1
∂
∂dxa
,
hence [d,X ] = 0 is equivalent to the system dXa0 − (−1)
X˜Xa1 = 0 and dX
a
1 = 0, which reduces
to the single equation Xa1 = (−1)
X˜dXa0 with no restriction on X
a(x, dx). 
The derivations commuting with d are interpreted as ‘generalized Lie derivatives’. They
form a subalgebra in the Lie superalgebra of all vector fields on ΠTM . The commutator
of vector fields belonging to this subalgebra gives an isomorphic operation on the space
of vector-valued forms Vect(M,Ω). It is called the Nijenhuis bracket. Explicitly, for
X = Xa(x, dx)∂a) and X = Y
a(x, dx)∂a, their Nijenhuis bracket is
[X, Y ] = [LX , LY ]|C∞(M)
and
[X, Y ] =
((
Xa
∂
∂xa
+ (−1)X˜dXa
∂
∂dxa
)
Y b − (−1)X˜Y˜
(
Y a
∂
∂xa
+ (−1)Y˜ dY a
∂
∂dxa
)
Xb
)
∂b
We can see a clear analogy with Theorems 1 and 3, and the constructions of brackets
on Vect(M,F) and A(M,F) .
Remark 11 (History of bracket operations). Schouten defined a binary operation on
multivector fields in [27]. It has not been appreciated as a Lie-type bracket until Nijen-
huis [25] proved an analog of the Jacobi identity for it. This was a fundamental example
of what later became Lie superalgebras (another important example that arose about the
same time was the Whitehead bracket on homotopy groups). In the same paper, Nijen-
huis introduced his bracket for vector-valued forms (of form-valued vector fields). It was
elaborated in Fro¨licher–Nijenhuis [6]. Of course, they were not using the supermanifold
language. It should be noted that Nijenhuis was very close to the ideas of supermanifolds
and supergroups. In particular, Nijenhuis and Richardson (see [26] and subsequent pa-
pers), for the needs of algebraic deformation theory, introduced pairs (g, G0) consisting of
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a Lie superalgebra g = g0 ⊕ g1 and a Lie group G0 with the Lie algebra g0, which served
as an effective replacement of (not yet known at that time) Lie supergroups 12.
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