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ABSTRACT
ENABLING AUTOSCALING FOR IN-MEMORY STORAGE IN CLUSTER COMPUTING
FRAMEWORK
IoT enabled devices and observational instruments continuously generate voluminous data. A
large portion of these datasets are delivered with the associated geospatial locations. The increased
volumes of geospatial data, alongside the emerging geospatial services, pose computational chal-
lenges for large-scale geospatial analytics. We have designed and implemented STRETCH, an
in-memory distributed geospatial storage that preserves spatial proximity and enables proactive
autoscaling for frequently accessed data. STRETCH stores data with a delayed data dispersion
scheme that incrementally adds data nodes to the storage system. We have devised an autoscaling
feature that proactively repartitions data to alleviate computational hotspots before they occur. We
compared the performance of STRETCH with Apache Ignite and the results show that STRETCH
provides up to 3 times the throughput when the system encounters hotspots. STRETCH is built on
Apache Spark and Ignite and interacts with them at runtime.
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Advances in remote sensing and IoT technologies allow scientists and researchers to analyze
voluminous geospatial data to understand natural and social phenomena. This growth in geospatial
data has resulted in the steady increase in the needs for location-based services. For example, in
2018, 242 million users were accessing location-based services [1] on their mobile devices, which
was more than two-fold increase over 2013 [2].
To explore voluminous spatial data that is updated at high frequencies, two aspects need to
be considered: effective storage and adaptive computing capabilities. In-memory computing over
distributed clusters using commodity machines such as Apache Spark [3] is rapidly becoming
popular because of its speed, adaptability, and high analytical throughput. This is achieved using a
data model called resilient distributed datasets (RDDs) that are stored in memory while being used
for the computations instead of loading from the disk. It is tightly integrated with the job execution
engine that can optimize computation. Recently, there have been various efforts to enhance in-
memory computing capabilities. As for example, Alluxio [4, 5] is an in-memory storage system
that targets high throughput writes and reads over Spark without compromising fault tolerance.
Apache Ignite [6] provides in-memory storage and computing framework that is compatible with
the Spark computations. Similarly, Simba [7] extends the Spark SQL engine to support geospatial
dataset with advanced spatial operations.
Large-scale geospatial analytics pose interesting challenges for distributed in-memory analyt-
ics. First, the nature of spatial interaction in societal and natural phenomena increases the proba-
bility of involving spatially proximate data points with the targeted analytics task. We posit that
grouping data points that are geospatially proximate is a fundamental requirement in reducing
data movements within the cluster. Second, users’ interests are often focused within areas with
highlighted events such as national disasters (e.g. earthquakes or hurricanes) or events (e.g. elec-
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tions, Olympic Games). Within a shared data hosting environment, this may cause hotspots for
computations and data access.
Most existing approaches such as Alluxio and Ignite lack data dispersion schemes that have
spatial proximity and autoscaling features. Although there have been approaches such as Simba
and Magellan [8] that accounts for the geospatial proximity, they do not cope with unevenly dis-
tributed workloads. Indeed, there is a significant gap between the autoscaling mechanism pro-
vided by schedulers (that relies on the memory assigned for each executor) and computing with
in-memory data storage (stored in the main memory of worker nodes so that executors can share).
To address these aforementioned challenges, we have designed and developed STRETCH, an
adaptive auto-scalable in-memory distributed data storage based on storage and computing work-
loads. STRETCH is built on top of Apache Ignite. It disperses and indexes geospatial data while
preserving geospatial proximity to reduce the data movements within the cluster. It tracks resource
utilization and data access patterns to proactively scale data nodes before the scheduler scales up
the computing resources while preserving data locality.
1.1 Research Questions
Research questions that we explore in this study include the following:
• [RQ1] How can we provide a scalable in-memory data structure that can be shared by large
number of tasks and jobs?
Specifically, the data structure must interact with the analytics jobs and their sub-tasks while
striking a balance between effective memory utilization and reducing disk I/O (Chapter 3.1).
• [RQ2] How do we disperse voluminous data over computing cluster without causing exces-
sive data movements?
The data dispersion scheme must provide searchable environment to retrieve proximate data
points while reducing network I/O over the cluster (Chapter 3.1).
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• [RQ3] How can the in-memory data structure alleviate possible computing hotspots in the
cluster?
Unlike leveraging existing in-memory database, the data storage must be able to dynamically
adapt itself to hotspots during data accesses (Chapter 3.2).
1.2 Overview of Approach
STRETCH is an in-memory distributed data storage for geospatial analytics with adaptive au-
toscaling capability. The geospatial dataset is stored in a multi-tier distributed hash table [9] com-
prising the main memories of multiple subgroups of nodes. Each subgroup manages datasets
associated with a geospatial coverage to preserve the spatial proximity using geohash algorithm
[17]. STRETCH provides a data discovery interface for the scheduler to locate a corresponding
node for the computation. Once the dataset is loaded into STRETCH, the subsequent computations
are automatically hosted by the node that stores dataset in its memory.
We have designed and developed an autoscaling scheme that proactively enhances the storage
and computing capability of each sub-cluster to alleviate the memory and computation hotspots
caused by evolving geospatial area of interests. Each sub-cluster has a master that monitors system
utilization of its worker nodes in order to detect potential hotspots. Once the hotspot is identified,
the master identifies available node from within or other subgroups and employs them to scale out
the current hotspot node.
In this study, we propose a delayed data dispersion scheme to adapt the traditional Distributed
Hash Table (DHT) for more effective task/data migrations. In this scheme, the number of active
nodes that host data and computing is increased incrementally only when the workload exceeds the
computing and storage capacity of current active nodes. This allows STRETCH to identify idling




This research presents our approach for providing a dynamically adaptive in-memory data stor-
age that is tightly coupled with distributed computing cluster to perform a large number of analytics
computations for geospatial datasets effectively.
(1) We have designed an in-memory hierarchical DHT that is shared by jobs and their tasks.
This data structure allows jobs and tasks to query and re-use the previously loaded data points by
other tasks. We are particularly targeting geospatial datasets, and the data is dispersed based on
the geospatial proximity of the dataset.
(2) Computations are co-hosted over the STRETCH nodes and the system tracks the computing
requirements per node. For the nodes loaded with a high number of analytics jobs, STRETCH
provides an adaptive dispersion scheme that allows the jobs to temporarily utilize nodes that are
not the original hosts of the targeted data portion.
(3) Our methodology was implemented using the Apache Ignite distributed computing environ-
ment. STRETCH supports existing APIs to provide ease-of-use for the existing users. This includes
IgniteRDD API that can be used to co-host Spark cluster alongside STRETCH cluster and make use
of rich computing libraries that Spark provides.
1.4 Organization
The rest of the document is organized as follows. Chapter 2 describes related work in the
context. The first section of our methodology in Chapter 3 describes our delayed data partitioning
scheme while the second section describes our autoscaling feature. Chapter 4 go over system
architecture that extends our methodology. In Chapter 5, we go over experiments and evaluation




2.1 In-memory Cluster Computing Frameworks
Apache Spark [3] is a general-purpose, highly efficient large-scale data analytics engine with
rich sets of libraries for structured queries, machine learning, streaming analytics, etc. Spark
has evolved to become one of the most popular solutions in research and industry. It uses an
efficient in-memory fault tolerant data abstraction called Resilient Distributed Datasets (RDDs).
Each RDD is a distributed collection of elements partitioned across the nodes of the cluster that
can be operated on in parallel. While native Spark RDDs cannot be shared across Spark jobs or
applications, STRETCH provides a partitioned view of the distributed store such that it could be
used across different Spark jobs, workers, or applications.
Figure 2.1: Ignite’s Data Grid.
Similarly, another popular in-memory solution is Apache Ignite [6], which is a memory-centric
distributed database, caching, and processing platform. As depicted in the Figure 2.1, Ignite can be
considered a distributed partitioned hash map with every cluster node owning a portion of the over-
all data set. As is standard in any large-scale engines, Ignite supports collocation of computations
with data and minimizes data serialization within network and significantly improve performance
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and scalability. STRETCH is implemented on Ignite because of its lightweight indexing scheme and
highly available caching platform. STRETCH supports all the existing Ignite API of which Ignite’s
API to connect to Spark is of interest in our work. Ignite provides an implementation of the Spark
RDD which allows any data and state to be shared in memory as RDDs across Spark jobs. Igni-
teRDD provides a shared, mutable view of the data stored in Ignite’s hash table across different
Spark jobs, workers, or applications. IgniteRDD is implemented is as a view over a distributed
Ignite table. Ignite platform has its own library for basic spatial use-cases that allows querying and
indexing geometry data types such as points, lines, and polygons considering the spatial relation-
ship between these geometries. It uses MVR-Tree [10] for spatial indexing. However, STRETCH
has its own indexing scheme that is well coupled with geohash on which our whole system is built
on.
2.2 Scalable Geospatial Analytics
Figure 2.2: Geospark Overview.
With the advances in-memory distributed analytics engines and availability of cloud solutions,
there have been dramatic increase in large-scale data analysis. Computing systems like Hadoop
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[11] and Spark have revolutionized the big data domain. In this context, one of the most popular
categories of big data is geospatial. Therefore, there exist numerous systems that extend the above
mentioned data analytic systems for spatial use-cases. Some of the popular systems in this category
are Magellan, Simba, GeoSpark [12], GeoMesa [13], etc. all of which extend Spark. These systems
essentially indexes the Spark’s RDD to suite for spatial queries. The Figure 2.2 gives an overview
of one of the systems, namely Geospark, that extends the Spark’s core for running spatial queries.
Similarly, there are many systems that extend Hadoop core API to make it suitable for spatial
datasets. As evident, there have been extensive works on developing efficient indexing strategies
for spatial datasets such as in [14–16]. Also, there are various examples of uses of hash based index
such as geohash for effective spatio-temporal disk storage in earlier works such as Galileo [17].
Like Magellan and GeoMesa, STRETCH makes use of geohash to preserve geospatial proxim-
ity. Unlike any existing systems, however, STRETCH’s indexing scheme is dynamic and is resized
on-the-fly in response to hotspots prevalent in the domain of geospatial analytics.
Similarly, there have been several approaches to effective scientific data management [18–
22]; several of these involve effective leveraging metadata. Approaches to spatiotemporal data
management include Galileo with support for proximity queries [23, 24], ad hoc queries [25],
controlled dispersion and collocation [26]. Often how data is managed underpins the effectiveness
of analytic operations. The Hadoop Distributed File System supports interoperations with several
ecosystems such as Hadoop [11], Mahout [27], and Spark [3] among others. Other approaches to
analytic operations closely coupled with storage operations include support for ensemble methods
[28] and analytic queries [29, 30]. Another approach to cope with differences in the memory
hierarchy include approaches based on sketching [31, 32]. Analytic tasks may involve complex
scheduling decisions [33, 34].
2.3 Distributed Key-Value Store
The distributed key-value storage are very popular in many large-scale in-memory caching
and memory-centric solutions. They are very efficient, highly scalable, lightweight and easy to
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Figure 2.3: Partitioning scheme in Dynamo.
maintain. The core idea behind distributed key-value store is using hash function to uniformly
partitioning the keys among the nodes. Figure 2.3 shows the partitioning scheme in one of the
popular DHTs, namely Dynamo [35], which is extensively used in Amazon. Some of the very
popular systems such as Memcached [36], Ignite, etc. are effectively in-memory key-value store.
There have been extensive research in this domain [37–40]. The key-value systems have proven
very effective in scalable, petascale analytics.
Because of the above mentioned reasons, STRETCH is implemented as a DHT and leverages the
key-value philosophy coupled with effective resource management. This is also essential to support
STRETCH’s autoscaling feature as addition and/or removal of nodes in the cluster is seamless in a
DHT without causing much overhead and reshuffle.
2.4 Distributed Load Balancing
As the cloud solutions are becoming highly scalable, cost-effective and flexible, there has been
huge shift towards cloud-based infrastructure in recent time. However, heterogeneity of cloud
infrastructure and uneven workload culminates in ineffective use of cloud platform thus causing
performance degradation and cost-inefficiency. To that extent, there have been extensive works on
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addressing the workload imbalance and effective load balancing [41–44]. Caching solution such
as [44] repartitions hot partitions every 12 hours to uniformly distribute the workload. However,
for geospatial workloads where the skewness has a very short attention span as it is related to
natural and social phenomena that are constantly changing, such periodic reshuffling approach is
not effective to address load imbalance. There has been work on dynamic hotspot mitigation in
cloud storage [41]. This work is based on basic data read and write queries and addresses the issue
of heterogeneity of cloud cluster for load redistribution. Similarly, there are proprietary solutions
such as Databricks’ Optimized AutoScaling [45] which dynamically autoscale Spark jobs in the
cluster at runtime.
A point to note here is that there isn’t any existing solution that addresses load imbalance in the
domain of geospatial analytics dynamically in cloud platform. This is where STRETCH comes in.
It addresses both storage and computation hotspots which preserving geospatial proximity which




The topology of the STRETCH cluster is a DHT that includes multiple sub-clusters representing
geospatial areas. Each sub-cluster consists of a master node and one or more worker nodes. The
master node manages metadata and tracks the resource utilization of each worker node in the sub-
cluster. More detailed discussion about the system architecture is available in Chapter 4.
Applications can store and retrieve data using the STRETCH APIs. To store a data object, users
can use the put(K,V) in their client codebase. Based on the geospatial and temporal information
of the data object, the STRETCH API generates a Key that is a combination of the geohash of the
location and temporal information. To retrieve the data, applications should use the same Key to
return the matching Value.
3.1 Delayed Geospatial Data Partitioning (RQ1 and RQ2)
Figure 3.1: Hierarchical Spatial Bounding Boxes with Geohash.
Grouping stored data points with geospatial proximity is critical to reduce potential data move-
ment in the cluster. STRETCH partitions and disperses data using the geohash algorithm. It gen-
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erates a spatially-constrained hash space that identifies locations on Earth as Base 32 strings. As
a result, Geohash creates a hierarchy of spatial bounding boxes where the hashes sharing a par-
tial prefix represents similar spatial locations. In STRETCH, 12 characters geohash is used which
has the resolution of 3.7cm x 1.9cm rectangle at equator. As seen in Figure 3.1, geohashes 9xj1,
9xj3, 9xj7 and 9xj6 are all representing bounding boxes in Denver, Colorado. To support various
resolutions, the final hash value can select the length of a geohash prefix. Short prefixes specify
larger spatial regions and longer strings define smaller spatial regions. In our previous example,
the bounding boxes 9xj6 and 9xj7 are included within the larger bounding box 9xj.
Figure 3.2: STRETCH autoscaling sub-clusters.
STRETCH assigns unique geohash to each sub-cluster, which covers a relatively larger area.
However, the coverage for a single worker node is not determined when the STRETCH cluster is
initialized. Instead, it is dynamically adjusted depending on the workloads within the sub-cluster.
As depicted in the Figure 3.2, a sub-cluster contains a master node and worker nodes. In contrast
to other key-value storage systems, STRETCH incrementally involves nodes based on the level of
demand and resource utilization. We call this process delayed data partitioning.
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A node with excessive computing requirements or memory utilization will be considered a
resource hotspot. Initially, data is stored only in the master nodes until a master node identifies
itself as a resource hotspot. Finally, the master will incrementally involve worker nodes in its
sub-cluster. Since the STRETCH cluster will be co-hosted with a Spark cluster, we consider both
memory and CPU utilization based on jobs to identify hotspots.
Based on the distributions of workloads, the master nodes will determine how they will migrate
current data. To understand the distribution of workloads, the master nodes split their coverage to
32 sub-blocks represented by 32 possible geohash characters and also maintain a routing table to
track the frequency of data access per sub-block. We achieved this resolution by adding another
character to the geohash string. To consider only recent activities, we track access for last 10
minutes only. This value is configurable.
If a master node identifies a hotspot, it will recruit a worker node and migrate a group of
geospatially proximate sub-blocks. This splitting continues recursively until the hotspot is alle-
viated. However, we have noticed that some of hotspots are caused by very few sub-blocks and
the partitioning often results in just relocating hotspots. To address this highly skewed workload
distribution, master nodes examine if the workload distribution over the sub-blocks are satisfying
the 80-20 rule [46]. For instance, if less than 20% of sub-blocks are responsible for more than
80% of entire workloads in a given node, we consider that as highly skewed workload distribution.
To alleviate resource hotspots with highly skewed workload distributions, the master node will
recruit extra node(s) and create a replica of a highly popular sub-block. This is a typical strategy
in cache based systems and is called selective replication. The routing information will be updated
to include this replication information.
3.2 Autoscaling of a sub-cluster for the Area-of-Interests (RQ3)
Geospatially specific events or natural phenomena often create an area of interest, which causes
intensive data accesses and processing loads. We have designed and implemented an autoscaling
algorithm for sub-clusters to manage the area of interests effectively.
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Figure 3.3: Master-to-Master Communication Protocol.
If a master node involves all of the worker nodes and still cannot alleviate resource hotspots,
the master node will borrow nodes from other sub-clusters. In STRETCH, the master nodes mon-
itor the resource utilization of their worker nodes. Therefore, the exploration of available nodes
will be based on communications between master nodes. The protocol followed by masters for
communication is shown in Figure 3.3. Similarly, Figure 3.2 depicts the recruiting of a foreign
worker node for workload migration. The master node A with hotspot initiates communications
with other master nodes to identify candidates to recruit. Among the candidates, the master node
A will select a node (here, node k) and reports this selection to the original master node B. Once
the original master node completes update of the routing table, the worker node k will be listed as
a worker node of the A’s sub-cluster. The master node A then start to migrate the workload to node
k. In the meantime, the data stored in node k is still accessible by its primary master node B. The
information about the original sub-cluster is also maintained in the routing table. The process of
workload migration follows the same algorithm discussed in Chapter 3.1. This process continues
until the hotspots are alleviated. Once the workload of the sub-cluster is reduced, the recruited
nodes are returned to their respective sub-clusters. If there exist multiple nodes that are idle for a
long time, they are shutdown by first saving their data in disk. When these nodes are needed in the
13
cluster, they are started by loading their previous data stored in disk. This is how node shrinking
occurs in STRETCH. As an analogy, when a node is heated, hotspot alleviation procedure kicks in
and when a node is idling, it is cooled down.
The delayed data partitioning scheme reduces the complexity and overhead of workload mi-
grations. Incremental involvement of worker nodes prevents worker nodes from being occupied
with workloads unless needed. This prevents fragmentation of resources at nodes and reduces the
number of nodes to be contacted during migrations. In this way, STRETCH minimizes the overhead




Figure 4.1: STRETCH Architecture.
The overview of STRETCH architecture can be seen in Figure 4.1 In STRETCH, geohash based
multi-tiered indexing scheme is used to preserve the geospatial proximity of the data points and
is dynamically adjusted at runtime. Data is retrieved from the underlying storage only once when
accessed for the first time. STRETCH is implemented on top of Apache Ignite and thus allow users




There is a master per sub-cluster in STRETCH. Master monitors the system utilization among
its worker nodes. Each master has a set of local routing tables that it maintains for data indexing:
KeyToPartitionMap and PartitionToNodeMap. The functionality of these tables are
explained in detail in Chapter 4.2. Similarly, master orchestrates the autoscaling process within and
across sub-clusters. It is also responsible for initiating communication with other master nodes to
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identify available nodes and negotiate recruiting foreign nodes. Each master plays role as Cluster
Manager for its sub-cluster.
4.1.2 Worker
Each worker is associated with its master and reports its status periodically via heartbeat mes-
sage. Worker loads the data in its memory and run the computation on the residing data.
4.1.3 Client
Client acts as a gateway between users’ applications and the STRETCH cluster. Client as part
of a user application load data, fetch data, run spatial queries: polygon query (in our case). It also
has a global routing table for data indexing.
4.2 Dynamic Repartitioning for Autoscaling
Figure 4.2: Dynamic Indexes Update at Runtime.
The STRETCH’s three-tiered indexing scheme is the core concept that enable us to attain dy-
namic delayed repartitioning and autoscaling at runtime without causing any degradation in system
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performance. At the top of the hierarchy is KeyToSubClusterMap that resides on heap mem-
ory of STRETCH client. This routing table keeps track of data point’s primary sub-cluster and its
replicated sub-cluster, if any. This is a global index as it gives a rough estimate of data’s location in
the STRETCH cluster. The other two routing tables are local to sub-clusters, meaning each master
maintains its own pair of routing tables. KeyToPartitionMap designates key to a unique par-
tition. No key has multiple partitions’ residency, instead partitions are replicated to multiple nodes
to maintain multiple copies of data point. PartitionToNodeMap determines the partition to
actual worker node affinity.
4.2.1 Data Repartitioning
By implementing the multi-tiered indexing scheme, we decentralize index resizing and up-
date. As mentioned earlier, to address resource hotspots, nodes split their coverage to 32 sub-
blocks by adding another character to the geohash string in the key (key = geohash string +
temporal information). This means a partition splits into 32 new partitions. Master updates
its KeyToPartitionMap to trigger this change in its sub-cluster. A point to note here is
that although the partition is split into finer partitions, these new partitions still reside in the
same worker node. Neither has the key’s affinity to sub-cluster changed; only the key’s geo-
hash characters are increased. Thus, we do not require to update PartitionToNodeMap and
KeyToSubClusterMap, respectively. Only time the PartitionToNodeMap is updated is
when the partition’s node affinity changes or is increased to multiple nodes. Similarly, the global
index KeyToSubClusterMap is updated only when there is an inter-sub-cluster partition trans-
fer or replication.
In Figure 4.2, the steps 1-3 depicts the use-case where worker m becomes hotspot trig-
gering partitions movement to available node k. There could be two possible scenarios for
hotspot. Either, partition in node m is transferred to node k (due to resource hotspot) such
that the two local PartitionToNodeMaps are updated followed by updating global index,
17
KeyToSubClusterMap. Or, partition in hotspot node m is replicated to node k (due to workload
hotspot) such that only global index is updated.
The partition split is dynamic, and overhead is minimal as there is no network I/O. Existing
systems like SP-Cache repartitions hot files every 12 hours. Our system, on the other hand, dynam-
ically repartitions the popular partitions into 32 finer splits on the go with minimal overhead (less
than 1.5 seconds delay on average). Even though the delay could be significant for real-time ser-
vices, dynamic repartitioning in STRETCH is asynchronous operation that runs in the background
without compromising the services provided by the cluster.
4.2.2 Off-heap Buffer
The incremental autoscaling feature involves partitioning hot partitions and updating hash
indexes. As we are using minimum possible heap memory, the data stored in the segmented
partition is temporarily flushed in off-heap memory which we call Off-heap Buffer. After the
KeyToPartitionMap is updated, data in the buffer is flushed back to the storage. As the disk
I/O is completely avoided, partitioning has minimal overhead. As an example, partitioning a hot
partition of size 10GB takes less than 2.5 seconds.
4.3 Fault Tolerance
Each master is responsible for managing fault tolerance among its workers. Each worker peri-
odically pings its master. If the worker doesn’t send heartbeat message within a predefined interval,
the worker is assumed dead. The master then uses the metadata information of the dead node and
recover data partitions into its available worker. Primary partitions are loaded from the underlying
data source while replicated partitions are copied from primary worker(s). During the cluster setup,
each sub-cluster also starts a secondary master in a randomly selected worker node. A secondary
master periodically checkpoints master so that in case of master failure, it could take over. As
the resource utilization of a master is very low compared to that of a worker node, maintaining a





The experiments to compare STRETCH with Ignite were conducted on a cluster consisting of
110 nodes with a 8-core Intel(R) Xeon(R) CPU E5-2560v2 @ 2.10GHz processor, 16GB RAM
and 1TB disk. Each machine in the cluster are connected to a Gigabit Ethernet switch and runs
Fedora 28 (Server Edition) with Apache Ignite Core 2.7.0. Ignite cluster configuration: 100 Ignite
servers with 8GB off-heap memory and 1GB heap memory.
STRETCH cluster configuration: 100 worker nodes with 8GB off-heap memory and 1GB heap
memory; 10 master instances with 200MB heap memory and no off-heap memory. Remaining 10
nodes in both systems, were used to run clients to load data and submit polygon queries of different
sizes and frequencies.
The dataset we have used the perform spatial queries against is The North American Mesoscale
Forecast System (NAM) dataset for 2015, which contains atmospheric data collected several times
per day globally including features like surface temperature, relative humidity, snow and precipi-
tation. The total size of the dataset in-memory was 750GB.
Figure 5.1a and Figure 5.1b compares latency and throughput Ignite and STRETCH for polygon
queries that differ in their latitudinal and longitudinal coverage (spatial extent). In case of the
latency calculation, we have taken the average latency of 10 random polygon queries of same
size issued over the cluster, for each spatial extent group. In throughput calculation, we have
simultaneously issued 1000 same-sized random polygon queries, for each spatial extent group,
into random nodes of the cluster. The performance of STRETCH is comparatively similar to that
of Ignite when the query size is small. As the size of spatial extent group increases, performance
difference becomes fairly significant. Since Ignite also uses a geospatial indexing scheme (R-tree)
and it also preserves spatial proximity, evaluating queries for the smaller area does not show any
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significant difference. However, for the greater area (e.g. country), STRETCH outperforms Ignite
due to the effectiveness of hashing scheme.
(a) Latency
(b) Throughput
Figure 5.1: Performance measure w/o workload hotspot.
Figure 5.2a and Figure 5.2b compares execution time and throughput when there is workload
hotspot in the cluster. We simulate workload hotspot by submitting same polygon query (in this
case, query group: City) simultaneously using 10 client machines. Here, a node with more than
500 jobs waiting in its task queue is considered to be computing hotspot. The use of 500 jobs
is determined by empirical process (execution time of a query and size of thread pool). As we
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can see, STRETCH significantly outperforms Ignite as the number of queries increases. Although
Ignite provides collocation of computations with data API which is essential for performance in a
large-scale system, it does not have provision to handle workload hotspot thus causing a node to
overload with jobs. Ignite puts the jobs into its waiting queue and processes only a small number
of jobs concurrently which is defined by CPU cores of the node. In the experiment, when 100K
queries are submitted, Ignite processes 16 queries at a given time. On the other hand, STRETCH
has advanced adaptive scheduling mechanism that mitigates the hotspot at runtime. The master
triggers replication of frequently accessed partitions when the number of jobs waiting in the queue
is more than a threshold. It replicates the hot partitions to available nodes thus, making use of the
idling resources.
Figure 5.3 shows that as the number of queries increases, the replication factor increases by
two-folds. For 100K queries the hot partition is replicated to 95 nodes out of 100 in the cluster. In
this experiment, STERTCH performed 3x better than Ignite.
5.2 Comparison against Ignite
Data Repartitioning
Data Repartitioning: Ignite supports partitioned cache where data is dispersed into partitions
based on its default hash-function. It does not, however, support re-partitioning. STRETCH, on the
other hand, supports dynamic re-partitioning.
Selective Replication
In Ignite, user can define the number of backup copies each partition will have statically during
cluster setup. Whereas, STRETCH support selective replication of most popular data partitions
dynamically at runtime saving resource by avoiding unnecessary backups of unused data.
Dynamic Indexing
Dynamic Indexing: Ignite has a static global routing table that indexes partitions to nodes in




Figure 5.2: Performance measure with workload hotspot.
Figure 5.3: Active Nodes Handling Hotspot.
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is topology change in the cluster triggered by a node addition, removal, failure, etc. STRETCH
has dynamic index mapping feature implemented using three-tier indexing strategy that facilitate
delayed partitioning and autoscaling capabilities.
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Chapter 6
Conclusions and Future Work
This study describes STRETCH, an in-memory distributed storage system, which alleviates
computation hotspots effectively for the large-scale geospatial analysis by: (1) using a delayed data
dispersion with geospatial proximity, (2) monitoring data accesses in real-time, and (3) proactively
repartitioning and migrating data. The geohash based data dispersion scheme preserves geospatial
proximity of the data points and provides flexible resolutions [RQ1, RQ2]. STRETCH’s autoscal-
ing feature involves worker nodes within the sub-cluster and foreign nodes from other sub-clusters
incrementally and this reduces the overhead for workload migrations [RQ1 and RQ3]. The work-
load migration scheme exploits distributional characteristics of the workload to cope with different
types of hotspots effectively. We have evaluated STRETCH and compared its performance with
Apache Ignite. The results showed that STRETCH performs similarly as Ignite when there are no
hotspots, and outperforms Ignite by up to 3 times with hotspots.
6.1 Future Work
As part of future work, cloud security is an essential component that could be added so as to
prevent unauthorized access to remote clients and other cluster members. Taking approach similar
to that in enterprise-grade Ignite version, security mechanism could be implemented. Transmitting
data between nodes over the network can be protected with SSL/TLS Encryption. If critical data
is stored in distributed memory, securing access is crucial. Thus, by using JAAS-based authentica-
tion, any node trying to join the cluster could be authenticated which prevents unauthorized access
to the cluster and cached data.
Similarly, the philosophy of autoscaling for hotspots alleviation while preserving geospatial
proximity with which this research work was conducted can be extended to non-geographic high
dimension data that has locality property. In such scenario, location-sensitive hashing [47] could
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replace the geohash based indexing applied in this work. Clustering algorithm such as k-means
could also be used to postulate locality among data and index based on its associated cluster group.
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