Machine algorithm are suitable for forecasting Data Streams with Concept Drifts. Nevertheless, data streams forecasting require high-performance implementations due to the high incoming samples rate. In this work, we proposed to tune-up three ensembles, which operates with the Online Sequential Extreme Learning Machine, using high-performance techniques. We reimplemented them in the C programming language with Intel MKL and MPI libraries. The Intel MKL provides functions that explore the multithread features in multicore CPUs, which expands the parallelism to multiprocessors architectures. The MPI allows us to parallelize tasks with distributed memory on several processes, which can be allocated within a single computational node, or spread over several nodes. In summary, our proposal consists of a two-level parallelization, where we allocated each ensemble model into an MPI process, and we parallelized the internal functions of each model in a set of threads through Intel MKL. Thus, the objective of this work is to verify if our proposals provide a significant improvement in execution time when compared to the respective conventional serial approaches. For the experiments, we used a synthetic and a real dataset. Experimental results showed that, in general, the high-performance ensembles improve the execution time, when compared with its serial version, performing up to 10-fold faster.
I. INTRODUCTION
In the data deluge we are facing nowadays, it is possible to extract several implicit information from datasets through Data Mining and Machine Learning algorithms. Such algorithms analyze the datasets searching for behavior patterns, new relationships, distinct classes, and predicting some future value, among others. Several knowledge areas already use data mining and machine learning algorithms, such as the banking system, to predict and prevent credit fraud, and in the financial market that uses them to forecast stock and asset prices [1] . Besides, several sectors related to the environment have used the data mining and machine learning tools, as in the predictions related to air quality [2] .
We can consider the datasets of the mentioned areas as Time Series when they correspond to a collection of values obtained periodically. Also, we view these datasets as Data Streams, since they are an ordered sequence of instances arriving at high throughput, i. e., a high number of instances per unit of time. Considering these characteristics, the systems that deal with data streams cannot handle many instances in main memory for an extended period [1] , or they may experience a memory overload. Due to this limitation, we need real-time processing to deal with data streams.
Data streams are dynamic by nature, i. e. the underlying data distributions of these streams tend to change over time. This phenomenon, known in the literature as Concept Drift, consists in changing the relationship between the input data and the target variable that someone would like to predict over time [3] . This dynamic nature may compromise the model performance when predicting new incoming samples. Online learning approaches can deal with concept drift scenarios, due to the capability to learn new data patterns over time. Therefore, online learning is suitable to data streams' predictions.
Liang et al. [4] proposed the Online Sequential Extreme Learning Machine (OS-ELM) algorithm to deal with sequential and online learning, updating the forecasting model according to the new instances' arrival. These characteristics make the OS-ELM able to handle concept drift implicitly [1] , making it suitable for the data streams processing. Besides, several ensembles in the literature can operate with OS-ELM models [2] , [5] - [7] . The ensembles of OS-ELM models tend to present improvements in stability and accuracy of the predictions. However, the use of ensembles also tends to increase execution time.
In this paper, we proposed to tune-up three ensembles, which operates with OS-ELM, using high-performance computing techniques, running in parallel in multicore CPUs and also in clusters with several computer nodes. Therefore, our goal is to verify if our proposals provide a significant improvement in execution time when compared to the respective conventional serial approaches. For the experiments, we considered the forecasting using a synthetic Hyperplane dataset [7] , which literature has used it as a benchmark for concept drift algorithms, and a real dataset with Particulate Matter (PM) concentrations in the air.
We organized the remainder of this paper as follows. Section II introduces the Extreme Learning Machines (ELM) and OS-ELM structures. Section III describes the works related to the improvement of OS-ELM performance and some en-sembles. Section IV discusses our proposals in detail. In turn, Section V describes the methodology adopted, including the dataset description, preprocessing steps, and the initial experimental setup. Finally, Section VI presents the experimental results and Section VII discusses directions for future works.
II. EXTREME LEARNING MACHINES
The Extreme Learning Machine is an efficient learning structure derived from a Single Layer Feedforward Network (SLFN) [8] . Using random weights between the input layer and the hidden layer, ELM is trained faster than conventional artificial neural networks, which need to adjust their weights to each layer change.
We will consider a training dataset
. . , T } where x t is the matrix of input data, and y t is the vector of target variables to be predicted. A standard ELM with L ≤ T hidden neurons and activation function g(x), which can approximate the T instances of D with zero error, is mathematically modeled through Eq. 1 [8] :
where
T is the vector of random weights that connect the r input nodes with the j-th hidden node, j = 1, . . . , L; β j = [β 1 , β 2 , . . . , β j ] is the vector of weights that connects j-th hidden node with the output nodes; b j is the bias of the j th hidden node; and a j · x t denotes the inner product of a j by x t .
Huang et al. [8] rewrote the previous T equations in a compact form, according to the equations 2, 3 and 4 as follows:
where Y is the output containing the target variables; H is the hidden layer output matrix of the neural network, where the j th column of H is the output of j-th hidden nodes in relation to inputs x 1 , x 2 , . . . , x T [8] ; and the t th line of H is the output vector of the hidden layer with respect to x t .
Since the ELM randomly assigns the input weights and biases, the linear solution of the β vector is the base of the output nodes from the training dataset [8] . When the number of training samples is greater than the hidden neurons, H is a nonsquare matrix. So we can determine the solution for β using the Least Squares Method according to Eq. 5:
where H † is the generalized Moore-Penrose inverse of H [2] . There are several ways of calculating the generalized Moore-Penrose inverse of a matrix such as the Orthogonal Projection Method and the Singular Value Decomposition (SVD), among others. In this work, we will consider the Orthogonal Projection Method, which the OS-ELM algorithm uses, as in Eq. 6.
where H T is the transposed matrix H and when H T H is nonsingular.
To obtain a more stable solution, avoiding a singular or badly scaled H T H, we added a ridge parameter ( 1 λ ) to the this diagonal, as [9] did. Thus, we can calculate β as in Eq. 7.
where I is an identity matrix with the same size of H.
A. Online Sequential Extreme Learning Machine
Liang et al. [4] proposed the Online Sequential Extreme Learning Machine (OS-ELM), which is a variant of the standard ELM. OS-ELM has the same standard ELM input parameters, plus the initial training set number N 0 and the block size for sequential learning phase N k . In the initial training stage, the OS-ELM uses a training set D 0 = (x t , y t )
N0
t=1 ⊂ D (with N 0 < T) to build the initial ELM model. In the sequential learning phase, the OS-ELM uses only the new instances, which arrive block by block, to update the ELM.
The OS-ELM startup step is similar to ELM. Eq. 8 determines the β 0 :
N0 is the output of D 0 and H 0 the initial hidden layer matrix obtained with D 0 . In order to make [4] . We can rewrite Eq. 8 as β 0 = M 0 H T 0 Y 0 , where M 0 is the initial covariance matrix, calculated according to Eq. 9:
In the sequential learning stage, when a new block arrives, the algorithm calculates the new vector of output weights β k+1 using concepts from the Recursive Least Squared (RLS) algorithm [4] , according to equations 10, 11, 12 and 13. Notice that the training ELM and OS-ELM uses several matrix operations, which can be very computationally intense depending on the number of hidden neurons and the block size of the online step. It worths remember that the data streams dynamics itself imposes a time restriction for the execution of the algorithm. Therefore, the focus in this paper is to improve the execution time.
III. RELATED WORKS
Several researchers have been dedicated to studying the acceleration of ELM algorithms, mainly focused on Graphics Processing Units (GPUs). In [10] , Van Heeswijk et al. proposed an approach that combines the parallelization of offline ELM in GPUs with an ensemble. That was developed in MATLAB using the culaGels and culaGesv functions from the CULA Tools library, to accelerate part of the ELMs in GPUs. They also used the MATLAB's parallel computing
Liang et al. [4] provide a detailed explanation of equations 12 and 13.
toolbox, which allows creating a set of "MATLAB workers" to split the ensemble models into multiple CPU cores. Each of the workers runs its thread and gets its dedicated GPU, which they used to accelerate the ELM. When using between 100 and 1,000 hidden neurons with the sigmoid function, the experiments showed that the proposed scheme provided acceleration of up to 3.3-fold over the typical implementation of a non-parallelized ensemble of ELMs [10] . The authors mentioned that the same scheme could run on multiple computer nodes using "MATLAB distributed computing toolbox", but they did not run experiments with this configuration.
Following the same reasoning, Krawczyk [9] proposed an approach that accelerates the OS-ELM algorithm through GPUs. The approach combines the use of OS-ELM with adaptive sliding windows and the acceleration matrix calculations in OS-ELM. The author did the experiments in the R environment with RMOA, using the cuBLAS library and the following input parameters: from 10 to 100 hidden neurons with the sigmoid activation function and a 2,500 instances block size. The results showed that the simple delegation of the matrix operations to the GPU reduced the execution time to almost 10-fold.
In [2] , the authors compared OS-ELM with offline approaches based on the original ELM when predicting inhalable Particulate Matter (PM 10 ) concentrations. Results showed not only that online sequential learning offers better accuracy in such scenarios, but also that ensembles of OS-ELMs improve the stability of the results. However, in general, the computational resources required by the ensembles increased as well.
Introduced by Soares and Araújo [6] , the Dynamic and Online Ensemble Regression (DOER) offers fast adaptability to online prediction in non-stationary environments. In experiments, DOER was compared to five online ensembles with synthetic and real datasets using OS-ELM as models. The results showed that DOER obtained better accuracy in most of the analyzed cases. Despite this, DOER ranged between the second and third worst execution times in all cases.
Based on the previous works, we can see that GPU acceleration of the OS-ELM showed promising results for the adopted parameters. Besides, some works show the OS-ELM is more accurate and stable when running in ensembles [2] , [6] . Therefore, in our work we decided to explore the parallelization of the OS-ELM in CPUs on the thread level with shared memory, wanting to verify if we can also obtain an acceleration of OS-ELM on conventional architecture. We also apply high-performance techniques to split the ensembles models into multiple CPU cores or computer nodes, on the process level with distributed memory, like the approaches used and mentioned by Van Heeswijk et al. [10] .
IV. IMPLEMENTED APPROACHES
This section describes the structure of the implemented approaches in more detail. Although there are already some ELM based implementations, and several libraries specific to neural networks, in most cases they are focused on MATLAB or Python. However, some studies show that compiled languages have been more efficient than interpreted languages in highperformance applications, like in [11] .
Therefore, we implemented the approaches in this work using the C programming language, with the Intel MKL library -one of the most consolidated high-performance libraries for matrix operations -and the MPI standard.
A. OS-ELM with Sliding Windows
To adapt our proposed implementations to data stream processing, we considered a dataset with an N 0 size chunk for the initial training, and the remaining instances simulate an online stream. We also add a mechanism which enables OS-ELM operates using a Sliding Window (SW) of fixed size m which is used to update the model on the online step. In this work, we restricted the OSELMsw to the cases of regression with the sigmoid activation function (g(x) =
). Using the Intel MKL, we can set a number of threads N th to parallelize the OS-ELMsw functions. We describe OSELMsw in Algorithm 1.
The Intel MKL enable us to perform the matrix operations using Basic Linear Algebra Subprograms (BLAS) and Linear Algebra PACKage (LAPACK) functions that explore the multithread features in multicore processors. We used the respective dgetrf() and dgetri() functions to calculate the initial covariance matrix M 0 (step 5 of Algorithm 1). Also, we used the respective dgesv() functions to find β 0 (step 6 of Algorithm 1), adding a ridge parameter 1 λ , according the Eq. 7, where λ = 50 , and is the machine precision for the float type. In the online phase, we used the corresponding Calculate the β 0 through Eq. 8;
Calculate H k+1 using D k+1 , according to Eq. 10;
10
Calculate the prediction of D k+1 with the previous founded β k ;
11
Obtain the real outputs Y k+1 = (y t )
Update the M k+1 through Eq. 12;
13
Update the β k+1 through Eq. 13;
Compute the execution time and stream accuracy; 16 end dgesv() functions to find the inverse matrix in the calculation of M k+1 (step 12 of Algorithm 1) instead dgetrf() and dgetri() in order to enhance the performance, as recommended by the libraries' documentations. We also used others BLAS and LAPACK functions, such as: dgemm(), daxpy(), dlarnv(), dcopy(), dlaset(), dger() etc.
B. Ensembles of OS-ELMsw
The "Ensemble of Online Sequential Extreme Learning Machine" (EOS-ELM) [5] is a static ensemble that consists of several OS-ELM models with the same parameters. The output of the EOS-ELM is the average of all OS-ELM models. Although it sounds unusual, an ensemble of neural networks using the same model is justified because the randomly generated input parameters make each OS-ELM a distinct model. Thus, the OS-ELM models that compose the ensemble may have different capacities to adapt to the new instances [5] . The Algorithm 2 summarizes EOS-ELM, where we consider OS-ELMsw as models.
The "Dynamic and On-line Ensemble Regression" (DOER) [6] is an incremental, sample-based, and dynamic ensemble, designed for changing environments. DOER offers dynamic adaptation of models' weights and inclusion or substitution of models. Algorithm 3 describes our version of DOER.
As we can see in Algorithm 3, we made some modifications to our approach called "Simplified C DOER" (SCDOER), as follows: adjustment to work also with blocks of samples; calculation of Mean Squared Error (MSE) for each model in a simplified way; consideration of window size equal to N 0 for initial training and the models inclusion or substitution. 
Obtain the output prediction of j using x t ; 11 end 12 Obtain the prediction of ε as:
Update the model f j using (x t , y t ); The "Ensemble of Online Learners with Substitution of Models" (EOS) [2] is an incremental ensemble which implements an updating scheme proposed initially by Street and Kim [12] , that ables the inclusion and substitution of models at a fixed rate. The EOS that we implemented works similar to our SCDOER, referenced on Algorithm 3, except for the following steps:
• Step 11 of Algorithm 3: EOS does not use the weighted average on predictions, it works such as EOS-ELM (step 12 of Algorithm 2); • Step 16 of Algorithm 3: not necessary; • Step 19 of Algorithm 3: in our implementation, EOS uses a fixed rate equals N 0 to include or substitute a model.
We reimplemented the ensembles mentioned above in two versions, one with MPI standard and another serial. MPI allows us to parallelize tasks with distributed memory on several processes, which can be allocated within a single computational node, or spread over several nodes. In summary, our proposal consists of a two-level parallelization, allocating each ensemble model into an MPI process, parallelizing the internal functions of each model in a set of threads.
With this concept, in the high-performance versions with MPI (hpEOS-ELM, hpEOS, and hpSCDOER) each model can perform its prediction without waiting for the others. In other words, we parallelized all the for loops that run through the Set lif e Nj = 0; MSE Nj = 0; w Nj = 1;
Slide the window
Obtain the output prediction of j using x t ;
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Set lif e j = lif e j + N k ;
end 11
Obtain the prediction of ε as:
Obtain the MSE j according lif e j and e j ;
16
Update the model f j using (x t , y t ); However, since they are online predictive ensembles, they need to be synchronized before receiving data from each block of instances. There is also a master-process to do some tasks that require inter-models communications. Tab. I shows, in cumulative form, the data transfers between the models and the master-process, and the respective master-process tasks. We also attempted to perform such data transfers by relying on collective MPI communication primitives, but this approach was slower than the traditional method of send and receive calls. Fig. 1 illustrates a general scheme demonstrating how the online core of high-performance ensembles works, considering the distribution of the models by MPI processes, the synchronizations, and the data transfers. 
V. EXPERIMENTS DESIGN
This section describes the methods and data employed to evaluate the performances of the approaches presented in Section IV. First, we explain the dataset used and the preprocessing steps. Later, we describe the approaches' setup.
A. The datasets and preprocessing steps
We adopted the synthetic Hyperplane dataset (HYP) [7] because its a well know benchmark for algorithms that deal data streams with concept drift. We use the Hyperplane generator, provided by Soares and Araújo [13] , to get a stream with 175,000 instances. A resumed description for this dataset can also found in [6] . In summary, Hyperplane dataset has four distinct concepts, where each concept holds T/4 samples. It has 10 input variables with on the interval [0, 1] and one output variable in the same interval. As this is a synthetic dataset, already adjusted for the algorithms, we did not need any preprocessing steps.
The real dataset used in the experiments contains time samples of PM 10 concentration collected sequentially from January 1, 1998, to November 23, 2017, from the Cubatão-Vila Parisi automatic station. The QUALAR system provides these concentrations measured in micrometers per cubic meter (μm/m 3 ) [14] . The dataset comprises 174,397 samples, displays zero as the minimum value, 1,470 μm/m 3 as the maximum value and 8,011 missing samples. To mitigate the effects of these missing samples, we fill in the most likely value using "Amelia II" [15] and linear interpolation.
In the PM 10 dataset, we performed an outliers analysis considering the maximum PM 10 values reported by CETESB for the Cubatão-Vila Parisi monitoring station, normalizing about 964 samples above 350 μm/m 3 . Next, we use the Hampel filter to detect and replace the remaining outliers. Subsequently, we normalized the data between [0, 1], as suggested by Huang [16] , by min-max normalization. In the end, we organized time samples such that we used the current sample and the last five instants of time,
B. Initial Configurations
We tested cases with 100 hidden neurons and with update blocks of 1 instance. For the initial training, we used the 5,000 oldest instances, and we simulated a data flow with the remaining instances. We set the α of SCDOERs as 0.04.
We run all tests in the 1000 Core Cluster from HPI Future SOC Lab, with 25 Quanta QSSC-S4R nodes. Each node has 4 CPUs Intel Xeon E7-4870 @ 2. 
VI. EXPERIMENTAL RESULTS
We repeated the experiments 20 trials and tested the performance considering the means and the standard deviations (SD). We evaluated the Root Mean Squared Error (RMSE) between the real and predicted outputs of the simulated data stream and also the Total Real Time (TRT) of execution.
Tab. II shows the average RMSEs and SD of the OS-ELMsw when varying the Sliding Window (SW) for each dataset. As the RMSEs did not show significant variations (higher than 10 −5 ) related to the number of threads, we presented the results obtained with a single thread. Based on Tab. II, we used the cases that presented the lowest RMSEs, SW=50 for Hyperplane dataset and SW=1 for PM 10 dataset, to verify TRT of execution with 1, 2, 4 and 8 threads.
Tab. III shows that OS-ELMsw performs faster with 4 threads for the Hyperplane dataset with SW=50. For the PM 10 dataset with SW=1, the faster execution occurred with one thread. This behavior is related to the complexity of several matrix operations at the online core of OS-ELMsw, which is directly related to the SW. For smaller SWs, the overhead time of threads communication in the online core (step 8 to 14 of the Algorithm 1) is greater than the execution time of the operations. We take the results from Tab. III as a base to assign 4 threads per model in all ensemble tests related to Hyperplane dataset, which will run with SW=50. For ensemble tests related to PM 10 dataset, we will assign a single thread per model, which will run with SW=1.
Tab. IV shows the RMSEs for the ensembles running with 2, 4 and 8 models. The results are restricted to the serial version because there are no significant variations (10 −5 ) between the serial and high-performance versions.
Although it is not the primary focus of this article, Tab. IV shows that the datasets presented different behavior depending on the number of models in the ensembles. Except for the EOS-ELM, in the Hyperplane dataset the RMSE presented small increases (10 −2 ) as we increase the number of models, while in the PM 10 dataset the RMSE presented small decreases (10 −4 ) as we increase the number of models. Because of this subtle variation of the RMSE concerning the number of models, we did not try to scale to more than 8 models, although we have sufficient computing resources to work with much larger numbers of models.
We can also observe in Tab. IV a significant decrease in the RMSE for the Hyperplane dataset in the EOS and SCDOER ensembles. Meanwhile, the decrease in the RMSE for the PM 10 dataset is quite discreet and is restricted to the EOS-ELM and EOS ensembles, increasing in the SCDOER ensemble. If we compare the data from Tab. IV with Tab. II Fig. 2 shows the high-performance versions speedups related to their serials. In versions with the suffix "nd", we allocated each MPI process on a distinct computing node. The other versions run within a single computing node.
Tab. V and Fig. 2 show that all high-performance versions ("hp" versions) presented improvements on TRT of execution in the cases related to Hyperplane dataset, performing up to 10-fold faster for the hpEOS-ELM with 8 models. This particular case draws attention because the maximum speedup expected would be 8. Since we executed the experiments in a shared cluster over several days, the variation of the cluster's workload can be one of the causes of this superlinear speedup.
For the PM 10 dataset, all high-performance versions that we spawned into different computing nodes ("nd" versions) were slower than their serial versions, except for the hpEOSnd with 8 models. These results occur due to the delay in communication over the 10 Gigabit network between computing nodes. In all cases, the "nd" versions were also slower than the respective "hp" versions that run in a single node.
In both datasets, the hpEOS-ELM presented the highest accelerations. This behavior is related to the dynamics of operation, to the tasks, and to the transfers related to the master process of each ensemble. The hpEOS-ELM is a static ensemble, i. e., it runs with the same all models in parallel from the beginning, and it is also the one that represents fewer tasks and data transfers to the master process. The hpEOS and hpSCDOER are incremental and dynamic ensembles, i. e., it starts running with one model and the others models are being added according to the rules of inclusion.
From Tab. V and Fig. 2 we can observe that hpSCDOER versions presented the lowest accelerations, specifically for the PM 10 dataset. We explain this behavior because the SCDOER presents the most significant number of tasks and transfers related to the master-process and because SCDOER replaces models more often than EOS. In the SCDOER, the inclusions and replacements are determined by the factor α, while EOS works with a fixed frequency. Each model inclusion or replacement takes longer than a simple update, making the other models' processes wait for the one being included or replaced, delaying the ensemble as a whole. VII. CONCLUSIONS The results showed that our high-performance ensembles perform better when compared with their corresponding serial version in most cases. In general, the hpEOS-ELM presented the highest accelerations because of their simplicity and to the fact that they run all models in parallel from the beginning, unlike hpEOS and hpSCDOER, which are incremental.
Regarding the multi-node approaches, it would be interesting to perform tests in environments with high-performance networks like RDMA/InfiniBand. For single-node approaches, someone could test them on common multicore CPUs.
In scenarios with higher incoming data rates, e. g., several samples per second, the performance gain of the approaches presented in this work may be crucial, depending on the time restriction imposed by the problem. Depending on the case, the approaches presented here may also run on low costs or embedded processors.
Based on the results obtained, we believe that the highperformance techniques presented in this work may also be suitable for other types of ensembles and online learning models. An interesting challenge would be the application in ensembles composed of models with adaptive sliding window.
