In the weighted set-cover problem we are given a set of elements E = {e 1 , e 2 , . . . , e n } and a collection F of subsets of E, where each S ∈F has a positive cost c S . The problem is to compute a sub-collection SOL such that S∈SOL S j = E and its cost S∈SOL c S is minimized. When |S| ≤ k ∀S ∈ F we obtain the weighted k-set cover problem. It is well known that the greedy algorithm is an H k -approximation algorithm for the weighted k set cover, where
Introduction
In the weighted set-cover problem we are given a set of elements E = {e 1 , e 2 , . . . , e n } and a collection F of subsets of E, where ∪ S∈F S = E and each S ∈ F has a positive cost c S . The goal is to compute a sub-collection SOL ⊆ F such that S∈SOL S = E and its cost S∈SOL c S is minimized. Such a sub-collection of subsets is called a cover.
When we consider instances of the weighted set-cover such that each S j has at most k elements (|S| ≤ k ∀S ∈ F), we obtain the weighted k-set cover problem. The unweighted set cover problem and the unweighted k-set cover problem are the special cases of the weighted set cover and of weighted k-set cover, respectively, where c S = 1 ∀S ∈ F.
It is well known (see [2] ) that a greedy algorithm is an H k -approximation algorithm for the weighted k-set cover, where
bound is tight even for the unweighted version of the problem (see, [10, 13] ). For unbounded values of k, Slavík [17] showed that the approximation ratio of the greedy algorithm for the unweighted set cover problem is ln n − ln ln n + Θ(1). Feige [5] proved that unless
N P ⊆ DT IM E(n polylog n
) the unweighted set cover problem cannot be approximated within a factor (1 − ) ln n, for any > 0. Raz and Safra [16] proved that if P = N P then for some constant c, the unweighted set cover problem cannot be approximated within a factor c log n.
This result shows that the greedy algorithm is an asymptotically best possible approximation algorithm for the weighted set cover problem (unless N P ⊆ DT IM E(n polylog n )). The unweighted k-set cover problem is known to be NP-complete [11] and MAX SNP-hard for all k ≥ 3 [3, 12, 14] . The hardness results obtained for the unweighted k-set cover problem do not exclude the possibility of obtaining a cH k -approximation algorithm for some constant c < 1 for constant values of k, however such positive results are unknown. Another algorithm for the weighted set cover problem by Hochbaum [9] has an approximation ratio that depends on the maximum number of subsets that contain any given item (the local-ratio algorithm of Bar-Yehuda and Even [1] has the same performance guarantee). See Paschos [15] for a survey on these results.
In spite of these bad news that hold also for the unweighted set cover, Goldschmidt, Hochbaum and Yu [7] modified the greedy algorithm for the unweighted set cover and showed that the resulting algorithm has a performance guarantee of H k − 1 6 . Halldórsson [8] presented an algorithm based on local search that has an approximation ratio of H k − 1 3 for the unweighted k-set cover, and a (1.4+ )-approximation algorithm for the unweighted 3-set cover.
Duh and Fürer [4] further improved this result and presented an (
)-approximation algorithm for the unweighted k-set cover.
This important progress in the approximability of the unweighted k-set cover does not help to approximate the weighted k-set cover problem within a factor better than H k . The question whether there are similar results for the weighted problems was left unanswered.
A first answer was given by Fujito and Okumura [6] who presented H k − 1 12 -approximation algorithm for the k-set cover problem where the cost of each subset is either 1 or 2. Their method is based on extending the algorithm of [7] for this case, but this approach does not extend further to the general case. In this paper we give the first positive answer for a general cost function by developing an approximation algorithm for the weighted k-set cover problem whose performance guarantee is bounded by
This bound is not tight, but it is sufficient to show that the greedy algorithm does not give the best possible performance guarantee for approximating the weighted set cover problem. Our method is based on a modification of the greedy algorithm that allows the algorithm to regret throughout its execution.
Paper overview: In Section 2 we review the greedy algorithm for the weighted minimum k-set cover problem, and its analysis. In Section 3 we present the greedy algorithm with withdrawals. We analyze its performance in Section 4. We conclude the paper in Section 5 by a short discussion on possible extensions and improvements of our results.
The greedy algorithm
In this section we review the greedy algorithm and the proof of its performance guarantee for the weighted k-set cover problem.
The greedy algorithm starts with an empty collection of subsets in the solution and no item is covered. Then, it iterates the following procedure until all items are covered:
Let w S be the number of uncovered items in S, and the current ratio of S is r S = c S w S . Let S * be a set such that r S * is minimized. The algorithm adds S * to the collection of subsets of the solution, it defines the items of S * as covered, and it assigns a price of r S * to all the items that are now covered but were uncovered prior to this iteration (i.e., the items that were first covered by S * ).
Chvátal [2] , extending previous results of Johnson [10] and Lovàsz [13] for the unweighted set cover, showed that this is an H k -approximation algorithm for the weighted k-set cover.
Chvátal's proof is the following: first note that the cost of the greedy solution equals the sum of prices assigned to the items. Second, consider a set S that belongs to an optimal solution OP T . Then, OP T pays c S for S. When the i-th item of S was covered by the greedy algorithm, the algorithm could choose S as a feasible solution with current ratio
(this is an upper bound on the current ratio because S has at least |S| − i + 1 uncovered elements at this point). Therefore, the price assigned to the this item is at most
. It follows that the total price assigned to the items of S is at most c S
≤ c S H k , and therefore, the approximation ratio of the greedy algorithm is at most
3 The greedy algorithm with withdrawals
In this section we present our modification of the greedy algorithm where in each iteration we are allowed to withdraw a subset S from the solution. However, if we decide to do so, we must pick new subsets that cover all the items that were covered by S (i.e., an item that is covered in some iteration remains covered in any future iteration). Such a withdrawal step allows the algorithm to overcome some choices that are essential in the known bad examples for the greedy algorithm. Incorporating the withdrawal steps we will prove an improved performance guarantee. The first step of the algorithm adds to F all the subsets of every given set S ∈ F. These subsets are given the same cost as S. If S ⊆ S 1 , S 2 where
It is clear that this addition does not change the value of a minimum cover and optimal solutions remain optimal. Moreover, given a solution to the new instance, it is easy to compute a feasible solution to the original instance with the same cost (by mapping each new subset to the original set that contains it). However, it will make the analysis of the algorithm easier, as reflected by Lemma 2. Formally, the algorithm is defined as follows:
Algorithm GAWW:
For every subset S ∈ F and every S ⊆ S, add S to F with cost c S = c S . If
. . , S n } be the resulting extended collection, and denote by c j the cost of S j .
Iteration:
(b) For every S j ∈ SOL and every sub-collection C ⊆ F of at most k subsets such .
(c) Let j * be an index such that r j * is minimized (in case of a tie we prefer a minimal subset), and letj,C be such that r(Sj,C) is minimized (again, in case of a tie we prefer minimal subsets).
, then add S j * to the solution and define the price of the newly covered items as r j * . Formally, do the following:
(e) Withdrawal step: Otherwise (i.e., r(Sj,C) < α k r j * 3 ), replace Sj by the subsets inC and define the price of the newly covered items as r(Sj,C). Formally, do the following:
i. For every e ∈ S∈C S ∩ U , let price(e) := r(Sj,C).
iii. SOL := (SOL \ {Sj}) ∪C.
Return SOL.
In each iteration the size of U decreases until U = ∅, and therefore the number of iterations throughout the algorithm is at most n. Since each iteration takes at most |F|+|F| k and because k is a constant, each iteration takes polynomial time. Therefore, the greedy algorithm with withdrawals is a polynomial time algorithm that returns a feasible solution.
Therefore, we establish the following lemma:
Lemma 1 The greedy algorithm with withdrawals is a polynomial time algorithm for every constant value of k.
In the next section we analyze its performance.
The analysis of algorithm GAWW
In this section we prove the main theorem of this paper, that for all constant values of k, GAWW guarantees a better approximation ratio than the greedy algorithm.
Lemma 2 We can assume w.l.o.g. that the sets in OP T are disjoint.
Proof: The claim follows from the initialization step of GAWW in which it adds to F for each subset S ∈ F with cost c S all the subsets of S, with the same cost c S .
Lemma 3 When analyzing the worst case performance of GAWW, we can assume w.l.o.g. that each set of OP T has exactly k elements.
Proof: Assume that OP T contains sets with less than k elements. We construct a new instance by extending E with a set of dummy elements. We extend each subset of OP T with less than k elements using some dummy elements to create a new subset with the same cost. We also add to F the set {e} for any dummy element e. All of these new singleton subsets have zero cost. GAWW will first choose a full cover of the dummy elements, and then continue like it acts on the original instance. However, the new instance has an optimal solution with disjoint k-sets.
Lemma 4 In each step of GAWW the sets in SOL are disjoint.
Proof: We prove the claim by induction. The claim clearly holds when SOL is empty. It is sufficient to prove that in each step GAWW adds subsets that are disjoint to the other subsets in SOL.
• Assume that the current step is a greedy step that adds a subset X. F contains all the subsets of X with costs of at most c X . Let X = X \ S∈SOL,S =X S. If X = X, then because X has at most the ratio of X, and GAWW prefers to use a minimal subset, we obtain a contradiction. Therefore, X is disjoint to all the prior subsets in SOL.
• Assume that the current step is a withdrawal step that withdraws a subset X and inserts C = {X 1 , X 2 , . . . , X l }. Let SOL be the family of subsets in the solution before the withdrawal step took place. Recall that for all i, F contains all the subsets of X i with a cost
then let C be as C but with X i replacing X i . Because the withdrawal step that withdraws X and inserts C has at most the same ratio as the withdrawal step that withdraws X and inserts C, and GAWW prefers to use minimal subsets, we obtain a contradiction. Therefore, every X i , i = 1, . . . , l is disjoint to all the other subsets in SOL and to X j j = i. 
Proof: Consider an instance of the problem, and assume that the claimed property does not hold. Then, we construct a new instance that satisfies the claimed property and with the same approximation ratio as the original instance. The new instance is composed of k copies of the original instance. We also add for each O ∈ OP T , k subsets each of them has exactly one element of O from each copy, and the k subsets cover the elements of the k copies of O. Then, the new instance has an optimal solution that contains all these added subsets (k subsets for each original subset in OP T ). GAWW applies a series of k copies of steps for each step in the original instance. Therefore, it never adds one of the new subsets but it adds only subsets that belong to a single copy of the original instance. The cost of the obtained solution is k times the cost of the resulting solution in the original instance. Therefore, the ratio in this new instance is the same as the old instance. However, the claimed property holds in the new instance.
Lemma 6 The cost of SOL is equal to e∈E price(e), the sum of prices assigned to the elements.
Proof: The claim clearly holds during initialization phase. Throughout an iteration we partition the increase in the cost of SOL among the new covered elements. The claim follows because the price of each element is set exactly once.
Lemma 7
Assume that X ∈ SOL in some step of GAWW, and that x 1 ∈ X is the last element of X that was covered by GAWW. Then, price(
Proof: We show a stronger claim: let x l , x l−1 , . . . , x 1 be the elements of X according to the order that GAWW covers the elements, then price(
Suppose that X entered SOL in a greedy step. Since GAWW prefers to use a minimal subset, we conclude that all the elements of X were covered for the first time by X, and all of them have the same price.
Suppose that X entered SOL in a withdrawal step that withdraws Y and inserts C = were given a common price. Then, using an inductive argument it is sufficient to show that
We now argue that r(Y, C), the ratio associated with the withdrawal step that withdraws Y and inserts C, is larger than the ratio at the step in which the algorithm inserted Y .
• Suppose that Y entered in a greedy step. Using Lemma 4,
The first and third inequalities follow from
which holds since Y was chosen instead of X i and both Y and X i were legal at the step in which GAWW inserts Y . The second inequality follows because the average is at least the minimum value.
• Suppose that Y entered SOL in a withdrawal step that withdraws a subset Z and To see this note that each element of Y ∩ Z is counted twice in S∈C∪C |S| (once in C and once in C ) and therefore zero times in total, each element of Z \ Y is counted once in C in S∈C∪C |S| and therefore zero times in total, and the other elements are counted exactly once. Therefore,
The inequality follows by the assumption r(Y, C) < r(Z, C ). We now argue that there is a legal withdrawal step (that is, one that inserts at most k subsets) that withdraws Z with a ratio of at most r(Z, C ∪ C \ {Y }). By Lemma 4, because |Z| ≤ k, there are at most k
Since GAWW could choose to add A greedily, r A > r(Z, C ) > r(Z, C ∪ C \ {Y }), and we conclude that r(Z, C ∪ C \ {Y, A}) < r(Z, C ). Repeating this argument we reach a legal withdrawal step (that inserts at most k subsets) with ratio that is better than r(Z, C ) and this is a contradiction.
We have shown that r(Y, C) ≥ r(Z, C ) where each of these the ratios is defined for the step that implemented the respective withdrawal. To complete the proof, we note that after Y is added to SOL and the withdrawal step that withdraws Y and inserts C becomes feasible, r(Y, C) may only increase because the number of uncovered elements of Y is nonincreasing. Thus, for every x ∈ X ∩ Y , price(x 1 ) = r (Y, C) > r(Y, C) = price(x), where r refers to the step that inserted X and r refers to the step that inserted Y .
We picture OP T as a matrix, where each column contains a subset S j ∈ OP T . By Lemma 2 each element appears exactly once in this matrix, and by Lemma 3 each column has exactly k elements. We sort the elements of S j according to the order they were covered by GAWW, so that the i-th element of S j that is covered by the greedy algorithm with withdrawals is in the i-th row of the matrix. We break ties arbitrarily. By Lemmas 2 and 3, this representation is well-defined.
For a set X ∈ SOL, denote by COL(X) the sub-matrix defined by the set of columns where the elements of X appear.
Given X ∈ SOL, the elements of X might have been covered during different steps of GAWW (if X entered SOL in a withdrawal step and X has previously uncovered elements). Given X ∈ SOL such that X is not contained in the last row of the matrix, we will show that the total price paid by the algorithm for all the elements in COL(X) is at most
Our proof distinguishes between a set X whose elements were covered in a single step and a set X whose elements were covered in at least two steps.
Lemma 8 If the elements of X were covered in at least two steps, then the total price paid by GAWW for the elements in COL(X) is at most (H
Proof: Assume that the element x 1 ∈ X was covered last among the elements of X (other elements of X might have been covered during the same step). Assume that the elements of X are in columns S 1 , S 2 , . . . , S l where X ∩ S i = {x i }, and x i is in row k − n i of its column.
(Recall that by Lemma 5, |X ∩ S i | ≤ 1.) Since x 1 was covered last among the elements of X, by Lemma 7 price(x 1 ) ≥ price(x i ) ∀i.
Since GAWW prefers minimal subsets, the step in which X was inserted to SOL, is a withdrawal step. When applying the withdrawal step that inserts X into SOL, GAWW could apply a greedy step that inserts S 1 with a ratio of
, and
where the second inequality holds because price(
price(x i ).
It follows that
For elements a ∈ S i \ X in the k − n a row, the price of a is bounded by price(a) ≤
where the last inequality holds because n i + 1 ≤ k.
Lemma 9 Assume that X is not contained in the last row. If the elements of X were covered in a single step, then the total price paid by the algorithm for all the elements in COL(X)
is at most
Proof: Assume that the elements of X are in columns S 1 , S 2 , . . . , S l where X ∩ S i = {x i }, and x i is in row k − n i of its column. By assumption, price(
for all i.
• Assume that price(
, it follows that
where the second inequality follows since |B| ≤ |X| ≤ k, the third inequality by the assumption on x 1 , and the last inequality follows because n 1 + 1 ≥ 1. We conclude that
• Assume that for every i price(
Recall that the elements of X were covered in a single step, and not all of them are in the last row. Therefore, there exists an element y ∈ COL(X) that was covered after X. Let y be the first element to be covered after X, and w.l.o.g. assume that y ∈ S 1 .
When GAWW inserted X, it could also choose S 1 with a ratio of
. Hence, by assumption, c i 1
The average cost of the copies in the resulting multi-set is at most c S ( 
Discussion
In this paper we addressed the weighted k-set cover problem, and introduced the first improvement over the greedy algorithm for any constant k. Although we are able to prove only a small improvement over the greedy algorithm, the worst example we found for k = 3 is with ratio of 5818 3640
, and the gap between these numbers is relatively large. Tightening this gap is left for future research.
In this paper we were mainly interested in proving an improvement over the greedy algorithm, and we did not try to optimize the constant and the exponent of the term k−1 8k 9 . We defined the greedy algorithm with withdrawals requiring that in each withdrawal step a single set in the current solution is withdrawn (and its elements must be covered by the new added subsets). We can generalize this algorithm and consider in each step the possibility of withdrawing at most l subsets from the current solution. This version of the algorithm is clearly polynomial for any constant l. It is natural to conjecture that the approximation ratio of the resulting algorithm is a decreasing function of l. In this paper we proved that l = 1 strictly improves the bound of l = 0 which corresponds to the greedy algorithm of Chvátal [2] .
We conclude this discussion by noting that the withdrawal operation was crucial to obtain better approximation ratio. We mean that allowing the greedy algorithm to insert p subsets at each step (where p is some constant), does not improve the approximation ratio of the algorithm. To see this note that we can take p copies of an original instance, and the new algorithm will have the same performance guarantee on the new instance as the greedy algorithm has on the original instance.
