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Abstract
We address the tactical fixed job scheduling problem with spread-time con-
straints. In such a problem, there are a fixed number of classes of machines
and a fixed number of groups of jobs. Jobs of the same group can only be
processed by machines of a given set of classes. All jobs have their fixed
start and end times. Each machine is associated with a cost according to its
machine class. Machines have spread-time constraints, with which each ma-
chine is only available for L consecutive time units from the start time of the
earliest job assigned to it. The objective is to minimize the total cost of the
machines used to process all the jobs. For this strongly NP-hard problem, we
develop a branch-and-price algorithm, which solves instances with up to 300
jobs, as compared with CPLEX, which cannot solve instances of 100 jobs.
We further investigate the influence of machine flexibility by computational
experiments. Our results show that limited machine flexibility is sufficient in
most situations.
Keywords: machine scheduling, spread-time constraint, flexible
manufacturing, branch and price, neighborhood search
1. Introduction
The basic fixed job scheduling (FJS) problem, also known as interval
scheduling problem or k-track assignment problem, was firstly described
To appear in Computers & Operations Research July 6, 2018
by Dantzig and Fulkerson [1]. In such a problem, there are a set J =
{J1, . . . , Jn} of n jobs and each job Jj (1 ≤ j ≤ n) requires processing with-
out interruption from a given start time rj to a given end time dj. Each
machine, while available all the time, can process at most one job at a time.
The objective is to determine the minimum number of identical machines
needed to process all the jobs. Gupta et al. [2] give an O(n logn) time exact
algorithm and they show that such a running time is the best possible.
In many production environments, jobs are classified into disjoint groups
and machines into different classes. A machine of a specific class can only
process jobs of some specific groups. In particular, a single-purpose machine
is inflexible and can only process jobs of a specific group. Added with these
constraints, the FJS problem becomes difficult. There are two main variants
of such a general FJS problem: operational and tactical.
In the operational FJS problem, a fixed number of identical machines are
given. One is to select a subset of jobs from J to process so as to maxi-
mize the total profit from processing these jobs, where a profit is generated
from processing a job. The problem has its roots on the capacity planning of
aircraft maintenance personnel for KLM Royal Dutch Airlines (Kroon et al.
[3], Kroon [4]), where each arriving plane requires one or more maintenance
jobs, each within a fixed time period, and each available engineer is licensed
to carry out jobs on at most two different aircraft types. Each maintenance
job has a priority index. The objective is to find an assignment of aircraft
to engineers so as to maximize the total priority index of all assigned main-
tenance jobs. Kroon et al. [3] provide an exact algorithm when there is
only one single machine class and two approximation algorithms when there
are multiple machine classes. Eliiyi and Azizoglu [5], Bekki and Azizoglu
[6], Eliiyi and Azizoglu [7], Solyali and Ozpeynirci [8], and Eliiyi and Az-
izoglu [9] study the problem with various job characteristics and machine
environments, such as spread-time constraints (see below for more details),
working-time constraints, machine-dependent job weights, uniform parallel
machines, etc.
The tactical FJS problem is a dual to its operational counterpart stated
above, in which one is to minimize the total cost of processing all jobs of
J , where usage of each machine incurs a cost. This problem arose from the
gate capacity planning at Amsterdam Schiphol Airport (Kroon et al. [10]).
Kroon et al. [10] modeled each incoming aircraft as a fixed job with given
start and end time, and modeled each gate as a machine. Gates could handle
aircraft only from a predetermined set of aircraft types. The problem is to
2
serve all incoming aircraft on time with minimum total number of gates.
If the number c of machine classes is fixed and c > 2, Kolen and Kroon
[11] prove that the problem is strongly NP-hard. On the other hand, if c
is not fixed, Kroon et al. [10] prove that the problem is strongly NP-hard
even if preemption is allowed. They also present an exact branch-and-bound
algorithm for solving the problem to optimality.
For a general overview of research in interval scheduling, we refer the
reader to Kovalyov et al. [12] and Kolen et al. [13].
In many practical applications of the FJS model, the spread-time con-
straints are also important, with which each machine is available only for L
consecutive time units from the start of the earliest job assigned to it. Such
constraints first appeared in the bus driver scheduling problem studied by
Martello and Toth [14]. Fischetti et al. [15] show that the basic FJS problem
with spread-time constraints is NP-hard and they develop an exact branch-
and-bound algorithm. For the same problem, Fischetti et al. [16] provide a
2-approximation algorithm that runs in O(n logn) time.
In this paper, we address the tactical (general) FJS problem with spread-
time constraints (TFJSS). To the best of our knowledge, this study is the first
to address the problem. Since the problem is strongly NP-hard, we provide a
branch-and-price algorithm, which solves to optimality randomly generated
instances with up to 300 jobs within one hour. Instances with 100 jobs are
well solved to optimality within 40 seconds. This is in contrast to the fact
that, on the standard ILP formulation of the problem, CPLEX cannot solve
instances with 100 jobs within one hour. With the same algorithm, we solve
the TFJSS problem with additional constraints.
Branch-and-price algorithms have been proved to be a successful tech-
nique in solving large mixed integer programs (Barnhart et al. [17]). In
recent years, many problems in diversified fields are solved with this kind of
approach. These problems include, for example, the p-median location prob-
lem (Senne et al. [18]), the batch processing machine scheduling problem
(Rafiee Parsa et al. [19]), and the surgical case sequencing problem (Car-
doen et al. [20]), etc. Given an optimization problem, the establishment of a
branch-and-price approach includes the designs of a pricing algorithm and a
branching strategy as well as an optimality proof. The efficiency of a branch-
and-price algorithm relies heavily on those designs. Our pricing algorithm
is based on a dynamic programming model, which is a familiar approach
in many branch-and-price algorithms. Our branching strategy is based on
precedence relations. Belie¨n and Demeulemeester [21] use the same branch-
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ing idea in solving the trainees scheduling problem in a hospital department.
Our computational experiments show that our design is efficient.
The paper is organized as follows. After providing two ILP formulations
for the TFJSS problem in Section 2, one standard and the other for column
generation purpose, we describe our branch-and-price algorithm in Section 3.
Computational results of the algorithm are provided in Section 4, in which we
test the computational effectiveness of our algorithm and, additionally, test
a theory on machine flexibility as stated in Jordan and Graves [22]. We draw
some conclusions in Section 5. In the appendix, we provide a neighborhood
search algorithm that can be embedded in our branch-and-price algorithm
to improve its efficiency in many cases.
2. Formulations
Denote by M i the set of machines of class i (1 ≤ i ≤ c) and by Cj
(1 ≤ j ≤ n) the set of machine classes containing machines that can process
job Jj. Let wi and J
i be, respectively, the cost of any machine of M i and
the set of jobs that can be processed by a machine of M i.
2.1. Basic formulation
Without loss of generality, we first re-index all jobs so that r1 ≤ r2 ≤
· · · ≤ rn. A pair of jobs Jj , Jk ∈ J
i with j < k are said to be compatible
with each other if they can be assigned together and processed by a single
machine of M i, i.e., rk ≥ dj and dk − rj ≤ L. For any Jj ∈ J
i (1 ≤ i ≤ c),
let
Aj = {Jk ∈ J
i : k > j and job Jk is not compatible with Jj}.
That is, Aj consists of all jobs having larger start times than rj that cannot
be assigned to a machine together with job Jj due to either overlapping
processing intervals or the spread-time constraint.
Define binary decision variable yik to represent whether or not machine
k ∈ M i is used, and binary decision variable xijk to denote whether or not
job Jj ∈ J
i is assigned to machine k ∈ M i. The TFJSS problem can be
formulated as an ILP as follows:
z0 = min
c∑
i=1
wi
∑
k∈M i
yik (1)
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subject to
xijk ≤ y
i
k, (Jj ∈ J
i, k ∈M i, i = 1, . . . , c) (2)
xijk + x
i
ℓk ≤ 1, (Jℓ ∈ Aj, Jj ∈ J
i, k ∈M i, i = 1, . . . , c) (3)∑
i∈Cj
∑
k∈M i
xijk = 1, (j = 1, . . . , n) (4)
xijk, y
i
k ∈ {0, 1}. (Jj ∈ J
i, k ∈M i, i = 1, . . . , c) (5)
The objective function (1) is to minimize the total cost of used machines.
Constraints (2) guarantee that machine k is used when job Jj is assigned to
that machine. Constraints (3) make sure that the jobs are compatible on any
used machine. Constraints (4) state that each job is processed exactly once.
Finally, (5) are the binary constraints on the assignment variables.
2.2. Formulation for column generation
Define a single-machine schedule as a string of jobs that are compatible
with each other. For any i = 1, . . . , c, let aijs be a binary constant that is
equal to 1 if and only if job Jj ∈ J
i is a job in single-machine schedule s. Ac-
cordingly, column ais = (a
i
1s, . . . , a
i
ns)
T represents the jobs in single-machine
schedule s that can be processed by a machine of M i. For convenience, in
what follows, we often refer a single-machine schedule also as a column.
Let Si be the set of all single-machine schedules of jobs in J i. We intro-
duce binary decision variables xis (s ∈ S
i and i = 1, . . . , c) such that xis = 1 if
and only if single-machine schedule s is used for processing the correspond-
ing jobs on a machine of M i. Therefore, our problem is to select a set of
single-machine schedules so that all jobs in J are processed exactly once
and the total machine cost is minimized. Consequently, the problem can be
formulated in a form of column generation as follows:
zI = min
c∑
i=1
∑
s∈Si
wix
i
s (6)
subject to
c∑
i=1
∑
s∈Si
aijsx
i
s ≥ 1, j = 1, . . . , n, (7)
xis ∈ {0, 1} s ∈ S
i, i = 1, . . . , c. (8)
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Constraints (7) ensure that each job is executed at least once. The reason
why we use inequality rather than equality is to constrain the dual space
and speed up the convergence. Note that the dual variables corresponding to
constraint (7) are nonnegative. The binary constraints (8) ensure machine
schedule s is selected once or not at all.
Since the number of columns involved in the above formulation can go
exponential large with increased n, we apply column generation method. To
this end, we relax the binary constraints on the variables to obtain the LP
relaxation of ILP (6)–(8). Denote by XL an optimal solution of the LP
relaxation and by zL the corresponding optimal objective value.
3. The solution process
The column generation method solves the LP relaxation problem in which
only a subset of the variables are available. An initial solution is generated
by a greedy algorithm presented in Section 3.1. New columns will be added,
which may decrease the solution value, if the optimal solution has not been
determined yet. These new columns are identified through a pricing algo-
rithm that solves an optimization problem at each iteration. We present the
pricing algorithm in Section 3.2. To ensure that an integer solution is found,
we apply a branch-and-price approach together with column generation. We
present the details of the whole algorithm in Section 3.3.
3.1. Selection for initial solution
Our solution process starts with the following algorithm, which selects an
initial solution.
Algorithm GR
Step 1. Re-index all jobs if necessary so that r1 ≤ r2 ≤ · · · ≤ rn. Let S = ∅
and j := 1.
Step 2. If j > n, then stop and output a feasible LP solution X that corre-
sponds to the set S of single-machine schedules (columns).
Step 3. Check whether there exists a single-machine schedule s ∈ S such
that job Jj can be appended to s to form a valid single-machine schedule
s′. (a) If yes, set S := S\{s} ∪ {s′}; (b) if no, let ℓ = min{i : i ∈ Cj}
and construct a new single-machine schedule sℓ, which consists of the
single job Jj, and set S := S ∪ {s
ℓ}; (c) in either case, set j := j + 1
and go to Step 2.
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3.2. The pricing algorithm for column generation
According to the duality theory, a solution to a minimization LP problem
is optimal if and only if the reduced cost of each variable is nonnegative. The
reduced cost P is of (relaxed) variable x
i
s is given by
P is = wi −
∑
Jj∈J i
λja
i
js,
where λ1, . . . , λn are the values of the dual variables corresponding to the
current LP solution. To test whether the current solution is optimal, we
determine if there exists a single-machine schedule s ∈ Si so that P is is
negative. To this end, we solve the pricing problem of finding the machine
schedule in Si with the minimum reduced cost for each i. Because wi is a
constant for any s ∈ Si, we essentially need to maximize
P˜ is :=
∑
Jj∈J i
λja
i
js. (9)
If the current value of P˜ is ≤ wi for each i, we have already found an optimal
solution for the LP relaxation problem. Otherwise, we use the following
pricing algorithm to search for new columns {ais} to maximize (9).
The pricing algorithm is based on dynamic programming (DP) and uses
a forward recursion that exploits the property that on each machine the jobs
are sequenced in order of increasing indices. Furthermore, since our DP-
based pricing algorithm will be combined with a branch-and-bound process
and hence used iteratively, it is constrained to generate columns of those
single-machine schedules in which each job Jj has a specified set J
+
j ⊆ J
of immediate successors, where an immediate successor of job Jj in a single-
machine schedule s is the job that is the first to be processed in s after
completion of job Jj. Denote job precedence constraints by
P =
n⋃
j=1
J +j . (10)
We refer the following DP-based algorithm as DP(P). For 1 ≤ j ≤ k ≤ n
and 1 ≤ i ≤ c, let
Fi(j, k) =
{
s ∈ Si : Jj, Jk ∈ J
i are the first and last job in s
}
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and
fi(j, k) =
{
maxs∈Fi(j,k) P˜
i
s , if Fi(j, k) 6= ∅
0, otherwise.
Then, after initialization fi(j, j) = λj for any Jj ∈ J
i (i = 1, . . . , c), the
recursion for k = j + 1, . . . , n and Jk ∈ J
i is as follows:
fi(j, k) =
{
0, if Jk ∈ Aj
maxℓ: j≤ℓ<k;Jk∈J+ℓ
fi(j, ℓ) + λk, if Jk /∈ Aj.
Let f ∗i = max1≤j≤k≤n fi(j, k) (i = 1, . . . , c).
If f ∗i ≤ wi for any i, then the current LP solution is optimal. Otherwise,
it is not and we need to introduce new columns to the problem. Candidates
are associated with those i for which f ∗i > wi. An important implementation
issue is to determine the number of columns to add to the LP after having
solved the pricing algorithm. The more columns we add per iteration, the
fewer LPs we need to solve, but the bigger the LPs become. An empiri-
cally good choice for our computational platform appears to be adding those
ten columns that correspond to those ten values of i for which f ∗i are most
positive. The pricing algorithm requires O(cn2) time and space.
We solve the LP problem after the addition of new columns and calculate
the new set of dual variables λ1, . . . , λn. Then repeat the DP-based pricing
algorithm to test the optimality of our new LP solution. Such iteration pro-
cess is repeated until we find an optimal LP solution to the original problem.
3.3. The branch-and-price algorithm
Recall that XL = {x˜
i
s : s ∈ S
i, i = 1, . . . , c} denote an optimal solution
of the LP relaxation problem of ILP (6)–(8). Throughout this subsection
until the formal description of the branch-and-price algorithm at the end, we
explain in detail how we deal with XL at the root node of our branching tree.
However, everything is applicable to the case where we are at any descendant
node with replacement of XL by an optimal solution to the corresponding
LP problem at that node and “optimality” adjusted with respect to the
corresponding sub-problem at the node.
If all the components {x˜is} of XL are integers, then we find an optimal
IP solution at the node. If not, we apply branch-and-price approach to close
the integrality gap. The simple branching strategy of fixing a variable at
either zero or one does not work in combination with column generation,
since even if we fix the variable at zero, a pricing algorithm may again make
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this variable positive. Therefore, we use a different branching strategy, which
is based on the notion of predecessors and successors.
For any given single-machine schedule s, all the jobs in s are processed
in a unique sequence of increasing start times. Therefore, any job in s has a
unique immediate predecessor and successor, where we define the immediate
predecessor (respectively, successor) of the first (respectively, last) job in s
as a dummy job J0 (respectively, Jn+1). For any optimal LP solution XL, let
Φ(XL) = {s : s ∈ S
i such that 0 < x˜is < 1 for some 1 ≤ i ≤ c}.
That is, Φ(XL) consists of those single-machine schedules (columns) corre-
sponding to fractional components of XL. Therefore, if XL is an integral
solution, then Φ(XL) = ∅. Denote
Jf(XL) = {Jj ∈ J : Jj is a job in s ∈ Φ(XL)},
and for any s ∈ Φ(XL) and any Jj ∈ Jf(XL),
Sj(XL) = {s : s contains job Jj},
I(s) = {i : 1 ≤ i ≤ c, s ∈ Si with 0 < x˜is < 1}.
In other words, jobs in Jf(XL) are those that are scheduled only fractionally
in XL (and hence not legitimately scheduled yet) on machines of classes
i ∈ I(s) with s ∈ Φ(XL), and Sj(XL) ⊆ Φ(XL) are those columns that
contain job Jj. Observe that, if a job is already in a column s corresponding to
an x˜is = 1, then this job can be removed from any column s
′ ∈ Φ(XL) without
compromising the optimality of XL. Therefore, without loss of generality,
unless Φ(XL) = ∅ we have
∑
s∈Sj(XL)
∑
i∈I(s)
xis ≥ 1 for any Jj ∈ Jf(XL). (11)
Our branching strategy is based on the following two lemmas concerning
predecessors and successors.
Lemma 1. If each job Jj ∈ Jf(XL) has the same immediate successor in
every s ∈ Sj(XL), then one can find an optimal LP solution X
∗
L in which
each job Jj ∈ Jf(X
∗
L) has the same immediate predecessor and successor in
every s ∈ Sj(X
∗
L).
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Proof. Let job Jℓ ∈ Jf(XL) has the largest index ℓ. Then Jℓ is the last job in
any s ∈ Sℓ(XL), i.e., with the same immediate successor Jn+1. Assume job Jℓ
has at least two different immediate predecessors in different s ∈ Sℓ(XL) and
job Jk 6= J0 is one of them. Since Jℓ is the unique immediate successor of Jk ∈
Jf(XL) according to the lemma condition, every single-machine schedule
s ∈ Φ(XL) that contains Jk must also include Jℓ. Since (11) holds when j
is replaced by k and Sk(XL) ⊆ Sℓ(XL), we can remove Jℓ from all single-
machine schedules s ∈ Sℓ(XL)\Sk(XL) to get a new optimal LP solution X
′
L
such that Φ(X ′L) ⊆ Φ(XL) and X
′
L also satisfies the lemma condition and,
additionally, job Jℓ ∈ Jf(X
′
L) has the same immediate predecessor for every
s ∈ Sℓ(X
′
L).
Now we repeat, if necessary, the process described in the above paragraph
with XL replaced by X
′
L, which will eventually lead us to a desired optimal
LP solution X∗L. 
Lemma 2. If each job Jj ∈ Jf(XL) has the same immediate predecessor
and successor in every s ∈ Sj(XL), then one can find a feasible, and hence
optimal, ILP solution.
Proof. According to the condition of the lemma, it is not difficult to see
that the set Sj(XL) contains only one single-machine schedule for any Jj ∈
Jf(XL), which implies that the job sets corresponding to different s ∈ Φ(XL)
are disjoint each other.
Consider any fixed s ∈ Φ(XL). According to (11), I(s) contains at least
2 elements due to a fractional value of xis for any i ∈ I(s). As a result, the
corresponding weights {wi : i ∈ I(s)} are all equal since otherwise the objec-
tive value could be decreased with a new feasible LP solution. Consequently,
by fixing any i ∈ I(s), replacing xis in XL with value 1 and x
i′
s with value 0
for any i′ ∈ I(s)\{i}, we obtain a new optimal LP solution in which all jobs
in s are scheduled non-fractionally.
We repeat the process described in the above paragraph for every s ∈
Φ(XL) to obtain the desirable optimal integral solution thanks to the dis-
jointness of the corresponding job sets as mentioned at the beginning of the
proof. 
According to Lemmas 1 and 2, uniqueness of immediate successors is a
guarantee for the existence of an optimal ILP solution in our search tree.
We said a job Jj ∈ Jf(XL) is separated in solution XL if it has more than
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one immediate successor in different s ∈ Sj(XL). We design our branch-and-
price tree such that at each node of the tree, we find a separated job with
lowest index, and then create descendant nodes in such a way that each of the
descendant nodes corresponds to a fixed immediate successor. Consequently,
the branching strategy eventually eliminates all separated jobs, which is a
sufficient condition for an integral solution. Such a partitioning strategy
allows us to use the same pricing algorithm DP(P) as presented in Section 3.2,
except that the precedence constraints P are updated along each path of the
search tree, gradually fixing the immediate successors.
In searching for the active nodes in our branch-and-price tree, we follow
a breadth-first search strategy, i.e., the unexplored neighbor nodes will be
searched first before going further to any descendant node. With this strat-
egy, which outperforms the depth-first strategy in our experiments, upper
and lower bounds at all the nodes of the same level can be obtained and thus
the node having the best lower bound can be searched first.
Branch-and-Price Algorithm
Step 0. Set the initial job precedence constraints in (10) as P with J +j =
J \{Jj} (j = 1, . . . , n).
Step 1. Move to the next unexplored node according to the breadth-first
rule if there is any unexplored node. Output the best integral solution
so far if all nodes have been considered.
Step 2. At the current node of the branching tree, obtain an initial feasible
solution X to the LP problem of the node with Algorithm GR. Starting
with X , solve the LP problem of the node by column generation. More
specifically, unless the reduced cost of each variable in X is already
nonnegative, in which case optimality of X is already achieved, we
obtain an optimal LP solution X˜L for the node by applying iteratively
pricing algorithm DP(P) to add more columns to the LP relaxation
problem and solve it again. The objective value of X˜L is used as the
initial lower bound if the node is the root of the branching tree. If this
value is not smaller than the current upper bound, then fathom the
node and go to Step 1
Step 3. If either X˜L is already integral or, after updating job precedence
constraints P according to the positive components of X˜L, there is
no separated job in Jf(X˜L), in which case the constructive proofs of
Lemmas 1 and 2 are applied, we find an optimal integral solution of the
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node. If the objective value of this integral solution is smaller than the
existing upper bound, we update the upper bound with the new value.
If the current lower bound is equal to the upper bound, the integral
solution is optimal to ILP (6)–(8) and we stop. Otherwise, fathom the
node and go to Step 1.
Step 4. Find the separate job Jj with the lowest index in the current LP
solution X˜L. Branch the current node into |J
+
j |+1 descendant nodes,
one for each immediate successor of job Jj corresponding to the current
fractional solution X˜L and one for all the other possibilities. At each
of the first |J +j | descendant nodes, job Jj is restricted to having a fixed
immediate successor from J +j , while at the last descendant node, job
Jj is restricted to having an immediate successor not from J
+
j .
Step 5. For each descendant node, update the overall precedence constraints
P by adding the newly imposed precedence constraint at the node. By
taking out from consideration those columns (single-machine schedules)
that violate P, we form the LP problem of the node. Go to Step 1.
4. Computational experiments
4.1. On computational effectiveness
In this experiment, we test the computational effectiveness of our branch-
and-price (B&P) algorithm. We use the same parameter settings as in Kroon
et al. [10] for easy comparison.
Number of jobs: n = 100, 200 and 300;
Number of job groups: we consider instances of g = 3, 4 and 5 job groups;
Number of machine classes: all possible machine classes, i.e., c = 2g−1,
where g denotes the number of job groups;
Job duration: uniformly distributed over [1, 100], [41, 100] and [81, 100];
Spread-time: L = 300, 400 and 500.
Based on the combinations of number of jobs, number of job groups, job
duration time and spread time, we have 3×3×3×3 = 81 scenarios in total.
For each scenario, we randomly generate 10 instances. All these instances are
tested by CPLEX (version 12.3) on a PC Pentium-4 2G with 2Gbytes RAM
memory on Linux platform. Time limit is set to one hour, i.e., an instance
12
that cannot be solved within one hour will be marked as unsolved. We list
only the results on the B&P algorithm because CPLEX cannot solve any of
these instances within an hour based on the standard ILP formulation (1)–
(5). For each scenario, we show the average computation time (in seconds)
of the B&P algorithm. The numbers in superscript represent the number
of instances that are not solved within an hour. These results are shown in
Tables 1–3. We also show in Table 4 (with the numbers before and after the
slashes) the average relative gap at the root node and that after one hour
time limit for the case of 3 job groups.
Table 1: Running Time (sec) with n = 100
Spread L Job Duration 3 Job Groups 4 Job Groups 5 Job Groups
300
1− 100 2.31 4.09 2.41
41− 100 0.43 0.68 0.44
81− 100 0.16 0.16 0.29
400
1− 100 14.29 7.72 10.84
41− 100 2.41 2.06 4.32
81− 100 0.66 0.95 2.17
500
1− 100 37.12 20.13 23.63
41− 100 13.70 6.52 12.07
81− 100 1.86 4.23 5.63
Table 2: Running Time (sec) with n = 200
Spread L Job Duration 3 Job Groups 4 Job Groups 5 Job Groups
300
1− 100 26.30 37.68 41.73
41− 100 3.29 9.98 12.02
81− 100 0.65 1.14 1.98
400
1− 100 92.49 115.04 328.58
41− 100 273.07 98.77 24.81
81− 100 7.88 12.16 16.57
500
1− 100 325.25 595.69 699.14
41− 100 193.60 170.32 204.95
81− 100 16.24 31.93 48.95
From Tables 1–3, we find that the B&P algorithm can solve all the in-
stances with 100 and 200 jobs in a reasonable amount of time, but the in-
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Table 3: Running Time (sec) with n = 300
Spread L Job Duration 3 Job Groups 4 Job Groups 5 Job Groups
300
1− 100 194.051 185.01 326.10
41− 100 36.74 31.44 53.94
81− 100 1.64 5.28 5.59
400
1− 100 722.392 345.134 743.733
41− 100 117.491 490.93 234.99
81− 100 107.37 69.30 101.44
500
1− 100 2196.649 1113.749 2070.168
41− 100 1501.061 1244.232 1485.325
81− 100 217.51 609.01 643.59
Table 4: Average Relative Gap (%) with 3 Job Groups
Spread L Job Duration n = 100 n = 200 n = 300
300
1− 100 14.25 / 0.00 16.02 / 0.00 12.69 / 1.50
41− 100 8.48 / 0.00 11.39 / 0.00 10.67 / 0.00
81− 100 6.02 / 0.00 9.36 / 0.00 10.74 / 0.00
400
1− 100 14.74 / 0.00 14.65 / 0.00 11.06 / 5.15
41− 100 10.29 / 0.00 11.56 / 0.00 6.94 / 1.08
81− 100 11.75 / 0.00 10.43 / 0.00 12.42 / 0.00
500
1− 100 17.34 / 0.00 14.83 / 0.00 12.01 / 10.43
41− 100 13.14 / 0.00 10.52 / 0.00 10.66 / 4.11
81− 100 10.88 / 0.00 8.72 / 0.00 9.37 / 0.00
stances with 300 jobs are sometimes difficult, especially in the case with large
spread time. In the appendix, we provide a neighborhood search heuristic
to be embedded into our B&P algorithm and show that the embedded B&P
algorithm runs faster in many difficult scenarios. This heuristic can generate
local optimal integer solutions by solving a reduced mixed integer program
after randomly removing a number of columns. These local optimal integer
solutions help improve the lower bounds and hence speed up the embedded
B&P algorithm.
In Tables 1–3, the running time for solving each case increases with the
length of spread-time and also increases with the range of job duration, which
accord with our intuition.
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Table 5: Total Flexibility with Weights (1, . . . , 1)
Spread Job Machine Distributions Avg#
L Duration in Percentage
300
1− 100 15.7 11.0 3.3 7.9 24.3 19.1 10.8 7.2 0.6 0.0 16.4
41− 100 30.0 8.5 2.9 7.1 28.4 15.8 4.6 2.1 0.6 0.0 19.7
81− 100 31.0 37.4 2.7 4.9 17.0 5.7 0.9 0.5 0.0 0.0 23.0
400
1− 100 9.9 8.0 2.4 2.3 22.4 19.7 20.8 10.1 4.5 0.0 13.6
41− 100 16.2 11.0 2.1 9.6 24.7 21.6 9.7 3.8 0.7 0.6 16.3
81− 100 21.1 9.2 1.6 9.4 31.7 14.9 6.5 5.4 0.0 0.0 18.4
500
1− 100 12.1 3.2 1.0 3.3 14.8 20.8 19.9 10.4 11.2 3.3 11.8
41− 100 16.6 4.5 1.3 7.9 19.1 23.0 15.9 8.2 3.7 0.0 14.2
81− 100 18.1 5.7 0.6 9.8 21.9 26.4 9.5 6.8 1.3 0.0 15.8
4.2. On machine flexibility
Flexibility is one of the most important aspects of production systems.
Jordan and Graves [22] study the process flexibility resulted from being able
to build different types of products at the same time in the same manufac-
turing plant or on the same production line. They show that limited process
flexibility may still yield most of the benefits of total process flexibility. In
this experiment, we test this statement on machine flexibility for process-
ing fixed interval jobs, where the flexibility of a machine is measured by its
capability of processing jobs of different classes.
We use the same parameter settings as in the experiment of Section 4.1,
except that the number of job groups is set to 10 and the number of jobs is
set to 50. The total number of machine classes is c = 210− 1 with 10 tiers of
classes, where each of C10i = 10!/(i!(10 − i)!) tier-i classes consists of those
machines that are each capable of processing jobs of i job groups. Denote by
M˜ i the set of machines of tier-i classes (i = 1, . . . , 10). Therefore, the higher
the value of i, the more capable the machines of M˜ i.
Firstly, using the average number of used machines (Avg#) as an indi-
cator, we compare two extreme cases. In one case, we set weights (costs)
wi = 1 for all 10 machine sets M˜
i (i = 1, . . . , 10), while in the other case,
we set the weights to 1 for M˜1 and the weights to 999 for sets M˜ i (i ≥ 2).
Obviously, we have total flexibility in the former case and no flexibility in
the latter case. We randomly generate 10 instances for each scenario of the
two cases and the results are shown in Tables 5 and 6, where we also provide
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percentage distribution of used machines across the 10 machine sets.
Table 6: No Flexibility with Weights (1, 999, . . . , 999)
Spread Job Machine Distributions Avg#
L Duration in Percentage
300
1− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 31.7
41− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 34.0
81− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 36.5
400
1− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 27.8
41− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 30.4
81− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 31.4
500
1− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 24.1
41− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 27.2
81− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 29.5
We see from Tables 5 and 6 that, when compared with the case of no
flexibility, the Avg# values in the case of total flexibility are significantly
lower. When there is total flexibility, the selected machines can be freely
from all 10 machine sets. In contrast, the selected machines are all from set
M˜1 (100%) if there is no flexibility.
Now let us look at the relationship between machine flexibility and Avg#
values. By changing the weights of the machine sets, we gradually increase
machine flexibility. The experiment results are shown in Tables 7 and 8.
Table 7: Little Flexibility with Weights (1, 1, 999, . . . , 999)
Spread Job Machine Distributions Avg#
L Duration in Percentage
300
1− 100 6.0 94.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 17.9
41− 100 9.6 90.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 20.6
81− 100 27.6 72.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 23.8
400
1− 100 2.0 98.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 15.1
41− 100 5.0 95.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 17.0
81− 100 9.1 90.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 18.6
500
1− 100 0.8 99.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 13.2
41− 100 1.8 98.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 15.2
81− 100 5.3 94.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 16.6
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Table 8: Small Flexibility with Weights (1, 1, 1, 999, . . . , 999)
Spread Job Machine Distributions Avg#
L Duration in Percentage
300
1− 100 12.8 7.8 79.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 16.5
41− 100 24.3 23.6 52.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 19.7
81− 100 31.3 38.3 30.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 23.0
400
1− 100 4.0 4.8 91.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 13.6
41− 100 14.4 6.0 79.6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 16.3
81− 100 16.4 11.5 72.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 18.4
500
1− 100 4.7 0.8 94.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 11.8
41− 100 11.7 5.4 83.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 14.2
81− 100 11.2 13.8 75.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 15.8
From Tables 7 and 8, we find that limited flexibility can achieve almost
the same benefits of total flexibility. As shown in Table 7, the Avg# values
are close to the values in Table 5 and those in Table 8 are almost the same as
the values in Table 5. Our calculations show that, when machine choices are
limited to sets M˜1 and M˜2, there is a 92.3% reduction in average Avg# values
and, when machine choices are limited to M˜1, M˜2 and M˜3, the reduction
achieves 99.9%! Therefore, higher machine flexibility is almost useless in
reducing Avg# values.
Finally, we examine the impact of more general weights on machine se-
lection. We apply a percentage weight increment p when a machine is made
capable of processing one more group of jobs. We set the weights to 1 for
machines that can process jobs from one group only and the weights to 1+kp
for machines which can process k more groups of jobs. Let p = 0.03, 0.20,
0.80 and 1.00, respectively. We present our test results in Tables 9–12.
From Tables 9–12 we find that limited machine flexibility by using ma-
chines that can process at most three or four groups of jobs are the best
choices in most situations (p = 0.03, 0.20 and 0.80). When multiple-purpose
machines are really expensive (p = 1.00), machine flexibility offers no net
benefit.
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Table 9: Machine Selection with Weights 1 + kp (k = 0, 1, . . . , 9) and p = 0.03
Spread Job Machine Distributions Avg#
L Duration in Percentage
300
1− 100 25.6 47.5 23.7 3.1 0.0 0.0 0.0 0.0 0.0 0.0 16.4
41− 100 39.3 38.7 21.1 0.9 0.0 0.0 0.0 0.0 0.0 0.0 19.7
81− 100 42.8 42.2 15.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 23.0
400
1− 100 21.4 44.3 31.2 3.1 0.0 0.0 0.0 0.0 0.0 0.0 13.6
41− 100 30.4 44.0 24.4 1.3 0.0 0.0 0.0 0.0 0.0 0.0 16.3
81− 100 37.0 47.0 15.5 0.5 0.0 0.0 0.0 0.0 0.0 0.0 18.4
500
1− 100 22.4 44.0 30.9 2.7 0.0 0.0 0.0 0.0 0.0 0.0 11.8
41− 100 27.6 45.0 25.4 1.9 0.0 0.0 0.0 0.0 0.0 0.0 14.2
81− 100 27.7 50.7 19.6 2.1 0.0 0.0 0.0 0.0 0.0 0.0 15.8
Table 10: Machine Selection with Weights 1 + kp (k = 0, 1, . . . , 9) and p = 0.20
Spread Job Machine Distributions Avg#
L Duration in Percentage
300
1− 100 25.8 48.7 21.1 3.7 0.7 0.0 0.0 0.0 0.0 0.0 16.4
41− 100 36.9 43.5 18.5 1.1 0.0 0.0 0.0 0.0 0.0 0.0 19.7
81− 100 44.1 40.5 15.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 23.0
400
1− 100 22.1 43.5 31.4 2.2 0.8 0.0 0.0 0.0 0.0 0.0 13.6
41− 100 26.8 51.7 20.3 0.7 0.6 0.0 0.0 0.0 0.0 0.0 16.3
81− 100 38.6 43.3 18.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 18.4
500
1− 100 24.9 39.8 30.8 4.5 0.0 0.0 0.0 0.0 0.0 0.0 11.8
41− 100 25.5 51.8 20.5 1.6 0.6 0.0 0.0 0.0 0.0 0.0 14.3
81− 100 29.1 48.7 20.8 0.7 0.7 0.0 0.0 0.0 0.0 0.0 15.8
5. Conclusions
We have addressed the tactical fixed job scheduling problem with spread-
time constraints (TFJSS) and presented a branch-and-price algorithm to
solve randomly generated instances with up to 300 jobs within one hour.
Compared with CPLEX, our algorithm is dominantly more efficient. We
have also investigated the impact of machine flexibility by computational
experiments and found that limited machine flexibility, by using machines
that are capable of processing at most three or four groups of jobs, is the
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Table 11: Machine Selection with Weights 1 + kp (k = 0, 1, . . . , 9) and p = 0.80
Spread Job Machine Distributions Avg#
L Duration in Percentage
300
1− 100 36.8 45.6 16.3 0.6 0.7 0.0 0.0 0.0 0.0 0.0 17.5
41− 100 53.3 34.4 10.8 1.5 0.0 0.0 0.0 0.0 0.0 0.0 21.3
81− 100 63.2 27.0 9.8 0.0 0.0 0.0 0.0 0.0 0.0 0.0 25.0
400
1− 100 36.7 40.1 21.9 0.7 0.6 0.0 0.0 0.0 0.0 0.0 14.9
41− 100 40.8 43.5 15.1 0.6 0.0 0.0 0.0 0.0 0.0 0.0 17.4
81− 100 51.6 38.7 8.7 1.0 0.0 0.0 0.0 0.0 0.0 0.0 19.8
500
1− 100 31.0 49.9 16.6 2.5 0.0 0.0 0.0 0.0 0.0 0.0 12.7
41− 100 40.9 43.2 14.9 1.1 0.0 0.0 0.0 0.0 0.0 0.0 15.5
81− 100 37.7 46.9 14.2 1.2 0.0 0.0 0.0 0.0 0.0 0.0 16.6
Table 12: Machine Selection with Weights 1 + kp (k = 0, 1, . . . , 9) and p = 1.00
Spread Job Machine Distributions Avg#
L Duration in Percentage
300
1− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 31.7
41− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 34.0
81− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 36.5
400
1− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 27.8
41− 100 99.7 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 30.3
81− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 31.4
500
1− 100 99.6 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 24.0
41− 100 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 27.2
81− 100 99.6 0.4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 29.4
best choice in most situations. We additionally afford a neighborhood search
heuristic in the appendix to be embedded to improve our branch-and-price
algorithm for some difficult instances of the TFJSS problem. We remark that
further exploration can be made to possibly improve this embedding process
by, for example, a dynamic setting of the two parameters (see the appendix
for details), θ and the maximum number of iterations, instead of the current
fixed values.
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Appendix A. An embedding neighborhood search heuristic
In this part, we present a neighborhood search heuristic, abbreviated as
NS, that can be embedded into the B&P algorithm for an improved upper
bound. The main idea of the NS heuristic is to find randomly some local
optimal integer solutions. The best feasible solution is then saved as the
current upper bound in the B&P algorithm.
In the column generation step of the B&P algorithm, columns are gener-
ated and added to the constraint matrix of the LP relaxation under consid-
eration. The NS heuristic generates a local optimal integer solution through
a two-step procedure based on the current columns. The idea is similar to
those for the set covering problem studied in Caprara et al. [23], Caprara
et al. [24] and Lan et al. [25].
First, a number of current columns are removed randomly from the cur-
rent LP solution X , after which the solution may become infeasible due to
some uncovered rows. Then the partial solution is made feasible again by
solving a reduced mixed integer program that is made up of the uncovered
rows and the columns covering these rows. Since CPLEX is used here at each
iteration, the size of the program needs to be controlled. We use parameter
(0 < θ < 1) to control how many columns will be removed randomly, which is
equal to θ|X|, where |X| denotes the number of columns used in the current
LP solution.
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Once a better solution is found, the NS will be executed to find the next
better solution, if any, in the neighborhood of the best solution so far. This is
done iteratively until the number of iterations reaches a given number. After
each iteration, if a better ILP solution is identified, all redundant columns,
those corresponding to positive components of X removal of which still keeps
X feasible, will be removed with the largest cost removed first.
Here we used the same problems as in Section 4.1 to test the effectiveness
of our embedded B&P algorithm, which we denote by B&P-NS. In this ex-
periment, we set θ at 0.6 and the number of iterations at 40 by experience.
We present our test results in Table A.13, from which we see that B&P-NS
outperforms B&P for all difficult instances and the total number of unsolved
instances is reduced by 41%.
Table A.13: Comparison on Running Time (sec)
Job Duration 3 Job Groups 4 Job Groups 5 Job Groups
Time B&P-NS B&P B&P-NS B&P B&P-NS B&P
n = 200
1− 100 316.44 325.25 344.78 595.69 286.30 699.14
41− 100 62.80 193.60 135.31 170.32 89.85 204.95
L = 500 81− 100 15.25 16.24 19.57 31.93 28.17 48.95
n = 300
1− 100 234.09 722.392 190.64 345.134 297.76 743.733
41− 100 152.72 117.4881 85.51 490.93 64.47 234.99
L = 400 81− 100 86.40 107.37 44.82 69.30 67.52 101.44
n = 300
1− 100 1926.028 2196.649 1858.95 1113.749 1424.845 2070.168
41− 100 674.912 1501.061 742.072 1244.232 690.384 1485.325
L = 500 81− 100 151.75 217.51 117.73 609.01 172.22 643.59
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