Automatic term recognition (ATR) methods help to identify the most representative terms in a corpus automatically, saving time and allowing managing large amounts of data that could not be dealt with manually. This paper presents the evaluation of two ATR methods implemented on a 2.6 million-word legal corpus designed and compiled ad hoc: Keywords (Scott, 2008) and Chung's method (2003). Both techniques have been assessed as regards precision and recall. The results clearly show that Keywords is, by far, the most efficient one achieving to recognize 62% true terms out of the 2,000 items evaluated in this study.
Introduction
The identification of the terms in a specialized corpus is a fundamental task for the researcher interested in understanding the nature of the language variety the corpus texts are encoded in. Terms, according to Spasic et al. (2005:240) , are "textual realizations of a specialized concept". They encapsulate such knowledge and are employed by the members of the specialized community to communicate amongst themselves, as stated by Rea (2008) . As a matter of fact, authors agree that the terms in a specialized language differ not only from general usage, but also from other varieties of language (Sager, 1980; Rondeau, 1983; Cabré, 1993; Alcaraz, 2000) . Cabré (id.) highlights their univocal character as regards the relationship between their form and content, and considers them monoreferential since she believes terms to only designate one object. An insight into the nature of specialized languages is provided by Rea (id.) whereas the relationship between terminology and Natural Language Processing is explored by Almela (2008) .
The potential applications of term recognition are manifold: compilation of specialized glossaries and dictionaries, machine translation, or ontology building, to mention but a few. Thus, finding efficient methods that perform this function automatically in a reliable way might be the first step towards a detailed description of specialized languages, especially taking into consideration the large size of corpora nowadays. This paper describes the evaluation of two state-of-the-art Automatic Term Recognition methods (henceforth ATR) implemented on a 2.6 million-word legal corpus designed and compiled by the authors, the United Kingdom Supreme Court Corpus (UKSCC). Both Chung's (2003) method and the Keywords tool included in the software pack designed by Scott (2008) , Wordsmith 5.0, are validated as regards their precision and recall. The validation process was carried out automatically due to the subjectivity implied in human validation because of the lack of consensus amongst judges assessing candidate term lists. A 10,000 entry legal glossary compiled by the authors (legal English specialists) was employed as gold standard for comparison.
Section 2 presents the structure and characteristics of both the corpora employed in this study: UKSCC, a collection of 192 judicial decisions issued by the Supreme Court of Great Britain; and LACELL, a 20 million-word general English corpus designed and compiled by the LACELL research group at the English Department of the University of Murcia, which the authors belong to. Section 3 is devoted to a description of the methods selected and evaluated while section 4 describes the validation process and its results. Finally, section 5 presents the main conclusion reached after the evaluation of both methods. UKSCC and LACELL: the study and reference corpus.
UKSCC and LACELL: the study and reference corpus
UKSCC is an ad hoc legal corpus of law reports (collections of judicial decisions) which has been compiled according to corpus linguistics standards as stated in Sánchez et al. (1995) and Wynne (2005) for general corpora and its adaptation to specific corpora (Pearson 1998; Rea 2010) . It is a 2.6 million-word specialized corpus which will be used as the study corpus for term identification comprising 192 texts all belonging to the category of law reports (written collections of judicial decisions).The full criteria governing the design and compilation of UKSCC are specified by Marín & Rea (2011) .
The general corpus acting as reference for comparison is LACELL (Lingüística Aplicada Computacional, Enseñanza de Lenguas y Lexicografía), a 20 million-word general English corpus. It is a balanced synchronic corpus of general English including both written texts from diverse sources such as newspapers, books (academic, fiction, etc.), magazines, brochures, letters and so forth, and also oral language samples from conversation at different social levels and registers, debates and group discussions, TV and radio recordings, phone conversations, everyday life situations, classroom talk, etc. Its geographical scope ranges from USA, to Canada, UK and Ireland.
The reason why the Supreme Court of the United Kingdom was selected as the source to obtain the texts to compile the study corpus from is its importance as a legal institution. It is at the top of the judicial pyramid and acts as the court of last resort in the whole territory. The Supreme Court hears cases which might have been dealt with at English, Northern Irish, Scottish or Welsh courts thus producing texts which, from the point of view of their lexicon, are varied and rich. Furthermore, their lexical richness also derives from the court's wide jurisdiction as it covers all branches of law.
The legal genre the texts belong to, that of law reports, represents one of the major sources of law in common law countries like the United Kingdom where law is 'judge-made', that is to say, law is not codified as it is in countries like Spain which belong to the continental law realm. In common law systems law is based on the existing jurisprudence and, although statutes (the laws passed at the parliament) have gained importance in the last 150 years (Orts, 2006) , judicial decisions, as far as they interpret the law and set precedent, stand as the major basis barristers or judges resort to when having to argue or decide on a given case.
Description of the ATR methods implemented and tested
ATR methods date back to the late 1980s. They arise with the aim of extracting specialized terms from large document collections which could very difficultly be handled otherwise. Their nature and efficiency has been profusely reviewed (Maynard & Ananiadou, 2000; Cabré et al., 2001; Drouin, 2003; Lemay et al., 2005; Kit & Liu, 2008 or Vivaldi et al., 2012 , amongst many others).
The two methods employed in this study were singled out for two reasons. On the one hand, Chung (2003) records excellent results obtaining over 90% overlap between the automatic identification of terms and the lists produced by specialists in some of the word groups she organizes the token lists into after calculating their ratio of occurrence. As a matter of fact, she manages to reach 86% precision on average in mining single-word terms from her anatomy corpus.
On the other hand, Keywords, a popular tool for corpus analysis which extracts from a specialized corpus those word types which are "unusually frequent (or unusually infrequent) in comparison with what one would expect on the basis of the larger word-lists" (Scott, 2008: 184) , also manages to identify the terms in UKSCC even more accurately than other methods designed to that purpose (Marín, 2014) .
As far as Chung's technique is concerned, it discriminates terms from non-terms by establishing a threshold cut. In order to be considered as a term, a word's ratio value had to be over 50. Chung reaches this conclusion after validating her method by comparison with a qualitative one, the rating scale approach, with the purpose of assessing the degree of overlap between it and the quantitative technique employed by her. Thus, two experts are asked to classify the vocabulary in a 5,500 word text from her anatomy corpus. They classify the words into four different categories depending on their level of specialization.
In contrast, the quantitative method employed by the author consists in calculating the ratio of occurrence of the types in the anatomy text given to the experts. She normalizes the frequencies of the text types in both her anatomy corpus and a general one and calculates their ratio by dividing the former by the latter. Then, basing her classification on these results and on the absolute frequency figures obtained, she also produces different groups and compares them to the ones by the specialists. The results of the comparison yield 86% coincidence on average, especially regarding highly specialized words and non-terms.
She therefore concludes that it might be possible to identify terms using an automatic method although the last decision to include a word in a given category should be made by the researcher after either consulting the expert or the contexts of occurrence of a given word, since she believes that the most effective approach is the qualitative one.
As regards Keywords, Scott (2008) considers a word is key to a given set of texts because of its capability to point at a text's aboutness. This idea turns into a mathematical concept by applying different measures such as chisquare or Dunning's (1993) log-likelihood algorithm in order to identify those words which perform this function. In this study, keyness was calculated adjusting Wordsmith 5.0 to use the latter measure due to its greater accuracy.
Validation process and results

4.1Validation process
The evaluation of both methods was carried out in terms of precision and recall. Precision indicates the percentage of true terms a method manages to identify successfully with respect to the total amount of candidates extracted by it. Recall refers to the amount of true terms identified with respect to the total amount of true terms in the corpus. These parameters can be calculated both manually and automatically. Some authors like Chung resort to human validation by asking specialists to confirm which of the candidate terms identified are true ones. There is an objection to this assessment procedure which is related to the high degree of subjectivity that human validation adds to it, apart from the logical limitations imposed by the large size of corpora. Furthermore, agreement amongst judges is often hard to reach and some authors even decide to study their decisions separately precisely due to that fact. This is why we opted for automatic validation. A 10,000 entry legal glossary was compiled by merging four different online legal glossaries. The glossary was then completed after manually supervising the list of discarded elements that may have been left out of the validation results due to varied reasons (two paper dictionaries were employed in this case). Silence (undetected terms) was therefore compensated for by doing so. Precision improved by 3-4% owing to manual supervision.
The corpus texts included in UKSCC and LACELL were both processed using Scott's (2008) Wordsmith 5.0.No cut-off lists were employed to filter the information obtained except for the function wordlist provided by Haley and Nation (1986) in the software package Range. Keywords was automatically applied to UKSCC, the study corpus, resorting to LACELL as the reference corpus. Chung's (2003) method had to be implemented by copying the data on a spreadsheet and then resorting to the information provided by Wordsmith (normalized frequency counts in the study and reference corpus respectively).
Then, after implementing both methods, the candidates were put on an excel spreadsheet and compared to the gold standard using the 'search function' provided by the software. This method allowed us to establish the degree of coincidence between both lists (candidate term list and glossary list) and thus calculate the precision and recall levels achieved by each method. Figure 1 shows the average precision and recall values attained by each method and Figure 2 illustrates cumulative precision after applying both methods. In order to show how this parameter varies as the number of candidate terms increases, it was calculated progressively in groups of 200 which were ranked in descending order according to their respective weight.
Results
As shown by both graphs, the results for Keywords are more accurate. It reaches 62% precision and 31% recall on average whereas Chung's method stands at 20 points below for both parameters. However, there are slight differences if we take into consideration cumulative precision, although, in general, Keywords outperforms Chung's method. Starting at almost 30 points below Keywords for the first 200 candidates (it only reaches 48.5% precision as opposed to 85%), Chung's method remains steady for the first 800 candidates reaching a peak of 58% from candidates 800 to 1000. On the other hand, Keywords appears to be much more efficient within this range descending progressively from 85% to 68% precision. From that point on, Chung's method drops sharply to 20% from candidates 1000 to 1200 climbing up progressively back to 58% within items 1600 to 1800, the only point at which it excels Keywords. Finally, it falls dramatically to 3.5% for the bottom 200 candidate terms. In contrast, Keywords performs more constantly within this range and decreases its efficiency steadily practically to the end of the graph, climbing up slightly from items 1600 to 2000 to 50% and 47.5% precision respectively.
It should be highlighted that Chung's method produces high noise levels due to it considering those elements not in the reference corpus as terms automatically. Owing to the character of the type of texts included in UKSCC, judicial decisions, proper names appear everywhere (as shown in the appendix table) and qualify as terms precisely due to that fact. Probably, the results would improve if these elements were not considered for evaluation although we have tried to be as faithful as possible to the author's original method trying not to manipulate the texts before their processing. 
Conclusions
This study has shown a comparison between two automatic term recognition methods, Chung's (2003) and Keywords (2008) , as regards the precision and recall levels achieved by each of them when implemented on a 2.6 million-word legal English corpus.
The graphs above show how Keywords excels Chung's method both in terms of precision and recall. As a matter of fact, Chung's technique produces a high degree of noise basically because of its automatic inclusion of words not in the reference corpus within the term list. The results would definitely improve if these words did not qualify as such. Probably, using a specific cut-off list as a filter to eliminate such elements as proper names prior to the implementation of the method would increase precision and recall.
Carrying out a comparison of this kind might be a helpful source of information for the researcher interested in working with the terminology of a given English variety. This way, they can find the most effective method of automatically accessing the terms of the art of a given sublanguage that could be employed for varied purposes such as designing and compiling specialized glossaries and dictionaries, extracting lists of terms for automatic translation, building ontologies, etc.
Finally, other ATR methods could also be tested and compared to find out which one of them is more effective in identifying legal terms although, as stated by Chung, when in doubt, it is the specialist who will make the final decision to include a given word within the list of specialized terms since automatic methods cannot account for such complex and often subjective phenomena as synonymy or polysemy. (*) These candidate terms display a ratio value that equals infinity due to them not being in the reference corpus and thus being divided by 0.
Appendix A.
