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ABSTRACT 
A comparison £or a range of  l inear equat ion problems Ax = b between LINSYS, IBMSSP and 
IMSL is made. 
1. INTRODUCTION 
LINSYS, a comprehensive subroutine package for 
solving systems of linear equations, which we devel- 
oped at the University of Victoria has been available 
to our computer users since September 1973. This 
first release was announced in the January 1974 edi- 
tion of the SIGNUM newsletter and subsequently 
distributed to some 20 other computing installations. 
Release 2 of LINSYS, which was distributed in July 
1974, incorporated some corrections and changes 
suggested by users. Error checking procedures were 
improved and refinement of solution vectors was 
made optional rather than automatic. Since this 
time we have implemented Release 2.2 of LINSYS 
in which we have improved the effectiveness of the 
iterative ref'mement of solution vectors and incorpor- 
ated more error checking routines. We have subject- 
ed Release 2.2 to a comparative performance evalua- 
tion, the results of which we present here. The pack- 
ages we chose for comparison purposes were the 
IBM Scientific Subroutine Package (IBMSSP) and 
the International Mathematics and Statistics Library 
(IMSL) package (edition four). We chose these pack- 
• ages because they are widely used, well organized 
and documented and comparable in scope to 
LINSYS in the area of solving systems of linear 
equations. LINSYS, IBMSSP and IMSL do not pro- 
vide identical options for all types of Linear equa- 
tion systems. We present results only for test prob- 
lems where meaningful comparison can be made be- 
tween packages. Where different packages employ 
essentially different algorithms to solve the same 
problem we indicate this fact in the results. 
2.. SCOPE OF COMPARISON 
We have made comparisons between LINSYS, 
IBMSSP and IMSL for a range of linear equation 
problems Ax = b in both single and double precision, 
and with and without iterative re£mement of the 
solution vector x. We have compared subroutines 
for systems where the left hand side matrix A is real 
general, positive definite, symmetric inde£mite, and 
complex. Subroutines for a band structured left hand 
side matrix have been excluded; although all three 
packages contain subroutines for this type of prob- 
lem the differences in assumptions regarding the 
properties of the system are so different hat no 
meaningful comparisons could be made. 
Test Matrices 
A collection of ten matrices is chosen for the left 
hand side matrix A. Most of them can be found in 
Gregory and Karney "A Collection of Matrices for 
Testing Computational A gorithms" [3]. Test matrix 
6 is designed to demonstrate hat the algorithm em- 
ployed by DGELS and GELS of IBMSSP for sym- 
metric indefinite matrices is potentially unstable. 
Test 
A= 
Matrix 1 
16 72 1 
-10 -57 , b=(-359,281,85) T, 
-4 -17 x*= (1,-2,-5) T 
Test Matrix 2 - Wilson's matrix 
[~ ] 8 10 9 
5 7 6 5 
7 10 8 7 , b=,  (23,32,33,31~ T, 
A 
x* = (1, 1, 1, 1) T 
7 9 10 
Test Matrix 3 - Pascal's matrix 
-1/7 1/7 117 1/71 
1/7 2/7 3/7 4/7 , b = (1, 0,0, 0) T, 
A= ~-11/7[ 1/7 4/73/7 10/76/7 20/710/7 j x* = (28,-42, 28,-7) T
Test Matrix 4 - n x n f'mite segments of Hilbert matrix 
_ 1 ) i , j= l ,n ;  b=(1 ,0  . . . . .  0) T A=(aij i+j-1 
n = 5 X* = (25,-300, 1050,-1400, 630) T 
n = 7 X* = (49,-1176,8820,-29400,48510,-38808, 
12012) T 
(*) Academic Systems Services, University of  Victoria, P.O. Box 1700, Victoria, B.C., Canada 
V8W 2Y2 
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Journal of Computational nd Applied Mathematics, volume I, no 2, 1975. 111 
n = 10 X* = (100,-4950, 79200,-600600, 2522520, 
-6306300, 9609600,-8751600, 
4375800, -923780) T 
Test Matrix 5 - Orthogonal (n = 10, 30, 40) 
A=(aij  = V/n--~l sin ijzt ; i , j= l ,n ;  
# 
n+l ) '  b = (1,0 . . . . .  O) T 
X* = (ail [i_-- 1,n) T 
Test Matrix 6 
I 1 102 104 A=[104 102 1 1~ 2 L 106 104  102 
X* = (1, 1, 1, 1) T 
b = (1010101, 
10201, 
10201, 
1010101) T 
Test Matrix 7 - Pei's matrix (d = 1.01 and 5 respect- 
ively, n = 10, 30, 40) 
d if i = j  i,j = 1,n; 
A = (aij = lotherwise ) 
b =(n+d- l ,n+d-1  ..... n+d-1) T 
X* = (1,1 .... 11) T 
Test Matrix 8 - Over-determined (L_--20,n=4,6,8,10) 
Ca (i L ) (J-l) A=,  i j= ,  -~--  , 
x*  = (1,1 . . . . .  1) T 
i _- 1, L;j  = 1,n), 
n 
b=(b i= ~ aij), 
j= l  
Test Matrix 9 - Complex 
V 7 3 1+2i -1+2 i |  
3 7 1 -  2i -1  - 2i 
A= 1-2i 1+2i 7 -3  
--1-2i -1+2i - 3 7 
b = (12,12,12,-12) T, 
X*= (1,1,1,-1) T 
Test Matrix 10 - Complex 
The real components of all- elements are the same as 
the elements of Test Matrix 5 and all imaginary com- 
ponents are zero. The solution vector is the first column 
of the left hand side matrix and the right hand side 
vector is (1, 0 ..... 0) T. 
Performance Testing Criteria 
Our major objective is to compare the efficiency 
and accuracy of  corresponding subroutines from the 
three, packages. 
As a measure of the efficiency of a particular sub- 
routine we have used the CPU time required to solve 
a given problem. It can be argued that storage re- 
quirements i also a measure of efficiency. However, 
one is concerned about core requirement only when 
one is dealing with a large system and by then the i 
difference between the amounts of core required for 
the object codes of these subroutines i relatively un- 
important compared to the amount of core required 
for arrays. We have not, therefore, considered main 
storage requirement as a measure of efficiency. 
To facilitate accuracy evaluation all of the test 
matrices we have used have known exact solutions. 
For a sy,,stem with known exact solution X*-(X,_, 1", 
.... Xn*) l and a computed solution X= (X1,...,xn)T 
we define "Maximum Relative Error" as below 
D = m.~x I x i *  - x i  I 
i Xi. 
and use this quantity as our measure of accuracy. 
Our test matrices were chosen in such a way as to 
avoid Xi*= 0. Some difficulty arises when the left 
hand side matrix cannot be exactly represented with- 
in the finite length of the computer word and the 
"known solution" is no longer the exact solution of 
the computational problem. We have not concerned 
ourselves with this problem however, and always 
calculate the "Maximum Relative Error" as shown 
above. 
3. RESULTS 
All tests were conducted with an IBM 370/155 com- 
puter at Simon Fraser University, Burnaby, British 
Columbia, Canada. 
4. DISCUSSION 
a. Subroutines for Real General n x n Matrices 
When refinement on the solution vector is not per- 
formed, both the LINSYS subroutines and the 
IBMSSP subroutines can produce reasonably accurate 
results in single as well as in double precision with 
the same efficiency. When solution refinement is re- 
quired, in single precision, the IBMSSP subroutines 
achieve qually high accuracy but require more t ime 
than their LINSYS counterpart. This is because 
LINSYS adopts a new refinement scheme [1] which 
is superior to the classical procedure mployed by 
IBMSSP. In double precision, IBMSSP has no sub- 
routine corresponding to LINRD of LINSYS which 
performs olution refinement as an option. Solution 
refinement takes a substantial mount of time but it 
is recommendable if high accuracy on the solution 
is needed. 
The IMSL subroutine provides olution refinement 
as an option, in both single and double precision, 
similar to LINSYS. They can produce comparable 
accurate results at competitive speed. 
b. Subroutines for Symmetric Indefinite Matrices 
All three subroutine packages provide single and 
double precision subroutines for solving systems of 
linear equations with a symmetric indefinite left hand 
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side matrix. Only LINSYS and IMSL, however, prov- 
ide the option of solution refinement which can im- 
prove the accuracy of the solution remarkably. 
The IBMSSP subroutines, although comparable in
accuracy and efficiency to LINSYS, when applicable, 
are potentially unstable because the former employs 
an unstable algorithm. This is illustrated by Test 
Matrix 6 with poor accuracy in the solution. 
c. Subroutines for Positive Definite Matrices 
IBMSSP has subroutines to invert a positive definite 
matrix which can be used indirectly to solve linear 
equations. This approach is inefficient and therefore, 
they are not included in the comparison. Both IMSL 
and LINSYS have special subroutines to solve posi- 
tive definite systems with the same accuracy and 
efficiency. 
d, Subroutines for Over-Determined Systems of 
Linear Equations 
There are two major algorithms for solving over- 
determined systems of linear equations, viz., the 
Householder Transformation method (requiring a
left hand side matrix of full rank) and the Singular 
Values Decomposition method. Subroutines for both 
algorithms are available in LINSYS while IBMSSP 
has only subroutines DLLSQ and LLSQ correspond- 
ing to the Householder Transformation method and 
IMSL has only subroutines LLSQAR (D) and (S) 
corresponding to the Singular Values Decomposition 
method. Furthermore, the LINSYS subroutines offer 
an option of solution refinement in LINOLD and 
LINOLS corresponding to the Householder Trans- 
formation method which improves the accuracy 
tremendously while the IBMSSP subroutines do not. 
Otherwise, the IBMSSP and LINSYS subroutines are 
quite comparable in speed and accuracy. 
The IMSL subroutine and the LINSYS subroutine 
are quite comparable in speed and accuracy. 
ducted in June, 1974 and some of the IMSL sub- 
routines proved to be very slow or even incorrect [2]. 
The major advantage of LINSYS (primarily for IBM 
360/370 installations) over and above IBMSSP and 
IMSL is the existence of a control subroutine, also 
named LINSYS which 
a) accepts keywords as arguments o the subroutine 
called so that the argument list is very flexible and 
compact, 
b) allows subroutines in a disk library to be loaded 
dynamically into the main storage during execu- 
tion time only when they are needed so that 
storage is efficiently used, 
c) dynamically allocates appropriate work areas dur- 
ing execution time for the problem being solved 
so that a user will not he concerned about reserv- 
ing adequate work spaces. 
The design and usage of package LINSYS is similar 
to that of EISPACK and it is our goal that LINSYS 
complements EISPACK in linear algebra software. 
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e. Subroutines for Complex Systems of Linear Equa- 
tions 
IBMSSP offers no subroutine to solve complex sys- 
tems of linear equations while the IMSL subroutines 
and LINSYS subroutines are very comparable in
speed and accuracy. 
5. CONCLUSION 
Generally speaking, all three subroutine packages 
produce accurate results in solving systems of linear 
equations except hat the IBMSSP subroutines for 
symmetric indefinite matrices are potentially un- 
stable. All three packages are very efficient. As far 
as solution refinement is concerned, LINSYS and 
IMSL provide that as an optionl while there is only 
one subroutine in IBMSSP which performs olution 
refinement. Unlike LINSYS and IMSL, IBMSSP has 
no subroutine for complex systems of linear equa- 
tions. 
We congratulate IMSL for their success in improving 
their subroutines. A similar comparison was con- 
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