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Zusammenfassung
In der vorliegenden Arbeit wird eine Methode zur Berechnung der Medialen Achse einer kompak-
ten Teilmenge A ⊂ S einer parametrischen, C2–stetigen Fla¨che S entwickelt, deren Randkurve
∂A kru¨mmungsstetig ist.
Hierzu wird zuna¨chst die sogenannte Offsetfunktion von Fla¨chenkurven und –punkten, sowie
die induzierte Geoda¨tische Offsetkurve untersucht. Es wird gezeigt, daß die Offsetfunktion einer
C2–stetigen Fla¨chenkurve eine stetig partiell differenzierbare Funktion ist, falls die betrachtete
Fla¨che mindestens C2–stetig ist. Ferner wird eine Methode entwickelt, die Funktionswerte und
die partiellen Ableitungen der Offsetfunktion zu berechnen.
Das Konzept der Geoda¨tischen Offsetfunktion wird anschließend benutzt, um durch Lo¨sen der
sogenannten Medialen Differentialgleichung die Mediale Kurve zweier gegebener Objekte zu be-
rechnen. Diese Kurve besteht aus den Fla¨chenpunkten, fu¨r die es je eine Geoda¨tische Kurve glei-
cher Bogenla¨nge zu den betrachteteten Objekten gibt. Neben der Analyse ihrer geometrischen
Eigenschaften wird ein Verfahren angegeben, um Mediale Kurven numerisch zu bestimmen.
Schließlich wird gezeigt, wie Mediale Kurven erfolgreich benutzt werden ko¨nnen, um ku¨rzeste
Geoda¨tische Kurven zwischen zwei gegebenen Objekten (Fla¨chenkurven oder –punkten) zu be-
rechnen.
Offsetfunktionen ko¨nnen ebenfalls dazu benutzt werden, um die Fokalkurve eines beliebigen
Fla¨chenobjekts zu berechnen. Hierbei handelt es sich um den Ort der Fla¨che, in dem die Tan-
genten der Offsetkurven des Objekts verschwinden; die Fokalkurve wird in der Literatur konjun-
gierter Ort genannt, falls das Ausgangsobjekt ein Fla¨chenpunkt ist. Diese Vorgehensweise fu¨hrt
zu der Behandlung der in dieser Arbeit eingefu¨hrten Fokalen Differentialgleichung. Es wird ge-
zeigt, wie diese Differentialgleichung zur Approximation von Fokalkurven genutzt werden kann.
Zum Abschluß der Arbeit wird die Mediale Achse eines kompakten Teilgebiets A ⊂ S mit
zweimal stetig differenzierbarer Randkurve untersucht. Neben einer lokalen Charakterisierung
ihrer Elemente wird zur globalen Struktur gezeigt, daß die Mediale Achse ein starker Defor-
mationsretrakt von A ist. Zentral fu¨r die Entwicklung eines Berechnungsschemas ist die hier
bewiesene Beobachtung, daß die Mediale Achse eines einfach zusammenha¨ngenden Gebiets ein
topologischer Graph ist. Die Kanten des Graphen ko¨nnen durch Lo¨sen der Medialen Differen-
tialgleichung bestimmt werden; seine Ecken ko¨nnen nach der Anzahl ihrer distanzminimalen
Verbindungen zu ∂A klassifiziert werden. Ausgehend von diesen Ergebnissen wird schließlich ein
neuer Algorithmus zur Berechnung der Medialen Achse angegeben.
Schlagworte: Geoda¨tische Offsetkurve, Fokalkurve, Mediale Achse

Abstract
In this thesis a method for computing the medial axis of a compact subset A ⊂ S of a parametric
C2–surface S is developed. The border curve of A is considered to be curvature continous.
For this purpose the so–called offset function of a given curve or point on the surface S, along
with the induced geodesic offset curve is investigated. We show that the partial derivatives of
the offset function exist and are continous, provided the given curve and the considered surface
are at least of class C2. Moreover, a method for computing the offset function and its partial
derivatives is presented.
The concept of geodesic offset functions is used to compute the medial curve of two given
progenitor objects on S by solving the so–called medial differential equation. The medial curve
consists of all points on the surface, for which two geodesic curves of equal arc length exists,
each connecting the medial curve point with one of the progenitor objects. In addition to the
analysis of the geometrical properties of medial curves, a numerical method for their computation
is presented. Moreover, we show how medial curves can succesfully be used to find a minimal
geodesic join between two objects, i. e. curves or points on the considered surface.
Offset functions can also be employed to compute focal curves of an arbitrary surface object. A
focal curve may be characterized as the locus on the surface, where the tangents of geodesic offset
curves of a progenitor object have zero length; the focal curve is called conjungate locus in case
the progenitor object is a single surface point. Our considerations lead us to the introduction of
the so called focal differential equation describing the tangent vectors behavior of a focal curve.
We show how this differential equation can be used to approximate focal curves.
Finally, we investigate the medial axis of a compact subset A ⊂ S, having a curvature continous
border curve. We give a characterization of local parts of the medial axis. We present also a
global result stating that the medial axis is a strong deformation retract of A. Moreover, we
show that the medial axis of a simply connected, bordered subsurface of S is a topological graph,
which is an essential property with respect to the computation of the medial axis: the edges
of the graph can be computed by solving the medial differential equation, its vertices may be
classified by the number of distance minimal joins to ∂A. Based on these results a new algorithm
for the computation of the medial axis is introduced.
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Inhaltsverzeichnis
1 Einleitung 13
2 Differentialgeometrische Grundlagen 19
2.1 Elementare Eigenschaften parametrischer Freiformfla¨chen . . . . . . . . . . . . . 19
2.2 Geoda¨tische Kurven . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Vektorfelder und der Satz von Jacobi . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4 Geoda¨tische Polarkoordinaten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3 Geoda¨tische Offsetkurven 39
3.1 Geoda¨tische Offsetkurven von Fla¨chenkurven . . . . . . . . . . . . . . . . . . . . 39
3.2 Geoda¨tische Offsetfunktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 Eigenschaften Geoda¨tischer Offsetkurven . . . . . . . . . . . . . . . . . . . . . . . 58
3.4 Zweite Ableitungen Geoda¨tischer Koordinaten . . . . . . . . . . . . . . . . . . . 66
3.5 Berechnung der partiellen Ableitungen von y . . . . . . . . . . . . . . . . . . . . 70
3.6 Numerische Berechnung von Offsetkurven . . . . . . . . . . . . . . . . . . . . . . 74
4 Mediale Kurven 83
4.1 Verallgemeinerte Mediale Kurven . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2 Eigenschaften Medialer Kurven mit konstantem Verha¨ltnis . . . . . . . . . . . . . 88
4.3 Bogenla¨ngenparametrisierte Mediale Kurven . . . . . . . . . . . . . . . . . . . . . 94
4.4 Geoda¨tische Kru¨mmung Medialer Kurven . . . . . . . . . . . . . . . . . . . . . . 97
4.5 Berechnung von Startwerten der Medialen Differentialgleichung . . . . . . . . . . 102
4.6 Beispiele zur Berechnung Medialer Kurven . . . . . . . . . . . . . . . . . . . . . . 111
4.7 Mediale Kurven und Geoda¨tische Verbindungskurven . . . . . . . . . . . . . . . . 118
7
8 Inhaltsverzeichnis
5 Fokalkurven 125
5.1 Differentialgleichung Fokaler Kurven . . . . . . . . . . . . . . . . . . . . . . . . . 125
5.2 Fokalpunkte und Geoda¨tische Kru¨mmungskreise . . . . . . . . . . . . . . . . . . 131
5.3 Startwerte der Fokalen Differentialgleichung . . . . . . . . . . . . . . . . . . . . . 139
5.4 Numerische Beispiele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6 Mediale Achsen 155
6.1 Cut Locus und Mediale Achse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6.2 Eigenschaften der Medialen Achse . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.3 Die Mediale Achse als Deformationsretrakt . . . . . . . . . . . . . . . . . . . . . 168
6.4 Start– und Verzweigungspunkte der Medialen Achse . . . . . . . . . . . . . . . . 174
6.5 Berechnung der Medialen Achse . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
Literaturverzeichnis 201
Abbildungsverzeichnis
2.1 Normalkru¨mmung und Geoda¨tische Kru¨mmung einer Fla¨chenkurve . . . . . . . . 23
2.2 Geoda¨tische Polarkoordinaten auf einem Ellipsoiden . . . . . . . . . . . . . . . . 33
2.3 Geoda¨tische Offsetkurven mit singula¨ren Punkten auf einer Glockenfla¨che (I) . . 34
2.4 Parameterraumkurven der Geoda¨tischen Offsetkurven aus Abbildung 2.3 . . . . . 35
2.5 Geoda¨tische Offsetkurven mit singula¨ren Punkten auf einer Glockenfla¨che (II) . . 36
2.6 Parameterraumkurven der Geoda¨tischen Offsetkurven aus Abbildung 2.5 . . . . . 37
3.1 Geoda¨tische Kurven und global ku¨rzeste Verbindungen . . . . . . . . . . . . . . . 40
3.2 Offsetfunktion Oα(s, t) einer gegebenen Progenitorkurve α(t) . . . . . . . . . . . 44
3.3 Geoda¨tische Offsetkurven einer Kurve auf einer C2–stetigen BSpline–Fla¨che . . . 78
3.4 Parameterraumkurven der Geoda¨tischen Offsetkurven aus Abbildung 3.3 . . . . . 79
3.5 Geoda¨tische Offsetkurven und Jacobifeld eines Fla¨chenpunktes auf einer C2–
stetigen BSpline–Fla¨che . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.6 Parameterraumkurven der Geoda¨tischen Offsetkurven aus Abbildung 3.5 und par-
tielle Ableitungen der Offsetfunktion . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.7 Geoda¨tische Offsetkurven und Jacobifeld der Erzeugenden des Torus . . . . . . . 82
3.8 Parameterraumkurven der Geoda¨tischen Offsetkurven aus Abbildung 3.7 . . . . . 82
4.1 Verlauf der Medialen Kurve bei links– bzw. rechtsseitigem Offsetting . . . . . . . 84
4.2 Verallgemeinerte Mediale Kurve zweier Geraden in der Euklidischen Ebene . . . 87
4.3 Nicht kollineare Normalen in singula¨rem Punkt der Medialen . . . . . . . . . . . 92
4.4 Wachstumsverhalten des Medialen Abstands fu¨r b(t) = 1 . . . . . . . . . . . . . . 94
4.5 Winkelhalbierenden Eigenschaft der Medialen Tangente und Durchlaufrichtung . 95
4.6 Nicht eindeutig bestimmte Wurzel von Gt0 . . . . . . . . . . . . . . . . . . . . . 102
4.7 Wurzel von Gt0 jenseits des Fokalpunkts von α(t0) . . . . . . . . . . . . . . . . . 103
4.8 Initialisierung des Bisektionsverfahrens . . . . . . . . . . . . . . . . . . . . . . . . 105
4.9 Kurvenbereich beginnt bzw. endet im initialen Geoda¨tischen Kreis . . . . . . . . 106
9
10 Abbildungsverzeichnis
4.10 Einzelschritt des Bisektionsverfahrens . . . . . . . . . . . . . . . . . . . . . . . . 107
4.11 Erweiterung des Bisektionsverfahrens im Fall von Progenitorpunkten . . . . . . . 109
4.12 Approximation des Tangentialwinkels am 2. Progenitorpunkt . . . . . . . . . . . 110
4.13 Mediale Kurve zweier Progenitorkurven auf einer C2–stetigen Nurbs–Fla¨che . . . 112
4.14 Parameterraumkurven der Medialen Kurve aus Abbildung 4.13 . . . . . . . . . . 113
4.15 Verallgemeinerte Mediale Kurve zweier Kurven auf einer wellenfo¨rmigen Fla¨che . 114
4.16 Parameterraumkurven der Medialen Kurve aus Abbildung 4.15 . . . . . . . . . . 115
4.17 Mediale Kurven zweier Progenitorpunkte auf einer wellenfo¨rmigen Fla¨che . . . . 116
4.18 Parameterraumkurven der Medialen Kurven aus Abbildung 4.17 . . . . . . . . . 117
4.19 Mediale Kurven zu einem Fla¨chenpunkt und einer –kurve auf einem Katenoid . . 118
4.20 Parameterraumkurven der Medialen Kurven aus Abbildung 4.19 . . . . . . . . . 118
4.21 Verbindende Geoda¨tische Kurve zweier Fla¨chenpunkte . . . . . . . . . . . . . . . 123
4.22 Verbindende Geoda¨tische Kurve zwischen Fla¨chenpunkt und –kurve . . . . . . . 123
4.23 Verbindende Geoda¨tische Kurve zweier Fla¨chenkurven . . . . . . . . . . . . . . . 124
5.1 Fokalkurve und Kru¨mmungskreise der Parabel . . . . . . . . . . . . . . . . . . . 136
5.2 Links– und rechtsseitige Fokalkurven der Erzeugenden eines Torus . . . . . . . . 145
5.3 Parameterraumkurven der Fokalkurven aus Abbildung 5.2 . . . . . . . . . . . . . 146
5.4 Linksseitige Fokalkurven der Erzeugenden des Torus . . . . . . . . . . . . . . . . 147
5.5 Fokalkurve eines Progenitorpunktes auf einem Torus . . . . . . . . . . . . . . . . 148
5.6 Parameterraumkurve der Fokalkurve aus Abbildung 5.5 . . . . . . . . . . . . . . 148
5.7 Fokalkurve einer BSpline–Kurve auf einer wellenfo¨rmigen Fla¨che . . . . . . . . . 149
5.8 Parameterraumkurve der Fokalkurve aus Abbildung 5.7 . . . . . . . . . . . . . . 150
5.9 Fokalkurve eines Progenitorpunktes auf einer Glockenfla¨che (I) . . . . . . . . . . 151
5.10 Parameterraumkurve der Fokalkurve aus Abbildung 5.9 . . . . . . . . . . . . . . 151
5.11 Fokalkurve eines Progenitorpunktes auf einer Glockenfla¨che (II) . . . . . . . . . . 152
5.12 Zweite Ansicht der Fokalkurve aus Abbildung 5.11 . . . . . . . . . . . . . . . . . 152
5.13 Parameterraumkurve der Fokalkurve aus Abbildung 5.11 und 5.12 . . . . . . . . 153
6.1 Cut Locus und Mediale Achse eines polygonalen Gebiets der Ebene . . . . . . . . 156
6.2 Cut Locus eines Punktes in einer polygonal berandeten Mannigfaltigkeit . . . . . 157
6.3 Mediale Achse und maximal einbeschriebene Kreise . . . . . . . . . . . . . . . . . 160
6.4 Mediale Achse und Fokale Startpunkte . . . . . . . . . . . . . . . . . . . . . . . . 166
6.5 Mediale Achse eines Kreisrings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
Abbildungsverzeichnis 11
6.6 Verschiedene Arten von Startpunkten der Medialen Achse . . . . . . . . . . . . . 187
6.7 Verschiedene Arten von Verzweigungspunkten der Medialen Achse . . . . . . . . 188
6.8 Flußdiagramm des Algorithmus zur Berechnung der Medialen Achse . . . . . . . 190
6.9 Startpunkte vi und Endpunkt v der Medialen Achse . . . . . . . . . . . . . . . . 191
6.10 Mediale Kurve ausgehend vom Fokalen Startpunkt v1 . . . . . . . . . . . . . . . 192
6.11 Mediale Kurve ausgehend von den Startpunkten v2 und v3 . . . . . . . . . . . . 193
6.12 Schnittpunkt w1 Medialer Kurven als neuer Startpunkt . . . . . . . . . . . . . . 194
6.13 Iteration der Berechnung Medialer Kurven mit anschließendem Ku¨rzen . . . . . . 194
6.14 Ende der Berechnung durch Erreichen des Endpunkts v . . . . . . . . . . . . . . 195
6.15 Verzweigungspunkt induziert mehrere neue Anfangswerte . . . . . . . . . . . . . 196
6.16 Mediale Achse eines
”
Puzzleteils“ auf einer Nurbs–Fla¨che . . . . . . . . . . . . . 197
6.17 Parameterraumkurven der Medialen Achsen aus Abbildung 6.16 . . . . . . . . . 198
6.18 Mediale Achse eines Vierecks auf einer wellenfo¨rmigen Fla¨che . . . . . . . . . . . 198
6.19 Parameterraumkurven der Medialen Achsen aus Abbildung 6.18 . . . . . . . . . 199
Tabellenverzeichnis
3.1 Anforderungen und Ergebnisse der Geoda¨tischen Differentialgleichung . . . . . . 75
3.2 Anforderungen und Ergebnisse der Jacobi Differentialgleichung . . . . . . . . . . 76
3.3 Anforderungen und Ergebnisse der gesto¨rten Jacobi Differentialgleichung . . . . . 77
4.1 Anforderungen und Ergebnisse der Medialen Differentialgleichung . . . . . . . . . 111
4.2 Anforderungen und Ergebnisse der Bestimmung Geoda¨tischer Verbindungskurven 122
5.1 Anforderungen und Ergebnisse der Fokalen Differentialgleichung . . . . . . . . . 144
12
Kapitel 1
Einleitung
Die Frage nach der Menge der Punkte, die den gleichen Abstand zu einer gewissen Anzahl von
gegebenen Objekten besitzen, ist eine der klassischen Fragen der konstruktiven Geometrie. Be-
reits im Euklidischen Fall, in der ku¨rzeste Verbindungen simple Geradenstu¨cke sind, ergeben
sich, je nach Wahl der Referenzobjekte, interessante Problemstellungen, die keineswegs triviale
Lo¨sungen besitzen. So ist die Kurve gleichen Abstands zu zwei gegebenen Kurven alles andere
als leicht zu bestimmen. U¨bertra¨gt man die Fragen auf die Geometrie Riemannscher Mannigfal-
tigkeiten, so treten dabei Pha¨nomene auf, die in Euklidischen Ra¨umen nicht zu beobachten sind.
Bereits die Berechnung ku¨rzester Pfade (quasi die geraden Linien der Riemannschen Geometrie)
ist nicht offensichtlich. Anders als im Euklidischen Fall ko¨nnen sich diese Kurven schneiden.
Daher kann ein einzelner Punkt einer Riemannschen Mannigfaltigkeit eine nicht–leere A¨quidis-
tantialmenge besitzen.
Differenzierbare Mannigfaltigkeiten der Dimension 2 bzw. 3 stellen nicht nur mathematische
Begriffe mit einer guten Anschauung dar, sie sind auch die ada¨quaten Objekte fu¨r die Anwen-
dung in der Oberfla¨chen– bzw. Volumenmodellierung, wie sie in der Zwischenzeit in beinahe
jedem Bereich der industriellen Fertigung eingesetzt werden. Obwohl die Frage nach ku¨rzesten
Verbindungen und A¨quidistantialmengen im Riemannschen Fall also zuna¨chst mathematischer
Natur ist, ist sie doch von Relevanz fu¨r die Praxis. Da alle Aufgaben, die in diesem Zusam-
menhang anfallen, typischerweise nicht–lineare Probleme sind, die ohne den Einsatz moderner
Rechenanlagen nicht zu lo¨sen wa¨ren, bewegt sich ihre Behandlung im Spannungsfeld zwischen
Angewandter Mathematik und Informatik.
Das Fernziel dieser Arbeit ist es, die Grundlagen fu¨r die Formulierung einer Methode zur Be-
rechnung der sogenannten Medialen Achse in zweidimensionalen Riemannschen Geometrien zu
schaffen. Die Mediale Achse M(A) einer zweidimensionalen, abgeschlossenen Teilmenge A der
betrachteten Fla¨chengeometrie kann grob als die Menge aller Punkte in A beschrieben werden,
die mindestens zwei distanzminimale Pfade zum Rand von A besitzen. Sie bildet, salopp ge-
sprochen, das
”
Skelett“ von A. Dieser suggestive Begriff wird im u¨brigen von einigen Autoren
als Synonym fu¨r
”
Mediale Achse“ benutzt (vgl. z.B. [DH93]). Der Einsatz der Medialen Achse
wurde bereits vor u¨ber 30 Jahren von Blum in [Blu64] vorgeschlagen, um Gestalt und Form von
Teilmengen der Euklidischen Ebene automatisch zu erkennen (siehe auch [Blu73]).
In den letzten Jahren hat die Mediale Achse (sowie die verwandten Konzepte der A¨quidistan-
tialmengen und der Voronoi–Diagramme) versta¨rkt Einzug in die Bereiche des CAx (Computer
Aided (Geometric) Design, Computer Aided Manufacturing, Computer Aided Engineering) er-
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halten. Die Anwendungsfelder der Medialen Achse sind dabei sehr vielfa¨ltiger Natur. Hierzu
za¨hlen beispielsweise
• Globale Gestaltuntersuchung (siehe z.B. [PG90], [Gur89], [She95]),
• Repra¨sentierung der Gestalt von Mengen mit Hilfe der Medialen Achsen Transformation
(vgl. etwa [Ver94], [Gur89]),
• Automatische Erzeugung einer Finiten Elemente Zerlegung (siehe u.a. [TA91], [GP91]),
• Steuerung von NC–Maschinen1 (vgl. [Hel91]),
um nur einige der aktuellen Einsatzgebiete zu nennen. Die genannten Arbeiten auf diesem Gebiet
haben aber alle eine Gemeinsamkeit: Sie behandeln ausschließlich den Euklidischen Fall. Dabei
stellen alle aufgeza¨hlten Ziele auch fu¨r den Riemannschen Fall sinnvolle Anwendungen dar. So
ist man etwa im Karosseriebau im Hinblick auf den Einsatz Finiter Elemente Methoden zur
Durchfu¨hrung von Steifigkeitstests, Umstro¨mungsanalysen u.v.m. auf die automatische Erzeu-
gung
”
geeigneter“ Finiter Elemente Zerlegungen der modellierten Fahrzeughaut angewiesen. Um
zu einer solchen (fu¨r die Finite Elemente Analyse gu¨nstigen) Unterteilung zu gelangen, wird man
Absta¨nde und Winkel in der durch die Fla¨chengeometrie vorgegebenen Riemannschen Metrik
berechnen mu¨ssen. Eine Verallgeinerung der Zerlegungsalgorithmen von Teilgebieten der Eukli-
dischen Ebene fu¨hrt daher zwangsla¨ufig zur Bescha¨ftigung mit Medialen Achsen in beliebigen
Fla¨chengeometrien.
Gerade im Hinblick auf ihren verbreiteten Einsatz in Design, Konstruktion und Fertigung ha-
ben wir uns in unseren Untersuchungen auf parametrische Fla¨chen spezialisiert. Insbesondere
die Klassen der B–Splinekurven und –Fla¨chen werden in diesen Bereichen ha¨ufig eingesetzt.
Allerdings sind wir davon u¨berzeugt, daß die in dieser Arbeit vorgestellten Konzepte auch im
Fall implizit definierter Fla¨chen greifen und zu analogen Berechnungsmethoden fu¨hren werden.
Mit der Betrachtung parametrischer Fla¨chen behandeln wir natu¨rlich gleichzeitig den Euklidi-
schen Fall als Spezialfall. Allerdings ist zu sagen, daß sich die Berechnungen in der Euklidischen
Ebene oftmals einfacher gestalten lassen, als dies unsere, fu¨r beliebige, C2–stetige Fla¨chengeome-
trien entwickelten Methoden vorschlagen. Da wir von der praktischen Relevanz der bearbeiteten
Problemstellung u¨berzeugt sind, wurde Kapitel 2 (in der vielleicht eitlen Hoffnung, Leser aus
der nicht–mathematischen Welt interessieren zu ko¨nnen) der Zusammenfassung aller benutzten
mathematischen Grundlagen aus der Differentialgeometrie gewidmet.
So werden in Abschnitt 2.1 die in dieser Arbeit im Zusammenhang mit parametrischen Fla¨chen
und Fla¨chenkurven benutzten Schreibweisen eingefu¨hrt. Ferner werden einige ihrer elementa-
ren Eigenschaften besprochen; dies schließt die Fundamentalformen, alle Kru¨mmungsbegriffe
von Kurven und Fla¨chen u.v.m. ein. In Abschnitt 2.2 bescha¨ftigen wir uns anschließend mit
Geoda¨tischen Fla¨chenkurven, die in einem gewissen Sinn die Geraden der betrachteten Fla¨chen-
geometrie darstellen. Dort wird insbesondere u¨ber die klassische Geoda¨tische Differentialglei-
chung berichtet, die uns die Berechnung von Geoda¨tischen ermo¨glichen wird. In Abschnitt 2.3
wird die kovariante Ableitung von Vektorfeldern der Fla¨che vorgestellt, die uns zu dem fu¨r
unsere Methoden zentralen Satz 2.3.5 u¨ber Jacobi–Felder fu¨hren wird. Nachdem bereits vor-
her die Geoda¨tische Kurve als Analogon zur Geraden in der Ebene betrachtet wurde, werden
in Abschnitt 2.4 Geoda¨tische Offsetkurven und Geoda¨tische Abstandskreise um einen Punkt
1
”
NC“ steht als Abku¨rzung fu¨r
”
Numerical Control“. Ein Beispiel von NC–Maschinen sind etwa Fra¨smaschinen,
deren Fra¨swege durch den Einsatz von programmierbaren Bauteilen gesteuert werden.
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der Fla¨che studiert. Geoda¨tische Offsetkurven eines gegebenen Punktes besitzen (zumindest lo-
kal) einen gewissen Abstand zu diesem Punkt. Allerdings sind sie im allgemeinen lediglich eine
Obermenge des Randes des Abstandskreises. Zusammen mit der vorhandenen Mo¨glichkeit, Off-
setkurven zu berechnen, illustriert dieser Sachverhalt ihre Bedeutung fu¨r die Untersuchung der
betrachteten Geometrie.
Aufgrund ihrer Bedeutung fu¨r die Abstandsmessung auf parametrischen Fla¨chen widmen wir
uns in Kapitel 3 ausschließlich den Eigenschaften Geoda¨tischer Offsets. In Abschnitt 3.1 werden
wir zuna¨chst den Begriff der Geoda¨tischen Offsetkurve fu¨r den Fall einer gegebenen Fla¨chenkur-
ve verallgemeinern. Wieder wird die so eingefu¨hrte Kurve (lokal) einen gewissen Abstand zur
Ausgangskurve besitzen. Geoda¨tische Offsetkurven sind im u¨brigen nicht allein von mathemati-
schen Interesse. Dies zeigt bereits die Namensgebung an, die unseres Wissens aus dem Bereich
der NC–Maschinen stammt. Sie spielen beispielsweise eine wichtige Rolle bei der Steuerung von
Fra¨smaschinen (siehe etwa [Hel91] und [Roh98]). Alle Ergebnisse aus Kapitel 3 haben daher
bereits ihre eigene praktische Bedeutung.
Nachdem Offsetkurven von Fla¨chenpunkten und –kurven eingefu¨hrt wurden, werden diese im
folgenden in systematischer Form studiert. Um zu einer mo¨glichst einheitlichen Darstellung zu
gelangen, wird in Abschnitt 3.2 die sogenannte Offsetfunktion eingefu¨hrt, mit deren Hilfe beide
Fa¨lle gleichzeitig diskutiert werden ko¨nnen. Als Hauptresultat von Abschnitt 3.2 gelingt es uns
zu zeigen, daß diese Funktion selbst bei lediglich C2–stetigen Fla¨chenparametrisierungen noch
stetig partiell differenzierbar ist (vgl. Satz 3.2.7). Dies ist ein einigermaßen u¨berraschendes, theo-
retisches Resultat, da zur Definition der Offsetfunktion Geoda¨tische Kurven benutzt werden. Bei
deren Berechnung werden aber bereits die zweiten partiellen Ableitungen der Fla¨chenparametri-
sierung verwandt, so daß man fu¨r die Offsetfunktion lediglich C0–Stetigkeit erwartet. Der Satz
stellt eine Verallgemeinerung eines Ergebnisses von Hartman (in [Har50]) dar. Hartman beweist
die Stetigkeitsaussage fu¨r den Fall eines Fla¨chenpunktes; unsere Behauptung schließt den Fall
von Fla¨chenkurven mit ein. Eine bekannte Tatsache, die man allerdings nicht aus den Augen ver-
lieren sollte, ist, daß die in der Praxis modellierten Spline–Fla¨chen an ihren Segmentu¨berga¨ngen
selten eine hohe Stetigkeitsordnung besitzen. Mo¨gen die Ergebnisse aus Abschnitt 3.2 auch auf
den ersten Blick sehr akademisch erscheinen, so garantieren sie doch die Gu¨ltigkeit unserer
Methoden in dem Fall von C2–Fla¨chen. Da in der Praxis ho¨chstens kru¨mmungsstetige Fla¨chen-
parametrisierungen zu erwarten sind, wertet dieses Resultat unsere Verfahren im Hinblick auf
ihre Anwendbarkeit deutlich auf.
Um die Praxistauglichkeit des Konzepts der Geoda¨tischen Offsetfunktion weiter zu fundieren,
werden wir in Abschnitt 3.3 zeigen, wie die Offsetfunktion und ihre partiellen Ableitungen be-
rechnet werden ko¨nnen. Der Schlu¨ssel hierzu stellt die sogenannte Jacobi Differentialgleichung
dar, eine klassische gewo¨hnliche Differentialgleichung zweiter Ordnung. Dieser Weg wurde ur-
spru¨nglich von Wolter in [Wol89] vorgeschlagen und in [RWS96a] publiziert. Mit Abschnitt 3.3
liegt nun erstmals eine vollsta¨ndige und systematische Darstellung dieses Verfahrens vor, die
auch den Punktfall mit einbezieht.
In Verallgemeinerung zu Geoda¨tischen Polarkoordinaten kann man auch im Fall einer Fla¨chen-
kurve mit Hilfe der Geoda¨tischen Offsetfunktion lokal eine neue regula¨re Fla¨chenparametrisie-
rung einfu¨hren, die wir im folgenden Geoda¨tische Koordinaten nennen werden. Diese Parametri-
sierung ist vor allem aus theoretischer Sicht nu¨tzlich, da man mit ihrer Hilfe viele Eigenschaften
von Offsetkurven pra¨gnanter formulieren und einsehen kann. Handelt es sich sowohl bei der be-
trachteten Fla¨che als auch bei der gegebenen Fla¨chenkurve um C3–stetige Objekte, so ist diese
Parametrisierung lokal zweimal stetig differenzierbar. In den Abschnitten 3.4 und 3.5 wird un-
tersucht, wie diese zweiten partiellen Ableitungen numerisch bestimmt werden ko¨nnen. Hierfu¨r
16 Kapitel 1 Einleitung
betrachten wir die Jacobi Differentialgleichung in Abha¨ngigkeit ihrer Anfangswerte. Nach ei-
nem bekannten Satz aus der Theorie gewo¨hnlicher Differentialgleichungenen erhalten wir durch
Differenzieren nach dem Parameter der Anfangswerte ein neues Differentialgleichungssystem,
dessen Lo¨sung uns die Bestimmung aller partiellen Ableitungen der Offsetfunktion ermo¨glicht.
Mit dieser Fertigkeit ist man in der Lage, alle geometrischen Gro¨ßen, wie z.B. die Christoffelsym-
bole oder die Gaußkru¨mmung der Fla¨che, in Termen der Geoda¨tischen Offsetkurve und ihrer
partiellen Ableitungen auszudru¨cken. Die bislang nicht publizierten Ergebnisse dieser beiden
Abschnitte werden es uns ermo¨glichen, einige geometrischen Gro¨ßen der Medialen Kurven zu
ermitteln.
In Kapitel 4 wird besprochen, wie Geoda¨tische Offsetkurven dazu benutzt werden ko¨nnen, die
Mediale Kurve zweier Ausgangsobjekte (Fla¨chenpunkt oder Fla¨chenkurve) auf einer regula¨ren
parametrischen Fla¨che zu approximieren. Die Mediale Kurve ist, grob gesagt, die Menge aller
Punkte der Fla¨che, fu¨r die es je eine Geoda¨tische Kurve gleicher Bogenla¨nge zu beiden Objekten
gibt. Eine pra¨zise Definition und erste Eigenschaften werden in Abschnitt 4.1 angegeben. Ferner
wird dort gezeigt, wie man diese Kurve durch Lo¨sen eines Differentialgleichungssystems, der
sogenannten Medialen Differentialgleichungen, approximieren kann. Mediale Kurven werden uns
im weiteren Verlauf der Arbeit das Tor zur Berechnung Medialer Achsen in Kapitel 6 o¨ffnen.
Die Mediale Kurve sowie die angesprochene Vorgehensweise zu ihrer Berechnung wurden von
Wolter 1989 (vgl. [Wol89]) vorgeschlagen und zuerst 1996 in [RWS96a] publiziert. Die im Rah-
men dieser Arbeit angestrengten Untersuchungen gehen jedoch weit u¨ber die dort vero¨ffentlich-
ten Ergebnisse hinaus. So wird in Abschnitt 4.1 kein Unterschied zwischen den betrachteten
Ausgangsobjekten gemacht, so daß (anders als noch in [RWS96a]) Mediale Kurven zu allen
mo¨glichen Kombinationen von Fla¨chenkurven und –punkten betrachtet werden ko¨nnen. Ferner
wird in Verallgemeinerung zu Medialen Kurven ein beliebiges Verha¨ltnis der Bogenla¨ngen der
Geoda¨tischen Kurven zu den betrachteten Objekten zugelassen. In Abschnitt 4.1 wird gezeigt,
daß alle denkbaren Konfigurationen durch numerisches Lo¨sen der Medialen Differentialgleichung
behandelt werden ko¨nnen.
In den folgenden drei Abschnitten werden weitere Ergebnisse zu der Geometrie der Media-
len Kurve pra¨sentiert. So zeigen wir in Abschnitt 4.2, daß die Tangente der Medialen Kur-
ve vollsta¨ndig durch die Tangenten der beteiligten Offsetkurven bestimmt ist. Das Verhalten
des zugeho¨rigen Abstands eines Medialen Kurvenpunktes zu den Ausgangsobjekten ist ferner
durch den Schnittwinkel der Offsetkurventangenten bestimmt. In Abschnitt 4.3 wird bespro-
chen, wie die Mediale Differentialgleichung modifiziert werden kann, so daß die Lo¨sung der
bogenla¨ngenparametrisierten Medialen Kurve entspricht. In Abschnitt 4.4 stellen wir uns der
Aufgabe, die Geoda¨tische Kru¨mmung der Medialen Kurve zu bestimmen. Es wird sich zeigen,
daß diese geometrische Gro¨ße zweiter Ordnung in keinem linearen Verha¨ltnis zu den entspre-
chenden Kru¨mmungswerten der beteiligten Offsetkurven steht. Dennoch sind wir in der Lage,
eine Berechnungsvorschrift anzugeben.
Ein schwieriges Problem bei der Behandlung der Medialen Differentialgleichung ist es, geeignete
Anfangswerte, d.h. einen Punkt der Medialen Kurve zu finden. Besitzt man die Information u¨ber
die Lage eines solchen Punktes, so ist die Verfolgung der Medialen Kurve durch das Lo¨sen der
Medialen Differentialgleichung meist problemlos mo¨glich. In Abschnitt 4.5 werden wir unseren
Lo¨sungsvorschlag dieses Problems vorstellen. Es handelt sich hierbei um einen neuen Algorith-
mus, der einen einzelnen Medialen Punkt mit Hilfe einer Art Bisektionsverfahren ermittelt.
In Abschnitt 4.6 diskutieren wir insbesondere die Leistungsfa¨higkeit dieser Anfangswertsuche,
indem wir dort einige Beispiele unseres Programms zur Berechnung der Medialen Kurve pra¨sen-
tieren.
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Als eine Art Nebenprodukt hat sich im Laufe unserer Untersuchungen u¨ber Mediale Kurven
ein Verfahren zur Bestimmung von ku¨rzesten Geoda¨tischen Verbindungskurven zwischen zwei
Fla¨chenobjekten ergeben. Dabei sind wieder alle Kombinationen von Fla¨chenkurve und –punkt
erlaubt. Ohne dies zu Beginn unserer Arbeit angestrebt zu haben, sind wir damit zu einer Me-
thode gelangt, die oben angesprochene, klassische Frage der Geometrie,
”
wie komme ich am
schnellsten von A nach B“ in dem Fall parametrischer Kurven zu beantworten. Dieses neue Ver-
fahren wird in Abschnitt 4.7 vorgestellt. Daß man hierbei die ku¨rzeste Geoda¨tische Verbindung
fu¨r jede denkbare Konfiguration bestimmen kann, ist die Folge der Vorgehensweise, bei der kon-
zeptionellen Einfu¨hrung der Geoda¨tischen Offsetfunktion nicht zwischen Fla¨chenpunkten und
–Kurven zu unterscheiden.
In Kapitel 5 behandeln wir die sogenannten Fokalpunkte von Fla¨chenkurven und –Punkten.
Hierbei handelt es sich um Punkte der Geoda¨tischen Offsetkurven, in denen die zugeho¨rige
Tangente verschwindet. Im Fall eines Fla¨chenpunktes ist die Menge aller Fokalpunkte auch
unter dem Namen konjungierter Ort bekannt. In Abschnitt 5.1 wird gezeigt, daß es sich bei dieser
Menge um eine Fla¨chenkurve handelt, die wir durch Lo¨sen einer Differentialgleichung bestimmen
ko¨nnen. Hierbei spielen die Geoda¨tische Offsetfunktion und ihre partiellen Ableitungen wieder
die entscheidende Rolle. Auch wenn diese Vorgehensweise bereits in [RWS96a] angeregt wurde,
wird an dieser Stelle erstmals eine konkrete und vollsta¨ndige Ausarbeitung zu den Eigenschaften
der Fokalkurve, sowie zu ihrer Approximation vorgelegt. Insbesondere werden in Abschnitt 5.1
einige geometrische Eigenschaften der Fokalkurve besprochen.
Im Fall von ebenen Kurven entspricht der Fokalpunkt eines Kurvenpunktes bekanntlich demMit-
telpunkt des zugeho¨rigen Kru¨mmungskreises der Kurve. In Abschnitt 5.2 werden wir den Begriff
des Geoda¨tischen Kru¨mmungskreises einer Fla¨chenkurve einfu¨hren. Wir zeigen (vgl. Satz 5.2.2),
daß dieser einer Geoda¨tischen Offsetkurve um den Fokalpunkt der betrachteten Fla¨chenkurve
entspricht. Ferner gelingt es uns dort, eine weitere Gemeinsamkeit zur Euklidischen Situation
herauszuarbeiten: Der Geoda¨tische Kru¨mmungskreis besitzt genau dann keinen transversalen
Schnitt mit der Ausgangskurve, wenn die Funktion des Fokalen Abstands ein lokales Minimum
besitzt. Diese Eigenschaft wird sich fu¨r die Berechnung Medialer Achsen als hilfreich erweisen.
Bevor die in Abschnitt 5.1 angegebene Differentialgleichung zur Berechnung von Fokalkurven
erfolgreich eingesetzt werden kann, beno¨tigt man passende Startwerte. Die Ermittelung sol-
cher Anfangswerte ist Gegenstand von Abschnitt 5.3. Wir schlagen dort ein Bisektionsverfahren
vor. Um hierbei zu einer Abscha¨tzung eines Startintervalls zu kommen, benutzen wir die Ver-
gleichssa¨tze von Sturm, die uns bislang nur fu¨r den Fall von Kurvenpunkten gela¨ufig waren.
Wir geben daher eine leichte Verallgemeinerung fu¨r die Situation von Fla¨chenkurven an (vgl.
Satz 5.3.1). Anschließend werden wir in Abschnitt 5.4 anhand einiger numerischer Beispiele den
Erfolg der hier vorgestellten Methoden demonstrieren.
Nach den Vorbereitungen der vorangegangenen Kapitel (die allerdings nicht nur vorbereitenden
Charakter besitzen, sondern alle ihre eigensta¨ndige Bedeutung haben) kommen wir im letzten
Kapitel auf unser Ausgangsproblem, der Berechnung der Medialen Achse zuru¨ck. Obwohl der
Einsatz der Medialen Achse in den letzten Jahren im Bereich der Geometrischen Modellierung
zugenommen hat, gibt es kaum Literatur, die ihre Struktur in mathematisch korrekter Weise
analysiert. Dies gilt bereits fu¨r den Euklidischen Fall, aber erst recht fu¨r die von uns untersuch-
te Geometrie parametrischer Fla¨chen. Hervorzuheben sind allerdings die Arbeiten von Wolter
[Wol85], in der der sogenannte Cut Locus in Riemannschen Mannigfaltigkeiten untersucht wird,
sowie [Wol92], die unter anderem die Mediale Achse im IRn behandelt. Daher geben wir in Ab-
schnitt 6.1 eine knappe Einfu¨hrung in die Begriffe Cut Locus und Mediale Achse und besprechen
ihre grundlegenden Eigenschaften.
18 Kapitel 1 Einleitung
In Abschnitt 6.2 beschra¨nken wir uns in unseren Betrachtungen auf die Mediale Achse. Dort
werden einige nicht–triviale Eigenschaften (unter gewissen Stetigkeitsannahmen an den Rand
der betrachteten Menge) bewiesen, die fu¨r den ebenen Fall bereits von Wolter in [Wol92] gezeigt
werden konnten. Diese betreffen vorwiegend die lokale Struktur der Medialen Achse. So ko¨nnen
wir beispielsweise feststellen, daß jedes Element der Medialen Achse mindestens zwei ku¨rzeste
Verbindungen zum Rand der betrachteten Menge besitzt oder ein Fokalpunkt der Randkurve
ist (vgl. Lemma 6.2.2). In Abschnitt 6.3 behandeln wir dagegen eine zentrale globale Eigen-
schaft der Medialen Achse. Diese ist na¨mlich (wieder unter gewissen Stetigkeitsannahmen) ein
starker Deformationsretrakt des Inneren der Ausgangsmenge. Auch dieser Satz ist eine Verall-
gemeinerung eines analogen Resultats fu¨r den Euklidischen Fall, das Wolter in [Wol92] zeigen
konnte. Auch fu¨r diese U¨berlegung werden an wesentlicher Stelle die Eigenschaften Geoda¨tischer
Offsetfunktionen benutzt.
Mit diesem Resultat hat man eine recht starke Aussage u¨ber die Struktur der Medialen Achse
zur Verfu¨gung. Aus ihr ergibt sich insbesondere der Wegzusammenhang der Medialen Achse,
vorausgesetzt die betrachtete Menge ist zusammenha¨ngend. Im Hinblick auf die Vorbereitung
einer Methode zur Berechnung der Medialen Achse gehen wir in Abschnitt 6.4 noch einen Schritt
weiter. Wir zeigen hier, daß die Mediale Achse als topologischer Graph dargestellt werden kann
(Satz 6.4.8), deren Kanten durch Lo¨sen der Medialen Differentialgleichung bestimmt werden
ko¨nnen (Satz 6.4.5). Ferner gelingt es uns dort, die Ecken des Graphen (im wesentlichen) nach
der Anzahl ihrer distanzminimalen Verbindungen zum Rand der betrachteten Menge zu klassi-
fizieren (Korollar 6.4.14). Damit ist der Weg zur Berechnung der Medialen Achse vorgegeben.
In Abschnitt 6.5 werden wir schließlich die Berechnungsmethode der Medialen Achse vorstellen,
die Moritz Baer im Rahmen seiner Diplomarbeit [Bae98] am Lehrstuhl fu¨r Graphische Daten-
verarbeitung entwickelt hat.
Mein Dank gilt dem Institut fu¨r Informatik, das mir die Mo¨glichkeit zur Promotion bot, ins-
besondere meinem Doktorvater Prof. Dr. F.–E. Wolter fu¨r die wissenschaftliche Betreuung der
vorliegenden Arbeit. Fu¨r seine Mu¨hen bei der Begutachtung der Dissertation sei Prof. Dr. G.
Mu¨hlbach vielmals gedankt. Nicht vergessen darf ich an dieser Stelle, Oliver Sniehotta und Mo-
ritz Baer fu¨r ihre Mitarbeit an diesem Forschungsprojekt, sowie fu¨r die Durchsicht und Korrektur
des Manuskripts ganz herzlich zu danken. Fu¨r ihre stets fachkundige Unterstu¨tzung mo¨chte ich
ferner der Systemadministration am Lehrstuhl Graphische Datenverarbeitung, insbesondere Oli-
ver Guntermann, Dirk Hillbrecht und Sebastian Cramer danken. Stellvertretend fu¨r alle meine
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Kapitel 2
Differentialgeometrische Grundlagen
2.1 Elementare Eigenschaften parametrischer Freiformfla¨chen
In diesem ersten Abschnitt werden Schreibweisen und Eigenschaften parametrischer Fla¨chen und
Fla¨chenkurven vorgestellt, die im Laufe der Arbeit benutzt werden. Es handelt sich hierbei um
etablierte Ergebnisse, wie sie in jedem Lehrbuch u¨ber Differentialgeometrie zu finden sind. Sie
wurden in diese Arbeit aufgenommen, um einerseits die im weiteren Verlauf benutzten Schreib-
weisen einzufu¨hren, sowie andererseits Lesern, die keine differentialgeometrischen Vorkenntnisse
besitzen, die Lektu¨re des Materials zu erleichtern. Zur weiteren Vertiefung der hier angesproche-
nen Sachverhalte verweisen wir auf die Bu¨cher von Blaschke und Leichtweiß [BL73], do Carmo
[dC76], Stoker [Sto69] und Spivak [Spi79a], [Spi79b].
Alle Methoden und Konzepte, die in der vorliegenden Arbeit vorgestellt werden, behandeln
regula¨re parametrische Fla¨chen. Darunter versteht man eine Teilmenge S ⊂ IR3, so daß fu¨r
jeden Punkt p ∈ S eine Umgebung p ∈ V ⊂ IR3 und eine Abbildung r : U → V ∩S einer offenen
Menge U ⊂ IR2 existiert, so daß die folgenden Eigenschaften gelten:1
(1) Die Abbildung r ist differenzierbar.
(2) r ist ein Homo¨omorphismus.
(3) Fu¨r jedes q ∈ U hat das Differential drq den Rang Zwei.
Die Abbildung r wird u¨blicherweise (lokale) Parametrisierung oder System (lokaler) Koordinaten
der Fla¨che S in einer Umgebung um p genannt. Der Definitionsbereich U von r wird ha¨ufig auch
(u, v)–Parameterraum von S genannt. Folgerichtig schreibt man die Abbildung
r(u, v) = (x(u, v), y(u, v), z(u, v))T
mit Koordinatenfunktionen x, y, z, die von Parametern (u, v) ∈ U abha¨ngen.
Wa¨hrend die erste Bedingung an die Parametrisierungsabbildung r in gewisser Weise garan-
tiert, daß man einen Begriff von Ableitung und Tangentialita¨t auf bzw. zu der Fla¨che S hat,
gewa¨hrleistet Bedingung 2, daß S keine Selbstdurchdringungen besitzt. Wenn man von der Pa-
rametrisierungsabbildung Differenzierbarkeit fordert, so meint man damit in der Regel beliebig
1Vektoren und vektorwertige Funktionen werden im Laufe der Arbeit stets in Fettbuchstaben gesetzt werden,
wohingegen fu¨r skalare Werte Standardschrift benutzt werden wird. Beispielsweise bezeichnet N einen Vektor
und N einen Skalar.
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oft differenzierbar. Da in der Geometrischen Modellierung u¨berwiegend mit Spline–Fla¨chen,
also stu¨ckweise polynomialen Fla¨chen gearbeitet wird, ist diese Bedingung in jedem Segment
der Fla¨che erfu¨llt. An den Segmentu¨berga¨ngen kann man nur eine geringere Stetigkeitsordnung
verlangen. Man spricht in solchen Fa¨llen von Cp–stetigen Fla¨chen. U¨blich sind hierbei p = 1
(Tangentenstetigkeit) und p = 2 (Kru¨mmungsstetigkeit). Die dritte Eigenschaft kann man unter
Benutzung der partiellen Ableitungen ru := (∂/∂u)r und rv := (∂/∂v)r a¨quivalent durch die
Forderung ersetzen, daß ru und rv in jedem Punkt p ∈ S linear unabha¨ngig sein sollen. Dies
garantiert die Existenz der (eindeutig bestimmten) Tangentialebene Tp(S) in jedem Punkt p von
S.
Im allgemeinen beno¨tigt man mehrere Parametrisierungsabbildungen, um die gesamte Fla¨che S
zu u¨berdecken. Als typisches Beispiel fu¨r diesen Sachverhalt kann die Spha¨re angesehen werden,
fu¨r die man mindestens zwei Parametrisierungen beno¨tigt. Fu¨r die berechnende Differentialgeo-
metrie, um die es in dieser Arbeit u¨berwiegend gehen wird, nimmt man u¨blicherweise an, daß
die Fla¨che nur durch eine einzige Abbildung parametrisiert wird. Auch wenn streng genommen
Fla¨chen wie die Spha¨re durch diese Annahme ausgenommen werden, stellt diese Voraussetzung
keine ernste Einschra¨nkung dar. Zum einen deckt sich diese Annahme mit den Anforderungen aus
der Anwendung (der Geometrischen Modellierung), bei der meist Fla¨chen, die homo¨omorph zur
Ebene sind, konstruiert werden. Andererseits ko¨nnen die verbleibenden Fla¨chen (d.h. kompakte
Fla¨chen ohne Rand) durch Entfernen von Nullmengen wieder durch nur eine Parametrisierungs-
abbildung dargestellt werden. So kann zum Beispiel die Spha¨re mit Ausnahme des Nord– und
Su¨dpols als Rotationsfla¨che parametrisiert werden.
Eine parametrische Fla¨chenkurve α ⊂ S wird u¨blicherweise durch ihre Parameterraumkurve
(u(t), v(t))T repra¨sentiert, d.h. man schreibt sie in der Form
α(t) = r(u(t), v(t)).
Mit Hilfe dieser Darstellung ergibt sich der Tangentenvektor einer Fla¨chenkurve im Parameter-
wert t = t0 in der Form
α′(t0) = u′(t0) ru (u(t0), v(t0)) + v′(t0) rv (u(t0), v(t0)) ,
also als Linearkombination der partiellen Ableitungen ru und rv, die den Tangentialraum Tp(S)
nach obiger Definition regula¨rer Fla¨chen aufspannen. Wenn es durch den Kontext klar ist, welche
Parameterwerte zu benutzen sind, werden wir solche Ausdru¨cke in der Kurzform α′ = u′ru+v′rv
schreiben. Eine (Fla¨chen–)Kurve heißt regula¨r, wenn ihre erste Ableitung fu¨r alle Parameterwerte
nicht trivial ist, d.h. wenn α′(t) 6= 0 fu¨r alle t gilt. Regula¨re Kurven haben die Eigenschaft, daß
man stets eine Umparametrisierung vornehmen kann, so daß bzgl. des neuen Parameters, den
wir mit s bezeichnen wollen, ∥∥α′(s)∥∥ = 1
gilt. Kurven, die diese Eigenschaft besitzen, nennt man nach ihrer Bogenla¨nge parametrisiert.
Der Grund fu¨r diese Bezeichnung liegt darin, daß die Bogenla¨nge (d.h. die Entfernung, die man
zum Zeitpunkt t seit t0 auf dem Weg la¨ngs der Spur der betrachteten Kurve zuru¨ckgelegt hat)
durch
s(t) =
∫ t
t0
∥∥α′(τ)∥∥ dτ
berechnet werden kann. Bei bogenla¨ngenparametrisierten Kurven entspricht der Parameter s
demnach exakt der zuru¨ckgelegten Strecke.
Viele wichtigen geometrischen Begriffe der lokalen Geometrie der betrachteten Fla¨che ko¨nnen in
Termen der ersten und zweiten Fundamentalform von S ausgedru¨ckt werden. Bei beiden handelt
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es sich um Quadratformen, die auf der Tangentialebene Tp(S) definiert sind. Wa¨hlt man die
Vektoren ru und rv als Basis des Tangentialraums, so ist der Wert der ersten Fundamentalform
I(w) fu¨r einen tangentialen Vektor w ∈ Tp(S) in der Darstellung w = u′ru + v′rv durch
I(w) = E
(
u′
)2
+ 2F u′ v′ +G
(
v′
)2
= (u′, v′)
(
E F
F G
) (
u′
v′
)
gegeben. Die reellen Zahlen E, F und G nennt man die Koeffizienten der ersten Fundamental-
form. In der gewa¨hlten Basis entsprechen sie den Werten
E := 〈ru, ru〉 , F := 〈ru, rv〉 , G := 〈rv, rv〉 .
Die zugeho¨rige Matrix nennt man erste Fundamentalmatrix. Sie ist eine symmetrische, positv
definite Matrix, mit deren Hilfe man ein Skalarprodukt 〈., .〉p auf dem Tangentialraum Tp(S)
durch
〈w1,w2〉 =
〈(
u′1
v′1
)
,
(
u′2
v′2
)〉
p
:=
〈(
u′1
v′1
)
,
(
E F
F G
)(
u′2
v′2
)〉
einfu¨hrt. Der untere Index p bei dem eben eingefu¨hrten Skalarprodukt soll darauf hinweisen,
daß das Skalarprodukt von dem betrachteten Fla¨chenpunkt abha¨ngt. Im folgenden werden wir
jedoch ha¨ufig auf diesen expliziten Hinweis verzichten.
Die erste Fundamentalform liefert einen Zusammenhang zwischen der Tangentenla¨nge einer
Fla¨chenkurve α(t) = r(u(t), v(t)) und der Tangente der zugeho¨rigen Parameterraumkurve. Es
gilt na¨mlich ∥∥α′(t0)∥∥2 = I (α′(t0)) = E (u′(t0))2 + 2F u′(t0) v′(t0) +G (v′(t0))2 .
Ferner kann die erste Fundamentalform dazu benutzt werden, um den Schnittwinkel zweier
Fla¨chenkurven in Termen der zugeho¨rigen Parameterraumkurven auszudru¨cken. Sind na¨mlich
α und β zwei Fla¨chenkurven mit Parameterraumkurven (uα(t), vα(t))
T bzw. (uβ(t), vβ(t))
T , die
sich zum Zeitpunkt Null schneiden (d.h. es gelte α(0) = β(0)), so gilt fu¨r den Zwischenwinkel φ
der zugeho¨rigen Tangenten beider Kurven
∥∥α′(0)∥∥ ∥∥β′(0)∥∥ cos(φ) = 〈α′(0), β′(0)〉 = 〈( uα(0)
vα(0)
)
,
(
uβ(0)
vβ(0)
)〉
p
.
Die zweite Fundamentalform II(w) hat bezu¨glich der Basis ru, rv von Tp(S) die Gestalt
II(w) = L
(
u′
)2
+ 2M u′ v′ +N
(
v′
)2
,
wobei die sogenannten Koeffizienten der zweiten Fundamentalform durch die Identita¨ten
L := 〈N , ruu〉 , M := 〈N , ruv〉 , N := 〈N , rvv〉
gegeben sind. Die Vektoren ruu, ruv und rvv stehen fu¨r die zweiten partiellen Ableitungen der
Fla¨chenparametrisierung. Der in diesen Gleichungen auftretende Vektor N = N(p) ∈ IR3 ist
die Fla¨chennormale der Fla¨che S. Dieser Vektor der La¨nge Eins besitzt die Eigenschaft, daß er
orthogonal zur Tangentialebene Tp(S) ist. U¨blicherweise wird er daher durch die Identita¨t
N :=
ru ∧ rv
‖ru ∧ rv‖
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eingefu¨hrt. (Diese Definition ist nicht unbedingt zwingend; man ko¨nnte mit gleichem Recht den
zu N negativen Vektor als Normale einfu¨hren.) Hierbei steht der Operator
”
∧“ fu¨r das Kreuz-
produkt im IR3. Wie bei der ersten Fundamentalform kann man die durch die zweite Fundamen-
talmatrix induzierte symmetrische Bilinearform auf dem Tangentialraum betrachten. Obwohl
dies einen leichten Mißbrauch der Schreibweise darstellt, bezeichnen wir diese Bilinearform mit
II(v,w) :=
〈
v,
(
L M
M N
)
w
〉
fu¨r alle tangentialen Vektoren v,w ∈ Tp(S).
Um die geometrische Bedeutung der zweiten Fundamentalform zu erla¨utern, mu¨ssen zuna¨chst ei-
nige Bemerkungen zur Kru¨mmung dreidimensionaler Raumkurven gemacht werden. Die Fla¨chen-
kurve α(t) kann gleichzeitig als Kurve des umliegenden dreidimensionalen Raumes interpretiert
werden. Daher ist es sinnvoll, fu¨r eine regula¨re Kurve α den sogenannten Kru¨mmungsvektor k
von α zu betrachten. Er ist durch die Formel
k(t) =
1
‖α′(t)‖2α
′′(t)− 〈α
′(t), α′′(t)〉
‖α′(t)‖4 α
′(t) (2.1)
gegeben. Da im Fall einer bogenla¨ngenparametrisierten Kurve die Vektoren der ersten beiden
Ableitungen orthogonal zueinander sind, entspricht die zweite Ableitung der Kurvenparametri-
sierung dem Kru¨mmungsvektor, d.h. es gilt in diesem Fall k = α′′. Ferner ist erwa¨hnenswert,
daß der Vektor der La¨nge Eins in Richtung des Kru¨mmungsvektors Kurvennormale genannt
wird und in dieser Arbeit mit n bezeichnet wird. Die Kurvenkru¨mmung der Raumkurve α zum
Zeitpunkt t ist nach Definition die La¨nge des Kurvenkru¨mmungsvektors k. Wir reservieren den
Buchstaben k fu¨r diesen Kru¨mmungswert. Nach dieser Setzung gilt also stets k = kn. Aus
Gleichung (2.1) leitet man
k(t) =
‖α′(t) ∧α′′(t)‖
‖α′(t)‖3 (2.2)
als Formel fu¨r die Kurvenkru¨mmung einer regula¨ren Raumkurve ab.
Nach Definition der Kru¨mmung einer Raumkurve gilt stets k ≥ 0. Im Fall einer ebenen Kurve ist
es ha¨ufig gu¨nstig, eine vorzeichenbehaftete Kurvenkru¨mmung zu erkla¨ren. Bezeichnet man die
vorgegebenen Koordinatenvektoren der Ebene mit e1 und e2, so fu¨hrt man die Kurvennormale
n(t) (abweichend zu der Vorgehensweise, wie sie im letzten Absatz beschrieben wurde) als den
eindeutig bestimmten, zur Kurventangente α′(t) orthogonalen Vektor der La¨nge Eins ein, so
daß das System {α′(t),n(t)} dieselbe Orientierung wie {e1, e2} besitzt. Man sieht leicht, daß
diese Kurvennormale n(t) und der oben eingefu¨hrte Kru¨mmungsvektor k(t) kollineare Vektoren
sind. Die Kru¨mmung ebener Kurven k definiert man analog durch die Identita¨t k = kn, in
der allerdings die eben definierte Kurvennormale n benutzt wird. Offenbar stimmt der Betrag
dieses Kru¨mmungswertes mit dem Kru¨mmungswert u¨berein, den man durch Einbettung der
ebenen Kurve in den IR3 erha¨lt. Der Vorteil dieser Definition besteht darin, daß man anhand
des Vorzeichens der Ebenenkru¨mmung k unterscheiden kann, ob α zum Zeitpunkt t eine Links–
oder eine Rechtskurve (bezu¨glich der durch e1, e2 induzierten Orientierung) beschreibt. Im
ersten Fall ergibt sich ein positiver, im zweiten ein negativer Kru¨mmungswert. Aus Gleichung
(2.2) ergibt sich im Fall einer positiv orientierten Basis des IR2 die Formel
k(t) =
det (α′(t), α′′(t))
‖α′(t)‖3 (2.3)
fu¨r die Kurvenkru¨mmung regula¨rer ebener Kurven.
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kg
kn
p = α(t0)
N
α′(t0)
v
k
α(t)
Abbildung 2.1: Normalkru¨mmung und Geoda¨tische Kru¨mmung einer Fla¨chenkurve
Nachdem wir die Fla¨chenkurve α im vorletzten Absatz als Raumkurve betrachtet haben, ko¨nnen
wir ihre Kru¨mmungseigenschaften im Punkt p = α(t0) aus der Sicht der Fla¨che S studieren.
Dafu¨r zerlegen wir den Kru¨mmungsvektor k = k(t0) in seinen tangentialen und normalen Anteil,
d.h. wir schreiben
k = kn + kg = κnN + κg v (2.4)
(siehe Abbildung 2.1). Dabei ist v ∈ Tp(S) der eindeutig bestimmte tangentiale Vektor der
La¨nge Eins, der orthogonal zur Kurventangente α′(t0) ist, so daß die Vektoren α′(t0), v und
N ein positiv orientiertes lokales Koordinatensystem bilden. Der Anteil kn = kn(t0) in Rich-
tung der Fla¨chennormale N wird Normalkru¨mmungsvektor, der tangentiale Anteil Geoda¨ti-
scher Kru¨mmungsvektor von α genannt. Ihre (vorzeichenbehafteten) La¨ngen κn = κn(t0) bzw.
κg = κg(t0) werden Normalkru¨mmung bzw. Geoda¨tische Kru¨mmung genannt. Interessanterweise
ha¨ngt der Wert von κn nur von der Richtung α
′(t0) der betrachteten Fla¨chenkurve ab, nicht
aber von dem weiteren Verlauf oder der Durchlaufgeschwindigkeit der Kurve (also auch nicht
von der Tangentenla¨nge ‖α′(t0)‖). Diese Tatsache kennt man unter dem Namen Satz von Meus-
nier (vgl. [dC76], S. 142 ff.). Daher spricht man bei κn von der Normalkru¨mmung der Fla¨che S
in Richtung von α′. Anders bei der Geoda¨tischen Kru¨mmung: Bei ihr spielt der weitere Verlauf
der Kurve eine Rolle.
Betrachtet man nun den Wert der zweiten Fundamentalform fu¨r einen Tangentialvektor w der
La¨nge Eins, so stellt sich heraus, daß der resultierende Wert II(w) der Normalkru¨mmung der
Fla¨che S in Richtung von w entspricht. Dies liefert die angeku¨ndigte geometrische Bedeutung
der zweiten Fundamentalform. Betrachtet man die Normalkru¨mmung κn fu¨r alle tangentialen
Richtungen der La¨nge Eins (Einheitskreis im Tangentialraum Tp(S)), so muß II(w) als stetige
Funktion auf dieser kompakten Menge ihr Minimum und ihr Maximum annehmen. Da die zwei-
te Fundamentalform eine Quadratform ist, gibt es zwei, nicht notwendigerweise verschiedene
Extremwerte κmin und κmax, die sogenannten Hauptkru¨mmungen. Die zugeho¨rigen tangentialen
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Richtung werden Hauptkru¨mmungsrichtungen von S in p genannt. Mit Hilfe der Hauptkru¨mmun-
gen fu¨hrt man zwei weitere Kru¨mmungsbegriffe einer parametrischen Fla¨che S ein. Die Gauß-
kru¨mmungK der Fla¨che im Punkt p ist definiert als das Produkt der beiden Hauptkru¨mmungen,
dieMittlere Kru¨mmungH ist das arithmetische Mittel beider Hauptkru¨mmungswerte. Man setzt
also
K = κmin κmax und H =
1
2
(κmin + κmax) .
Um die eben eingefu¨hrten Kru¨mmungsbegriffe einer Fla¨che auszurechnen, kann man sich wieder
der Koeffizienten der ersten und zweiten Fundamentalform bedienen. Es gilt na¨mlich
κmin = H −
√
H2 −K, κmax = H +
√
H2 −K,
K =
LN −M2
EG− F 2 , H =
2F M − EN −GL
2 (EG− F 2) .
Um die geometrische Bedeutung der Gaußkru¨mmung besser einscha¨tzen zu ko¨nnen, betrachtet
man u¨blicherweise die sogenannte Gaußabbildung N : S → IR3, die jedem Fla¨chenpunkt p ∈ S
der orientierbaren Fla¨che S die zugeho¨rige Fla¨chennormale N(p) zuordnet. Da die Normale
ein Vektor der La¨nge Eins ist, gilt N : S → S2, wobei S2 die Einheitsspha¨re bezeichnet.
Studiert man nun das Verhalten der Gaußabbildung unter infitesimal kleiner Variation von p,
so fu¨hrt dies zum Differential dNp der Gaußabbildung, welches das Vera¨nderungsverhalten des
Normalenvektors in p und damit der durchN(p) bestimmten Tangentialebene Tp(S) beschreibt.
Dies zeigt die Bedeutung von dNp im Hinblick auf die Kru¨mmung von S in p.
Das Differential der Gaußabbildung ist nun eine lineare Abbildung von Tp(S) nach TN(p)(S
2). Da
nun beide Tangentialebenen parallel zueinander sind, kann man dNp als lineare Abbildung von
Tp(S) auf sich interpretieren. Betrachtet man nun eine durch Vorgabe einer regula¨ren Fla¨chen-
kurve α(t) = r(u(t), v(t)) mit der Eigenschaft α(0) = p bestimmte Richtung der Variation von
p, so erha¨lt man die zugeho¨rige Richtungsableitung von N(t) := N(α(t)) bezu¨glich des durch
r induzierten Koordinatensystems
dN
(
α′
)
= Nu u
′ +N v v′
fu¨r t = 0. Da die Vektoren Nu und N v Element der Tangentialebene Tp(S) sind, kann man
Nu = a11 ru + a21 rv (2.5a)
N v = a12 ru + a22 rv (2.5b)
schreiben. Diese Beziehungen sind als Gleichungen von Weingarten bekannt. Die reellen Zahlen
aik sind die Koeffizienten des Differentials der Gaußabbildungen bezu¨glich des lokalen Koordi-
natensystems ru und rv von Tp(S); sie liefern die Darstellung von dNp als Matrix (aik)i,k=1,2.
Diese Matrixeintra¨ge ko¨nnen mit Hilfe der Formeln
a11 =
M F − LG
EG− F 2 (2.6a)
a12 =
N F −M G
EG− F 2 (2.6b)
a21 =
LF −M E
EG− F 2 (2.6c)
a22 =
M F −N E
EG− F 2 (2.6d)
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in Termen der Koeffizienten der ersten und zweiten Fundamentalformen ausgedru¨ckt werden. Der
Vollsta¨ndigkeit zu Liebe sei erwa¨hnt, daß die Gaußkru¨mmung der Determinante dieser Matrix
K = det (aik) entspricht. Ferner sind die Hauptkru¨mmungen die negativen Eigenwerte und die
Mittlere Kru¨mmung ist die negative Ha¨lfte der Spur der Matrix.
Die oben eingefu¨hrten Fla¨chenkru¨mmungsbegriffe wurden alle mit Hilfe des Begriffes der Nor-
malkru¨mmung einer tangentialen Richtung eingefu¨hrt. Die Geoda¨tische Kru¨mmung der Fla¨chen-
kurve α spielte dabei keine Rolle. Da sich diese durch Projektion des Kurvenkru¨mmungsvektors
k in die Tangentialebene Tp(S) ergab, kann man die Geoda¨tische Kru¨mmung als die Kurven-
kru¨mmung von α aus Sicht eines Bewohners der Fla¨che S deuten, der keine Kenntnis von dem
umgebenden Raum IR3 besitzt. Um diese Interpretation zu konkretisieren, betrachte man eine
Fla¨chenkurve α in einem beliebigen Kurvenpunkt p = α(t0). In einer Umgebung U(p) ⊂ S von
p ist die Projektion in die Tangentialebene Tp(S) la¨ngs der Fla¨chennormalen N(p) ein Diffeo-
morphismus. Das Bild der Fla¨chenkurve α∩U(p) ist daher eine regula¨re Kurve in der Tangen-
tialebene. Man kann nun zeigen (siehe z.B. [BL73], S. 196), daß die Geoda¨tische Kru¨mmung von
α in p mit der vorzeichenbehafteten Kru¨mmung der projizierten Kurve im Punkt p u¨berein-
stimmt (siehe auch Gleichung (2.3) fu¨r den Begriff der Kru¨mmung ebener Kurven).
Spezielle Fla¨chenkurven, die im Laufe unserer Untersuchungen immer mal wieder eine Rolle
spielen werden, sind die sogenannten Isoparameterlinien. Sie ergeben sich, in dem man einen
der beiden Parameter konstant wa¨hlt, also r(u, v0) zu einem konstantem Wert v0 und r(u0, v)
zu konstantem u0 betrachtet. Die Tangenten dieser beiden Kurven entsprechen den Tangen-
tialvektoren rv bzw. ru. Die zweiten Ableitungen der Isoparameterlinien sind keine Elemente
des Tangentialraums, sie enthalten also einen Anteil in Richtung der Fla¨chennormalen N . Man
kann diese zweiten Ableitungen ruu und rvv, sowie die gemischten zweiten partiellen Ableitung
ruv = rvu bezu¨glich der Basis ru, rv, N des IR
3 in der Form
ruu = Γ
1
11 ru + Γ
2
11 rv + L11N (2.7a)
ruv = Γ
1
12 ru + Γ
2
12 rv + L12N (2.7b)
rvu = Γ
1
21 ru + Γ
2
21 rv + L21N (2.7c)
rvv = Γ
1
22 ru + Γ
2
22 rv + L22N (2.7d)
darstellen. Durch Multiplikation dieser Gleichung mit dem Normalenvektor N erha¨lt man fu¨r
die Koeffizienten des Normalenanteils
L11 = L, L12 = L21 =M, L22 = N,
also die Koeffizienten der zweiten Fundamentalform von S. Die Koeffizienten Γkij des tangentialen
Anteils werden Christoffelsymbole genannt. Sie sind reellwertige Funktionen der Vera¨nderlichen
u und v. Offenbar sind sie symmetrisch bezu¨glich ihres unteren Indexes, d.h. es gilt Γk12 = Γ
k
21.
Die Werte der Christoffelsymbole in einem beliebigen Fla¨chenpunkt p ergeben sich durch Lo¨sen
des linearen Gleichungssystems {
Γ111E + Γ
2
11 F = 〈ruu, ru〉
Γ111 F + Γ
2
11G= 〈ruu, rv〉{
Γ112E + Γ
2
12 F = 〈ruv, ru〉
Γ112 F + Γ
2
12G= 〈ruv, rv〉{
Γ122E + Γ
2
22 F = 〈rvv, ru〉
Γ122 F + Γ
2
22G= 〈rvv, rv〉

(2.8)
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Bei diesem Gleichungssystem ist beachtenswert, daß die sechs Gleichungen in drei Paaren vonein-
ander unabha¨ngiger Gleichungen gruppiert werden ko¨nnen. Jede Gruppe aus zwei Gleichungen
besitzt als Koeffizientenmatrix die erste Fundamentalmatrix, fu¨r die bekanntlich EG − F 2 6= 0
gilt (positive Definitheit). Daher ist das obige Gleichungssystem eindeutig lo¨sbar. Auf die beson-
dere Bedeutung der Christoffelsymbole werden wir im Laufe dieses Kapitels noch ausfu¨hrlicher
zu sprechen kommen.
2.2 Geoda¨tische Kurven
Sind zwei Punkte p und q auf einer regula¨ren Fla¨che S gegeben, so wird man an dem ku¨rzesten
Pfad, der diese beiden Punkte verbindet, interessiert sein. Allerdings ist bei dieser Aufgabenstel-
lung zu beachten, daß diese ku¨rzeste Verbindung nicht unbedingt existieren muß. Als einfachstes
Beispiel fu¨r eine solche Situation kann etwa die Einheitsspha¨re betrachtet werden. Die ku¨rzeste
Verbindung zwischen zwei verschiedenen Punkten hier ist (der kurze) Teil des Großkreises, der
durch diese beiden Punkte eindeutig bestimmt ist. Locht man nun allerdings einen beliebi-
gen Punkt dieses Teils des Großkreises aus der Einheitsspha¨re heraus, so existiert die ku¨rzeste
Verbindung zwischen den gegebenen Punktes nicht mehr als Pfad innerhalb der betrachteten
Fla¨che.
Betrachtet man die Klasse der sogenannten vollsta¨ndigen Fla¨chen (vgl. [Spi79a], S. 460 ff.), so
garantiert der Satz von Hopf und Rinow (siehe z.B. [Sto69] S. 221 ff. und [dC76] S. 333 ff.) die
Existenz einer solchen ku¨rzesten Verbindung zwischen p und q. Vollsta¨ndige Fla¨chen ko¨nnen
dadurch charakterisiert werden, daß man jede sogenannte Geoda¨tische Kurve (Geoda¨tische Kur-
ven werden im folgenden noch formal eingefu¨hrt) innerhalb der betrachteten Geometrie beliebig
verla¨ngern kann. Geoda¨tische Kurven vollsta¨ndiger Fla¨chen spielen insbesondere im Hinblick
auf diese Eigenschaft die Rolle, wie sie Geraden in der Euklidischen Ebene besitzen. Beispiele
vollsta¨ndiger Fla¨chen liefern etwa alle kompakten Fla¨chen ohne Rand, wie etwa Ellipsoiden, To-
ri, etc. Da man in der Geometrischen Modellierung u¨blicherweise beschra¨nkte Fla¨chensegmente
betrachtet, die homoo¨morph zu einem Rechtecksbereich der Ebene sind, entspricht diese Kate-
gorie von Fla¨chen nicht dem Typ von Fla¨chen, die in der Anwendung typischerweise gegeben
sind. Daher werden wir im folgenden stets die Existenz der fraglichen ku¨rzesten Verbindung
explizit fordern.
Im Rahmen dieser Arbeit werden Fla¨chengeometrien mit sogenannten Hindernissen nicht be-
arbeitet werden. Hierbei werden Fla¨chen studiert, aus denen offene Gebiete herausgenommen
wurden. Betrachtet man z.B. die Euklidische Ebene ohne den offenen Einheitskreis, sowie die
Punkte p = (0, 2)T und q = (0,−2)T , so ist die (nicht eindeutig bestimmte) ku¨rzeste Verbindung
beider Punkte keine Strecke, sondern die Vereinigung zweier Strecken und eines Halbkreises. Der
Grund, warum dieser Fall ausgeschlossen wird, liegt in einer wichtigen Eigenschaft ku¨rzester
Verbindungen auf Fla¨chen ohne Hindernisse: solche Pfade besitzen u¨berall triviale geoda¨tische
Kru¨mmung (siehe [dC76] S. 333 ff.).2 Daher spielen Fla¨chenkurven auf S, deren geoda¨tische
Kru¨mmung u¨berall Null ist, eine wichtige Rolle bei der Abstandsmessung auf regula¨ren Fla¨chen.
Man definiert daher:
Definition 2.2.1
Eine Fla¨chenkurve γ(s) auf der parametrischen Fla¨che S heißt Geoda¨tische Kurve, wenn ihre
Geoda¨tische Kru¨mmung fu¨r jeden Parameter s Null ist.
2Im Fall von Fla¨chengeometrien mit Hindernissen mit stu¨ckweise glattem Rand gilt immerhin, daß eine ku¨rzeste
Verbindung die Vereinigung von Randelementen und Kurvensegmenten trivialer Geoda¨tischer Kru¨mmung ist.
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Unglu¨cklicherweise ist nicht jede Geoda¨tische Kurve, die die Punkte p and q verbindet, ein
ku¨rzester Pfad. Ein Gegenbeispiel liefert bereits die Spha¨re im IR3. Geoda¨tische Kurven ent-
sprechen in diesem Beispiel den Großkreisen der Spha¨re. Zu zwei gegebenen Punkten p 6= q,
die nicht antipodisch zueinander sind, gibt es einen eindeutig bestimmten Großkreis, der beide
Punkte entha¨lt. Der Großkreis wird durch die Lage von p und q in einen
”
kurzen“ und einen
”
langen“ Geoda¨tischen Verbindungspfad unterteilt. Falls p und q antipodisch zueinander sind,
gibt es sogar unendlich viele Großkreise, die die Punkte enthalten. Dies zeigt, daß ku¨rzeste Ver-
bindungen im allgemeinen nicht eindeutig bestimmt sind. Immerhin sind Geoda¨tische Kurven
im folgenden Sinn (lokal) eindeutig bestimmt.
Lemma 2.2.2
Fu¨r jeden Punkt p der regula¨ren parametrischen Fla¨che S und jeden Vektor 0 6= w ∈ Tp(S) gibt
es ein ε > 0 und eine eindeutig bestimmte Geoda¨tische Kurve γ(s) ⊂ S mit s ∈ (−ε, ε), so daß
γ(0) = p und γ ′(0) = w gilt.
Die Aussage dieses Satzes kann mit anderen Worten wie folgt ausgedru¨ckt werden: Fu¨r jeden
Punkt p der gegebenen Fla¨che und jeden (Richtungs-) Vektor der zugeho¨rigen Tangentialebene
existiert eine eindeutig bestimmte Geoda¨tische Kurve (in einer hinreichend klein gewa¨hlten
Umgebung von p), die im Punkt p in Richtung w und Geschwindigkeit ‖w‖ startet. Einen
Beweis dieses klassischen Ergebnisses findet man z.B. in [dC76] S. 254 ff.
Wie bereits oben erla¨utert gibt es Geoda¨tische Kurven, die in globaler Hinsicht nicht distanzmi-
nimal sind. Die Aussage des folgenden Satzes besagt, daß Geoda¨tische immerhin lokal ku¨rzeste
Verbindungen darstellen. Einen Beweis fu¨hrt etwa [dC76] S. 292 ff.
Lemma 2.2.3
Sei p ein Punkt der Fla¨che S. Dann existiert eine Umgebung U ⊂ S von p, so daß jede Geoda¨ti-
sche γ : I → U mit γ(0) = p eine ku¨rzeste Verbindung zwischen p und γ(t0) ∈ U fu¨r alle t0 ∈ I
ist.
Obwohl Hilfssatz 2.2.3 uns keine Information u¨ber den Ort gibt, wo Geoda¨tische Kurven auf-
ho¨ren, distanzminimal zu sein, macht seine Aussage dennoch klar, daß Geoda¨tische den Schlu¨ssel
zur Abstandsmessung auf regula¨ren Fla¨chen darstellen. Aus diesem Grund werden wir uns mit
ihrer numerischen Berechnung bescha¨ftigen. Fu¨r diesen Zweck werden wir Geoda¨tische Kurven
γ(s) = r(u(s), v(s)) u¨blicherweise durch die zugeho¨rige Kurve (u(s), v(s)) im Parameterraum
der Fla¨che S repra¨sentieren.
Lemma 2.2.4
Sei S ⊂ IR3 eine regula¨re parametrische Fla¨che und r : IR2 → S ihre Parametrisierung. Die ein-
deutig bestimmte Geoda¨tische Kurve γ(s) = r(u(s), v(s)), die durch den Punkt p = r(u0, v0) =
γ(0) ∈ S in Richtung w = u′0 ru + v′0 rv = γ ′(0) ∈ Tp(S) verla¨uft, genu¨gt dem Differentialglei-
chungssystem
u′′ + Γ111 (u
′)2 + 2Γ112 u
′ v′ + Γ122 (v
′)2 = 0 (2.9a)
v′′ + Γ211 (u
′)2 + 2Γ212 u
′ v′ + Γ222 (v
′)2 = 0 (2.9b)
mit den Anfangswerten u(0) = u0, v(0) = v0 (Position) und u
′(0) = u′0, v′(0) = v′0 (Richtung).
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Ein Beweis von Hilfssatz 2.2.4 kann [dC76] S. 254 ff. entnommen werden. Das Differentialglei-
chungssystem zweiter Ordung (2.9) kann in das zugeho¨rige System erster Ordnung transformiert
werden. Dadurch erha¨lt man
u′1 = u2 (2.10a)
u′2 = −
(
Γ111 u
2
2 + 2Γ
1
12 u2 v2 + Γ
1
22 v
2
2
)
(2.10b)
v′1 = v2 (2.10c)
v′2 = −
(
Γ211 u
2
2 + 2Γ
2
12 u2 v2 + Γ
2
22 v
2
2
)
. (2.10d)
Die Werte der Christoffelsymbole Γkij ko¨nnen, wie im letzten Abschnitt erla¨utert, mit Hilfe des
linearen Gleichungssystems (2.8) berechnet werden. Die meisten Standard-Pakete numerischer
Software, wie z.B. die Programm-Sammlung der Numerical Algorithm Group (siehe [NAG89]),
bieten etablierte Verfahren an, um solche Differentialgleichungssysteme wie in (2.10) zu lo¨sen.
Bei der numerischen Behandlung von (2.10) erha¨lt man nicht nur Na¨herungswerte fu¨r die Para-
meter (u(s), v(s)) der Geoda¨tischen Kurve γ(s). Die zugeho¨rigen Ableitungen (u′(s), v′(s)) der
Parameterraumkurve werden ebenfalls approximiert.
Da sich unser Interesse nicht alleine auf die Berechnung Geoda¨tischer Kurven beschra¨nkt, wir
vielmehr auch ihre Bogenla¨nge zur Abstandsmessung auf S beno¨tigen, mu¨ssen wir eine Bezie-
hung zwischen dem Kurvenparameter s und der Geoda¨tischen Bogenla¨nge finden. Den Schlu¨ssel
hierzu liefert die folgende Beobachtung (vgl. [dC76] S. 241 ff.).
Lemma 2.2.5
Jede Geoda¨tische Kurve γ(s) besitzt Tangenten konstanter La¨nge. Der Kurvenparameter s ist
daher proportional zur der Bogenla¨nge von γ.
Als direkte Folgerung aus Hilfssatz 2.2.5 stellen wir fest, daß man durch Lo¨sen von System (2.10)
bogenla¨ngenparametrisierte Geoda¨tische Kurven berechnen kann. Wenn die Anfangswerte u′0
und v′0 des Richtungsvektors na¨mlich so gewa¨hlt werden, daß ‖u′0 ru + v′0 rv‖ = 1 gilt, dann hat
der Tangentenvektor γ ′(s) der Geoda¨tischen Lo¨sungskurve die La¨nge Eins fu¨r alle Parameter s.
In den vorangegangenen Sa¨tzen sind wir stets von beliebig oft differenzierbaren Fla¨chenpara-
metrisierungen ausgegangen. In der Geometrischen Modellierung werden u¨berwiegend stu¨ckwei-
se polynomiale Fla¨chen verwendet, so daß in den Anwendungsgebieten, die uns interessieren,
diese Voraussetzung (zumindest lokal) erfu¨llt ist. Bei diesem Fla¨chentyp treten jedoch Seg-
mentu¨berga¨nge auf, an denen man lediglich Cp–Stetigkeit erwarten darf, wobei typischerweise
p = 2 oder ho¨chstens p = 3 ist. Geoda¨tische Kurven sind, wie gesehen, Lo¨sungen des Diffe-
rentialgleichungssystems (2.9). Die dort auftretenden Christoffelsymbole Γkij ergeben sich wie in
Abschnitt 2.1 erla¨utert aus den ersten und zweiten Ableitungen der Parametrisierungsabbildung
r von S. Im Fall einer C2–stetigen Fla¨che sind die Christoffelsymbole als Funktion der Parame-
ter u und v demnach zwar stetig, genu¨gen im allgemeinen jedoch keiner Lipschitz–Bedingung.
Daher erscheint es a priori fraglich, ob das Differentialgleichungssystem (2.9) in diesem Fall eine
eindeutig bestimmte Lo¨sung besitzt, d.h. ob der fu¨r uns zentrale Hilfssatz 2.2.2 fu¨r C2–stetige
Fla¨chen weiterhin Gu¨ltigkeit besitzt. Schließlich fa¨llt es nicht schwer, stetige Funktionen Γkij(u, v)
so zu konstruieren, daß das System (2.9) nicht eindeutig lo¨sbar ist. Es ist daher schon einigerma-
ßen u¨berraschend, daß diese Situation nicht eintreten kann, wenn die Γkij die Christoffelsymbole
einer konkreten Fla¨che sind, also eine existierende Geometrie repra¨sentieren. Diese Aussage ist
Inhalt des folgenden Satzes, den Hartman in [Har50] formuliert hat.
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Satz 2.2.6
Fu¨r jeden Punkt p der regula¨ren parametrischen, C2–stetigen Fla¨che S und jeden Vektor 0 6=
w ∈ Tp(S) gibt es ein ε > 0 und eine eindeutig bestimmte Geoda¨tische Kurve γ(s) ⊂ S mit
s ∈ (−ε, ε), so daß γ(0) = p und γ ′(0) = w gilt.
2.3 Vektorfelder und der Satz von Jacobi
Um die Rolle der Christoffelsymbole besser zu verstehen, muß man den Begriff des Vektorfeldes
einer regula¨ren Fla¨che einfu¨hren. Grob gesprochen handelt es sich hierbei um Abbildungen, wie
sie Bewohner der betrachteten Fla¨che S, die keine Kenntnis des umgebenden Raums besitzen,
einfu¨hren wu¨rden.
Definition 2.3.1
Sei U ⊂ S eine offene Teilmenge einer regula¨ren Fla¨che S. Eine Abbildung, die jedem Punkt
p ∈ U einen Vektor w(p) ∈ Tp(S) des zugeho¨rigen Tangentialraums zuordnet, heißt Vektorfeld
von U . Wenn fu¨r eine gegebene Parametrisierung r(u, v) der Umgebung U die Koeffizienten-
funktionen a(u, v) und b(u, v) der Darstellung
w(p) = a(u, v) ru(u, v) + b(u, v) rv(u, v) fu¨r p = r(u, v)
differenzierbare Funktionen sind, so heißt w(p) differenzierbares Vektorfeld.
Die herko¨mmliche Richtungsableitung eines differenzierbaren Vektorfeldes liefert einen dreidi-
mensionalen Vektor, der i. a. einen Anteil in Richtung der Fla¨chennormalen besitzt. Um einen
Begriff von (Richtungs–) Ableitung aus Sicht der Fla¨che S einzufu¨hren, ist dieser Normalenanteil
hinderlich. Fu¨r eine parametrische Kurve α(t) der Fla¨che S bezeichnen wir mit w(t) die Ein-
schra¨nkung des Vektorfeldes w(p) auf die Kurve α. Die Tangente dieser Fla¨chenkurve entspricht
der Richtung, in der die im folgenden eingefu¨hrte Ableitung betrachtet wird.
Definition 2.3.2
Sei α(t) eine regula¨re Kurve der Fla¨che S und w(t) ein differenzierbares Vektorfeld la¨ngs α.
Die kovariante Ableitung des Vektorfelds w im Punkt p = α(t0) ergibt sich durch Projektion
des Vektors (dw/dt)(t0) auf die Tangentialebene Tp(S) entlang der Normalen N(p). In Zeichen
werde die kovariante Ableitung durch (Dw/dt)(t0) beschrieben.
Geht man von der Darstellung
w(t) = a(u(t), v(t)) ru(u(t), v(t)) + b(u(t), v(t)) rv(u(t), v(t))
des Vektorfeldes la¨ngs α aus, so erha¨lt man durch Bilden der herko¨mmlichen Ableitung, Ein-
setzen der Darstellungen der zweiten partiellen Ableitungen der Parametrisierung r in Termen
der Christoffelsymbolen (vgl. Abschnitt 2.1) und Weglassen des Normalenanteils die Beziehung
Dw
dt
=
(
a′ + Γ111 a u
′ + Γ112 a v
′ + Γ121 b u
′ + Γ122 b v
′) ru
+
(
b′ + Γ211 a u
′ + Γ212 a v
′ + Γ221 b u
′ + Γ222 b v
′) rv (2.11)
als expliziten Ausdruck fu¨r die kovariante Ableitung eines Vektorfeldes la¨ngs α.
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Das in dieser Arbeit am meisten benutzte Vektorfeld entlang der Kurve α wird das Feld ihrer
Tangentenvektoren w(t) = α′(t) sein. Handelt es sich bei α um eine regula¨re Kurve, so ko¨nnen
wir ohne Beschra¨nkung der Allgemeinheit annehmen, daß sie nach ihrer Bogenla¨nge parametri-
siert vorliegt. Wie im Abschnitt 2.1 erla¨utert, entspricht in dieser Situation die erste Ableitung
(dw/dt)(t0) = α
′′(t0) des Vektorfeldes dem Kurvenkru¨mmungsvektor von α. Da nach Definition
2.3.2 die kovariante Ableitung den tangentialen Anteil des Kru¨mmungsvektors liefert, gilt die
Beziehung
Dα′
dt
(t0) = κg
(
N ∧α′(t0)
)
.
An dieser Identita¨t erkennt man den Zusammenhang zwischen kovarianter Ableitung und Geoda¨-
tischer Kru¨mmung einer Fla¨chenkurve. Die Geoda¨tische Kru¨mmung ist (aus Sicht eines Fla¨chen-
bewohners) die Kru¨mmung der betrachteten Kurve. Fu¨r bogenla¨ngenparametrisierte Kurven
kann sie mit Hilfe der kovarianten Ableitung berechnet werden.
Aufgrund dieser Sichtweise kann man Geoda¨tische Kurven a¨quivalent auch als jene Kurven
charakterisieren, fu¨r die die Identita¨t
Dγ ′
dt
(t0) = 0
fu¨r alle t0 gilt. Ferner erha¨lt man mit der Darstellung γ
′(t) = u′ ru+ v′ rv aus Gleichung (2.11)
die Beziehung
Dγ ′
dt
=
(
u′′ + Γ111 (u
′)2 + Γ112 u
′ v′ + Γ122 (v
′)2
)
ru
+
(
v′′ + Γ211 (u
′)2 + Γ212 u
′ v′ + Γ222 (v
′)2
)
rv = 0,
aus der die Geoda¨tischen Differentialgleichungen (vgl. Lemma 2.2.4) folgen.
Um Aussagen u¨ber Geoda¨tische Kurven beweisen zu ko¨nnen, bedient man sich in der Differen-
tialgeometrie ha¨ufig der Methode der Variation der Bogenla¨nge. Eine U¨bersicht dieses Gebiets
liegt jenseits des innerhalb dieser knappen Einfu¨hrung darstellbaren. Um jedoch ein fu¨r unse-
re Untersuchungen zentrales Ergebnis formulieren zu ko¨nnen, werden im folgenden die Begriffe
”
Variation“ und
”
Jacobi Feld“ eingefu¨hrt.
Definition 2.3.3
Sei α(s) mit s ∈ [0, l] eine Fla¨chenkurve der regula¨ren Fla¨che S, die nach ihrer Bogenla¨nge
parametrisiert ist. Eine differenzierbare Abbildung h : [0, l] × (−ε, ε) → S mit der Eigenschaft
h(s, 0) = α(s) heißt Variation von α.
Definition 2.3.4
Sei γ(s) eine bogenla¨ngenparametrisierte Geoda¨tische Kurve auf S und h : [0, l] × (−ε, ε) → S
eine Variation von γ, die die zusa¨tzliche Eigenschaft besitze, daß fu¨r jedes t0 ∈ (−ε, ε) die Kurve
ht0(s) = h(s, t0) eine Geoda¨tische ist. Das zugeho¨rige Vektorfeld (∂h/∂t)(s, 0) wird ein Jacobi
Feld la¨ngs γ genannt.
Zu beachten bei der vorangegangenen Definition ist, daß von der Kurve ht0(s) nicht etwa ver-
langt wird, daß sie nach ihrer Bogenla¨nge parametrisiert ist. Der angeku¨ndigte Satz, der fu¨r die
nachfolgenden Kapitel von großer Bedeutung sein wird, liefert eine analytische Charakterisierung
von Jacobi Feldern. Einen Beweis findet man z.B. in [dC76], S. 357 ff.
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Satz 2.3.5
Ein Vektorfeld w(t) entlang einer Geoda¨tischen Kurve γ ist genau dann ein Jacobi Feld, wenn
es der Gleichung
D2
ds2
w(s) +K(s)
(
γ ′(s) ∧w(s)) ∧ γ ′(s) = 0 (2.12)
genu¨gt. Dabei bezeichnet K(s) die Gaußsche Kru¨mmung der Fla¨che S im Punkt γ(s).
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Nach Hilfssatz 2.2.2 gibt es fu¨r jeden Punkt p ∈ S und jeden tangentialen Vektor 0 6= w ∈ Tp(S)
eine eindeutig bestimmte Geoda¨tische Kurve γ : (−ε, ε) → S mit γ(0) = p und γ ′(0) = w.
Um die Abha¨ngigkeit dieser Geoda¨tischen von der tangentialen Startrichtung w kenntlich zu
machen, bietet es sich an, diese Kurve mit γ(t,w) zu bezeichnen. Aus der Kettenregel der
Differentialrechnung folgt ferner die Beziehung
γ(t, λw) = γ(λt,w) (2.13)
fu¨r alle reellen Zahlen λ > 0. Diese Geoda¨tische ist dabei definiert fu¨r t ∈ (−ε/λ, ε/λ).
Als Konsequenz aus Identita¨t (2.13) ko¨nnen wir folgende Konstruktion durchfu¨hren: Sei 0 6=
w ∈ Tp(S) ein tangentialer Vektor, so daß γ(‖w‖,w/‖w‖) = γ(1,w) definiert ist. Wir fu¨hren
die Abbildung
expp(w) := γ(1,w) (2.14)
ein. Anschaulich entspricht expp(w) dem Ergebnis, das man erha¨lt, wenn man einen geoda¨-
tischen Weg der La¨nge ‖w‖ ausgehend vom Punkt p in tangentialer Richtung w abtra¨gt. Diese
Interpretation ist nach Lemma 2.2.5 gerechtfertigt. Dieses besagte, daß jede Geoda¨tische Tan-
genten konstanter La¨nge besitzt, also mit konstanter Geschwindigkeit durchlaufen wird. Die
Abbildung expp wird klassischerweise Exponentialabbildung genannt. Der folgende Hilfssatz faßt
ihre wichtigsten Grundeigenschaften zusammen (vgl. [dC76] S. 285 ff.).
Lemma 2.4.1
Zu einem gegebenen Punkt p ∈ S gibt es ein ε := ε(p) > 0, so daß die Exponentialabbildung
expp : Bε ⊂ Tp(S)→ S,
gegeben durch (2.14), im Inneren der ε-Kreisscheibe Bε um den Ursprung der Tangentialebene
definiert und differenzierbar ist. Daru¨berhinaus gibt es eine Umgebung p ∈ U ⊂ Bε, in der
expp : U → expp(U) ⊂ S ein Diffeomorphismus ist.
Hilfssatz 2.4.1 besagt, daß die Exponentialfunktion expp in einer gewissen Umgebung der Tan-
gentialebene Tp(S) stets definiert ist. Wie die Einheitsspha¨re S
2 zeigt, gibt es sogar Beispiele,
in denen die Exponentialabbildung fu¨r alle Tangentialvektoren definiert ist. Im allgemeinen ist
dies jedoch nicht der Fall. Entfernen wir beispielsweise den zu p antipodischen Punkt aus der
Spha¨re, so ist die Exponentialabbildung nur noch im Inneren des Kreises mit Radius π der
Tangentialebene definiert.
Ausgehend von der Diffeomorphismus-Eigenschaft der Exponentialabbildung ko¨nnen wir ein
beliebiges Koordinatensystem der Tangentialebene Tp(S) benutzen, um lokal ein neues Koordi-
natensystem der Fla¨che S in einer Umgebung von p einzufu¨hren. So ko¨nnen wir etwa Polarkoor-
dinaten der Tangentialebene mit Hilfe der Exponentialabbildung dazu benutzen, eine Umgebung
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eines Punktes aus S in Termen von Winkel und Radius zu beschreiben. Zu der gegebenen Para-
metrisierung r der betrachteten Fla¨che und einem Punkt p = r(u0, v0) ∈ S schreiben wir dazu
einen Tangentialvektor 0 6= w ∈ Tp(S) in der Form
w = ‖w‖
(
cos(θ)
ru(u0, v0)
‖ru(u0, v0)‖ + sin(θ)ru(u0, v0)⊥
)
.
Dabei bezeichnet ru(u0, v0)⊥ den eindeutig bestimmten Tangentialvektor, der orthonormal zu
ru(u0, v0) ist, so daß die Vektoren ru(u0, v0), ru(u0, v0)⊥, Np ein positiv orientiertes Orthogo-
nalsystem bilden.
Umgekehrt existiert fu¨r jedes Tupel (ρ, θ), bestehend aus einem Radius ρ > 0 und einem Winkel
0 < θ < 2π, ein eindeutig bestimmter Tangentialvektor w(ρ, θ) der La¨nge ρ. Um die Eindeu-
tigkeit zu gewa¨hrleisten, mußte hierzu die Halbgerade λru mit λ ≥ 0 ausgeschlossen werden.
Bekanntermaßen ist dies jedoch recht willku¨rlich, da man jede beliebige Halbgerade ausgehend
vom Ursprung herausnehmen kann. Damit kann man nun lokal eine neue Parametrisierung der
”
geschlitzten“ Fla¨che S − {γ(t, ru) | t ≥ 0} durch
rp(ρ, θ) := expp(w(ρ, θ)) (2.15)
definieren. Da die Exponentialabbildung nach Lemma 2.4.1 ein (lokaler) Diffeomorphismus ist,
ist rp eine regula¨re Parametrisierung der geschlitzten Fla¨che in einer Umgebung von p. Das
induzierte lokale Koordinatensystem bezeichnet man als Geoda¨tische Polarkoordinaten. Da die
Kompatibilita¨tsbedingungen wegen der Diffeomorphismuseigenschaft der Exponentialabbildung
erhalten bleiben, kann man die komplette Fla¨che S durch Umgebungen mit den Eigenschaften
wie in Lemma 2.4.1 u¨berdecken. Durch ein solches System Geoda¨tischer Polarkoordinaten erha¨lt
man eine regula¨re Parametrisierung r der gesamten Fla¨che S.
Lemma 2.4.2
Sei r ein System Geoda¨tischer Polarkoordinaten. Dann genu¨gen die Koeffizienten der zugeho¨-
rigen ersten Fundamentalform den Beziehungen
E(ρ, θ) = 1, F (ρ, θ) = 0, lim
ρ→0
G(ρ, θ) = 0, lim
ρ→0
∂
∂ρ
[√
G(ρ, θ)
]
= 1.
Einen Beweis von Hilfssatz 2.4.2 findet man z.B. in [dC76], S. 287 oder auch [BL73] S. 199 ff. Die
Aussagen von Lemma 2.4.2 lassen einige geometrische Interpretationen zu. Dazu betrachte man
sich zuna¨chst die Isoparameterlinien einer lokalen Parametrisierung rp. Fu¨r einen konstanten
Winkel θ0 erha¨lt man die sogenannte radiale Geoda¨tische ausgehend von dem Punkt p in die
durch θ0 induzierte Richtung. Diese Richtung stimmt andererseits mit der partiellen Ableitung
von rp nach dem Radius ρ u¨berein. Daru¨berhinaus gilt die Gleichung∥∥∥∥ ∂∂ρrp
∥∥∥∥2 = E(ρ, θ).
Nach Definition der Exponentialabbildung (2.14) mißt der Parameter ρ die Bogenla¨nge la¨ngs
der betrachteten Geoda¨tischen. Daraus folgt die behauptete Identita¨t E(ρ, θ) = 1. Anschaulich
bedeutet dies, daß radiale Geoda¨tische nach ihrer Bogenla¨nge parametrisiert sind.
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Abbildung 2.2: Geoda¨tische Polarkoordinaten auf einem Ellipsoiden
Definition 2.4.3
Die Exponentialabbildung sei in einem Kreis Bε ⊂ Tp(S) definiert. Fu¨r ρ0 ≤ ε heißt die Fla¨chen-
kurve
αρ0(θ) := r
p(ρ0, θ), fu¨r 0 ≤ θ ≤ 2π
Geoda¨tische Offsetkurve (oder kurz Offset) des Punktes p im Abstand ρ0.
In der Literatur wird αρ0 ha¨ufig Geoda¨tischer Kreis mit Radius ρ0 genannt. Im Euklidischen Fall
stimmen diese Kurven mit Kreisbo¨gen um p u¨berein, was diese Namensgebung motiviert. Aus
Gru¨nden, die weiter unten dargestellt werden, wollen wir jedoch lieber von Geoda¨tischen Offsets
des Punktes sprechen, obwohl Offsetkurven auf Fla¨chen weitere Eigenschaften besitzen, die uns
an Euklidische Kreise denken lassen. Bevor wir auf diese weiter eingehen, sollen die eingefu¨hrten
Begriffe an einem Beispiel veranschaulicht werden.
In Abbildung 2.2 werden die Geoda¨tischen Polarkoordinaten im Beispiel eines dreiachsigen El-
lipsoiden
r(u, v) := (a cos(u) sin(v), b sin(u) sin(v), −c cos(v))T fu¨r 0 < u < 2π, 0 < v < π
dargestellt. Als axiale Radien wurden in diesem Beispiel a = 2, b = 3/2 und c = 1 gewa¨hlt.
Betrachtet wird ferner nur eine Ha¨lfte des Ellipsoiden, d.h. es wurden lediglich Parameter
0 < u < π beru¨cksichtigt. Die in roter Farbe eingezeichneten Geoda¨tischen starten in dem
Punkt p = r(7/5, 1) in tangentialem Winkel θk = 2πk/8 fu¨r k = 0, 1, . . . , 7. Die drei gru¨nen
Kurven repra¨sentieren Geoda¨tische Offsets, die im Geoda¨tischen Abstand ρi = i/4 fu¨r i = 1, 2, 3
gezeichnet wurden. Die zugeho¨rigen Parameterraumkurven bezu¨glich der Ausgangsparametri-
sierung r sind in der rechten Ha¨lfte der Abbildung dargestellt.
Abbildung 2.2 suggeriert, daß es sich bei der lokalen Karte rp um eine orthogonale Parametri-
sierung der Fla¨che handelt. Dies ist tatsa¨chlich wahr. Die Gleichung
0 = F (ρ, θ) =
〈
∂
∂ρ
rp,
∂
∂θ
rp
〉
aus Lemma 2.4.2 besagt na¨mlich, daß radiale Geoda¨tische und Geoda¨tische Offsets sich im
rechten Winkel schneiden. In dieser Beziehung verhalten sich Offsetkurven also genauso wie
Kreise in der Euklidischen Ebene.
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Abbildung 2.3: Geoda¨tische Offsetkurven mit singula¨ren Punkten auf einer Glockenfla¨che (I)
Die Tangentenla¨nge einer Geoda¨tischen Offsetkurve im Abstand ρ ist durch den Koeffizienten
G(ρ, θ) =
∥∥∥∥ ∂∂θrp
∥∥∥∥
der ersten Fundamentalform gegeben. Im Euklidischen Fall entspricht die Tangentenla¨nge dem
Radius des betrachteten Kreises. Dies kann man im Fla¨chenfall nicht erwarten. Allerdings zeigen
die Beziehungen
lim
ρ→0
G(ρ, θ) = 0 und lim
ρ→0
∂
∂ρ
[√
G(ρ, θ)
]
= 1
eine weitere Analogie zu Euklidischen Offsets (d.h. Kreisbo¨gen um p) auf. Die Tangentla¨nge
bei Geoda¨tischen Offsetkurven strebt fu¨r ρ → 0 ebenfalls gegen Null (erste Gleichung). In der
Na¨he des Mittelpunkts p des Geoda¨tischen Offsets entspricht die Tangentenla¨nge gema¨ß der
zweiten Gleichung in etwa dem zugeho¨rigen Geoda¨tischen Abstand, mit anderen Worten dem
Geoda¨tischen Radius, wenn man sich Offsets als Geoda¨tische Kreise vorstellt.
Neben den Gemeinsamkeiten zwischen Geoda¨tischen Offsetkurven eines Punktes und Euklidi-
schen Kreisen gibt es jedoch auch eine Reihe Pha¨nomene, die ausschließlich bei der Offsetbildung
auf Fla¨chen auftreten ko¨nnen. Beispielsweise kann die Geoda¨tische Offsetkurve αρ0(θ) singula¨re
Punkte besitzen. (Nach der Definition der Geoda¨tischen Polarkoordinaten rp in (2.15) und der
Definition der Offsetkurve in 2.4.3 ist dies genau dann der Fall, wenn das Differential der Expo-
nentialabbildung keinen vollen Rang hat.) Ein Beispiel fu¨r dieses Pha¨nomen liefert die Fla¨che
r(u, v) :=
(
u, v, h exp
(
−w (u2 + v2)
))T
fu¨r u, v ∈ IR, (2.16)
die in Abbildung 2.3 zu sehen ist. Es handelt sich um eine Gaußsche Glockenfla¨che, parametrisiert
durch eine Ho¨henfunktion der Vera¨nderlichen u und v. Ihre Geometrie entspricht beinahe u¨berall
anna¨hernd der der Euklidischen Ebenen, mit Ausnahme eines Hu¨gels, der sich fu¨r u = 0 = v in
Ho¨he h erhebt. Der O¨ffnungsradius der Glocke wird durch die Konstante w gesteuert. Je gro¨ßer
w gewa¨hlt wird, desto enger ist die O¨ffnung der Glocke.
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Abbildung 2.4: Parameterraumkurven der Geoda¨tischen Offsetkurven aus Abbildung 2.3
Die eingezeichneten Offsetkurven wurden um den Punkt p = r(0,−2) in Absta¨nden ρ ∈
{1/2, 3/2, 5/2, 3.15, 7/2} berechnet. Der Abstand ρ = 3.15 entspricht in etwa dem Abstand,
in dem die zugeho¨rige Offsetkurve zum ersten mal einen singula¨ren Punkt besitzt. Dies a¨ußert
sich durch eine Spitze in der Spur der blauen Fla¨chenkurve. Diese Spitze erkennt man besser in
der zugeho¨rigen Parameterraumkurve, die in Abbildung 2.4 ebenfalls blau eingezeichnet wurde.
Fu¨r gro¨ßere Absta¨nde besitzen die Offsetkurven sogar zwei singula¨re Punkte. Der magentafarbe-
ne Offset in Abstand ρ = 7/2 ist ein Beispiel hierfu¨r. Insbesondere erkennt man, daß Geoda¨tische
Offsetkurven eines Punktes Selbstu¨berschneidungen besitzen ko¨nnen. Solche singula¨ren Punkte
werden in der Literatur konjungierte Punkte von p genannt. Wir werden dieser Art von Punk-
ten in einem allgemeineren Zusammenhang in Kapitel 3.1 unter dem Namen Fokalpunkt wieder
begegnen.
Wie bereits oben erwa¨hnt, sind Geoda¨tische Kurven nicht notwendigerweise ku¨rzeste Wege.
Daher muß man stets zwischen Geoda¨tischen Offsets im Anstand ρ eines Fla¨chenpunktes p und
der Menge der Fla¨chenpunkte unterscheiden, die zu p einen Geoda¨tischen Abstand kleiner oder
gleich ρ besitzen. Dies ist der Hauptgrund, warum wir uns gegen die Bezeichnung Geoda¨tischer
Kreis fu¨r die Kurve αρ entschieden haben. Wir definieren vielmehr:
Definition 2.4.4
Sei p ∈ S ein beliebiger Fla¨chenpunkt. Zu einer positiven rellen Zahl ρ > 0 heißt die Menge
Bρ(p) := {x ∈ S | d(p,x) < ρ}
(offener) Geoda¨tischer Kreis mit Mittelpunkt p und Radius ρ. Der zugeho¨rige abgeschlossene
Geoda¨tische Kreis sei mit Bρ(p) bezeichnet.
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Abbildung 2.5: Geoda¨tische Offsetkurven mit singula¨ren Punkten auf einer Glockenfla¨che (II)
Ein Geoda¨tischer Kreis, wie er in Definition 2.4.4 eingefu¨hrt wurde, ist nicht notwendigerweise
konvex. Als einfaches Gegenbeispiel kann man die Einheitsspha¨re S2 ⊂ IR3 anfu¨hren. Betrachtet
man dort einen Geoda¨tischen Kreis mit Radius π/2 < ρ < π um einen beliebigen Punkt, wie etwa
den Su¨dpol, so entha¨lt dieser Kreis den A¨quator. Sein Rand entspricht einem La¨ngenkreis der
Nordhalbkugel. Fu¨r zwei Punkte p 6= q der no¨rdlichen Hemisspha¨re, d.h. mit einem Geoda¨tischen
Abstand, welcher gro¨ßer als π/2 ist, die jedoch im Geoda¨tischen Kreis um den Su¨dpol liegen,
verla¨ßt die zugeho¨rige ku¨rzeste Verbindung zwischen p und q den Geoda¨tischen Kreis.
U¨berraschenderweise muß ein Geoda¨tischer Kreis auf einer regula¨ren Fla¨che nicht einfach zusam-
menha¨ngend sein. Ein Beispiel dieses Pha¨nomens liefert erneut die Glockenfla¨che (siehe (2.16)).
Wa¨hlt man diesmal den Ho¨henparameter h = 4 und als O¨ffnungsweite w = 1, so ergibt sich
die in Abbildung 2.5 gezeigte Fla¨che. Der Mittelpunkt ist wieder p = r(0,−2); die betrachteten
Absta¨nde sind hier ρ ∈ {1, 2, 3, 4, 4.25}. Ferner wurden einige radiale Geoda¨tische ausgehend
von p der La¨nge 4.25 in roter Farbe eingezeichnet. Die korrespondierenden tangentialen Winkel
sind θk = 2πk/8 fu¨r k = 0, 1, . . . , 7, sowie θ8 = 1.13. Interessant ist insbesondere die Offsetkurve
im Abstand 4.25, die in der Farbe Magenta markiert wurde. Sie besitzt zwei Doppelpunkte,
so daß sich zwei Schlingen gebildet haben. Bemerkenswert ist ferner, daß der Offset keine sin-
gula¨ren Punkte besitzt. In dem Schaubild der Parameterraumkurven 2.6 erkennt man, daß die
zu θ8 = 1.13 geho¨rige Geoda¨tische die magentafarbene Offsetkurve kreuzt. Daher besitzt jeder
Punkt der kleinen Schlinge einen Abstand zu p, der kleiner als 4.25 ist. Folglich geho¨rt das Ge-
biet, das durch die kleine Schlinge begrenzt wird, zu dem Geoda¨tischen Kreis um p mit Radius
4.25. Alle Punkte der großen Schlinge haben jedoch einen gro¨ßeren Abstand. Dies zeigt, daß der
Geoda¨tische Kreis mit Radius 4.25 nicht einfach zusammenha¨ngend ist.
In der Vorbemerkung zu Definition 2.4.4 haben wir bereits darauf hingewiesen, daß der Geoda¨-
tische Offset im Abstand ρ um p im allgemeinen eine andere Fla¨chenkurve ergibt, als die Rand-
kurve des Geoda¨tischen Kreises Bρ(p). Nach dem zuletzt besprochenen Beispiel hat man viel-
leicht schon die Vermutung, daß der Rand Geoda¨tischer Kreise eine Teilmenge des Geoda¨tischen
Offsets ist. Dies ist tatsa¨chlich richtig, wie der folgende Hilfssatz besagt.
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Abbildung 2.6: Parameterraumkurven der Geoda¨tischen Offsetkurven aus Abbildung 2.5
Lemma 2.4.5
Die Exponentialabbildung sei in einem Kreis Bε ⊂ Tp(S) definiert. Fu¨r 0 < ρ ≤ ε ist der Rand
des Geoda¨tisches Kreises Bρ(p) eine Teilmenge des Geoda¨tischen Offsets αρ.
Beweis:
Der Rand von Bρ(p) besteht aus allen Fla¨chenpunkten x, fu¨r die d(p,x) = ρ gilt. Da die
Exponentialfunktion nach Voraussetzung in Bε definiert ist, existiert ein Pfad von p nach x,
dessen Bogenla¨nge ρ ist. Folglich muß x Element des Geoda¨tischen Offsets αρ sein, weil alle
ku¨rzesten Pfade Geoda¨tische Kurven sind.
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Geoda¨tische Offsetkurven
3.1 Geoda¨tische Offsetkurven von Fla¨chenkurven
In den vergangenen Jahren waren Offsetkurven in der Euklidischen Ebene immer wieder Thema
von Arbeiten im Umfeld der Geometrischen Modellierung und des Computer Aided Design. Einer
der Gru¨nde fu¨r dieses Interesse ist sicherlich in der praktischen Relevanz der Problemstellung zu
sehen, etwa bei der Kontrolle von Fra¨smaschinen. Beitra¨ge zu diesem Schwerpunkt findet man
etwa in dem Buch von Held [Hel91], sowie in den Arbeiten von Rohmfeld [Roh98], Hansen und
Arbab [HA92], Persson [Per78], Maekawa und Patrikalakis [MP93].
Die Aufgabenstellung des Offsettings ist jedoch auch fu¨r sich gesehen von mathematischem In-
teresse. Jede Offsetkurve ist eine Obermenge einer Niveaulinie der Funktion, die einem Punkt
der betrachteten Fla¨che den Abstand zur gegebenen Kurve zuordnet. Die Abstandsmessung wird
im Euklidischen Fall la¨ngs des Normalenbu¨ndels der Ausgangskurve vorgenommen. Das Ergeb-
nis kann Selbstu¨berschneidungen haben und ist im allgemeinen keine regula¨re Kurve mehr. Die
folgende Definition stellt eine Verallgemeinerung von Offsetkurven fu¨r den Fall einer parame-
trischen Fla¨chen dar. Sie umfaßt damit gleichsam den Euklidischen Fall, so daß wir auf diese
Spezialfa¨lle der Offsetbildung spa¨ter noch exemplarisch eingehen werden ko¨nnen.
Definition 3.1.1
Sei α(t), t ∈ I ⊂ IR eine regula¨re Kurve auf der orientierbaren, regula¨ren Fla¨che S, die soge-
nannte Progenitorkurve. Fu¨r jeden Parameter t0 ∈ I betrachten wir den (Geoda¨tischen) Offset-
Punkt γt0(s) im Abstand s ∈ IR. Dabei bezeichnet γt0 die nach der Bogenla¨nge parametrisierte
Geoda¨tische Kurve, die vom Progenitorkurvenpunkt α(t0) aus in Richtung γ
′
t0(0) beginnt, so daß
die Vektoren γ ′t0(0),α
′(t0) und die Fla¨chennormale N ein positiv orientiertes Orthogonalsystem
des IR3 bilden. Die Menge {
γt0(s) | t0 ∈ I
} ⊂ S
heißt (Geoda¨tische) Offsetkurve im Geoda¨tischen Abstand s zur Progenitorkurve α.
Bei dieser Definition ist zu beachten, daß der gewa¨hlte Abstand s negatives Vorzeichen haben
kann. Dies entspricht laut Vereinbarung einem Offsetting hin zur linken Seite der Progenitor-
kurve (im Hinblick auf die durch die Fla¨chennormale induzierte Orientierung der Fla¨che). Ein
Offsetting zur rechten Seite wird durch einen positiven Abstand erreicht. Diese durch Definition
3.1.1 eingefu¨hrte Vorzeichenkonvention ist durch die Situation bei Offsetkurven von Punkten
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αα
Planare Offsetkurve (ausgehend
r = 1
vom linken Ast von α)im Abstand s = 32π
Geoda¨tische Offsetkurve
Abbildung 3.1: Geoda¨tische Kurven und global ku¨rzeste Verbindungen
motiviert. Deutet man einen gegebenen Progenitorpunkt als Kreis mit Radius Null, der im
mathematisch positiven Sinn durchlaufen wird, so entspricht der zugeho¨rige Punktoffset einem
Geoda¨tischen Offset gema¨ß Definition 3.1.1 zu positivem s. Neben einem konstanten Abstand
werden wir spa¨ter auch den Fall betrachten, daß der Abstand in einem funktionalem Verha¨ltnis
s(t) zum Parameter der Progenitorkurve bzw. zum tangentialen Startwinkel des Progenitor-
punkts stehen kann.
Die Sprechweise aus Definition 3.1.1 muß jedoch mit etwas Vorsicht benutzt werden. So kann
der tatsa¨chliche Abstand zwischen einem einzelnen Offsetpunkt γt0(s) und der Spur der Pro-
genitorkurve α kleiner sein als s. Um diese Aussage zu belegen, betrachte man die folgenden
beiden Beispiele. In der linken Ha¨lfte von Abbildung 3.1 ist ein Zylinder mit Radius Eins stili-
siert. Die betrachtete Progenitorkurve ist hier die Erzeugende des Zylinders. Die Offsetbildung
zu s = 3π/2 ergibt eine Offsetkurve, deren Punkte alle einen tatsa¨chlichen Abstand von π/2
zur Progenitorkurve besitzen. Offenbar liegt der Grund fu¨r diesen Sachverhalt in der (globalen)
Topologie des Zylinders, der bekanntlich nicht homo¨omorph zur Ebene ist.
Das Pha¨nomen kann jedoch auch in der Euklidischen Ebene beobachtet werden. In der rech-
ten Ha¨lfte von Abbildung 3.1 ist ein entsprechendes Beispiel angegeben. Die Ursache hier ist
die globale Gestalt der Progenitorkurve. Gemeinsam haben beide Fa¨lle, daß die verbindende
Geoda¨tische Kurve γt0 von dem Progenitorpunkt α(t0) zum Offsetpunkt nicht der ku¨rzeste
Pfad zwischen γt0(s) und der Progenitorkurve ist.
Das gleiche Pha¨nomen ist uns bereits in Abschnitt 2.4 begegnet, wo wir Geoda¨tische Offsetkurven
von Punkten und Geoda¨tische Kreise betrachtet haben. Wir untersuchten dort insbesondere ein
Beispiel, bei dem die (lokale) Fla¨chengeometrie die Offsetkurven zu transversalen Schnitten
zwingt (siehe Abbildung 2.5). Wir haben ferner gesehen, daß in diesen Fa¨llen die Geoda¨tischen
Offsetkurven stu¨ckweise im Inneren des Geoda¨tischen Kreises verlaufen und dort punktweise
einen kleineren Abstand zum Ausgangspunkt besitzen.
Wa¨hlt man in solchen Fa¨llen einen Abstand ε > 0 so, daß der Geoda¨tische Offset um den Punkt
p regula¨r ist und mit dem Rand des Geoda¨tischen Kreises um p mit Radius ε u¨bereinstimmt, so
erha¨lt man eine geschlossene, regula¨re Kurve α. Betrachtet man nun den Geoda¨tischen Offset
dieser Kurve im Abstand s−ε, so stimmt dieser Offset mit dem Punktoffset im Abstand s u¨berein.
Insbesondere treten demnach transversale Schnitte auf. Die Punkte des Offsetkurvenabschnitts,
die einen kleineren Abstand als s zu p besitzen, haben nach Konstruktion einen kleineren Ab-
stand als s− ε zur Kurve α. Daher induzieren alle erwa¨hneten Beispiel aus Abschnitt 2.4 auch
Situationen, in denen Offsetkurven von Kurven stu¨ckweise einen kleineren Abstand besitzen.
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Ferner zeigt die eben dargestellte Argumentation, daß Punkt– und Kurvenoffsetting ha¨ufig im
gleichen Zusammenhang besprochen werden ko¨nnen.
Um einen einzelnen Offsetpunkt im Geoda¨tischen Abstand s von dem Progenitorpunkt α(t0)
zu berechnen, kann das System von Differentialgleichungen (2.10) benutzt werden. Fu¨r diesen
Zweck sind entsprechende Anfangsbedingungen zu formulieren, die der Startrichtung γ ′t0(0) der
Geoda¨tischen Kurve aus Definition 3.1.1 entsprechen. Es gilt der folgende Hilfssatz.
Lemma 3.1.2
Sei α(t) = r(x(t), y(t)) eine Progenitorkurve auf S. Die bogenla¨ngenparametrisierte Geoda¨tische
Kurve γt0(s), die in zu α
′(t0) orthogonaler Richtung in α(t0) gema¨ß Definition 3.1.1 beginnt,
sei durch die Parametrisierung γt0(s) = r(u(s), v(s)) gegeben. Mit den Abku¨rzungen
a := E x′(t0) + F y′(t0), b := F x′(t0) +Gy′(t0)
wobei E,F,G die Koeffizienten der ersten Fundamentalform von S in α(t0) bezeichnen, genu¨gt
der Tangentenvektor γ ′t0(0) = u
′(0) ru + v′(0) rv den Identita¨ten
u′(0) = σ
b√
E b2 − 2F a b+Ga2 (3.1a)
v′(0) = −σ a√
E b2 − 2F a b+Ga2 . (3.1b)
Dabei sei σ := sign (a x′(t0) + b y′(t0)).
Beweis:
Nach Definition 3.1.1 muß die Ableitung (u′(0), v′(0)) der Parameterraumkurve der Geoda¨ti-
schen einen Tangentialvektor induzieren, der orthogonal zur Tangente der Progenitorkurveα′(t0)
ist. Da die Geoda¨tische nach Bogenla¨nge parametrisiert sein soll, hat dieser Tangentenvektor
die La¨nge Eins. Schließlich ist der Geoda¨tische Tangentvektor durch die Forderung eindeutig
bestimmt, daß γ ′t0(0),α
′(t0),N ein positiv orientiertes System bilden sollen. Diese drei Forde-
rungen implizieren die folgenden Bedingungen an (u′(0), v′(0)):
0 =
〈
α′(t0),γ ′t0(0)
〉
=
〈
x′(t0) ru + y′(t0) rv, u′(0) ru + v′(0) rv
〉
= a u′(0) + b v′(0),
1 =
∥∥γ ′t0(0)∥∥2
=
∥∥u′(0) ru + v′(0) rv∥∥2
= E (u′(0))2 + 2F u′(0) v′(0) +G (v′(0))2,
0 < det
(
α′(t0),γ ′t0(0),N
)
=
(
u′(0) y′(t0)− v′(0)x′(t0)
)
det (ru, rv,N) .
Die in Gleichung (3.1) behaupteten Formeln ergeben sich nach elementaren Umformungen aus
den ersten beiden Gleichungen. Das noch zu bestimmende Vorzeichen σ erha¨lt man durch Einset-
zen dieser Identita¨ten fu¨r u′(0) und v′(0) in die dritte Gleichung aus der resultierenden Beziehung
0 < u′(0) y′(t0)− v′(0)x′(t0) = σ
(
a x′(t0) + b y′(t0)
)
,
die gleichbedeutend zu σ = sign (a x′(t0) + b y′(t0)) ist.
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Bemerkung 3.1.3
Das Argument der Wurzel in Gleichung (3.1) ist strikt positiv. Durch Einsetzen der Definition
von a und b ergibt sich na¨mlich
E b2 − 2F a b+Ga2 =
(
EG− F 2
) {
E
(
x′(t0)
)2
+ 2F x′(t0) y′(t0) +G
(
y′(t0)
)2}
> 0,
da die erste Fundamentalmatrix positiv definit ist.
Will man einen Geoda¨tischen Offsetpunkt nach Definition 3.1.1 berechnen, so sind die Startwerte
des Differentialgleichungssystems (2.10) in der Notation von Hilfssatz 3.1.2 durch
u1 = x(t0), v1 = y(t0) (Position)
u2 = u
′(0), v2 = v′(0) (Richtung)
gegeben. Die Anfangswerte fu¨r die Richtung der Geoda¨tischen sind mit Hilfe der Formeln (3.1)
zu berechnen.
Um Geoda¨tische Offsetkurven eines Punktes p ∈ S zu berechnen, muß man analoge Startwerte
des Differentialgleichungssystems (2.10) zur Verfu¨gung stellen. Die Startrichtung einer einzelnen
Geoda¨tischen Kurve wird dabei durch einen tangentialen Winkel θ wie in der Definition der
Geoda¨tischen Polarkoordinaten (siehe Gleichung (2.15) auf Seite 32) beschrieben. Die resultie-
renden Startwerte in lokalen Koordinaten der Parametrisierung r ko¨nnen mit Hilfe des folgenden
Hilfssatzes bestimmt werden.
Lemma 3.1.4
Sei p = r(u0, v0) ein Punkt der Fla¨che S und θ ∈ [0, 2π]. Ferner sei γθ(s) = r(u(s), v(s)) die
bogenla¨ngenparametrisierte Geoda¨tische Kurve, die in tangentialem Winkel θ zu ru in p startet,
fu¨r die also
γθ(0) = p
γ ′θ(0) = cos(θ)
ru
‖ru‖ + sin(θ) ru⊥
erfu¨llt sei. Der Vektor ru⊥ = ru(u0, v0)⊥ bezeichnet den eindeutig bestimmten Tangentialvek-
tor, der orthonormal zu ru ist, so daß die Vektoren ru, ru⊥, N ein positiv orientiertes Or-
thogonalsystem bilden. Der Tangentenvektor dieser Geoda¨tischen besitzt in p die Darstellung
γ ′θ(0) = u
′(0) ru + v′(0) rv, wobei die Koeffizienten durch
u′(0) =
1√
E
{
cos(θ)− F√
EG− F 2 sin(θ)
}
(3.2a)
v′(0) =
√
E√
EG− F 2 sin(θ) (3.2b)
gegeben sind. Hierbei bezeichnen E,F,G die Koeffizienten der ersten Fundamentalform von S
in p.
Beweis:
Mit dem orthogonalen Lotvektor
v := rv −
〈
ru
‖ru‖ , rv
〉
ru
‖ru‖
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von rv auf ru gilt zuna¨chst die Darstellung
ru⊥ = v‖v‖ =
√
E√
EG− F 2
(
rv − F
E
ru
)
.
Benutzt man diese Darstellung und multipliziert die Zielgleichung
u′(0) ru + v′(0) rv = γ ′θ(0) = cos(θ)
ru
‖ru‖ + sin(θ) ru⊥
mit den Tangentialvektoren ru bzw. rv, so erha¨lt man das Gleichungssystem
E u′(0) + F v′(0) = cos(θ)
√
E
F u′(0) +Gv′(0) = cos(θ)
F√
E
+ sin(θ)
√
EG− F 2√
E

welches eindeutig nach den gesuchten Werten u′(0) und v′(0) lo¨sbar ist, da die 1. Fundamen-
talmatrix stets regula¨r ist. Die behaupteten Formeln (3.2) ergeben sich als Lo¨sung dieses Glei-
chungssystems.
Bislang sind die Geoda¨tischen Offsetkurven aus Definition 2.4.3 bzw. 3.1.1 ausschließlich als
Menge einzelner Offsetpunkte betrachtet worden. In dem folgenden Abschnitt wird gezeigt wer-
den, daß der Gebrauch des Begriffes Kurve in diesem Zusammenhang gerechtfertigt ist. Ferner
werden wir die sogenannte Offsetfunktion einfu¨hren, die eine Verallgemeinerung der Exponenti-
alabbildung aus Abschnitt 2.4 fu¨r den Fall von Fla¨chenkurven darstellt.
3.2 Geoda¨tische Offsetfunktionen
Das Konzept der Geoda¨tischen Offsetfunktion ist eng verwandt mit der Exponentialfunktion, die
in Abschnitt 2.4 im Zusammenhang mit Geoda¨tischen Kreisen besprochen wurde. Sie wird im
folgenden ein wichtiges Werkzeug darstellen, Geoda¨tische Kurven und Geoda¨tische Offsetkurven
eines Fla¨chenpunktes wie auch einer Fla¨chenkurve in einheitlicher Form zu behandeln.
Definition 3.2.1
Sei S eine regula¨re parametrische Fla¨che, die durch die Funktion r(u, v) parametrisiert sei,
und sei α(t) eine Progenitorkurve. Ferner bezeichne γt(s) die nach der Bogenla¨nge parametri-
sierte Geoda¨tische Kurve, die im Punkt α(t) in die orthogonale Richtung zu α′(t) startet, so
daß γ ′t0 ,α
′(t),N ein positiv orientiertes Orthogonalsystem bildet. Die Funktion Oα : (s, t) 7→
(u(s, t), v(s, t)) mit der Eigenschaft
r (Oα(s, t)) = γt(s)
heißt die (Geoda¨tische) Offsetfunktion auf S bezu¨glich der Progenitorkurve α(t).
Nach Definiton 3.2.1 entspricht das Bild Oα(s, t) den (u, v)-Parametern des Geoda¨tischen Offset-
punktes im Abstand s ausgehend von dem Progenitorpunkt α(t). In Abschnitt 2.2 wurde bereits
erla¨utert, daß diese Parameter durch Lo¨sen der Geoda¨tischen Differentialgleichung (2.10) be-
rechnet werden ko¨nnen. Die hierfu¨r beno¨tigten Anfangswerte des Differentialgleichungssystems
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Abbildung 3.2: Offsetfunktion Oα(s, t) einer gegebenen Progenitorkurve α(t)
wurden in Hilfssatz 3.1.2 besprochen. Geoda¨tische Kurven und Geoda¨tische Offsetkurven ko¨nnen
nun unter Benutzung der Offsetfunktion in der Form
r (Oα(0, t)) = α(t) (Progenitorkurve) (3.3a)
r (Oα(s, t0)) = γt0(s) (Geoda¨tische Kurve von α(t0) startend) (3.3b)
r (Oα(s0, t)) = αs0(t) (Offsetkurve in Geoda¨tischem Abstand s0) (3.3c)
geschrieben werden. In Abbildung 3.2 wurde dieser Sachverhalt dargestellt. Hierbei wurden die
zugeho¨rigen Parameterraum– und Fla¨chenkurven in korrespondierenden Farben dargestellt, die
Progenitorkurve in Gru¨n, Geoda¨tische in Rot und Offsetkurven in Blau. Obwohl die Schreibweise
in Gleichung (3.3) sowie die Sprechweise
”
Offsetkurve“ dies bereits suggerieren, ist zuna¨chst nicht
gekla¨rt, ob es sich bei der Menge aller Offsetpunkte tatsa¨chlich um eine Kurve handelt und
welche Eigenschaften diese besitzt. Wir werden uns mit dieser Frage im Laufe dieses Abschnitts
eingehend befassen.
Fu¨r den Fall eines Fla¨chenpunktes p ∈ S wurde in Abschnitt 2.4 bereits die Exponentialfunkti-
on eingefu¨hrt und behandelt (vgl. (2.14)). Sie entspricht dem Analogon der Offsetfunktion aus
Definition 3.2.1, ersetzt man das Progenitorobjekt α durch den Fla¨chenpunkt p. Zur Vereinheit-
lichung der Schreibweise fu¨hren wir nun auch formal die Offsetfunktion eines Fla¨chenpunktes
ein.
Definition 3.2.2
Sei S eine regula¨re parametrische Fla¨che, die durch die Funktion r(u, v) parametrisiert sei, und p
ein Fla¨chenpunkt. Ferner bezeichne γt(s) die nach der Bogenla¨nge parametrisierte Geoda¨tische
Kurve, die im Punkt p mit dem tangentialen Winkel t ∈ [0, 2π] zu ru startet. Die Funktion
Op : (s, t) 7→ (u(s, t), v(s, t)), definiert durch
r (Op(s, t)) = γt(s),
heißt die (Geoda¨tische) Offsetfunktion auf S bezu¨glich des Progenitorpunkts p.
Ebenso wie die Offsetfunktion einer Progenitorkurve liefert Op das Tupel der (u, v)-Parameter
eines Geoda¨tischen Offsetpunktes von p. Die Funktionswerte dieser Funktion ko¨nnen wieder
mit Hilfe des Systems der Geoda¨tischen Differentialgleichungen bestimmt werden. Im Fall der
Geoda¨tischen Offsetfunktion Op sind hierbei die Anfangswerte gema¨ß Lemma 3.1.4 zu verwen-
den.
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Im Rest dieses Abschnittes wollen wir uns der Frage widmen, welche Differenzierbarkeitsor-
dung die Offsetfunktion Op bzw. Oα besitzt. In Hilfssatz 2.4.1 wurde diese Frage ein erstes
mal im Fall der Exponentialabbildung angeschnitten. Dort sind wir jedoch von einer C∞–Fla¨che
ausgegangen. Da unser Hauptaugenmerk jedoch Spline–Fla¨chen, also stu¨ckweise polynomialen
Fla¨chen gilt, und diese an den Segmentu¨berga¨ngen eine geringere Differenzierbarkeitsordnung
besitzen, haben die folgenden Aussagen durchaus eine praktische Relevanz. Da die im Rahmen
dieser Arbeit vorgestellten Berechnungsmethoden wesentlich von den partiellen Ableitungen der
Offsetfunktion Gebrauch machen werden, wird unser Ziel sein, mo¨glichst scharfe Bedingungen
an die Differenzierbarkeitsordnung der betrachteten Fla¨che S zu formulieren, so daß die Offset-
funktion fu¨r unsere Anwendungen hinreichend oft differenzierbar (an den Segmentu¨berga¨ngen)
ist. Der folgende Satz gibt ein erstes Kriterium, wann Oα eine p–fach stetig differenzierbare
Funktion ist.
Satz 3.2.3
Sei r eine Cp+2–stetige Parametrisierung der Fla¨che S und sei α(t) eine Cp+1–stetige Pro-
genitorkurve. Dann ist die Offsetfunktion Oα in einer Umgebung der Progenitorkurve α (d.h.
fu¨r alle Geoda¨tische Absta¨nden |s| ≤ s mit einem bestimmten s > 0) eine Cp–stetige Funkti-
on. Insbesondere kann die Geoda¨tische Offsetkurve in konstanten Abstand s0 als parametrisierte
Cp–stetige Kurve αs0(t) = r(Oα(s0, t)) geschrieben werden.
Beweis:
Die Parameter (ut(s), vt(s)) = Oα(s, t) eines Offsetpunktes γt(s) sind die Lo¨sung des Differen-
tialgleichungssystems (2.10) zu den Anfangswerten (u1, v1, u2, v2) aus Lemma 3.1.2. Eine Varia-
tion des Parameters t der Progenitorkurve bewirkt eine stetige A¨nderung dieser Anfangswerte.
Ein klassisches Ergebnis aus der Theorie der gewo¨hnlichen Differentialgleichungen (siehe z.B.
[Wal93], S. 129 ff. oder [Sto69], S. 388 ff.) garantiert, daß die Lo¨sung des variierten Anfangs-
wertproblems als differenzierbare Funktion (u(s, t), v(s, t)) der Vera¨nderlichen s und t betrachtet
werden kann. Diese Funktion hat ferner die gleiche Stetigkeitsordnung wie die rechte Seite des
Differentialgleichungssystems. Da nun die Christoffelsysmbole Γkij in System (2.10) in Termen
der ersten und zweiten partiellen Ableitungen der Fla¨chenparametrisierung r geschrieben werden
ko¨nnen, ist die Funktion (u(s, t), v(s, t)) Cp–stetig.
Studiert man den Beweis von Satz 3.2.3 genauer, so stellt man fest, das der benutzte Satz u¨ber
die stetige Abha¨ngigkeit der Lo¨sung einer gewo¨hnlichen Differentialgleichung von den gewa¨hlten
Anfangswerten auf die Lo¨sungstupel
Oα(s, t) = (u(s, t), v(s, t)) und ∂sOα(s, t) =
(
∂
∂s
u(s, t),
∂
∂s
v(s, t)
)
des Differentialgleichungssystems erster Ordnung (2.10) angewendet wird. Mit der gleichen Ar-
gumentation sind daher die partiellen Ableitungen (∂/∂s)u and (∂/∂s)v (und damit ∂sOα)
ebenfalls Cp–stetige Funktionen in den beiden Vera¨nderlichen s und t. Die Betonung bei dieser
Beobachtung, ebenso wie bei der Aussage von Satz 3.2.3, liegt aber in der Abha¨ngigkeit der
betrachteten Funktionen von dem Parameter t. Fu¨r jeden konstanten Parameterwert t0 ist die
Funktion Oα(s, t0) = (u(s, t0), v(s, t0)) (der uv–Parameterwerte der Geoda¨tischen Kurve γt0)
selbstversta¨ndlich eine Cp+2–stetige Funktion der Vera¨nderlichen s. Mit anderen Worten: jede
einzelne Geoda¨tische γt0 hat dieselbe Stetigkeitsordnung wie die Fla¨chenparametrisierung r.
Diese Tatsache ergibt sich sofort aus der Geoda¨tischen Differentialgleichung (2.9).
Mit der gleichen Argumentation wie in dem Beweis von Satz 3.2.3 folgt die entsprechende Aus-
sage fu¨r die Offsetfunktion eines Fla¨chenpunktes p. Diese kann wie folgt formuliert werden.
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Satz 3.2.4
Sei r eine Cp+2–stetige Parametrisierung der Fla¨che S und p ein beliebiger Fla¨chenpunkt. Dann
existiert ein s > 0, so daß die Offsetfunktion Op p–fach stetig differenzierbar ist fu¨r alle s ≤ s
und t ∈ [0, 2π]. Insbesondere kann die Geoda¨tische Offsetkurve in konstanten Abstand s0 als
parametrisierte Cp–stetige Kurve αs0(t) = r(Oα(s0, t)) geschrieben werden.
Aufgrund der beiden letzten Sa¨tze 3.2.3 und 3.2.4 ko¨nnte man nun untersuchen wollen, wie sich
die Offsetfunktion etwa im Fall einer Spline–Fla¨che mit lediglich C2–stetigen Segmentu¨berga¨ngen
verha¨lt. Satz 2.2.6 garantiert in diesem Fall immerhin die Existenz eindeutig bestimmter Geoda¨-
tischer Kurven, so daß die Offsetfunktion zumindest wohldefiniert ist. Man wu¨rde versuchen, eine
Situation zu konstruieren, in der die Offsetfunktion nicht mehr stetig nach dem Parameter t dif-
ferenzierbar ist. Und man wu¨rde mit diesem Versuch scheitern! Tatsa¨chlich ist die Offsetfunktion
bereits bei C2–Fla¨chen (und C2–stetigen Progenitorkurven) einmal stetig differenzierbar.
Dies erscheint zuna¨chst u¨berraschend, da die Christoffelsymbole als bestimmender Teil der rech-
ten Seite der Geoda¨tischen Differentialgleichung in dieser Situation lediglich stetige Funktionen
sind. Wu¨rde man beliebige (stetige) Funktionen fu¨r die Christoffelsymbole in Gleichung (2.9)
zulassen, ko¨nnte man sicherlich Beispiele konstruieren, in denen die resultierende Offsetfunk-
tion nicht mehr differenzierbar ist, ja sogar nicht mehr wohldefiniert ist. Daher kann man die
angeku¨ndigte Aussage nicht mit den Methoden des Beweises von Satz 3.2.3 nachweisen. Man
wird vielmehr benutzen mu¨ssen, daß die Christoffelsymbole eine konkret existierende Geome-
trie repra¨sentieren. Wir benutzen im wesentlichen die Methodik von Hartman [Har50], um zum
Abschluß dieses Abschnitts Satz 3.2.7 zu beweisen, der die oben postulierte Differenzierbarkeits-
eigenschaft von Oα zum Inhalt hat.
Der folgende, aus unserer Sicht eher technische Hilfssatz 3.2.5 sichert die Existenz und Eindeu-
tigkeit der Lo¨sung eines bestimmten Typs von Integro–Differentialgleichungen. Diese Aussage
wird im Beweis von Lemma 3.2.6 an wesentlicher Stelle benutzt werden. Aus dem letztgenannten
Hilfssatz wird dann das angestrebte Hauptresultat dieses Abschnitts (Satz 3.2.7) folgen. Die an-
gesprochene Integro–Differentialgleichung und damit die zugeho¨rige Lo¨sungsfunktion wird von
einem zusa¨tzlichen Parameter θ abha¨ngen. Die Abha¨ngigkeit einer Funktion von einem Parame-
ter sei im folgenden stets durch ein Semikolon gekennzeichnet. So habe y(u; θ) die Vera¨nderliche
u und als zusa¨tzlichen Parameter θ. Lemma 3.2.5 garantiert ferner, daß die Lo¨sungsfunktion des
betrachteten Problems insbesondere stetig bezu¨glich dieses Parameters ist.
Lemma 3.2.5
Seien 0 ∈ J = [a, b] und K ⊂ IR kompakte, nichtleere Mengen. Gegeben seien ferner die stetigen,
reellwertigen Funktionen η : K → IR und A,B,C,D : J × K → IR. Dann hat die Integro–
Differentialgleichung
y′(u; θ) = A(u; θ) +B(u; θ) y(u; θ) + C(u; θ)
∫ u
0
D(µ; θ) y(µ; θ) dµ (3.4)
fu¨r jeden Parameter θ ∈ K und jeden Anfangswert y(0; θ) = η(θ) genau eine Lo¨sung y(u; θ).
Diese ist als Funktion der Vera¨nderlichen (u, θ) stetig in J ×K, es gilt also y ∈ C0(J ×K).
Beweis:
Das Anfangswertproblem (3.4) mit y(0; θ) = η(θ) ist a¨quivalent zur Volterra–Integralgleichung
y(u; θ) = η(θ) +
∫ u
0
f(t, y; θ) dt, (3.5)
3.2 Geoda¨tische Offsetfunktionen 47
wobei die Funktion f durch
f(u, y; θ) := A(u; θ) +B(u; θ) y(u; θ) + C(u; θ)
∫ u
0
D(µ; θ) y(µ; θ) dµ
gegeben ist und offensichtlich stetig ist. Weitere Einzelheiten zu Volterra–Integralgleichungen
findet man z.B. in [Wal93], S. 123 ff. Die Funktionen B, C und D sind als stetige Funktionen
insbesondere beschra¨nkt auf dem Kompaktum J ×K. Es gelte fu¨r alle (u, θ) ∈ J ×K
|B(u; θ)| ≤ LB, |C(u; θ)| ≤ LC , |D(u; θ)| ≤ LD
mit positiven Konstanten LB, LC , LD > 0. Wir betrachten den Raum C
0(J ×K) der auf J ×K
stetigen Funktionen zusammen mit der Norm
‖y‖ := sup
{
|y(u; θ)| e−2L|u−0| | (u, θ) ∈ J ×K
}
.
Die Konstante L sei dabei durch
L := max
{
2LB,
√
LC LD
}
(3.6)
gegeben. Mit dieser Norm ist B := C0(J ×K) ein Banachraum (siehe z.B. [Wal93], S. 49 ff.).
Ferner definieren wir den Operator T : B → B durch
(Ty)(u; θ) := η(θ) +
∫ u
0
f(t, y; θ) dt.
Offenbar ist Ty wieder eine in beiden Argumenten stetige Funktion und damit Element von B.
Fu¨r zwei Funktionen y1, y2 ∈ B gilt nun die Abscha¨tzung
|(Ty1 − Ty2) (u; θ)| ≤
∣∣∣∣∫ u
0
B(t; θ) (y1(t; θ)− y2(t; θ)) dt
∣∣∣∣
+
∣∣∣∣∫ u
0
C(t; θ)
∫ t
0
D(µ; θ) (y1(µ; θ)− y2(µ; θ)) dµ dt
∣∣∣∣
≤ LB
∣∣∣∣∫ u
0
|y1(t; θ)− y2(t; θ)| e−2L|t| e2L|t|dt
∣∣∣∣
+ LC LD
∣∣∣∣∫ u
0
∫ t
0
|y1(µ; θ)− y2(µ; θ)| e−2L|µ| e2L|µ|dµ dt
∣∣∣∣
≤ LB ‖y1 − y2‖
∣∣∣∣∫ u
0
e2L|t|dt
∣∣∣∣
+ LC LD ‖y1 − y2‖
∣∣∣∣∫ u
0
∫ t
0
e2L|µ|dµ dt
∣∣∣∣ (3.7)
Der erste Integralausdruck in (3.7) genu¨gt der Abscha¨tzung∣∣∣∣∫ u
0
e2L|t|dt
∣∣∣∣ = 12L
(
e2L|u| − 1
)
≤ 1
2L
e2L|u|. (3.8)
Analog erha¨lt man fu¨r den zweiten Integralausdruck in (3.7)∣∣∣∣∫ u
0
∫ t
0
e2L|µ|dµ dt
∣∣∣∣ = 12L
∣∣∣∣∫ t
0
(
e2L|t| − 1
)
dt
∣∣∣∣ ≤ 12L
∣∣∣∣∫ t
0
e2L|t| dt
∣∣∣∣
=
1
4L2
(
e2L|u| − 1
)
≤ 1
4L2
e2L|u| (3.9)
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als obere Schranke. Setzt man die beiden Ausdru¨cke (3.8) und (3.9) in Ungleichung (3.7) ein, so
ergibt sich die Abscha¨tzung
|(Ty1 − Ty2) (u; θ)| ≤
(
LB
2L
+
LC LD
4L2
)
‖y1 − y2‖ e2L|u|. (3.10)
Aufgrund der Definition der Konstante L in (3.6) gilt
LB
2L
≤ 1
4
und
LC LD
4L2
≤ 1
4
,
was die Abscha¨tzung
LB
2L
+
LC LD
4L2
≤ 1
2
rechtfertigt. Insgesamt gilt damit fu¨r alle (u, θ) ∈ J ×K
|(Ty1 − Ty2) (u; θ)| e−2L|u| ≤ 1
2
‖y1 − y2‖ ,
so daß folglich
‖Ty1 − Ty2‖ ≤ 1
2
‖y1 − y2‖
erfu¨llt ist. Der Operator T ist daher eine Kontraktion auf dem Banachraum B. Nach dem Banach-
schen Fixpunktsatz (siehe [Wal93], S.53 ff.) gibt es eine eindeutig bestimmte Funktion y(u; θ) ∈ B
mit Ty = y. Nach Konstruktion genu¨gt dieser Fixpunkt y der Volterra–Integralgleichung (3.5)
und ist damit Lo¨sung des zu (3.4) geho¨rigen Problems mit Anfangswert y(0; θ) = η(θ).
Wir ko¨nnen uns nun den Vorbereitungen zur Formulierung des Hauptergebnisses dieses Ab-
schnitts zuwenden. Gegeben sei eine C2–stetige Progenitorkurve α auf einer regula¨ren, C2–
stetigen Fla¨che S mit zugeho¨riger Parametrisierung r. Wir wollen das Verhalten der Offsetfunk-
tion in einer Umgebung eines Kurvenpunktes p = α(t0) = r(u0, v0) studieren. Zur Vereinfachung
der Schreibweise ko¨nnen wir annehmen, daß t0 = 0 erfu¨llt sei, also p = α(0) gelte. Ferner nehmen
wir ohne Beschra¨nkung der Allgemeinheit an, daß α nach der Bogenla¨nge parametrisiert ist. Fu¨r
einen abgeschlossen Bereich um t0 = 0 herum, etwa fu¨r alle t mit |t| ≤ t, ist die Offsetabbildung
Oα fu¨r alle Absta¨nde s definiert, die einen gewissen Betrag s > 0 nicht u¨berschreiten. Dies folgt
aus Satz 2.2.6, der die (lokale) Existenz von Geoda¨tischen auf C2–Fla¨chen gewa¨hrleistet. Der
Wert von s ha¨ngt zwar von der Wahl von t ab, wir betrachten die Situation jedoch ausschließlich
fu¨r ein beliebiges, aber fest gewa¨hltes t. Wir studieren die Abbildung
(s, t)T 7→ (u(s, t), v(s, t))T = Oα(s, t) fu¨r |s| ≤ s, |t| ≤ t,
also die auf den angegebenen kompakten Bereich eingeschra¨nkte Offsetfunktion. Da die Fla¨che
nach Voraussetzung C2–stetig ist, ist diese Abbildung stetig. Ferner sind beide Komponenten-
funktionen u(s, t) und v(s, t) zweimal stetig partiell nach s differentierbar, da sie als Lo¨sung der
Geoda¨tischen Differentialgleichung gegeben sind. Unser Fernziel ist es zu beweisen, daß beide
Funktionen einmal stetig partiell nach t differentierbar sind, also C1–stetige Funktionen darstel-
len.
Fu¨r jeden Parameter t mit |t| ≤ t betrachten wir die Menge aller durch Lo¨sen der Geoda¨ti-
schen Differentialgleichung induzierten u–Parameter u(s, t) fu¨r Abstandswerte |s| ≤ s. Fu¨r die
Geoda¨tische ausgehend vom Punkt p, d.h. fu¨r den Kurvenparameter t = 0, ko¨nnen wir ohne
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Beschra¨nkung der Allgemeinheit annehmen, daß sich ihr u–Parameterwert u(s, 0) unter Varia-
tion des Abstandes s in der Na¨he von s = 0 a¨ndert. Mit anderen Worten setzen wir voraus, daß
die in p startende Geoda¨tische Kurve γ0 eine Anfangsrichtung besitzt, die nicht einer Isopara-
meterlinie u = const entspricht. Andernfalls vertausche man die Parameterbezeichnungen von
u und v. Damit ist der Wertebereich von u(s, 0) fu¨r |s| ≤ s ein kompaktes Intervall A0, dessen
Inneres A˚0 nicht leer ist.
Da die Progenitorkurve α(t) als C2–stetig vorausgesetzt wurde, bilden die Startrichtungen γ ′t(0)
der von α ausgehenden Geoda¨tischen ein stetig differenzierbares Vektorfeld la¨ngs α. Daher
ko¨nnen wir annehmen, daß keine der induzierten Geoda¨tischen fu¨r |t| ≤ t in Richtung einer
Isoparameterlinie u = const beginnt (ggf. nach Verkleinern von t). Fu¨r hinreichend kleines t
ist aufgrund der Stetigkeit von u der Wertebereich fu¨r jeden Parameter |t| ≤ t ein kompaktes
Intervall At, welches ein nicht leeres Inneres A˚t besitzt.
Wir betrachten die Hilfsfunktion F : {s | |s| ≤ s} × {t | |t| ≤ t} × IR→ IR, die durch
F (s, t, u) := u(s, t)− u
gegeben sei, und an deren Nullstellenmenge wir interessiert sind. F ist stetig partiell nach u und
s differenzierbar, letzteres da u(s, t) als Komponentenfunktion der Lo¨sung der Geoda¨tischen
Differentialgleichung nach s differenzierbar ist. Allerdings wissen wir (noch) nichts u¨ber die par-
tielle Differenzierbarkeit nach t. Unser erkla¨rtes Ziel ist es ja zu zeigen, daß insbesondere ∂u/∂t
existiert und stetig ist. Fu¨r einen beliebigen, aber festen Parameter t0 mit |t0| ≤ t betrachten
wir daher die induzierte Funktion Ft0(s, u) := F (s, t0, u), die stetig differenzierbar ist. Fu¨r alle
u⋆ ∈ A˚t0 gibt es wie gesehen einen Geoda¨tischen Abstand s⋆, so daß
Ft0(s
⋆, u⋆) = u(s⋆, t0)− u⋆ = 0
erfu¨llt ist. Ggf. durch Verkleinern von s kann man erreichen, daß
∂
∂s
Ft0(u
⋆, s) =
∂
∂s
u(s, t0) 6= 0,
gilt. Dies folgt aus der Tatsache, daß ∂u/∂s eine stetige Funktion ist, die nach Konstruktion
∂u/∂s(0, t) 6= 0 fu¨r alle |t| ≤ t erfu¨llt. Nach dem Satz u¨ber implizite Funktionen existiert daher
fu¨r alle beliebigen, aber festen Kurvenparameter t0 mit |t0| ≤ t eine nach u stetig differenzierbare
Funktion s(u; t0), so daß s(u
⋆; t0) = s
⋆ und
Ft0(u, s(u; t0)) = u(s(u; t0), t0)− u = 0 (3.11)
fu¨r alle u ∈ A˚t0 gilt.
Ausgehend von der eben eingefu¨hrten Funktion s definieren wir fu¨r einen beliebigen, aber festen
Kurvenparameter t mit |t| ≤ t
v(u; t) := v(s(u; t); t) fu¨r alle u ∈ A˚t. (3.12)
Die Funktion s(u; t) ist fu¨r alle u des Wertebereichs von u(s, t) definiert, fu¨r die ∂u/∂s(s, t) 6= 0
gilt. Daher kann v(u; t) fu¨r den gleichen Definitionsbereich erkla¨rt werden. Diese Funktion liefert
den v-Parameter der Geoda¨tischen Kurve γt in Abha¨ngigkeit des u-Parameters. Da s(u; t) nach
u stetig differenzierbar ist, und v(s, t) stetig partiell nach s differenzierbar ist, ist v(u; t) stetig
nach u differenzierbar. Mit der Kettenregel erha¨lt man
d
du
v(u; t) =
∂
∂s
v(s(u; t), t)
d
du
s(u; t).
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Nach dem Satz u¨ber die Ableitung der Umkehrabbildung folgt fu¨r u0 = u(0, t) (also fu¨r den
u–Parameter des Kurvenpunktes α(t))
d
du
v(u0; t) =
∂
∂s
v(0, t)
(
∂
∂s
u(0, t)
)−1
. (3.13)
Nach diesen Vorbereitungen sind wir in der Lage, den zentralen Hilfssatz u¨ber die Stetigkeitsord-
nung der soeben konstruierten Funktion zu formulieren. Grob gesprochen besagt er, daß v(u; t)
auch nach dem Parameter t stetig partiell differenzierbar ist.
Lemma 3.2.6
Sei α eine C2–stetige, regula¨re Fla¨chenkurve einer C2–stetigen, regula¨ren Fla¨che S. Fu¨r die in
Gleichung (3.12) definierte Funktion existieren fu¨r alle Kurvenpunkte p = α(t0) = r(u0, v0) die
partiellen Ableitungen ∂/∂t v(u; t) und ∂2/∂u∂t v(u; t) in einer gewissen Umgebung |t − t0| ≤ t
und |u− u0| ≤ u und sind dort stetig.
Beweis:
Wir wollen die Parameterraumkurve von α mit (uα(τ), vα(τ))
T bezeichnen, d.h. es gelte α(τ) =
r(uα(τ), vα(τ)). Zur Vereinfachung nehmen wir wieder t0 = 0 an. Seien t und ∆t so gewa¨hlt,
daß mit den oben eingefu¨hrten Bezeichnungen |t| ≤ t und |t + ∆t| ≤ t gelte. Ferner kann
man ohne Beschra¨nkung der Allgemeinheit annehmen, daß p = α(t) = r(0, 0) und α′(t) =
v′α(t) rv gelte. Dies erreicht man durch entsprechende Wahl eines lokalen Koordinatensystems,
was einer linearen Transformation des Parameterraums entspricht. Zu beachten ist, daß diese
Vereinfachung nicht der Forderung ∂u/∂s(0, t) 6= 0 widerspricht, die fu¨r die Einfu¨hrung der
Funktion v(u; t) wesentlich war. Schließlich nehmen wir wieder an, daß die Progenitorkurve α
nach ihrer Bogenla¨nge parametrisiert ist.
Fu¨r ein µ ∈ A˚t betrachten wir den geschlossenen Pfad Γ, der aus den folgenden vier Teilkurven
β1, . . . ,β4 bestehe:
1
• Die Teilkurve der Geoda¨tischen γt, die ausgehend vom Punkt α(t) = r(0, 0) (in orthogo-
naler Richtung startend) zum Punkt r(µ, v(µ; t)) verla¨uft. Wir bezeichnen dieses Segment
mit β1
• Der Teil der Isoparameterlinie u = µ, der ausgehend von r(µ, v(µ; t)) nach r(µ, v(µ; t+∆t))
verla¨uft. Diese Kurve sei mit
β2(v) := r(µ, v) fu¨r v ∈ [v(µ; t), v(µ; t+∆t)]
bezeichnet.
• Die Teilkurve der Geoda¨tischen γt+∆t, die ausgehend vom Punkt α(t + ∆t) = r(u2, v2)
(in orthogonaler Richtung startend) zum Punkt r(µ, v(µ; t + ∆t)) verla¨uft, allerdings in
umgekehrtem Durchlaufsinn. Dieses Segment sei mit β3 bezeichnet.
• Die Teilkurve von α, die man erha¨lt, wenn man den Kurvenparameter von t + ∆t bis t
durchla¨uft, also
β4(τ) := α(τ) fu¨r τ ∈ [t+∆t, t].
1Bei den folgenden Definitionen treten Parameterintervalle [a, b] auf, fu¨r die a > b gilt. Dies geschieht um die
Schreibweise einfach zu halten und dennoch den Durchlaufsinn der zugeho¨rigen Kurven zu indizieren.
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Hierfu¨r ist der Wert von ∆t hinreichend klein zu wa¨hlen, so daß der Schnitt⋂
|τ−t|≤∆t
A˚τ
der Definitionsbereiche der Funktionen v(u; τ) den betrachteten u–Parameter µ entha¨lt. Dies ist
jedoch aufgrund der Stetigkeit der Funktion u(s, t) stets mo¨glich. Falls der so definierte Pfad Γ
in mathematisch negativem Sinn bezu¨glich der Orientierung der Fla¨che S durchlaufen wird, so
soll die Durchlaufrichtung schließlich umgekehrt werden.
Setzt man nun
ϕ := orientierter Außenwinkel zwischen β1 und β2
ψ := orientierter Außenwinkel zwischen β2 und β3
und beachtet, daß die orientierten Außenwinkel zwischen β3 und β4, sowie zwischen β4 und β1
nach Definition der Offsetfunktion π/2 betragen, so folgt mit dem Satz von Gauß–Bonnet die
Identita¨t
2π =
∫
Γ
κg(s) ds+
∫ ∫
R
K(σ) dσ + ϕ+ ψ + π. (3.14)
Dabei bezeichnet κg(s) die Geoda¨tische Kru¨mmung der Kurve Γ(s), die in dieser Formulierung
nach ihrer Bogenla¨nge parametrisiert sein soll. K(σ) bezeichnet die Gaußkru¨mmung der Fla¨che
S; diese wird u¨ber dem Gebiet R integriert, welches durch die Kurve Γ berandet wird. An
dieser Stelle ist zu bemerken, daß die Kurve nicht notwendigerweise einfach ist. Dennoch kann
man auch in einem solchen Fall das durch Γ berandete Gebiet (das
”
Innere“) definieren. Ferner
bleibt der Satz von Gauß–Bonnet in dieser Situation weiterhin gu¨ltig. Weitere Details zu diesem
Thema findet man etwa in [Kam38].
Das Integral der Geoda¨tischen Kru¨mmung besteht exakter formuliert eigentlich aus vier Sum-
manden ∫
Γ
κg(s) ds =
4∑
i=1
∫
βi
κg(s) ds =
∫
β2
κg(s) ds+
∫
β4
κg(s) ds
von denen jedoch die Integrale fu¨r β1 und β3 trivial sind, da es sich bei beiden Kurven um
Segmente Geoda¨tischer Kurven handelt. Zur Abku¨rzung setzen wir von nun an v1(u) := v(u; t)
und v2(u) := v(u; t+∆t). Fu¨r die Bogenla¨nge s(v) =
∫ v−v1(µ)
v1(µ)
‖β′2(η)‖ dη der Isoparameterkurve
β2 gilt
s′(v) =
∥∥β′2(v)∥∥ = ‖rv‖ = G 12 ,
so daß nach Substitution ∫
β2
κg(s) ds =
∫ v2(µ)
v1(µ)
κg(v)G
1
2 dv
gilt. Um das Integral der Geoda¨tischen Kru¨mmung von β2 weiter zu vereinfachen, benutze man
die Identita¨t
k =
rvv
‖rv‖2
− 〈rv, rvv〉‖rv‖3
rv
fu¨r den Kru¨mmungsvektor k von β2. Der Vektor
w := − β
′
2∥∥β′2∥∥ ∧N
52 Kapitel 3 Geoda¨tische Offsetkurven
hat die La¨nge Eins und zeigt in die tangentiale Richtung orthogonal zu β′2, in der die Geoda¨tische
Kru¨mmung von β2 durch orthogonale Projektion des Kru¨mmungsvektors zu messen ist. Man
berechnet also
κg = 〈k, w〉 = det
(
β′2∥∥β′2∥∥ , k, N
)
= G−
3
2 det (rv, rvv,N) ,
so daß folglich ∫
β2
κg(s) ds =
∫ v2(µ)
v1(µ)
G−1 det (rv, rvv,N) dv (3.15)
gilt. Analog kann man bei der Teilkurve der Progenitorkurve β4 verfahren. Diese war nach
Voraussetzung nach Bogenla¨nge parametrisiert, so daß der Kru¨mmungsvektor mit der zweiten
Ableitung β′′4 u¨bereinstimmt und folglich∫
β4
κg(s) ds =
∫ t
t+∆t
det
(
β′4,β
′′
4,N
)
dτ =
∫ t
t+∆t
det
(
α′,α′′,N
)
dτ (3.16)
gilt.
Zur Behandlung des Oberfla¨chenintegrals der Gaußkru¨mmung in Gleichung (3.14) zerlegen wir
das Gebiet R in zwei Teilregionen R1 und R2, indem wir es la¨ngs der Isoparameterlinie u = 0
unterteilen. Da das Fla¨chenelement dσ = (EG− F 2)1/2 genu¨gt, erha¨lt man∫ ∫
R
K(σ) dσ =
∫ ∫
R1
K(σ) dσ +
∫ ∫
R2
K(σ) dσ
=
∫ µ
0
∫ v2(u)
v1(u)
K(u, v)
(
EG− F 2
) 1
2 dv du+∆t∆K. (3.17)
Der zweite Summand in Gleichung (3.17), den man fu¨r das Integral u¨ber das Teilgebiets R2
erha¨lt, ergibt sich wie folgt. Da die Gaußkru¨mmung fu¨r C2–stetige Fla¨chen eine stetige Funk-
tion auf S ist, kann man den Mittelwertsatz fu¨r mehrfache Integrale anwenden. Es gibt daher
Parameterwerte (ξ, η) ∈ r−1(R2), so daß die Gleichung∫ ∫
R2
K(σ) dσ = K(ξ, η)
∫ ∫
R2
dσ
erfu¨llt ist. Da sich mit ∆t → 0 das Gebiet R2 in dem Fla¨chenpunkt p = α(t) zusammenzieht,
strebt der Term K(ξ, η) gegen K(0, 0) fu¨r ∆t → 0. Der Ausdruck ∫ ∫R2 dσ entspricht dem
Fla¨cheninhalt der Region R2. Setzt man M := maxR2{(EG− F 2)1/2} und u2 := uα(t+∆t), so
kann der Fla¨cheninhalt durch∫ ∫
R2
dσ ≤
∫ u2
0
∫ v2(u)
v1(u)
(
EG− F 2
) 1
2 dv du
≤ M
∫ u2
0
v2(u)− v1(u) du = M u2 (v2(ξ2)− v1(ξ1))
abgescha¨tzt werden. Hierbei wurde der Mittelwertsatz der Integralrechnung benutzt, der die
Existenz von ξ1, ξ2 ∈ (0, u2) garantiert, so daß der letzte Umformungsschritt gilt. Da mit ∆t→ 0
der Parameter u2 = uα(t+∆t) gegen uα(t) = 0 strebt, gilt auch (v2(ξ2)−v1(ξ1))→ 0 fu¨r ∆t→ 0.
Nach dem Satz von Taylor ergibt sich ferner
u2 = uα(t+∆t) = uα(t) + ∆t u
′
α(t) +
∆t2
2
u′α(τ) = ∆t u
′
α(t) +
∆t2
2
u′′α(τ)
3.2 Geoda¨tische Offsetfunktionen 53
mit einem τ ∈ (t, t+∆t). Daher kann man∫ ∫
R2
K(σ) dσ = ∆t∆K
schreiben, wobei der Term ∆K := ∆K(∆t) fu¨r ∆t→ 0 gegen Null strebt.
Wir definieren mit
f(u, v) := (G(u, v))−1 det (rv(u, v), rvv(u, v), N(u, v)) ,
g(τ) := det
(
α′(τ), α′′(τ), N(uα(τ), vα(τ))
)
,
h(u, v) := K(u, v)
(
E(u, v)G(u, v)− (F (u, v))2
) 1
2
die Integrandenfunktionen aus (3.15), (3.16) und (3.17). Alle drei Funktionen sind nach Voraus-
setzung stetig. Wendet man den Mittelwertsatz der Integralrechnung auf jedes der drei Integrale
an, so fu¨hrt man Gleichung (3.14) a¨quivalent in die Identita¨t
π − ϕ− ψ = ∆v(µ) (f (µ, v1(µ)) + ∆f)−∆t (κg(t) + ∆g)
+
∫ µ
0
∆v(u) (h (u, v1(u)) + ∆h) du+∆t∆K (3.18)
u¨ber. Dabei bezeichnet κg(t) die Geoda¨tische Kru¨mmung der Progenitorkurve α zum Parameter
t und ∆v(u) := v2(u)−v1(u). Die Terme ∆f := ∆f(µ;∆t), ∆g := ∆g(∆t) und ∆h := ∆h(u;∆t)
sind die Differenzen von f(µ, v1(µ)), κg(t) bzw. h(u, v1(u)) zu den Mittelwerten der jeweiligen
Integrale. Da die Mittelwerte von den betrachteten Intervallen (v1(u), v2(u)) = (v(u; t), v(u; t+
∆t)) und damit von ∆t abha¨ngen, handelt es sich im Fall von ∆f und ∆h um Funktionenscharen
zur Variablen u und Parameter ∆t. Offensichtlich konvergiert fu¨r ∆t → 0 der Restterm ∆g
gegen Null. Aufgrund der Stetigkeit der Offsetabbildung gibt es ferner fu¨r jedes ε > 0 ein
δ = δ(ε) > 0, so daß aus |t1 − t2| < δ die Abscha¨tzung |u(s, t1) − u(s, t2)| < ε fu¨r alle s folgt.
Da nun beide Funktionen f und h ebenfalls stetig sind, folgt fu¨r die Funktionenfolgen ∆f und
∆h die gleichma¨ßige Konvergenz bezu¨glich u gegen die Nullfunktion, d.h. es gilt ∆f,∆h → 0
fu¨r ∆t→ 0.
Um die rechte Seite von Gleichung (3.18) zu vereinfachen, benutze man den Mittelwertsatz der
Differentialgleichung, um zuna¨chst
cos(π − ψ)− cos(ϕ) = − (π − ψ − ϕ) (sin(ϕ) + ∆s)
zu erhalten. Der Term ∆s = ∆s(µ;∆t) entspricht der Differenz von − sin(ϕ) zu dem Mittelwert
der Ableitung des Kosinus im Intervall (ϕ, π − ψ). Die Abha¨ngigkeit von ∆s vom Parameter
∆t ergibt sich aus der Abha¨ngigkeit des Außenwinkels ψ von der Wahl von ∆t. Aufgrund der
gleichma¨ßigen Konvergenz der induzierten Geoda¨tischen γt+∆t gegen γt fu¨r ∆t→ 0, konvergiert
∆s→ 0 gleichma¨ßig bezu¨glich µ fu¨r ∆t→ 0. Da ferner fu¨r den Außenwinkel ϕ /∈ {π, 2π} gelten
muß, ist sin(ϕ) 6= 0 erfu¨llt und wir ko¨nnen
π − ϕ− ψ = − (cos(π − ψ)− cos(ϕ)) (sin(ϕ) + ∆s)−1 (3.19)
schreiben. Fu¨r den Kosinus des Winkels ϕ gilt weiter
cos(ϕ) =
〈
ru +
d
du
v1 rv, rv
〉 ∥∥∥∥ru + dduv1 rv
∥∥∥∥− 12 ‖rv‖− 12
=
(
F +
d
du
v1G
) (
E + 2
d
du
v1 F +
(
d
du
v1
)2
G
)− 1
2
G−
1
2 ,
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wobei die Koeffizienten der ersten Fundamentalform an den Parametern (µ, v1(µ)) auszuwerten
sind. Analog folgt fu¨r den Winkel π − ψ
cos(π − ψ) =
(
F +
d
du
v2G
) (
E + 2
d
du
v2 F +
(
d
du
v2
)2
G
)− 1
2
G−
1
2 ,
unter Beru¨cksichtigung der Tatsache, daß π − ψ dem Außenwinkel im Eckpunkt r(µ, v2(µ)) bei
umgekehrten Durchlaufsinn entspricht. Hier sind E, F und G jeweils in (µ, v2(µ)) auszuwerten.
Definiert man nun die reellwertige Hilfsfunktion
p(x, y, z) := (F (x, y) + z G(x, y))
(
E(x, y) + 2 z F (x, y) + z2G(x, y)
)− 1
2 G(x, y)−
1
2 ,
die fu¨r alle (x, y, z) ∈ r−1(S) × IR definiert ist, so beobachtet man zuna¨chst, daß p stetig diffe-
renzierbar ist, da S nach Voraussetzung eine C2–stetige Fla¨che ist. Ferner gilt
cos(ϕ) = p
(
µ, v1(µ),
d
du
v1(µ)
)
,
cos(π − ψ) = p
(
µ, v2(µ),
d
du
v2(µ)
)
.
Daher kann man wieder den Mittelwertsatz der Differentialrechnung anwenden, um die Existenz
eines Vektors ξ = (ξy, ξz) zu folgern, so daß ξy ∈ (v1(µ), v2(µ)), ξz ∈ ( dduv1(µ), dduv2(µ)) und
cos(π − ψ)− cos(ϕ) = p
(
µ, v2(µ),
d
du
v2(µ)
)
− p
(
µ, v1(µ),
d
du
v1(µ)
)
=
(
∂
∂y
p(µ, ξ),
∂
∂z
p(µ, ξ)
) (
v2(µ)− v1(µ), d
du
v2(µ)− d
du
v1(µ)
)
= (a+∆a) ∆v(µ) + (b+∆b) ∆vu(µ) (3.20)
gilt. In der letzten Formulierung des Mittelwertsatzes in Gleichung (3.20) ist
a := a(µ) :=
∂
∂y
p
(
µ, v1(µ),
d
du
v1(µ)
)
und b := b(µ) :=
∂
∂z
p
(
µ, v1(µ),
d
du
v1(µ)
)
zu setzen. Die Differenzen ∆a = ∆a(µ; t) und ∆b = ∆b(µ; t) konvergieren wieder gleichma¨ßig
bezu¨glich µ gegen die Nullfunktion fu¨r ∆t→ 0. Der Term ∆vu(µ) wurde in (3.20) als Abku¨rzung
fu¨r die Differenz der Ableitungen von v1 und v2 benutzt, d.h. ∆vu(µ) :=
d
duv2(µ)− dduv1(µ). Die
partielle Ableitung der Funktion p bezu¨glich der Variablen z genu¨gt der Identita¨t
∂
∂z
p =
EG− F 2
G
1
2 (E + 2 z F + z2G)
3
2
6= 0,
so daß man ferner b(µ; t) 6= 0 fu¨r alle µ und alle ∆t garantieren kann.
Durch Kombinieren der Ergebnisse aus Gleichung (3.19) und (3.20) mit (3.18) erha¨lt man nun
die Identita¨t
− (sin(ϕ) + ∆s)−1 {(a+∆a) ∆v(µ) + (b+∆b) ∆vu(µ)}
= − (κg +∆g −∆K) ∆t+ (f +∆f) ∆v(µ) +
∫ µ
0
(h+∆h) ∆v(u) du.
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Durch Umstellen dieser Gleichung ergibt sich (unter Beachtung von b 6= 0) die Integro–Differen-
tialgleichung
∆vu(µ)
∆t
= A(µ;∆t) +B(µ;∆t)
∆v(µ)
∆t
+ C(µ;∆t)
∫ µ
0
D(u;∆t)
∆v(u)
∆t
du (3.21)
mit den stetigen Koeffizientenfunktionen
A(µ;∆t) :=
(κg(t) + ∆g −∆K) (sin(ϕ) + ∆s)
b+∆b
−→ κg(t) sin(ϕ)
b
=: A(µ) (3.22a)
B(µ;∆t) := −(f +∆f) (sin(ϕ) + ∆s) + (a+∆a)
b+∆b
−→ f sin(ϕ) + a
b
=: B(µ) (3.22b)
C(µ;∆t) := −sin(ϕ) + ∆s
b+∆b
−→ sin(ϕ)
b
=: C(µ) (3.22c)
D(µ;∆t) := h+∆h −→ h =: D(µ). (3.22d)
Die Konvergenz fu¨r ∆t → 0 ist dabei gleichma¨ßig bezu¨glich µ. Nach Gleichung (3.21) sind die
Differenzenquotienten y(u;∆t) := ∆v(u)/∆t fu¨r alle ∆t 6= 0 Lo¨sung des Typs von Integro–
Differentialgleichung, wie er in Lemma 3.2.5 besprochen wurde. Ferner genu¨gen sie den An-
fangswertbedingungen
y(0;∆t) =
v(0; t+∆t)− v(0; t)
∆t
=
v(0; t+∆t)
∆t
. (3.23)
Wir benutzen wieder die Bezeichnungen u1 := uα(t) = 0, u2 := uα(t+∆t), v1 := vα(t) = 0 und
v2 := vα(t+∆t). Der Za¨hler des Anfangswertes in (3.23) kann in der Form
v(u1; t+∆t)− v(u1; t) = v(u1; t+∆t)− v(u2; t+∆t) + v(u2; t+∆t)− v(u1; t)
erweitert werden. Da die Funktion v(u; t+∆t) wie gesehen fu¨r jedes beliebig, aber fest gewa¨hlte
∆t zweimal stetig nach u differenzierbar ist, und sich die erste Ableitung in u2 = uα(t + ∆t)
gema¨ß Gleichung (3.13) ergibt, gilt mit dem Satz von Taylor
v(u1; t+∆t)− v(u2; t+∆t)
=
d
du
v (u2; t+∆t) (u1 − u2) + 1
2
d2
du2
v (ξ; t+∆t) (u1 − u2)2
=
∂
∂s
v(0, t+∆t)
∂
∂s
u(0, t+∆t)
(uα(t)− uα(t+∆t)) + 1
2
d2
du2
v (ξ; t+∆t) (uα(t)− uα(t+∆t))2 (3.24)
fu¨r ein ξ ∈ (u1, u2). Da einerseits nach Voraussetzung die Progenitorkurve α im Parameter t
in Richtung von rv verla¨uft, die Geoda¨tische Kurve γt andererseits im rechten Winkel zu α
′(t)
beginnt, muß
∂
∂s
v(0, t+∆t) → ∂
∂s
v(0, t) = 0 (3.25)
fu¨r ∆t→ 0 gelten. Der Grenzu¨bergang ist dabei zula¨ssig, da die Progenitorkurve nach Voraus-
setzung C2–stetig ist, und die Startrichtungen der Geoda¨tischen Kurven ein stetiges tangentiales
Vektorfeld la¨ngs α bilden.
Wendet man nun den Taylorschen Satz auf die u–Koordinatenfunktion der Progenitorkurve an,
so erha¨lt man die Existenz eines τ ∈ (t, t+∆t), so daß
uα(t)− uα(t+∆t) = −u′α(t)∆t−
1
2
u′′α(τ)∆t
2 = −∆t
(
u′α(t) +
1
2
u′′α(τ)∆t
)
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gilt. Daher kann man Gleichung (3.24) in der Form
v(u1; t+∆t)− v(u2; t+∆t) = ∆t∆w
schreiben, wobei der Term ∆w aufgrund von (3.25) fu¨r ∆t → 0 gegen Null strebt. Zusammen
mit Gleichung (3.23) erha¨lt man damit fu¨r die Anfangswerte der Integro–Differentialgleichungen
y(0;∆t) =
v(u1; t+∆t)− v(u2; t+∆t)
∆t
+
v(u2; t+∆t)− v(u1; t)
∆t
= ∆w +
vα(t+∆t)− vα(t)
∆t
−→ v′α(t) fu¨r ∆t→ 0. (3.26)
Nach Lemma 3.2.5 hat die Integro–Differentialgleichung (3.21) mit den Koeffizientenfunktionen
A(µ), B(µ), C(µ) und D(µ) zu dem Anfangswert y(0; 0) = v′α(t) eine eindeutig bestimmte
Lo¨sung y(u; 0). Aufgrund der gleichma¨ßigen Konvergenz der Koeffizientenfunktionen A(µ;∆t),
B(µ;∆t), C(µ;∆t) und D(µ;∆t) gema¨ß (3.22) strebt die Folge der rechten Seiten von Gleichung
(3.21) gegen die rechte Seite der Integro–Differentialgleichung, die A(µ), B(µ), C(µ) und D(µ)
als Koeffizienten besitzt. Da die zu y(0;∆t) geho¨rigen Anfangswerte nach (3.26) gegen v′α(t)
konvergieren, gilt fu¨r die Folge der linken Seiten von (3.21)
d
du
y(u;∆t) =
d
du
v(u; t+∆t)− d
du
v(u; t)
∆t
−→ d
du
y(u; 0) fu¨r ∆t→ 0.
Daher existiert die partielle Ableitung (∂2/∂u∂t)v(u; t) und ist stetig. Sie stimmt mit der Ab-
leitung (d/du)y(u; 0) der eindeutig bestimmten Lo¨sung der Integro–Differentialgleichung zum
Anfangswert y(0; 0) = v′α(t) u¨berein. Gleichzeitig ist damit die Existenz der stetigen partiellen
Ableitung (∂/∂t)v(u; t) gezeigt, was den Beweis vervollsta¨ndigt.
Mit Hilfe des letzten Hilfssatzes ergibt sich das Hauptresultat dieses Abschnitts als Folgerung.
Satz 3.2.7
Sei α eine C2–stetige, regula¨re Fla¨chenkurve einer C2–stetigen, regula¨ren Fla¨che S. Dann exi-
stiert fu¨r jedes Teilintervall (t0 − t, t0 + t) des Parameterraums von α ein Abstandswert s, so
daß die Abbildung
(s, t)T 7→ (u(s, t), v(s, t))T = Oα(s, t)
fu¨r |s| < s und |t − t0| < t stetige partielle Ableitungen ∂2ssOα, ∂2stOα (und daher auch ∂tOα)
besitzt.
Beweis:
Die in Lemma 3.2.6 untersuchte Funktion war gema¨ß Gleichung (3.12) durch v(u; t) = v(s(u; t); t)
gegeben. Der Funktionswert s(u, t), der in Gleichung (3.11) eingefu¨hrt wurde, entspricht der Bo-
genla¨nge, die die Geoda¨tischen Kurve γt orthogonal ausgehend vom Kurvenpunkt α(t) zuru¨ck-
legen muß, um den Parameter u zu erreichen. Die Spur des Segments dieser Geoda¨tischen wird
nach Konstruktion durch die Kurve
βt(u) := r(u, v(u; t))
durchlaufen. Zu beachten ist, daß diese Kurve im allgemeinen nicht proportional zu ihrer Bo-
genla¨nge parametrisiert ist, also nicht der Parametrisierung des Geoda¨tischen Segments von γt
entspricht, obwohl ihre Spuren identisch sind.
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Wir benutzen die Parametrisierung von βt, um die Bogenla¨nge des betrachteten Segments zu
messen. Es ergibt sich
s(u; t) =
∫ u
uα(t)
(
E + 2F
∂
∂u
v(µ; t) +G
(
∂
∂u
v(µ; t)
)2) 12
dµ,
wobei die Koeffizienten der ersten Fundamentalform E, F und G an der Stelle (µ, v(µ; t))
auszuwerten sind. Da S nach Voraussetzung eine C2–stetige Fla¨che ist, sind E, F und G
C1–stetige Funktionen. Da nach Hilfssatz 3.2.6 die partiellen Ableitungen (∂/∂t) v(u; t) und
(∂2/∂u∂t) v(u; t) existieren und in den angegebenen Bereichen stetig sind, existieren die stetigen
partiellen Ableitungen (∂/∂t) s(u; t), (∂2/∂u∂t) s(u; t) und (∂2/∂u∂u) s(u; t) ebenfalls.
Nach Konstruktion (siehe Gleichung (3.11)) ist u = u(s, t) eindeutig durch s = s(u; t) bestimmt.
Folglich sind die Funktionen u(s, t) und (∂/∂s)u(s, t) C1–stetige Funktionen. Da v(s, t) durch
Substituieren von u = u(s, t) aus v(u; t) entsteht, sind ferner v(s, t) und (∂/∂s)v(s, t) stetig
partiell differenzierbare Funktionen. Dies zeigt die Behauptung.
Der Beweis von Lemma 3.2.6 kann modifiziert werden, um die folgende, weitergehende Aussage
zu verifizieren.
Satz 3.2.8
Sei α eine Cp+1–stetige, regula¨re Fla¨chenkurve einer Cp+1–stetigen, regula¨ren Fla¨che S mit
p ≥ 1. Dann sind die Offsetabbildung
(s, t)T 7→ (u(s, t), v(s, t))T = Oα(s, t)
sowie ihre partielle Ableitung ∂sOα lokal C
p–stetig.
Der Nachweis dieses Satzes folgt den Beweisen von 3.2.6 und 3.2.7, liefert folglich keine neuen
Einblicke. Wir geben daher an dieser Stelle nur eine kurze Beweisskizze an. Fordert man in
Lemma 3.2.5, daß die Funktionen η : K → IR und A,B,C,D : J×K → IR Cp–stetige Funktionen
sind, so ist jede (eindeutig bestimmte) Lo¨sung y(u; θ) des Anfangswertproblems (3.4) wieder
eine Cp–stetige Funktion beider Vera¨nderlicher. Dies folgt aufgrund der stetig differenzierbaren
Abha¨ngigkeit der Lo¨sungen von Volterra–Integralgleichungen (siehe z.B. [Wal93], S. 130 ff.).
Die partielle Ableitung (∂/∂t)v(u; t) ist nun Lo¨sung der Integro–Differentialgleichung (3.21) mit
Koeffizientenfunktionen A(µ), B(µ), C(µ), D(µ) definiert in (3.22) und Anfangswert v′α(t) (vgl.
Beweis von Lemma 3.2.6). Man kann nun verifizieren, daß diese Koeffizientenfunktionen Cp–
stetig sind (ebenso wie der Anfangswert v′α(t)). Folglich sind (∂/∂t)v(u; t) und (∂2/∂u∂t)v(u; t)
p-fach stetig partiell differenzierbar. Die Aussage von Satz 3.2.8 ergibt sich dann mit den gleichen
Argumenten wie in dem Beweis zu Satz 3.2.7.
Ein zu Satz 3.2.8 analoges Ergebnis fu¨r die Offsetfunktion Op bezu¨glich eines Fla¨chenpunktes
p ∈ S la¨ßt sich durch Modifikation der Beweise dieses Abschnitts analog beweisen. Die explizite
Beweisfu¨hrung findet man auch in [Har50].
Satz 3.2.9
Sei S eine Cp+1–stetige, regula¨ren Fla¨che (p ≥ 1) und p ein beliebiger Fla¨chenpunkt. Dann sind
die Offsetabbildung
(s, t)T 7→ (u(s, t), v(s, t))T = Op(s, t)
sowie ihre partielle Ableitung ∂sOα lokal C
p–stetig.
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Die Aussagen von Satz 3.2.7, und damit auch von Satz 3.2.8 und 3.2.9, sind scharf, wie Hartman
in [Har51] zeigen konnte. In diesem Artikel gibt er das Beispiel einer C2–stetigen parametrischen
Fla¨che, in dem die Offsetfunktion (s, t)T 7→ (u(s, t), v(s, t)) = O(s, t) bezu¨glich eines Fla¨chen-
punktes nicht zweimal differenzierbar ist.
3.3 Eigenschaften Geoda¨tischer Offsetkurven
Nach den Ergebnissen des letzten Abschnitts ist die Geoda¨tische Offsetfunktion (lokal) eine
mindestens einmal stetig differenzierbare Abbildung, vorausgesetzt die betrachtete Fla¨che und
Progenitorkurve ist C2–stetig. Der folgende Hilfssatz beschreibt, welche geometrischen Eigen-
schaften die Ableitungen der Offsetfunktion besitzen. Er wurde nur fu¨r den Fall der Offsetkurve
bezu¨glich einer Progenitorkurve α formuliert; selbstversta¨ndlich gelten die analogen Aussagen
auch fu¨r Offsetkurven eines Fla¨chenpunktes p und die zugeho¨rige Offsetfunktion Op.
Lemma 3.3.1
Sei r eine Cp+1–stetige Parametrisierung der Fla¨che S und α(t) eine Cp+1–stetige Progenitor-
kurve (p ≥ 1). Dann ist die Geoda¨tische Offsetfunktion Oα lokal p–fach stetig partiell differen-
zierbar. Die ersten partiellen Ableitungen ∂sOα und ∂tOα genu¨gen den Identita¨ten
γ ′t0(s) = (ru, rv) ∂sOα (3.27a)
α′s0(t) = (ru, rv) ∂tOα, (3.27b)
wobei (ru, rv) die Jacobi–Matrix der Parametrisierung r ist.
Beweis:
Nach Satz 3.2.8 ist die Geoda¨tische Offsetfunktion eine Cp-stetige Abbildung. Die Gleichungen
(3.27a) und (3.27b) folgen durch Anwenden der Kettenregel.
Eine Offsetkurve ist selbst im Euklidischen Fall nicht notwendigerweise eine regula¨re Kurve.
Betrachtet man beispielsweise die ebene Parabel in der Parametrisierung (t, t2) sowie ihre Off-
setkurve im Abstand −1/2 (linksseitiger Offset), so ergibt sich ein singula¨rer Punkt fu¨r den
Parameterwert t = 0. Diese singula¨ren Punkten sind dadurch charakterisiert, daß die zugeho¨ri-
ge Tangente der Offsetkurve verschwindet. Es wird sich im folgenden herausstellen, daß solche
Punkte eine wichtige Rolle in unseren Untersuchungen spielen werden. Wir fu¨hren daher den
folgenden Begriff ein.
Definition 3.3.2
Ein Fla¨chenpunkt q ∈ S heißt Fokaler Punkt einer gegebenen Progenitorkurve α bzw. eines
Progenitorpunktes p ∈ S, falls er ein singula¨rer Punkt der Geoda¨tischen Offsetkurve αs0 zum
Parameter t und einem gewissen Abstand s0 ist, d.h. falls α
′
s0(t) = 0 gilt. Der zugeho¨rige
Geoda¨tische Abstand s0 wird Fokaler Abstand genannt.
Aufgrund von Lemma 3.3.1 ist ein Fokalpunkt q = r(u0, v0) im Fokalen Abstand s0 zu einer
Progenitorkurve α bzw. zu einem Progenitorpunkt p auch dadurch charakterisiert, daß es einen
Kurvenparameter (bzw. einen tangentialen Winkel) t gibt, so daß
Oα(s0, t) = (u0, v0) und ∂tOα(s0, t) = 0
(bzw. Op(s0, t) = (u0, v0) und ∂tOp(s0, t) = 0)
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gilt. Offensichtlich gibt es Progenitorobjekte, die keine Fokalpunkte besitzen. Als Beispiele
ko¨nnen Punkte und Geraden in der Euklidischen Ebene angefu¨hrt werden. Aber auch in an-
deren, nicht Euklidischen Geometrien gibt es Objekte, die keine Fokalpunkte haben.
Im Fall eines Progenitorpunktes p wird ein zugeho¨riger Fokalpunkt q auch als zu p konjungierter
Punkt bezeichnet (siehe z.B. [BL73], S. 298 ff.). Die Menge der Fokalpunkte einer Kurve wird in
der Literatur ha¨ufig auch unter dem Namen Evolute eingefu¨hrt. Im Euklidischen Fall entspricht
sie der Menge aller Kru¨mmungszentren von α (vgl. [Sto69], S. 29 ff. oder [BG92], S. 118 ff.).
In [BL73] (S. 218 ff.) wird auf die Situation von Evoluten (dort Hu¨llkurve) auf parametrischen
Fla¨chen eingegangen. Um einen einheitlichen Begriff fu¨r beide Situationen — Progenitorpunkt
und –kurve — benutzen zu ko¨nnen, haben wir uns fu¨r die Bezeichnung
”
Fokalpunkt“ entschie-
den. Diese Namensgebung ist motiviert durch die Tatsache, daß benachbarte Geoda¨tische, die im
Progenitorobjekt starten, sich in dem fraglichen Fokalpunkt schneiden, das Bu¨ndel der Geoda¨ti-
schen Kurven also fokusiert.
Nach einem Resultat von Jacobi ist eine Geoda¨tische Kurve nicht mehr distanzminimal, nachdem
sie einen Fokalpunkt eines Progenitorpunkts passiert hat. Einzelheiten zu dem Theorem von
Jacobi kann z.B. [dC76], S. 415 ff. entnommen werden. Dieser Satz jedoch deutet bereits an,
warum die Menge aller Fokalpunkte fu¨r unsere Belange von großem Interesse ist. Allerdings
kann eine Geoda¨tische Kurve ihre Distanzminimalita¨t bereits verloren haben, bevor sie einen
Fokalpunkt erreicht hat. Die Menge aller Punkte, in der Geoda¨tische aufho¨ren, die Bogenla¨nge
zu minimieren, nennt man Cut Locus. Fu¨r eine detaillierte Diskussion des Cut Locus sei der
interessierte Leser auf [Wol85] verwiesen.
In Abschnitt 2.2 wurde bereits erwa¨hnt, daß man durch Lo¨sen der Geoda¨tischen Differentialglei-
chung nicht nur die Parameter (u(s), v(s)) eines Punktes der Geoda¨tischen Kurve erha¨lt, sondern
ebenfalls die zugeho¨rige Tangente der Parameterraumkurve (u′(s), v′(s)). Daher ko¨nnen O und
die partielle Ableitung ∂sO durch Integrieren von System (2.10) berechnet werden.
2 Im Rest
dieses Abschnitts wollen wir zeigen, wie man die fehlende partielle Ableitung ∂tO erhalten kann.
Hierfu¨r ist es manchmal nu¨tzlich, in Verallgemeinerung zu der Vorgehensweise bei Geoda¨tischen
Polarkoordinaten (siehe Gleichung (2.15)), mit
rα(s, t) := (r ◦Oα) (s, t) bzw. rp(s, t) := (r ◦Op) (s, t) (3.28)
lokal (d.h. in einer gewissen Umgebung des gegebenen Progenitorobjekts) eine neue Parametri-
sierung der betrachteten Fla¨che einzufu¨hren. Die Jacobi Matrix dieser Parametrisierung ist nach
Hilfssatz 3.3.1 durch (ru, rv) (∂sO, ∂tO) gegeben. Daher ist die in (3.28) eingefu¨hrte Parame-
trisierung regula¨r, solange man sich nicht in einem Fokalpunkt des Progenitorobjekts befindet
(hier gilt ∂tO = 0). Wir werden diese durch die Offsetfunktion induzierte Parametrisierung
Geoda¨tische Koordinaten nennen. Unser oben formuliertes Ziel dieses Abschnitts, eine Berech-
nungsmethode der partiellen Ableitung ∂tO zu entwickeln, entspricht der Vorgabe, die partiellen
Ableitungen der Geoda¨tischen Koordinaten berechnen zu wollen. Die zweiten partiellen Ablei-
tungen dieser Parametrisierung werden Inhalt des nachfolgenden Abschnitts 3.4 sein.
Der folgende Hilfssatz verallgemeinert in Teilen Lemma 2.4.2. Dort wurde insbesondere bewiesen,
daß der Koeffizient F p der ersten Fundamentalform bzgl. der Parametrisierung rp stets Null ist,
also die Geoda¨tische Offsetkurve bezu¨glich eines Punktes p die zugeho¨rige Geoda¨tische immer
im rechten Winkel schneidet. Dies trifft nicht nur im Fall eines Progenitorpunktes, sondern auch
bei Progenitorkurven zu.
2Im folgenden wird die Bezeichnung O anstelle von Op bzw. Oα benutzt werden, wenn Aussagen u¨ber Off-
setfunktionen gemacht werden, die unabha¨ngig davon gelten, ob ein Progenitorpunkt oder eine Progenitorkurve
betrachtet wird.
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Lemma 3.3.3
Die Tangentenvektoren der Geoda¨tischen Offsetkurve und der Geoda¨tischen Kurve sind ortho-
gonal zueinander, d.h. 〈
α′s(t),γ
′
t(s)
〉
= 0 (3.29)
gilt fu¨r jeden Parameter t der Progenitorkurve (bzw. jeden tangentialen Winkel t an dem be-
trachteten Progenitorpunkt) und jeden Geoda¨tischen Abstand s. Insbesondere erha¨lt man
Eα(s, t) = 1 = Ep(s, t), Fα(s, t) = 0 = F p(s, t), Gα(s, t) =
∥∥α′s(t)∥∥2 = Gp(s, t)
als Formeln fu¨r die Koeffizienten der ersten Fundamentalform bezu¨glich der in (3.28) eingefu¨hr-
ten Parametrisierung rα bzw. rp.
Beweis:
Wie bereits oben bemerkt, ist der Hilfssatz im Fall eines Progenitorpunkts bereits mit Lemma
2.4.2 bewiesen. Wir betrachten daher die in Gleichung (3.28) eingefu¨hrte Parametrisierung rα
in einer Umgebung von α. Die Koeffizienten Eα und Gα der ersten Fundamentalform bezu¨glich
des lokalen Koordinatensystems rαs , r
α
t sind nach Lemma 3.3.1 durch
Eα =
〈
γ ′t(s), γ
′
t(s)
〉
= 1
Gα =
〈
α′s(t), α
′
s(t)
〉
=
∥∥α′s(t)∥∥2
gegeben. Da die Geoda¨tischen γt in der betrachteten Parametrisierung Isoparameterlinien sind,
folgt aus der zweiten Gleichung der Geoda¨tischen Differentialgleichungen (2.9) Γ211 (s
′)2 = 0,
was Γ211 = 0 impliziert. Benutzt man ferner das lineare Gleichungssystem (2.8) von Seite 25,
welches die Christoffelsymbole in Beziehung zu den ersten und zweiten partiellen Ableitungen der
betrachteten Parametrisierung setzt, so ergibt sich bei Benutzung der ersten beiden Gleichungen
Γ111E
α + Γ211 F
α = 〈rαss, rαs 〉= 12 Eαs
Γ111 F
α + Γ211G
α = 〈rαss, rαt 〉= Fαs − 12 Eαt
}
Da nun, wie gesehen, Eα = 1 und Γ211 = 0 gilt, folgt aus diesem Gleichungssystem Γ
1
11 =
0 = Fαs . Damit ha¨ngt der Koeffizient F
α nicht von dem Geoda¨tischen Abstand s ab. Aufgrund
der Definition von γt, nach der diese Geoda¨tische im rechten Winkel von der Progenitorkurve
ausgeht, kann man〈
α′s(t),γ
′
t(s)
〉
= Fα(s, t) = Fα(0, t) =
〈
α′(t),γ ′t(0)
〉
= 0
schließen, was die Behauptung zeigt.
Zu beachten ist, daß Gleichung (3.29) ihre Gu¨ltigkeit in und jenseits von Fokalpunkten beha¨lt,
wo die Tangentla¨nge einer Geoda¨tischen Offsetkurve definitionsgema¨ß verschwindet. Ferner ist
es wert, darauf hinzuweisen, daß die partiellen Ableitungen der Offsetfunktion ∂tO(s, t0) und
∂sO(s, t0), also die Tangentenvektoren der zugeho¨rigen Parameterraumkurven, i.a. nicht ortho-
gonal zueinander sind.
Eine wichtige Konsequenz aus Lemma 3.3.3 ist, daß man lediglich das La¨ngenverhalten der Tan-
genten Geoda¨tischer Offsetkurven kennen muß, um auf die Tangentenvektoren selbst schließen
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zu ko¨nnen. Dies ergibt sich aus der Tatsache, daß man die Tangente γ ′t0 bereits durch Lo¨sen von
System (2.10) ermitteln kann. Daher fu¨hren wir die folgende reellwertige Funktion ein:
yt0(s) :=
{ ‖α′s(t0)‖ falls γ ′t0(s), α′s(t0), N positiv orientiert ist.
−‖α′s(t0)‖ falls γ ′t0(s), α′s(t0), N negativ orientiert ist.
(3.30)
yt0(s) entspricht der vorzeichenbehafteten La¨nge der Tangente der Geoda¨tischen Offsetkurve an
dem Parameterwert t0 als Funktion des Geoda¨tischen Abstands s. Bei dieser Formulierung wird
nicht mehr zwischen Progenitorpunkt und –kurve unterschieden, da durch den Kontext jeweils
klar ist, welches Progenitorobjekt betrachtet wird. Im Fall einer Progenitorkurve hat yt0(0) nach
Konvention stets positives Vorzeichen. (Die Startrichtung der Geoda¨tischen Kurve γt0 ist nach
Definition 3.2.1 so zu wa¨hlen, daß die Vektoren γ ′t0(0), α
′(t0), N ein positiv orientiertes Ortho-
gonalsystem bilden.) Bei Progenitorpunkten gilt nach Lemma 2.4.2 yt0(0) = 0 und y
′
t0(0) = 1,
so daß yt0(ε) 6= 0 fu¨r alle hinreichend klein gewa¨hlten ε > 0 gilt. Da die Offsetfunktion fu¨r ein
festes t0 nach s differenzierbar ist, kann das Vorzeichen in beiden Fa¨llen nur dann wechseln,
wenn die Geoda¨tische einen Fokalpunkt bzgl. des Progenitorobjekts durchla¨uft. Daru¨berhinaus
ist y(s, t) = yt(s) als Funktion beider Vera¨nderlicher unter gewissen Voraussetzungen differen-
zierbar, wie der folgende Satz besagt.
Satz 3.3.4
Sei r ∈ Cp+1 und α ∈ Cp+1 mit p ≥ 1. Fu¨r jeden festen Parameter t0 ist die La¨ngenfunk-
tion yt0(s) eine C
p–stetige Abbildung. Betrachtet man diese Funktion y(s, t) = yt(s) als eine
Abbildung zweier Vera¨nderlicher, so existieren die partiellen Ableitungen
∂p y
∂si ∂tj
fu¨r alle i+ j = p mit i ≥ 1
und sind stetig.
Beweis:
Die Aussage folgt direkt aus Satz 3.2.8. Dort wurde gezeigt, daß die Abbildung, die dem Tupel
(s, t) die Lo¨sung (u(s, t), v(s, t), ∂∂su(s, t),
∂
∂sv(s, t)) des Systems gewo¨hnlicher Differentialglei-
chungen (2.10) zuordnet, eine Cp–stetige Funktion ist. Insbesondere sind fu¨r alle r ≤ p die
partiellen Ableitungen
∂r
∂si ∂tj
∂
∂s
u und
∂r
∂si ∂tj
∂
∂s
v mit i+ j = r
stetig. Satz 3.3.4 ergibt damit unter Beru¨cksichtigung der Identita¨t α′s(t) = (ru, rv) ∂tO.
Zu beachten ist, daß die Aussage von Satz 3.3.4 ist nicht etwa y(s, t) ∈ Cp lautet. Betrachtet man
z.B. C2–stetige Fla¨chen (p = 1), so garantiert Satz 3.2.8 lediglich die Existenz der stetigen zwei-
ten partiellen Ableitungen (∂2/∂s∂t)u und (∂2/∂s∂t)v. Daraus folgt fu¨r die Vorzeichenfunktion
y(s, t) die stetige partielle Differenzierbarkeit in Bezug auf s und die Stetigkeit bezu¨glich t. Im
folgenden Kontext (solange nicht explizit abweichendes angegeben) sollen die Fla¨chenparametri-
sierung und die Progenitorkurve von der Stetigkeitsordnung Cp+1 mit p ≥ 2 sein. Dies impliziert
nach Satz 3.2.8 eine mindestens zweimal stetig partiell differenzierbare Offsetfunktion und nach
Satz 3.3.4 eine einmal stetig partiell differenzierbare La¨ngenfunktion y(s, t). Fu¨r einen beliebi-
gen, aber festen Parameter t0 existiert unter diesen Voraussetzungen ferner die zweite Ableitung
y′′t0(s). Der na¨chste Satz beschreibt, wie man die Funktion yt0(s) als Lo¨sung einer gewo¨hnlichen
Differentialgleichung zweiter Ordnung gewinnen kann.
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Satz 3.3.5
Die La¨ngenfunktion yt0(s) definiert in (3.30) genu¨gt der sogenannten Jacobi Gleichung
y′′t0(s) +K(s, t0) yt0(s) = 0, (3.31)
in der K(s, t0) die Gaußkru¨mmung K(O(s, t0)) des Fla¨chenpunktes γt0(s) = r(O(s, t0)) be-
zeichnet.
Beweis:
Zum Beweis der Aussage fu¨hren wir das Vektorfeld
J t0(s) := α
′
s(t0)
der Tangenten Geoda¨tischer Offsetkurven αs(t0) entlang der Geoda¨tischen Kurve γt0(s) ein. Of-
fensichtlich ist J t0(s) ein Jacobi Feld gema¨ß Definition 2.3.4 auf Seite 30. Nach einer Eigenschaft
des Kreuzprodukts und unter Ausnutzung der Orthogonalita¨t der Tangenten von Offsetkurve
und Geoda¨tischer (Lemma 3.3.3) ergibt sich(
γ ′t0(s) ∧ J t0(s)
) ∧ γ ′t0(s) = ∥∥γ ′t0(s)∥∥2 J t0(s)− 〈J t0(s), γ ′t0(s)〉 γ ′t0(s) = J t0(s).
Satz 2.3.5 zusammen mit dieser Gleichung liefert fu¨r das Jacobi Feld J t0(s) die Beziehung
D2
ds2
J t0(s) +K(s)J t0(s) = 0. (3.32)
Da wir nun lediglich an der vorzeichenbehafteten La¨nge yt0(s) von J t0(s) interessiert sind, setzen
wir J t0(s) = yt0(s)wt0(s), wobeiwt0(s) das eindeutig bestimmte Vektorfeld der La¨nge Eins la¨ngs
γt0 ist, so daß γ
′
t0(s), wt0(s),N positiv orientiert ist. Da mit dieser Setzung 〈wt0(s),wt0(s)〉 = 1
und 〈wt0(s),γ ′t0(s)〉 = 0 gilt, erha¨lt man
0 =
d
ds
[
〈wt0(s), wt0(s)〉
]
= 2
〈
d
ds
wt0(s), wt0(s)
〉
0 =
d
ds
[ 〈
wt0(s), γ
′
t0(s)
〉 ]
=
〈
d
ds
wt0(s), γ
′
t0(s)
〉
+
〈
wt0(s), γ
′′
t0(s)
〉
=
〈
d
ds
wt0(s), γ
′
t0(s)
〉
,
wobei der letzte Schritt aus der Charakterisierung von Geoda¨tischen folgt, nach der ihr Kru¨m-
mungsvektor γ ′′t0(s) in Richtung der Fla¨chennormalen verla¨uft. Diese beiden Gleichungen zeigen,
daß die Ableitung des Vektorfeldes wt0(s) keinen tangentialen Anteil besitzt, folglich fu¨r die
kovariante Ableitung (D/ds)wt0(s) = 0 gilt.
3 Mit dieser Einsicht kann man fu¨r die kovariante
Ableitung des Jacobi Feldes
D
ds
J t0(s) = yt0(s)
D
ds
wt0(s) + y
′
t0(s)wt0(s) = y
′
t0(s)wt0(s),
sowie analog (D2/ds2)J t0(s) = y
′′
t0(s)wt0(s) folgern. Aus dieser Identita¨t folgt die Behauptung
durch Multplikation mit wt0(s) aus Gleichung (3.32).
3Diese Argumentation zeigt nichts anderes, als daß das Vektorfeld wt0(s) ein Paralleler Transport la¨ngs γt0
ist. Da wir diesen Begriff jedoch nicht weiter beno¨tigen, haben wir auf seine Einfu¨hrung im Rahmen dieser Arbeit
verzichtet. Weitere Einzelheiten findet man in [dC76], S. 238 ff.
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Satz 3.3.5 ist ein klassisches Resultat aus der Differentialgeometrie, welches jedoch unseres Wis-
sens noch nicht fu¨r die von uns betrachtete Anwendung, na¨mlich die numerische Berechnung der
Tangenten(–la¨ngen) von Geoda¨tischen Offsetkurven, ausgenutzt wurde. Diese Methode wurde
erstmals im Rahmen von Seminaren von Wolter ([Wol95] und [Wol96]) vorgeschlagen und von
Rausch et al. in [RWS96a] und [RWS96b] publiziert. Dort wurde allerdings nur die Situation
fu¨r Progenitorkurven behandelt. Ferner wurde in keiner der erwa¨hnten Quellen eine genaue
Untersuchung des Verhaltens der Vorzeichenfunktion y(s, t) durchgefu¨hrt, wie es im Laufe der
nachfolgenden Arbeit geschehen wird.
Zu beachten ist, daß Jacobis Gleichung fu¨r alle Geoda¨tischen Absta¨nde s gu¨ltig ist. Dies schließt
das Verhalten der La¨ngenfunktion in Fokalpunkten (yt0(s) = 0) ein. Da die Gaußkru¨mmung
einer abgeschlossenen Fla¨che beschra¨nkt ist (und nur mit solchen Fla¨chen haben wir es in der
Anwendung zu tun), genu¨gt die Differentialgleichung (3.31) einer Lipschitz-Bedingung. Daher
gibt es fu¨r jedes Paar von Anfangswerten yt0(0), y
′
t0(0) eine eindeutig bestimmte Lo¨sung der Ja-
cobi Gleichung. Um die Tangentenla¨ngen yt0(s) Geoda¨tischer Offsetkurven zu berechnen, mu¨ssen
wir demnach passende Anfangswerte der Differentialgleichung (3.31) finden. Im Fall eines Pro-
genitorpunktes liegen diese bereits mit Hilfssatz 2.4.2 von Seite 32 vor. Dort wurde fu¨r den
Koeffizient Gp der ersten Fundamentalform Geoda¨tischer Polarkoordinaten rp die Eigenschaft
lim
s→0
Gp(s, t) = 0, lim
s→0
∂
∂s
[√
Gp(s, t)
]
= 1
gezeigt. Folglich sind im Progenitorpunktfall fu¨r alle tangentialen Winkel t0 ∈ [0, 2π] als An-
fangswerte der Differentialgleichung zweiter Ordnung (3.31) yt0(0) = 0 und y
′
t0(0) = 1 zu wa¨hlen.
Um eine gleichwertige Aussage fu¨r den Fall einer Progenitorkurve treffen zu ko¨nnen, zitieren wir
den folgenden Hilfssatz, der etwa in [dC76], S. 252 ff. zu finden ist, und den wir fu¨r den Beweis
des nachfolgenden Satzes beno¨tigen.
Lemma 3.3.6
Sei r(u, v) eine (lokale) orthogonale Parametrisierung der regula¨ren, orientierten Fla¨che S,
d.h. fu¨r den Koeffizienten F der ersten Fundamentalform gelte F = 〈ru, rv〉 = 0. Ferner sei
α(t) = r(u(t), v(t)) eine Fla¨chenkurve und w(t) ein differenzierbares Vektorfeld der La¨nge Eins
entlang α(t). Bezeichnet man mit ϕ(t) den orientierten Winkel zwischen ru(u(t), v(t)) und w(t)
bezu¨glich der durch N gegeben Orientierung von S, so gilt〈
dw
dt
(t), (N ∧w(t))
〉
=
1
2
√
EG
{
Gu v
′(t)− Ev u′(t)
}
+
d
dt
ϕ(t)
fu¨r alle Kurvenparameter t.
Da das Vektorfeld des letzten Hilfssatzes die La¨nge Eins besitzt, ist w(t) sowohl zu der Ablei-
tung (dw/dt)(t) als auch zu deren Normalprojektion in die Tangentialebene orthogonal. Dies
bedeutet, daß die kovariante Ableitung (Dw/dt)(t) ein Vektor in Richtung von (N ∧ w(t))
sein muß (siehe auch [dC76], S. 248 ff.). Daher entspricht die linke Seite aus Lemma 3.3.6 der
vorzeichenbehafteten La¨nge der kovarianten Ableitung von w(t).
Um die fehlenden Anfangswerte der Jacobi Gleichung im Fall einer Progenitorkurve zu erhalten,
wird der folgende Satz benutzt werden. Seine Aussage besagt, daß die Vera¨nderung der Tangen-
tenla¨nge proportional zu der La¨nge selbst ist. Er gilt allgemein fu¨r Offsetkurven, ist also nicht
nur in dem Fall hilfreich, in dem als Progenitorobjekt eine Fla¨chenkurve betrachtet wird.
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Satz 3.3.7
Sei γt0(s) eine Geoda¨tische Kurve gema¨ß Definition 3.2.1 bzw. 3.2.2, die von einer Progenitor-
kurve bzw. einem Progenitorpunkt ausgeht. Die Funktion yt0(s) der vorzeichenbehafteten Tan-
gentla¨ngen Geoda¨tischer Offsetkurven genu¨gt fu¨r alle s mit yt0(s) 6= 0 der Identita¨t
y′t0(s) = κg yt0(s, t0) (3.33)
Dabei bezeichnet κg(s, t0) die Geoda¨tische Kru¨mmung der Offsetkurve αs im Punkt αs(t0) =
γt0(s).
Beweis:
Wir betrachten das tangentiale Vektorfeld der La¨nge Eins
w(t) :=
α′s(t)
‖α′s(t)‖
entlang einer regula¨ren Offsetkurve αs(t). Fu¨r die Ableitung dieses Vektorfelds erha¨lt man den
Ausdruck
dw
dt
(t) =
1
‖α′s(t)‖
α′′s(t)−
〈α′s(t),α′′s(t)〉
‖α′s(t)‖3
α′s(t).
Vergleicht man diesen Ausdruck mit dem Kru¨mmungsvektor k von αs (siehe Gleichung (2.1)
auf Seite 22), so erkennt man
dw
dt
(t) =
∥∥α′s(t)∥∥ k(t).
Nun ergibt sich die Geoda¨tische Kru¨mmung κg der Offsetkurve αs(t) aus der vorzeichenbehafte-
ten La¨nge der Normalprojektion des Kru¨mmungsvektors auf die Tangentialebene (vgl. Abschnitt
2.1, S. 23). Andererseits ist, wie oben erla¨utert, die La¨nge dieses projizierten Vektors in Rich-
tung von N ∧w(t) = −γ ′t0(s) zu messen. Daher ergibt sich fu¨r die geoda¨tische Kru¨mmung die
Beziehung 〈
dw
dt
(t), N ∧w(t)
〉
= κg
∥∥α′s(t)∥∥ = κg sign (yt(s)) yt(s) (3.34)
In einer hinreichen kleinen Umgebung eines Nicht–Fokalpunktes αs0(t0) der betrachteten Off-
setkurve kann man die Fla¨che durch die Abbildung r˜ := r ◦O regula¨r parametrisieren. Dies ent-
spricht der analogen Vorgehensweise wie bei Einfu¨hrung Geoda¨tischer Polarkoordinaten. Nach
Lemma 3.3.3 ist dies eine orthogonale Parametrisierung, deren Koeffizienten der ersten Funda-
mentalform den Identita¨ten
E˜(s, t) = 1, F˜ (s, t) = 0, G˜(s, t) =
〈
α′s(t), α
′
s(t)
〉
= (yt(s))
2
genu¨gen. Der durch diese Parametrisierung induzierte Normalenvektor ist durch
N˜ = N˜(s, t) = γ ′t(s) ∧
α′s(t)
‖α′s(t)‖
= γ ′t(s) ∧w(t)
gegeben. Da die Offsetkurve αs(t) in der gegebenen Parameterumgebung eine Isoparameterlinie
zu konstantem s ist, erha¨lt man durch Anwenden von Hilfssatz 3.3.6〈
dw
dt
(t),
(
N˜ ∧w(t)
)〉
=
1
2 ‖α′s(t)‖
d
ds
[∥∥α′s(t)∥∥2] = sign (yt(s)) y′t(s), (3.35)
da der Winkel zwischen r˜s = γ
′
t und w(t) konstant π/2 ist. Da nun
N˜ ∧w(t) = (γ ′t(s) ∧w(t)) ∧w(t) = −γ ′t(s) = N ∧w(t)
gilt, erha¨lt man aus den Gleichungen (3.34) und (3.35) die behauptete Formel.
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Einen Beweis des letzten Satzes fu¨r den Fall von Progenitorpunkten findet man auch in [BL73],
S. 205 ff. Im Fall von Progenitorkurven ist die positive Orientierung des Systems γ ′t0(0), α
′(t0),
N ganz wesentlich im Hinblick auf die Gu¨ltigkeit der Aussage von Satz 3.3.7. Mit dieser Ori-
entierung zeigt der Vektor γ ′t0(0) zur rechten Seite der Progenitorkurve α (in Bezug auf die
Orientierung der Fla¨che). Rechtsseitiges Offsetting entspricht daher einem wachsenden Geoda¨ti-
schen Abstand s. Fu¨r negativ gewa¨hlte Geoda¨tische Absta¨nde (d.h. fu¨r linksseitige Offsetkur-
ven) beha¨lt Gleichung (3.33) zwar ihre Richtigkeit, man muß sich aber klar machen, daß die-
se Formel eine Aussage u¨ber das Wachstumsverhalten von yt0(s) fu¨r wachsendes s liefert. Im
Fall linksseitigen Offsettings wird man vielleicht lieber eine entsprechende Identita¨t fu¨r fal-
lende Werte von s benutzen wollen. Eine solche Beziehung ergibt sich durch Umkehren des
Durchlaufsinns der Geoda¨tischen, also durch Betrachten von γt0(−s). Aufgrund der Beziehung
(d/dt) [yt0(−s)] = −y′t0(−s) ergibt sich aus (3.33) sofort die Idenitita¨t
y′t0(−s) = −κg yt0(−s) (3.36)
fu¨r alle s mit yt0(−s) 6= 0.
Identita¨t (3.33) wird, wie angeku¨ndigt, von uns vorwiegend dazu benutzt werden, um Anfangs-
werte der Jacobi Differentialgleichung im Fall von Progenitorkurven zu berechnen. Hierzu wer-
den wir (3.33) fu¨r s = 0 auswerten, um so eine Beziehung zwischen y′t(0) und der Geoda¨tischen
Kru¨mmung der Progenitorkurve zu erhalten. Diese Vorgehensweise ist jedoch nicht fu¨r Progeni-
torpunkte zula¨ssig, da dort nach Lemma 2.4.2 yt(0) = 0 fu¨r alle t gilt. Gleichung (3.33) verliert
aber ihre Gu¨ltigkeit, falls die Geoda¨tische einen Fokalpunkt (und als solchen kann man einen
Progenitorpunkt auch interpretieren) passiert. Mit anderen Worten: Aus der Tatsache, daß die
Tangente der Geoda¨tische Offsetkurve verschwindet (yt0(s) = 0), kann man nicht schließen, daß
die La¨ngenfunktion stationa¨r wird. Es gilt sogar im Gegenteil stets y′t0(s0) 6= 0, wie der folgende
Satz besagt.
Satz 3.3.8
Fu¨r einen Fokalpunkt γt0(s0) bezu¨glich einer gegebenen regula¨ren Progenitorkurve α(t) bzw.
eines Progenitorpunkts p ist die A¨nderung der Tangentenla¨nge der Geoda¨tischen Offsetkurve
nicht trivial, d.h. es gilt y′t0(s0) 6= 0. Daher a¨ndert sich das Vorzeichen von yt0(s) dann und nur
dann, wenn γt0(s) einen Fokalpunkt passiert.
Beweis:
Sei γt0(s0) ein Fokalpunkt, d.h. es gelte yt0(s0) = 0. Ferner nehmen wir an, daß y
′
t0(s0) = 0 erfu¨llt
wa¨re. Da Jacobis Gleichung auch fu¨r Fokale Situationen gu¨ltig ist, mu¨ßte die La¨ngenfunktion yt0
die eindeutig bestimmte Lo¨sung der Differentialgleichung (3.31) mit Anfangswerten yt0(s0) =
0 = y′t0(s0) sein. Offensichtlich ist die triviale Lo¨sung yt0(s) = 0 fu¨r alle s die einzige Lo¨sung,
die diesen Anfangswerten genu¨gt. Insbesondere wu¨rde damit im Fall einer Progenitorkurve die
Identita¨t
yt0(0) = ‖α′(t0)‖ = 0
erfu¨llt sein, die jedoch im Widerspruch zu der Voraussetzung steht, nach der α eine regula¨re
Kurve ist. Im Fall von Progenitorpunkten ergibt sich aus y′t0(0) = 0 ein Widerspruch zu Lemma
2.4.2, nach dem y′t0(0) = 1 gelten muß.
Mit Hilfe von Satz 3.3.7 ko¨nnen wir nun die gewu¨nschten Anfangswerte der Jacobi Gleichung
im Fall einer Progenitorkurve bestimmen. Dafu¨r berechnen wir die Tangentenla¨nge der Proge-
nitorkurve im Parameterwert t0. Nach der Definition der Funktion yt0 gilt yt0(0) = ‖α′(t0)‖.
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Schließlich bestimmt man die Geoda¨tische Kru¨mmung κg der Progenintorkurve α fu¨r den Para-
meter t0, um mit Hilfe von Satz 3.3.7 auch den zweiten Anfangswert zu bestimmen. Insgesamt
sind die Anfangswerte fu¨r eine Progenitorkurve α durch
yt0(0) = ‖α′(t0)‖ und y′t0(0) = κg yt0(0) (3.37)
gegeben. Im Fall eines Progenitorpunkts waren die Anfangswerte, wie in Lemma 2.4.2 bespro-
chen, durch
yt0(0) = 0 und y
′
t0(0) = 1 (3.38)
bestimmt. Zur numerischen Behandlung der Jacobi Gleichung (3.31) ist diese zuna¨chst in das
zugeho¨rige System von Differentialgleichungen erster Ordnung u¨berzufu¨hren, welches durch
y′1(s, t0) = y2(s, t0) (3.39a)
y′2(s, t0) = −K(s, t0) y1(s, t0) (3.39b)
gegeben ist. Der Parameter t0 entspricht dabei dem Parameter der Progenitorkurve. Da dieser
Parameter fu¨r dieses System konstant ist, handelt es sich bei (3.39) um ein System gewo¨hnlicher
Differentialgleichungen. Insbesondere verstehen sich alle Ableitungen bezu¨glich der Variablen
s. Zu beachten ist, daß zur Lo¨sung der Jacobi Differentialgleichung die Geoda¨tische Differen-
tialgleichung (2.10) simultan gelo¨st werden muß, da man zur Berechnung der Gaußkru¨mmung
K(s, t0) = K(O(s, t0)) die Parameterwerte O(s, t0) der Geoda¨tischen Kurve γt0(s) kennen muß.
Durch Lo¨sen der Jacobi Gleichung (3.31) erhalten wir fu¨r jeden Geoda¨tischen Abstand s die
Tangentenla¨nge der zugeho¨rigen Geoda¨tischen Offsetkurve. Aufgrund der Orthogonalita¨t von
α′s(t0) und γ ′t0(s) (vgl. Lemma 3.3.3) sind wir ferner in der Lage, den Tangentenvektor der
Geoda¨tischen Offsetkurve zu berechnen. Hierzu ist es unbedingt notwendig, daß die Funktion
yt0(s) als vorzeichenbehaftete La¨ngenfunktion eingefu¨hrt wurde. Formeln, die analog zu denen
aus (3.1a) und (3.1b) sind, liefern ein Tupel (u(s0), v(s0)), so daß die induzierte tangentiale
Richtung w := u(s0) ru + v(s0) rv orthogonal zu γ
′
t0(s0) ist. Daru¨berhinaus bilden w, γ
′
t0(s0),
N ein positiv orientiertes Orthogonalsystem. Daher gilt
∂tO(s0, t0) = −yt0(s0) (u(s0), v(s0))T . (3.40)
Damit kann man ebenfalls α′s0(t0) = (ru, rv) ∂tO(s0, t0) berechnen, den Tangentenvektor der
Geoda¨tischen Offsetkurve. Da Satz 3.3.7 fu¨r alle nichtfokalen Geoda¨tischen Absta¨nde s gilt,
ko¨nnen wir mit Hilfe der Ergebnisse der Jacobi Differentialgleichung ebenfalls die Geoda¨tische
Kru¨mmung der Offsetkurve αs ermitteln.
3.4 Zweite Ableitungen Geoda¨tischer Koordinaten
Im vorangegangen Abschnitt wurde gezeigt, wie man die partiellen Ableitungen Geoda¨tischer
Koordinaten
rα(s, t) = r (Oα(s, t)) bzw. r
p(s, t) = r (Op(s, t))
numerisch bestimmen kann. In Lemma 3.3.3 haben wir ferner mit
Eα =
〈
γ ′t(s),γ
′
t(s)
〉
= 1 = ∂sO
T
α
(
E F
F G
)
∂sOα (3.41a)
Fα =
〈
γ ′t(s),α
′
s(t)
〉
= 0 = ∂sO
T
α
(
E F
F G
)
∂tOα (3.41b)
Gα =
〈
α′s(t),α
′
s(t)
〉
=
∥∥α′s(t)∥∥2 = ∂tOTα
(
E F
F G
)
∂tOα. (3.41c)
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die Werte der ersten Fundamentalform bezu¨glich dieser Parametrisierung bestimmt. Damit sind
wir in der Lage, alle geometrischen Gro¨ßen erster Ordnung (d.h. jene, die durch die erste Fun-
damentalform bestimmt sind) in Termen der Geoda¨tischen Offsetfunktion auszudru¨cken. Die
gleichen Formeln gelten fu¨r die Koeffizienten Ep, F p und Gp der Geoda¨tischen Polarkoordinaten
bezu¨glich eines Fla¨chenpunktes p ∈ S mit Ausnahme des Progenitorpunktes, da Geoda¨tische
Polarkoordinaten fu¨r s = 0 nicht erkla¨rt sind (siehe dazu auch Hilfssatz 2.4.2). Fu¨r die Koeffi-
zienten der zweiten Fundamentalform ergibt eine einfache Rechnung
Lα = ∂sO
T
α
(
L M
M N
)
∂sOα = II (∂sOα, ∂sOα) (3.42a)
Mα = ∂sO
T
α
(
L M
M N
)
∂tOα = II (∂sOα, ∂tOα) (3.42b)
Nα = ∂tO
T
α
(
L M
M N
)
∂tOα = II (∂tOα, ∂tOα) , (3.42c)
also einen Zusammenhang zwischen den Koeffizienten der zweiten Fundamentalform bezu¨glich
Geoda¨tischer Koordinaten Lα, Mα, Nα und denen der Ausgangsparametrisierung L, M , N .
Wieder gelten fu¨r s > 0 dieselben Formeln fu¨r den Punktfall.
Um nun auch die zweiten partiellen Ableitungen der Geoda¨tischen Koordinaten berechnen zu
ko¨nnen, mu¨ssen wir nach Satz 3.2.8 fordern, daß die betrachtete Fla¨che S eine mindestens drei-
mal stetig differenzierbare Parametrisierung r besitzt. Andernfalls ist nicht gewa¨hrleistet, daß
die zweite Ableitung der Offsetfunktion α′′s(t) = rαtt(s, t) (bzw. = r
p
tt(s, t)) existiert. Da die im
folgenden herzuleitenden Identita¨ten sowohl fu¨r Progenitorkurven als auch Progenitorpunkte
u¨bereinstimmen werden, verzichten wir ab nun auf eine explizite Unterscheidung. Geoda¨tische
Koordinaten und die von ihnen abgeleiteten Gro¨ßen werden wir durch eine Tilde (˜ ) kennzeich-
nen.
Wir beginnen mit der partiellen Ableitung r˜ss. Da γt0(s) eine bogenla¨ngenparametrisierte
Geoda¨tische Kurve ist, ist die zweite Ableitung ein Vektor in Richtung der Fla¨chennormalen
N mit einer La¨nge, die der Normalkru¨mmung der Fla¨che S in Richtung γ ′t0(s) entspricht (siehe
auch Abschnitt 2.1). Daher gilt die Darstellung
γ ′′t0(s) = II (∂sO(s, t0))N , (3.43)
wobei II(·) die zweite Fundamentalform von S bezeichnet.
Fu¨r die Berechnung der beiden verbleibenden zweiten partiellen Ableitungen benutzen wir die
Christoffelsymbole Γ˜kij bezu¨glich Geoda¨tischer Koordinaten. Nach Gleichung (2.8) aus Abschnitt
2.1 unter Verwendung der Identita¨ten fu¨r die Koeffizienten der ersten Fundamentalform (3.41)
ergibt sich
Γ˜111 = Γ˜
2
11 = Γ˜
1
12 = 0, G˜ Γ˜
2
12 =
1
2
∂
∂s
G˜ = −Γ˜122, G˜ Γ˜222 =
1
2
∂
∂t
G˜. (3.44)
Unter Benutzung der vorzeichenbehafteten La¨ngenfunktion y(s, t) gilt nun
∂
∂s
G˜ =
∂
∂s
[∥∥α′s(t)∥∥2] = ∂∂s
[
(y(s, t))2
]
= 2 y(s, t)
∂
∂t
y(s, t) = 2κg(s, t) (y(s, t))
2 .
Hierbei wurde im letzten Umformungsschritt Satz 3.3.7 verwendet. Damit erha¨lt man zuna¨chst
Γ˜212 = κg(s, t), Γ˜
1
22 = −κg(s, t) (y(s, t))2 , (3.45)
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wobei κg(s, t) die Geoda¨tische Kru¨mmung der Offsetkurve αs im Parameter t bezeichnet. Fu¨r
das letzte zu berechnende Christoffelsymbol u¨berlege man
Γ˜222 =
1
2 ‖α′s(t)‖2
∂
∂t
[∥∥α′s(t)∥∥2] = sign (y(s, t))‖α′s(t)‖ ∂∂ty(s, t). (3.46)
Mit Hilfe der soeben berechneten Christoffelsymbole ko¨nnen wir nun alle zweiten partiellen
Ableitungen Geoda¨tischer Koordinaten angeben.
Satz 3.4.1
Sei S eine regula¨re parametrische Fla¨che mit zugeho¨riger Parametrisierungsabbildung r. Ferner
sei s so gewa¨hlt, daß fu¨r alle 0 < s < s der Offsetpunkt r(O(s, t)) kein Fokalpunkt des betrachte-
ten Progenitorobjekts ist. Die zweiten partiellen Ableitungen Geoda¨tischer (Polar–)Koordinaten
r˜ = r ◦O ko¨nnen durch die Formeln
r˜ss(s, t) = II (∂sO(s, t))N , (3.47a)
r˜st(s, t) = κg(s, t) r˜t(s, t) + II (∂sO(s, t), ∂tO(s, t))N , (3.47b)
r˜tt(s, t) = −κg(s, t) (y(s, t))2 r˜s(s, t) + σ ∂
∂t
y(s, t)
r˜t(s, t)
‖r˜t(s, t)‖ + II (∂tO(s, t))N(3.47c)
berechnet werden. Dabei bezeichnet κg(s, t) die Geoda¨tische Kru¨mmung der Offsetkurve αs(t)
und σ := sign (y(s, t)) das Vorzeichen der La¨ngenfunktion.
Beweis:
Gleichung (3.47a) wurde bereits mit (3.43) bewiesen. Die Identita¨ten fu¨r die zweiten partiellen
Ableitungen r˜st und r˜tt ergeben sich aus den Gleichungen (3.44), (3.45) und (3.46) sowie den
Eigenschaften der Christoffelsymbole
r˜st = Γ˜
1
12 r˜s + Γ˜
2
12 r˜t + M˜N ,
r˜tt = Γ˜
1
22 r˜s + Γ˜
2
22 r˜t + N˜N
(siehe auch (2.7) auf Seite 25). Ferner sind die in (3.42) notierten Beziehungen II(∂sO, ∂tO) =
M˜ und II(∂tO) = N˜ zu benutzen.
Bei der Formulierung von Satz 3.4.1 wird davon ausgegangen, daß es sich bei den Geoda¨tischen
Koordinaten um eine regula¨re Parametrisierung handelt. Dies schließt die Existenz singula¨rer
Punkte des betrachteten Geoda¨tischen Offsets, und damit Nullstellen der La¨ngenfunktion y(s, t)
aus. Daher ist Gleichung (3.47c) stets wohldefiniert. (Die partielle Ableitung (∂/∂t)y existiert
nach Satz 3.3.4 unter unserer oben getroffenen Voraussetzung, daß die betrachtete Fla¨che C3–
stetig parametrisiert ist.) Ferner ist das Vorzeichen σ stets Eins, da sich nach Satz 3.3.8 das
Vorzeichen von y nur in Fokalpunkten a¨ndert. Zwar liefern Geoda¨tische Koordinaten in Fokal-
punkten keine regula¨re Parametrisierung, die Formeln (3.47) fu¨r die zweiten Ableitungen γ ′′t ,
(∂/∂t)γ ′t = (∂/∂s)α′s und α′′s behalten jenseits von Fokalen Situationen dennoch ihre Gu¨ltig-
keit. Die Formel der zweiten Ableitung der Offsetkurve α′′s(t) ist uns im wesentlichen bereits
bekannt gewesen, wie die folgende Bemerkung feststellt.
Bemerkung 3.4.2
Gleichung (3.47c) aus Satz 3.4.1 ist a¨quivalent zu der Zerlegung des Kru¨mmungsvektors ks(t)
von αs(t) in einen tangentialen und einen normalen Anteil aus Gleichung (2.4).
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Beweis:
Aufgrund der Identita¨t
σ
∂
∂t
y(s, t) =
∂
∂t
[∥∥α′s(t)∥∥] = 〈α′s(t),α′′s(t)〉‖α′s(t)‖
ist Gleichung (3.47c) a¨quivalent zu
1
‖α′s(t)‖2
α′′(t)− 〈α
′
s(t), α
′′
s(t)〉
‖α′s(t)‖4
α′s(t) = −κg(s, t)γ ′t(s) +
II (∂tO(s, t))
‖α′s(t)‖2
N .
Die linke Seite dieser Beziehung entspricht nach (2.1) auf Seite 22 dem Kru¨mmungsvektor ks(t).
Ferner erkennt man, daß ∂tO(s, t)/‖α′s(t)‖ die korrespondierende Parameterraumrichtung der
normierten Tangente von αs im Parameter t ist. Der Wert
II (∂tO(s, t))
‖α′s(t)‖2
= II
(
∂tO(s, t)
‖α′s(t)‖
)
liefert daher die Normalkru¨mmung κn(s, t) der Offsetkurve. Daher ist Gleichung (3.47c) aus Satz
3.4.1 a¨quivalent zu der Identita¨t
ks(t) = −κg(s, t)γ ′t(s) + κn(s, t)N ,
die Gleichung (2.4) auf Seite 23 entspricht.
Zum Abschluß dieses Abschnitts wollen wir die Gleichungen (3.47) aus Satz 3.4.1 im Hinblick
auf ihre numerische Berechenbarkeit betrachten. Im Fall der zweiten Ableitung der Geoda¨ti-
schen Kurve γ ′′t (s) beno¨tigen wir nach (3.47a) zu ihrer Berechnung (neben den Koeffizienten
der zweiten Fundamentalform) lediglich die partielle Ableitung der Offsetfunktion ∂sO. Diese
erhalten wir durch Lo¨sen der Geoda¨tischen Differentialgleichung. Die gemischte zweite partielle
Ableitung ergibt sich durch die Kenntnis der partiellen Ableitung ∂tO sowie der Geoda¨tischen
Kru¨mmung der entsprechenden Offsetkurve. Diese Gro¨ßen berechnet man, wie in Abschnitt 3.3
erla¨utert, durch Lo¨sen der Jacobi Differentialgleichung (3.31) bzw. unter Benutzung von Satz
3.3.7. Da r˜st(s, t) ferner der Identita¨t
r˜st =
∂
∂t
γ ′t(s) =
∂
∂s
α′s(t)
= ((ruu, ruv) ∂sO, (ruv, rvv) ∂sO) ∂tO + (ru, rv) ∂stO (3.48)
genu¨gt, die man durch zweimaliges Ableiten der Definition der Offsetfunktion erha¨lt, ist man
ferner in der Lage, die zweite gemischte Ableitung der Offsetfunktion ∂stO zu bestimmen.
Analog zu Gleichung (3.48) erfu¨llt die zweite Ableitung der Offsetkurve
r˜tt = α
′′
s(t)
= ((ruu, ruv) ∂tO, (ruv, rvv) ∂tO) ∂tO + (ru, rv) ∂ttO. (3.49)
Daher kann man ebenfalls ∂ttO berechnen, vorausgesetzt man kennt die zweite Ableitung α
′′
s(t).
Fu¨r die Berechnung der zweiten Ableitung der Geoda¨tischen Offsetkurve beno¨tigt man (neben
den bereits im vorangegangenen Absatz aufgeza¨hlten Gro¨ßen) den Wert der partiellen Ableitung
∂
∂ty(s0, t) der Tangentenla¨nge des Geoda¨tischen Offsets. Wir werden auf die Berechnung dieser
Gro¨ße im folgenden Abschnitt eingehen.
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3.5 Berechnung der partiellen Ableitungen von y
Eine zentrale Beobachtung, von der unsere bisherigen Untersuchungen ausgegangen sind, ist,
daß y(s, t) als Funktion der Variablen s der Jacobi Gleichung
∂2
∂s2
y(s, t) +K(s, t) y(s, t) = 0 (3.50)
genu¨gt (vgl. Satz 3.3.5). Differenziert man diese gewo¨hnliche Differentialgleichung nach dem
Parameter t, so erha¨lt man
∂3
∂s2∂t
y(s, t) +K(s, t)
∂
∂t
y(s, t) +
∂
∂t
K(s, t) y(s, t) = 0.
Substituiert man z(s, t) := ∂∂ty(s, t), so erha¨lt man die Gleichung
∂2
∂s2
z(s, t) +K(s, t) z(s, t) +
∂
∂t
K(s, t) y(s, t) = 0, (3.51)
die man wieder als gewo¨hnliche Differentialgleichung zweiter Ordnung interpretieren kann. Die
Ableitungen der gesuchten Funktion z(s, t) sind alle bezu¨glich der Variablen s zu bilden; t wird
wieder als konstanter Parameter betrachtet. Diese neue Differentialgleichung werden wir im fol-
genden gesto¨rte Jacobi Differentialgleichung nennen. Um Gleichung (3.50) nach t differenzieren
zu ko¨nnen, nehmen wir im folgenden an, daß die Fla¨chenparametrisierung r mindestens eine
C4–stetige Abbildung ist. Betrachten wir als Progenitorobjekt eine Fla¨chenkurve, so sei diese
ebenfalls mindestens viermal stetig differenzierbar. Nach Satz 3.3.4 sind unter diesen Vorausset-
zungen alle partiellen Ableitungen in Gleichung (3.51) stetig.
Das zugeho¨rige System erster Ordnung lautet
d
ds
z1(s, t) = z2(s, t) (3.52a)
d
ds
z2(s, t) = −K(s, t) z1(s, t)− ∂
∂t
K(s, t) y(s, t) (3.52b)
Zum Lo¨sen dieses Systems beno¨tigen wir geeignete Anfangswerte fu¨r s = 0. Mit anderen Worten
mu¨ssen wir in der Lage sein, die Gro¨ßen z1(0, t) =
∂
∂ty(0, t) und z2(0, t) =
∂2
∂s∂ty(0, t) zu berech-
nen. Handelt es sich bei dem betrachteten Progenitorobjekt um einen Fla¨chenpunkt, stellt die
Wahl geeigneter Anfangswerte kein Problem dar. Nach Hilfssatz 2.4.2 gilt
y(0, t) = 0 und
∂
∂s
y(0, t) = 1
fu¨r alle t ∈ [0, 2π]. Ist y(s, t) zweimal stetig differenzierbar, ergibt sich hieraus
z1(0, t) =
∂
∂t
y(0, t) = 0 und z2(0, t) =
∂2
∂s∂t
y(0, t) = 0 (3.53)
fu¨r alle tangentialen Winkel t.
Im Fall einer Progenitorkurve betrachten wir die Situation fu¨r einen beliebigen Geoda¨tischen
Abstand s mit der Eigenschaft, daß die zugeho¨rige Offsetkurve in einer Umgebung von t regula¨r
ist. Insbesondere gelte also ‖α′s(t)‖ 6= 0. Differenzieren der Tangentenla¨nge der Geoda¨tischen
Offsetfunktion liefert
d
dt
(‖α′s(t)‖) = 〈α′s(t),α′′s(t)〉‖α′s(t)‖ .
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Daher gilt
∂
∂t
y(s, t) =
〈α′s(t),α′′s(t)〉
y(s, t)
(3.54)
fu¨r alle nicht-fokalen Absta¨nde s. Speziell fu¨r s = 0 erha¨lt man aus Gleichung (3.54) den ersten
gesuchten Anfangswert. Nach Satz 3.3.7 gilt ferner die Identita¨t
∂
∂s
y(s, t) = κg y(s, t),
vorausgesetzt y(s, t) ist nicht trivial. Differenziert man diese Beziehung nach dem Parameter t,
so erha¨lt man
∂2
∂s∂t
y(s, t) =
d
dt
κg y(s, t) + κg
∂
∂t
y(s, t). (3.55)
Fu¨r s = 0 erha¨lt man damit den zweiten gesuchten Anfangswert fu¨r das System gewo¨hnlicher
Differentialgleichungen (3.52). Insgesamt ko¨nnen wir also folgende Aussage treffen.
Satz 3.5.1
Die partiellen Ableitungen ∂∂ty und
∂2
∂s∂ty der vorzeichenbehafteten La¨ngenfunktion y(s, t) sind
Lo¨sungen des Systems gewo¨hnlicher Differentialgleichungen (3.52). Im Fall einer Progenitorkur-
ve α ⊂ S genu¨gen die Anfangswerte den Gleichungen (3.54) und (3.55) mit s = 0. Betrachtet
man einen Fla¨chenpunkt als Progenitorobjekt, so lauten die Anfangswerte z1(0, t) = 0 = z2(0, t)
fu¨r alle Parameter t ∈ [0, 2π].
Der vorangegangene Satz liefert also den Schlu¨ssel, um die gesuchte partielle Ableitung von y
nach dem Progenitorparameter t zu bestimmen. Dennoch sind noch einige offene Probleme zu
lo¨sen, bevor man das System gewo¨hnlicher Differentialgleichungen numerisch behandeln kann.
So beno¨tigt man in System (3.52) die partielle Ableitung der Gaußkru¨mmung K in Richtung der
Tangente α′s(t) der Offsetkurve. Der folgende Hilfssatz 3.5.2 behandelt die Berechnung dieser
Gro¨ße. Daru¨berhinaus kann ein Anfangswert fu¨r ∂
2
∂s∂ty nach Gleichung (3.55) nicht berechnet
werden, ohne Kenntnis einer Formel fu¨r die Ableitung ddtκg der Geoda¨tischen Kru¨mmung in
Richtung der Progenitorkurve. Eine solche Beziehung wird im restlichen Abschnitt entwickelt
und in Korollar 3.5.4 angegeben werden.
Lemma 3.5.2
Die partielle Ableitung der Gaußkru¨mmung in Richtung der Fla¨chenparameter u und v sind
durch
∂
∂u
K
(
EG− F 2
)
= N 〈N , ruuu〉 − 2M 〈N , ruuv〉+ L 〈N , ruvv〉
+ (a11N − 2GK) 〈ru, ruu〉+ (a21N + 2F K) 〈rv, ruu〉
− 2 (a11M − F K) 〈ru, ruv〉 − 2 (a21M + EK) 〈rv, ruv〉
+ a11 L 〈ru, rvv〉+ a21 L 〈rv, rvv〉 (3.56a)
∂
∂v
K
(
EG− F 2
)
= N 〈N , ruuv〉 − 2M 〈N , ruvv〉+ L 〈N , rvvv〉
+ a12N 〈ru, ruu〉+ a22N 〈rv, ruu〉
− 2 (a12M +GK) 〈ru, ruv〉 − 2 (a22M − F K) 〈rv, ruv〉
+ (a12 L+ 2F K) 〈ru, rvv〉+ (a22 L− 2EK) 〈rv, rvv〉 . (3.56b)
gegeben. Die Matrix (aik)1≤i,k≤2 bezeichnet dabei die Repra¨sentation des Differentials der Gauß-
Abbildung in lokalen Koordinaten (vgl. Gleichung (2.5) und (2.6)).
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Beweis:
Wie in Abschnitt 2.1 erla¨utert, genu¨gt die Gaußkru¨mmung der Darstellung
K =
LN −M2
EG− F 2 . (3.57)
Differenziert man Gleichung (3.57) nach dem Fla¨chenparameter u, so ergibt sich
∂
∂u
K =
{
∂
∂u
[
LN −M2
] (
EG− F 2
)
−
(
LN −M2
) ∂
∂u
[
EG− F 2
]} (
EG− F 2
)−2
.
(3.58)
Als partielle Ableitung des Za¨hlers aus (3.57) berechnet man weiter
∂
∂u
[
LN −M2
]
= LuN + LNu − 2MMu,
wobei die Benutzung des Index u als Abku¨rzung fu¨r die partielle Differentiation nach u benutzt
wird. Ferner gilt nun
Lu = 〈Nu, ruu〉+ 〈N , ruuu〉 ,
Mu = 〈Nu, ruv〉+ 〈N , ruuv〉 ,
Nu = 〈Nu, rvv〉+ 〈N , ruvv〉 .
Benutzt man diese Gleichungen zusammen mit der Identita¨tNu = a11 ru+a21 rv (vgl. Gleichung
(2.5) auf Seite 24), so erha¨lt man
∂
∂u
[
LN −M2
]
= (a11 〈ru, ruu〉+ a21 〈rv, ruu〉+ 〈N , ruuu〉) N
+(a11 〈ru, rvv〉+ a21 〈rv, rvv〉+ 〈N , ruvv〉) L
−2 (a11 〈ru, ruv〉+ a21 〈rv, ruv〉+ 〈N , ruuv〉) M. (3.59)
Die partielle Ableitung des Nenners aus Gleichung (3.57) ist gegeben durch
∂
∂u
[
EG− F 2
]
= EuG+ EGu − 2F Fu.
Benutzt man ferner Eu = 2 〈ru, ruu〉, Fu = 〈ru, ruv〉+ 〈rv, ruu〉 und Gu = 2 〈rv, ruv〉, so erha¨lt
man den Ausdruck
∂
∂u
[
EG− F 2
]
= 2G 〈ru, ruu〉+ 2E 〈rv, ruv〉 − 2F 〈ru, ruv〉 − 2F 〈rv, ruu〉 . (3.60)
Beide Gleichungen (3.59) und (3.60) zusammen ergeben die behauptete Formel (3.56a). Die
zweite Gleichung (3.56b) kann vo¨llig analog verifiziert werden.
Mit Hilfe von Lemma 3.5.2 kann die in Gleichung (3.52) beno¨tigte partielle Ableitung ∂∂tK recht
einfach berechnet werden. Nach der Kettenregel gilt na¨mlich
∂
∂t
K (Oα(s, t)) =
(
∂
∂u
K (Oα(s, t)) ,
∂
∂v
K (Oα(s, t))
)
∂tOα(s, t).
Die Gro¨ße ∂tOα kann, wie oben erla¨utert, durch Lo¨sen der Jacobi Differentialgleichung bestimmt
werden (siehe Abschnitte 3.3 und 3.6).
Zur Berechnung der Anfangswerte zu Gleichung (3.52) im Fall einer Progenitorkurve muß man
die partielle Ableitung nach dem Progenitorkurvenparameter t der Geoda¨tischen Kru¨mmung κg
kennen (vgl. Gleichung (3.55)). Mit Hilfe des folgenden Hilfssatzes werden wir in der Lage sein,
diese Gro¨ße zu berechnen.
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Lemma 3.5.3
Die Ableitung ddtκg der Geoda¨tischen Kru¨mmung κg(s0, t) la¨ngs der Geoda¨tischen Offsetkurve
αs0(t) genu¨gt der Darstellung
d
dt
κg(t)(s0, t) = − 1∥∥α′s0(t)∥∥2
{ 〈
α′′′s0(t),γ
′
t(s0)
〉
+ 3κg(s0, t)
〈
α′s0(t),α
′′
s0(t)
〉
+ II (∂sOα(s0, t), ∂tOα(s0, t))
〈
α′′s0(t),N s0(t)
〉 }
(3.61)
unter der Voraussetzung, daß αs0(t) kein Fokalpunkt ist. Dabei bezeichnet N s0(t) wieder die
Fla¨chennormale von S la¨ngs der Geoda¨tischen Offsetkurve αs0(t).
Beweis:
Die betrachtete Geoda¨tische Kru¨mmung κg entspricht dem tangentialen Anteil des Kru¨mmungs-
vektors ks0(t) der Offsetkurve αs0(t). Bekanntlich ist dieser Kru¨mmungsvektor orthogonal zur
Tangente α′s0(t). Da das System γ
′
t, α
′
s0 , N positiv orientiert ist, kann man die Geoda¨tische
Kru¨mmung in der Form
κg(s0, t) =
〈
α′′s0(t)
‖α′s0(t)‖2
−
〈
α′s0(t),α
′′
s0(t)
〉
‖α′s0(t)‖4
α′s0(t),−γ ′t(s0)
〉
= −
〈
α′′s0(t)
‖α′s0(t)‖2
,γ ′t(s0)
〉
schreiben. Mit der Produktregel erha¨lt man aus dieser Beziehung die Identita¨t
d
dt
κg(s0, t) = −
〈
d
dt
[
α′′s0(t)
‖α′s0(t)‖2
]
,γ ′t(s0)
〉
−
〈
α′′s0(t)
‖α′s0(t)‖2
,
d
dt
[
γ ′t(s0)
]〉
. (3.62)
Weiter gilt nun
d
dt
[
α′′s0(t)
‖α′s0(t)‖
]
=
α′′′s0(t)
‖α′s0(t)‖2
− 2
〈
α′s0(t),α
′′
s0(t)
〉
‖α′s0(t)‖4
α′′s0(t),
so daß der erste Summand aus Gleichung (3.62)〈
d
dt
[
α′′s0(t)
‖α′s0(t)‖2
]
,γ ′t(s0)
〉
=
〈
α′′′s0(t)
‖α′s0(t)‖2
,γ ′t(s0)
〉
− 2
〈
α′s0(t),α
′′
s0(t)
〉
‖α′s0(t)‖4
〈
α′′s0(t),γ
′
t(s0)
〉
=
〈
α′′′s0(t)
‖α′s0(t)‖2
,γ ′t(s0)
〉
+ 2κg(s0, t)
〈
α′s0(t),α
′′
s0(t)
〉
‖α′s0(t)‖2
(3.63)
entspricht. Der zweite Summand aus Gleichung (3.62) ergibt sich nach Satz 3.4.1, Gleichung
(3.47b) durch〈
α′′s0(t)
‖α′s0(t)‖2
,
d
dt
[
γ ′t(s0)
]〉
= κg(s0, t)
〈
α′′s0(t)
‖α′s0(t)‖2
,α′s0(t)
〉
+
〈
α′′s0(t)
‖α′s0(t)‖2
, II (∂sOα(s0, t), ∂tOα(s0, t)) N s0(t)
〉
. (3.64)
Kombiniert man Gleichung (3.63) und (3.64), so erha¨lt man die behauptete Identita¨t (3.61).
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Die Formel aus Hilfssatz 3.5.3 fu¨r die Ableitung der Geoda¨tischen Kru¨mmung in Richtung einer
Offsetkurve kann nun dazu benutzt werden, um z2(s, t) =
∂2
∂s∂ty(s, t) in Termen von Offsetkurve,
Geoda¨tischer und Fla¨chennormale auszudru¨cken.
Korollar 3.5.4
Die gemischte zweite partielle Ableitung von y(s, t) genu¨gt fu¨r alle Nicht-Fokalpunkte der gege-
benen Progenitorkurve α(t) der Beziehung
∂2
∂s∂t
y(s, t) = − 1
y(s, t)
{ 〈
α′′′s (t),γ
′
t(s)
〉
+ 2κg(s, t)
〈
α′s(t),α
′′
s(t)
〉
+ II (∂sOα(s, t), ∂tOα(s, t))
〈
α′′s(t),N s(t)
〉 }
. (3.65)
Dabei entspricht N s(t) wieder der Fla¨chennormalen la¨ngs der Geoda¨tischen Offsetkurve αs(t).
Der Beweis von Korollar 3.5.4 erfolgt einfach durch Einsetzen von Gleichung (3.61) aus Lemma
3.5.3 in Formel (3.55). Wertet man diese Identita¨t fu¨r s = 0 aus, so erha¨lt man den gesuchten
Anfangswert fu¨r das System gewo¨hnlicher Differentialgleichungen (3.52). Die Berechnung der
Anfangswerte fu¨r den Fall einer Progenitorkurve wird in dem folgenden Satz zusammengefaßt.
Satz 3.5.5
Fu¨r den Fall einer regula¨ren Progenitorkurve α ⊂ S ergeben sich die Anfangswerte des Diffe-
rentialgleichungssystems (3.52) durch
z1(0, t) =
∂
∂t
y(0, t) =
〈α′(t), α′′(t)〉
‖α′(t)‖ (3.66a)
z2(0, t) =
∂2
∂s∂t
y(0, t)
= − 1‖α′(t)‖
{ 〈
α′′′(t),γ ′t(0)
〉
+ 2κg(t)
〈
α′(t),α′′(t)
〉
+II (∂sOα(0, t), ∂tOα(0, t))
〈
α′′(t),N(t)
〉 }
, (3.66b)
wobei κg die Geoda¨tische Kru¨mmung von α und N(t) die Fla¨chennormale von S la¨ngs α be-
zeichnet.
Es soll an dieser Stelle jedoch nicht verschwiegen werden, daß zur numerischen Behandlung der
Differentialgleichung (3.51) bzw. des zugeho¨rigen Systems erster Ordnung (3.52) ein sehr hoher
Rechenaufwand beno¨tigt wird. Da man in System (3.52) neben der partiellen Ableitung (∂/∂t)K
der Gaußkru¨mmung auch denWert der vorzeichenbehafteten La¨ngenfunktion y(s, t) kennen muß,
ist die Jacobi Differentialgleichung (3.31) bzw. (3.39) simultan zu lo¨sen. Damit handelt es sich
in Wahrheit bei (3.52) um ein Differentialgleichungssystem aus acht Gleichungen.
3.6 Numerische Berechnung von Offsetkurven
In diesem Abschnitt wollen wir die numerische Umsetzung der in diesem Kapitel erzielten Ergeb-
nisse eingehender besprechen und einige Beispiele unserer Berechnungen pra¨sentieren. Insgesamt
haben wir in den vorangegangenen Abschnitten drei Differentialgleichungssysteme betrachtet:
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Geoda¨tische Differentialgleichung (siehe auch Gleichung (2.10) auf Seite 28)
Methode: Differentialgleichungssystem erster Ordnung aus 4 Gleichungen.
Voraussetzung: C2–stetige Fla¨che, ggf. C2–stetige Fla¨chenkurve.
Anfangswerte: Nach Lemma 3.1.2 (Progenitorkurven) bzw. Lemma 3.1.4 (Progenitor-
punkte).
Ergebnisse:
O(s0, t0) Bild der Geoda¨tischen Offsetfunktion als Lo¨sung (u1(s0), v1(s0))
T .
αs0(t0) Zugeho¨riger Punkt der Geoda¨tischen Offsetkurve. Ergibt sich durch
αs0(t0) = r(O(s0, t0)).
∂sO(s0, t0) Partielle Ableitung der Offsetfunktion bzgl. Geoda¨tischem Abstand, ent-
spricht der Lo¨sung (u2(s0), v2(s0))
T .
γ ′t0(s0) Tangente der Geoda¨tischen Kurve mittels γ
′
t0(s0) = (ru, rv) ∂sO(s0, t0)
nach Lemma 3.3.1.
∂ssO(s0, t0) Zweite partielle Ableitung der Offsetfunktion bzgl. Geoda¨tischem Ab-
stand; ergibt sich als linke Seite der Geoda¨tischen Differentialgleichung.
γ ′′t0(s0) Zweite Ableitung der Geoda¨tischen Kurve; kann mit Hilfe von Satz 3.4.1,
Gleichung (3.47a) bestimmt werden.
Tabelle 3.1: Anforderungen und Ergebnisse der Geoda¨tischen Differentialgleichung
die Geoda¨tische Differentialgleichung (Abschnitt 2.2 und 3.1), die Jacobi Differentialgleichung
(Abschnitt 3.3), sowie die gesto¨rte Jacobi Differentialgleichung (Abschnitt 3.5). Die numerische
Behandlung jede dieser Gleichungen kann durch Standardverfahren zur Integration von Syste-
men gewo¨hnlicher Differentialgleichungen erfolgen. Eine U¨bersicht u¨ber die in Frage kommenden
Verfahren bietet jedes gute Lehrbuch u¨ber Numerische Mathematik, wie z.B. [SH82] oder [SB90].
Wir haben bei unseren Experimenten auf die Implementationen der Numerical Algorithm Group
[NAG89] zuru¨ckgegriffen, die uns in den Versionen Mark 13 und Mark 18 zur Verfu¨gung standen.
Eingesetzt haben wir das sogenannte Runge–Kutta Verfahren, sowie das Verfahren nach Adams.
Beide Methoden werden eingehend in [HW76] besprochen.
Zum Lo¨sen der Geoda¨tischen Differentialgleichung hat man das folgende zugeho¨rige System
erster Ordnung zu behandeln (vgl. Gleichung (2.10)).
u′1 = u2 (3.67a)
u′2 = −
(
Γ111 u
2
2 + 2Γ
1
12 u2 v2 + Γ
1
22 v
2
2
)
(3.67b)
v′1 = v2 (3.67c)
v′2 = −
(
Γ211 u
2
2 + 2Γ
2
12 u2 v2 + Γ
2
22 v
2
2
)
. (3.67d)
Als Anfangswerte u1(0) und v1(0) sind die uv–Parameter des betrachteten Progenitorpunkts
p bzw. α(t0) zu wa¨hlen. Die Werte u2(0) und v2(0) ergeben sich als die korrespondierenden
Parameterraumrichtungen der Geoda¨tischen Tangente γ ′t0(0), die man mit Hilfe der Formeln
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Jacobi Differentialgleichung (siehe Gleichung (3.68))
Methode: Differentialgleichungssystem erster Ordnung aus 6 Gleichungen.
Voraussetzung: C3–stetige Fla¨che, ggf. C3–stetige Fla¨chenkurve.
Anfangswerte: y(0, t0) = ‖α′(t0)‖ und y′(0, t0) = κgy(0, t0) nach Gleichung (3.37)
(Progenitorkurven) bzw. y(0, t0) = 0 und y
′(0, t0) = 1 nach (3.38)
(Progenitorpunkte).
Ergebnisse:
yt0(s0) Vorzeichenbehaftete Funktion der Tangentenla¨nge der Geoda¨tischen Off-
setkurve als Lo¨sung y1(s0, t0).
∂tO(s0, t0) Partielle Ableitung der Offsetfunktion bzgl. Progenitorparameter, ergibt
sich aus Gleichung (3.40).
α′s0(t0) Tangente der Geoda¨tischen Offsetkurve, genu¨gt nach Lemma 3.3.1
α′t0(s0) = (ru, rv) ∂tO(s0, t0).
y′t0(s0) Vera¨nderung der Tangentenla¨nge Geoda¨tischer Offsetkurven unter Va-
riation des Geoda¨tischen Abstands, gegeben durch die Lo¨sung y2(s0, t0).
κg(t0) Geoda¨tische Kru¨mmung der Offsetkurve im Punkt αs0(t0), falls dieser
kein singula¨rer Punkt ist. Ergibt sich nach Satz 3.3.7 durch κg(t0) =
y′t0(s0)
yt0(s0)
.
∂
∂t
γ ′t0(s0) Gemischte zweite partielle Ableitung Geoda¨tischer Koordinaten, stimmt
mit
∂
∂s
α′s0(t0) u¨berein. Kann mit Hilfe von Satz 3.4.1, Gleichung (3.47b)
berechnet werden.
∂stO(s0, t0) Gemischte zweite partielle Ableitung der Offsetfunktion nach Gleichung
(3.48).
y′′t0(s0) Zweite Ableitung der Tangentenla¨nge Geoda¨tischer Offsetkurven, gege-
ben als linke Seite der Jacobi Differentialgleichung.
Tabelle 3.2: Anforderungen und Ergebnisse der Jacobi Differentialgleichung
in Lemma 3.1.4 bzw. Lemma 3.1.2 berechnen kann. Folglich erha¨lt man mit der Lo¨sung von
(3.67) den Wert der Geoda¨tischen Offsetfunktion O(s, t0) = (u1(s0), v1(s0))
T und ihre partielle
Ableitung nach dem Geoda¨tischen Abstand s ∂sO(s, t0) = (u2(s0), v2(s0)
T . In Tabelle 3.1 sind
die wichtigsten Eigenschaften der Geoda¨tischen Differentialgleichung, sowie die mit ihrer Hilfe
zu ermittelnden Gro¨ßen zusammengefaßt.
Die Jacobi Differentialgleichung wird durch Lo¨sen des zugeho¨rigen Systems erster Ordnung
(3.39) behandelt. Da die Gauß-Kru¨mmung K(s, t0) fu¨r jeden Schritt des Lo¨sungsverfahrens zu
bestimmen ist, mu¨ssen die Parameterwerte des betreffenden Punkts γt0(s) der Geoda¨tischen
Kurve gleichzeitig bekannt sein. Dies erreicht man durch simultanes Lo¨sen der Geoda¨tischen
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Gesto¨rte Jacobi Differentialgleichung (siehe Gleichung (3.52))
Methode: Differentialgleichungssystem erster Ordnung aus 8 Gleichungen.
Voraussetzung: C4–stetige Fla¨che, ggf. C4–stetige Fla¨chenkurve.
Anfangswerte: Nach Satz 3.5.5 (Progenitorkurven) bzw. nach Gleichung (3.53) (Proge-
nitorpunkte).
Ergebnisse:
∂
∂t
y(s0, t0) Vera¨nderung der Tangentenla¨nge Geoda¨tischer Offsetkurven unter Va-
riation des Progenitorparameters als Lo¨sung z1(s0, t0).
α′′s0(t0) Zweite Ableitung der Geoda¨tischen Offsetkurve unter Verwendung von
Satz 3.4.1, Gleichung (3.47c).
∂ttO(s0, t0) Zweite partielle Ableitung der Offsetfunktion bzgl. Progenitorparameter
nach Gleichung (3.49).
∂2
∂s∂t
y(s0, t0) Gemischte zweite partielle Ableitung der Funktion der Tangentenla¨nge
Geoda¨tischer Offsetkurven durch Lo¨sung z2(s0, t0).
∂3
∂s2∂t
y(s0, t0) Dritte partielle Ableitung der Funktion der Tangentenla¨nge Geoda¨-
tischer Offsetkurven als linke Seite der Differentialgleichung.
Tabelle 3.3: Anforderungen und Ergebnisse der gesto¨rten Jacobi Differentialgleichung
Differentialgleichung (3.67). Daher betrachtet man das zu sechs Geichungen erweiterte System
u′1 = u2 (3.68a)
u′2 = −
(
Γ111 u
2
2 + 2Γ
1
12 u2v2 + Γ
1
22 v
2
2
)
(3.68b)
v′1 = v2 (3.68c)
v′2 = −
(
Γ211 u
2
2 + 2Γ
2
12 u2v2 + Γ
2
22 v
2
2
)
(3.68d)
y′1(s, t0) = y2(s, t0) (3.68e)
y′2(s, t0) = −K(u1, v1) y1(s, t0) (3.68f)
Die ersten vier Gleichungen in System (3.68) entsprechen den Geoda¨tischen Differentialgleichun-
gen (3.67). Daher werden die Werte O(s, t0) = (u1(s0), v1(s0))
T , ∂sO(s, t0) = (u2(s0), v2(s0))
T
ebenfalls bestimmt. Neben den oben besprochenen Anfangswerten fu¨r die Geoda¨tische Differen-
tialgleichung ist y1(0, t0) = y(0, t0) und y2(0, t0) = (∂/∂s)y(0, t0) wie in Gleichung (3.37) im
Progenitorkurvenfall oder wie in Gleichung (3.38) im Fall eines Progenitorpunktes zu wa¨hlen.
Nachdem die Jacobi Differentialgleichung gelo¨st wurde, ko¨nnen eine Reihe weiterer geometri-
scher Gro¨ßen bestimmt werden. Mit Ausnahme der bereits in Tabelle 3.1 aufgefu¨hrten Eintra¨ge
werden diese in Tabelle 3.2 zusammengefaßt.
Schließlich wollen wir eine a¨hnliche Zusammenfassung des Systems der gesto¨rten Jacobi Dif-
ferentialgleichung (3.52) erstellen. Wie bereits am Ende von Abschnitt 3.5 erwa¨hnt, muß man
simultan zu (3.52) ebenfalls die Jacobi Differentialgleichung lo¨sen. Damit erha¨lt man ein System
aus acht Differentialgleichungen erster Ordnung (welches wir an dieser Stelle nicht mehr explizit
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Abbildung 3.3: Geoda¨tische Offsetkurven einer Kurve auf einer C2–stetigen BSpline–Fla¨che
angeben wollen). Die beno¨tigten Formeln zur Bestimmung der restlichen Anfangswerte wurden
im letzten Abschnitt erla¨utert. Die passenden Referenzen wurden in Tabelle 3.3 vermerkt.
Nachdem die bislang entwickelten Methoden tabellarisch zusammengefaßt wurden, sollen nun
noch einige Beispiele unserer Berechnungen pra¨sentiert werden. Begleitend zu dieser Arbeit
wurde vom Autor ein umfassendes Programmpaket implementiert, mit dessen Hilfe die ma-
thematischen Konzepte in der Praxis erprobt wurden. Einige Ergebnisse dieser Berechnungen
wurden bereits in den Abbildungen 2.2, 2.3 und 2.6 in Abschnitt 2.4 gezeigt. Diese Abbildungen
ko¨nnen bereits als Beispiele der numerischen Behandlung der Geoda¨tischen Differentialgleichung
betrachtet werden.
Ein Vertreter Geoda¨tischer Offsets einer Fla¨chenkurve ist in Abbildung 3.3 zu finden. Bei der
betrachteten Fla¨che handelt es sich um eine Spline–Fla¨che vom Grad 3 in beiden Parameter-
richtungen, bestehend aus vier Teilsegmenten. Die Segmentu¨berga¨nge sind bei dieser Fla¨che
kru¨mmungsstetig. In der Repra¨sentation als BSpline–Fla¨che ist die Fla¨che durch die deBoor–
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Abbildung 3.4: Parameterraumkurven der Geoda¨tischen Offsetkurven aus Abbildung 3.3
und dem Knotenvektor T = (0, 0, 0, 0, 1, 2, 2, 2, 2) gegeben, der fu¨r beide Parameterraumrich-
tungen identisch ist. Als Parameterraum der Fla¨che ergibt sich damit [0, 2] × [0, 2]. Die Seg-
mentgrenzen der Fla¨che wurden in Abbildung 3.3 in roter Farbe eingezeichnet. Die betrachtete
Progenitorkurve ist ebenfalls eine BSplinekurve. Sie besitzt den Grad 3 und den Knotenvektor
T = (0, 0, 0, 0, 0.5, 1, 1, 1, 1). Sie ist ebenfalls C2–stetig an ihrer Segmentgrenze t = 1/2. Ihre
deBoor–Punkte lauten(
0.4
0.4
)
,
(
0.45
0.6
)
,
(
0.35
1.1
)
,
(
0.3
1.5
)
,
(
0.4
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)
.
Diese Progenitorkurve wurde sowohl in Abbildung 3.3 als auch in Abbildung 3.4, die alle zu-
geho¨rigen Parameterraumkurven in korrespondierender Farbe zeigt, rot gezeichnet. Insgesamt
wurden fu¨nf Geoda¨tische Offsets berechnet, die alle unterschiedlichen Farbe dargestellt wurden.
Die hierbei gewa¨hlten Absta¨nde sind die Vielfachen von 2/5 bis zu einem maximalen Abstands-
wert von s = 2 im Fall der magentafarbenden Offsetkurve.
Sowohl in Abbildung 3.3 als auch in der zugeho¨rigen Darstellung des uv–Parameterraums er-
kennt man, daß die Offsets im Abstand s = 8/5 (blaue Kurve) und jene im Abstand s = 2
singula¨re Punkte besitzen. Sie stimmen mit den Spitzen beider Kurven u¨berein. Die zugeho¨ri-
gen Tangenten der Offsetkurven verschwinden an diesen Stellen. Bevor wir ein weiteres Beispiel
fu¨r das Auftreten solcher Fokalpunkte der betrachteten Progenitorobjekte liefern, wollen wir das
Jacobifeld der Offsetkurventangenten la¨ngs Geoda¨tischer Kurven visualisieren.
In Abbildung 3.5 erkennt man die gleiche BSpline–Fla¨che des letzten Beispiels, aus einer anderen
Blickrichtung betrachtet, wieder. Diesmal ist als Progenitorobjekt der Fla¨chenpunkt mit den
Parameterwerten p = (1.3, 0.6)T gewa¨hlt. Um diesen Fla¨chenpunkt betrachten wir insgesamt
drei Geoda¨tische Offsets mit den Absta¨nden 0.3, 0.6 bzw. 0.9. Die resultierenden Kurven wurden
in Rot, Orange bzw. Gru¨n eingezeichnet. Dies betrifft wieder sowohl Abbildung 3.5 als auch
Abbildung 3.6, in der die Situation im uv–Parameterraum widergegeben wird. In der Farbe
Magenta werden drei Geoda¨tische Kurven ausgehend vom Punkt p dargestellt. Ihre vorgegebene
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Abbildung 3.5: Geoda¨tische Offsetkurven und Jacobifeld eines Fla¨chenpunktes auf einer C2–
stetigen BSpline–Fla¨che
Bogenla¨nge betra¨gt 1.1, ihre Startwinkel betragen −π/3, π/3 und π. Die blau eingezeichneten
neun Vektoren sind Tangenten der Offsetkurven in ihren Schnittpunkten mit den Geoda¨tischen.
(Drei dieser tangentialen Vektoren sind in Abbildung 3.5 nur recht schemenhaft zu erkennen.
Dies resultiert aus ihrem Verlauf unterhalb der Fla¨che aus Sicht des Betrachters. Daß man
sie dennoch erkennen kann, wurde durch Benutzung eines entsprechenden Alphawerts bei der
Darstellung der Fla¨che erreicht, der diese etwas transparent werden la¨ßt.)
Anhand von Abbildung 3.6 erkennt man ferner, daß die partiellen Ableitungen der Geoda¨tischen
Offsetfunktion ∂sO und ∂tO im allgemeinen nicht orthogonal zueinander sind. Diese Vektoren
des Parameterraums induzieren die Tangenten der Geoda¨tischen Kurve bzw. der Geoda¨tischen
Offsetkurve durch die Beziehungen
γ ′t0(s0) = (ru, rv) ∂sO(s0, t0) bzw. α
′
s0(t0) = (ru, rv) ∂tO(s0, t0);
letztgenannte Tangenten sind orthogonale Vektoren im Tangentialraum der Fla¨che. Eine Or-
thogonalita¨t zwischen ∂sO und ∂tO liegt aufgrund dieser Beziehung genau dann vor, wenn die
betrachtete Parametrisierung winkeltreu ist.
Es ist u¨brigens bemerkenswert, daß es sich bei der BSpline–Fla¨che in Abbildung 3.5 lediglich
um eine C2–stetige Fla¨che handelt. Dies mag auf den ersten Blick etwas verwundern, da wir
aus formalen Gru¨nden zur Formulierung und Behandlung der Jacobi Differentialgleichung eine
mindestens dreimal stetig partiell differenzierbare Fla¨che fordern mußten. Zur Berechnung der
Tangenten der Geoda¨tischen Offsetkurven in Abbildung 3.5 wurde aber offensichtlich die Jacobi
Differentialgleichung eingesetzt. Das Verfahren erwies sich dennoch u¨ber die Segmentgrenzen
der Spline–Fla¨che hinaus als stabil. Der Grund fu¨r unsere hohen Stetigkeitforderungen stellt die
Gewa¨hrleitung der Existenz der partiellen Ableitung ∂tO der Offsetfunktion dar. Tatsa¨chlich
war die Frage, ob denn ∂tO im Fall einer C
2–Fla¨che als stetige Funktion existiert, eine gewisse
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Abbildung 3.6: Parameterraumkurven der Geoda¨tischen Offsetkurven aus Abbildung 3.5 und
partielle Ableitungen der Offsetfunktion
Zeit eine offene Frage, bis Hartman in [Har51] ein Gegenbeispiel pra¨sentieren konnte. Er selbst
bezeichnet dort sein Gegenbeispiel als kurios (
”
curious“), so daß man mit einiger Hoffnung fu¨r
die Praxis erwarten kann, daß kru¨mmungsstetige Fla¨chen hinreichende Voraussetzungen fu¨r die
pra¨sentierten Methoden bieten. Dies deckt sich auch mit unseren Beobachtungen, nach denen die
Jacobi Differentialgleichung auch u¨ber die Segmentgrenzen einer C2–Fla¨che hinaus
”
vernu¨nftige“
Resultate lieferte.
In dem letzten Beispiel besitzen die Geoda¨tischen Offsets keine singula¨ren Punkte. Dies erahnt
man bereits daran, daß die eingezeichneten Tangentenvektoren der Geoda¨tischen Offsets (blaue
Farbe) la¨ngs der betrachteten Geoda¨tischen ein monotones Wachstumsverhalten besitzen. Um
das Verhalten der Tangentenla¨ngen im Fall einer fokalen Situation zu studieren, geben wir ein
letztes Beispiel der numerischen Auswertung der Jacobi Differentialgleichung. In Abbildung 3.7
wird als Fla¨chengeometrie der Torus betrachtet. Er wurde als Rotationsfla¨che des Kreises in der
xz–Ebene mit Radius Eins und Mittelpunkt (3, 0, 0)T durch Rotation um die z-Achse erzeugt.
Als Parameterraum ergibt sich damit [0, 2π] × [0, 2π]. Als Progenitorkurve betrachten wir die
Erzeugende des Torus, die wieder in roter Farbe eingezeichnet wurde. Die magentafarbene Kurve
la¨ngs des A¨quators entspricht der Geoda¨tischen, die im rechten Winkel zur Progenitorkurve
im Punkt q := (4, 0, 0)T startet. In den Farben Orange, Gru¨n, Pink und Blau erkennt man
Geoda¨tische Offsets in den Absta¨nden 1, 2, 3 und 4. Durch die Verwendung eines Alphawerts
wurde der Torus wieder leicht transparent dargestellt, so daß man sich davon u¨berzeugen kann,
daß alle Offsetkurven geschlossene Kurven sind.
Zuna¨chst erkennt man im Fall der blau dargestellten Offsetkurve im Abstand s = 4 die Existenz
von Fokalpunkten bezu¨glich der roten Progenitorkurve. Aus Symmetriegru¨nden muß der Foka-
le Abstand, gemessen la¨ngs der magentafarbenen Geoda¨tischen, des Progenitorkurvenpunkts q
demnach zwischen Drei und Vier liegen, da die pinkfarbene Offsetkurve keinen singula¨ren Punkt
besitzt. (Diese Eigenschaft der Offsetkurve im Abstand s = 3 erkennt man natu¨rlich nicht zu-
verla¨ssig mit Hilfe von Abbildung 3.7 bzw. 3.8; sie wurde anhand der berechneten Ableitungen
∂tO verifiziert.) Um dies zu veranschaulichen, wurden in Abbildung 3.7 acht Offsetkurventan-
82 Kapitel 3 Geoda¨tische Offsetkurven
Abbildung 3.7: Geoda¨tische Offsetkurven und Jacobifeld der Erzeugenden des Torus
genten la¨ngs der fraglichen Geoda¨tischen in a¨quidistanten Schritten der La¨nge 1/2 in schwarzer
Farbe eingezeichnet. Aus Platzgru¨nden sind die ersten vier Tangenten (von links nach rechts
geza¨hlt) in 3.7 nicht vollsta¨ndig abgebildet worden. Die Tangenten der zugeho¨rigen Parame-
terraumkurven in Abbildung 3.8 wurden dagegen ungeku¨rzt wiedergegeben. Nach Konvention
hat die La¨ngenfunktion yt0(s) zu Anfang (d.h. fu¨r s = 0) positives Vorzeichen. Man erkennt
das yt0 streng monoton fa¨llt. Zwischen der pinkfarbenen (s = 3) und der blauen Offsetkurve
(s = 4) kommt es zu dem vermuteten Vorzeichenwechsel. Hier befindet sich nach Definition der
Fokalpunkt der Progenitorkurve bezu¨glich des Kurvenpunkts q.
Abbildung 3.8: Parameterraumkurven der Geoda¨tischen Offsetkurven aus Abbildung 3.7
Kapitel 4
Mediale Kurven
4.1 Verallgemeinerte Mediale Kurven
Im folgenden betrachten wir zwei Progenitorobjekte auf einer regula¨ren parametrischen Fla¨che
S, die (solange nicht explizit anders gefordert) mindestens C2–stetig sei. Bei den Progenitor-
objekten darf es sich sowohl um regula¨re, mindestens C2–stetige Kurven als auch um Fla¨chen-
punkte handeln. Die zugeho¨rigen Geoda¨tischen Offsetfunktionen seien mit O(s, t) und O˜(s˜, t˜)
bezeichnet. In beiden Fa¨llen kann damit also eine Offsetfunktion bezu¨glich eine Fla¨chenkurve
α oder bezu¨glich eines Punktes p ∈ S gemeint sein. Unser Ziel ist es, die Menge aller Punkte
auf der Fla¨che S zu bestimmen, die in halbem Geoda¨tischen Abstand zwischen diesen beiden
Progenitorobjekten liegen. Etwas allgemeiner fu¨hren wir die folgende Sprechweise ein.
Definition 4.1.1
Zu zwei Progenitorobjekten einer parametrischen Fla¨che S mit Parameterabbildung r und ei-
ner differenzierbaren, reellwertigen Funktion b(t) mit 0 < b(t) < ∞ fu¨r alle t ∈ IR, sei die
vektorwertige Funktion F : IR3 → IR2 durch
F (s, t, t˜) := O˜(σ˜ b(t) s, t˜)−O(σ s, t)
gegeben. Dabei sind σ, σ˜ ∈ {−1, 1} konstante Vorzeichen, die kontrollieren, zu welcher Seite der
Geoda¨tische Offset betrachtet werden soll. Nach Konvention soll der Geoda¨tische Abstand s ≥ 0
genu¨gen. Die Menge{
r (O(σ s0, t0)) = r
(
O˜(σ˜ b(t0) s0, t˜0)
)
| F (s0, t0, t˜0) = 0
}
nennen wir verallgemeinerte Mediale Kurve bezu¨glich der gegebenen Progenitorobjekte. Gilt spe-
ziell b(t) = 1 fu¨r alle t ∈ IR, so nennen wir die Menge Mediale Kurve.
Um diese Definition genauer zu besprechen, betrachten wir fu¨r einen Augenblick den Spezial-
fall zweier Progenitorkurven α und α˜. Die durch die zugeho¨rigen Offsetfunktionen O bzw. O˜
induzierten Geoda¨tischen Kurven γt0(s) = r(O(s, t0)) bzw. γ˜ t˜0(s) = r(O˜(s, t˜0)) haben nach
Definition 3.2.1 die Eigenschaft, daß γ ′t0(0), α
′(t0), N bzw. γ˜ ′t˜0(0), α˜
′(t˜0), N eine positiv orien-
tierte Orthogonalbasis bilden. Ein positives Vorzeichen σ bedeutet daher, daß die Geoda¨tische
γt0 in positiver Richtung startet. Ein negatives Vorzeichen la¨ßt die Geoda¨tische nach links laufen
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σ˜ = −1
α˜
α
σ = 1 = σ˜
σ = −1 = σ˜
σ˜ = 1
σ = −1 σ = 1
Abbildung 4.1: Verlauf der Medialen Kurve bei links– bzw. rechtsseitigem Offsetting
(aus der Sicht der Fla¨chenkurve α(t) unter Beru¨cksichtigung der Fla¨chenorientierung N). Ent-
sprechendes gilt fu¨r die zweite Geoda¨tische γ˜
t˜0
. Jede Wurzel (s0, t0, t˜0) der Funktion F genu¨gt
der Gleichung
O(σ s0, t0) = O˜(σ˜ b(t0) s0, t˜0).
Dies impliziert
γt0(σ s0) = γ˜ t˜0(σ˜ b(t0) s0),
d.h. die Geoda¨tischen Kurven γt0 und γ˜ t˜0 , die beide im rechten Winkel von der jeweiligen
Progenitorkurve α bzw. α˜ starten, schneiden sich im Geoda¨tischen Abstand s0 bzw. b(t0)s0.
Falls die Funktion b(t) konstant Eins gewa¨hlt wurde, hat dieser Schnittpunkt den Geoda¨tischen
Abstand s0 zu beiden Progenitorkurven (gemessen la¨ngs den Geoda¨tischen Kurven γt0 und γ˜ t˜0 ,
die — wie oben erla¨utert — nicht unbedingt distanzminimal sein mu¨ssen). Dies rechtfertigt
die Verwendung des Wortes Medial in diesem Zusammenhang. Fu¨r eine beliebige Wahl von
b(t) stehen die Geoda¨tischen Absta¨nde im Verha¨ltnis 1 : b(t). Es muß an dieser Stelle noch
einmal deutlich gemacht werden, daß die betrachteten Geoda¨tischen nicht notwendigerweise
global ku¨rzeste Verbindungen realisieren. Daher ko¨nnte man auch von Lokal Medialen Kurven
sprechen.
Die eben erla¨uterten Eigenschaften von Definition 4.1.1 bleiben unvera¨ndert gu¨ltig im Fall von
Progenitorpunkten. Die einzige Ausnahme betrifft die Rolle des Vorzeichens σ bzw. σ˜. Bei Proge-
nitorpunkten startet γt0 in zu ru tangentialem Winkel t0. Eine Unterscheidung zwischen links–
und rechtsseitigem Offsetting ist hierbei nicht sinnvoll. (Wu¨rde man σ = −1 wa¨hlen, so ent-
spra¨che dies dem tangentialen Winkel t0+π.) Daher vereinbaren wir fu¨r Progenitorpunkte stets
positives Vorzeichen σ = 1.
Im Fall von Progenitorkurven ist die Benutzung der Vorzeichen jedoch essentiell. Hiefu¨r betrach-
te man das einfache Beispiel zweier sich schneidender Geraden in der Euklidischen Ebene (siehe
Abbildung 4.1). Die Mediale Kurve entha¨lt die Winkelhalbierenden, die dort gestrichelt darge-
stellt sind. Ausgehend vom Schnittpunkt beider Geraden kann man die vier A¨ste der Medialen
mit Hilfe der Vorzeichen unterscheiden, wie dies in Abbildung 4.1 geschehen ist.
Sei nun (s0, t0, t˜0) eine Wurzel von F mit der zusa¨tzlichen Eigenschaft
0 6= det
(
∂sF (s0, t0, t˜0), ∂t˜F (s0, t0, t˜0)
)
= det
(
σ˜ b(t0) ∂sO˜(σ˜ b(t0) s0, t˜0)− σ ∂sO(σ s0, t0), ∂t˜O˜(σ˜ b(t0) s0, t˜0)
)
. (4.1)
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Nach dem Satz u¨ber Implizite Funktionen existiert eine Umgebung J ⊂ I von t0, sowie differen-
zierbare Funktionen s, ϕ : J → IR, so daß
F (s(t), t, ϕ(t)) = 0
fu¨r alle t ∈ J gilt. Im folgenden nennen wir s(t) die Funktion des Medialen Abstands und ϕ(t) den
geschleppten oder korrespondierenden Parameter des zweiten Progenitorobjekts. Die zugeho¨rige,
implizit definierte Kurve m(t) im Parameterraum von S genu¨gt der Beziehung
O(σ s(t), t) = m(t) = O˜(σ˜ b(t) s(t), ϕ(t)) (4.2)
fu¨r alle t ∈ J . Die induzierte Fla¨chenkurve µ(t) := r(m(t)) ist damit eine stu¨ckweise Parametri-
sierung der Menge, die in Definition 4.1.1 eingefu¨hrt wurde. Differenziert man Gleichung (4.2)
nach der Variablen t, so erha¨lt man das System gewo¨hnlicher Differentialgleichungen1
(
σ˜ b(t) ∂sO˜ − σ ∂sO, ∂tO˜
)( s′
ϕ′
)
= ∂tO − σ˜ b′(t) s(t) ∂sO˜. (4.3)
Da die Regularita¨tsbedingung (4.1) nach dem Satz u¨ber Implizite Funktionen fu¨r alle t ∈ J
(nach etwaiger Verkleinerung der Umgebung J) erfu¨llt ist, ist die Matrix in Gleichung (4.3)
regula¨r in J . Durch Invertieren dieser Matrix ergibt sich daher(
s′
ϕ′
)
=
(
σ˜ b(t) ∂sO˜ − σ ∂sO, ∂tO˜
)−1 (
∂tO − σ˜ b′(t) s(t) ∂sO˜
)
.
Dies ist ein System gewo¨hnlicher Differentialgleichungen erster Ordnung, welches benutzt werden
kann, um die verallgemeinerte Mediale Kurve zu berechnen. Die dazu beno¨tigten partiellen
Ableitungen von O und O˜ der Geoda¨tischen Offsetfunktion erha¨lt man mit den in Abschnitt
3.3 vorgestellten Techniken.
Offensichtlich ist es wichtig, die Regularita¨t der Matrix aus Gleichung (4.3) zu gewa¨hrleisten.
Prinzipiell gibt es drei mo¨gliche Gru¨nde, warum die Matrix singula¨r werden ko¨nnte. Entweder ist
einer der beiden Spaltenvektoren trivial oder beide Vektoren sind linear abha¨ngig. Im folgenden
wollen wir alle drei Fa¨lle im einzelnen analysieren.
Nehmen wir zuna¨chst an, die zweite Spalte entspra¨che dem Nullvektor, d.h. es gelte ∂tO˜ =
0. Dies ist genau dann der Fall, wenn die Mediale Kurve einen Fokalpunkt bzgl. des zweiten
Progenitorobjekts passiert, da nach Lemma 3.3.1
α˜′σ˜ b(t) s(t)(ϕ(t)) = (ru, rv) ∂tO˜(σ˜ b(t) s(t), ϕ(t)) = 0
gilt und r eine regula¨re Parametrisierung ist.
Als zweiten Fall behandeln wir die Situation, in der der erste Spaltenvektor verschwindet. Es gelte
also die Identita¨t σ˜ b(t) ∂sO˜ = σ ∂sO. Multipliziert man diese Gleichung mit der Jacobimatrix
(ru, rv) der Parametrisierung, so erha¨lt man mit Hilfssatz 3.3.1
σ γ ′t(σ s(t)) = σ˜ b(t) γ˜
′
ϕ(t)(σ˜ b(t) s(t)). (4.4)
Dies impliziert, daß die beiden Geoda¨tischen Kurven im Medialen Punkt die gleiche tangen-
tiale Richtung besitzen. Nach Lemma 2.2.2, welches besagt, daß Geoda¨tische Kurven durch
1Zur Vereinfachung der Schreibweise bezeichnen wir die partielle Ableitung der Offsetfunktion O˜ nach der
Vera¨nderlichen t˜ mit ∂tO˜ und nicht durch ∂t˜O˜.
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einen Anfangspunkt und eine Anfangsrichtung eindeutig bestimmt sind, stellen die betrachte-
ten Kurven γt und γ˜ϕ(t) Parametrisierungen der gleichen Geoda¨tischen Kurve (mo¨glicherweise
zu unterschiedlichen Parameterintervallen) dar. Da beide Kurven nach Vereinbarung nach ihrer
Bogenla¨nge parametrisiert sind, kann dieser Fall nur fu¨r b(t) = 1 eintreten, da sonst die Tangen-
tenvektoren in Gleichung (4.4) nicht die gleiche La¨nge besa¨ßen. Damit mu¨ssen die zugeho¨rigen
Punkte des Progenitorobjekts identisch sein. Im Fall zweier Progenitorkurven liegt ein tangen-
tialer Schnittpunkt beider Objekte vor, bei einem Progenitorpunkt p und einer Progenitorkurve
α ist der Punkt p Element der Spur von α. Betrachtet man zwei Progenitorpunkte p und q
aus S, so sind die Progenitorobjekte identisch. Jeder dieser Unterfa¨lle entspricht einer Situation,
in der man keinen eindeutigen zugeho¨rigen Medialen Punkt bestimmen kann. Streng genom-
men wa¨re die Lo¨sung eine komplette Kurve (Kurve / Kurve und Kurve / Punkt) oder sogar
die komplette Fla¨che (Punkt / Punkt). Daher ko¨nnen wir ohne Beschra¨nkung annehmen, daß
die erste Spalte der Matrix stets vom Nullvektor verschieden ist. Bei der numerischen Behand-
lung der Differentialgleichung (4.3) ist beim Auftreten einer der genannten Fa¨lle die Berechnung
abzubrechen.
Fu¨r den letzten verbleibenden Fall nehme man die Existenz einer reellen Zahl λ 6= 0 an, so daß
σ˜ b(t) ∂sO˜ − σ ∂sO = λ∂tO˜
gilt, was a¨quivalent zur Annahme der linearen Abha¨ngigkeit der beiden Spaltenvektoren ist.
Erneut multiplizieren wir diese Gleichung mit der Jacobimatrix (ru, rv) und benutzen Hilfssatz
3.3.1, um
σ˜ b(t) γ˜ ′ϕ(t)(σ˜ b(t) s(t))− σ γ ′t(σ s(t)) = λ α˜′σ˜b(t)s(t)(ϕ(t)). (4.5)
zu erhalten. Da der Vektor γ˜ ′ϕ(t) orthogonal zur Offsetkurven-Tangente α˜
′
σ˜b(t)s(t)
ist, erha¨lt man
aus Gleichung (4.5) durch Multiplikation mit γ˜ ′ϕ(t)(σ˜ b(t) s(t))〈
γ ′t(σ s(t)), γ˜
′
ϕ(t)(σ˜ b(t) s(t))
〉
= σ σ˜ b(t). (4.6)
Nach Konvention sind alle betrachteten Geoda¨tischen Kurven nach ihrer Bogenla¨nge parametri-
siert, haben also Tangentenla¨nge Eins. Gleichung (4.6) besagt also anschaulich, daß der Winkel
zwischen beiden Geoda¨tischen im Medialen Punkt arccos(±b(t)) betragen muß. Diese Bedingung
kann sicherlich nicht fu¨r ein Verha¨ltnis b(t) > 1 erfu¨llt sein.
Betrachten wir diesen letzten Fall speziell fu¨r ein konstantes Verha¨ltnis b(t) = 1 fu¨r alle t. Da
die beiden Geoda¨tischen im Medialen Punkt keine gemeinsame tangentiale Richtung besitzen
du¨rfen (vgl. zweiten Fall), hat Bedingung (4.6) in diesem Spezialfall die Gestalt〈
γ ′t(σ s(t)), γ˜
′
ϕ(t)(σ˜ s(t))
〉
= σ σ˜ = −1,
da fu¨r σσ˜ = 1 ein Schnittwinkel von Null vorliegen wu¨rde. Setzt man diese Beziehung in Glei-
chung (4.5) ein, so erha¨lt man
2 γ˜ ′ϕ(t)(σ˜ s(t)) = σ˜ λ α˜
′
σ˜s(t)
(ϕ(t)),
was jedoch der Tatsache widerspricht, daß γ˜ ′ϕ(t)(σ˜ s(t)) und α˜
′
σ˜s(t)
(ϕ(t)) orthogonal zueinander
sind (siehe Lemma 3.3.3). Damit konnte gezeigt werden, daß die Spaltenvektoren der Matrix
fu¨r die Wahl b(t) = 1 fu¨r alle t ∈ IR linear unabha¨ngig sind. Die Ergebnisse dieser Diskussion
ko¨nnen in dem nachfolgenden Satz zusammengefaßt werden.
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b(t) = 12
α˜
α
b(t) = 2
Abbildung 4.2: Verallgemeinerte Mediale Kurve zweier Geraden in der Euklidischen Ebene
Satz 4.1.2
Wenn das Verha¨ltnis des Geoda¨tischen Abstands b(t) der Bedingung b(t) ≥ 1 fu¨r alle t ∈ IR
genu¨gt, dann ist die Matrix
(
σ˜ b(t) ∂sO˜ − σ ∂sO, ∂tO˜
)
zu paarweise verschiedenen Progeni-
torpunkten genau dann singula¨r, wenn ∂tO˜ = 0 gilt. Dies entspricht der Situation, daß der
zugeho¨rige Mediale Punkt ein Fokalpunkt bzgl. des zweiten Progenitorobjekts ist.
Wie bereits oben erwa¨hnt, ist die Bedingung der paarweise verschieden Progenitorpunkte in
Abha¨ngigkeit der zugrundeliegenden Progenitorobjekte unterschiedlich zu verstehen. Betrach-
tet man die Mediale Kurve zu zwei Progenitorpunkten p, q ∈ S, so lautet die Vorgabe einfach
p 6= q. Wird die Situation zu den Objekten p ∈ S und α ⊂ S behandelt, so lautet die Bedingung
p 6= α(t) (bzw. p 6= α(ϕ(t))) fu¨r alle t. Bei zwei Progenitorkurven und b(t) = 1 sollen Schnitt-
punkte α(t) = α˜(ϕ(t)) mit kollinearen Tangenten α′(t), α˜′(ϕ(t)) ausgeschlossen sein. Fu¨r ein
allgemeines Verha¨ltnis du¨rfen die jeweiligen Geoda¨tischen nicht die gleiche Spur besitzen.
Die Bedingung b(t) ≥ 1 stellt keine Einschra¨nkung hinsichtlich der behandelbaren Probleme
dar. In Abbildung 4.2 ist der Ast der Medialen Kurve zu σ = 1 und σ˜ = −1 zweier Geraden
in der Euklidischen Ebene zu unterschiedlichen Verha¨ltnissen b(t) dargestellt. Der Schnittwinkel
zwischen den Progenitorkurven α˜ und α betra¨gt in diesem Beispiel 2/3π. Bei der Wahl von
b(t) = 1/2 erha¨lt man eine Mediale Kurve, die im rechten Winkel von α ausgeht. Dies bedeutet
jedoch, daß der Mediale Abstand und der korrespondierende Kurvenparameter von α˜ nicht als
Funktion des Kurvenparameters t von α ausgedru¨ckt werden kann, da dieser fu¨r b(t) = 1/2
konstant bleibt. Fu¨r b(t) = 2 ergibt sich die spiegelsymmetrische Situation, in der die Mediale
im rechten Winkel zu α˜ verla¨uft. Hier sind der Mediale Abstand und der geschleppte Parameter
als Funktionen s(t) und ϕ(t) definiert; ϕ(t) ist hier eine konstante Funktion. Man erkennt ferner,
daß man die Situation fu¨r b(t) = 1/2 durch Vertauschen der Progenitorobjekte, d.h. der Rollen
von α und α˜ behandeln kann. Schließlich ist es egal, ob man das Abstandsverha¨ltnis 1 : b(t)
oder (1/b(t)) : 1 betrachtet.
Falls ∂tO˜ = 0 gilt, die Mediale Kurve also durch einen Fokalpunkt bezu¨glich des zweiten Proge-
nitorobjekts verla¨uft, so ko¨nnte man ebenfalls auf die Idee kommen, die Rollen von erstem und
zweitem Progenitorobjekt zu vertauschen. Fu¨r den Fall, daß b(t) = 1, ∂tO 6= 0 und ∂tO˜ = 0
gilt, ha¨tte man durch einen solchen Tausch erreicht, daß die fragliche Matrix regula¨r, und damit
das Differentialgleichungssystem (4.3) weiter definiert ist. Satz 4.1.2 kann damit fu¨r den Fall
b(t) = 1 dahingehend verscha¨rft werden, daß das Differentialgleichungssystem (4.3) regula¨r ist,
mit Ausnahme des Falls ∂tO = 0 = ∂tO˜. Die Diskussion dieser Situation vertagen wir jedoch
auf Abschnitt 4.2 (vgl. Lemma 4.2.1).
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Insgesamt haben wir also das System gewo¨hnlicher Differentialgleichungen erster Ordnung aus
Gleichung (4.3) zur Verfu¨gung, um den Verlauf verallgemeinerter Medialer Kurven zu verfolgen.
Fu¨r den wichtigen Spezialfall b(t) = 1 fu¨r alle t ∈ IR ergibt sich nach Invertieren der Matrix das
System (
s′
ϕ′
)
=
(
σ˜ ∂sO˜ − σ ∂sO, ∂tO˜
)−1
∂tO. (4.7)
fu¨r Mediale Kurven. Fu¨r eine allgemeiner gewa¨hlte Verha¨ltnisfunktion b(t) > 1 erha¨lt man(
s′
ϕ′
)
=
(
σ˜ b(t) ∂sO˜ − σ ∂sO, ∂tO˜
)−1 (
∂tO − σ˜ b′(t) s(t) ∂sO˜
)
. (4.8)
Nach Satz 4.1.2 sind beide Gleichungssysteme definiert, solange die (verallgemeinerte) Mediale
Kurve keinen Fokalpunkt des zweiten Progenitorobjekts passiert.2 Bemerkenswert ist sicherlich,
daß beide Differentialgleichungssysteme (4.7) und (4.8) unabha¨ngig von den betrachteten Pro-
genitorobjekten formuliert werden konnten. Das Problem, geeignete Anfangswerte numerisch zu
bestimmen, werden wir in dem weiter unten folgenden Abschnitt 4.5 behandeln.
Schließlich sei an dieser Stelle bemerkt, daß man den Tangentenvektor der Medialen Kurve
µ(t) = r(m(t)) mit Hilfe dieser Technik relativ einfach berechnen kann. Benutzt man die linke
Seite von Gleichung (4.2) zusammen mit der Kettenregel, so erha¨lt man na¨mlich
µ′(t) = (ru, rv) m′(t) = (ru, rv)
(
σ s′(t) ∂sO(σ s(t), t) + ∂tO(σ s(t), t)
)
. (4.9)
Zu beachten ist, daß die Verha¨ltnisfunktion b(t) in dieser Formel keinen Beitrag liefert.
4.2 Eigenschaften Medialer Kurven mit konstantem Verha¨ltnis
Bevor wir na¨her auf die numerische Behandlung der Medialen Differentialgleichung eingehen,
sollen in diesem Abschnitt einige geometrische Eigenschaften der Medialen Kurven herausgear-
beitet werden. Dafu¨r schreiben wir die Mediale Differentialgleichung in der Form
σ s′ ∂sO + ∂tO = m′ = σ˜
(
b s′ + b′ s
)
∂sO˜ + ϕ
′ ∂tO˜. (4.10)
Die zugeho¨rige Formulierung der Differentialgleichung in Termen tangentialer Vektoren der be-
trachteten Fla¨che S lautet entsprechend
σ s′ γ ′t +α
′
s = µ
′ = σ˜
(
b s′ + b′ s
)
γ˜ ′ϕ + ϕ
′ α˜′s. (4.11)
Zur besseren U¨bersicht wurde in beiden Gleichungen die Abha¨ngigkeit von der Variablen t nicht
explizit ausgedru¨ckt.
Um diese beiden Gleichungen formulieren zu ko¨nnen, d.h. die Existenz der Funktionen s(t) und
ϕ(t) annehmen zu du¨rfen, mu¨ssen wir nach Satz 4.1.2 voraussetzen, daß b(t) ≥ 1 und ∂tO˜ 6= 0
gilt. Wir erinnern an dieser Stelle nochmal daran, daß die zweite Bedingung a¨quivalent zu der
2An dieser Stelle ist die Sprechweise etwas unpra¨zise. Exakter mu¨ßte man formulieren:
”
(...), solange der
induzierte Mediale Punkt kein Fokalpunkt des zweiten Progenitorobjekts zum Parameter ϕ(t) ist.“ Allgemeine
Schnittpunkte der Medialen Kurve mit der Fokalkurve des zweiten Progenitorobjekts, bei denen die jeweiligen
Parameterwerte nicht miteinander korrespondieren, sind per se noch nicht kritisch. Dennoch werden wir auch in
Zukunft die kurze, wenn auch unpra¨zise Sprechweise beibehalten.
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Bedingung α˜′s(s(t)) 6= 0 ist. Dies entspricht der Forderung, daß die Mediale Kurve nicht durch
einen Fokalpunkt bzgl. des zweiten Progenitorobjekts verla¨uft.
Die Medialen Kurven, die in diesem Abschnitt betrachtet werden, sollen ein konstantes Verha¨lt-
nis b(t) besitzen. Ein beliebiges funktionales Verha¨ltnis bietet so große Freiheiten, daß die meisten
der hier betrachteten Eigenschaften i.a. nicht mehr gelten. Es sei also fu¨r diesen Abschnitt
b(t) = const ≥ 1 vorausgesetzt. Damit ergibt sich aus Gleichung (4.10) bzw. (4.11)
σ s′ ∂sO + ∂tO = m′ = σ˜ b s′ ∂sO˜ + ϕ′ ∂tO˜ (4.12)
σ s′ γ ′t +α
′
s = µ
′ = σ˜ b s′ γ˜ ′ϕ + ϕ
′ α˜′s. (4.13)
Mit Hilfe dieser beiden Gleichungen ko¨nnen wir nun den folgenden Hilfssatz zeigen.
Lemma 4.2.1
Falls b(t) = const ≥ 1 gilt und die betrachtete Mediale Kurve nicht durch einen Fokalpunkt
bzgl. des zweiten Progenitorobjekts verla¨uft (d.h. ∂tO˜ 6= 0), dann sind die folgenden Aussagen
gleichbedeutend:
(a) Die Mediale Kurve hat einen singula¨ren Punkt, d.h. µ′(t) = 0.
(b) Die Ableitungen der Funktionen des Medialen Abstands und des korrespondierenden Para-
meters des zweiten Progenitorobjekts verschwinden: s′(t) = 0 = ϕ′(t).
(c) Die Mediale Kurve verla¨uft durch einen Fokalpunkt bezu¨glich des ersten Progenitorobjekts,
d.h. es gilt α′s(t)(t) = 0.
Beweis:
Sei µ′(t) = 0. Fu¨r die Norm des Tangentenvektors eines solchen singula¨ren Punktes der Medialen
Kurve gilt nach Gleichung (4.13) einerseits
0 = ‖µ′(t)‖2 = (s′(t))2 +
∥∥∥α′s(t)(t)∥∥∥2 ,
woraus zuna¨chst s′(t) = 0 und α′s(t)(t) = 0 folgt. Andererseits erha¨lt man aus der rechten Ha¨lfte
derselben Gleichung
0 = ‖µ′(t)‖2 = (b(t))2 (s′(t))2 + (ϕ′(t))2
∥∥∥α˜′s(t)(ϕ(t))∥∥∥2 ,
woraus man ϕ′(t) = 0 folgern kann, da nach Voraussetzung α˜′s(t)(ϕ(t)) 6= 0 gilt. Umgekehrt folgt
aus s′(t) = 0 = ϕ′(t) sofort µ′(t) = 0. Dies zeigt die A¨quivalenz der Aussagen (a) und (b).
Aus der Annahme s′(t) = 0 = ϕ′(t) folgt ferner nach Gleichung (4.13)
α′s(t)(t) = µ
′(t) = 0.
Nimmt man umgekehrt die Identita¨t α′s(t)(t) = 0 an, so ist dies zuna¨chst gleichbedeutend zu
der Annahme ∂tO = 0. Gleichung (4.12) nimmt, geschrieben als lineares Gleichungssystem, die
Form (
σ˜ b ∂sO˜ − σ ∂sO, ∂tO˜
)( s′(t)
ϕ′(t)
)
= 0
an. Da nach Voraussetzung die Matrix dieses Gleichungssystems regula¨r ist (siehe auch Satz
4.1.2), besitzt es als einzige Lo¨sung den trivialen Vektor. Daher muß s′(t) = 0 = ϕ′(t) gelten,
was die A¨quivalenz von Aussage (b) und (c) zeigt.
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Lemma 4.2.1 liefert ein Kriterium, wann eine Mediale Kurve mit konstanten Verha¨ltnis einen
singula¨ren Punkt besitzt. Dies ist genau dann der Fall, wenn die Kurve einen Fokalpunkt bzgl.
der ersten Progenitorkurve durchla¨uft. Daß die Mediale Kurve einen Fokalpunkt bzgl. der zwei-
ten Progenitorkurve entha¨lt, mu¨ßten wir fu¨r die Formulierung des Hilfssatzes ausschließen, da
wir andernfalls die Existenz der Funktionen s(t) und ϕ(t) nicht gewa¨hrleisten ko¨nnen. Die oben
vorgeschlagene Strategie, beim Berechnen der Medialen Kurve die Rolle der ersten und zweiten
Progenitorkurven immer dann zu vertauschen, wenn ein Fokalpunkt bzgl. der zweiten Progeni-
torkurve auftritt, ergibt also nach Lemma 4.2.1, daß die Mediale Kurve einen singula¨ren Punkt
aufweisen wird. Der Fall, daß die Mediale Kurve einen Punkt durchla¨uft, der zu beiden Proge-
nitorkurven Fokale Eigenschaft besitzt, kann mit den hier gemachten Aussagen nicht diskutiert
werden.
Eine genauere Analyse des Beweises von Hilfssatz 4.2.1 zeigt, daß man eine etwas scha¨rfere
Aussage fu¨r die spezielle Mediale Kurve mit Verha¨ltnis b(t) = 1 beweisen kann. Gelten ansonsten
die gleichen Voraussetzung wie in Lemma 4.2.1, so gilt ϕ′(t) = 0 genau dann, wenn α′s(t)(t) = 0
erfu¨llt ist. Denn fu¨r die Norm der Medialen Tangente gilt nach Gleichung (4.13)
(s′(t))2 +
∥∥∥α′s(t)(t)∥∥∥2 = ‖µ′(t)‖2 = (b(t))2 (s′(t))2 + (ϕ′(t))2 ∥∥∥α˜′s(t)(ϕ(t))∥∥∥2 ,
oder gleichbedeutend∥∥∥α′s(t)(t)∥∥∥2 = ((b(t))2 − 1) (s′(t))2 + (ϕ′(t))2 ∥∥∥α˜′s(t)(ϕ(t))∥∥∥2 . (4.14)
Benutzt man nun b(t) = 1 , so erha¨lt man∥∥∥α′s(t)(t)∥∥∥2 = (ϕ′(t))2 ∥∥∥α˜′s(t)(ϕ(t))∥∥∥2 ,
woraus sich die Behauptung ergibt, da nach Voraussetzung α˜′s(t)(ϕ(t)) 6= 0 gelte. Unter der
zusa¨tzlichen Voraussetzung b(t) = 1 ist α′s(t)(t) = 0 (Aussage (c) aus Lemma 4.2.1) also a¨qui-
valent zu der (im Vergleich zu Aussage (b) etwas schwa¨cheren) Bedingung ϕ′(t) = 0.
Diese Beobachtung ergibt sich auch als Spezialfall des folgenden Hilfssatzes, der die Bedeutung
der Gro¨ße ϕ′(t) beleuchtet.
Lemma 4.2.2
Falls b(t) = const ≥ 1 gilt und die betrachtete Mediale Kurve nicht durch einen Fokalpunkt
bezu¨glich des zweiten Progenitorobjekts verla¨uft, so genu¨gt die Funktion des geschleppten Para-
meters des zweiten Progenitorobjekts ϕ(t) der Identita¨t
ϕ′(t) = ±
√(
1− (b(t))2
)
(s′(t))2 +
∥∥∥α′s(t)(t)∥∥∥2∥∥∥α˜′s(t)(ϕ(t))∥∥∥ .
Fu¨r den Spezialfall b(t) = 1 erha¨lt man daher die Beziehung
ϕ′(t) = ±
∥∥∥α′s(t)(t)∥∥∥∥∥∥α˜′s(t)(ϕ(t))∥∥∥ .
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Beweis:
Die behauptete Formel ergibt sich sofort aus Gleichung (4.14). Zu beachten ist, daß aufgrund
der Voraussetzungen des Hilfssatzes α˜′s(t)(ϕ(t)) 6= 0 gilt.
Der vorangegangene Hilfssatz liefert vor allem fu¨r den Spezialfall b(t) = 1 eine anschauliche
Interpretation. In diesem Fall entspricht die Gro¨ße ϕ′(t) na¨mlich dem Verha¨ltnis der Tangen-
tenla¨ngen der beteiligten Offsetkurven.
Im folgenden wollen wir nun die geometrische Bedeutung der Funktion des Medialen Abstands
s(t) studieren. Wir beginnen mit der speziellen Situation, in der die beteiligten Geoda¨tischen
Tangenten in einem Medialen Punkt kollinear sind. Wie bereits oben erla¨utert, du¨rfen die
Geoda¨tischen Tangenten nicht in eine Richtung zeigen. Daher fu¨hrt diese Forderung zu dem
Ausdruck
σ γ ′t(σ s(t)) = −σ˜ γ˜ ′ϕ(t)(σ˜ s(t)).
Da die Tangenten der Geoda¨tischen Offsetkurven jeweils orthogonal zu den Tangenten der kor-
respondierenden Geoda¨tischen sind, sind auch die Vektoren α′s(t)(t) und α˜
′
s(t)(ϕ(t)) kollinear.
Aus Gleichung (4.13) ergibt sich nun
0 = σ s′ γ ′t − σ˜ b s′ γ˜ ′ϕ +α′s − ϕ′ α˜′s
= (1 + b) s′ σ γ ′t +
(± ∥∥α′s∥∥− ϕ′ ∥∥α˜′s∥∥) α˜′s∥∥α˜′s∥∥ .
Multipliziert man diese Identita¨t mit der Tangente σγ ′t, so erha¨lt man die Beziehung
(1 + b) s′ = 0,
da die Geoda¨tische nach ihrer Bogenla¨nge parametrisiert ist, also Tangentenla¨nge Eins besitzt.
Ferner wurde hierbei benutzt, daß γ ′t orthogonal zu α′s und damit auch zu α˜
′
s ist. Diese Gleichung
kann nun offensichtlich nur fu¨r s′(t) = 0 erfu¨llt sein. Anschaulich bedeutet dies, daß die Funktion
s(t) im Fall kollinearer Geoda¨tischer Tangenten stationa¨r wird. Dies wird im wesentlichen im
na¨chsten Hilfssatz zusammengefaßt.
Lemma 4.2.3
Fu¨r ein konstantes Verha¨ltnis b(t) = const ≥ 1 verlaufe die resultierende Mediale Kurve nicht
durch einen Fokalpunkt bezu¨glich des zweiten Progenitorobjekts. Falls fu¨r einen Medialen Punkt
σ γ ′t = −σ˜ γ˜ ′ϕ(t) erfu¨llt ist, so gilt s′(t) = 0. Gilt umgekehrt s′(t) = 0 unter der zusa¨tzlichen Vor-
aussetzung, daß es sich bei dem Medialen Punkt nicht um einen singula¨ren Punkt der Medialen
Kurve handelt (d.h. µ′(t) 6= 0), so folgt σ γ ′t = −σ˜ γ˜ ′ϕ(t).
Beweis:
Um den Beweis von Lemma 4.2.3 zu vollsta¨ndigen, muß noch die Aussage, daß aus s′(t) = 0
und µ′(t) 6= 0 die Kollinearita¨t der beteiligten Geoda¨tischen Tangenten folgt, gezeigt werden.
Aus Gleichung (4.13) folgt fu¨r s′(t) = 0
α′s = µ
′(t) = ϕ′ α˜′s.
Da µ′(t) 6= 0 nach Voraussetzung gegeben ist, sind die Tangentenvektoren α′s und α˜′s kollinear.
Die Geoda¨tischen Tangenten σ γ ′t bzw. σ˜ γ˜
′
ϕ(t) sind orthogonal zu α
′
s bzw. α˜
′
s. Daher sind sie
ebenfalls kollinear zueinander. Wie nun schon mehrfach benutzt, ko¨nnen sie nicht identisch sein,
woraus die behauptete Identita¨t σ γ ′t = −σ˜ γ˜ ′ϕ(t) folgt.
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Abbildung 4.3: Nicht kollineare Normalen in singula¨rem Punkt der Medialen
Die Voraussetzung µ′(t) 6= 0 ist fu¨r die Umkehrung der Aussage notwendig. Hierfu¨r betrachte
man das folgende Beispiel in der Euklidischen Ebene. Gegeben seien die beiden Progenitorkurven
α(t) =
(
t, t2
)T
und β(t) =
1
2
√
2
(
t− 1, t+
√
2 + 1
)T
,
siehe auch Abbildung 4.3. Die Offsetfunktion des ersten Progenitorobjekts, der Parabel, ist durch
Oα(s, t) =
(
t− 2 s t√
1 + 4 t2
, t2 +
s√
1 + 4 t2
)T
gegeben, wobei bereits linksseitiges Offsetting beru¨cksichtigt wurde. Die Offsetfunktion der Ge-
raden lautet
Oβ(s, t) =
1
2
√
2
(
t+ 2 s− 1, t− 2 s+
√
2 + 1
)T
.
Der Punkt p = (0, 1/2)T ist bekanntlich Zentrum des Kru¨mmungskreises von α(0), dem Scheitel
der Parabel, und somit ein Fokalpunkt des ersten Progenitorobjekts. Das Beispiel ist nun so
konstruiert, daß die Normale ausgehend vom Kurvenpunkt β(0) = (− 1
2
√
2
,
√
2+1
2
√
2
)T im Abstand
s = 1/2 den Fokalpunkt p erreicht. Damit gilt also
Oα
(
1
2
, 0
)
=
(
0,
1
2
)T
= Oβ
(
1
2
, 0
)
,
der Fokalpunkt p von α geho¨rt damit zur Medialen Kurve. Nach Lemma 4.2.1 ist dieser Punkt
eine singula¨re Stelle der Medialen Kurve, d.h. es gilt µ′(0) = 0, woraus ebenfalls s′(0) = 0 folgt.
Die zugeho¨rigen Normalen (0, 1)T in α(0) und 12(1,−1)T von β sind jedoch nicht kollinear. In
diesem Beispiel lassen sich s(t) und ϕ(t) u¨brigens explizit bestimmen. Es gilt
s(t) =
(
−t2 + t+ 12
(√
2 + 1
))√
1 + 4 t2
2 t+
√
2 + 8 t2 + 1
,
ϕ(t) = 1 + 2
√
2 t−
(
4
√
2 t+ 2
√
1 + 4 t2
) (
−t2 + t+ 12
(√
2 + 1
))
2 t+
√
2 + 8 t2 + 1
.
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Fu¨r folgenden U¨berlegungen fordern wir, daß die Mediale Kurve regula¨r ist. Unter welchen Be-
dingungen die Mediale Kurve einen singula¨ren Punkt besitzt, wurde bereits in Lemma 4.2.1
ausfu¨hrlich diskutiert. Sei also µ′(t) 6= 0 erfu¨llt. Dann kann man φ(t) bzw. φ˜(t) als den Zwi-
schenwinkel der Tangente der Medialen Kurve µ′(t) und der Geoda¨tischen Tangente σ γ ′t bzw.
σ˜ γ˜ ′ϕ definieren. Es sei also
φ(t) := 6
(
µ′(t), σ γ ′t(σ s(t))
)
, (4.15)
φ˜(t) := 6
(
µ′(t), σ˜ γ˜ ′ϕ(t)(σ˜ s(t))
)
. (4.16)
Da die Geoda¨tischen nach ihrer Bogenla¨nge parametrisiert sind, gilt
cosφ(t) =
〈
µ′(t)
‖µ′(t)‖ , σ γ
′
t(σ s(t))
〉
=
1
‖µ′(t)‖
〈
σ s′ γ ′t +α
′
s, σ γ
′
t
〉
=
s′
‖µ′(t)‖ .
Hierbei wurde erneut die Tatsache benutzt, daß die Tangentenvektoren α′s und γ ′t orthogonal
zueinander sind. Analog erha¨lt man fu¨r φ˜(t) bei konstantem Verha¨ltnis b(t) = const ≥ 1 die
Beziehung
cos φ˜(t) =
b s′
‖µ′(t)‖ .
Durch Kombinieren beider Gleichungen ergibt sich der folgende Hilfssatz.
Lemma 4.2.4
Fu¨r ein konstantes Verha¨ltnis b(t) = const ≥ 1 verlaufe die resultierende Mediale Kurve weder
durch einen Fokalpunkt des ersten noch des zweiten Progenitorobjekts. Dann gilt fu¨r die Funktion
des Medialen Abstands
‖µ′(t)‖ cosφ(t) = s′(t) = ‖µ
′(t)‖
b
cos φ˜(t).
wobei die Winkelfunktionen φ(t) und φ˜(t) gema¨ß (4.15) bzw. (4.16) definiert sind.
Nach Lemma 4.2.1 impliziert die Voraussetzung, daß die Mediale Kurve keinen Fokalpunkt bzgl.
beider Kurven durchla¨uft, bereits µ′(t) 6= 0. Dies zeigt die Richtigkeit der Formulierung des
vorangegangenen Hilfssatzes. Zum Abschluß dieses Abschnitts betrachten wir Lemma 4.2.4 im
Spezialfall von Medialen Kurven im Verha¨ltnis b(t) = 1.
Korollar 4.2.5
Fu¨r den Spezialfall b(t) = 1 verla¨uft die Tangente µ′(t) der resultierenden Medialen Kur-
ve in Richtung einer der beiden Winkelhalbierenden zwischen den Tangenten σ γ ′t(σ s(t)) und
σ˜ γ˜ ′ϕ(t)(σ˜ s(t)) der beteiligten Geoda¨tischen Kurven.
Beweis:
Aus Hilfssatz 4.2.4 folgt fu¨r b(t) = 1 die Identita¨t
‖µ′(t)‖ cosφ(t) = s′(t) = ‖µ′(t)‖ cos φ˜(t).
Daher gilt insbesondere cosφ(t) = cos φ˜(t). Betrachtet man die Hauptwerte der Winkel im Inter-
vall [−π, π], so folgt daraus zuna¨chst φ(t) = ±φ˜(t). Da nun nach Voraussetzung die Vorzeichen σ
und σ˜ so gewa¨hlt wurden, daß die Tangenten σ γ ′t(σ s(t)) und σ˜ γ˜
′
ϕ(t)(σ˜ s(t)) in unterschiedliche
Richtungen zeigen, muß φ = −φ˜ gelten. Dies zeigt die behauptete Winkelhalbierendeneigenschaft
von µ′(t) fu¨r den Fall b(t) = 1.
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Abbildung 4.4: Wachstumsverhalten des Medialen Abstands fu¨r b(t) = 1
Neben der Eigenschaft, die Tangente der Medialen Kurve als Winkelhalbierende zu besitzen,
kann man fu¨r b(t) = 1 an der Lage der Tangenten der beteiligten Geoda¨tischen ebenfalls das
Wachstumsverhalten der Funktion des Medialen Abstands s′(t) ablesen. Dies wurde in Abbil-
dung 4.4 schematisch dargestellt. Das Vorzeichen der Ableitung von s(t) ha¨ngt nach Korollar
4.2.5 allein von dem Winkel φ zwischen der Medialen Tangente µ′(t) und der Geoda¨tischen
Tangente σγ ′t(s(t)) ab. In Abbildung 4.4 sind die drei mo¨glichen Fa¨lle aufgefu¨hrt. Die dar-
gestellten Vektoren sind alle Element der Tangentialebene Tµ(t)(S). Die Abstandsfunktion ist
genau dann wachsend (s′(t) > 0), wenn die Mediale und die Geoda¨tische Tangente einen spitzen
Winkel (0 < |φ| < π/2) bilden. Ist der betrachtete Winkel stumpf (π/2 < |φ| < π), so ist der
Mediale Abstand im Abnehmen inbegriffen (s′(t) < 0). Der Fall kollinearer Geoda¨tischer Tan-
genten (|φ| = π/2) stellt hierbei in gewisser Hinsicht die interessanteste Situation dar. Falls kein
singula¨rer Punkt der Medialen Kurve vorliegt, d.h. falls µ′(t) 6= 0 gilt, so ist das Auftreten kol-
linearer Geoda¨tischer Tangenten in dem wichtigen Spezialfall a¨quivalent dazu, daß der Mediale
Abstand s(t) stationa¨r ist. Diese Aussage war bereits Inhalt von Hilfssatz 4.2.3.
Allerdings kann man den beiden Geoda¨tischen Tangenten σγ ′t(s(t)) und σ˜γ˜
′
ϕ(t)(s(t)) alleine nicht
ansehen, in welcher Richtung die induzierte Mediale Tangente verla¨uft. Nach Folgerung 4.2.5
kommen (falls b(t) = 1 und µ′(t) 6= 0 gilt), nur die winkelhalbierenden Richtungen in Frage. Zur
Entscheidung, welche der beiden mo¨glichen Richtungen die richtige ist, beno¨tigt man noch die
Richtungen der zugeho¨rigen Tangenten der beteiligten Offsetkurven. Dies wird in Abbildung 4.5
verdeutlicht. Dort wird die Euklidische Situation zu zwei Progenitorkurven α und α˜ dargestellt.
Der Unterschied zwischen den beiden Teilabbildungen besteht in der Durchlaufrichtung der
ersten Progenitorkurve. Damit a¨ndert sich das Vorzeichen der Ableitung ϕ′(t) der Funktion des
geschleppten Parameters, also auch die Durchlaufrichtung des zweiten Progenitorobjekts sowie
die Vorzeichen σ und σ˜. Die beteiligten Geoda¨tischen Tangenten sind in beiden Fa¨llen jedoch
identisch, wa¨hrend sich die Richtung der Medialen Kurve umdreht.
4.3 Bogenla¨ngenparametrisierte Mediale Kurven
Sehr oft ist es von Nutzen, wenn der Parameter t einer Kurve der Bogenla¨nge der Kurve ent-
spricht. Daher wollen wir in diesem Abschnitt eine Mo¨glichkeit aufzeigen, wie man verallge-
meinerte Mediale Kurven µ(τ) = r(m(τ)) berechnen kann, die bereits nach ihrer Bogenla¨nge
parametrisiert sind. Den Bogenla¨ngenparameter wollen wir mit τ bezeichnen, die zugeho¨rige Pa-
rameterraumkurve einer Medialen µ sei durch m beschrieben. Eine Umparametrisierung nach
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Abbildung 4.5: Winkelhalbierenden Eigenschaft der Medialen Tangente und Durchlaufrichtung
Bogenla¨nge kann bekanntlich genau dann vorgenommen werden, wenn die betrachtete Kurve
keinen singula¨ren Punkt besitzt. Im Fall einer verallgemeinerten Medialen Kurve mu¨ssen wir fu¨r
diesen Abschnitt also annehmen, daß µ′(t) 6= 0 fu¨r alle Parameter t erfu¨llt ist. Nach Hilfssatz
4.2.1 ist dies gleichbedeutend zu der Forderung, daß die Mediale Kurve durch keinen Fokalpunkt
bezu¨glich beider Progenitorobjekte verla¨uft.
Durch die Absicht, den Bogenla¨ngenparameter τ der Medialen Kurve einzufu¨hren, ergibt sich
die Notwendigkeit, den Parameter des ersten Progenitorobjekts ebenfalls als geschleppten Pa-
rameter anzusehen. Daher fu¨hren wir die neue Funktion ψ(τ) ein, die den Parameter des ersten
Objekts in Abha¨ngigkeit des Bogenla¨ngenparameters τ von µ liefert. Entsprechend bezeichnen
die Funktionen s(τ) und ϕ(τ) den Medialen Abstand bzw. den geschleppten Parameter bezu¨glich
des zweiten Progenitorobjekts in Abha¨ngigkeit des Bogenla¨ngenparameters τ . Nach dem Satz
u¨ber die Ableitung der Umkehrfunktion gelten fu¨r die Ableitungen dieser neuen Funktionen die
Beziehungen
s′(τ0) =
s′(t0)
‖µ′(t0)‖ , ϕ
′(τ0) =
ϕ′(t0)
‖µ′(t0)‖ , und ψ
′(τ0) =
1
‖µ′(t0)‖ ,
wobei τ0 = τ(t0) der Bogenla¨nge von µ zum Zeitpunkt t0 entspricht und s(t), ϕ(t) der Mediale
Abstand bzw. der geschleppte Parameter bezu¨glich des zweiten Progenitorobjekts zum Parame-
ter t des ersten Objekts ist. Die Bedingung der Bogenla¨ngenparametrisierung von µ ergibt nun
das Gleichungssystem
O
(
σ s(τ), ψ(τ)
)
= m(τ) = O˜ (σ˜ b(τ) s(τ), ϕ(τ))
‖µ′(τ)‖ = 1,
 (4.17)
welches die Bedingungen (4.2) ersetzt. Durch Differenzieren der ersten Gleichung von (4.17)
erhalten wir zuna¨chst(
σ˜ b ∂sO˜ − σ ∂sO
)
s′ + ∂tO˜ ϕ′ − ∂tO ψ′ = −σ˜ b′ ∂sO˜ s.
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Benutzt man die Tatsache, daß die Tangentenvektoren der Geoda¨tischen Kurve γψ(τ) und der
Geoda¨tischen Offsetkurve αs(τ) orthogonal zueinander sind, so impliziert die zweite Gleichung
ferner
1 = ‖µ′(τ)‖2 =
∥∥∥σ (ru, rv) ∂sO s′ + (ru, rv) ∂tO ψ′∥∥∥2
=
∥∥∥σ γ ′
ψ(τ)
s′ +α′s(τ) ψ
′
∥∥∥2
=
∥∥∥γ ′
ψ(τ)
∥∥∥2 (s′)2 + ∥∥∥α′s(τ)∥∥∥2 (ψ′)2
= (s′)2 + I (∂tO) (ψ′)2,
wobei
I (∂tO) = E (∂tO1)
2 + 2F ∂tO1 ∂tO2 +G (∂tO2)
2
der ersten Fundamentalform von S und E,F,G ihren Koeffizienten entspricht. Die Indizes i =
1, 2 an ∂tO kennzeichnen die i-te Komponente dieses zweidimensionalen Vektors. Insgesamt
erha¨lt man also aus Gleichung (4.17) das System(
σ˜ b ∂sO˜ − σ ∂sO
)
s′ + ∂tO˜ ϕ′ − ∂tO ψ′ =−σ˜ b′ ∂sO˜ s
(s′)2 + I (∂tO) (ψ′)2 = 1
 (4.18)
Offensichtlich hat dieses System keine eindeutig bestimmte Lo¨sung, falls ∂tO = 0 oder ∂tO˜ = 0
gilt. Beide Fa¨lle werden jedoch durch die zu Beginn des Abschnitts getroffene Vereinbarung, daß
jeder betrachtete Mediale Punkt weder Fokalpunkt bezu¨glich α noch α˜ ist, ausgeschlossen.
Wir fu¨hren zuna¨chst die folgenden Abku¨rzungen ein
D1 := det
(
∂tO˜, ∂tO
)
, D4 :=−det
(
σ˜ b′ ∂sO˜, σ ∂sO
)
,
D2 := det
((
σ˜ b ∂sO˜ − σ ∂sO
)
, ∂tO
)
, D5 :=−det
(
σ˜ b′ ∂sO˜, ∂tO˜
)
,
D3 := det
((
σ˜ b ∂sO˜ − σ ∂sO
)
, ∂tO˜
)
, D6 :=−det
(
σ˜ b′ ∂sO˜, ∂tO
)
.
Da nach Voraussetzung ∂tO 6= 0 6= ∂tO˜ gilt, garantiert Satz 4.1.2 D2 6= 0 6= D3, vorausgesetzt
die Verha¨ltnisfunktion b(t) wurde so gewa¨hlt, daß b(t) ≥ 1 erfu¨llt ist. Fu¨r eine konstant gewa¨hlte
Verha¨ltnisfunktion b(t) = const gilt ferner D4 = D5 = D6 = 0. Aus der ersten Gleichung von
(4.18) ergibt sich mit Hilfe dieser Abku¨rzungen
D2 s
′ +D1 ϕ′ = D6 s,
D3 s
′ +D1 ψ′ = D5 s,
so daß man die Beziehung s′ = (D5s−D1ψ′)/D3 erha¨lt, die man in die quadratische Gleichung
aus (4.18) einsetzen kann. Auf diese Art erha¨lt man einen Ausdruck fu¨r ψ′, der anschließend
dazu benutzt werden kann, um durch Ru¨ckwa¨rtseinsetzen analoge differentiale Beziehungen fu¨r
s′ und ϕ′ zu berechnen. Als Ergebnis ergibt sich das durch (4.18) implizierte System gewo¨hnlicher
Differentialgleichungen
s′ =
I(∂tO)D3D5 s∓D1
√
D12 + I(∂tO) (D32 −D52 s2)
D12 + I(∂tO)D32
, (4.19a)
ϕ′ =
(D1D6 + I(∂tO)D3D4) s±D2
√
D12 + I(∂tO) (D32 −D52 s2)
D12 + I(∂tO)D32
, (4.19b)
ψ′ =
D1D5 s±D3
√
D12 + I(∂tO) (D32 −D52 s2)
D12 + I(∂tO)D32
, (4.19c)
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wobei außerdem die Identita¨t D3D6−D2D5 = D1D4 zur weiteren Vereinfachung benutzt wurde.
Da nach Voraussetzung ∂tO 6= 0 6= ∂tO˜ gilt, garantiert Satz 4.1.2 D3 6= 0, vorausgesetzt die
Verha¨ltnisfunktion b(t) wurde so gewa¨hlt, daß b(t) ≥ 1 erfu¨llt ist. Daher sind die Nenner in
(4.19a) – (4.19c) strikt positiv.
Das Auftreten eines quadratischen Ausdrucks in Gleichungssystem (4.18) ist der algebraische
Grund dafu¨r, daß das Differentialgleichungssystem (4.19) zwei Lo¨sungen mit unterschiedlichen
Vorzeichen der Diskriminante anbietet. Die Vorzeichenwahl muß im u¨brigen konsistent bezu¨glich
aller drei Gleichungen erfolgen. Wa¨hlt man etwa das negative Vorzeichen in der Beziehung fu¨r
s′, so muß in den Gleichungen fu¨r ϕ′ und ψ′ entsprechend ein positives Vorzeichen benutzt wer-
den. Da die Forderung nach einer Bogenla¨ngenparametrisierung nicht die Durchlaufrichtung der
Kurve determiniert, deckt sich die Existenz zweier Varianten auch mit der geometrischen Vor-
stellung. Tatsa¨chlich kann man zeigen, daß sich beide Versionen des Differentialgleichungssystem
(4.19) nur durch die Umkehrung des induzierten Durchlaufsinns von µ(τ) unterscheiden.
Ausgehend von (4.19) betrachten wir noch den wichtigen Spezialfall einer konstanten Verha¨ltnis-
funktion b(t) = const fu¨r alle t ∈ IR. Hier gilt D4 = D5 = D6 = 0. Damit ergeben sich die
entsprechend vereinfachten Formeln
s′ = ∓ D1√
D12 + I(∂tO)D32
(4.20a)
ϕ′ = ± D2√
D12 + I(∂tO)D32
(4.20b)
ψ′ = ± D3√
D12 + I(∂tO)D32
(4.20c)
Zum Abschluß sei erwa¨hnt, daß man mit der gleichen Vorgehensweise wie in diesem Abschnitt
erreichen kann, daß der Parameter τ der Bogenla¨nge der Parameterraumkurve m von µ ent-
spricht. Weitere Details zu diesem Thema findet man in [KWR97a] und [KWR97b].
4.4 Geoda¨tische Kru¨mmung Medialer Kurven
Im vorangegangenen Abschnitt wurden einige Eigenschaften Medialer Kurven betrachtet. Da-
bei handelte es sich ausschließlich um Gro¨ßen erster Ordnung, d.h. um Eigenschaften, die sich
mit Hilfe der ersten Ableitungen der beteiligten Kurven berechnen lassen. In diesem Abschnitt
soll nun die Geoda¨tische Kru¨mmung der Medialen Kurve studiert werden, eine Gro¨ße zweiter
Ordnung, fu¨r deren Berechnung man u¨blicherweise die zweite Ableitung der Medialen Kurve
beno¨tigt.
Nach den Beobachtungen des letzten Abschnitts ko¨nnte man vermuten, die Geoda¨tische Kru¨m-
mung ko¨nnte direkt aus dem Verhalten der Jacobifelder der beiden Progenitorkurven abgeleitet
werden. Um diese Vermutung ggf. zu erha¨rten, betrachten wir das folgende Beispiel in der
Euklidischen Ebene. Gegeben seien die Kurven
α(t) :=
(
t, 1 + c t2
)T
t ∈ IR
β(t) := (t, 0)T t ∈ IR,
wobei c > 0 eine beliebige Konstante sei. Fu¨r c = 1 entspricht die erste Progenitorkurve einer
Parabel mit Scheitelpunkt (0, 1)T . Die zweite Progenitorkurve parametrisiert die x-Achse nach
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ihrer Bogenla¨nge. Betrachtet werde die Mediale Kurve im Verha¨ltnis b(t) = 1 zwischen diesen
beiden Kurven. Die zugeho¨rigen Offsetfunktionen sind gegeben durch
Oα(s, t) =
(
t+
2 c s t√
A
, 1 + c t2 − s√
A
)T
Oβ(s, t) = (t, s)
T .
Der Term A := A(t) entspricht dabei dem Quadrat der Norm des Tangentenvektors von α∥∥α′(t)∥∥ = √1 + 4 c2 t2 =: √A.
Zu beachten ist hierbei, daß die Funktion Oβ bereits ein Offsetting nach links beschreibt. Dies
entspricht einem Wert σ˜ = −1, der aber in diesem Beispiel nicht explizit auftaucht. Zur Dar-
stellung der Medialen Kurve hat man die Gleichung Oα(s(t), t) = Oβ(s(t), ϕ(t)) zu lo¨sen. Diese
Identita¨t ist gleichbedeutend zu dem Gleichungsystem
t+
2 c s t√
A
= ϕ
1 + c t2 − s√
A
= s

in dem die Abha¨ngigkeit der Funktionen s und ϕ von dem Parameter t zur besseren U¨bersicht
vernachla¨ssigt wurde. Dieses Gleichungssystem kann durch elementare Umformungen aufgelo¨st
werden. Es ergibt sich
s(t) =
√
A
1 +
√
A
(
1 + c t2
)
ϕ(t) = t+
2 c t
(
1 + c t2
)
1 +
√
A
 (4.21)
Damit erha¨lt man die Darstellung der Medialen Kurve in der Form
µ(t) = Oβ(s(t), ϕ(t)) = (ϕ(t), s(t))
T .
Zur Berechnung der Kru¨mmung dieser Kurve beno¨tigt man ihre ersten beiden Ableitungen. Fu¨r
die ersten Ableitungen der Funktionen s(t) und ϕ(t) gilt
s′(t) =
2 c t
√
A
1 +
√
A
+
4 c2 t
(
1 + c t2
)
√
A
(
1 +
√
A
)2
ϕ′(t) = 1 +
2 c+ 6 c2 t2
1 +
√
A
− 8 c
3 t2 + 8 c4 t4
√
A
(
1 +
√
A
)2 ,
sowie fu¨r ihre zweiten Ableitungen
s′′(t) =
2 c
√
A
1 +
√
A
+
4 c2 + 20 c3 t2
√
A
(
1 +
√
A
)2 − 16 c4 t2
(
1 + c t2
) (
1 + 3
√
A
)
A3/2
(
1 +
√
A
)3
ϕ′′(t) =
12 c2 t
1 +
√
A
− 24 c
3 t+ 56 c4 t3
√
A
(
1 +
√
A
)2 +
(
32 c5 t3 + 32 c6 t5
) (
1 + 3
√
A
)
A3/2
(
1 +
√
A
)3 .
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Fu¨r den Parameterwert t = 0 gilt zuna¨chst A(0) = 1, woraus s(0) = 12 und ϕ(0) = 0 folgt. Ferner
erha¨lt man fu¨r die ersten Ableitungen die Werte s′(0) = 0 und ϕ′(0) = 1 + c. Die Tangente der
Medialen Kurve in der betrachteten Parametrisierung hat demnach die Form
µ′(0) = (1 + c, 0)T .
Da ferner s′′(0) = c(1+ c) und ϕ′′(0) = 0 gilt, folgt fu¨r die zweite Ableitung der Medialen Kurve
µ′′(0) = (0, c (1 + c))T .
Die Kru¨mmung der Medialen Kurve µ berechnet man mit Hilfe der Formel
κµ =
det (µ′,µ′′)
‖µ′‖3 .
Sie entspricht im Fall von Kurven in der Ebene der Geoda¨tischen Kru¨mmung. Es ergibt sich in
diesem Beispiel
κµ =
c (1 + c)2
(1 + c)3
=
c
1 + c
.
Dieser Kru¨mmungswert soll mit den Geoda¨tischen Kru¨mmungen καs(t) bzw. κβs(t) der beiden
beteiligten Offsetkurven αs(t) bzw. βs(t) verglichen werden. Offenbar gilt κβs(t) = 0 fu¨r alle
t. Zur Berechnung von καs(t) beno¨tigen wir die partiellen Ableitungen ∂tOα und ∂ttOα der
ersten Offsetfunktion, da sie im Beispiel der Euklidischen Ebene den Ableitungen α′s bzw. α′′s
entsprechen. Sie sind durch
∂tOα =
(
1 +
2 c s
A3/2
)
(1, 2 c t)T ,
∂ttOα =
2 c
A5/2
(
−12 c2 s t, A5/2 + 2 c s− 16 c3 s t2
)T
gegeben. Folglich erha¨lt man fu¨r die Geoda¨tische Kru¨mmung der Offsetkurve im Abstand s den
Wert
καs =
2 c
A3/2 + 2 c s
.
Setzt man nun den Medialen Abstand s(t) gema¨ß Gleichung (4.21) in diese Beziehung ein, so
gilt fu¨r die Geoda¨tische Kru¨mmung la¨ngs der Medialen Kurve
καs(t) =
2 c
(
1 +
√
A
)
√
A
(
A3/2 + 1 + 2 c+ 6 c2 t2
) .
Fu¨r den Parameterwert t = 0 ergibt sich daher eine Kru¨mmung von
καs(0) =
2 c
1 + c
.
Fu¨r diesen speziellen Parameterwert gilt also κµ =
1
2
(
καs(0) + κβs(0)
)
. Fu¨r beliebige Parameter
ergibt sich die Geoda¨tische Kru¨mmung der Medialen Kurve jedoch nicht als das Mittel der
Kru¨mmungen der beteiligten Offsetkurven. Um dies einzusehen, berechne man die Geoda¨tische
Kru¨mmung der Medialen Kurve explizit. Man erha¨lt die Identita¨t
κµ =
c
(
1 +
√
A
)
√
2
√
A
v + w
√
A(
x+ y
√
A
)3/2 ,
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wobei die Terme v, w, x, y durch
v := (1 + c)2 + 4 c2
(
4 + 5 c+ c2
)
t2 + 7 c4 (13 + 8 c) t4 + 4 c6 (53 + 8 c) t6 + 160 c8 t8,
w := (1 + c)2 + 2 c2
(
7 + 8 c+ c2
)
t2 + c4 (65 + 28 c) t4 + 106 c6 t6 + 32 c8 t8,
x := (1 + c)2 + c2
(
15 + 18 c+ 4 c2
)
t2 + c4 (77 + 40 c) t4 + 148 c6 t6 + 64 c8 t8,
y := (1 + c)2 + c2 (13 + 14 c) t2 + c4 (53 + 16 c) t4 + 64 c6 t6
gegeben sind. Man sieht zweierlei: Erstens tendieren die Ausdru¨cke offenbar selbst bei einfachen
Beispielen bereits dazu, unu¨bersichtllich zu werden, so daß man sie in der Regel nicht mehr
explizit berechnen kann. Numerische Methoden, wie sie im Rahmen dieser Arbeit entwickelt
werden, sind daher unverzichtbar bei der Behandlung Medialer Kurven und ihrer Geoda¨tischen
Kru¨mmung. Andererseits ist der Zusammenhang zwischen der Geoda¨tischen Kru¨mmung der Me-
dialen Kurve und der beteiligten Offsetkurven nach dem eben betrachteten Beispiel keineswegs
linear.
Um zu einer numerischen Methode zu gelangen, die es uns ermo¨glicht, die zweite Ableitung von
µ und damit die Geoda¨tische Kru¨mmung der Medialen Kurve zu berechnen, betrachten wir
— ausgehend von der Fla¨chenparametrisierung r — die durch die Offsetfunktionen induzierten
Parametrisierungen
rα(s, t) = r(Oα(s, t)) bzw. r
β(s, t) = r(Oβ(s, t))
der gegeben Fla¨che S in einer Umgebung der Progenitorkurve α bzw. β. Offenbar handelt es sich
bei beiden Funktionen um regula¨re Parametrisierungen der Fla¨che S, solange der Geoda¨tische
Abstand s so klein gewa¨hlt ist, daß kein Fokalpunkt bzgl. α bzw. β erreicht wird. Da wir in
diesem Abschnitt an der Geoda¨tischen Kru¨mmung der Medialen Kurve interessiert sind, ist
diese Voraussetzung nach den Ergebnissen der letzten Abschnitte (insbesondere Satz 4.1.2 und
Lemma 4.2.1) eine natu¨rliche Forderung, da die Geoda¨tische Kru¨mmung in einem singula¨ren
Punkt einer Kurve nicht erkla¨rt ist. Die folgenden U¨berlegungen werden stellvertretend fu¨r
die Situation zweier Progenitorkurven angestellt. Sie lassen sich wo¨rtlich auf die anderen drei
mo¨glichen Situationen u¨bertragen. Liegt na¨mlich ein Progenitorpunkt p vor, so kann man fu¨r
ein hinreichend klein gewa¨hltes ε > 0 anstelle von p die Offsetkurve im Geoda¨tischen Abstand
s = ε von p betrachten. Dies ist eine regula¨re Kurve, so daß die im folgenden pra¨sentierten
Argumente auch fu¨r Progenitorpunkte standhalten.
Es sei an dieser Stelle daran erinnert, daß die Gro¨ßen ∂sOα, ∂ssOα durch Lo¨sen der Geoda¨tischen
Differentialgleichung, ∂tOα, ∂stOα mit Hilfe der Jacobi Gleichung und ∂ttOα durch Behandlung
der gesto¨rten Jacobi Differentialgleichung berechnet werden ko¨nnen (siehe auch Tabellen 3.1, 3.2
und 3.3). Bei der numerischen Behandlung der gesto¨rten Jacobi Gleichung wird, wie in Abschnitt
3.6 beschrieben, das zugeho¨rige System erster Ordnung bestehend aus acht Gleichungen gelo¨st,
das es uns ermo¨glicht alle aufgefu¨hrten Gro¨ßen zu bestimmen. Ferner ko¨nnen alle ersten und
zweiten partiellen Ableitungen der Geoda¨tischen Koordinaten rα bestimmt werden.
Nach diesen Vorbereitungen wenden wir uns nun der Berechnung der Geoda¨tischen Kru¨mmung
der Medialen Kurve zu. Zu der Berechnung des Kru¨mmungsvektors kµ von µ mit Hilfe der
Formel
kµ =
1
‖µ′‖2 µ
′′ − 〈µ
′,µ′′〉
‖µ′‖4 µ
′
(vgl. Gleichung (2.1) auf Seite 22) beno¨tigt man die zweite Ableitung der Medialen Kurve.
Bezu¨glich der Parametrisierung rα besitzt die Mediale Kurve die Darstellung
µ(t) = rα(s(t), t).
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Die ersten beiden Ableitungen in dieser Darstellung sind daher durch
µ′(t) = s′ rαs + r
α
t (4.22)
µ′′(t) = s′′ rαs +
(
s′
)2
rαss + 2 s
′ rαst + r
α
tt (4.23)
gegeben. Um µ′′(t) bestimmen zu ko¨nnen, muß man also — neben den oben aufgelisteten Gro¨ßen
— ebenfalls in der Lage sein, die zweite Ableitung der Funktion des Medialen Abstands s(t) zu
bestimmen. Um eine Mo¨glichkeit zur Berechnung dieser Gro¨ße zu bekommen, leiten wir die
Mediale Differentialgleichung
s′ (σβ b ∂sOβ − σα ∂sOα) + ϕ′ ∂tOβ = ∂tOα − σα b′ s ∂sOβ
ein weiteres mal nach t ab. Wir erhalten damit die Beziehung
s′′ (σβ b ∂sOβ − σα ∂sOα) + ϕ′′ ∂tOβ =(
s′
)2 (
∂ssOα − b2 ∂ssOβ
)
− 2σβ b s′ ϕ′ ∂stOβ −
(
ϕ′
)2
∂ttOβ + 2σα s
′ ∂stOα + ∂ttOα
− 2σβ b′ s′ ∂sOβ − σβ b′′ s ∂sOβ − 2 b b′ s s′ ∂ssOβ − (b′)2 s2 ∂ssOβ − 2σβ b′ sϕ′ ∂stOβ.
Zur besseren U¨bersicht nehmen wir fu¨r die folgenden Untersuchungen an, daß die Verha¨ltnisfunk-
tion b(t) = const ≥ 1 erfu¨llt. Fu¨r beliebige Funktionen kann man in analoger Art vorgehen;
die dabei auftretenden Ausdru¨cke sind jedoch so unhandlich, daß es fraglich erscheint, ob die
resultierende Formel von praktischem Wert ist. Unter dieser Annahme gilt b′ = 0 = b′′. Die
Mediale Differentialgleichung hat nun die etwas vereinfachte Form(
σβ b ∂sOβ − σα ∂sOα, ∂tOβ
)( s′
ϕ′
)
= ∂tOα. (4.24)
Fu¨r die Ableitung dieser Differentialgleichung gilt ferner(
σβ b ∂sOβ − σα ∂sOα, ∂tOβ
)( s′′
ϕ′′
)
=
−
((
b2 ∂ssOβ − ∂ssOα, σβ b ∂stOβ
)( s′
ϕ′
)
,
(
σβ b ∂stOβ, ∂ttOβ
)( s′
ϕ′
))(
s′
ϕ′
)
+ 2σα s
′ ∂stOα + ∂ttOα. (4.25)
Um zu garantieren, daß die betrachteten Parametrisierungen rα und rβ regula¨r bleiben, nehmen
wir ferner an, daß die Mediale Kurve keinen Fokalpunkt bezu¨glich einer der beiden Progenito-
robjekte durchla¨uft. Diese Voraussetzung stellt, wie oben erwa¨hnt, keine Einschra¨nkung dar,
da nach Hilfssatz 4.2.1 die Mediale Kurve genau dann einen singula¨ren Punkt besitzt, wenn sie
durch einen Fokalpunkt einer der beiden Progenitorobjekte verla¨uft. Fu¨r µ′(t) = 0 ist jedoch der
Kru¨mmungsvektor der Medialen Kurve nicht definiert, so daß fu¨r die hier untersuchte Geoda¨ti-
sche Kru¨mmung singula¨re Punkte der Medialen Kurve auszuschließen sind. Nach Satz 4.1.2 ist
die Matrix
M :=
(
σβ b ∂sOβ − σα ∂sOα, ∂tOβ
)
der Medialen Differentialgleichung unter diesen Voraussetzungen regula¨r. Wir ko¨nnen daher
Gleichung (4.25) als Differentialgleichungssystem zweiter Ordnung(
s′′
ϕ′′
)
= 2σα s
′M−1 ∂stOα +M−1 ∂ttOα (4.26)
−M−1
((
b2 ∂ssOβ − ∂ssOα, σβ b ∂stOβ
)( s′
ϕ′
)
,
(
σβ b ∂stOβ, ∂ttOβ
)( s′
ϕ′
))(
s′
ϕ′
)
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Abbildung 4.6: Nicht eindeutig bestimmte Wurzel von Gt0
schreiben. Durch numerisches Lo¨sen der gesto¨rten Jacobi Differentialgleichung (3.52) erha¨lt man
die Mo¨glichkeit, alle beno¨tigten Gro¨ßen ∂sOα, ∂ssOα, ∂tOα, ∂stOα und ∂ttOα zu bestimmen.
Daher kann mit Gleichung (4.26) insbesondere s′′ bestimmt werden. Mit Gleichung (4.23) erha¨lt
man schließlich den Kru¨mmungsvektor der Medialen Kurve und ist damit in der Lage, die
Geoda¨tische Kru¨mmung der Medialen zu berechnen.
4.5 Berechnung von Startwerten der Medialen Differentialglei-
chung
Nachdem in Abschnitt 4.1 die Mediale Differentialgleichung (4.7) zur Berechnung der Media-
len Kurve eingefu¨hrt und untersucht wurde, mu¨ssen nun Anfangswerte zur Verfu¨gung gestellt
werden, um eine numerische Methode zur Integration dieses Differentialgleichungssystems zu
etablieren. Hierzu betrachten wir erneut die vektorwertige Funktion F : IR3 → IR2
F (s, t, t˜) = O˜(σ˜ b(t) s, t˜)−O(σ s, t),
als deren Nullstellenmenge die verallgemeinerte Mediale Kurve in Definition 4.1.1 eingefu¨hrt
wurde. Fu¨r einen beliebigen, aber festen Parameter t0 des ersten Progenitorobjekts sind wir
bei der Anfangswertsuche fu¨r die Mediale Differentialgleichung an zugeho¨rigen Werten s, ϕ ∈ IR
interessiert, so daß F (s, t0, ϕ) = 0 gilt. Dies entspricht der Suche nach Wurzeln der Funktion
Gt0 : IR
2 → IR2, die durch
Gt0(s, ϕ) := F (s, t0, ϕ) = O˜(σ˜ b0 s, ϕ)−O(σ s, t0), (4.27)
mit der Konstanten b0 := b(t0) definiert ist. Es ist an dieser Stelle wichtig darauf hinzuweisen,
daß eine Wurzel dieser Funktion im allgemeinen nicht eindeutig bestimmt ist. Um sich dies zu
verdeutlichen, betrachte man Abbildung 4.6.
In dem dort abgebildeten Beispiel, welches die Situation zweier Progenitorkurven α und β in der
Euklidischen Ebene behandelt, wurde ein konstantes Verha¨ltnis b(t) = 1 vorausgesetzt. Es sind
zwei Wurzeln von Gt0 zu dem Parameter t0 von α eingezeichnet. Der erste korrespondierende
Kurvenpunkt β(ϕ1) liegt auf dem gegenu¨berliegenden Geradenstu¨ck von β. Diese Wurzel ent-
spricht dem Medialen Punkt, den man intuitiv dem vorgegebenen Punkt α(t0) zuordnen wu¨rde,
da er den Abstand zwischen den beiden Progenitorobjekten einerseits halbiert, andererseits die
betrachteten Verbindungslinien zu den Progenitorkurven ku¨rzeste Verbindungen sind.
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Abbildung 4.7: Wurzel von Gt0 jenseits des Fokalpunkts von α(t0)
Die zweite eingezeichnete Lo¨sung weist nur die erste Eigenschaft auf. Die Normale des Kurven-
punkts β(ϕ2), der sich auf dem Parabelstu¨ck befindet, trifft die Normale ausgehend von α(t0)
ebenfalls. Die Absta¨nde, die dabei la¨ngs beider Normalen zuru¨ckgelegt werden, sind gleich, so daß
der Schnittpunkt nach Definition zur Medialen Kurve geho¨rt. Offenbar ist dieser Abstand jedoch
gro¨ßer als der der ersten Wurzel. Die zweite Wurzel widerspricht der intuitiven Vorstellung eines
Medialen Punktes, da die Normale ausgehend von β(ϕ2) keine ku¨rzeste Verbindung zwischen
dem Schnittpunkt und der Progenitorkurve β ist. Die Entscheidung, ob eine Verbindungslinie
die ku¨rzeste Verbindung darstellt, ist offensichtlich ein globales Problem. Es ist daher nicht ver-
wunderlich, daß unsere bislang eingefu¨hrten Methoden, die auf lokalem Kalku¨l basieren, diese
beiden Situationen nicht unterscheiden. Entsprechend wird die Funktion Gt0 im allgemeinen
keine eindeutig bestimmte Wurzel besitzen. Insbesondere zeigt dieses Beispiel, daß s(t) und ϕ(t)
nur lokal definierte Funktionen sind. Die beiden eingezeichneten Punkte µ(1)(t0) und µ
(2)(t0)
sind beides Mediale Punkte, allerdings verschiedener A¨ste der lokal Medialen Kurve.
In Abbildung 4.7 ist ein Beispiel einer Situation skizziert, in der die Wurzel der Funktion Gt0
einen Punkt µ(t0) induziert, der zu dem Punkt α(t0) und der Kurve β den gleichen Abstand
besitzt, aber dennoch unserer Intuition nicht recht entsprechen mag. Der Grund hierfu¨r ist dar-
in zu sehen, daß µ(t0) zwar zu α(t0) den Abstand s(t0) hat, zu der gesamten Kurve α jedoch
einen geringeren Abstand besitzt. Dies erkennt man an der gestrichelt eingezeichneten Kreislinie
Bs(t0)(µ(t0)), die die Parabel α schneidet, sowie an dem gepunktet eingezeichneten, zu α tan-
gentialen Kreis um µ(t0). Der mathematische Grund fu¨r diesen Sachverhalt ist, daß die Normale
ausgehend von α(t0) den zugeho¨rigen Fokalpunkt passiert hat. Im Euklidischen Fall entspricht
der Fokalpunkt einer Kurve bekanntlich dem MittelpunktK des Kru¨mmungskreises, der in Ab-
bildung 4.7 zusammen mit dem zugeho¨rigen Kru¨mmungskreis eingezeichnet ist. Die besprochene
Situation ist jedoch nicht als Gegenbeispiel zu werten. Das Konzept der Medialen Kurve ist ein
lokales Kalku¨l; das Finden der eben diskutierten Wurzel von Gt0 ist definitionskonform.
Bei der Definition der FunktionGt0 sind wir bislang noch nicht auf die Wahl der Vorzeichen σ und
σ˜ eingegangen. Zur Erinnerung: diese beiden Konstanten steuerten im Fall von Progenitorkurven,
nach welcher Seite der Geoda¨tische Offset betrachtet wird. Im Fall eines Progenitorpunkts ist
das zugeho¨rige Vorzeichen positiv zu wa¨hlen. Im Zusammenhang mit der Nullstellenberechnung
der FunktionGt0 bestimmen diese beiden Vorzeichen, auf welcher Seite die Wurzel gesucht wird.
Eine Antwort auf die Frage, wie σ und σ˜ zu wa¨hlen sind, ist a priori keineswegs offensichtlich.
Wir stellen dieses Problem eine Weile hintenan und kommen weiter unten darauf zuru¨ck.
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Die partiellen Ableitungen der Funktion Gt0 sind nach ihrer Definition (4.27) durch
∂
∂s
Gt0(s, ϕ) = σ˜ b0 ∂sO˜(σ˜ b0 s, ϕ)− σ ∂sO(σ s, t0)
∂
∂ϕ
Gt0(s, ϕ) = ∂tO˜(σ˜ b0 s, ϕ)
gegeben. Fu¨r eine Verha¨ltnisfunktion, die der Bedingung b(t) ≥ 1 genu¨gt, ist die Jacobimatrix
JG von Gt0
JG(s, ϕ) =
(
∂
∂s
Gt0(s, ϕ),
∂
∂ϕ
Gt0(s, ϕ)
)
=
(
σ˜ b0 ∂sO˜(σ˜ b0 s, ϕ)− σ ∂sO(σ s, t0), ∂tO˜(σ˜ b0 s, ϕ)
)
nach Satz 4.1.2 genau dann invertierbar, wenn ∂tO˜ 6= 0 erfu¨llt ist, d.h. die Mediale Kurve
nicht durch einen Fokalpunkt bezu¨glich des zweiten Progenitorobjekts verla¨uft. Solange diese
Situation nicht eintritt, kann man die Folge der Newtoniterierten(
si+1
ϕi+1
)
=
(
si
ϕi
)
− JG(si, ϕi)−1Gt0(si, ϕi)
zu einem Startwert (s0, ϕ0) betrachten. Damit haben wir ein iteratives Verfahren formuliert, um
einen einzelnen Punkt der verallgemeinerten Medialen Kurve zu approximieren. In der durch uns
implementierten Programmbibliothek wurde tatsa¨chlich nicht das Standard–Newtonverfahren
eingesetzt. Unsere Experimente wurden mit Hilfe zweier Routinen der NAG–Bibliothek durch-
gefu¨hrt, die eine Modifikation der sogenannten Hybridmethode nach Powell (siehe [Pow70])
realisieren. Die beiden Varianten unterscheiden sich darin, daß in einer der beiden die partiellen
Ableitungen der Funktion Gt0 nicht beno¨tigt werden, was in manchen Fa¨llen eine Ersparnis an
Rechenzeit bedeutet. Eine sehr gute U¨bersicht u¨ber die einsetzbaren iterativen Methoden zur
Lo¨sung nichtlinearer Gleichungssysteme bietet das Buch von Ortega und Rheinboldt [OR70].
Iterative Verfahren wie die Newtonmethode beno¨tigen ihrerseits Startwerte. Um die Konvergenz
der Folge der Iterierten zu garantieren, muß der Startwert bekanntermaßen hinreichend nahe an
der zu approximierenden Wurzel liegen. Diese Tatsache zusammen mit dem noch nicht gelo¨sten
Problem der Wahl der Vorzeichen σ und σ˜ fu¨hrt uns zu der Notwendigkeit, nach einer weiteren
Mo¨glichkeit zu suchen, eine einzelne Wurzel der FunktionGt0 zu approximieren. Die Na¨herungs-
genauigkeit einer solchen Methode darf dabei gering sein, da das Ergebnis als Startwert der eben
erwa¨hnten iterativen Verfahren benutzt werden soll.
Im folgenden wollen wir das von uns favorisierte Verfahren fu¨r den Fall zweier Progenitorkur-
ven α und β erla¨utern. In wesentlichen Teilen funktioniert es fu¨r die restlichen Konfigurationen
(Kurve/Punkt, Punkt/Kurve, Punkt/Punkt) analog. Auf die existierenden Unterschiede werden
wir weiter unten eingehen. Ausgehend von dem gewa¨hlten Kurvenpunkt α(t0) der ersten Proge-
nitorkurve betrachten wir die bogenla¨ngenparametrisierte Geoda¨tische γt0(σαs), die orthogonal
zur Kurventangente α′(t0) startet. Welche der beiden mo¨glichen Richtungen, d.h welches Vorzei-
chen σα, hierbei gewa¨hlt werde, ist dabei willku¨rlich. Zu einem vom Benutzer zu bestimmenden
inkrementellen Abstandswert ∆s wird nun der Punkt µ1 := γt0(σαs1) im Abstand s1 := ∆s
auf der Geoda¨tischen Kurve bestimmt. Dieser Punkt werde nun als Mittelpunkt von Geoda¨ti-
schen Kreisen A1 := Bs1(µ1) und B1 := Bb(t0)s1(µ1) mit Radien s1 bzw. b(t0)s1 gewa¨hlt. Der
Geoda¨tische Kreis A1 hat nach Konstruktion die Eigenschaft, daß er die erste Progenitorkurve
α im vorgegebenen Punkt α(t0) beru¨hrt. Die zugeho¨rige Tangente des Geoda¨tischen Kreises ist
kollinear zu α′(t0), da beide orthogonal zu der Tangente γ ′t0(0) der Geoda¨tischen Kurve sind.
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Abbildung 4.8: Initialisierung des Bisektionsverfahrens
Die eben konstruierte Situation ist in Abbildung 4.8 anhand des Beispiel zweier Geraden in
der Euklidischen Ebenen zu b(t) = 1 skizziert. Hier gilt Ak = Bk, so daß lediglich die Kreise
Bk eingezeichnet wurden. Nachdem die uv-Parameter des Punktes µ1 mit Hilfe der Geoda¨ti-
schen Differentialgleichung bestimmt sind, ko¨nnen wir eine gewisse Anzahl n von Punkten des
Geoda¨tischen Kreises B1 bestimmen. Dies entspricht einem n-maligen Aufruf des numerischen
Verfahrens, welches die Geoda¨tische Differentialgleichung integriert. Wir erhalten damit einen
geschlossenen Polygonzug im uv-Parameterraum der Fla¨che S, der einer linearen Approximation
der Kreislinie entspricht. Ferner werden die uv-Parameterwerte (m + 1) a¨quidistanter Kurven-
punkte β(ϕ
(k)
i ) mit ϕ
(k)
i := ϕ
(k)
min +
i
m(ϕ
(k)
max − ϕ(k)min) zu i = 0, 1, . . . ,m berechnet. Das Aus-
gangsintervall [ϕ
(1)
min, ϕ
(1)
max] kann vom Benutzer vorgegeben werden. Als Standardwerte werden
die Grenzen des Parameterintervalls von β vorgeschlagen. Damit erha¨lt man einen Polygonzug,
der die Kurve β (teilweise) linear interpoliert.
Das vorgeschlagene Bisektionsverfahren beruht auf der Tatsache, daß der Geoda¨tische Kreis
B := Br(µ) um einen Medialen Punkt µ := γt0(σαs(t0)) und Radius r := b(t0)s(t0) die zweite
Progenitorkurve β in einem Punkt β(ϕ(t0)) beru¨hrt. Wir deuten die im Laufe des Verfahrens
betrachteten Geoda¨tischen Kreise Bk als Na¨herungen des gesuchten Kreises B, welcher ebenfalls
in Abbildung 4.8 eingezeichnet ist. Entsprechend sind die zugeho¨rigen Werte sk Approximatio-
nen des gesuchten Medialen Abstands s(t0), sowie die Bereiche [ϕ
(k)
min, ϕ
(k)
max] Einschlußintervalle
von ϕ(t0). Um die Gu¨te dieser Na¨herungen zu beurteilen, soll Bk auf vorhandene Schnitte mit
der zweiten Progenitorkurve β u¨berpru¨ft werden. Hierzu werden die linearen Interpolierenden
von Bk und β benutzt. Fu¨r jeden Kurvenpunkt β(ϕ
(k)
i ) wird nun getestet, ob sich sein uv-
Parameterpaar im Inneren des geschlossenen Polygonzugs von Bk befindet. Falls das zweite
Progenitorobjekt ein Fla¨chenpunkt ist, wird u¨berpru¨ft, ob die zugeho¨rigen uv-Parameter diese
Bedingung erfu¨llen. Auf Einzelheiten zum Innen–/Außentest werden wir an dieser Stelle nicht
eingehen. Wir bemerken jedoch, daß dieser mit linearem Aufwand (bezu¨glich der Anzahl der
Eckpunkte des geschlossenen Polygonzugs) durchgefu¨hrt werden kann. Benutzt haben wir die
Implementation von Friese, die im Rahmen einer Studienarbeit am Lehrstuhl fu¨r Graphische Da-
tenverarbeitung, Universita¨t Hannover erstellt wurde. Einzelheiten ko¨nnen seiner schriftlichen
Ausarbeitung [Fri98] entnommen werden.
Falls bei den sequentiell durchgefu¨hrten Innen–/Außentests keiner der Kurvenpunkte β(ϕ
(k)
i )
im Inneren des Polygonzugs zu Bk liegt, bleibt das Intervall unvera¨ndert, d.h. [ϕ
(k+1)
min , ϕ
(k+1)
max ] :=
[ϕ
(k)
min, ϕ
(k)
max]. Fu¨r den na¨chsten Durchgang des Verfahren wird der betrachtete Abstand erho¨ht.
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Abbildung 4.9: Kurvenbereich beginnt bzw. endet im initialen Geoda¨tischen Kreis
In der Initialisierungsphase, in der wir uns solange befinden, bis ein Kreis Bk gefunden wurde,
der β schneidet, geschieht dies durch Inkrementieren mit ∆s. Im Beispiel von Abbildung 4.8
schneidet B1 die zweite Progenitorkurve nicht. Solche Kreise seien durch gestrichelte Kreislinien
gekennzeichnet. Der Geoda¨tische Abstand fu¨r den zweiten Durchgang ergibt sich daher aus
s2 := s1 +∆s. Der neue Versuch mit B2 ergibt nun Schnittpunkte mit der Progenitorkurve β.
In einem solchen Fall mo¨chte man ϕ
(k+1)
min auf den ersten Schnittpunkt von β mit der Kreislinie
von Bk setzen. Dieser Wert entspricht dem Parameter, zu dem die Kurve in den betrachteten
Kreis eintritt. Die obere Intervallgrenze ϕ
(k)
max wu¨rde entsprechend auf den ersten Parameter von
β gesetzt werden, der gro¨ßer als ϕ
(k)
min ist, und der ebenfalls einen Schnittpunkt mit Bk induziert.
Mit dieser Wahl wa¨re ϕ
(k)
max der zu ϕ
(k)
min geho¨rige Austrittsparameter von β bzgl. Bk. Im Beispiel
von Abbildung 4.8 wa¨re mit dem zweiten Durchgang die Initialisierungsphase beendet.
Die Schnitte von β mit Bk werden jedoch von uns gar nicht berechnet. Dies hat zwei Gru¨nde.
Zum einen wa¨re der Rechenaufwand fu¨r eine solche Berechnung sehr hoch. Zum anderen liegt
uns der Geoda¨tische Kreis lediglich in prozeduraler Form vor, d.h. in Form eines Geoda¨tischen
Offsetts des betrachteten Mittelpunkts. Wie erla¨utert entspricht dies dem n-maligen numeri-
schen Lo¨sen der Geoda¨tischen Differentialgleichung. Der Kreis Bk ist demnach in der Praxis als
n-elementige Punktmenge gegeben. Daher findet bei unserem Vorschlag ein Innen–/Außentest
Anwendung. Bezeichnet ϕ
(k)
j den ersten kleinsten Parameter mit 1 ≤ j ≤ m, fu¨r den der Innen–
/Außentest ergab, daß sich β(ϕ
(k)
j ) im Inneren von Bk befindet, so muß die Kurve β im Zeit-
raum zwischen ϕ
(k)
j−1 und ϕ
(k)
j den Polygonzug von Bk schneiden. Als untere Abscha¨tzung des
Schnittparameters ko¨nnen wir daher ϕ
(k+1)
min := ϕ
(k)
j−1 neu setzen. Als obere Abscha¨tzung des Aus-
trittsparameters wird ferner ϕ
(k+1)
max auf ϕ
(k)
l gesetzt, wobei j < l ≤ m minimal gewa¨hlt werde,
so daß β(ϕ
(k)
l ) außerhalb von Bk liegt.
Weder die Anzahl m der im Innen–/Außentest gepru¨ften Kurvenpunkte β(ϕ
(k)
i ), i = 0, 1, . . . ,m
noch die Abtastrate n der betrachteten Geoda¨tischen Kreise darf vom Benutzer zu gering gewa¨hlt
werden. Sonst besteht die Gefahr, einen Schnitt von β mit Bk zu u¨bersehen. Im Laufe des Ver-
fahrens werden die Intervalle [ϕ
(k)
min, ϕ
(k)
max] mit zunehmendem k immer kleiner werden, so daß
die Abtastdichte von β zunehmen wird. Allerdings ist zu beachten, daß die Kurve im allge-
meinen nicht nach ihrer Bogenla¨nge parametrisiert sein wird. Die a¨quidistante Abtastung des
Parameterintervalls korrespondiert also in der Regel nicht mit einer a¨quidistantialen Abtastung
des Kurvenverlaufs. Dies spricht ebenfalls dafu¨r, eine großzu¨gige Anzahl m an Kurvenpunkten
zu untersuchen.
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Abbildung 4.10: Einzelschritt des Bisektionsverfahrens
Wird in der Initialisierungsphase ein Schnitt mit dem betrachteten Geoda¨tischen Kreis Bk gefun-
den, so ist nicht gewa¨hrleistet, daß es nur diesen einen Schnitt von β mit Bk gibt. Dies entspricht
in etwa einer Situation, wie sie in Abbildung 4.6 betrachtet wird. In unserer Formulierung des
Algorithmus wird nur der erste gefundene Schnitt beru¨cksichtigt. Insbesondere kann also die
berechnete Approximation einer Wurzel von Gt0 zu einem Punkt der Medialen Kurve geho¨ren,
der unserer Intuition widerspricht. Will man dies vermeiden, so mu¨ssen in jedem Schritt des
Verfahrens alle Schnittintervalle gefunden und weiter untersucht werden. Dies fu¨hrt jedoch im
allgemeinen zu einem dramatischen Anstieg der Rechenzeit.
Wenn bereits der erste getestete Kurvenpunkt ϕ
(k)
min innen liegt, oder wenn nach Auffinden eines
inneren Punktes ϕ
(k)
j der letzte betrachtete Kurvenpunkt ϕ
(k)
max ebenfalls innen liegt, so ist das
Ausgangsintervall [ϕ
(1)
min, ϕ
(1)
max] zu klein gewa¨hlt, bzw. hat der betrachtete Kreis Bk einen zu
großen Radius b(t0)sk. Beide Situationen sind in Abbildung 4.9 skizziert worden. Das Ausgangs-
intervall ist hier so gewa¨hlt worden, daß der zugeho¨rige Kurvenabschnitt von β wa¨hrend des
zweiten Durchgangs im betrachteten Geoda¨tischen Kreis B2 beginnt bzw. endet. Unabha¨ngig
davon hat die Initialisierungsphase einen Schnitt finden ko¨nnen. Da im Laufe des Algorithmus
die betrachteten Kreise einen kleineren Radius haben werden, kann man das Auftreten solcher
Ausgangssituationen zulassen. Im ersten Fall ist ϕ
(k+1)
min := ϕ
(1)
min zu wa¨hlen. Falls der Kurvenab-
schnitt in Bk endet, ist ϕ
(k+1)
max := ϕ
(1)
max zu setzen.
Nachdem die Initialisierungsphase der Bisektion nach (k− 1) Schritten abgeschlossen ist, kennt
man mit [ϕ
(k)
min, ϕ
(k)
max] einen Parameterbereich, in dem β den zuletzt betrachteten Geoda¨tischen
Kreis Bk−1 schneidet. Da dieser Kreis der erste mit dieser Eigenschaft ist, also insbesondere Bk−2
keinen Schnitt mit β besitzt, muß der gesuchte Mediale Abstand s(t0) aus Stetigkeitsgru¨nden im
Intervall [s
(k)
min, s
(k)
max] := [sk−2, sk−1] enthalten sein. Falls bereits im ersten Durchgang (k−1 = 1)
der Initialisierung ein Schnitt gefunden wurde, ist hierbei sk−2 := 0 zu setzen. Ferner muß der
exakte Parameter ϕ(t0) des zu B tangentialen Kurvenpunkts β(ϕ(t0)) im Intervall [ϕ
(k)
min, ϕ
(k)
max]
liegen. Das Bisektionsverfahren wird im Anschluß an die Initialisierung versuchen, beide Inter-
valle sukkzessive zu verkleinern. Hierfu¨r wird jeder folgende Durchgang mit einem Geoda¨tischen
Abstand sk durchgefu¨hrt, der der Intervallmitte sk := (s
(k)
min + s
(k)
max)/2 entspricht. In Abha¨ngig-
keit davon, ob der k-te Schritt einen Schnitt von β mit Bk findet, werden die neuen Intervalle
fu¨r den (k + 1)-ten Schritt gewa¨hlt. Wird ein Schnitt gefunden, so wird anschließend das Inter-
vall [s
(k+1)
min , s
(k+1)
max ] := [s
(k)
min, sk] betrachtet, andernfalls [sk, s
(k)
max]. Im Hinblick auf das Intervall
[ϕ
(k+1)
min , ϕ
(k+1)
max ] ist die Vorgehensweise identisch zu der in der Initialiserungsphase. Damit be-
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halten beide Intervalle die oben erla¨uterten Einschlußeigenschaften. Der erste Bisektionsschritt
nach der Initialisierung in dem hier besprochenen Beispiel ist in Abbildung 4.10 skizziert. Der
Schnittest von β mit B3 war hier positiv. Die resultierenden Intervalle fu¨r den Durchgang k = 4
wurden durch Einzeichnen der Punkte β(ϕ
(4)
min), β(ϕ
(4)
max) und µ4 angedeutet.
Insgesamt werden drei Abbruchskriterien gepru¨ft, um das Verfahren der sukkzessiven Halbierung
der Intervallbreite [s
(k)
min, s
(k)
max] zu beenden. Zum einen ist der Benutzer aufgefordert, eine maxi-
male Anzahl N von Schritten zu benennen. Das Verfahren wird spa¨testens nach dem Durchgang
k = N beendet, unabha¨ngig vom Erfolg der bis dahin durchgefu¨hrten Schnittests. Allerdings
wird in der vorliegenden Implementation unterschieden, ob sich das Verfahren zu dieser Zeit
in der Initialisierungsphase oder bei einem Bisektionsschritt befand. Im ersten Fall muß davon
ausgegangen werden, daß kein Medialer Punkt auf der Geoda¨tischen Kurve γt0(σαs) existiert,
d.h. die untersuchte Richtung σα schlecht gewa¨hlt wurde. Bei einem solchen Abbruch in der
Initialisierungsphase des Algorithmus haben die zuletzt betrachteten Radien von AN bzw. BN
die Werte N∆s bzw. b(t0)N∆s. Vorausgesetzt der Benutzer hat die Routine mit nicht zu klei-
nen Werten fu¨r N und ∆s aufgerufen, liefert eine Initialisierungsphase ohne Schnitt von β mit
BN den Grund, von einer falsch gewa¨hlten Richtung σα auszugehen. Entsprechend sollte das
Verfahren mit dem Vorzeichen −σα erneut aufgerufen werden. Falls k = N nach einem Bisekti-
onsschritt zum Abbruch der Routine fu¨hrt, liegt dies daran, daß die im folgenden beschriebenen
Abbruchskriterien nicht erfu¨llt wurden. Die bisher berechneten Einschlußintervalle sind dennoch
gu¨ltig und ko¨nnen fu¨r folgende Berechnungen weiter genutzt werden.
Neben der maximalen Anzahl der durchzufu¨hrenden Schritte hat der Benutzer die Mo¨glichkeit,
Genauigkeitsanforderungen δs und δϕ an die beiden zu na¨hernden Parameter s(t0) und ϕ(t0) zu
stellen. Die Routine wird beendet, falls fu¨r die Ha¨lften der neu bestimmten Einschlußintervall-
breiten
1
2
(
s(k+1)max − s(k+1)min
)
≤ δs und 1
2
(
ϕ(k+1)max − ϕ(k+1)min
)
≤ δϕ
gilt. In diesem Fall dienen die Intervallmitten sk+1 := (s
(k+1)
min + s
(k+1)
max )/2 und ϕk+1 := (ϕ
(k+1)
min +
ϕ
(k+1)
max )/2 als Approximationen der gesuchten Werte. Es gelten die Fehlerabscha¨tzungen
|s(t0)− sk+1| ≤ δs und |ϕ(t0)− ϕk+1| ≤ δϕ.
Sollte die Routine nach dem Schritt k = N ohne Erreichen der gewu¨nschten Fehlergenauigkeit
abgebrochen werden, genu¨gen die entsprechenden Intervallmitten den Abscha¨tzungen
|s(t0)− sN+1| ≤ 1
2
(
s(N+1)max − s(N+1)min
)
und |ϕ(t0)− ϕN+1| ≤ 1
2
(
ϕ(N+1)max − ϕ(N+1)min
)
.
Die erreichten Genauigkeiten werden dem Benutzer zuru¨ckgeliefert, so daß dieser entscheiden
kann, ob sie seinen Anforderungen genu¨gen. Da sich das Einschlußintervall von ϕ(t0) im all-
gemeinen mit einem durchgefu¨hrten Bisektionsschritt nicht halbiert, sollte man die zugeho¨rige
Genauigkeitsanforderung δϕ nicht zu klein wa¨hlen. Insbesondere wenn das Verha¨ltnis b(t0) einen
großen Wert aufweist, ist keine hohe Approximationsgu¨te bzgl. ϕ(t0) zu erwarten, da kleine
Intervalle [sk−1, sk] keine kleinen Radiusintervalle [b(t0)sk−1, b(t0)sk] der Kreise Bk mit sich
bringen. Als bessere Strategie, um genaue Na¨herungen zu erhalten, erwies sich in unseren Tests,
mit einem nachgeschalteten iterativen Verfahren, wie es eingangs dieses Abschnitts beschrieben
wurde, die Pra¨zision der Approximation zu erho¨hen.
Wie bereits oben erla¨utert, liegen die Probleme bei der Anwendung eines iterativen Verfah-
rens einerseits in der Wahl eines geeigneten Startwerts der Iteration, sowie andererseits in der
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Abbildung 4.11: Erweiterung des Bisektionsverfahrens im Fall von Progenitorpunkten
Festlegung der korrekten Vorzeichen σ und σ˜. Beide Probleme kann man wie gesehen durch vor-
heriges Durchfu¨hren der vorgeschlagenen Bisektionsmethode in den Griff bekommen. Das noch
zu bestimmende Vorzeichen σ˜ kann man schließlich durch Vergleich der Residuen
O˜(b(t0) sk+1, ϕk+1)−O(σ sk+1, t0) und O˜(−b(t0) sk+1, ϕk+1)−O(σ sk+1, t0)
festlegen. Ist der erste Einsetzfehler der Funktion Gt0 kleiner, so wa¨hle man σ˜ := 1, andernfalls
σ˜ := −1.
Der Algorithmus kann beinahe unvera¨ndert fu¨r den Fall benutzt werden, daß es sich bei dem
ersten Progenitorobjekt um einen Fla¨chenpunkt p handelt. Der konstante Parameter t0 repra¨sen-
tiert hierbei den Startwinkel der Geoda¨tischen aus dem Punkt p, gemessen in der Tangential-
ebene Tp(S). Betrachtet man jedoch anstelle von β einen Fla¨chenpunkt q als zweites Proge-
nitorobjekt, so muß das Verfahren erweitert werden, um den korrespondierenden tangentialen
Winkel ϕ(t0) zu approximieren. Der Schnitttest reduziert sich in diesem Fall im k-ten Schritt auf
einen einzelnen Innen–/Außentest:
”
Liegt q im Inneren des Geoda¨tischen Kreises Bk?“. Das Bi-
sektionsverfahren wird nun solange durchgefu¨hrt, bis die Intervallbreite des Einschlußintervalls
[s
(k+1)
min , s
(k+1)
max ] bzgl. s(t0) nach dem k-ten Schritt den Genauigkeitsanforderungen genu¨gt. Dies
geschieht in analoger Weise zu dem Fall, daß es sich bei dem zweiten Progenitorobjekt um eine
Kurve handelt. Der einzige Unterschied besteht darin, daß man hierbei keine Einschlußintervalle
[ϕ
(k)
min, ϕ
(k)
max] betrachten kann.
Um ein solches Intervall zu berechnen, und damit zu einer Na¨herung von ϕ(t0) zu gelangen,
ist das Verfahren in folgender Form zu erweitern. Nach Konstruktion gilt fu¨r die untere In-
tervallgrenze s
(k+1)
min des berechneten Einschlußintervalls, daß das zweite Progenitorobjekt q
nicht im Inneren des Kreises B˜ := Br(µ˜) um den Mittelpunkt µ˜ := γt0(σαs
(k+1)
min ) und Ra-
dius r := b(t0)s
(k+1)
min liegt. Dieser Kreis B˜ stellt damit eine Na¨herung von B dar, fu¨r die die
Inklusion B˜ ⊂ B gilt; er wird wie gewohnt durch einen geschlossenen Polygonzug bestehend aus
n Punkten approximiert. Ferner betrachten wir den Initialkreis Ck+1 := Bρk+1(q) um den Pro-
genitorpunkt q mit dem Radius ρk+1 := b(t0)(s
(k+1)
max − s(k+1)min ). Dieser Kreis hat die Eigenschaft,
daß er B˜ schneiden muß.
Um die Schnittpunkte eines Kreises Cl = Bρl(q) fu¨r l = k + 1, k + 2, . . .) mit B˜ zu na¨hern,
fu¨hren wir den Innen–/Außentest sequentiell fu¨r die Punkte des Geoda¨tischen Kreises Cl durch,
die den Winkeln ϕ
(l)
i := ϕ
(l)
min +
i
m(ϕ
(l)
max − ϕ(l)min) zu i = 0, 1, . . . ,m entsprechen. Fu¨r den ersten
Durchgang l = k+ 1 ist hierzu [ϕ
(k+1)
min , ϕ
(k+1)
max ] := [0, 2π] zu wa¨hlen. Das Intervall [ϕ
(l+1)
min , ϕ
(l+1)
max ]
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Abbildung 4.12: Approximation des Tangentialwinkels am 2. Progenitorpunkt
fu¨r den nachfolgenden Durchgang ist anschließend so zu wa¨hlen, daß ϕ
(l+1)
min der letzte Win-
kel vor Eintritt und ϕ
(l+1)
max der erste Winkel nach Austritt der Kreislinie Cl aus B˜ entspricht.
Falls jedoch aufgrund des Innen–/Außentests kein Schnitt diagnostiziert wurde, wird das Inter-
vall unvera¨ndert aus dem l-ten Schritt u¨bernommen. Der na¨chste zu betrachtende Radius des
Geoda¨tischen Kreises Cl+1 ist durch ρl+1 := b(t0)(ρ
(l)
min + ρ
(l)
max)/2 gegeben. Hierzu ist initial
[ρ
(k+1)
min , ρ
(k+1)
max ] := [0, ρk+1] zu setzen. Fu¨r die folgenden Durchga¨nge l > k ist [ρ
(l+1)
min , ρ
(l+1)
max ] auf
[ρ
(l)
min, ρl] zu setzen, falls ein Schnitt gefunden wurde. Sonst gilt [ρ
(l+1)
min , ρ
(l+1)
max ] := [ρl, ρ
(l)
max].
Die beschriebene Vorgehensweise wurde in Abbildung 4.11 an einem Beispiel skizziert. Die In-
itialisierungsphase konnte hierbei mit dem Kreis B2 abgeschlossen werden, da q in diesem Kreis
enthalten ist. Der erste Bisektionsschritt fu¨hrte zwar zu dem Ergebnis, daß q nicht in B3 ent-
halten ist, die gewu¨nschte Genauigkeit δs sei aber fu¨r dieses Beispiel mit diesem Schritt bereits
erreicht worden. Damit entspricht B3 dem zu betrachtenden Kreis B˜ (vgl. linke Ha¨lfte von Abbil-
dung 4.11). In der rechten Bildha¨lfte ist die gleiche Situation vergro¨ßert dargestellt. Der initiale
Kreis C4 um den Progenitorpunkt q schneidet B˜ in zwei Punkten. Die zugeho¨rigen Winkel ϕ
(4)
min
und ϕ
(4)
max wurden an den entsprechenden Schnittpunkten vermerkt. Der anschließend betrach-
tete Kreis C5 besitzt keine Schnittpunkte mit B˜, so daß dieser gestrichelt eingezeichnet wurde.
Erst C6 besitzt solche Schnittpunkte, deren zugeho¨rige Winkel ϕ
(6)
min und ϕ
(6)
max eine Verkleinerung
des Winkelintervalls bedeuten.
Ein Abbruch erfolgt spa¨testens nach dem Durchgang l = N , wobei N die vom Benutzer an-
zugebende maximale Anzahl durchzufu¨hrender Schritte bezeichnet. Er kann jedoch auch fru¨her
erfolgen, falls die Ha¨lfte der Intervallbreite von [ϕ
(l+1)
min , ϕ
(l+1)
max ] der Abscha¨tzung
1
2
(
ϕ(l+1)max − ϕ(l+1)min
)
≤ δϕ
zu der vom Benutzer definierten Genauigkeitsanforderung δϕ genu¨gt. In beiden Fa¨llen dient die
Intervallmitte (ϕ
(l+1)
min + ϕ
(l+1)
max )/2 als Approximation des tangentialen Winkels ϕ(t0).
Voraussetzung fu¨r die soeben beschriebene Erweiterung des Bisektionsverfahrens ist die Annah-
me, daß der betrachtete Kreis B˜ eine hinreichend gute Approximation von B darstellt, also
dem Kreis, der den Progenitorpunkt q auf seiner Kreislinie entha¨lt. Damit verlaufen die unter-
suchten Geoda¨tischen Kreise Cl sehr eng um q herum und bilden damit als Offsetkurve eine
gute Na¨herung des Punktes selbst. Diese Na¨herungseigenschaft wurde bereits in Hilfssatz 2.4.2
mathematisch beschrieben. Der gesuchte Wert ϕ(t0) ist der tangentiale Winkel, mit dem die
Geoda¨tische Radiuskurve von B in q hinein verla¨uft. Das vorgeschlagene Verfahren na¨hert den
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Mediale Differentialgleichung (siehe Gleichung (4.8) auf Seite 88)
Methode: Differentialgleichungssystem erster Ordnung aus 2 Gleichungen.
Voraussetzung: C3–stetige Fla¨che, ggf. C3–stetige Fla¨chenkurve(-n).
Anfangswerte: Durch einen eigenen Algorithmus zu bestimmen (vgl. Abschnitt 4.5).
Teilprobleme: Jacobi Differentialgleichung (vgl. Abschnitt 3.6, Tabelle 3.2).
Ergebnisse:
s(t) Medialer Abstand bezu¨glich des Parameters t des ersten Progeni-
torobjekts.
ϕ(t) Geschleppter Parameter bezu¨glich des zweiten Progenitorobjekts.
µ(t) Medialer Punkt zum Parameter t durch Einsetzen der Lo¨sung in
Geoda¨tische Differentialgleichung µ(t) = γt(s(t)) = r(O(s(t), t)).
s′(t) Wachstumsverhalten des Medialen Abstands als linke Seite der Medialen
Differentialgleichung.
ϕ′(t) Wachstumsverhalten des geschleppten Parameters als linke Seite der Me-
dialen Differentialgleichung.
Tabelle 4.1: Anforderungen und Ergebnisse der Medialen Differentialgleichung
zugeho¨rigen Winkel des Beru¨hrpunktes eines Kreises C um q, der den Geoda¨tischen Kreis B˜
beru¨hrt (siehe Abbildung 4.12). Unter der Voraussetzung, daß B˜ hinreichend nahe an B verla¨uft,
wird daher ϕl+1 eine gute Na¨herung von ϕ(t0) darstellen.
4.6 Beispiele zur Berechnung Medialer Kurven
In diesem Abschnitt wollen wir die Methode zur Berechnung Medialer Kurven in a¨hnlicher Form
wie zum Ende von Kapitel 3 zusammenfassen und anhand einiger numerischer Experimente
konkretisieren. Zur Lo¨sung der Medialen Differentialgleichung wurde das Verfahren nach Adams
(vgl. [HW76]) in der Implementation der Numerical Algorithm Group [NAG89] eingesetzt.
Um die partiellen Ableitungen der Offsetfunktionen ∂sO und ∂tO zur Verfu¨gung zu haben, muß
fu¨r jeden Schritt des Differentialgleichungslo¨sers die Jacobi Differentialgleichung (siehe Gleichung
3.68 auf Seite 77) gelo¨st werden. Daraus ergibt sich die formale Forderung nach einer C3–stetigen
Fla¨chengeometrie, sowie nach einer C3–stetigen Progenitorkurve.
Im folgenden ist fu¨r jede mo¨gliche Konfiguration von Progenitorobjekten mindestens ein Bei-
spiel einer verallgemeinerten Medialen Kurve berechnet worden. Wir beginnen mit der Medialen
Kurve zweier Fla¨chenkurven. In Abbildung 4.13 wird die gleiche C2–stetige BSpline–Fla¨che be-
trachtet wie in Abschnitt 3.6. Als Progenitorkurven wurden ebenfalls BSpline–Kurven verwen-
det, beide vom Grad 3, beide zum Knotenvektor T = (0, 0, 0, 0, 1/2, 1, 1, 1, 1), was eine Aufteilung
beider Parameterintervalle in zwei Segmente zur Folge hat. An dem Segmentu¨bergang sind beide
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Abbildung 4.13: Mediale Kurve zweier Progenitorkurven auf einer C2–stetigen Nurbs–Fla¨che
Kurven kru¨mmungsstetig. Ihre deBoor–Kontrollpunkte sind gegeben durch(
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2. Progenitorkurve (gru¨n).
Die resultierende Mediale Kurve ist in den Abbildungen 4.13 und 4.14 (zugeho¨rige Parameter-
raumkurven) in blau eingezeichnet worden. Diese Mediale bezieht sich auf das Kurvenparame-
terintervall [0.1, 0.9] der ersten Progenitorkurve. Obwohl es sich bei der betrachteten Fla¨che
lediglich um eine C2–stetige Fla¨che handelt, konnte die Mediale Differentialgleichung u¨ber die
Segmentgrenzen der Fla¨chen hinaus gelo¨st werden.
In den na¨chsten Beispielen werden wir die Fla¨che betrachten, die durch die Parametrisierung
r(u, v) := (u, v, cos(u) sin(v))T
gegeben ist. Es handelt sich hierbei um eine wellenfo¨rmige Fla¨che, deren Gaußkru¨mmung in
periodischen Absta¨nden das Vorzeichen wechselt. Die folgenden Abbildungen 4.15 und 4.17 zei-
gen den Verlauf dieser Fla¨che. In allen Beispielen wurde als Parameterraum [−π, π] × [−π, π]
gewa¨hlt. Wir betrachten zuna¨chst weiter den Fall zweier Progenitorkurven. Zusa¨tzlich wollen
wir nun verallgemeinerte Mediale Kurven berechnen, d.h. ein anderes Abstandsverha¨ltnis als
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Abbildung 4.14: Parameterraumkurven der Medialen Kurve aus Abbildung 4.13
b(t) = 1 wa¨hlen, wie dies in Abbildung 4.13 der Fall ist. Daru¨berhinaus wollen wir die Genauig-
keit der benutzten Methode dokumentieren. Eine Methode besteht darin, zwei sich schneidende
Progenitorkurven zu betrachten. Jede verallgemeinerte Mediale Kurve muß natu¨rlich durch die-
sen Schnittpunkt verlaufen. Wa¨hlt man als Anfangswert der Medialen Differentialgleichung einen
Medialen Punkt, der sich hinreichend weit von dem Schnittpunkt entfernt befindet, so kann man
— zumindest heuristisch — die Gu¨te des betrachteten Verfahren daran messen, wie genau der
Schnittpunkt tatsa¨chlich gefunden wurde.3
In Abbildung 4.15 ist eine solche Konfiguration abgebildet. Die Berechnungen basieren auf zwei
Fla¨chenkurven α und β, deren Parameterraumkurven BSpline–Kurven vom Grad 3 sind. Beide
besitzen die gleichen Charakteristika, wie die in Abbildung 4.13 gezeigten Progenitorkurven.
Insbesondere handelt es sich bei beiden um C2–stetige Splines. Ihr Knotenvektor lautet wieder
T = (0, 0, 0, 0, 1/2, 1, 1, 1, 1), so daß beide zugeho¨rigen Parameterintervalle in zwei Segmente
[0, 1/2] und [1/2, 1] unterteilt werden. Ihre deBoor–Kontrollpunkte lauten(
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2. Progenitorkurve β (gru¨n).
Ausgehend von diesen beiden Progenitorkurven wurden insgesamt drei Mediale Kurven zu un-
terschiedlichen konstanten Verha¨ltnissen berechnet. Die blaue Fla¨chenkurve entspricht der Me-
dialen Kurve mit b = 1. Die Kurve in der Farbe Magenta besitzt ein Abstandsverha¨ltnis von
1 : 2 zwischen erster und zweiter Progenitorkurve. Fu¨r die letzte verallgemeinerte Mediale wur-
de schließlich b = 4 gewa¨hlt; sie wurde durch einen pinkfarbenen Verlauf gekennzeichnet. Diese
3Tatsa¨chlich stellt die U¨berpru¨fung der berechneten Gro¨ßen ein generelles Problem dieser Verfahren dar. Denn
einerseits stehen Geoda¨tische Kurven in den seltensten Fa¨llen als geschlossene Formeln zur Verfu¨gung. Anderer-
seits erfolgt die La¨ngenmessung auf Fla¨chen la¨ngs Geoda¨tischer Kurven, so daß eine exakte Fehlerauswertung nur
mit Hilfe numerisch berechneter Geoda¨tischer erfolgen ko¨nnte.
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Abbildung 4.15: Verallgemeinerte Mediale Kurve zweier Kurven auf einer wellenfo¨rmigen Fla¨che
Farbgebung wurde in Abbildung 4.16 beibehalten, die die gesamte Situation in dem zugeho¨rigen
Parameterraum darstellt. Der Durchlaufsinn der ersten Progenitorkurve α wurde (aus einem
noch zu kla¨renden Grund) bei diesem Beispiel umgekehrt, so daß sich der Parameter t von Eins
nach Null bewegt.
Zuna¨chst fa¨llt der scheinbar falsche Verlauf der letztgenannten, pink gefa¨rbten Kurve auf. Sie
scheint nicht nur auf der
”
falschen“ Seite bezu¨glich der ersten Progenitorkurve zu verlaufen, die
Berechnung der Kurve ist auch beim Parameterwert t1 = 0.175 der ersten Progenitorkurve abge-
brochen. (Dies erkla¨rt auch die Umkehrung des Durchlaufsinns: die berechnete pinkfarbene Kur-
ve wa¨re andernfalls nicht mehr durch den Schnittpunkt beider Progenitorkurven verlaufen, was
jedoch Sinn dieses Beispiels war.) Zur Aufkla¨rung des merkwu¨rdigen Verhaltens dieser Medialen
sind in den Abbildungen 4.15 und 4.16 noch vier weitere, orangefarbige Kurven vermerkt. Alle
vier stellen Geoda¨tische Kurven dar, die orthogonal zu einer der beiden Progenitorkurven star-
ten. Das erste Paar Geoda¨tischer startet im Punkt α(t0) bzw. β(ϕ(t0)), wobei t0 = 0.9 gewa¨hlt
wurde. Als zugeho¨rigen Wert des geschleppten Parameters wurde ϕ(t0) = 0.863194723460359
numerisch ermittelt. Als Bogenla¨nge wurde im Fall der Geoda¨tischen ausgehend von α ein Ab-
stand von sα(t0) = 0.39972210001916, ausgehend von β jedoch sβ(t0) = 1.5988884
.
= 4 sα(t0)
gewa¨hlt.
Auf den ersten Blick erkennt man in Abbildung 4.15 kaum, daß es sich bei den hinteren oran-
gefarbenen Kurven tatsa¨chlich um zwei verschiedene Geoda¨tische handelt. Dies verra¨t erst der
Blick auf die Darstellung des Parameterraums (Abbildung 4.16). Fu¨r das zweite Paar Geoda¨ti-
scher wurden die Werte der Abbruchparameter t1 = 0.175 und ϕ(t1) = 0.225438316067409,
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Abbildung 4.16: Parameterraumkurven der Medialen Kurve aus Abbildung 4.15
sowie die Absta¨nde sα(t1) = −0.487735210446540 und sβ(t1) = 4 sα(t1) gewa¨hlt. Das negative
Vorzeichen resultiert aus dem Durchlauf der verallgemeinerten Medialen durch den Schnittpunkt
beider Progenitorkurven.
Man erkennt dreierlei. Erstens ist der Verlauf der pinkfarbenen Medialen keineswegs fehlerhaft.
Das Abstandsverha¨ltnisse 1 : 4 zu den Progenitorkurven α und β stimmt in jedem Punkt der be-
rechneten Medialen. Die berechneten Werte von s und ϕ wurden zur U¨berpru¨fung dieser Aussage
benutzt, um, wie bei den beiden orange eingezeichneten Kurven, mehrere solcher Geoda¨tischen
zu berechnen, und die beiden resultierenden uv–Parametertupel zu vergleichen. Das Ergebnis
war im Mittel eine Fehlernorm, die etwa bei 10−7 lag.
Wenn man bei dieser berechneten Kurve von einem Fehler sprechen will, so liegt dieser bei der
”
falschen“ Wahl des Anfangswertes der Medialen Kurve. Dies die zweite angeku¨ndigte Beoabach-
tung. Offenbar resultiert der Verlauf der pinkfarbenen Medialen aus einem medialen Startwert,
welcher nicht zwischen der roten und der gru¨nen Progenitorkurve liegt. Daß dieser gefundene
Anfangswert jedoch problemgerecht gewa¨hlt wurde, also im eigentlichen Sinne nicht als falsch
bezeichnet werden darf, haben wir ja bereits im letzten Absatz gezeigt. Vielmehr ist die Formulie-
rung, daß der Startwert nicht
”
zwischen den beiden Progenitorobjekten liegt“ als zu menschlich
(im Sinne von zu intuitiv) zu bezeichnen. Denn erstens ist es nicht trivial, dieses intuitive Ver-
stehen von
”
dazwischen“ innerhalb der vorgegebenen Geometrie algorithmisch umzusetzen. Und
zweitens liegt die pinkfarbene Kurve ebenfalls
”
zwischen“ der roten und der gru¨nen Fla¨chen-
kurve, nur eben zwischen weiter entfernten A¨sten. Anhand dieses Beispiels erkennt man daher
die Problematik der automatischen Anfangswertsuche. Eine sicherlich sehr gute Methode, dieser
mißlichen Situation zu entfliehen, ist Benutzerinteraktion, bei der der Bedienende einen groben
Anfangswert vorgeben ko¨nnte.
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Abbildung 4.17: Mediale Kurven zweier Progenitorpunkte auf einer wellenfo¨rmigen Fla¨che
Die dritte Beobachtung, die mit Hilfe der orangefarbenen Geoda¨tischen gemacht werden kann,
betrifft den Grund fu¨r den Abbruch der Berechnungen. Betrachtet man das zweite Paar Geoda¨-
tischer zu den Parameterwerten t1 bzw. ϕ(t1) in Abbildung 4.16, so erkennt man, daß die
Geoda¨tischen hier (teilweise) deckungsgleiche Spuren besitzen. Nach Satz 4.1.2 ist dies aller-
dings eine auszuschließende Situation, da sonst die Matrix der Medialen Differentialgleichung
singula¨r ist, die Differentialgleichung demnach nicht la¨nger regula¨r bleibt. Dies ist auch der
Grund fu¨r den Abbruch der Berechnungen.
Schließlich wollen wir anhand des letzten Beispiels noch die Situation im Schnittpunkt der
beiden Progenitorkurven betrachten, was die eigentliche Absicht der betrachteten Konfiguration
darstellte. Augenscheinlich verlaufen alle drei berechneten verallgemeinerten Medialen Kurven
durch den vorgegebenen Schnittpunkt. Die berechneten numerischen Werte fu¨r den Medialen
Abstand erreichen ihren kleinsten Wert mit etwa s = 4 · 10−4 bei dem Parameterwert t = 0.552.
Dies bezieht sich auf eine Auflo¨sung von 1000 berechneten Medialen Punkten. Wu¨rde man
die Anzahl der auszugebenden Medialen Punkte erho¨hen, ko¨nnte man entsprechend bessere
Ergebnisse erzielen. Diese Zahl bestimmt na¨mlich, in wieviele a¨quidistante Teilintervalle das
Parameterintervall von α unterteilt wird.
Fu¨r unsere na¨chsten Beispiele wollen wir die gleiche Fla¨che betrachten, diesmal jedoch zwei
Progenitorpunkte wa¨hlen. Im ersten Fall (linke Ha¨lfte von Abbildung 4.17) wurden die Punk-
te p = r(0,−π/2) (roter Punkt) und q = r(0, π/2) (gru¨ner Punkt) symmetrisch zueinander
gewa¨hlt. Wieder sollten insgesamt vier verallgemeinerte Mediale Kurven in den Abstandsverha¨lt-
nissen b = 1 (blau), b = 2 (magenta) bzw. b = 4 (pink) berechnet werden. Der Bereich, in dem
sich der tangentiale Winkel aus Sicht des ersten Progenitorpunktes bewegen sollte, wurde auf
das Intervall [π/4, 3π/4] festgelegt. In dem Fall der Medialen Kurve mit b = 1 erwarten wir aus
Symmetriegru¨nden eine zugeho¨rige Parameterraumkurve, die exakt auf der u–Achse verla¨uft,
fu¨r die also v = 0 erfu¨llt ist (vgl. linke Ha¨lfte von Abbildung 4.18). Unsere numerischen Expe-
rimente besta¨tigten auch in diesem Fall die vorgeschlagene Methode zur Berechnung Medialer
Kurven. Die resultierenden v–Parameter wiesen alle einen Betrag kleiner als 10−7 auf.
Im zweiten Beispiel zur Berechnung verallgemeinerter Medialer Kurven zwischen zwei Progeni-
torpunkten (rechte Ha¨lfte von Abbildung 4.17 bzw. 4.18 wurde die gleiche Fla¨che betrachtet.
Nun wurde eine nicht symmetrische Situation mit den Punkten p = r(−0.8,−1.7) (rot) und
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Abbildung 4.18: Parameterraumkurven der Medialen Kurven aus Abbildung 4.17
q = r(0.5, 1.5) (gru¨n) gewa¨hlt. Die vorgegebenen Abstandsverha¨ltnisse betrugen wieder b = 1,
b = 2 und b = 4, die zu beru¨cksichtigenden Winkelintervalle waren jeweils als [π/6, 2π/3] ver-
einbart. Daru¨berhinaus wurden in Abbildung 4.17 und 4.18 zusa¨tzlich zwei Geoda¨tische Kurven
eingezeichnet, die, von den zugeho¨riegn Progenitorpunkten ausgehend, in den Farben Rot bzw.
Gru¨n eingezeichnet wurden. Ihre Ausgangswinkel waren mit t0 = 1.45 bzw. ϕ(t0) = 4.525 so
gewa¨hlt worden, daß sie in etwa den Parametern entsprechen, die einen minimalen Wert des
Medialen Abstands induzieren (bei einer Auflo¨sung von nur 40 berechneten Medialen Punkten).
Trotz dieser sehr groben Auflo¨sung suggeriert der visuelle Eindruck in Abbildung 4.18, daß die
rote und gru¨ne Kurve Teil der selben Geoda¨tischen Parameterraumkurve sind, da die zugeho¨ri-
gen Tangenten im Medialen Punkt (bis auf ihr Vorzeichen) identisch sind. Beide Teile zusammen
ergeben damit die ku¨rzeste Verbindung zwischen den Fla¨chenpunkten p und q.
Als letztes Beispiel zur Berechnung Medialer Kurven betrachten wir die Situation einer Proge-
nitorkurve und eines Progenitorpunktes in Abbildung 4.19. Die zugrundeliegende Fla¨che ist ein
Katenoid, der durch die Parametrisierung
r(u, v) := (cos(u) cosh(v), sin(u) cosh(v), v)T fu¨r 0 ≤ u ≤ 2π, −1 ≤ v ≤ 1.
gegeben ist. Das erste Progenitorobjekt (rot) ist der Fla¨chenpunkt p = r(1,−1/2). Als Fla¨chen-
kurve (gru¨n) betrachten wir zum Knotenvektor T = (0, 0, 0, 0, 0.5, 1, 1, 1, 1) die BSpline–Kurve
vom Grad 3 mit den deBoor–Kontrollpunkten(
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Diesmal wurden die Medialen Kurven zu den Absta¨ndsverha¨ltnissen b = 1 und b = 2 berechnet.
Der Winkelparameter bezu¨glich p variiert zwischen π/12 und 5π/12. Die resultierenden Kurven
in dem zugeho¨rigen Parameterraum sind in Abbildung 4.20 zu erkennen.
118 Kapitel 4 Mediale Kurven
Abbildung 4.19: Mediale Kurven zu einem Fla¨chenpunkt und einer –kurve auf einem Katenoid
Abbildung 4.20: Parameterraumkurven der Medialen Kurven aus Abbildung 4.19
4.7 Mediale Kurven und Geoda¨tische Verbindungskurven
In diesem Abschnitt wollen wir kurz daru¨ber berichten, wie das Kalku¨l der Medialen Kurve und
des zugeho¨rigen Medialen Abstands dazu benutzt werden kann, eine geoda¨tische Verbindung
zwischen zwei Progenitorobjekten numerisch zu bestimmen. Die einfachste Konfiguration besteht
in der Vorgabe zweier Fla¨chenpunkte p, q ∈ S. In diesem Fall mo¨chte man idealerweise die
ku¨rzeste Verbindungskurve auf der betrachteten Fla¨che bestimmen, die etwa in p starten und
im Punkt q enden soll.
Die Existenz einer solchen Vebindungskurve ist im allgemeinen nicht gewa¨hrleistet. Hierfu¨r be-
trachte man die
”
gelochte“ Einheitsspha¨re, die durch Entfernen eines einzigen Punktes (etwa des
Nordpols) aus der Spha¨re entsteht. Zur Konstruktion einer regula¨ren Parametrisierung dieser
Fla¨che kann u¨brigens die Umkehrabbildung der unter dem Namen stereographische Projektion
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bekannten Abbildung
Π :
{
(x, y, z)T | x2 + y2 + z2 = 1
}
−→ IR2
Π : (x, y, z)T 7−→

x
1− sign (z)√1− x2 − y2
y
1− sign (z)√1− x2 − y2

benutzt werden. Zu beliebigem z0 > 0 (no¨rdliche Hemisspha¨re) ist die ku¨rzeste Verbindung
zwischen den beiden Punkten p := (−x0,−y0, z0)T und q := (x0, y0, z0)T im Fall der (nicht-
gelochten) Spha¨re das Segment des zugeho¨rigen Großkreises, das den Nordpol entha¨lt. Dieser
geho¨rt aber in unserem Beispiel nicht zu der betrachteten gelochten Spha¨re. Das Infimum der
La¨ngen aller Verbindungskurven entspricht jedoch der La¨nge dieser
”
nicht erlaubten“, durch den
Nordpol verlaufenden Fla¨chenkurve. Da jede andere Verbindungskurve eine gro¨ßere Bogenla¨nge
besitzt, wird das Infimum durch keine Verbindungskurve der gelochten Spha¨re angenommen,
folglich existiert keine bogenla¨ngenminimale, verbindende Fla¨chenkurve.
Selbst wenn man die Existenz der ku¨rzesten Verbindungskurve annimmt, muß diese im allge-
meinen keine Geoda¨tische Kurve sein. Betrachtet man z.B. die Fla¨chenparametrisierung
r(u, v) :=
(
u, 1 + v u2, 0
)T
fu¨r −2 ≤ u ≤ 2, 0 ≤ v ≤ 1,
so erha¨lt man als Fla¨che den Bereich der Euklidischen Ebene zwischen der u-Achse und der
Parabel (u, 1 + u2)T fu¨r −2 ≤ u ≤ 2. Da dieser Bereich nicht konvex ist, gibt es Punkte,
deren ku¨rzeste Verbindung kein Geradenstu¨ck sind. Tatsa¨chlich wird in diesem Fall die Ver-
bindungsku¨rzeste aus Geradenstu¨cken und einem Abschnitt der Parabel (also des Randes der
Fla¨che) bestehen. Man muß nun einwenden, daß es sich bei der betrachteten Fla¨che nicht um
eine regula¨re Fla¨che handelt, da der Definitionsbereich der Fla¨che keine offene Menge ist (viel-
mehr handelt es sich hierbei um eine 2-Mannigfaltigkeit mit Rand). Die resultierende Fla¨che bei
Betrachten des Inneren des vorgegebenen Definitionsbereiches hat jedoch den gleichen Mangel
wie die oben besprochene gelochte Spha¨re: hier gibt es Punkte, deren Verbindungsku¨rzeste nicht
komplett innerhalb der Fla¨che verlaufen,
Vom mathematischen Standpunkt vermeidet man die eben angesprochenen Probleme, indem
man sogenannte vollsta¨ndige Fla¨chen betrachtet (siehe z.B. [dC76], S. 325 ff.). Fu¨r eine vollsta¨n-
dige Fla¨che kann na¨mlich gezeigt werden, daß fu¨r jedes Punktepaar eine bogenla¨ngenminimale
Verbindungskurve existiert, die eine Geoda¨tische Kurve sein muß (Satz von Hopf–Rinow, z.B.
in [dC76], S 333 ff.). Wie bereits zu Beginn von Abschnitt 2.2 erla¨utert, stellt diese Klasse
parametrischer Fla¨chen jedoch nicht die fu¨r die Anwendungen im Computer Aided Geometric
Design relevante dar. Daher schwa¨chen wir unser Ziel ab, indem wir lediglich nach Geoda¨tischen
Kurven suchen wollen, die die gegebenen Progenitorobjekte verbinden.
Handelt es sich bei der Berechnung von Geoda¨tischen Kurven um ein Anfangswertproblem
unter Vorgabe des Startpunktes und einer Startrichtung, so entspricht die Berechnung einer
Geoda¨tischen Kurve, die die Punkte p und q verbindet, dem Lo¨sen eines Randwertproblems,
wobei die Randbedindungen durch die Lage der Fla¨chenpunkte bestimmt sind. Bekanntlich sind
Randwertprobleme i.a. nicht eindeutig lo¨sbar. Dies deckt sich auch mit unserer geometrischen
Vorstellung, nach der eine solche Verbindungsgeoda¨tische zu zwei Punkten nicht eindeutig be-
stimmt sein muß. Das Problem der numerischen Bestimmung der Verbindungsgeoda¨tischen zu
zwei gegebenen Fla¨chenpunkten wurde zuletzt von Maekawa in [Mae96] untersucht. Dort wurde
die Methode der Finiten Differenzen zur Lo¨sung des zugeho¨rigen Randwertproblems benutzt.
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Die zuletzt genannte Methode beschra¨nkt sich jedoch auf Geoda¨tische Kurven zwischen zwei
Fla¨chenpunkten. In [KAB95] wird das Problem durch Betrachten der Niveaulinien des Geoda¨-
tischen Abstands angegangen. Hierbei werden sowohl Fla¨chenpunkte als auch abgeschlossene
Teilmengen der Fla¨che zugelassen. Dies entspricht bereits im wesentlichen der von uns ange-
strebten Benutzung von Offsetkurven. Die dort weiter vorgeschlagene Methode ist jedoch auf
Fla¨chen der Form
r(u, v) = (u, v, f(u, v))T
beschra¨nkt. Ferner werden Offsetkurven nicht explizit benutzt. Sie dienen hierbei als theoreti-
sches Hilfsmittel, um (in unserer Sprechweise) das Vektorfeld der Gradienten der Abstandsfunk-
tion in der uv–Ebene in Abha¨ngigkeit des Progenitorparameters und des Geoda¨tischen Abstands
auszudru¨cken.
Das von uns vorgeschlagene Verfahren ko¨nnte als Vertreter der Shooting Methoden zur Lo¨sung
des vorliegenden Randwertproblems betrachtet werden. Bei solchen Ansa¨tzen lo¨st man das zu-
geho¨rige Anfangswertproblem, das sich in unserem Fall durch die Position eines der beiden
Progenitorpunkte, sowie durch Vorgabe einer beliebigen Startrichtung der Geoda¨tischen ergibt.
In der Regel wird die so berechnete Lo¨sung nicht in dem zweiten Progenitorpunkt enden, so daß
die zweite Randwertbedingung verletzt wird. In diesem Fall ist der Prozeß zu iterieren, wofu¨r
eine neue Startrichtung zu bestimmen ist. Die Schwierigkeiten bei dieser Vorgehensweise liegen
in der unbestimmten La¨nge der in jeder Iteration zu berechnenden Geoda¨tischen und in dem
Mangel guter Kriterien zur Anpassung der neuen Startrichtung (siehe auch [Mae96]). Ferner ist
eine Verallgemeinerung fu¨r beliebige Progenitorobjekte keineswegs offensichtlich. Daher scheint
bislang kein u¨berzeugender Vertreter dieser Art von Algorithmus zur Berechnung Geoda¨tischer
Verbindungssegmente formuliert worden zu sein.
Mit Hilfe der Medialen Kurve und ihrer in Abschnitt 4.2 gezeigten Eigenschaften ko¨nnen die
eben genannten Ma¨ngel behoben werden. Da wir Mediale Kurven nicht nur fu¨r Progenitor-
punkte, sondern auch fu¨r Progenitorkurven berechnen ko¨nnen, la¨ßt sich unser Verfahren auch
zur Bestimmung Geoda¨tischer Verbindungskurven zwischen Punkten und Kurven oder zwischen
zwei Kurven benutzen. Unsere Methode basiert im wesentlichen auf dem folgenden Satz.
Satz 4.7.1
Gegeben seien zwei Progenitorobjekte der regula¨ren parametrischen Fla¨che S. Die induzierte
Mediale Kurve verlaufe durch keinen Fokalpunkt bezu¨glich eines der Progenitorobjekte. Die bo-
genla¨ngenparametrisierte Geoda¨tische Kurve γt0(σs) (die im Fall einer Progenitorkurve in or-
thogonaler Richtung vom ersten Progenitorobjekt startet) endet genau dann im zweiten Progeni-
torobjekt (im Fall einer Progenitorkurve in zur Kurventangenten orthogonaler Richtung), wenn
fu¨r die Funktion des Medialen Abstands s′(t0) = 0 gilt. Die resultierende Verbindungskurve hat
in diesem Fall die La¨nge 2 s(t0).
Beweis:
Falls der Punkt der Geoda¨tischen γt0(σ L) Element des zweiten Progenitorobjekts ist und im
Fall einer Progenitorkurve σ γ ′t0(σ L) orthogonal zur korrespondierenden Kurventangente ist, so
ist offensichtlich γt0(σ L/2) Element der Medialen Kurve. Die zugeho¨rige Geoda¨tische ausgehend
vom zweiten Progenitorobjekt γ˜ϕ(t0)(σ˜ s) besitzt die gleiche Spur wie γt0 und ”
schneidet“ diese
daher im Medialen Punkt in einem Winkel von π, d.h. es gilt
σ γ ′t0 (σ L/2) = −σ˜ γ˜ ′ϕ(t0) (σ˜ L/2) .
Nach Hilfssatz 4.2.3 folgt daher s′(t0) = 0. Ferner gilt fu¨r den Medialen Abstand s(t0) = L/2.
4.7 Mediale Kurven und Geoda¨tische Verbindungskurven 121
Gilt umgekehrt s′(t0) = 0 fu¨r die Ableitung der Funktion des Medialen Abstands, so erha¨lt
man nach Lemma 4.2.3 σ γ ′t0 = −σ˜ γ˜ ′ϕ(t0), was die Kollinearita¨t der beteiligten Tangenten der
Geoda¨tischen Kurven im Medialen Punkt liefert. Da (bogenla¨ngenparametrisierte) Geoda¨tische
eindeutig bestimmt sind, stimmen die Spuren beider Kurven u¨berein und somit ist γt0 ein
Geoda¨tisches Verbindungssegment der La¨nge 2s(t0) zwischen dem ersten und dem zweiten Pro-
genitorobjekt.
Der letzte Satz liefert natu¨rlich sofort eine Idee, wie ein Algorithmus zur Bestimmung von
Geoda¨tischen Verbindungskurven formuliert werden kann. Da die Ableitung der Funktion des
Medialen Abstands als rechte Seite der Medialen Differentialgleichung (4.7) berechnet werden
kann, wird man die Nullstellen dieser Ableitung etwa durch ein Bisektionsverfahren bestimmen
wollen. Hat man schließlich mehrere Nullstellen gefunden, so wa¨hlt diejenige aus, deren Funkti-
onswert s(t0) minimal ist, um so eine ku¨rzeste Geoda¨tische Verbindungskurve zu erhalten. Da wir
eben an der ku¨rzesten Verbindungsgeoda¨tischen interessiert sind, erscheint es jedoch gu¨nstiger,
den Medialen Abstand zu minimieren. Hierfu¨r stehen in der Programmbibliothek der Numerical
Algorithm Group [NAG89] etablierte Verfahren zur Verfu¨gung, die im u¨brigen die Information
der ersten Ableitung s′(t) des Medialen Abstands ausnutzen ko¨nnen. Eine ausfu¨hrliche U¨ber-
sicht bestehender Algorithmen zur Minimierung gegebener Funktionen findet man in [Fle80]. In
unserer Implementation haben wir auf eine Routine der NAG zuru¨ckgegriffen, die die Methode
kubischer Interpolation (ausgehend von Wert und Ableitung der betrachteten Funktion) zur
approximativen Lo¨sung des Minimierungsproblems zur Funktion s(t) in einem vorzugebendem
Intervall a ≤ t ≤ b einsetzt (siehe auch [GM74]).
Zur Initialisierung des Verfahrens ist zuna¨chst zu einem beliebigen Parameter t0 ∈ [a, b] bezu¨glich
des ersten Progenitorobjekts ein Tupel (s(t0), ϕ(t0)) bestehend aus Medialem Abstand s(t0) und
geschlepptem Parameter ϕ(t0) zu bestimmen. Dies kann, wie in Abschnitt 4.5 erla¨utert, mit
einem Bisektionsverfahren mit anschließender Nachiteration (z.B. durch ein Newton–Verfahren)
geschehen. Neben den so ermittelten Werten s(t0) und ϕ(t0) ko¨nnen durch Einsetzen in die
Mediale Differentialgleichung auch die Ableitungen s′(t0) und ϕ′(t0) berechnet werden.
Im i–ten Iterationsschritt des Minimierers wird der Funktionsverlauf von s(t) durch kubische
Interpolation gescha¨tzt. Hierfu¨r werden zu einem neu festzulegenden Parameter ti die Werte
s(ti−1), s′(ti−1), s(ti) und s′(ti) benutzt. Daher erwartet die Routine in jedem Iterationsschritt
Wert und Ableitung des Medialen Abstands zum Parameter ti. Diese Werte ko¨nnten durch Lo¨sen
der Medialen Differentialgleichung im Bereich von ti−1 bis ti numerisch bestimmt werden. Um
den Rechenaufwand so gering wie mo¨glich zu gestalten, haben wir jedoch einen anderen Weg
beschritten. Da mit s(ti−1) und ϕ(ti−1) Werte fu¨r den Medialen Abstand bzw. den geschleppten
Parameter zum Progenitorparameter ti−1 vorliegen, ko¨nnen diese als grobe Na¨herungen der ge-
suchten Werte s(ti) und ϕ(ti) betrachtet werden. Daher werden sie in unserer Implementation als
Startwerte der iterativen Approximation der Wurzeln von Gti aus Gleichung 4.27 mit Hilfe eines
Newton–Verfahrens benutzt. Sollte diese Vorgehensweise scheitern, kann anschließend versucht
werden, s(ti) und ϕ(ti) durch Lo¨sen der Medialen Differentialgleichung zu na¨hern. Die Ableitung
s′(ti) ergibt sich bei Erfolg durch Einsetzen von s(ti) und ϕ(ti) in das Gleichungssystem (4.7).
In Tabelle 4.2 wurde das soeben vorgestellte Verfahren zusammengefaßt.
Zum Abschluß dieses Abschnitts wollen wir noch einige Beispiele unserer Berechnungen pra¨sen-
tieren. Da alle Berechnungen Medialer Kurven aus Abschnitt 4.6 auch als Tests der hier erla¨uter-
ten Methode verstanden werden ko¨nnen, wollen wir uns hier auf drei Beispiele beschra¨nken.
Insbesondere in Abbildung 4.17 auf Seite 116 haben wir bereits eine Verbindungsgeoda¨tische
zwischen zwei Punkten kennengelernt, die durch einen Punkt der Medialen Kurve induziert
wurde.
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Geoda¨tische Verbindungskurve
Methode: Minimierung des Medialen Abstands.
Voraussetzung: C3–stetige Fla¨che, ggf. C3–stetige Fla¨chenkurve(-n).
Anfangswerte: Algorithmus zur Bestimmung eines einzelnen Tupels (s(t0), ϕ(t0))
T aus
Medialem Abstand und geschlepptem Parameter (vgl. Abschnitt 4.5).
Teilprobleme: Iteratives Verfahren zur Bestimmung einer Wurzel von Gti (vgl. Ab-
schnitt 4.5
Mediale Differentialgleichung (vgl. Abschnitt 4.1).
Ergebnisse:
tg Parameter bezu¨glich des ersten Progenitorobjekts, so daß γtg eine Ver-
bindungsgeoda¨tische ist.
ϕ(tg) Zugeho¨riger geschleppter Parameter bezu¨glich des zweiten Progenitor-
objekts.
2 s(tg) La¨nge des verbindenden Geoda¨tischen Segments.
Tabelle 4.2: Anforderungen und Ergebnisse der Bestimmung Geoda¨tischer Verbindungskurven
Alle Berechnungen dieses Abschnitts finden auf der zuletzt in den Beispielen von Abschnitt 4.6
betrachteten, wellenfo¨rmigen Fla¨che
r(u, v) := (u, v, cos(u) sin(v))T
statt. Wir beginnen in Abbildung 4.21 mit der Bestimmung einer Geoda¨tischen Kurve, die zwei
Fla¨chenpunkte miteinander verbindet. In diesem Fall wurde als Parameterraum der betrachteten
Fla¨che [−2π, 2π] × [−2π, 2π] gewa¨hlt. Die Fla¨chenpunkte besitzen die uv–Koordinaten p :=
(−π,−π/2)T (roter Punkt) und q := (π,−π/2)T (gru¨ner Punkt). Mit dieser Wahl befinden
sich die Punkte auf benachbarten
”
Hu¨gelspitzen“ der Fla¨che, so daß die gewa¨hlte Situation eine
gewisse Symmetrie besitzt.
Entsprechend konnte unser Verfahren gleich zwei Verbindungsgeoda¨tische bestimmen. In Abbil-
dung 4.21 wurden diese in Blau und Magenta eingezeichnet. Der ermittelten Medialen Absta¨nde
betragen 3.75141544415561 bzw. 3.75141546445884, was eine U¨bereinstimmung bis zur siebten
Nachkommastelle bedeutet. Verfolgt man eine resultierende Geoda¨tische bis zu einer Bogenla¨nge,
die dem Doppelten des ermittelten zugeho¨rigen Medialen Abstands entspricht, so erreicht man
idealerweise den zweiten Progenitorpunkt. Als Gu¨temaß des erzielten Ergebnisses haben wir
daher die Differenz zwischen exakten uv–Koordinaten des zweiten Progenitorpunkts und den
ermittelten Koordinaten des Endpunkts des Geoda¨tischen Verbindungssegments betrachtet. Im
Beispiel der blauen Kurve ergibt sich eine Fehlernorm von etwa 3 · 10−9, fu¨r die magentafarbene
7 · 10−8.
Da man ferner die jeweiligen geschleppten Parameter bezu¨glich des zweiten Progenitorobjekts
durch unser Verfahren berechnet, kann man die zugeho¨rigen Verbindungsgeoda¨tischen betrach-
ten, die von dem zweiten Fla¨chenpunkt ausgehen. Da es sich bei dem geschleppten Parameter
ebenfalls um eine approximierte Gro¨ße handelt, ist hierbei jedoch eine gro¨ßere Abweichung zu
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Abbildung 4.21: Verbindende Geoda¨tische Kurve zweier Fla¨chenpunkte
erwarten. So wundert es nicht, daß die zugeho¨rige Fehlernorm von etwa 10−7 im Fall der blauen
Kurve etwas gro¨ßer ist. Bemerkenswert ist schließlich die erfreulich geringe Anzahl der in die-
sem Beispiel beno¨tigten Iterationen der Minimierungsroutine. So mußten lediglich 7 Durchla¨ufe
verwandt werden, um die Minimierung in der vorgebenen Genauigkeit durchzufu¨hren. (In unse-
rem Beispiel wurde der NAG–Routine eine relative Fehlergenauigkeit von 10−12 vorgeschrieben.)
Folglich mußten insgesamt acht Tupel (s(ti), ϕ(ti))
T als Wurzel der Funktion Gti mit Hilfe der
in Abschnitt 4.5 beschriebenen Methode gena¨hert werden.
Im na¨chsten Beispiel demonstrieren wir die Verwendung des beschriebenen Verfahrens zur Be-
stimmung von Verbindungsgeoda¨tischen zwischen einer Fla¨chenkurve und einem Fla¨chenpunkt.
Abbildung 4.22: Verbindende Geoda¨tische Kurve zwischen Fla¨chenpunkt und –kurve
124 Kapitel 4 Mediale Kurven
Abbildung 4.23: Verbindende Geoda¨tische Kurve zweier Fla¨chenkurven
Die Berechnung fand erneut auf der wellenfo¨rmigen Fla¨che statt, diesmal wurde als Parameter-
raum der Fla¨che [−π, π]× [−π, π] gewa¨hlt. Der in Abbildung 4.22 in gru¨ner Farbe eingezeichnete
Fla¨chenpunkt besitzt die zugeho¨rigen uv–Koordinaten (−1.6,−1.8)T . Als erstes Progenitorob-
jekt (rot) wurde eine BSpline–Kurve vom Grad 3 mit Knotenvektor (0, 0, 0, 0, 0.5, 1, 1, 1, 1)
und deBoor–Kontrollpunkten(
1.7
−2.1
)
,
(
1.3
−1.2
)
,
(
2.1
0.1
)
,
(
1.3
1.5
)
,
(
0.7
2.2
)
gewa¨hlt. Die berechnete Verbindungsgeoda¨tische ist in Abbildung 4.22 in Blau eingezeichnet
worden.
Als letztes Beispiel betrachten wir die in Abbildung 4.23 dargestellte Situation zweier Progeni-
torkurven α und β. Wie im letzten Beispiel wurde die wellenfo¨rmige Fla¨che zum Parameter-
raum [−π, π] × [−π, π] betrachtet. Die Fla¨chenkurven sind BSpline–Kurven vom Grad 3 zum
Knotenvektor (0, 0, 0, 0, 0.5, 1, 1, 1, 1). Ihre deBoor–Kontrollpunkte sind im Fall der ersten
Progenitorkurve α (rote Farbe) durch(
2.54558441
−0.42426407
)
,
(
1.62634560
−0.07071068
)
,
(
0.56568542
0.70710678
)
,(
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)
,
(
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)
und fu¨r die zweite, in gru¨n eingezeichnete Kurve β durch(
−2.33345238
0.77781746
)
,
(
−1.97989899
0.14142136
)
,
(
−1.13137085
−0.98994949
)
,(
−0.28284271
−1.97989899
)
,
(
0.63639610
−2.33345238
)
gegeben. Die ermittelte Verbindungsgeoda¨tische wurde in Abbildung 4.23 mit blauer Farbe ge-
kennzeichnet. Die oben beschriebene Fehlernorm betrug ca. 8 · 10−8 fu¨r die Geoda¨tische ausge-
hend vom ersten Progenitorobjekt und 10−7 im Fall der von der zweiten Kurve startenden.
Kapitel 5
Fokalkurven
In Kapitel 4 haben wir als weitere Anwendung des Konzepts der Offsetfunktion die Mo¨glichkeit
kennengelernt, Mediale Kurven numerisch zu bestimmen. Dabei haben Fokalpunkte der Progeni-
torobjekte eine entscheidende Rolle gespielt, da das Auftreten fokaler Situationen die betrachtete
Differentialgleichung singula¨r werden la¨ßt. In diesem Kapitel wollen wir uns nun eingehender mit
Fokalpunkten befassen. Insbesondere interessiert uns eine Mo¨glichkeit, die Menge der Fokalpunk-
te zu berechnen. Dafu¨r wird sich es als nu¨tzlich erweisen, daß wir mit Hilfe der Ergebnisse aus
Abschnitt 3.5 in der Lage sind, die partielle Ableitung (∂/∂t)y der vorzeichenbehafteten La¨ngen-
funktion y(s, t) der Offsetkurventangenten zu bestimmen. Die Ableitung (∂/∂s)y ergab sich ja
bereits durch Lo¨sen der Jacobi Differentialgleichung (vgl. Satz 3.3.5).
5.1 Differentialgleichung Fokaler Kurven
In Definition 3.3.2 wurde bereits der Fokale Abstand eines Progenitorpunktes p bzw. einer
Progenitorkurve α und eines Winkel– bzw. Kurvenparameters t als der Geoda¨tische Abstand
s0 eingefu¨hrt, fu¨r den die zugeho¨rige Offsetkurve αs0 im Parameter t einen singula¨ren Punkt
besitzt, d.h. fu¨r den α′s0(t) = 0 gilt. Wie bereits im Anschluß an Definition 3.3.2 erla¨utert, gibt es
Progenitorobjekte, die keine Fokalpunkte besitzen. Betrachtet man etwa eine Fla¨chengeometrie,
fu¨r die die Gaußkru¨mmung u¨berall nicht positiv ist (K ≤ 0), so ist die Menge der Fokalpunkte
bezu¨glich eines beliebigen Fla¨chenpunkts leer (siehe z.B. [dC76], S. 365 ff.).
Will man den Fokalen Abstand in einer funktionalen Abha¨ngigkeit des Parameters t betrachten,
so handelt es sich dabei also nur um eine partiell definierte Funktion. Fixiert man ferner einen
Parameter t0 des Progenitorobjekts, und nimmt man ferner an, daß es einen Fokalpunkt zu
diesem Parameter gibt, so ist dieser im allgemeinen nicht eindeutig bestimmt. Auf der Einheits-
spha¨re ist etwa der zu einem beliebigen Punkt p antipodische Fla¨chenpunkt ein Fokalpunkt von
p. Als Fokaler Abstand kommt jedoch neben π jedes ungerade Vielfache von π in Frage. Um
diesen beiden Problemen zu begegnen und den Fokalen Abstand als Funktion des Parameters
des Progenitorobjekts zu betrachten, definiert man:
Definition 5.1.1
Sei α(t) mit t ∈ I ⊂ IR eine Progenitorkurve bzw. p ∈ S ein Progenitorpunkt der gegebenen
Fla¨che S. Die Funktion s+f : I → IR ∪∞ bzw. s+f : [0, 2π]→ IR ∪∞, die durch
s+f (t) :=
{
∞ falls α′s(t) 6= 0 fu¨r alle s > 0
min {s > 0 | α′s(t) = 0} sonst
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gegeben ist, heißt Funktion des rechtsseitigen Fokalen Abstands des gegebenen Progenitorobjekts
α bzw. p. Analog definiert man im Fall einer Progenitorkurve α durch
s−f (t) :=
{
−∞ falls α′s(t) 6= 0 fu¨r alle s < 0
max {s < 0 | α′s(t) = 0} sonst
die Funktion des linksseitigen Fokalen Abstands bzgl. α.
Die Unterscheidung zwischen links– und rechtsseitigem Fokalen Abstand ist natu¨rlich nur im
Fall von Progenitorkurven sinnvoll, da Geoda¨tische Offsets von Fla¨chenpunkten keine vernu¨nftige
Unterscheidung zwischen links– und rechtsseitigem Offsetting zulassen. Um eine bessere Intuition
fu¨r die Funktion des Fokalen Abstands zu entwickeln, wollen wir zuna¨chst die Situation in der
Euklidischen Ebene betrachten. Hierfu¨r beweisen wir den folgenden einfachen Hilfssatz.
Lemma 5.1.2
Sei α(t) = (x(t), y(t))T eine mindestens zweimal stetig differenzierbare, regula¨re Kurve der
Euklidischen Ebene. Fu¨r die Tangenten α′s(t) der zugeho¨rigen Offsetkurven im Abstand s gilt
die Identita¨t
α′s(t) = (1 + k(t) s) α
′(t),
wobei k(t) die (vorzeichenbehaftete) Kru¨mmung der Ausgangskurve α bezeichnet (vgl. (2.3),
Seite 22).
Beweis:
Die (vorzeichenbehaftete) Tangentenla¨nge yt(s) der Offsetkurve αs zum Parameter t genu¨gt der
Jacobi Differentialgleichung (3.31) von Seite 62. Da fu¨r die Gaußkru¨mmung der Ebene K = 0
gilt, ergibt sich fu¨r Ebene Kurven die Differentialgleichung y′′t = 0 zu den Anfangswerten
yt(0) =
∥∥α′(t)∥∥ und y′t(0) = k(t) ∥∥α′(t)∥∥
(vgl. Satz 3.3.7, Seite 64). Diese Differentialgleichung hat die eindeutig bestimmte Lo¨sung
yt(s) =
∥∥α′(t)∥∥+ k(t) ∥∥α′(t)∥∥ s.
Da die Offsetkurventangente im Euklidischen Fall kollinear zu der Progenitorkurventangente des
korrespondierenden Parameters ist, gilt die Identita¨t
α′s(t) = yt(s)
α′(t)
‖α′(t)‖ ,
aus der sich die behauptete Formel unmittelbar ergibt.
Nach Lemma 5.1.2 verschwindet die Offsetkurventangente α′s einer ebenen Progenitorkurve fu¨r
den Abstand −1/k(t). Fu¨r eine positive Kru¨mmung k(t), die bei einer Linkskurve von α auftritt,
liegt der Fokalpunkt daher auf der linken Seite von α. Fu¨r k(t) < 0 befindet sich der Fokalpunkt
auf der rechten Seite der Progenitorkurve. Fu¨r ebene Kurven steht der Fokale Abstand aus
Definition 5.1.1 also in einem direkten Zusammenhang mit der Kurvenkru¨mmung, den wir wie
folgt zusammenfassen ko¨nnen:
s+f (t) = ∞ und s−f (t) = −
1
k(t)
falls k(t) > 0 (Linkskurve),
s+f (t) = −
1
k(t)
und s−f (t) = −∞ falls k(t) < 0 (Rechtskurve).
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An dieser Stelle wundert man sich vielleicht u¨ber das negative Vorzeichen. Dieses ergibt sich
als Konsequenz aus der Konvention, nach dem das System γ ′t0(0), α
′(t0), N im Fall einer
Progenitorkurve positiv orientiert sein soll. Unter dieser Voraussetzung einspricht rechtsseitiges
Offsetting einem positiven Abstandswert s. Interpretiert man Offsetting bezu¨glich eines Proge-
nitorpunktes (bei mathematisch positivem Durchlaufsinn der tangentialen Startrichtung t) als
Offsetbildung bezu¨glich eines Kreises mit Radius Null, so entspricht dies ebenfalls einem rechts-
seitigen Offsetting. Daher ist die gewa¨hlte Orientierung von γ ′t0(0), α
′(t0) und N zwingend, um
eine Unterscheidung zwischen Progenitorkurven und Progenitorpunkten zu vermeiden.
Im Fall ebener Kurven betrachtet man zu einem Kurvenpunkt α(t0) den sogenannten Kru¨m-
mungskreis. Sein Mittelpunkt entspricht gerade dem zugeho¨rigen Fokalpunkt αs+
f
(t0)
(t0) bzw.
αs−
f
(t0)
(t0), als Radius wa¨hlt man den Betrag des Fokalen Abstands s
+
f (t0) bzw. −s−f (t0). Be-
kanntlich haben Kreisbo¨gen in der Euklidischen Ebene eine konstante Kru¨mmung, die dem
Reziproken ihres Radius entspricht. Daher besitzen Kru¨mmungskreise gerade die Kru¨mmung
|k(t)|, also (bis auf das Vorzeichen) dieselbe Kru¨mmung, wie die betrachtete Kurve im Punkt
α(t0). In Abschnitt 5.2 werden wir feststellen, daß es im Fall beliebiger Fla¨chen eine Analogie
zu dieser Situation gibt (siehe Satz 5.2.2).
Fu¨r Wendepunkte ebener Kurven (k(t) = 0) gilt offensichtlich |s+f (t)| =∞ = |s−f (t)|, da sich das
Kru¨mmungszentrum von α(t) in diesem Fall im unendlich fernen Punkt befindet und somit kein
Fokalpunkt existiert. Nach Lemma 5.1.2 ko¨nnen wir also insbesondere fu¨r den Euklidischen Fall
feststellen, daß bezu¨glich eines Nicht–Wendepunkts α(t) entweder ein links– oder ein rechtsseiter
Fokalpunkt existiert.
Fu¨r allgemeine Fla¨chengeometrien stimmt diese Aussage nicht. Wir werden weiter unten das
Beispiel der Erzeugendenkurve des Torus und der zugeho¨rigen Menge der Fokalpunkte betrach-
ten. In diesem Fall existieren sowohl links– als auch rechtseitige Fokalpunkte bezu¨glich eines
Kurvenpunktes. Zur Vereinfachung der Notation werden wir im folgenden Kontext dennoch im-
mer dann auf die Unterscheidung zwischen s+f (t) und s
−
f (t) verzichten, wenn es nicht auf eine
Differenzierung zwischen rechts– und linksseitigem Offset ankommt. Statt dessen schreiben wir
sf (t) und meinen damit eine der beiden Fokalen Abstandsfunktionen.
Um mit der in Definition 5.1.1 eingefu¨hrten Funktion des Fokalen Abstands sf (t) besser umge-
hen zu ko¨nnen, wollen wir zuna¨chst die Situation fu¨r einen einzelnen Fokalen Abstandswert sf
analysieren. Nach Definition 3.3.2 ist ein Fokaler Punkt eines Progenitorobjekts im Geoda¨tischen
Abstand sf durch die Eigenschaft charakterisiert, daß die Tangente der zugeho¨rigen Offsetkurve
fu¨r den Parameterwert t0 verschwindet, d.h. daß α
′
sf
(t0) = 0 gilt. In Termen der vorzeichen-
behafteten La¨ngenfunktion ist dies a¨quivalent zu der Bedingung y(sf , t0) = 0. Nach Satz 3.3.8
wissen wir ferner, daß die A¨nderung der Tangentenla¨nge der Geoda¨tischen Offsetkurven bei Va-
riation des Geoda¨tischen Abstands in Fokalpunkten nicht trivial ist. Mit anderen Worten sind
fu¨r alle Fokalen Abstandswerte sf die beiden Bedingungen
y(sf , t0) = 0 und
∂
∂s
y(sf , t0) 6= 0
erfu¨llt. Nach dem Satz u¨ber Implizite Funktionen kann man daher den Fokalen Abstand sf in
funktionaler Abha¨ngigkeit des Parameters t des Progenitorobjekts schreiben. Damit ist also die
Existenz einer Funktion s(t) gewa¨hrleistet, fu¨r die
s(t0) = sf und y(s(t), t) = 0 (5.1)
fu¨r alle t in einer gewissen Umgebung von t0 gilt. Die Funktion s(t) besitzt ferner dieselben
Differenzierbarkeitseigenschaften wie y. Setzen wir beispielsweise voraus, daß es sich bei der
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betrachteten Fla¨che mindestens um eine C2–stetige parametrisierte Fla¨che handelt, und daß im
Fall einer Progenitorkurveα diese ebenfalls zweimal stetig differenzierbar ist, so ist s(t) nach Satz
3.3.4 in einer Umgebung von t0 stetig. Um zu gewa¨hrleisten, daß s(t) stetig differenzierbar ist,
mu¨ssen wir sowohl von der Fla¨chenparametrisierung als auch von der Progenitorkurve dreimal
stetige Differenzierbarkeit verlangen.
Fordern wir schließlich, daß der betrachtete Fokale Abstandswert sf der betragsma¨ßig kleinste
Fokale Abstand zum Parameter t0 ist, also sf (t0) = sf erfu¨llt sei, so stimmt die implizit definier-
te Funktion s(t) aus Gleichung (5.1) lokal mit der Funktion des Fokalen Abstands aus Definition
5.1.1 u¨berein. Um diese Behauptung zu beweisen, nehmen wir im Gegenteil an, daß es fu¨r alle
ε > 0 einen Parameter t0 − ε < τ := τ(ε) < t0 gibt, so daß |s(τ)| > |sf (τ)| gilt, die Funktion
s(t) also einen (betragsma¨ßig) gro¨ßeren Fokalen Abstand fu¨r t = τ liefert als der (betragsma¨ßig)
minimale Fokale Abstand sf (τ). (Daß wir in der Formulierung dieser Annahme τ < t0 set-
zen, geschieht ohne Beschra¨nkung der Allgemeinheit, da man andernfalls den Durchlaufsinn des
Parameterintervalls des Progenitorobjekts umkehren kann.) Fu¨r jeden Parameter τ mit dieser
Eigenschaft erhalten wir wieder eine durch Gleichung (5.1) implizit definierte Funktion sε, die
dieselben Eigenschaften wie s(t) besitzt. Da nach Minimalita¨tsvoraussetzung sf (t0) = sf = s(t0)
gegeben ist, muß fu¨r jedes hinreichend klein gewa¨hlte ε aufgrund der Stetigkeit von s und sε die
Identita¨t sε(t0) = sf = s(t0) erfu¨llt sein. Mit anderen Worten ist sf (t) stetig in einer Umgebung
von t0 und es gilt limτրt0 sf (τ) = s(t0).
Denkbar wa¨re nun noch die Existenz einer Funktion sε(t), die s(t) in t0 schneidet, oder gar
daß s(t0) einen Bifurkationspunkt der Menge aller Fokalpunkte induziert. Beide Mo¨glichkeiten
ko¨nnen aber mit Hilfe des Satzes u¨ber Implizite Funktionen ausgeschlossen werden. Dieser garan-
tiert fu¨r alle t der Umgebung, in der s(t) definiert ist, daß s(t) die einzige Lo¨sung von y(s, t) = 0
in einer Umgebung von sf ist. (Die hier benutzte Formulierung des Satzes u¨ber Implizite Funk-
tionen findet man z.B. in [Heu95], S. 292 ff.) Im Widerspruch zur Annahme stimmt daher fu¨r
jedes hinreichend klein gewa¨hlte ε die Funktion sε(t) mit s(t) u¨berein. Damit haben wir insbe-
sondere gezeigt, daß unter der Voraussetzung einer zweimal stetig differenzierbaren Fla¨che (und
Progenitorkurve) sf (t) = s(t) stetig ist.
Interessant ist auch der Definitionsbereich der Funktion s(t). Betrachtet man die Menge aller
Parameter t des Progenitorobjekts, fu¨r die ein links– bzw. rechtsseitiger Fokalpunkt existiert
(d.h. fu¨r die |sf (t)| <∞ gilt), so stellt man fest, daß es sich hierbei um die Vereinigung mehrerer
disjunkter Teilintervalle des Parameterintervalls von α (oder im Fall eines Progenitorpunktes p
von [0, 2π]) handeln kann. Ist nun t0 ein beliebiger Parameter, fu¨r den ein Fokalpunkt existiert,
so liefert der Satz u¨ber Implizite Funktionen die Existenz der stetig differenzierbaren Darstellung
s(t) von sf (t) zuna¨chst nur in einer Umgebung von t0. Da jedoch (∂/∂s)y(s(t), t) nach Satz 3.3.8
nicht verschwindet, kann s(t) auf der ganzen Zusammenhangskomponente von t0 fortgesetzt
werden. Damit ist der Definitionsbereich von s(t) das komplette Teilintervall, das t0 entha¨lt.
Mit anderen Worten gilt die Darstellung der Funktion des (links– bzw. rechtsseitigen) Fokalen
Abstands sf (t) = s(t) als durch Gleichung 5.1 implizit definierte Funktion fu¨r alle Parameter t,
fu¨r die ein Fokalpunkt existiert (|sf (t)| <∞).
Die Bemerkungen des letzten Absatzes sollten jedoch nicht mißverstanden werden. Zwar schließt
der Satz u¨ber Implizite Funktionen zusammen mit Satz 3.3.8 die Existenz isolierter Parameter-
werte t0 mit |sf (t0)| <∞ aus. Mit anderen Worten existiert fu¨r jeden Parameter t0, fu¨r den ein
Fokalpunkt existiert, eine Umgebung I, so daß |sf (t)| <∞ fu¨r alle t ∈ I gilt. Der zugeho¨rige Fo-
kalpunkt kann allerdings durchaus ein isolierter Punkt sein, wie das oben beschriebene Beispiel
der Spha¨re zeigt. Wir fassen die bislang erzielten Resultate zuna¨chst in dem folgenden Hilfssatz
zusammen.
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Lemma 5.1.3
Sei S eine mindestens zweimal bzw. dreimal stetig differenzierbare, parametrische Fla¨che und
p ∈ S ein gegebener Progenitorpunkt bzw. α ⊂ S eine C2– bzw. C3–stetige Progenitorkurve.
Sei t0 ein Parameter des Progenitorobjekts, fu¨r den ein links– bzw. rechtsseitiger Fokalpunkt
existiert, d.h. fu¨r den s+f (t0) < ∞ bzw. s−f (t0) > −∞ erfu¨llt ist. Ferner bezeichne I ∋ t0 das
maximale Teilintervall des Definitionsbereichs des Progenitorobjekts, so daß s+f (t) < ∞ bzw.
s−f (t) > −∞ fu¨r alle t ∈ I erfu¨llt ist. Dann existiert eine in ganz I definierte, stetige bzw. stetig
differenzierbare Funktion s(t), die Gleichung (5.1) genu¨gt. Diese implizit definierte Funktion s(t)
stimmt fu¨r alle t ∈ I mit sf (t) u¨berein.
Zur Berechnung der Ableitung der Funktion des Fokalen Abstandes differenzieren wir Gleichung
(5.1) nach dem Progenitorparameter t. Mit Hilfe der Kettenregel erha¨lt man so
d
dt
[
y(s(t), t)
]
= s′(t)
∂
∂s
y(s(t), t) +
∂
∂t
y(s(t), t).
Zu beachten bei der letzten Gleichung ist allerdings, daß man die Existenz einer stetigen parti-
ellen Ableitung (∂/∂t)y nur unter der Annahme garantieren kann, daß die Parametrisierungen
der betrachteten Fla¨che S und der Progenitorkurve α C3–stetig sind. Wa¨hlt in dieser Glei-
chung als Anfangswert s(t0) = sf (t0), also den (links– oder rechtsseiten) Fokalen Abstand des
Progenitorparameters t0, so garantiert Satz 3.3.8 (∂/∂s)y(s(t), t) 6= 0, da die Vera¨nderung der
Tangentenla¨nge von Offsetkurven in Richtung der Geoda¨tischen Kurve fu¨r alle Fokalpunkte von
Null verschieden ist. Daher gewinnt man aus der letzten Gleichung die gewo¨hnliche Differenti-
algleichung
s′f (t) = −
∂
∂ty(sf (t), t)
∂
∂sy(sf (t), t)
, (5.2)
die fu¨r alle t ∈ I des in Lemma 5.1.3 definierten Teilintervalls I um den Anfangsparameter t0
gu¨ltig ist. Mit den in Kapitel 3, insbesondere Abschnitt 3.5 erla¨uterten Techniken sind wir in
der Lage, die partiellen Ableitungen (∂/∂s)y und (∂/∂t)y der vorzeichenbehafteten Funktion
der Tangentenla¨nge Geoda¨tischer Offsetkurven durch Lo¨sen der gesto¨rten Jacobi Differential-
gleichung zu berechnen (siehe auch Abschnitt 3.6). Daher kann man die Differentialgleichung
(5.2) durch etablierte numerische Verfahren behandeln. Die Berechnung der partiellen Ableitung
(∂/∂t)y mit Hilfe der gesto¨rten Jacobi Differentialgleichung verlangt allerdings von S wie von
α eine viermal stetige Differenzierbarkeit.
Um die Funktion des Fokalen Abstands sf lokal als Lo¨sung der Differentialgleichung (5.2) zu
erhalten, ist es essentiell, als Anfangswert s(t0) = sf (t0) zu wa¨hlen. Fu¨r einen beliebigen An-
fangswert s(t0) = s0 ergibt sich eine Lo¨sungsfunktion s(t), fu¨r die y(s(t), t) = y0 := y(s0, t0)
gelten wu¨rde. Eine solche Lo¨sung entspricht einer Niveaulinie der vorzeichenbehafteten La¨ngen-
funktion y(s, t). Daher muß man fu¨r die numerische Behandlung der Differentialgleichung (5.2)
zuna¨chst den Fokalen Abstand zu einem gegebenen Parameter t0 approximieren. Dieses Problem
wird in Abschnitt 5.3 behandelt.
Mit Hilfe der Fokalen Abstandsfunktion ko¨nnen wir die zugeho¨rige induzierte Fla¨chenkurve
ω(t) := ωt0(t) := r (O(sf (t), t)) (5.3)
einfu¨hren und (nach Lo¨sen von (5.2)) berechnen. Fu¨r eine C2–stetige Fla¨che und Progenitor-
kurve ist die Funktion des Fokalen Abstands sf (t) nach Lemma 5.1.3 stetig, so daß ω unter
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dieser Voraussetzung eine stetig parametrisierte Kurve ist. Definitionsgema¨ß durchla¨uft diese
Kurven zum Zeitpunkt t einen Fokalpunkt des Progenitorobjekts, falls sf (t) < ∞ gilt. Daher
nennen wir ω die (lokale) Fokalkurve des betrachteten Progenitorobjekts in einer Umgebung
des Fokalpunkts r(O(sf (t0), t0)). Streng genommen handelt sich hierbei um zwei voneinander
zu unterscheidende Fokalkurven: Einer rechtsseitigen (sf (t) = s
+
f (t)) und einer linksseitigen
(sf (t) = s
−
f (t)). Dennoch werden wir ha¨ufig von der Fokalkurve einer Progenitorkurve reden,
um die Sprechweise mo¨glichst einfach zu halten. Da sf (t) unter der Voraussetzung einer dreimal
stetig differenzierbaren Fla¨che (und Progenitorkurve) stetig differenzierbar ist, ergibt sich die
Tangente der Fokalkurve durch die Beziehung
ω′(t) = (ru, rv)
{
s′f ∂sO + ∂tO
}
= s′f (t)γ
′
t(sf (t)) +α
′
sf (t)
(t)
= s′f (t)γ
′
t(sf (t)), (5.4)
da nach Definition 3.3.2 α′sf (t)(t) = 0 gilt. Die Geoda¨tische Kurve γt beru¨hrt demnach die
Fokalkurve im Fokalpunkt ω(t). Diese und weitere Eigenschaften der Fokalkurve ω(t) fassen wir
in den nachfolgenden Hilfssa¨tzen zusammen.
Lemma 5.1.4
Sei S eine C2– bzw. C3–stetige, parametrische Fla¨che. Die durch (5.3) gegebene lokale Fokalkurve
ω(t) bezu¨glich eines Progenitorpunkts p ∈ S bzw. einer (zwei– bzw. dreimal stetig differenzierba-
ren) Progenitorkurve α ⊂ S ist fu¨r alle t ∈ I eine stetige bzw. stetig differenzierbare Kurve. Ihre
Tangente ist durch Gleichung (5.4) gegeben. Daher ist ω(t) genau dann ein singula¨rer Punkt der
Fokalkurve, wenn s′f (t) = 0 gilt. Ein singula¨rer Punkt ω(te) ist genau dann eine Spitze der Fo-
kalkurve, wenn sf (te) = s
+
f (te) ein lokales Minimum bzw. sf (te) = s
−
f (te) ein lokales Maximum
des fokalen Abstands ist.
Beweis:
Es verbleibt, die Eigenschaften singula¨rer Punkte von ω zu zeigen. Offenbar liegt nach Gleichung
(5.4) genau dann ein singula¨rer Punkt ω(t) vor, wenn s′f (t) = 0 gilt. Mit sf (te) liegt genau dann
ein lokales Extremum vor, wenn in te ein Vorzeichenwechsel der Ableitung s
′
f stattfindet. Fu¨r das
Vektorfeld der normierten Tangenten der Fokalkurve gilt in diesem Fall aufgrund der Stetigkeit
des Vektorfeldes γ ′t(sf (t)) der Geoda¨tischen Tangenten
lim
tրte
ω′(t)
‖ω′(t)‖ =
(
lim
tրte
sign (s′f (t))
)
γ ′t(sf (te))
= −
(
lim
tցte
sign (s′f (t))
)
γ ′t(sf (te)) = − lim
tցte
ω′(t)
‖ω′(t)‖ .
Daher ist ω(te) genau dann eine Spitze der Fokalkurve, wenn fu¨r s
′(te) = 0 gleichzeitig ein
Vorzeichenwechsel von s′f auftritt.
Lemma 5.1.5
Fu¨r den Parameter t0 gelte s
′
f (t0) 6= 0. Dann entspricht der Betrag der Funktion des Fokalen
Abstands sf (t) in einer Umgebung von t0 dem Bogenla¨ngenparameter der zugeho¨rigen Fokalkurve
ω(t).
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Beweis:
Da nach Voraussetzung s′f (t0) 6= 0 gilt, gibt es aufgrund der Stetigkeit von s′f ein offenes Intervall
t0 ∈ I, so daß fu¨r alle t ∈ I ebenfalls s′f (t) 6= 0 erfu¨llt ist. Fu¨r alle t ∈ I besitzt das Segment der
Fokalkurve ω von ω(t0) bis ω(t) nach (5.4) die Bogenla¨nge∫ t
t0
∥∥ω′(τ)∥∥ dτ = ∫ t
t0
∣∣∣s′f (τ)∣∣∣ ∥∥γ ′τ (sf (τ))∥∥ dτ
=
∫ t
t0
∣∣∣s′f (τ)∣∣∣ dτ
= ||sf (t)| − |sf (t0)|| (5.5)
Daher entspricht der Betrag der Differenz der Fokalen Absta¨nde der Bogenla¨nge des betrachteten
Segments.
5.2 Fokalpunkte und Geoda¨tische Kru¨mmungskreise
Bevor wir uns in den nachfolgenden Abschnitten eingehender mit der Berechnung von Fokal-
kurven bescha¨ftigen, soll in diesem Abschnitt eine Analogie der Geoda¨tischen Kru¨mmung einer
Fla¨chenkurve mit der (vorzeichenbehafteten) Kru¨mmung einer Kurve der Euklidischen Ebene
herausgearbeitet werden. Um die angestrebten Ergebnisse mo¨glichst mit den bislang benutzten
Methoden zu erzielen und so ein besseres Versta¨ndnis fu¨r die geometrische Situation zu erhalten,
wollen wir uns erneut mit der Jacobi Differentialgleichung aus Satz 3.3.5, Seite 62 befassen.
Lemma 5.2.1
Sei y eine Lo¨sung der Jacobi Differentialgleichung y′′+Ky = 0 zu einer gegebenen, nicht trivialen
Funktion K := K(s) der reellen Vera¨nderlichen s, die y 6≡ 0 genu¨gt. Dann gilt
(a) Es gibt ein nicht–leeres Intervall I ⊂ IR, fu¨r das y(s) 6= 0 fu¨r alle s ∈ I gilt. In diesem
Intervall ist die Funktion
z(s) :=
y′(s)
y(s)
definiert und genu¨gt der Differentialgleichung
z′ = z2 −K. (5.6)
(b) Es gibt ein nicht–leeres Intervall J ⊂ IR, so daß y′(s) 6= 0 fu¨r alle s ∈ J erfu¨llt ist. Ferner
ist die Funktion
ζ(s) :=
y(s)
y′(s)
fu¨r alle s ∈ J definiert und genu¨gt der Differentialgleichung
ζ ′ = K ζ2 + 1. (5.7)
Beweis:
Da y nach Voraussetzung nicht die triviale Funktion ist, gibt es ein Intervall I, in dem y keine
Nullstelle besitzt. Unter der zusa¨tzlichen Annahme, daß die Funktion K(s) nicht trivial ist, kann
die Funktion y als Lo¨sung der Jacobi Differentialgleichung nicht konstant sein. Daher gibt es ein
Intervall J , fu¨r das y′(s) 6= 0 fu¨r alle s ∈ J erfu¨llt ist.
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Fu¨r die oben definierte Funktion z gilt nach der Quotientenregel
z′ =
d
ds
[
y′
y
]
=
y′′ y − (y′)2
y2
.
Da y nach Voraussetzung Lo¨sung der Jacobi Differentialgleichung ist, gilt y′′ = −Ky. Daher
erha¨lt man
z′ = −K y
2 + (y′)2
y2
= −K +
(
y′
y
)2
= z2 −K.
Analog ergibt sich durch Differenzieren der Definition der Funktion ζ
ζ ′ =
d
ds
[
y
y′
]
=
(y′)2 − y y′′
(y′)2
= K ζ2 + 1,
womit Teil (b) der Aussage besta¨tigt wurde.
Fu¨r unsere Zwecke ist Lemma 5.2.1 natu¨rlich im Zusammenhang mit Offsetkurven und ih-
ren Tangentenla¨ngen von Interesse. Hier entspricht K(s) der Gaußkru¨mmung der betrachteten
Fla¨che S entlang einer Geoda¨tischen Kurve, die von einem Progenitorobjekt ausgeht. Mit Aus-
nahme von ebenen Bereichen, die eine triviale Gaußkru¨mmung induzieren, bedeutet die Annah-
me K 6≡ 0 keine Einschra¨nkung. Fu¨r K ≡ 0 ergibt sich eine (affin–) lineare Lo¨sungsfunktion y
der Jacobi Differentialgleichung, was (wie wir weiter unten sehen werden) dem Verhalten der
La¨ngenfunktion y im Fall der Euklidischen Ebene entspricht. Daher kann die Funktion ζ in den
meisten fu¨r uns interessanten Fa¨llen betrachtet werden kann. Nach Satz 3.3.7 entspricht der
Wert der Funktion z(s) der Geoda¨tischen Kru¨mmung der Geoda¨tischen Offsetkurve im Abstand
s (falls rechtsseitige Offsets betrachtet werden).
Die rechte Seite der Differentialgleichungen (5.6) bzw. (5.7)
f(s, z) := (z(s))2 −K(s) bzw. g(s, ζ) := K(s) (ζ(s))2 + 1
genu¨gen in I×IR bzw. J×IR einer lokalen Lipschitzbedingung bzgl. z bzw. ζ, falls wir etwa voraus-
setzen, daß die Funktion K(s) beschra¨nkt ist. Fu¨r unsere Anwendung entspricht K(s) der Gauß-
kru¨mmung der Fla¨che S entlang γt0 . Aus diesem Grund stellt die Forderung der Beschra¨nktheit
von K bei den in unseren Untersuchungen betrachteten Fla¨chen keine Einschra¨nkung dar, da S
stets beschra¨nkt ist.
In der Formulierung von Lemma 5.2.1 bezeichnet I ⊂ IR ein beliebiges offenes Intervall; im Hin-
blick auf unsere Anwendung ko¨nnen wir I bereits als Teilintervall des Parameterbereichs von
γt0 deuten. Aufgrund der lokalen Lipschitzbedingung ko¨nnen wir die Existenz und Eindeutigkeit
einer Lo¨sung z des zu (5.6) geho¨rigen Anfangswertproblems folgern (vgl. [Wal93], S. 60 ff.). Zu
beachten ist, daß dies eine lokale Existenzaussage ist. In der Tat erwarten wir aus unserer Sicht-
weise eine Polstelle der Funktion z fu¨r Fokalpunkte der Progenitorkurve. Beim Auftreten einer
solchen Polstelle kann die Differentialgleichung (5.6) natu¨rlich nicht weiter betrachtet werden;
die (lokale) Lo¨sung z(s) fu¨r s ∈ I kann nicht u¨ber eine Polstelle hinaus fortgesetzt werden.
Die Jacobi Differentialgleichung hat im Vergleich zu der gewo¨hnlichen Differentialgleichung er-
ster Ordnung (5.6) den Vorteil, daß sie auch in einer Fokalen Situation Gu¨ltigkeit besitzt. Ihre
Lo¨sung y ist auch jenseits eines Parameters s mit y(s) = 0 definiert. Allerdings gelten analoge
Existenz– und Eindeutigkeitsaussagen fu¨r das zu (5.7) geho¨rige Anfangswertproblem aus den
gleichen Gru¨nden, die oben angefu¨hrt wurden. Die Polstellen der Lo¨sungsfunktion ζ treten hier
fu¨r Nullstellen y′(s) = 0 auf.
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Da nach Satz 3.3.8 y′(s) 6= 0 fu¨r Fokalpunkte (y(s) = 0) gelten muß, ist es prinzipiell mo¨glich, vor
Auftreten einer Fokalen Situation von Differentialgleichung (5.6) zu Gleichung (5.7) zu wechseln.
Damit bra¨uchte man lediglich Differentialgleichungen erster Ordnung zu behandeln, was einem
Vorteil in Bezug auf die Komplexita¨t des Problems bedeuten wu¨rde. Allerdings mu¨ßte fu¨r eine
solche Strategie die Frage nach dem richtigen Zeitpunkt des Wechsels von (5.6) nach (5.7) (vor
einer Nullstelle y(s) = 0) bzw. von (5.7) nach (5.6) (vor y′(s) = 0) noch gekla¨rt werden.
Die Wahl des richtigen Anfangswerts fu¨r Differentialgleichung (5.6) stellt im Zusammenhang mit
Geoda¨tischen Offsetkurven von Progenitorkurven α kein Problem dar. Nach Satz 3.3.7 gilt fu¨r
alle s mit yt0(s) 6= 0
y′t0(0) = κg(t0)
∥∥α′(t0)∥∥ ,
wobei κg(t0) die Geoda¨tische Kru¨mmung der Progenitorkurve zum Parameter t0 bezeichnet. Da
α nach Voraussetzung regula¨r ist, also yt0(0) = ‖α′(t0)‖ 6= 0 gilt, ergibt sich der Anfangswert
von z im Fall von Progenitorkurven durch
z(0) =
y′t0(0)
yt0(0)
= κg(t0).
Gilt ferner κg(t0) 6= 0, so ist der Anfangswert der Differentialgleichung (5.7) entsprechend
ζ(0) = κg(0)
−1 zu wa¨hlen. Falls jedoch α im betrachteten Punkt triviale Geoda¨tische Kru¨mmung
besitzt, wu¨rde man zuna¨chst nur Gleichung (5.6) behandeln ko¨nnen. Wenn sich im Laufe der
numerischen Behandlung von (5.6) die Situation z(s) > Cz mit einer geeignet zu wa¨hlenden Kon-
stanten Cz einstellt, so ist es mo¨glich ζ(s) = z(s)
−1 als Anfangswert von (5.7) zu u¨bernehmen.
Damit ko¨nnte dann ein Wechsel von Differentialgleichung (5.6) zu (5.7) stattfinden.
Handelt es sich bei dem betrachteten Progenitorobjekt um einen Fla¨chenpunkt p, so gilt nach
Hilfssatz 2.4.2 von Seite 32 fu¨r die Anfangswerte der Jacobi Differentialgleichung y(0) = 0 und
y′(0) = 1. In diesem Fall kann also Differentialgleichung (5.6) nicht fu¨r s = 0 betrachtet werden,
da z(0) nicht definiert ist. Andererseits kann man zu dem Anfangswert
ζ(0) =
y(0)
y′(0)
= 0
die Differentialgleichung (5.7) numerisch lo¨sen. Gilt spa¨ter fu¨r ein gewisses s ζ(s) > Cζ mit einer
geeigneten Konstante Cζ , so kann wieder ein Wechsel zwischen den betrachteten Differential-
gleichungen stattfinden.
Da die Wahl der Konstanten Cz bzw. Cζ keineswegs offensichtlich ist, also kein kanonisches
Kriterium fu¨r die Wechsel zwischen den betrachteten Differentialgleichungen vorliegt, haben wir
in unserer Implementation auf die klassische Jacobi Gleichung zuru¨ckgegriffen, auch wenn dies
einen ho¨heren Rechenaufwand bedeutet. Die Umformulierung des Problems durch Differential-
gleichung (5.6) bzw. (5.7) wird sich jedoch fu¨r theoretische Zwecke als hilfreich erweisen.
Satz 5.2.2
Sei α(t) eine mindestens dreimal stetig differenzierbare, regula¨re Fla¨chenkurve der C3–stetigen,
parametrischen Fla¨che S. Die Geoda¨tische Kurve γt0(s) starte fu¨r s = 0 in orthogonaler Rich-
tung zu α′(t0), so daß das System γ ′t0(0), α
′(t0), N positiv orientiert ist. Der Geoda¨tische Off-
setpunkt γt0(sf ) ist genau dann ein Fokalpunkt bezu¨glich α(t0), wenn der Geoda¨tische Offset um
den Punkt γt0(sf ) zum Abstand |sf | im gemeinsamen Punkt α(t0) die Geoda¨tische Kru¨mmung
− sign (sf )κ(α)g (t0) besitzt (also im wesentlichen die gleiche Kru¨mmung hat wie α).
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Beweis:
Zur Vereinfachung der Argumentation setzen wir zuna¨chst sf > 0 (rechtsseitiges Offsetting)
voraus. Der Beweis fu¨r sf < 0 kann durch Umkehrung des Durchlaufsinns von α und anschlie-
ßender rechtsseitiger Offsetbetrachtung auf diesen Fall zuru¨ckgefu¨hrt werden. Die behauptete
Aussage folgt dann aus der Tatsache, daß sich bei der A¨nderung der Orientierung von α auch
das Vorzeichen der Geoda¨tischen Kru¨mmung a¨ndert.
Wir bezeichnen mit y
(1)
t0 (s) die vorzeichenbehaftete Tangentenla¨nge der Offsetkurve αs im Geo-
da¨tischen Abstand s zu der Progenitorkurve α zum Parameterwert t0. Fu¨r einen festen, aber
beliebigen Geoda¨tischen Abstand sf > 0 sei die Offsetkurve zu dem Fla¨chenpunkt γt0(sf ) im
Abstand ρ > 0 mit βρ bezeichnet. Die Tangentenla¨nge dieses Offsets sei durch y
(2)
t0 (s) beschrie-
ben, wobei der Parameter s durch s = sf −ρ gegeben sei. Mit dieser Wahl von s beschreiben die
Funktionswerte y
(1)
t0 (s) und y
(2)
t0 (s) die (vorzeichenbehafteten) Tangentla¨ngen von αs bzw. βρ
in demselben Punkt der betrachteten Geoda¨tischen Kurve, na¨mlich in γt0(s). Ferner sind beide
Funktionen nicht–triviale Lo¨sungen der Jacobi Differentialgleichung, im allgemeinen allerdings
zu verschiedenen Anfangswerten. In Bezug auf y
(2)
t0 gilt aufgrund der Transformation s = sf − ρ
die Beziehung
y
(2)
t0
′(s) = −y(2)t0 ′(ρ), (5.8)
so daß die transformierte La¨ngenfunktion den Anfangswerten y
(2)
t0 (sf ) = 0 und y
(2)
t0
′(sf ) = −1
genu¨gt.
Wir nehmen zuna¨chst an, daß der Geoda¨tische Abstand sf so gewa¨hlt wurde, daß der induzier-
te Punkt γt0(sf ) ein Fokalpunkt bezu¨glich α ist. Unter dieser Annahme ist definitionsgema¨ß
y
(1)
t0 (sf ) = 0. Da nach Satz 3.3.8 y
(1)
t0
′(sf ) 6= 0 gelten muß, existieren in einer Umgebung von sf
die Funktionen
ζ
(i)
t0 (s) :=
y
(i)
t0 (s)
y
(i)
t0
′(s)
fu¨r i = 1, 2. Beide sind nach Lemma 5.2.1 (lokal) eindeutig bestimmte Lo¨sungen des zur Dif-
ferentialgleichung (5.7) geho¨rigen Anfangswertproblems. Fu¨r beide Funktionen sind in diesem
Fall die zugeho¨rigen Anfangswerte durch ζ
(i)
t0 (sf ) = 0 gegeben. Daher sind beide Funktionen in
der Na¨he von sf identisch. Die Funktionen ζ
(i)
t0 sind fu¨r alle s definiert, fu¨r die y
(i)
t0
′(s) 6= 0 erfu¨llt
ist. Wie oben erla¨utert, kann man vor Erreichen einer Polstelle von Differentialgleichung (5.7)
zu (5.6) wechseln. Da das letztgenannte Anfangswertproblem ebenfalls lokal eindeutig lo¨sbar ist,
hat man damit die Existenz identischer Funktionen
z
(i)
t0 (s) :=
y
(i)
t0
′(s)
y
(i)
t0 (s)
in einer Umgebung von s = 0 bewiesen. Nach Gleichung (5.8) gilt z
(2)
t0 (0) = −κ(β)(t0), wobei
κ(β)(t0) die Geoda¨tische Kru¨mmung der Offsetkurve βsf im Parameterwert t0 bezeichnet. Daher
gilt die behauptete Identita¨t
z
(1)
t0 (0) = κ
(α)
g (t0) = −κ(β)g (t0) = z(2)t0 (0).
Wir nehmen nun umgekehrt die Gu¨ltigkeit der eben bewiesenen Gleichung an. Nach Hilfssatz
5.2.1 sind die Funktionen z(i)(s) = y
(i)
t0
′(s)/y(i)t0 (s) fu¨r i = 1, 2 in einem Bereich I um s = 0
definiert und identisch zueinander. Vor Erreichen einer Polstelle ko¨nnen ersatzweise (wie nun
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schon mehrfach benutzt) die Funktionen ζ(i)(s) = y
(i)
t0 (s)/y
(i)
t0
′(s) betrachtet werden, die ebenfalls
nach Hilfssatz 5.2.1 identisch sind. Insgesamt ko¨nnen wir daher fu¨r alle 0 ≤ s ≤ sf die Identita¨t
y
(1)
t0
′(s) y(2)t0 (s) = y
(1)
t0 (s) y
(2)
t0
′(s)
folgern. Wegen y
(2)
t0 (sf ) = 0 und y
(2)
t0
′(sf ) = −1 erha¨lt man aus dieser Beziehung fu¨r s = sf die
Gleichung
0 = −y(1)t0 (sf ),
die besagt, daß γt0(sf ) ein Fokalpunkt von α ist.
Nach dem soeben bewiesenen Satz stimmen also die Geoda¨tischen Kru¨mmungen der Proge-
nitorkurve α einerseits und der Offsetkurve βsf um einen Fokalpunkt von α andererseits in
ihrem tangentialen Schnittpunkt α(t0) (bis auf ihr Vorzeichen) u¨berein. Zu beachten bei der
Formulierung des Satzes ist, daß die Aussage fu¨r alle Geoda¨tischen Absta¨nde sf gilt, fu¨r die
α′sf (t0) = 0 gilt, also nicht nur fu¨r die Werte der Funktion des Fokalen Abstands s
+
f (t) bzw.
s−f (t) aus Definition 5.1.1. Die Gleichheit der betrachteten Geoda¨tischen Kru¨mmungen liefert
eine Gemeinsamkeit von beliebigen Fla¨chengeometrien S mit der Situation in der Euklidischen
Ebene (vgl. Hilfssatz 5.1.2 und die Bemerkungen im Anschluß an seinen Beweis). In Verallge-
meinerung zu Kru¨mmungskreisen in der Ebene wollen wir daher folgenden Begriff einfu¨hren.
Definition 5.2.3
Sei α(t) eine mindestens zweimal stetig differenzierbare, regula¨re Fla¨chenkurve der C2–stetigen,
parametrischen Fla¨che S. Fu¨r einen Fokalen Abstand |sf (t0)| <∞ heißt der Geoda¨tische Offset
um den Fla¨chenpunkt γt0(sf (t0)) und Geoda¨tischem Abstand |sf (t0)| Geoda¨tischer Kru¨mmungs-
kreis von α(t0).
Bei der letzten Definition wurde nun explizit die Funktion des Fokalen Abstands (vgl. Definition
5.1.1) benutzt, die den betragskleinsten Geoda¨tischen Abstand liefert, fu¨r den ein Fokalpunkt
bezu¨glich α(t0) existiert. Da wir sf (t) als Abku¨rzung benutzen, wenn sowohl der rechts– als auch
der linksseitige Fokale Abstand s+f (t) bzw. s
−
f (t) gemeint ist, kann es gema¨ß Definition 5.2.3 zu
einem Kurvenpunkt α(t0) zwei verschiedene Geoda¨tische Kru¨mmungskreise geben: einen rechts-
seitigen und einen linksseitigen. Als Beispiel fu¨r eine solche Situation werden wir in Abschnitt
5.4 die Fokalkurven der Erzeugenden des Torus kennenlernen. In dieser Eigenschaft unterschei-
det sich die Situation auf beliebigen Fla¨chengeometrien von dem Euklidischen Fall. Ferner hat
ein Geoda¨tischer Kru¨mmungskreis selbstversta¨ndlich keine konstante Geoda¨tische Kru¨mmung
— ein weiterer Unterschied zur Situation in der Ebene. Im tangentialen Schnittpunkt α(t0)
stimmen jedoch nach Satz 5.2.2 die Geoda¨tischen Kru¨mmungen (evt. bis auf ihr Vorzeichen)
u¨berein. Dies macht die oben angesprochene Analogie beider Fa¨lle aus, die auch Motivation fu¨r
die gewa¨hlte Namensgebung war.
Obwohl Geoda¨tische Kru¨mmungskreise in α(t0) tangential zur Progenitorkurve α sind und
die gleiche Kru¨mmung in dem gemeinsamen Punkt besitzen, ko¨nnen sie durchaus die Kurve
schneiden, sowie weitere (transversale) Schnittpunkte zu α besitzen. Dies ist natu¨rlich bereits in
der Ebene der typische Fall, wie das Beispiel der Parabel zeigt (siehe Abbildung 5.1). Betrachten
wir α(t) := (t, t2)T als Parametrisierung dieser Kurve, so ist die Funktion des linksseitigen
Fokalen Abstands durch
s−f (t) = −
1
2
(
1 + 4 t2
) 3
2
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Abbildung 5.1: Fokalkurve und Kru¨mmungskreise der Parabel
fu¨r alle Parameter t ∈ IR gegeben. Die zugeho¨rige Fokalkurve besitzt folglich die Parametrisie-
rung
ω(t) =
(
4 t3,
1
2
+ 3 t2
)T
Der betragsma¨ßig minimale Fokale Abstand ergibt sich offenbar fu¨r t = 0 durch den Wert −1/2.
Der zugeho¨rige Kru¨mmungskreis hat folglich den Mittelpunkt (0, 0.5)T und den Radius 1/2.
In Abbildung 5.1 ist ein zweiter Kru¨mmungskreis eingezeichnet, na¨mlich zum Parameterwert
t = 1/2. Hier ergibt sich ein Fokaler Abstand von −√2, so daß der zugeho¨rige Kru¨mmungskreis
(−0.5, 1.25)T als Mittelpunkt und √2 als Radius besitzt. Der letztgenannte Kru¨mmungskreis
schneidet die Parabel in dem Beru¨hrpunkt transversal, wa¨hrend der Kru¨mmungskreis zum Pa-
rameter t = 0 komplett auf der linken Seite der Parabel liegt.
Es ist daher natu¨rlich, danach zu fragen, in welcher Situation sich der (Geoda¨tische) Kru¨m-
mungskreis lokal auf einer Seite der Ausgangskurve befindet, also kein transversaler Schnitt
zu α vorliegt. Aus dem Beispiel der Parabel aus Abbildung 5.1 gewinnt man vielleicht die
Vermutung, daß dies genau fu¨r betraglich minimale Fokale Absta¨nde der Fall sein ko¨nnte. Wie
sich herausstellen wird, kommt diese Hypothese der Wahrheit sehr nahe. Der folgende Hilfssatz
liefert zuna¨chst ein notwendiges Kriterium fu¨r den Fall beliebiger Fla¨chengeometrien.
Lemma 5.2.4
Sei α eine mindestens zweimal stetig differenzierbare Kurve der C2–stetigen Fla¨che S. Wenn der
Geoda¨tische Kru¨mmungskreis um den Fokalpunkt p = γt0(sf (t0)) = ω(t0) in einer Umgebung
von α(t0) auf der linken Seite (fu¨r sf (t0) = s
−
f (t0)) bzw. auf der rechten Seite (fu¨r sf (t0) =
s+f (t0)) der Progenitorkurve α liegt und sf in t0 reell analytisch ist, dann ist s
−
f (t0) ein lokales
Maximum bzw. s+f (t0) ein lokales Minimum des Fokalen Abstands.
Bevor wir den Beweis dieses Hilfssatzes antreten, wollen wir eine mathematisch griffigere Formu-
lierung fu¨r
”
auf der linken/rechten Seite liegen“ liefern. Hierfu¨r wollen wir die Exponentialab-
bildung (vgl. (2.14) auf Seite 31) um den Fokalpunkt p von α(t0) betrachten. Den tangentialen
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Winkel der radialen Geoda¨tischen, deren Spur mit γt0 u¨bereinstimmt, wollen wir mit θ0 be-
zeichnen. Die bogenla¨ngenparametrisierte radiale Geoda¨tische selbst kennzeichnen wir durch
γ˜t0 .
1
Aufgrund der Definition des Fokalen Abstands sf (t) in 5.1.1 ist p der erste Fokalpunkt bezu¨glich
α(t0), den die zugeho¨rige Geoda¨tische γt0 fu¨r 0 ≤ s ≤ s+f (t0) bzw. 0 ≥ s ≥ s−f (t0) erreicht. Mit
Hilfe von Hilfssatz 5.2.1 u¨berlegt man sich daher leicht, daß kein Fokalpunkt bezu¨glich p la¨ngs
der radialen Geoda¨tischen γ˜θ0 existieren kann. Wegen der Stetigkeit des Jacobifeldes der Offset-
kurventangenten um p gibt es positive Konstanten δ1, δ2 > 0, so daß die Exponentialabbildung
fu¨r alle Winkel θ mit der Eigenschaft |θ− θ0| ≤ δ1 und alle Absta¨nde s mit 0 < s ≤ |sf (t0)|+ δ2
definiert ist und keine Fokalpunkte bezu¨glich p im Bild von U := [θ0−δ1, θ0+δ1]×(0, |sf (t0)|+δ2]
existieren. Da die kritischen Punkte der Exponentialfunktion mit den Fokalpunkten von p u¨ber-
einstimmen (siehe z.B. [dC76], S. 365), ist sie ferner im Inneren des angegebenen Bereiches
bijektiv und differenzierbar.
Die betrachtete Kurve α verla¨uft nun offenbar in einer Umgebung von α(t0) in dem Bild von
U der Exponentialfunktion. Pra¨ziser ausgedru¨ckt existiert ein ε := ε(U) > 0, so daß alle Kur-
venpunkte α(t) mit |t− t0| < ε durch die radiale Geoda¨tische γ˜t erreicht werden (beachte auch
Fußnote 1). Die Bogenla¨nge des verbindenden Geoda¨tischen Segments von p nach α(t) werden
wir im folgenden kurz mit ℓ(γ˜t) umschreiben. Offenbar gilt nach Konstruktion ℓ(γ˜t0) = |sf (t0)|.
Mit Hilfe dieser Voru¨berlegungen ko¨nnen wir die Eigenschaft, daß der Geoda¨tische Kru¨mmungs-
kreis von α(t0) auf der linken bzw. rechten Seite von α liegt, wie folgt charakterisieren. Es
existiert in diesem Fall ein ε ≥ ε1 > 0, so daß fu¨r alle t mit |t − t0| < ε1 die Bogenla¨nge der
radialen Geoda¨tischen von p nach α(t) der Ungleichung
ℓ (γ˜t) > ℓ
(
γ˜t0
)
= |sf (t0)| (5.9)
genu¨gt. Wir kommen nun zu dem ausstehenden Beweis von Lemma 5.2.4.
Beweis:
Zu Beginn erinnern wir an eine Eigenschaft einer in t0 reell analytischen Funktion f , nach
der t0 genau dann Ha¨ufungspunkt lokaler Extremalstellen ist, wenn f in einer Umgebung von
t0 konstant ist. Verschwindet na¨mlich die Ableitung df/dt in den Elementen einer gegen t0
strebenden Folge, so stimmt df/dt nach dem Identita¨tssatz fu¨r Potenzreihen (siehe etwa [Heu94],
S. 372) in dem Konvergenzintervall mit der Nullfunktion u¨berein.
Zur Vereinfachung unserer Argumentation nehmen wir an, daß sf (t0) = s
+
f (t0) gelte, daß p
also ein rechtsseitiger Fokalpunkt ist. Die entsprechende Aussage fu¨r linksseitige Fokalpunkte
ergibt sich durch A¨ndern des Durchlaufsinns von α. Nach Voraussetzung liegt der Geoda¨tische
Kru¨mmungskreis von α(t0) lokal auf der rechten Seite von α. Zum Beweis des Hilfssatzes ist in
diesem Fall zu zeigen, daß s+f (t0) ein lokales Minimum der Funktion des rechtsseitigen Fokalen
Abstands ist.
Wir nehmen im Gegenteil an, es ga¨be in jeder beliebig kleinen Umgebung rechts (oder links)
von t0 einen Parameter t, so daß s
+
f (t) < s
+
f (t0) gilt. In der vorliegenden Situation ko¨nnen wir
sogar auf die Existenz einer Konstanten ε2 > 0 schließen, so daß fu¨r alle t mit 0 < t − t0 < ε2
(bzw. 0 < t0 − t < ε2) die Ungleichung s+f (t) < s+f (t0) erfu¨llt ist, da sonst t0 Ha¨ufungspunkt
1Um die Beziehung zum Kurvenparameter t0 von α kenntlich zu machen, indizieren wir an dieser Stelle
absichtlich nicht mit θ0, obwohl dies einen leichten Mißbrauch der bislang benutzten Schreibweise ist. Der Leser
sollte sich im folgenden daru¨ber im klaren sein, daß der tangentiale Winkel θ in p i.a. in keinem linearen Verha¨ltnis
zu t steht.
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lokaler Minimalstellen wa¨re und damit s+f in der Na¨he von t0 konstant. Mit der Wahl von
ε := min {ε1, ε2} > 0 gilt aufgrund von Gleichung (5.9)
s+f (t) < s
+
f (t0) < ℓ (γ˜t)
fu¨r alle 0 < t − t0 < ε (bzw. 0 < t0 − t < ε). Nach den Bemerkungen im Vorfeld dieses
Beweises ist das Geoda¨tische Segment γ˜t von p nach α(t) im betrachteten Bildbereich der
Exponentialfunktion eine lokal ku¨rzeste Verbindung (vgl. auch [dC76], S. 292 ff.). Insbesondere
liefert diese radiale Geoda¨tische γ˜t eine ku¨rzere Verbindung zwischen α(t) und p = ω(t0) als
der Pfad, der durch γt (Geoda¨tisches Segment ausgehend von α(t) bis zum Fokalpunkt ω(t))
und ̂ω(t)ω(t0) (Segment der Fokalkurve ω von ω(t) bis ω(t0)) beschrieben wird. Mit Hilfe von
Lemma 5.1.5, insbesondere Gleichung (5.5), ergibt sich daher die Abscha¨tzung
s+f (t0) < ℓ (γ˜t)
≤ ℓ (γt) + ℓ
( ̂ω(t)ω(t0))
= s+f (t) + s
+
f (t0)− s+f (t) = s+f (t0),
die die Annahme, s+f (t0) sei kein lokales Minimum, widerlegt.
Wendet man das eben bewiesene Lemma in der Euklidischen Ebene an, so erkennt man, daß die
betrachtete Progenitorkurve lokal in α(t0) betraglich maximale Kru¨mmung besitzen muß, damit
sich der Kru¨mmungskreis lokal auf einer Seite von α befindet. Die Umkehrung von Hilfssatz 5.2.4
gilt in einer leicht abgeschwa¨chten Form ebenfalls. Dies ist Gegenstand der folgenden Aussage.
Lemma 5.2.5
Ist α eine mindestens zweimal stetig differenzierbare Kurve der C2–stetigen Fla¨che S und s+f (t0)
ein lokales Minimum des rechtsseitigen Fokalen Abstands bzw. s−f (t0) ein lokales Maximum des
linksseitigen Fokalen Abstands, so liegt der Kru¨mmungskreis von α(t0) entweder lokal auf der
rechten bzw. linken Seite von α, oder die Spur von α(t) stimmt lokal mit der des Kru¨mmungs-
kreises u¨berein.
Beweis:
Ohne Beschra¨nkung der Allgemeinheit betrachten wir wieder ausschließlich die Situation fu¨r den
rechtsseitigen Fokalen Abstand s+f (t). Ist s
+
f (t0) ein lokales Minimum, so gibt es eine Konstante
ε ≥ ε > 0, so daß s+f (t0) ≤ s+f (t) fu¨r alle t mit |t − t0| < ε gilt. Aus den gleichen Gru¨nden, die
bereits im Beweis zu Hilfssatz 5.2.4 benutzt wurden, ist das durch γt induzierte Geoda¨tische
Segment von α(t) nach ω(t) eine lokal ku¨rzeste Verbindung. Insbesondere wird die Bogenla¨nge
dieses Segments durch die Summe der Segmentla¨ngen der radialen Geoda¨tischen γ˜t von α(t)
nach p = ω(t0) und der Fokalkurve zwischen ω(t0) und ω(t) nach oben abgescha¨tzt, d.h. es gilt
s+f (t) = ℓ (γt) ≤ ℓ (γ˜t) + ℓ
( ̂ω(t0)ω(t)) = ℓ (γ˜t) + s+f (t)− s+f (t0).
Diese Ungleichung ist nun offenbar gleichbedeutend zu
ℓ (γ˜t) ≥ s+f (t0).
Die letzte Abscha¨tzung besagt, daß der Abstand zwischen p und α(t) (gemessen la¨ngs der
radialen Geoda¨tischen) gro¨ßer oder gleich dem Fokalen Abstand s+f (t0) ist. Da γ˜t(s
+
f (t0)) fu¨r
alle t einem Punkt des Kru¨mmungskreises entspricht, folgt die Behauptung, da bei Gleichheit
α(t) Element des Kru¨mmungskeises ist.
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Satz 3.3.8 kann ebenfalls benutzt werden, um den (links– oder rechtsseitigen) Fokalen Abstand
sf (t0) zu einem gegebenen Progenitorparameter t0 zu na¨hern. Da na¨mlich die Funktion der vor-
zeichenbehafteten Tangentenla¨nge Geoda¨tischer Offsetkurven genau dann ihr Vorzeichen wech-
selt, wenn die betrachtete Geoda¨tische Kurve γt0 durch einen Fokalpunkt des Progenitorobjekts
verla¨uft, kann die Funktion yt0(s) keinen Extremwert besitzen, der gleichzeitig Nullstelle ist.
Daher bietet sich ein Bisektionsverfahren zur Ermittlung einer Wurzel von yt0 als sicheres nu-
merisches Verfahren an.
Um einerseits ein Einschlußintervall der betragskleinsten Nullstelle sf zu erhalten, sowie an-
dererseits prinzipiell die Existenz einer Wurzel (und damit eines Fokalpunktes zum gegebenen
Parameter t0) zu gewa¨hrleisten, wird man zuna¨chst einige Funktionswerte yt0(si) mit Hilfe der
Jacobi Differentialgleichung (3.31) aus Satz 3.3.5 auswerten. Als Geoda¨tische Absta¨nde ko¨nnen
etwa a¨quidistante Werte von Null bis zu einem Maximalwert smax durch si := ±i/Nsmax fu¨r
i = 0, 1, . . . N betrachtet werden, wobei N geeignet zu wa¨hlen ist. Im Fall einer Progenitor-
kurve ha¨ngt die Wahl des Vorzeichens davon ab, ob man einen links– oder einen rechtsseitigen
Fokalpunkt finden mo¨chte.
Die Berechnung einer solchen Wertetabelle kann beim Auftreten des ersten Vorzeichenwechsels
zwischen yt0(si−1) und yt0(si) abgebrochen werden. Mit dem zugeho¨rigen Intervall [si−1, si] erha¨lt
man ein Anfangsintervall fu¨r das intendierte Bisektionsverfahren. Tritt kein Vorzeichenwechsel
auf, so liegt die Vermutung nahe, daß kein Fokalpunkt zu dem vorgegebenen Parameter t0 und
der gewa¨hlten Seite (im Fall von Progenitorkurven) existiert. Die Plausibilita¨t dieser Vermutung
ha¨ngt natu¨rlich von einer
”
vernu¨nftigen“ Wahl der Anzahl der Auswertungspunkte N und des
maximal betrachteten Geoda¨tischen Abstands smax ab.
Eine erste, grobe Abscha¨tzung des Fokalen Abstands kann unter Verwendung des sogenannten
Vergleichssatzes von Sturm ermittelt werden. Dieses wohlbekannte Theorem wird u¨blicherweise
benutzt, um den Abstand des konjungierten Punktes eines Fla¨chenpunktes p abzuscha¨tzen. Da
wir daru¨berhinaus eine Methode beno¨tigen, den Fokalen Abstand bezu¨glich einer Progenitorkur-
ve zu scha¨tzen, geben wir an dieser Stelle eine analoge Aussage inklusive Beweis an. (Fu¨r diese
Aussage konnte von uns keine Quelle ermittelt werden.)
Bevor wir zur Beschreibung der Aussage kommen ko¨nnen, mu¨ssen einige Vorbereitungen getrof-
fen werden. Gegeben sei also mit p bzw. α ein Progenitorobjekt der parametrischen Fla¨che S.
In beiden Fa¨llen fixieren wir den Progenitorparameter t0 und interessieren uns fu¨r das Verhalten
des Jacobifeldes, welches durch die zugeho¨rigen Offsetkurventangenten la¨ngs der Geoda¨tischen
Kurve γt0 gegeben ist. Unser Ziel ist es, die Situation auf der Fla¨che S mit der auf einer zweiten
Fla¨chengeomtrie S˜ zu vergleichen. Betrachten wir einen Progenitorpunkt p, so wa¨hlen wir einen
Punkt p˜ ∈ S˜, sowie eine lineare Isometrie i : Tp(S) → Tp˜(S˜) zwischen den beiden zugeho¨ri-
gen Tangentialra¨umen. Diese Abbildung kann als orthogonale Transformation der Euklidischen
Ebene interpretiert werden. Sie wird dazu dienen, das Jacobifeld la¨ngs γt0 ⊂ S nach S˜ zu
transportieren und damit beide Geometrien vergleichbar zu machen.
Das Bild der Geoda¨tischen Tangente i(γ ′t0(0)) ist ein Vektor der La¨nge Eins im Tangentialraum
Tp˜(S˜), der eine bogenla¨ngenparametrisierte Geoda¨tische Kurve γ˜t0 auf der zweiten Fla¨che S˜
induziert, die im Fla¨chenpunkt p˜ startet. Bezeichnen wir mit Jt0(s) das orthogonale Vektorfeld
der Offsetkurventangenten la¨ngs γt0 bezu¨glich p auf S, so induziert die Isometrie i ferner ein
Jacobifeld J˜t0(s) la¨ngs γ˜t0 . Beschreibt yt0(s) bzw. y˜t0(s) jeweils die vorzeichenbehaftete La¨nge
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des Jacobifeldes Jt0(s) bzw. J˜t0(s), so genu¨gen diese Funktionen der Jacobi Differentialgleichung
y′′t0(s) +K(s) yt0(s) = 0 mit yt0(0) = 0 und y
′
t0(0) = 1 bzw.
y˜′′t0(s) + K˜(s) y˜t0(s) = 0 mit y˜t0(0) = 0 und y˜
′
t0(0) = 1.
Dabei bezeichnet K(s) bzw. K˜(s) die Gaußkru¨mmung der Fla¨che S bzw. S˜ la¨ngs der Geoda¨-
tischen γt0 bzw. γ˜t0 .
Im Falle einer Progenitorkurve α ⊂ S genu¨gt die Funktion der vorzeichenbehafteten La¨nge der
Offsetkurventangenten ebenfalls der Jacobi Differentialgleichung, allerdings mit den vera¨nderten
Anfangsbedingungen
yt0(0) =
∥∥α′(t0)∥∥ und y′t0(0) = κg(t0) yt0(0),
wobei κg(t0) die Geoda¨tische Kru¨mmung der Fla¨chenkurve α im Punkt p := α(t0) bezeichnet
(vgl. Abschnitt 3.3). Um die Geometrien mit Hilfe einer linearen Isometrie i : Tp(S)→ Tp˜(S˜) ver-
gleichbar zu machen, bilden wir das Kurvensegment α(t) fu¨r |t−t0| < ε durch die Projektion ΠN
la¨ngs der Fla¨chennormalenN :=Np nach Tp(S) ab. Da S eine regula¨re Fla¨che ist, ist diese Pro-
jektion fu¨r hinreichend klein gewa¨hlte ε ein Diffeomorphismus. Nun entspricht die Geoda¨tische
Kru¨mmung der Fla¨chenkurve der (vorzeichenbehafteten) Kru¨mmung der zugeho¨rigen ebenen
Kurve im Tangentialraum Tp(S) (vgl. [BL73], S. 196). Die Kru¨mmung einer ebenen Kurve ist
invariant unter einer orthogonalen Transformation, so daß die Kurve i(ΠN (α(t))) ⊂ Tp˜(S˜) fu¨r
t = t0 die Kru¨mmung κg(t0) besitzt. Durch Umkehrung der Normalprojektion Π˜N˜ induziert die-
se Kurve eine Fla¨chenkurve α˜(t) ⊂ S˜, die im Punkt p˜ = α˜(t0) die Geoda¨tische Kru¨mmung κg
besitzt. Um die Diffeomorphismuseigenschaft von Π˜
N˜
zu gewa¨hrleisten, ist hierbei gegebenfalls
ε zu verkleinern.
Mit Hilfe der Konstruktion des letzten Absatzes sind wir in der Lage, auf der Vergleichsfla¨che
S˜ das zugeho¨rige Jacobifeld von Offsetkurventangenten la¨ngs der bogenla¨ngenparametrisierten
Geoda¨tischen γ˜t0(s) zusammen mit ihrer vorzeichenbehafteten La¨nge y˜t0(s) zu betrachten. Die
Funktion y˜t0(s) genu¨gt wieder der Jacobi Differentialgleichung zu den Anfangswerten
y˜t0(0) =
∥∥α′(t0)∥∥ und y˜′t0(0) = κg(t0) y˜t0(0),
da die Isometrie i die Tangentenla¨nge von α′(t0) nicht vera¨ndert. Wir sind nun in der Lage, den
Sturmschen Vergleichssatz fu¨r beide Progenitorobjekte zu formulieren.
Satz 5.3.1
Seien S und S˜ zwei regula¨re parametrische Fla¨chen und p ∈ S bzw. α(t) ⊂ S ein gegebenes
Progenitorobjekt. Fu¨r jeden beliebigen Progenitorparameter t0 bezeichne yt0(s) die vorzeichen-
behaftete La¨ngenfunktion der Offsetkurventangenten bezu¨glich p bzw. p := α(t0) la¨ngs γt0(s),
sowie y˜t0(s) die zugeho¨rige La¨ngenfunktion auf S˜ la¨ngs γ˜t0(s) gema¨ß obiger Konstruktion. Falls
fu¨r die Gaußkru¨mmungen K(s) und K˜(s) von S bzw. S˜ la¨ngs γt0(s) bzw. γ˜t0(s) die Abscha¨tzung
K(s) ≤ K˜(s) erfu¨llt ist, so genu¨gen die La¨ngenfunktionen yt0 und y˜t0 der Ungleichung
yt0(s) ≥ y˜t0(s) fu¨r alle 0 ≤ s ≤ b (bzw. b ≤ s ≤ 0), (5.10)
wobei b den (betrags–) kleinsten Geoda¨tischen Abstand bezeichnet, fu¨r den y˜t0(b) = 0 gilt. Ent-
spricht a der ersten Nullstelle von yt0(s), so gilt insbesondere a ≥ b (bzw. a ≤ b im Fall von
linksseitigem Offsetting bezu¨glich einer Progenitorkurve).
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Beweis:
Da beide La¨ngenfunktionen der Jacobi Differentialgleichung genu¨gen, erha¨lt man die Identita¨t
0 =
∫ s
0
{
y˜t0
(
y′′t0 +K y
)− y (y˜′′t0 + K˜ y˜t0)} dσ
=
{
y˜t0 y
′
t0 − yt0 y˜′t0
} ∣∣∣s
0
+
∫ s
0
(
K − K˜
)
yt0 y˜t0 dσ (5.11)
fu¨r alle Bogenla¨ngenparameter s der betrachteten Geoda¨tischen. Wir wollen zuna¨chst aus der
Voraussetzung K(s) ≤ K˜(s) folgern, daß die erste Nullstelle von yt0 nicht vor der ersten Null-
stelle von y˜t0 auftreten kann. Im Fall einer Progenitorkurve α betrachten wir nur den Fall von
rechtsseitigem Offsetting, da die Argumentation fu¨r s ≤ 0 vo¨llig analog u¨bernommen werden
kann. Seien also a und b so gewa¨hlt, daß
yt0(a) = 0 und yt0(s) > 0 fu¨r alle 0 < s < a
y˜t0(b) = 0 und y˜t0(s) > 0 fu¨r alle 0 < s < b
gilt. Die Positivita¨t von yt0 und y˜t0 vor ihrer ersten Nullstelle folgt direkt aus der Definition der
La¨ngenfunktion (siehe Gleichung (3.30), auf Seite 61). Wa¨re nun a < b erfu¨llt, so erha¨lt man
aus K(s)− K˜(s) ≤ 0 und yt0(s)y˜t0(s) > 0 fu¨r alle s ∈ (0, a) zuna¨chst die Ungleichung∫ a
0
(
K − K˜
)
yt0 y˜t0 dσ ≤ 0. (5.12)
Fu¨r den ersten Summanden aus Gleichung (5.11) ergibt sich ferner fu¨r s = a{
y˜t0 y
′
t0 − yt0 y˜′t0
} ∣∣∣a
0
= y˜t0(a) y
′
t0(a)−
{
y˜t0(0) y
′
t0(0)− yt0(0) y˜′t0(0)
}
= y˜t0(a) y
′
t0(a) < 0. (5.13)
Der rechte Klammerterm in der ersten Zeile der letzten Umformung ist sowohl im Fall eines Pro-
genitorpunktes als auch fu¨r Progenitorkurven trivial. Fu¨r Progenitorpunkte gilt na¨mlich yt0(0) =
0 = y˜t0(0), im Fall von Progenitorkurven ergibt sich nach obiger Konstruktion y˜t0(0) y
′
t0(0) =
κg‖α′(t0)‖2 = yt0(0) y˜′t0(0) (siehe auch Satz 3.3.7). Daß der gesamte Ausdruck in (5.13) damit
negativ sein muß, folgt einerseits aus der Annahme a < b, die y˜t0(a) > 0 impliziert. Andererseits
muß fu¨r die erste Nullstelle von yt0 nach Satz 3.3.8 die Abscha¨tzung y
′
t0(a) < 0 gelten. Die
Kombination von Gleichung (5.12) und (5.13) steht jedoch im Widerspruch zu Gleichung (5.11),
so daß folglich a ≥ b gelten muß, was den zweiten Teil des Satzes zeigt.
Da, wie eben bewiesen, a ≥ b gilt, erha¨lt man fu¨r den zweiten Term in Gleichung (5.11) die
Abscha¨tzung ∫ s
0
(
K − K˜
)
yt0 y˜t0 dσ ≤ 0
fu¨r alle 0 ≤ s ≤ b, da beide La¨ngenfunktionen vor Erreichen eines Fokalpunktes positiv sind.
Nach Gleichung (5.11) muß folglich der erste Term{
y˜t0 y
′
t0 − yt0 y˜′t0
} ∣∣∣s
0
= y˜t0(s) y
′
t0(s)− yt0(s) y˜′t0(s) ≥ 0
fu¨r alle 0 ≤ s ≤ b genu¨gen. Fu¨r alle 0 < s < b ist dies gleichbedeutend zu der Abscha¨tzung
d
ds
[
ln(yt0(s))
]
≥ d
ds
[
ln(y˜t0(s))
]
,
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die wir fu¨r ein 0 < s0 ≤ s < b zwischen s0 und s integrieren. Es ergibt sich
ln(yt0(s))− ln(yt0(s0)) ≥ ln(y˜t0(s))− ln(y˜t0(s0)),
was aufgrund der Monotonie des Logarithmus gleichbedeutend zu yt0(s)/y˜t0(s) ≥ yt0(s0)/y˜t0(s0)
ist. Bezeichnet man mit κg(s) bzw. κ˜g(s) die Geoda¨tische Kru¨mmung der Offsetkurve auf S bzw.
S˜ im Abstand s, so gilt nach Satz 3.3.7
lim
s0→0
yt0(s0)
y˜t0(s0)
= lim
s0→0
κ˜(s0) y
′
t0(s0)
κ(s0) y˜′t0(s0)
= 1.
Offensichtlich geht an dieser Stelle wesentlich die Konstruktion mit Hilfe der linearen Isome-
trie i ein, die die Gleichheit der Anfangswerte der Jacobi Differentialgleichung garantiert. Der
Grenzu¨bergang gelingt im u¨brigen fu¨r Progenitorpunkte nur durch Betrachten der Ableitungen
der La¨ngenfunktionen, da Za¨hler und Nenner auf der linken Seite der letzten Gleichung gegen
Null streben. Mit dieser Grenzwertbetrachtung erha¨lt man insgesamt die Abscha¨tzung
yt0(s)
y˜t0(s)
≥ lim
s0→0
yt0(s0)
y˜t0(s0)
= 1,
die fu¨r alle 0 < s < b gu¨ltig ist, und die behauptete Ungleichung yt0(s) ≥ y˜t0(s) fu¨r alle 0 ≤ s ≤ b
impliziert.
Der eben bewiesene Vergleichssatz 5.3.1 kann in einfacher Weise dazu benutzt werden, um in
vielen Fa¨llen ein Intervall Geoda¨tischer Absta¨nde zu bestimmen, in dem sich der (betrags–)
kleinste Fokale Abstand befindet. Diese Technik ist Gegenstand des na¨chsten Korollars.
Korollar 5.3.2
Sei γt0(s) eine Geoda¨tische Kurve der Fla¨che S, la¨ngs der das Jacobifeld der Offsetkurventan-
genten eines Progenitorobjekts betrachtet werde. Genu¨gt die Gaußkru¨mmung K(s) von S la¨ngs
γt0(s) der Einschließung K0 ≥ K(s) ≥ K1 > 0 zu zwei positiven Konstanten K0 und K1, so
verschwindet das Jacobifeld fu¨r einen Geoda¨tischen Abstand sf , fu¨r den
sf ∈
[
π√
K0
,
π√
K1
]
(Progenitorpunkt)
sf ∈
[
arctan
(−(κg(t0))−1)√
K0
,
arctan
(−(κg(t0))−1)√
K1
]
(Progenitorkurve / rechtsseitig)
sf ∈
[
−arctan
(−(κg(t0))−1)√
K1
, −arctan
(−(κg(t0))−1)√
K0
]
(Progenitorkurve / linksseitig)
gilt. Im Fall von Progenitorkurven bezeichnet κg(t0) die Geoda¨tische Kru¨mmung der Offsetkurve
zum betrachteten Parameter t0.
Beweis:
Wir wollen den zweiten Teil von Satz 5.3.1 im Zusammenhang mit den Spha¨ren S2(K0) bzw.
S2(K1) mit Radius 1/Ki zum Beweis der Aussage benutzen. Die Jacobi Differentialgleichung
y′′(s) +Ki y(s) = 0
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hat fu¨r eine konstante Gaußkru¨mmung Ki > 0 die allgemeine Lo¨sung
y(s) = c1 cos(
√
Ki s) + c2 sin(
√
Ki s),
wobei die Konstanten c1 und c2 durch die Anfangswerte c1 = y(0) und c2 = y
′(0) bestimmt sind.
Im Fall eines Progenitorpunktes (c1 = 0 und c2 = 1) erha¨lt man daher den Fokalen Abstand auf
der Fla¨che S2(Ki) als erste Nullstelle von y(s) = sin(
√
Ki s), d.h. den Wert π/
√
Ki. Da nach
Voraussetzung K0 ≥ K(s) gilt, hat nach Satz 5.3.1 das Jacobifeld von S keine Nullstelle im
Intervall (0, π/
√
K0). Da ferner K(s) ≥ K1 erfu¨llt ist, ergibt sich ebenfalls aus dem zweiten Teil
von Satz 5.3.1 die Abscha¨tzung sf ≤ π/
√
K1.
Fu¨r eine Progenitorkurve α ⊂ S und einen beliebigen Kurvenparameter t0 erha¨lt man aufgrund
der Anfangswerte c1 = y(0) = ‖α′(t0)‖ und c2 = y′(0) = κg(t0) ‖α′(t0)‖
y(s) =
∥∥α′(t0)∥∥{cos(√Ki s) + κg(t0) sin(√Ki s)}
als Lo¨sung der Jacobi Differentialgleichung bezu¨glich S2(Ki). Die erste positive Nullstelle b
dieser Lo¨sung lautet π/(2
√
Ki) im Fall einer trivialen Geoda¨tischen Kru¨mmung κg(t0) = 0. Fu¨r
κg(t0) 6= 0 erha¨lt man den Wert
b =
arctan
(−(κg(t0))−1)√
Ki
,
wobei [−π/2, π/2] als Wertebereich der Funktion arctan angenommen wird. (Setzt man ferner
arctan(±∞) := ±π/2, so beha¨lt der letzte Ausdruck auch fu¨r κg(t0) = 0 seine Richtigkeit.) Die
Betrachtung der ersten positiven Nullstelle bezieht sich wieder auf ein rechtsseitiges Offsetting.
Fu¨r linksseitige Offsetkurven ist entsprechend −b die relevante erste Nullstelle. Mit Hilfe des
zweiten Teils von Satz 5.3.1 ergibt sich fu¨r den Fokalen Abstand
sf ∈
[
arctan
(−(κg(t0))−1)√
K0
,
arctan
(−(κg(t0))−1)√
K1
]
fu¨r rechtsseitiges Offsetting bzw.
sf ∈
[
−arctan
(−(κg(t0))−1)√
K1
, −arctan
(−(κg(t0))−1)√
K0
]
fu¨r linksseitiges Offsetting,
womit die Behauptung bewiesen wa¨re.
5.4 Numerische Beispiele
In diesem letzten Abschnitt des vorliegenden Kapitels soll die numerische Methode zur Bestim-
mung des Fokalen Abstands und damit zur Berechnung der lokalen Fokalkurven eines Proge-
nitorobjekts zusammengefaßt werden. Ferner werden wir einige Beispiele explizit durchgefu¨hr-
ter Testla¨ufe pra¨sentieren, die die Praktikabilita¨t unserer Methode demonstrieren werden. Zur
Lo¨sung der Fokalen Differentialgleichung wurde das Verfahren nach Adams (vgl. [HW76]) in der
Implementation der Numerical Algorithm Group [NAG89] eingesetzt.
Zur Berechnung der rechten Seite der Fokalen Differentialgleichung beno¨tigen wir die partiel-
len Ableitungen (∂/∂s)y und (∂/∂t)y der vorzeichenbehafteten La¨ngenfunktion y Geoda¨tischer
Offsetkurventangenten. Daher ist in jedem Schritt des numerischen Verfahrens zur Integration
der Differentialgleichung (5.2) die gesto¨rte Jacobi Gleichung zu lo¨sen. Dies geschieht mit der in
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Differentialgleichung des Fokalen Abstands (siehe Gleichung (5.2) auf Seite 129)
Methode: Differentialgleichung erster Ordnung.
Voraussetzung: C4–stetige Fla¨che, ggf. C4–stetige Fla¨chenkurve.
Anfangswerte: Durch ein Bisektionsverfahren unter Verwendung der Jacobi Differen-
tialgleichung (vgl. Abschnitt 3.6, Tabelle 3.2) zu bestimmen (siehe Ab-
schnitt 5.3).
Teilprobleme: Gesto¨rte Jacobi Differentialgleichung (vgl. Abschnitt 3.6, Tabelle 3.3).
Ergebnisse:
sf (t) Links– bzw. rechtsseitiger Fokaler Abstand bezu¨glich des Parameters t
des Progenitorobjekts.
ω(t) Links– bzw. rechtsseitiger Fokalpunkt des Progenitorobjekts zum Para-
meter t durch Einsetzen der Lo¨sung sf (t) in die Geoda¨tische Differenti-
algleichung ω(t) = γt(sf (t)) = r(O(sf (t), t)).
s′f (t) Wachstumsverhalten der Funktion des Fokalen Abstands als linke Seite
der Fokalen Differentialgleichung.
ω′(t) Tangente der Fokalkurve durch die Beziehung ω′(t) = s′f (t)γt(sf (t))
(siehe Gleichung 5.4)).
Tabelle 5.1: Anforderungen und Ergebnisse der Fokalen Differentialgleichung
Abschnitt 3.6, Tabelle 3.3 beschriebenen Routine. Aus diesem Grund muß man formal eine C4–
stetige Fla¨chengeometrie, sowie eine viermal stetig differenzierbare Progenitorkurve fordern. Da
es sich bei der gesto¨rten Jacobi Differentialgleichung um ein System aus 8 Gleichungen handelt,
ergibt sich ein recht hoher Rechenaufwand zur Bestimmung des Fokalen Abstands.
In Tabelle 5.1 findet man eine Zusammenfassung der berechneten Gro¨ßen, die man durch Lo¨sen
der Fokalen Differentialgleichung erha¨lt. Neben dem Wert des Fokalen Abstands sf (t) und dem
zugeho¨rigen Fokalpunkt ω(t) approximiert das Verfahren die Ableitung s′f (t) des Fokalen Ab-
stands, und damit gleichzeitig die Tangentenla¨nge der Fokalkurve ‖ω′(t)‖. Dies ist sofern bemer-
kenswert, da man mit Hilfe der Kenntnis von s′f (t) versuchen kann, den minimalen rechtsseitigen
Fokalen Abstand durch Anwenden einer Intervallschachtelung zu ermitteln. Analog fu¨r den Fall
linksseitiger Fokalpunkte: Hier ist man an dem maximalen Fokalen Abstand interessiert.
Als erstes Beispiel wollen wir uns mit der Geometrie des Torus bescha¨ftigen. Wie bereits in
Abschnitt 3.6 im Zusammenhang mit dem Beispiel aus Abbildung 3.7 (Seite 82) besprochen,
wollen wir den Torus als Rotationsfla¨che parametrisieren. Die Erzeugende ist hier ein Kreis in der
xz–Ebene mit Radius Eins und Mittelpunkt (3, 0, 0)T . In Abbildung 5.2 wurde diese erzeugende
Kurve in roter Farbe dargestellt. Die gru¨ne Fla¨chenkurve stellt die linksseitige Fokalkurve dar,
wa¨hrend die blaue der Fokalkurve hin zur rechten Seite entspricht.
Offenbar sind beide Fokalkurven spiegelsymmetrisch zueinander, wobei die Erzeugende der Spie-
gelachse entspricht. Dies erkennt man auch anhand von Abbildung 5.3, in der die zugeho¨rigen
Parameterraumkurven zu sehen sind. Die erzeugende Kurve befindet sich hier am rechten Rand
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Abbildung 5.2: Links– und rechtsseitige Fokalkurven der Erzeugenden eines Torus
des Parameterraums. Da gegenu¨berliegende Ra¨nder miteinander zu identifizieren sind, ist der
Parameterraum periodisch u¨ber diese Ra¨nder hinaus fortzusetzen, um diese Abbildung richtig
zu interpretieren. Aufgrund dieser Symmetrie erkennt man, daß es zu einem Progenitorpunkt
der Erzeugenden sowohl einen links– als auch einen rechtsseitigen Fokalpunkt geben kann.
Die Betragsminima beider Fokalen Absta¨nde werden in Bezug auf den Progenitorpunkt (4, 0, 0)T
angenommen. Dieser Punkt (auf der abgewandten Seite von Abbildung 5.2) befindet sich auf
dem a¨ußeren A¨quator des Torus. Die beiden zugeho¨rigen Fokalpunkte liegen ebenfalls auf diesem
Breitenkreis. Die ermittelten betragsminimalen Fokalen Absta¨nde lauten ±9.42477796076746.
In Abbildung 5.2 bzw. 5.3 erkennt man den zugeho¨rigen Punkt der Fokalkurve deutlich an der
Spitze der blauen bzw. gru¨nen Kurve. Dies deckt sich mit der in Lemma 5.1.4 formulierten
Feststellung, daß Extremwerte des Fokalen Abstands Spitzen von ω induzieren.
Die zugeho¨rige Rotationsfla¨che einer Erzeugendenkurve (x(v), 0, z(v))T in der xz–Ebene mit
x(v) > 0 ist durch die Parametrisierung
r(u, v) = (cos(u)x(v), sin(u)x(v), z(v))T
fu¨r 0 ≤ u ≤ 2π gegeben. Man rechnet leicht die Formel
K(u, v) =
z′(v) (z′(v)x′′(v)− z′′(v)x′(v))
x(v)
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Abbildung 5.3: Parameterraumkurven der Fokalkurven aus Abbildung 5.2
fu¨r die Gaußkru¨mmung einer Rotationsfla¨che nach. Im Fall des hier betrachteten Torus ist die
Erzeugende durch (3 + cos(v), 0, sin(v))T gegeben, so daß fu¨r die Gaußkru¨mmung
K(u, v) =
cos(v)
3 + cos(v)
gilt. Speziell fu¨r den A¨quator (v = 0) erha¨lt man daher die konstante Gaußkru¨mmung K(u, 0) =
1/4 fu¨r alle 0 ≤ u ≤ 2π. Wie bereits in Abschnitt 5.3 im Beweis von Korollar 5.3.2 benutzt,
ergibt sich die Lo¨sung der Jacobi Differentialgleichung fu¨r eine konstante Gaußkru¨mmung K
la¨ngs der betrachteten Geoda¨tischen durch
y(s) = y(0) cos(
√
K s) + y′(0) sin(
√
K s),
in geschlossener Form. Im Fall der hier betrachteten Progenitorkurve sind die Anfangswerte der
Jacobi Gleichung durch y(0) = 1 (die Tangentenla¨nge des erzeugenden Kreises entspricht seinem
Radius) und y′(0) = −κgy(0) = 0 (bogenla¨ngenparametrisierte Erzeugende einer Rotationsfla¨che
sind stets Geoda¨tische Kurven, siehe z.B. [dC76], S. 255 ff.) gegeben. Daher ist die Funktion
der vorzeichenbehafteten Tangentenla¨ngen Geoda¨tischer Offsetkurven y(s) la¨ngs des A¨quators
des betrachteten Torus durch y(s) = cos(s/2) gegeben. Die Nullstellen dieser Funktion lauten
s = (2k + 1)π mit k ∈ ZZ.
Anhand dieser Rechnung erkennt man gleich mehrere Sachverhalte. Zum einen sind links– bzw.
rechtsseitige Fokalpunkte eines Progenitorobjekts keineswegs eindeutig bestimmt. Wir hatten
auf diese Mo¨glichkeit bereits vor der Formulierung von Definition 5.1.1 auf Seite 126 anhand
des Beispiels der Spha¨re hingewiesen. Hier liegt uns nun ein weniger pathologisches Beispiel
dieser Tatsache vor, da es sich im Fall des Torus um geometrisch verschiedene Fokalpunkte
handelt. Ferner sehen wir, daß in den bislang besprochenen Abbildungen 5.2 und 5.3 offenbar
eine
”
Fokalkurve“ berechnet wurde, die nicht durch die Funktionen des Fokalen Abstands s+f (t)
und s−f (t) aus Definition 5.1.1 induziert wurden. Dies erkennt man daran, daß der ermittelte
Extremwert von sf , wie oben erwa¨hnt, ±9.42477796076746 betra¨gt, was in etwa ±3π entspricht.
Wie eben errechnet, betra¨gt der betragsma¨ßig minimale Wert jedoch π.
Der Grund fu¨r die Berechnung dieser Kurve ist in der Wahl des Anfangswerts der Fokalen Dif-
ferentialgleichung zu sehen. Dieser wurde so gewa¨hlt, daß der zugeho¨rige Fokalpunkt Element
der entfernteren Fokalkurve ist. Tatsa¨chlich wurde diese
”
falsche“ Wahl des Anfangswerts durch
Vorgabe eines Suchintervalls von [2π, 4π] fu¨r den initialen Fokalen Abstand provoziert. Bemer-
kenswert ist, daß unsere Methode auch fu¨r diese Fokalkurve erfolgreich war. Der zugeho¨rige
Wert y(sf ) eines mit Hilfe der Fokalen Differentialgleichung ermittelten Wertes sf entspricht
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Abbildung 5.4: Linksseitige Fokalkurven der Erzeugenden des Torus
gleichzeitig dem Einsetzfehler von sf , da fu¨r einen exakten Wert y(sf ) = 0 gelten muß. In
dem Beispiel der weiter entfernten Fokalkurve konnte ein maximales Residuum 5 ·10−10 erreicht
werden. Der mittlere Fehler lag sogar bei lediglich 10−11. Natu¨rlich beha¨lt die Fokale Differen-
tialgleichung ihre Gu¨ltigkeit fu¨r alle gewa¨hlten Anfangswerte s0 = s(t0) mit der Eigenschaft
y(s0) = 0. Beachtlich werden die durch uns erzielten Resultate durch die Tatsache, daß fu¨r jeden
Schritt des benutzten Differentialgleichungslo¨sers die gesto¨rte Jacobi Differentialgleichung gelo¨st
werden muß. Erwartungsgema¨ß ist die numerisch ermittelte Lo¨sung einer Differentialgleichung
umso fehlerbehafteter, je gro¨ßer das betrachtete Integrationsintervall ist. Fu¨r den Parameter t0
entspricht dieses Intervall fu¨r die gesto¨rte Jacobi Differentialgleichung dem Bereich von Null bis
zu dem zuletzt berechneten Wert sf (t0). Fu¨r die im Beispiel von Abbildung 5.2 behandelte ferne
Fokalkurve variierte der Fokale Abstand zwischen 3π und u¨ber 8.5π.
In Abbildung 5.4 sind zwei linksseitige Fokalkurven zu sehen. Die gru¨ne Fla¨chenkurve entspricht
der
”
nahen“ Fokalkurve ω, die definitionsgema¨ß durch den Fokalen Abstand sf (t) induziert wird.
Das exakte Minimum des Fokalen Abstands sf betra¨gt (wie oben erla¨utert) π. Dieser Wert wur-
de durch unsere Berechnungen bis auf etwa 12 Nachkommastellen errechnet. Die blaue Kurve
entspricht der eben besprochenen
”
fernen“ Fokalkurve (die ja im eigentlichen Sinn von Definition
(5.3) keine Fokalkurve ist), welche bereits in Abbildung 5.2 zu sehen war. Bei der Fokalkurve
handelt es sich nicht um eine geschlossene Kurve, wie man auch anhand der zugeho¨rigen Pa-
rameterraumkurve erkennt (siehe ebenfalls Abbildung 5.4). Die Kru¨mmung des Torus in einem
Streifen um den inneren A¨quator ist negativ, so daß die Erzeugende hier keinen Fokalpunkt
besitzt. Die Funktion sf besitzt folglich eine Polstelle.
Dieses Pha¨nomen ist auch zu beobachten, wa¨hlt man auf dem Torus anstelle der Erzeugenden
einen Progenitorpunkt, der Element des a¨ußeren A¨quators ist. Diese Situation ist in Abbildung
5.5 dargestellt, die zugeho¨rige Situation im Parameterraum des Torus entnimmt man Abbildung
5.6. Der minimale Fokale Abstand wird in Richtung der Geoda¨tischen Kurve angenommen,
die dem A¨quator entspricht. Wie man leicht nachrechnet, betra¨gt der exakte Wert 2π. Wieder
konnte dieser Wert mit einer Genauigkeit von etwa 10−12 approximiert werden. Der Verlauf der
Fokalkurve des betrachteten Progenitorpunkts sieht dem der Fokalkurve aus Abbildung 5.4 sehr
a¨hnlich.
Abbildung 5.5 la¨ßt erkennen, daß die Fla¨chenkurve gegen Ende der Berechnung nicht mehr auf
dem Torus verla¨uft. Tatsa¨chlich war die berechnete Steigung s′f (t) des Fokalen Abstands fu¨r
einen tangentialen Parameter in der Na¨he von t = ±π/3 verha¨ltnisma¨ßig groß (sie lag bei ca.
2000). Der Darstellung aus Abbildung 5.5 benutzt dagegen eine a¨quidistante Unterteilung des
betrachteten Bereiches des Parameters t, der dem tangentialen Winkel an dem Progenitorpunkt
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Abbildung 5.5: Fokalkurve eines Progenitorpunktes auf einem Torus
entspricht. Der durch unsere Berechnungen ermittelte zugeho¨rige Fokale Abstand dieser a¨quidi-
stanten Parameter wurde dazu benutzt, um als Na¨herung der Fokalkurve einen interpolierenden
Polygonzug des IR3 zu ermitteln. Bei schnellem Wachstumsverhalten von sf ergibt sich daher
das in Abbildung 5.5 zu erkennende Problem eines nicht mehr auf dem Torus verlaufenden Po-
lygonzugs. Eine adaptive Unterteilung des Winkelbereichs wu¨rde die Lo¨sung dieses Problems
bedeuten.
Daru¨berhinaus deutet ein großer Wert von s′f darauf hin, daß sich der betrachtete Parameter
t in der Na¨he einer Polstelle des Fokalen Abstands befindet. Eine numerische Behandlung der
Fokalen Differentialgleichung ist hier nicht mehr mo¨glich. Einerseits steigt die Berechnungszeit in
der Na¨he einer Polstelle rapide an, da die Geoda¨tischen Absta¨nde (betragsma¨ßig) immer gro¨ßer
werden und damit die in jedem Schritt zu lo¨sende gesto¨rte Jacobi Gleichung mehr Rechenzeit
Abbildung 5.6: Parameterraumkurve der Fokalkurve aus Abbildung 5.5
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Abbildung 5.7: Fokalkurve einer BSpline–Kurve auf einer wellenfo¨rmigen Fla¨che
beansprucht. Andererseits wird der absolute Fehler der Approximation natu¨rlich gro¨ßer, so daß
die gesamte Berechnung nicht mehr stabil sein kann. Im Beispiel von Abbildung 5.5 erreichte
der Einsetzfehler in der Na¨he von t = 1 lediglich einen Wert von etwa 10−9, im Gegensatz zu
einem mittleren Residuum von ca. 5 · 10−11 fu¨r 0 ≤ t ≤ 0.95.
Als na¨chstes Beispiel wollen wir erneut die Fla¨che betrachten, die durch die Parametrisierungs-
abbildung
r(u, v) = (u, v, cos(u) sin(v))T
gegeben ist (vgl. auch Abbildungen 4.15 bis 4.18 in Abschnitt 4.6). Als Progenitorobjekt be-
trachten wir eine BSpline–Kurve vom Grad 3 zum Knotenvektor T = (0, 0, 0, 0, 1/2, 1, 1, 1, 1)
und deBoor–Kontrollpunkten(
0
−1.9
)
,
(
−1.4
−1
)
,
(
0.25
0
)
,
(
1.3
0.7
)
,
(
0.5
1.6
)
im Parameterraum der Fla¨che, welcher als [−π, π] × [−π, π] vereinbart wurde. Diese schlan-
genfo¨rmige Progenitorkurve wurde in Abbildung 5.7 und 5.8 in rot eingezeichnet. Die Berech-
nungen ergaben fu¨r diese Konfiguration eine rechtsseitige Fokalkurve (gru¨n), die hier fu¨r die
Parameterwerte 0 ≤ t ≤ 0.4 eingezeichnet wurde, so wie eine linksseitige, in blauer Farbe ge-
kennzeichnete Fokalkurve, deren zugeho¨riger Progenitorparameter im Bereich 0.6 ≤ t ≤ 1 liegen.
Die sechs orangefarbigen Kurven repra¨sentieren Geoda¨tische Kurven, die im rechten Winkel
zur Progenitorkurve starten, und bis zum zugeho¨rigen Fokalen Abstand berechnet wurden. Die
Kurvenparameter ti, an denen die einzelnen Geoda¨tischen starten, betragen 0, 0.2100475, 0.4,
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Abbildung 5.8: Parameterraumkurve der Fokalkurve aus Abbildung 5.7
0.6, 0.7939515 und 1. Die Parameter t2 = 0.2100475 bzw. t5 = 0.7939515 der zweiten bzw.
fu¨nften Geoda¨tischen entsprechen den ermittelten Extrema des links– bzw. rechtsseitigen Fokalen
Abstands, die durch die Werte s−f (t2) = −0.523502286575703 bzw. s+f (t5) = 0.617495438824385
gena¨hert werden.
Im Parameterintervall (0.4, 0.6) der Progenitorkurve fand keine Berechnung statt. Der Grund
hierfu¨r ist die Na¨he einer Polstelle des Fokalen Abstands. Aus den oben erla¨uterten Gru¨nden
nahm die Rechenzeit fu¨r t > 0.4 bei abnehmender Approximationsgenauigkeit erwartungsgema¨ß
enorm zu. Daru¨berhinaus verla¨ßt die zugeho¨rige Fokalkurve den dargestellten Parameterbereich
der Fla¨che kurz nach U¨berschreiten dieses Wertes. Fu¨r alle sechs in Abbildung 5.7 bzw. 5.8
eingezeichneten Geoda¨tischen Kurven kann man die in Gleichung (5.4) bewiesene Kollinearita¨t
der Geoda¨tischen Tangente und der Tangente der Fokalkurve erkennen.
Als letzter Problemklasse wollen wir uns der bereits in Abschnitt 2.4 betrachteten Glockenfla¨che
widmen, die durch die Parametrisierungsabbildung gema¨ß Gleichung (2.16) zu einem Ho¨henpa-
rameter h und einer O¨ffnungsweite w gegeben ist (siehe auch Abbildung 2.3 bis 2.6 auf Seite 34
ff.). Fu¨r Abbildung 5.9 wurden die Parameter h = 2 und w = 1 gewa¨hlt. Als Progenitorobjekt
wa¨hlen wir den Punkt p = r(0, 2)T des Parameterraums [−4.5, 4.5] × [−6.5, 2.5] der Fla¨che.
Die resultierende Approximation der Fokalkurve wurde in Abbildung 5.9 und in 5.10 in blau-
er Farbe eingezeichnet. Der beru¨cksichtigte Parameterbereich entspricht mit [1.3540927, 1.7875]
einem Intervall, dessen Mitte in etwa π/2 entspricht. Aus Symmetriegru¨nden induziert t = π/2
ein Minimum des Fokalen Abstands, was man auch anhand der Spitze der Fokalkurve erkennen
kann.
Neben der in blau eingezeichneten Fokalkurve erkennt man sowohl in Abbildung 5.9 als auch
in 5.10 mehrere Geoda¨tische Offsetkurven um den gewa¨hlten Progenitorpunkt. Die zugrunde-
liegenden Absta¨nde betragen 3.5 (Rot), 4 (Orange) und 4.5 (Gru¨n). Gut zu erkennen sind die
Spitzen der Geoda¨tischen Offsetkurven. Sie entsprechen Fokalpunkten des Progenitorobjekts in
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Abbildung 5.9: Fokalkurve eines Progenitorpunktes auf einer Glockenfla¨che (I)
den jeweiligen Geoda¨tischen Absta¨nden, und liegen daher auf der Fokalkurve. Aufgrund der
Selbstu¨berschneidungen der Geoda¨tischen Offsets erkennt man, daß die Fokalpunkte mit Hilfe
eines Geoda¨tischen Kurvensegments mit p zu verbinden sind, dessen La¨nge kleiner als der Fokale
Abstand sf ist.
Noch komplizierter gestaltet sich die Situation, wenn der Ho¨henparameter der Glockenfla¨che als
h = 4 (bei gleicher O¨ffnungsweite w = 1) festgelegt wird. Zur besseren U¨bersicht wurden mit den
Abbildungen 5.11 und 5.12 zwei verschiedene Ansichten der gleichen Situation eingefu¨gt. Den
besten U¨berblick verschafft man sich dennoch mit Hilfe von Abbildung 5.13, in der die zugeho¨ri-
gen Parameterraumkurven zu sehen sind. Als Geoda¨tische Absta¨nde der einzelnen Offsetkurven
Abbildung 5.10: Parameterraumkurve der Fokalkurve aus Abbildung 5.9
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Abbildung 5.11: Fokalkurve eines Progenitorpunktes auf einer Glockenfla¨che (II)
wurde nun 4.25 (Magenta), 5 (Rot), 5.5 (Orange) und 6.1 (Gru¨n) gewa¨hlt. Der magentafarbene
Offset besitzt keine Spitze, der Abstand 4.25 induziert daher keinen Fokalpunkt.
Abbildung 5.13 erscheint deshalb so unu¨bersichtlich, da einerseits der gru¨ne Offset im Abstand
6.1 insgesamt fu¨nf Selbstu¨berschneidungen hat, andererseits sogar die Fokalkurve (in blau einge-
zeichnet) einen Doppelpunkt besitzt. Der minimale Fokale Abstand liegt wieder fu¨r den Proge-
nitorparameter π/2 mit einem Wert von ca. 4.63312889131357 vor. Der zugeho¨rige Fokalpunkt
befindet sich aus Sicht des Progenitorpunkts knapp hinter der Hu¨gelspitze.
Abbildung 5.12: Zweite Ansicht der Fokalkurve aus Abbildung 5.11
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Abbildung 5.13: Parameterraumkurve der Fokalkurve aus Abbildung 5.11 und 5.12

Kapitel 6
Mediale Achsen
6.1 Cut Locus und Mediale Achse
In diesem Abschnitt wollen wir den Begriff des Schnittorts und der Medialen Achse in kompri-
mierter Form einfu¨hren. Wir folgen hierbei im wesentlichen den Darstellungen in [Wol85], wo
der Cut Locus fu¨r Riemannsche Mannigfaltigkeiten eingefu¨hrt wird. In unserem Kontext be-
schra¨nken wir uns jedoch auf den Spezialfall regula¨rer parametrischer Fla¨chen S. Solange nicht
explizit anders gefordert, soll S mindestens zweimal stetig differenzierbar sein.
Definition 6.1.1
Sei A ⊂ S eine abgeschlossene Teilmenge der parametrischen Fla¨che S. Ein Punkt p ∈ (S−∂S)
heißt Pica bezu¨glich A, wenn es mindestens zwei verschiedene ku¨rzeste Pfade von p nach A gibt,
die in p unterschiedliche Tangentenrichtungen besitzen.
Fu¨r eine mindestens C3–stetige Fla¨che S kann gezeigt werden, daß jeder ku¨rzeste Pfad zwischen
zwei Punkten, der keine Randpunkte von S entha¨lt, eine Geoda¨tische Kurve ist (vgl. [dC76],
S. 302, oder auch [BL73], S. 196 ff.). Die Existenz von Hindernissen (die etwa bei getrimmten
Fla¨chen durch Herauslochen einer offenen Teilmenge der Ausgangsfla¨che entstehen) kann dafu¨r
verantwortlich sein, daß ku¨rzeste Pfade teilweise auf dem Rand der Fla¨che verlaufen. Dessen
ungeachtet ko¨nnen Picas auch fu¨r getrimmte Fla¨chen betrachtet werden, obwohl die Situation
hier (insbesondere im Hinblick auf die Berechenbarkeit ku¨rzester Pfade) ungleich schwieriger ist.
Daß Randpunkte von S gema¨ß Definition 6.1.1 nicht als Picas zugelassen sind, hat vorwiegend
technische Gru¨nde, auf die wir weiter unten eingehen werden.
Eine Mo¨glichkeit, den Cut Locus einer abgeschlossenen Menge einzufu¨hren, benutzt implizit
den soeben definierten Begriff. Folgende Definition erkla¨rt den Schnittort als den Abschluß der
Menge aller Picas.
Definition 6.1.2
Der Cut Locus oder Schnittort C(A) einer abgeschlossenen Teilmenge A ⊂ S der regula¨ren
parametrischen Fla¨che S ist der Abschluß der Menge aller Punkte in S, die mindestens zwei
verschiedene ku¨rzeste Verbindungspfade in S zu A besitzen.
Die Definition des Cut Locus stellt keine weiteren Anforderungen an die betrachtete Menge
A. Um gewisse pathologische Fa¨lle ausschließen zu ko¨nnen, werden wir jedoch spa¨ter gewisse
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Abbildung 6.1: Cut Locus und Mediale Achse eines polygonalen Gebiets der Ebene
Regularita¨tsbedingungen an den Rand ∂A stellen. Zu beachten bei Definition 6.1.2 ist, daß der
Schnittort als abgeschlosseneMenge definiert ist. Dies erweist sich in vieler Hinsicht als wesentlich
(vgl. dazu [Wol85]). In Abbildung 6.1 wurde eine polygonal berandete Menge A betrachtet, die
dort schraffiert dargestellt wird. Der Cut Locus dieser Menge besteht aus der Halbgeraden, die
von der Konkavecke des Polygons ausgeht. Die Ecke selbst ist aufgrund der Abschlußbildung
ebenfalls Element des Schnittorts.
Definition 6.1.3
Die Mediale Achse M(A) einer abgeschlossenen Menge A ⊂ S ist der Durchschnitt des Cut
Locus des Randes ∂A mit der Menge selbst, d.h. es gilt M(A) := C(∂A) ∩A.
In Abbildung 6.1 wurde ferner die Mediale Achse des Gebietes A eingezeichnet. Nach Definition
6.1.3 ergibt sich diese als
”
innerer“ Cut Locus des Randes von A. Auch bei der Medialen Achse ist
zu beachten, daß die (in diesem Fall konvexen) Eckpunkte von A zuM(A) geho¨ren. Insbesondere
ist die Mediale Achse als Schnittmenge zweier abgeschlossener Mengen ebenfalls abgeschlossen.
Im Fall polygonaler Gebiete der Ebene kann gezeigt werden, daß die Mediale Achse stu¨ckweise
aus Geraden und Parabelabschnitten besteht (vgl. [Gru97]). Die in Abbildung 6.1 zu erkennende
Mediale Achse ist ein Beispiel dieser Tatsache.
Wolter konnte in [Wol85] fu¨r den Fall Riemannscher Mannigfaltigkeiten mehrere verschiedene
Charakterisierungen des Schnittorts angeben, so daß die hier gewa¨hlte Art, den Cut Locus
einzufu¨hren, einigermaßen willku¨rlich ist. Um eine wichtige Beschreibung des Cut Locus (und
damit auch der Medialen Achse) formulieren zu ko¨nnen, fu¨hren wir den folgenden Begriff ein.
Definition 6.1.4
Ein Punkt p ∈ (S − ∂S) heißt Non–Extender bezu¨glich einer abgeschlossenen Menge A ⊂ S,
wenn eine ku¨rzeste Verbindung von A nach p (in S) existiert, die nicht u¨ber den Punkt p
hinaus distanzminimal zu A verla¨ngert werden kann. Alle anderen Punkte werden entsprechend
Extender genannt.
Nach Definition 6.1.4 verliert also jeder distanzminimale Pfad von A nach p seine Minimalita¨ts-
eigenschaft in dem Punkt p. Dies kann auch in der folgenden Weise umschrieben werden: Der
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Abbildung 6.2: Cut Locus eines Punktes in einer polygonal berandeten Mannigfaltigkeit
Punkt p ∈ S ist ein Non–Extender, wenn ein distanzminimaler, bogenla¨ngenparametrisierter
Pfad γ ⊂ S mit γ(0) ∈ A und γ(L) = p existiert, so daß fu¨r alle ε > 0 ein Pfad von A nach
γ(L + ε) existiert, dessen Bogenla¨nge kleiner als L + ε ist. Der folgende Hilfssatz zeigt einen
ersten Zusammenhang zwischen Picas und Non–Extendern.
Lemma 6.1.5
Jeder Pica bezu¨glich einer abgeschlossenen Menge A ist gleichzeitig Non–Extender bezu¨glich A.
Beweis:
Wir wollen den Nachweis der Aussage durch einen Widerspruchsbeweis fu¨hren und nehmen
daher die Existenz eines Picas p an, welcher ein Extender ist. Aufgrund der Eigenschaft von
Picas ko¨nnen wir die Existenz zweier verschiedener ku¨rzesten Pfade γ1 und γ2 von A nach
p annehmen. Ihre La¨nge sei mit d bezeichnet. Der Punkt p ist nach Definition genau dann
ein Extender, wenn ein ku¨rzester Pfad u¨ber p hinaus distanzminimal fortgesetzt werden kann.
Ohne Beschra¨nkung der Allgemeinheit ko¨nnen wir annehmen, daß es sich bei diesem Pfad um
γ1 handelt. Es existiert also ein ε > 0, so daß der um den Abstand ε u¨ber p hinaus verla¨ngerte
Pfad γ1 eine ku¨rzeste Verbindung zwischen dem so erreichten Punkt q und A ist. Die Konstante
ε kann aufgrund von p /∈ ∂S so gewa¨hlt werden, daß fu¨r den abgeschlossenen Abstandskreis (vgl.
Definition 2.4.4 auf Seite 35) Bε(p) ⊂ S gilt. Fu¨r den Abstand von q zu A gilt nach Konstruktion
dist(A, q) = d+ ε.
Fu¨r den Schnittpunkt w2 := γ2∩∂Bε(p) der zweiten Ku¨rzesten mit dem Rand des ε–Kreises um
p gilt offensichtlich dist(A,w2) = d−ε. Ferner gilt dist(w2, q) ≤ 2ε. Falls die letzte Ungleichung
strikt wa¨re, so wu¨rde die Abscha¨tzung
d+ ε = dist(A, q) ≤ dist(A,w2) + dist(w2, q) < d− ε+ 2 ε = d+ ε
einen Widerspruch zur Annahme liefern. Falls jedoch dist(w2, q) = 2ε gelten wu¨rde, so erha¨lt
man durch Betrachtung des Punkts w1 := γ1 ∩ ∂Bε(p) auf der ersten Ku¨rzesten aufgrund von
dist(w1, q) < 2ε in analoger Weise einen Widerspruch zur Annahme.
Zum Gelingen der zuletzt vorgetragenen Argumentation ist allerdings wesentlich, daß ein Rand-
punkt von S per Definition kein Pica sein kann. (Im Beweis garantierte dies die Existenz eines
ε–Kreises, dessen Abschluß ganz in S liegt.) Wu¨rde man solche
”
Rand–Picas“ zulassen, wa¨re
die Aussage des letzten Hilfssatzes falsch. Dazu betrachte man das Beispiel aus Abbildung 6.2,
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das bereits in [Wol85] behandelt wurde. Die betrachtete Fla¨che S stellt das polygonal berandete
Gebiet dar, aus dem ein Dreieck gelocht wurde. Die gestrichelte Linie entspricht dem Cut Locus
des Punktes p, da jeder Linienpunkt zwei ku¨rzeste Verbindungen zu p besitzt. Dies trifft auch
fu¨r den Randpunkt q ∈ ∂S zu, der jedoch nach Definition 6.1.1 (eben aufgrund von q ∈ ∂S) kein
Pica ist. q liegt aber im Abschluß aller Picas, folglich gilt q ∈ C(A). Der Pfad γ zeigt schließlich,
daß q auf alle Fa¨lle ein Extender bezu¨glich p ist.
Die Umkehrung von Lemma 6.1.5 ist i.a. nicht richtig. Weiter unten werden wir diesen Sach-
verhalt anhand der sogenannten Fokalstartpunkte der Medialen Achse eingehender studieren.
Offensichtlich existiert jedoch ein enger Zusammenhang zwischen Non–Extendern und Picas
(und damit zum Schnittort von A). Nach [Wol85], S. 52 ff., gilt die folgende Charakterisierung
des Cut Locus, der diesen Zusammenhang genauer beleuchtet.
Lemma 6.1.6
Der Cut Locus C(A) stimmt mit dem Abschluß der Menge aller Non–Extender bezu¨glich A u¨ber-
ein. Folglich entspricht die Mediale Achse dem Abschluß aller Non–Extender bezu¨glich ∂A, die
Elemente von A sind.
Eine Implikation des letzten Hilfssatzes ist, daß jede Folge von Non–Extendern ihre Ha¨ufungs-
punkte in dem Schnittort selbst besitzt. Allerdings kann man daraus i.a. nicht schließen, daß
der Grenzwert einer Folge von Non–Extendern wieder ein Non–Extender ist. Ein Gegenbeispiel,
das dieses Pha¨nomen belegt, findet man in [Wol92], Seite 8.
Bemerkung 6.1.7
Nach Definition 6.1.2 ist die Menge aller Picas dicht in C(A). Daher kann jeder Non–Extender
als Grenzwert einer Folge von Picas dargestellt werden.
In Abschnitt 2.4 hatten wir in Definition 2.4.4 auf Seite 35 den Begriff des Geoda¨tischen
(Abstands–)Kreises Bρ(p) im Abstand ρ um einen Fla¨chenpunkt p ∈ S eingefu¨hrt, der, daran
sei an dieser Stelle noch einmal erinnert, i.a. nur eine Teilmenge der Geoda¨tischen Offsetkurve
um p ist. Im Zusammenhang mit der Medialen Achse wird es sich als sinnvoll erweisen, den
folgenden Begriff einzufu¨hren.
Definition 6.1.8
Sei A ⊂ S eine abgeschlossene Menge. Ein abgeschlossener Geoda¨tischer Kreis Bρ(p) ⊂ A mit
ρ > 0 heißt maximaler einbeschriebener Kreis von A, wenn fu¨r alle q ∈ A und alle r > 0 aus der
Eigenschaft Bρ(p) ⊂ Br(q) ⊂ A die Gleichheit der Mittelpunkte q = p und der Geoda¨tischen
Radien r = ρ folgt.
Die beiden folgenden Hilfssa¨tze werden zeigen, wie man mit Hilfe des Begriffs des maximal ein-
beschriebenen Kreises eine bessere Intuition zu der Mediale Achse eines abgeschlossenen Gebiets
A entwickeln kann. Sie charakterisieren die Non–Extender–Punkte der Medialen Achse M(A)
als Mittelpunkte maximal einbeschriebener Kreise von A. Zur besseren U¨bersicht haben wir
diese Behauptung in zwei separate Aussagen aufgeteilt. Fu¨r den Euklidischen Fall wurden sie
von Wolter in [Wol92], Seite 10 ff., bewiesen. Unsere Version stellt ihre Verallgemeinerung fu¨r
parametrische Fla¨chen bereit. Die Beweisfu¨hrung selbst folgt im wesentlichen den Ideen aus
[Wol92].
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Lemma 6.1.9
Jeder Non–Extender p ∈ A von ∂A ist Mittelpunkt eines maximal einbeschriebenen Kreises von
A.
Beweis:
Da p nach Voraussetzung ein Non–Extender bezu¨glich ∂A ist, existiert ein ku¨rzester Pfad von
∂A nach p. Der zugeho¨rige Randpunkt sei mit w ∈ ∂A bezeichnet, der entsprechende Abstand
mit d := dist(∂A,p) = dist(w,p).
Wir zeigen zuna¨chst Bd(p) ⊂ A. Dazu nehmen wir im Gegenteil an, es ga¨be ein v ∈ (S − A) ∩
Bd(p). Da insbesondere v ∈ Bd(p) gilt, gibt es eine (stu¨ckweise) bogenla¨ngenparametrisierte
Verbindungskurve γ ⊂ S mit der Eigenschaft γ(0) = p und γ(L) = v, wobei L ≤ d gilt. Da
ferner v /∈ A nach Annahme erfu¨llt ist, existiert ein Parameter s ∈ (0, L), so daß γ(s) ∈ ∂A gilt.
Damit erha¨lt man jedoch
dist(∂A,p) ≤ dist(γ(s),p) < L ≤ d = dist(∂A,p),
was die Annahme v ∈ (S −A) ∩Bd(p) widerlegt, so daß wir Bd(p) ⊂ A schließen ko¨nnen.
Es verbleibt, die Maximalita¨t von Bd(p) zu zeigen. Angenommen es existiert ein q ∈ A und ein
r > d, so daß Bd(p) ⊂ Br(q) ⊂ A gilt. Wegen w ∈ Bd(p) ⊂ Br(q) gilt zuna¨chst dist(w, q) ≤ r.
Wa¨re jedoch r−dist(w, q) > 0 erfu¨llt, so ga¨be es ein ε > 0, so daß Bε(w) ⊂ Br(q) gegeben wa¨re.
Wegen w ∈ ∂A entha¨lt Bε(w) fu¨r alle ε > 0 auch Punkte des Komplements (S−A) von A, was
jedoch imWiderspruch zur AnnahmeBr(q) ⊂ A stu¨nde. Daher muß dist(∂A, q) ≤ dist(w, q) = r
erfu¨llt sein. Andererseits folgt aus Br(q) ⊂ A gleichzeitig dist(∂A, q) ≥ r, so daß wir
dist(∂A, q) = dist(w, q) = r
schließen ko¨nnen. Wir bezeichnen mit γp bzw. γq das bogenla¨ngenparametrisierte, distanzmini-
male Verbindungssegment von w ∈ ∂A nach p bzw. q. Insbesondere gelte also
γp(0) = w = γq(0), γp(d) = p, γq(r) = q.
Da beide Pfade in Bd(p) bzw. Br(q) enthalten sind, mu¨ssen beide Kurven Geoda¨tische sein.
(Andernfalls mu¨ßten sie den Rand von A auf ihrem Weg von w nach p bzw. q treffen, was im
Widerspruch zu ihrer Distanzminimalita¨t stu¨nde.) Der Rand des Geoda¨tischen Abstandskreises
Bd(p) bzw. Br(q) ist in w orthogonal zu der Startrichtung γ
′
p(0) bzw. γ
′
q(0) der jeweiligen
Geoda¨tischen (vgl. Hilfssatz 2.4.2 auf Seite 32). Aufgrund der Inklusion Bd(p) ⊂ Br(q) muß die
Identita¨t
γ ′p(0) = γ
′
q(0)
erfu¨llt sein, da sonst die Ra¨nder beider Abstandskreise einen transversalen Schnitt in w besa¨ßen.
Aufgrund der Eindeutigkeit bogenla¨ngenparametrisierter Geoda¨tischer Kurven bei Vorgabe von
Startpunkt und –richtung muß folglich Spur (γp) ⊂ Spur (γq) gelten. Aufgrund der Annahme
r > d ko¨nnte die ku¨rzeste Verdingung γp folglich distanzminimal u¨ber den Punkt p = γp(d)
hinaus verla¨ngert werden, so daß p ein Extender bezu¨glich ∂A wa¨re. Dies widerspricht jedoch
der Voraussetzung, nach der p ein Non–Extender ist.
Lemma 6.1.10
Jeder Mittelpunkt eines maximal einbeschriebenen Kreises von A ist ein Non–Extender bezu¨glich
∂A.
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Abbildung 6.3: Mediale Achse und maximal einbeschriebene Kreise
Beweis:
Es sei Bd(p) mit d > 0 und p ∈ A ein maximal einbeschriebener Kreis von A. Offensicht-
lich muß der Rand dieses Abstandskreises einen Randpunkt w ∈ ∂A enthalten. Wa¨re na¨mlich
dist(∂A,Bd(p)) = ε > 0, so wa¨re mit einer Wahl von ρ := d + ε/2 der Kreis Bρ(p) ganz in A
enthalten, was im Widerspruch zur Maximalita¨tseigenschaft des Ausgangskreises steht. Sei also
w ∈ ∂A ∩Bd(p). Fu¨r diesen Punkt gilt insbesondere
dist(∂A,p) = dist(w,p) = d.
Daher gibt es einen bogenla¨ngenparametrisierten, distanzminimalen Pfad γ mit der Eigenschaft
γ(0) = w und γ(d) = p. Da ferner γ fu¨r 0 < s ≤ d in dem Inneren des Abstandskreises
Bd(p) ⊂ A verla¨uft, kann γ(s) kein Randelement von A sein. Daher muß γ ein Geoda¨tisches
Segment zwischen w und p sein.
Wir nehmen in Negation zu der zu zeigenden Aussage an, daß p ein Extender bezu¨glich ∂A ist.
Unter dieser Annahme gibt es ein ε > 0, so daß das verla¨ngerte Geoda¨tische Segment von w
nach q := γ(d+ε/2) ein distanzminimaler Pfad ist. Aus dieser Eigenschaft ergibt sich allerdings
dist(∂A, q) = dist(w, q) = d+ε/2, so daß der zugeho¨rige Abstandskreis Bd+ε/2(q) ⊂ A genu¨gen
muß. Fu¨r einen beliebigen Punkt x ∈ Bd(p) gilt nun
dist(x, q) ≤ dist(x,p) + dist(p, q) ≤ d+ ε
2
,
so daß auch x ∈ Bd+ε/2(q) erfu¨llt ist. Damit wa¨re allerdings Bd(p) ⊂ Bd+ε/2(q) ⊂ A gezeigt,
was im Widerspruch zur Voraussetzung steht, daß Bd(p) ein maximal einbeschriebener Kreis
von A ist.
Unter Verwendung der letzten beiden Hilfsa¨tze ergibt sich aus Lemma 6.1.6 sofort die folgende
Aussage.
Korollar 6.1.11
Die Mediale Achse M(A) eines abgeschlossenen Teilgebietes A ⊂ S ist der Abschluß der Menge
von Mittelpunkten in A maximal einbeschriebener Kreise.
Anhand von Abbildung 6.1 haben wir oben bereits erla¨utert, daß die konvexen Eckpunkte des
Gebietes A aufgrund der Abschlußbildung zur Medialen Achse geho¨ren. Mit Hilfe maximal ein-
beschriebener Kreise kann man sich diese Eigenschaft gut veranschaulichen. In Abbildung 6.3
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erkennt man die Mediale Achse eines Rechtecks der Euklidischen Ebene. Gleichzeitig wurden
drei maximal einbeschriebene Kreise eingezeichnet. Betrachtet man ausgehend von dem Punkt p
(der im u¨brigen ein Verzweigungspunkt vonM(A) ist) eine Folge von Non–Extendern, die gegen
die linke obere Ecke des Rechtecks strebt, so ist die zugeho¨rige Folge der Radien der maximal
einbeschriebenen Kreise streng monoton fallend. Im Grenzwert erha¨lt man folglich einen
”
Kreis“
mit Radius Null.
6.2 Eigenschaften der Medialen Achse
Im folgenden wollen wir einige zusa¨tzliche Forderungen an die betrachtete Menge A stellen, so
daß fu¨r die resultierende Mediale Achse gewisse pathologische Pha¨nomene ausgeschlossen werden
ko¨nnen. Diese Bedingungen ko¨nnen wie folgt zusammengefaßt werden:
(A) Sei S eine mindestens zweimal stetig differenzierbare, parametrische Fla¨che und A eine
m–fach zusammenha¨ngende (m <∞), abgeschlossene, zweidimensionale Untermannigfal-
tigkeit von S, deren Rand ∂A zweimal stetig differenzierbar ist.
Die Differenzierbarkeitsanforderung an den Rand ∂A ist wie folgt zu verstehen: Da A einem–fach
zusammenha¨ngende Menge ist, besteht der Rand von A aus m Zusammenhangskomponenten.
Bedingung (A) besagt nun, daß die i–te Zusammenhangskomponente von ∂A durch eine re-
gula¨re, C2–stetige, parametrische Fla¨chenkurve αi(t) gegeben ist. Insbesondere gilt unter dieser
Voraussetzung
n⋃
i=1
Spur (αi) = ∂A.
Da A ferner eine Mannigfaltigkeit ist, sind die einzelnen Randkurven paarweise disjunkt. Ferner
ko¨nnen wir ohne Beschra¨nkung der Allgemeingu¨ltigkeit unserer Argumente annehmen, daß die
Orientierung der Randkurven so gewa¨hlt wurde, daß sich das Innere von A stets auf der rechten
Seite der Kurve bezu¨glich der Fla¨chenorientierung befindet. (Diese sogenannte Rechte–Hand–
Regel stellt eine u¨bliche Konvention im Computer Aided Geometric Design, insbesondere bei
der Behandlung getrimmter Fla¨chen dar.)
Um die Formulierung der nachfolgenden Sa¨tze und Hilfssa¨tze mo¨glichst pra¨gnant zu gestalten,
verzichten wir im folgenden auf die explizite Wiederholung dieser Voraussetzungen und werden
auf diese als Bedingung (A) verweisen.
Lemma 6.2.1
Sei S eine mindestens zweimal stetig differenzierbare, parametrische Fla¨che und A ⊂ S eine
Teilmenge mit der Eigenschaft (A). Fu¨r jeden Pica p ∈M(A), der kein Fokalpunkt von ∂A ist,
gibt es Indizes 1 ≤ i, j ≤ n, so daß p Element eines Teilstu¨cks der Medialen Kurve bezu¨glich αi
und αj ist.
Beweis:
Eine ku¨rzeste Verbindung zwischen zwei Punkten einer regula¨ren Fla¨che ist eine Kurve, die aus
Geoda¨tischen Segmenten und Teilkurven (dies schließt einpunktige Kurven ein) des Randes von
S besteht (vgl. [Wol85], Seite 143 ff.). Unter der Voraussetzung, daß p ein Pica aus A ist, und A
abgeschlossen ist, muß daher jede ku¨rzeste Verbindung von p nach ∂A eine Geoda¨tische Kurve
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sein. Nach Definition 6.1.1 besitzt daher jeder Pica p ∈ M(A) mindestens zwei verschiedene
distanzminimale Verbindungsgeoda¨tische γ1 und γ2 zu ∂A, die ohne Beschra¨nkung der Allge-
meinheit nach ihrer Bogenla¨nge parametrisiert angenommen werden ko¨nnen. Ferner nehmen
wir an, daß γ1(0),γ2(0) ∈ ∂A und γ1(sp) = p = γ2(sp) gilt. Damit ko¨nnen wir die Indizes
i, j ∈ {1, 2, . . . , n} so bestimmen, daß γ1(0) = αi(t0) und γ2(0) = αj(ϕ0) mit bestimmten
Kurvenparametern t0 und ϕ0 von αi bzw. αj gilt. Zu beachten ist, daß hierbei nicht i 6= j
gefordert wird. Fu¨r den Fall der Gleichheit i = j (d.h. die Verbindungsgeoda¨tischen starten von
der gleichen Randkomponente von ∂A) gilt jedoch t0 6= ϕ0.
Da der Pica p nach Voraussetzung kein Fokalpunkt des Randes ist, kann die Gleichung
F (s, t, ϕ) = 0
(deren Nullstellenmenge die lokal Mediale Kurve ist, vgl. Definition 4.1.1 auf Seite 83) nach Satz
4.1.2 lokal um (sp, t0, ϕ0) nach t aufgelo¨st werden. Daher gibt es ein ε > 0, so daß die Mediale
Kurve
µ(t) = Oi(s(t), t) = Oj(s(t), ϕ(t)) fu¨r alle |t− t0| < ε
durch Funktionen s(t), ϕ(t) mit der Eigenschaft s(t0) = sp und ϕ(t0) = ϕ0 in der Na¨he von
p = µ(t0) definiert ist.
Auf die Voraussetzung, daß der fragliche Pica kein Fokalpunkt bezu¨glich ∂A sein darf, kann in
Lemma 6.2.1 nicht verzichtet werden. Betrachtet man als Menge A etwa eine abgeschlossene
Kreisscheibe der Euklidischen Ebene, so ist der Mittelpunkt p des Kreises sicherlich ein Pica
bezu¨glich ∂A. Gleichzeitig ist p auch ein Fokalpunkt bezu¨glich jedes Elements des Kreisrandes.
Eine Auflo¨sung der Gleichung F (s, t, ϕ) = 0 nach t ist offenbar nicht mo¨glich.
In Abschnitt 4.6 hatten wir als Voraussetzung zur numerischen Behandlung der Medialen Dif-
ferentialgleichung vorausgesetzt, daß die betrachteten Progenitorkurven dreimal stetig differen-
zierbar sind. Der Grund hierfu¨r bestand in der Notwendigkeit, die partiellen Ableitungen ∂tO
berechnen zu ko¨nnen. Dies geschieht nach unserem Vorschlag mit Hilfe der Jacobi Differential-
gleichung, fu¨r deren Formulierung wir die zweite Ableitung der Funktion yt0(s) der vorzeichenbe-
hafteten Tangentenla¨ngen der Offsetkurven beno¨tigen. Damit diese zweimal stetig differenzierbar
ist, muß die Progenitorkurve nach Satz 3.3.4, Seite 61, mindestens C3–stetig sein. Diese Voraus-
setzung betrifft jedoch nur die Berechnung von ∂tO mit Hilfe der Jacobi Differentialgleichung.
Die Mediale Differentialgleichung kann jedoch bereits formuliert werden, wenn ∂tO existiert
und stetig ist. Dies ist nach Satz 3.2.8 von Seite 57 bereits fu¨r zweimal stetig differenzierbare
Progenitorkurven der Fall.
Satz 6.2.2
Sei S eine mindestens zweimal stetig differenzierbare, parametrische Fla¨che und A ⊂ S eine Teil-
menge, die der Bedingung (A) genu¨gt. Dann ist jeder Ha¨ufungspunkt p einer Folge {pn}n∈IN ⊂ A
von Picas bezu¨glich ∂A ein Pica bezu¨glich ∂A oder ein Fokalpunkt des Randes ∂A.
Beweis:
Sei also {pn}n∈IN ⊂ A eine konvergente Folge von Picas bezu¨glich ∂A und p ihr Grenzwert.
Wir ko¨nnen ohne Beschra¨nkung der Allgemeinheit annehmen, daß alle Picas der Folge ku¨rzeste
Verbindungen zu den Randkurven αi und αj besitzen, wobei fu¨r die Indizes 1 ≤ i ≤ j ≤ n gilt.
Dies ergibt sich aus der Voraussetzung, daß A nur endlich viele Randkomponenten besitzt. Wie
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im Beweis zu Lemma 6.2.1 ko¨nnen wir daher fu¨r jeden Pica pn die bogenla¨ngenparametrisierten,
distanzminimalen Verbindungsgeoda¨tischen γ
(n)
1 und γ
(n)
2 betrachten, fu¨r die
γ
(n)
1 (0) = αi(tn), γ
(n)
2 (0) = αj(ϕn), γ
(n)
1 (dn) = pn = γ
(n)
2 (dn)
gelte. Dabei bezeichnen tn und ϕn die zugeho¨rigen Parameter der betroffenen Randkurven αi
bzw. αj , sowie dn die La¨nge der Geoda¨tischen Verbindungssegmente.
Wir betrachten zuna¨chst den Fall, daß die Folge {pn}n∈IN unendlich viele Picas pnl (nl ∈ IN)
entha¨lt, die gleichzeitig Fokalpunkte bezu¨glich αi(tnl) bzw. αj(ϕnl) sind. In diesem Fall bewegt
sich die Teilfolge {pnl}l∈IN in der Vereinigung der Fokalkurven Spur (ωi) ∩ Spur (ωj) bezu¨glich
αi bzw. αj . Dies ist eine abgeschlossene Menge, so daß sich der Grenzwert p in ihr befinden
muß. Wir nehmen ohne Beschra¨nkung der Allgemeinheit an, daß p ∈ Spur (ωi) gilt, daß also
der Grenzwert Element der Fokalkurve bezu¨glich αi ist.
Damit existiert eine unendliche Teilfolge {pnk}k∈IN ⊂ Spur (ωi) von Fokalpunkten bezu¨glich der
zugeho¨rigen Kurvenpunkte αi(tnk), die gleichzeitig Picas sind. Nach Lemma 6.1.5 ist bekannt,
daß jeder Pica gleichzeitig ein Non–Extender ist. Ein Non–Extender der Medialen Achse von
A ist nach Hilfssatz 6.1.9 ferner der Mittelpunkt eines maximal einbeschriebenen Kreises von
A. Da jedes pnk ein Fokalpunkt ist, entspricht der Rand von Bdnk (pnk) dem Geoda¨tischen
Kru¨mmungskreis von αi im Parameter tnk . Aufgrund der Rechten–Hand–Regel liegt Bdnk (pnk)
auf der rechten Seite in Bezug auf αi. Nach Lemma 5.2.4 ist der zugeho¨rige Abstand dnk =
s+f (tnk), der dem Fokalen Abstand der Randkurve αi zum Zeitpunkt tnk entspricht, ein lokales
Minimum der Funktion s+f (t).
1 Daher muß die Teilfolge pnk fu¨r hinreichend große k konstant
sein. Der Grenzwert p entspricht folglich diesem konstanten Folgenglied, das gleichzeitig ein
Fokalpunkt bezu¨glich αi(tnk) und ein Pica ist.
Sind andernfalls nur endlich viele Picas pn1 , . . . , pnl gleichzeitig Fokalpunkte, so kann man diese
aus der betrachteten Folge {pn}n∈IN entfernen, ohne das Konvergenzverhalten zu beeinflussen.
Wir nehmen daher fu¨r den zweiten Fall ohne Einschra¨nkung an, die Folge der Picas enthalte keine
Fokalpunkte. Aufgrund der Konvergenz pn → p gibt es fu¨r beliebig kleine ε > 0 ein N(ε) ∈ IN,
so daß fu¨r alle n ≥ N(ε) der Pica pn in der Umgebung Bε(p) liegt. Nach Hilfssatz 6.2.1 ist jeder
dieser Picas Element eines Teilstu¨cks der lokal Medialen Kurve, d.h. es gibt Funktionen sn(t)
und ϕn(t), so daß sn(tn) = dn, ϕn(tn) = ϕn und
F (sn(t), t, ϕn(t)) = 0
fu¨r alle |t− tn| < δn zu gewissen positiven Konstanten δn > 0 gilt. Mit anderen Worten kommt
man dem Grenzwert p auf einem (nicht notwendigerweise eindeutig bestimmten) Abschnitt der
Medialen Kurve beliebig nahe. Wir ko¨nnen jedoch einen Ast der Medialen Kurve wa¨hlen, auf
dem sich unendlich viele Folgenglieder {pnk}k∈N befinden. Die zugeho¨rigen Funktionen seien
mit s(t) und ϕ(t) bezeichnet. Damit gilt
µ(t) = r (Oi (s(tnk), tnk)) = r (Oj (s(tnk), ϕ(tnk))) = pnk → p fu¨r k →∞.
Falls die Gleichung F (s, t, ϕ) = 0 auch im Grenzwert nach t auflo¨sbar ist, d.h. falls man die
Mediale Kurve µ(t) nach p fortsetzen kann, ist p offenbar ein Pica bezu¨glich ∂A.
Nach Satz 4.1.2 ist eine Auflo¨sbarkeit in p genau dann nicht mo¨glich, wenn p ein Fokalpunkt ist,
oder die zugeho¨rigen Geoda¨tischen Segmente identisch sind. Im letzt genannten Fall mu¨ssen die
1An dieser Stelle geht ganz wesentlich ein, daß die Randkurve αi zweimal stetig differenzierbar ist. Nach
Abschnitt 5.1 ergibt sich sf (t) unter dieser Voraussetzung als stetige Funktion.
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Randkurven αi und αj identisch sein, d.h. es gilt i = j. Ferner gibt es einen Parameter t0 der
Randkurve, so daß tnk → t0 ← ϕnk fu¨r k →∞ erfu¨llt ist. Dabei konvergieren die Schnittpunkte
der beliebig nah zueinander startenden Geoda¨tischen Segmente
γ
(nk)
1 (s) = r (Oi (s, tnk)) und γ
(nk)
2 (s) = r (Oi (s, ϕnk))
gegen p. Dies entspricht jedoch erneut der Situation, daß p ein Fokalpunkt bezu¨glich α(t0) ist
(siehe auch [dC76], S. 362 ff.).
Zu beachten bei der Aussage dieses Satzes ist, daß die Formulierung nicht etwa
”
entweder Pica
oder Fokalpunkt“ lautet. Wie auch im Beweis beru¨cksichtigt kann es Picas geben, die gleichzeitig
Fokalpunkte bezu¨glich ∂A sind. Der folgende Hilfssatz beschreibt eine wichtige Eigenschaft von
Fokalpunkten. Er stellt eine Verallgemeinerung eines Ergebnisses von Jacobi dar, welches im Fall
einer einpunktigen Menge A = {q} besagt, daß Geoda¨tische Kurven ihre Distanzminimalita¨t
bezu¨glich q spa¨testens in einem Fokalpunkt von q verlieren (siehe [dC76], S. 423 ff.).
Lemma 6.2.3
Sei A ⊂ S eine Teilmenge gema¨ß Bedingung (A) der zweimal stetig differenzierbaren, para-
metrisschen Fla¨che S. Sei ferner p ein Fokalpunkt bezu¨glich α(t0) ∈ ∂A im Fokalen Abstand
s+f (t0). Die zugeho¨rige Geoda¨tische Kurve γt0 mit
γt0(0) = α(t0) und γt0(s
+
f (t0)) = p
ist nicht mehr distanzminimal zu ∂A fu¨r Geoda¨tische Absta¨nde s > s+f (t0).
Einen Beweis findet man in [Wol85], Seite 115 ff. Der Satz von Jacobi, als dessen Verallgemeine-
rung Lemma 6.2.3 aufgefaßt werden kann, wird u¨blicherweise unter Verwendung der sogenannten
Technik der zweiten Variation der Bogenla¨nge oder des Morse Index bewiesen (vgl. [Mil73], S.
83 ff.). Bemerkenswert an dem Beweis von Wolter in [Wol85] ist, daß er ohne diese Techniken
auskommt, fu¨r die man eine zweimal stetig partiell differenzierbare Offsetfunktion beno¨tigen
wu¨rde. Wolter setzt zwar eine beliebig oft differenzierbare Fla¨che S (bzw. dort Riemannsche
Mannigfaltigkeit) voraus, in seinem Beweis benutzt er diese Voraussetzung nur, um die C1–
Stetigkeit der Offsetfunktion zu folgern (vgl. [Wol85], S. 116). Mit Satz 3.2.7 (Seite 56) konnten
wir jedoch nachweisen, daß die Offsetfunktion bereits fu¨r C2–stetige, parametrische Fla¨chen S
stetig partiell differenzierbar ist. Wir verzichten daher auf eine Wiederholung der Argumente
aus [Wol85].
Wir sind nun in der Lage, einige wichtige Folgerungen u¨ber die lokale Struktur der Medialen
AchseM(A) einer abgeschlossenen Menge A mit C2–stetigem Rand zu ziehen. Wir beginnen mit
der Charakterisierung von Fokalpunkten bezu¨glich des Randes ∂A, die Elemente der Medialen
Achse sind.
Lemma 6.2.4
Sei S eine zweimal stetig differenzierbare, parametrische Fla¨che und A ⊂ S eine Teilmenge,
die der Bedingung (A) genu¨gt. Sei ferner p ∈ M(A) ein Fokalpunkt bezu¨glich α(t0) ∈ ∂A
im Fokalen Abstand s0 := s
+
f (t0) und das zugeho¨rige (bogenla¨ngenparametrisierte) Geoda¨tische
Kurvensegment γt0 mit
γt0(0) = α(t0) und γt0(s0) = p
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sei distanzminimal zu ∂A. Dann ist Bs0(p) ein maximal einbeschriebener Kreis von A und s0
ein lokaler Minimalwert der Funktion des Fokalen Abstands s+f (t). Insbesondere ist p ein Non–
Extender bezu¨glich ∂A.
Beweis:
Da nach Voraussetzung p ∈ M(A) gilt und das Geoda¨tische Segment γt0 von α(t0) nach p
distanzminimal ist, gibt es keinen Pfad mit einer La¨nge kleiner als s0 von p nach ∂A. Folglich
gilt fu¨r den zugeho¨rigen Geoda¨tischen Kru¨mmungskreis die Inklusion Bs0(p) ⊂ A. Wir nehmen
nun an, es ga¨be einen Punkt q ∈ A und einen Abstandswert r > 0, so daß
Bs0(p) ⊂ Br(q) ⊂ A
erfu¨llt wa¨re. Da insbesondere α(t0) ∈ Br(q) gelten muß, ist α(t0) ein gemeinsames Element
der Ra¨nder beider Abstandskreise. Analog zur Argumentation des Beweises von Lemma 6.1.9
ko¨nnen wir schließen, daß α(t0) ein tangentialer Schnittpunkt von ∂Bs0(p) und ∂Br(q) sein
muß. Bezeichnen wir mit γq das bogenla¨ngenparametrisierte Geoda¨tische Segment von α(t0)
nach q, so muß folglich
Spur
(
γt0([0, s0])
) ⊂ Spur (γq([0, r]))
gelten. Nach Hilfssatz 6.2.3 ist γt0 jedoch nicht mehr distanzminimal fu¨r Werte s > s0. Daher
kann die Geoda¨tische γq keine ku¨rzeste Verbindung von α(t0) nach q liefern, so daß die Annahme
Bs0(p) ⊂ Br(q) ⊂ A nur fu¨r p = q und r = s0 zu halten ist.
Eine direkte Folgerung aus Satz 6.2.2 und Hilfssatz 6.2.4 lautet:
Korollar 6.2.5
Ist A ⊂ S eine Teilmenge, die der Bedingung (A) genu¨gt, so ist jeder Non–Extender p ∈M(A),
der kein Pica ist, ein Fokalpunkt von ∂A.
Mit Hilfe von Lemma 6.2.4 verfu¨gen wir ferner u¨ber ein notwendiges Kriterium, wann ein Fo-
kalpunkt zur Medialen Achse geho¨ren kann. Es kommen offenbar nur solche Fokalpunkte in
Frage, deren zugeho¨riger Fokaler Abstandswert jeweils ein lokales Minimum der Funktion des
rechtsseitigen Fokalen Abstands darstellt. Dieses Kriterium ist natu¨rlich nicht hinreichend, da
das Geoda¨tische Segment hin zum Fokalpunkt nicht zwingenderweise eine ku¨rzeste Verbindung
zum Rand von A sein muß. Aufgrund der Eigenschaft, Mittelpunkt eines maximal einbeschrie-
benen Kreises in A zu sein, stellen solche Fokalpunkte in einem gewissen Sinn die Start– bzw.
Endpunkte der Medialen Achse dar.
In Abbildung 6.4 sind die verschiedenen mo¨glichen Situationen dargestellt. Der Rand der be-
handelten Menge A besteht in allen drei Fa¨llen aus einem Parabelstu¨ck und zwei bzw. einer
Geraden. Obwohl wir in dieser Arbeit von C2–stetigen Randkurven der betrachteten Menge A
ausgehen, wollen wir in diesem Beispiel eine stu¨ckweise kru¨mmungsstetige Randkurve betrach-
ten. Wir sind davon u¨berzeugt, daß die hier bewiesenen Eigenschaften der Medialen Achse auch
in dieser Situation Gu¨ltigkeit besitzen. Anhand von Abbildung 6.3 haben wir etwa angemerkt,
daß die maximal einbeschriebenen Kreise in einem solchen Fall gegen Kreise mit Radius Null um
den Eckpunkt streben. Dennoch besitzt die Diskussion stu¨ckweiser C2–stetiger Randkurven ihre
eigenen Tu¨cken, so daß wir diese Konfiguration an anderer Stelle untersuchen werden. Die we-
sentlichen Merkmale der Beispiele aus Abbildung 6.4 lassen sich ebenfalls durch eine C2–stetige
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Abbildung 6.4: Mediale Achse und Fokale Startpunkte
Randkurve konstruieren, indem die Eckpunkte durch Fokalpunkte ersetzt werden. Wir sind aber
der Meinung, daß die Zeichung dadurch unno¨tigerweise verkompliziert worden wa¨re, so daß die
eigentliche Aussage der Beispiele verwa¨ssert wu¨rde.
Im ersten Teilbeispiel von Abbildung 6.4 besitzt die Mediale Achse vier Startpunkte: drei Eck-
punkte und einen Fokalpunkt. Der eingezeichnete Kreis stellt den Kru¨mmungskreis um den
Fokalpunkt des Scheitels der Parabel dar. Offenbar beginnt in jedem Startpunkt ein eigener Ast
der Medialen Achse. Im zweiten Teilbeispiel, in dem neben dem Parabelstu¨ck lediglich eine Ge-
rade zur Berandung von A benutzt wurde, kann man A¨hnliches beobachten. Allerdings besitzt
hier der Ast ausgehend von dem Fokalpunkt die La¨nge Null; der Fokalpunkt ist gleichzeitig ein
Pica bezu¨glich ∂A. Die dritte Situation liefert ein Beispiel dafu¨r, daß das Kriterium des lokal
minimalen Fokalen Abstands nicht hinreichend ist. Hier ist der Kru¨mmungskreis nicht in A
enthalten, der Fokalpunkt geho¨rt daher nicht zur Medialen Achse von A.
In Abschnitt 6.1 hatten wir darauf hingewiesen, daß der Grenzwert einer Folge von Non–
Extendern ein Extender sein kann. Unter der in diesem Abschnitt gemachten Stetigkeitsannahme
hinsichtlich des Randes von A ko¨nnen wir diesen recht unangenehmen Fall ausschließen, wie in
den folgenden beiden Folgerungen bewiesen wird.
Korollar 6.2.6
Sei S eine mindestens zweimal stetig differenzierbare, parametrische Fla¨che und A ⊂ S eine
Teilmenge gema¨ß Bedingung (A). Dann ist jeder Ha¨ufungspunkt einer Folge {pn}n∈IN ⊂ A von
Picas bezu¨glich ∂A ein Non–Extender.
Beweis:
Sei {pn}n∈IN mit pn ∈ A eine konvergente Folge von Picas bezu¨glich ∂A, deren Grenzwert mit p
bezeichnet sei. Nach Satz 6.2.2 ist p ein Pica oder ein Fokalpunkt bezu¨glich ∂A. Ist p ein Pica, so
folgt die Behauptung aus der Tatsache, daß jeder Pica ein Non–Extender ist (vgl. Lemma 6.1.5).
Falls der Grenzwert ein Fokalpunkt ist, so ist p unter den gemachten Stetigkeitsannahmen nach
6.2.4 ein Non–Extender.
Korollar 6.2.7
Unter denselben Voraussetzungen wie in Korollar 6.2.6 ist jeder Ha¨ufungspunkt einer Folge
{pn}n∈IN ⊂ A von Non–Extendern bezu¨glich ∂A ein Non–Extender.
Beweis:
Wie bereits in Bemerkung 6.1.7 erwa¨hnt, kann jeder Non–Extender als Grenzwert einer Folge
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von Picas dargestellt werden. Mit diesem Argument erha¨lt man aus jeder konvergenten Folge
von Non–Extendern eine Folge von Picas, die den gleichen Grenzwert besitzt.2 Die Behauptung
folgt dann aus Korollar 6.2.6.
Bemerkung 6.2.8
Folgerung 6.2.7 zusammen mit Lemma 6.1.6 besagt insbesondere, daß die Mediale Achse einer
Menge A, die der Bedingung (A) genu¨gt, ausschließlich aus Non–Extendern besteht.
Insgesamt haben wir im Laufe dieses und des letzten Abschnitts folgende Eigenschaften der
Medialen Achse zeigen ko¨nnen:
{p ∈ A | p Pica bzgl. ∂A} ⊂ {p ∈ A | p Non–Extender bzgl. ∂A}
= {p ∈ A | p Mittelpkt. eines max. einbeschr. Kreises von A}
(A)
= M(A).
Die Gleichheit in der dritten Zeile wurde unter Verwendung der Bedingung (A) gezeigt. Jeder
Non–Extender p ∈M(A), der kein Pica ist, ist nach Korollar 6.2.5 ein Fokalpunkt bezu¨glich ∂A,
so daß wir auch die Inklusion in der ersten Zeile genau charakterisiert haben. Als na¨chstes wollen
wir uns u¨berlegen, daß die folgende (gewissermaßen unangenehmste) pathologische Situation
unter der Voraussetzung (A) ausgeschlossen werden kann.
Lemma 6.2.9
Erfu¨llt A ⊂ S die Voraussetzung (A), so ist die Mediale Achse M(A) nirgendwo dicht in S.
Beweis:
Wir nehmen an, die Aussage von Lemma 6.2.9 wa¨re falsch. Da die Mediale Achse per Definition
abgeschlossen ist, ga¨be es nach dieser Annahme ein ε > 0 und ein p ∈ M(A), so daß fu¨r den
zugeho¨rigen abgeschlossenen Abstandskreis
Bε(p) ⊂ M(A) (6.1)
gilt. Da ∂A nach Voraussetzung aus der disjunkten Vereinigung C2–stetiger Kurven besteht, ist
∂A nirgends dicht in S. Daher ko¨nnen wir ohne Beschra¨nkung der Allgemeinheit annehmen,
daß Bε(p) ⊂ A erfu¨llt ist. Sei nun γ ⊂ A eine ku¨rzeste Verbindung von ∂A mit p. Der Punkt
q := γ ∩ ∂Bε(p) ist einerseits Element der Medialen Achse (aufgrund von Gleichung (6.1)),
sowie andererseits Element der ku¨rzesten Verbindung γ vor Erreichen des Punktes p. Damit
wa¨re q ∈M(A) ein Extender bezu¨glich ∂A, was im Widerspruch zu Korollar 6.2.6 steht.
Zum Abschluß dieses Abschnitts soll ein Ergebnis zitiert werden, nachdem unter der Vorausset-
zung der Gu¨ltigkeit von (A) ausgeschlossen werden kann, daß die Mediale Achse Elemente des
Rands ∂A entha¨lt.
Lemma 6.2.10
Ist A ⊂ S eine Teilmenge, die der Bedingung (A) genu¨gt, so ist der Schnitt der Medialen Achse
M(A) mit dem Rand ∂A leer.
2Hierbei wird wesentlich von der Tatsache Gebrauch gemacht, daß die Vereinigung ho¨chstens abza¨hlbar vieler
ho¨chstens abza¨hlbarer Mengen wieder abza¨hlbar ist.
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Beweis:
Der Begriffsgebung aus [Ban82] und [Kle80] folgend nennen wir eine beliebige abgeschlossene
Menge A ⊂ S EFP–Menge3, wenn es eine offene Umgebung von A gibt, in der jeder Punkt eine
eindeutig bestimmte, distanzminimale Verbindung zu A besitzt. Nach einem Satz von Wolter
([Wol85], Seite 129 ff.) ist A genau dann eine EFP–Menge, wenn es eine offene Umgebung von
A gibt, in der kein Element des Cut Locus C(A) existiert.
Fu¨r den Euklidischen Fall wurde die Aussage von Lemma 6.2.10 bereits in [Wol92], Seite 23
ff. bewiesen. Hieraus folgt die Behauptung auch fu¨r den allgemeinen Fla¨chenfall: Nach einem
Satz von Bangert (siehe [Ban82] und auch [Wol85], Seite 131 ff.) ist das Bild einer EFP–Menge
unter einem C2–stetigen Diffeomorphismus wieder eine EFP–Menge. Die Randkurve ∂A ist
nach Voraussetzung (A) C2–stetig. Sie kann durch eine C2–stetige Kurve im Parameterraum
der Fla¨che S beschrieben werden. Da diese ebene Kurve nach [Wol92] eine EFP–Menge ist,
die Parametrisierungsabbildung r von S nach Bedingung (A) mindestens C2–stetig ist, muß ∂A
ebenfalls eine EFP–Menge sein. Die Behauptung folgt damit aus dem im letzten Absatz zitierten
Satz von Wolter.
6.3 Die Mediale Achse als Deformationsretrakt
Fu¨r die folgenden Untersuchungen verscha¨rfen wir die zu Beginn von Abschnitt 6.2 formulier-
te Bedingung (A), in dem wir nun ausschließlich beschra¨nkte Teilmengen betrachten wollen.
Dadurch ergibt sich die modifizierte Bedingung
(A’) Sei S eine mindestens zweimal stetig differenzierbare, parametrische Fla¨che und A eine
m–fach zusammenha¨ngende (m <∞), kompakte, zweidimensionale Untermannigfaltigkeit
von S, deren Rand ∂A zweimal stetig differenzierbar ist.
Bedingung (A’) stellt im Hinblick auf die Anwendung der hier beschriebenen Techniken eine
vernu¨nftige Einschra¨nkung dar, da unbeschra¨nkte Gebiete nur schwer numerisch zu behandeln
sind. Der Hauptgrund fu¨r die Beschra¨nkung auf kompakte Bereiche ist die Gu¨ltigkeit der fol-
genden nu¨tzlichen Aussage.
Lemma 6.3.1
Sei {γn}n∈IN eine Folge von rektifizierbaren Kurven einer kompakten Menge A, deren La¨nge
ℓ(γn) beschra¨nkt ist. Dann existiert eine Teilfolge {γnk}k∈IN von {γn}n∈IN, die gleichma¨ßig
gegen eine Kurve γ ⊂ A konvergiert, deren Bogenla¨nge
ℓ(γ) ≤ lim inf
k→∞
ℓ
(
γnk
)
genu¨gt.
Einen Beweis dieses Hilfssatzes findet man in [Bus55], Seite 24 ff. Fu¨r unsere Belange ergibt sich
aus Lemma 6.3.1 die folgende wichtige Folgerung.
Korollar 6.3.2
Sei A ⊂ S eine Teilmenge, die der Voraussetzung (A’) genu¨gt, und {γn}n∈IN ⊂ A eine Folge von
ku¨rzesten Pfaden in A. Dann existiert eine Teilfolge {γnk}k∈IN von {γn}n∈IN, die gleichma¨ßig
gegen eine ku¨rzeste Verbindung γ ⊂ A konvergiert.
3Die Abku¨rzung EFP steht fu¨r Eindeutiger Fußpunkt
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Beweis:
Da A nach Bedingung (A’) kompakt, also insbesondere beschra¨nkt ist, sind die Bogenla¨ngen
der Kurven γn beschra¨nkt. Nach Lemma 6.3.1 existiert daher eine Teilfolge {γnk}k∈IN, die
gleichma¨ßig gegen eine Kurve γ strebt. Fu¨r die Folge der Bogenla¨ngen dk := ℓ(γnk) gilt nach
demselben Hilfssatz
d := ℓ(γ) ≤ lim inf
k→∞
dk. (6.2)
Wir bezeichnen mit pk, qk bzw. p, q die Anfangs– und Endpunkt der Kurven γnk bzw. γ.
Aufgrund der gleichma¨ßigen Konvergenz γnk → γ fu¨r k → ∞ gibt es fu¨r alle ε > 0 eine
natu¨rliche Zahl K(ε), so daß fu¨r alle k ≥ K(ε)
dist(p,pk) <
ε
2
und dist(q, qk) <
ε
2
gilt. Wir nehmen die Existenz einer ku¨rzeren Verbindung γ˜ von p nach q an. Folglich mu¨ßte es
eine positive Konstante δ > 0 geben, so daß fu¨r die Bogenla¨nge d˜ von γ˜ die Beziehung d˜ = d− δ
erfu¨llt ist. Da die Kurven der Folge nach Voraussetzung ku¨rzeste Pfade in A sind, gilt fu¨r alle
k ≥ K(ε) die Abscha¨tzung
dk < 2
ε
2
+ d˜ = ε+ d− δ.
Fu¨r den Grenzu¨bergang k →∞ erga¨be sich wegen ε→ 0 zusammen mit Gleichung (6.2)
d ≤ d− δ,
was die Annahme widerlegt, so daß γ eine ku¨rzeste Verbindung von p nach q sein muß.
Wir wollen nun eine Abbildung des Inneren der Menge A auf die zugeho¨rige Mediale Achse
angeben. Hierfu¨r sei p ∈ (A˚−M(A)) ein beliebiger Punkt im Inneren der gegebenen Menge A,
der nicht zur Medialen Achse geho¨rt. Da p /∈M(A) gilt, p also insbesondere kein Pica bezu¨glich
∂A ist, gibt es ein eindeutig bestimmtes, distanzminimales Geoda¨tisches Segment, das nach
seiner Bogenla¨nge parametrisiert ist und das den Rand von A mit p verbindet. Damit gibt es
insbesondere ein eindeutig bestimmtes Randelement, von dem das Geoda¨tische Segment ausgeht
und das wir mit αi(t
(i)
p ) bezeichnen. Das Segment, welches wir durch γp beschreiben werden,
hat demnach die Eigenschaft
γp(0) = αi(t
(i)
p ) und γp(sp) = p,
wobei sp > 0 dem Abstand von p zu ∂A entspricht.
Ausgehend von dem eben konstruierten Segment betrachten wir seine Geoda¨tische Verla¨ngerung
γp u¨ber den Punkt p hinaus. Da A kompakt ist, muß γp fu¨r einen endlichen Parameter sp <
srp <∞ den Rand von A erneut treffen. Dabei muß der Geoda¨tische Strahl die Eigenschaft der
Distanzminimalita¨t zu ∂A vorher verlieren. Wir definieren
smp := max
{
sp < s < srp | γp ist ku¨rzeste Verbindung von αi(t(i)p ) nach γp(s)
}
.
Offensichtlich ist der zugeho¨rige Punkt des Geoda¨tischen Strahls
µp := γp(smp)
ein Non–Extender bezu¨glich ∂A, so daß nach Hilfssatz 6.1.6 µp ∈ M(A) erfu¨llt ist. Mit Hilfe
dieser Konstruktion fu¨hren wir die folgende Abbildung ein:
R : A˚ −→ M(A)
p 7−→ R(p) :=
{
µp falls p /∈M(A),
p falls p ∈M(A). (6.3)
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Fu¨r diese Abbildung ko¨nnen wir zeigen, daß sie eine stetige Abbildung von A˚ in die Mediale
Achse von A ist, fu¨r die jeder Punkt µ ∈ M(A) ein Fixpunkt ist. Eine solche Abbildung wird
Retraktionsabbildung genannt. Die Mediale Achse (ohne die Randelemente von A) wird dann als
Retrakt von A˚ bezeichnet. Fu¨r weitere Einzelheiten zu Retrakten verweisen wir auf [SZ94], Seite
59 ff. und [Sch75], Seite 156 ff. Wir formulieren diese Aussage in dem folgenden Hilfssatz.
Lemma 6.3.3
Ist A ⊂ S eine Teilmenge der C2–stetigen Fla¨che S, die der Bedingung (A’) genu¨gt, so ist die
in Gleichung (6.3) definierte Abbildung R eine Retraktion.
Beweis:
Offenbar gilt nach Definition fu¨r alle µ ∈ M(A) die Identita¨t R(µ) = µ, so daß die Stetigkeit
von R zu zeigen verbleibt. Hierzu betrachten wir eine beliebige konvergente Folge {pn}n∈IN ⊂ A˚,
deren Grenzwert p im Inneren von A liegt. Es genu¨gt nun zu beweisen, daß
R(pn) = µpn −→ µp = R(p) fu¨r n→∞
gilt. Zum Nachweis dieser Aussage wollen wir zwischen den beiden Fa¨llen p /∈ M(A) und
p ∈M(A) unterscheiden.
Wir beginnen mit dem Fall p ∈ A˚ −M(A). Unter dieser Voraussetzung gibt es eine eindeutig
bestimmte Geoda¨tische γp von ∂A nach p. Da ferner A˚ − M(A) offen ist, gilt pn /∈ M(A)
fu¨r alle hinreichend großen n. Daher gibt es fu¨r unendlich viele Folgenglieder eine eindeutige
Geoda¨tische Verbindung gema¨ß obiger Konstruktion von ∂A nach pn, die wir mit γpn bezeichnen.
Wir u¨berlegen zuna¨chst, daß die Folge {γpn}n∈IN gegen γp strebt. Wa¨re na¨mlich das Gegenteil
der Fall, so ga¨be es ein ε > 0, so daß die Menge
I :=
{
n ∈ IN | dist
(
γpn , γp
)
≥ ε
}
eine unendliche Indexmenge wa¨re. Da die Menge A nach Voraussetzung Bedingung (A’) erfu¨llt,
ga¨be es nach Korollar 6.3.2 jedoch eine unbeschra¨nkte Teilmenge J ⊂ I, so daß die Teilfolge
{γpj}j∈J von {γpi}i∈I gleichma¨ßig gegen eine ku¨rzeste Verbindung von ∂A mit p strebt. Da
nach Voraussetzung p /∈ M(A) gilt, mu¨ßte dieser Grenzwert mit γp u¨bereinstimmen. Damit
wa¨re jedoch gleichzeitig J 6⊂ I erfu¨llt, was die Annahme widerlegt. Daher gilt γpn → γp fu¨r
n→∞.
Die Verla¨ngerungen der Geoda¨tischen Segmente γpn bezeichnen wir (wie bei der Konstruktion
von R) mit γpn . Sie genu¨gen den Identita¨ten
γpn(0) = αi(t
(i)
pn) ∈ ∂A, γpn(spn) = pn und γpn(smpn ) = µpn = R(pn) ∈ M(A).
Sei nun µ0 ein beliebiger Ha¨ufungspunkt der Folge {µpn}n∈IN = {R(pn)}n∈IN ⊂ M(A). (Da
M(A) ⊂ A kompakt nach Bedingung (A’) ist, gibt es mindestens einen solchen Ha¨ufungspunkt.)
Nach den Definitionen 6.1.2 und 6.1.3 gilt zuna¨chst µ0 ∈M(A). Aufgrund der Ha¨ufungspunkt-
eigenschaft existiert eine Indexmenge I ⊂ IN, so daß die Folge {µpi}i∈I gegen µ0 strebt. Nach
Korollar 6.3.2 gibt es eine unendliche Teilmenge J ⊂ I, so daß die Folge {γpj}j∈J gleichma¨ßig
gegen eine ku¨rzeste Verbindung γ0 zwischen ∂A und µ0 konvergiert. Da nun
Spur
(
γpn
)
⊂ Spur
(
γpn
)
fu¨r alle n ∈ IN und γpn −→ γp fu¨r n→∞
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gilt, muß Spur (γp) ⊂ Spur (γ0) erfu¨llt sein. Mit anderen Worten ist γ0 eine Verla¨ngerung von
γp, die gleichzeitig ein ku¨rzester Pfad (hin zu µ0) ist. Nach der Definition von γp als maximale
distanzminimale Verla¨ngerung von γp (hin zu µp) muß daher
Spur (γ0) ⊂ Spur
(
γp
)
gelten. Nach Lemma 6.2.7 muß jedoch µ0 als Ha¨ufungspunkt der Non–Extender µpn selbst ein
Non–Extender sein. Daher kann µ0 nicht im Inneren von Spur (γp) liegen, so daß Spur (γ0) =
Spur (γp) gelten, und somit insbesondere µ0 = µp erfu¨llt sein muß. Da µ0 als beliebiger
Ha¨ufungspunkt der Folge {µpn}n∈IN gewa¨hlt war, folgt
R (pn) = µpn −→ µp = R (p) fu¨r alle p /∈M(A),
da M(A) kompakt nach Bedingung (A’) ist.4 Dies zeigt die Stetigkeit von R in A˚−M(A).
Fu¨r den zweiten Fall pn → p ∈ M(A) betrachten wir wieder einen beliebigen Ha¨ufungspunkt
µ0 der Folge {µpn}n∈IN = {R(pn)}n∈IN, die aus den Endpunkten der maximalen distanzmini-
malen Verla¨ngerungen γpn besteht. Wir benutzen erneut Korollar 6.3.2, um die Existenz einer
unendlichen Indexmenge J ⊂ IN zu folgern, so daß fu¨r die Teilfolge {γpj}j∈J die gleichma¨ßige
Konvergenz
γpj −→ γ0 fu¨r j →∞
gegen eine ku¨rzeste Verbindung γ0 von ∂A zu dem Ha¨ufungspunkt µ0 gegeben ist. Da nun
pj ∈ Spur (γpj ) nach Konstruktion erfu¨llt ist und ferner pj → p fu¨r j → ∞ fu¨r diese Wahl
der Folge gilt, ergibt sich p ∈ Spur (γ0). Nach Lemma 6.2.7 besteht die Mediale Achse unter
der Voraussetzung (A’) ausschließlich aus Non–Extendern, so daß insbesondere p ein Non–
Extender ist. Daher kann sich p nicht im Inneren der ku¨rzesten Verbindung γ0 befinden, woraus
p = R(p) = µ0 folgt. Aufgrund der Kompaktheit von M(A) gilt daher
R (pn) = µpn −→ p = R (p) fu¨r alle p ∈M(A),
da µ0 als beliebiger Ha¨ufungspunkt gewa¨hlt war. Damit ist R in ganz A˚ stetig.
Der weiter unten folgende Satz 6.3.7 ergibt sich als Folgerung des zuletzt bewiesenen Lemmas.
Er besagt, daß die Mediale Achse ein starker (oder strenger) Deformationsretrakt des Inneren
von A ist. Um ihn formulieren zu ko¨nnen, beno¨tigt man die Begriffe Homotopie (–Abbildung)
und eben Deformationsretrakt, die wir der Vollsta¨ndigkeit unserer Darstellung zuliebe an dieser
Stelle angeben wollen. Weitere Details findet man in [SZ94], Seite 47 ff., sowie [Sch75], Seite 151
ff.
Definition 6.3.4
Seien X und Y topologische Ra¨ume. Eine Homotopie (–Abbildung) von X nach Y ist eine Schar
ht : X → Y von Abbildungen zu dem Parameter t ∈ [0, 1], so daß die Abbildung
H : X × [0, 1] −→ Y mit H(x, t) := ht(x)
stetig ist. Dabei ist X × [0, 1] mit der Produkttopologie zu versehen.
4Jede unendliche Folge einer kompakten Menge besitzt nach dem Satz von Bolzano–Weierstraß eine konvergente
Teilfolge. Daher kann {µpn}n∈IN keine divergente Teilfolge enthalten. Nach unserer Argumentation stimmen alle
Ha¨ufungspunkte mit µp u¨berein, so daß µpn → µp gilt.
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Stellt man sich t als Zeitparameter vor, so kann man sich eine Homotopieabbildung H als
stetige Deformation der Menge h0(X) ⊂ Y in die Menge h1(X) ⊂ Y vorstellen. Der (stetige)
Weg des Bildes eines einzelnen Elements x ∈ X unter dieser Deformation wird durch t 7→ ht(x)
parametrisiert. Wegen der Stetigkeit von H bewegen sich die Bilder benachbarter x1, x2 ∈ X
auf benachbarten Wegen in Y .
Definition 6.3.5
Zwei stetige Abbildungen f, g : X → Y heißen homotop, wenn es eine Homotopie H : X×[0, 1]→
Y gibt, fu¨r die h0 ≡ f und h1 ≡ g gilt. H heißt dann Homotopie von f nach g.
Eine Homotopie zwischen zwei stetigen Abbildungen kann man sich folglich als die stetige
U¨berfu¨hrung (Deformation) ihrer Bildmengen ineinander vorstellen, wobei benachbarte Ele-
mente x1, x2 ∈ X benachbarte Deformationswege in Y besitzen.
Definition 6.3.6
Eine Menge A ⊂ X heißt Deformationsretrakt von X, wenn es eine Homotopie H : X× [0, 1]→
X mit der Eigenschaft
h0 ≡ idX , h1(X) = A und h1(a) = a fu¨r alle a ∈ A
gibt. A heißt starker (strenger) Deformationsretrakt von X, wenn zusa¨tzlich ht(a) = a fu¨r alle
a ∈ A und alle t ∈ [0, 1] erfu¨llt ist.
Anschaulich besitzt ein Deformationsretrakt A die Eigenschaft, daß seine Obermenge X stetig
auf A zusammengezogen werden kann, ohne dabei jedoch die Menge A im Endergebnis zu
deformieren (h1|A ≡ idA). Offenbar ist die Abbildung h1 eine Retraktion von X nach A, wie
wir sie bereits in Lemma 6.3.3 kennengelernt haben. Bezeichnet man die Inklusionsabbildung
mit i : A→ X, so ist Definition 6.3.6 gleichbedeutend zu: A ist ein Deformationsretrakt von X,
wenn es eine Retraktion r : X → A gibt, so daß idX und i ◦ r homotop sind.
Satz 6.3.7
Ist A ⊂ S eine Teilmenge der C2–stetigen Fla¨che S, die der Bedingung (A’) genu¨gt, so ist die
Menge M(A) ein starker Deformationsretrakt von A˚.
Beweis:
Wir fu¨hren den Beweis, in dem wir eine Homotopie H angeben, fu¨r die h0 ≡ idA˚ und h1 ≡ R
gilt, wobei R der in (6.3) definierten Retraktion entspricht. Diese Homotopie sei gegeben durch
die Abbildungsschar
hτ (p) :=
{
γp
(
sp + τ
(
smp − sp
))
falls p /∈M(A)
p falls p ∈M(A) (6.4)
Offenbar gilt h0(p) = γp(sp) = γp(sp) = p und h1(p) = γp(smp) = R(p) fu¨r alle p /∈ M(A).
Fu¨r Punkte p ∈ M(A) gilt sogar hτ (p) = p = R(p) fu¨r alle τ ∈ [0, 1], so daß wir insgesamt
bereits
h0 ≡ idA˚, h1 ≡ R und hτ (µ) = µ fu¨r alle µ ∈M(A)
gezeigt haben.
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Es verbleibt die Stetigkeit von H zu zeigen. Da γp gema¨ß Konstruktion nach der Bogenla¨nge
parametrisiert ist, gilt
hτ (p) = Oαi
(
sp + τ
(
smp − sp
)
, t(i)p
)
, (6.5)
wobei Oαi die Offsetfunktion der i-ten Randkomponente αi von ∂A bezeichnet. (Der Index
i = i(p) ha¨ngt natu¨rlich von dem Punkt p ab.) Der Wert t
(i)
p entspricht nach Konstruktion dem
Randkurvenparameter, so daß γp die ku¨rzeste Verbindung von αi(t
(i)
p ) nach p darstellt. Da die
Menge A die Bedingung (A’) erfu¨llt, also alle Randkurven insbesondere C2–stetig sind, ist die
Offsetabbildung nach Satz 3.2.8 wohldefiniert und stetig differenzierbar. Bezeichnen wir mit Ii
das Parameterintervall von αi, so ist Oαi in dem Bereich [0, sm(t)) × Ii injektiv. Fu¨r t ∈ Ii
bezeichnet dabei sm(t) die Bogenla¨nge, die die Geoda¨tische ausgehend von αi(t) zuru¨cklegen
muß, um die Mediale Achse zu erreichen. Wa¨re na¨mlich die Injektivita¨t in einem Punkt p
verletzt, so wa¨re p ein Pica und damit Element der Medialen Achse. Damit ist Oαi in dem
angegebenen Bereich umkehrbar stetig. Folglich ist die Abbildung
p 7−→
(
sp, t
(i)
p
)
fu¨r alle p ∈ (A˚−M(A)) wohldefiniert und stetig. Daher ist H aufgrund von Gleichung (6.5) in
(A˚−M(A))× [0, 1] stetig.
Um die Stetigkeit von H in ganz A˚× [0, 1] nachzuweisen, genu¨gt es daher, fu¨r eine konvergente
Folge (pn, τn)→ (p0, τ0) mit p0 ∈M(A) die Konvergenz
hτn (pn) −→ hτ0 (p0) = p0 fu¨r n→∞
zu zeigen. Nach Konstruktion entspricht der Wert sp dem Abstand des Punktes p zu ∂A, d.h.
es gilt dist(∂A,p) = sp. Da nun einerseits die Funktion des Abstands zum Rand von A stetig
ist, sowie andererseits smp = dist(∂A,R(p)) gilt, ergibt sich
spn + τn
(
smpn − spn
) −→ sp0 = smp0 fu¨r n→∞,
da die Abbildung R nach Hilfssatz 6.3.3 stetig ist. Nach (6.4) strebt daher hτn(pn) fu¨r n→∞
gegen γp0(smp0 ). (Wie im letzten Absatz wurde hierbei die Stetigkeit der Offsetabbildung Oαi
benutzt, aus der sich die Konvergenz γpn → γp0 ergibt.) Aufgrund von γp0(smp0 ) = p0 ist damit
die Stetigkeit von H in A˚× [0, 1] nachgewiesen.
Aus dem vorangegangenen Satz ko¨nnen wir einige wichtige Informationen u¨ber die Topologie der
Medialen Achse gewinnen. Um diese vollsta¨ndig besprechen zu ko¨nnen, mu¨ßten wir allerdings
einige Begriffe aus der algebraischen Topologie einfu¨hren, was jedoch den Rahmen dieser Arbeit
sprengen wu¨rde. Fu¨r eine Einfu¨hrung in die Begriffe Homotopietyp, –a¨quivalenz, –gruppe und
Fundamentalgruppe verweisen wir deshalb auf die Lehrbu¨cher [SZ94] und [Spa95]. Die fu¨r unsere
Anwendungen wesentlichen Eigenschaften der Medialen Achse ko¨nnen jedoch auch ohne die
aufgeza¨hlten Begriffe formuliert werden.
Korollar 6.3.8
Die Mengen A˚ und M(A) sind vom gleichen Homotopietyp. Daher stimmen alle ihre Homo-
topiegruppen, insbesondere ihre Fundamentalgruppen (bis auf Isomorphie) u¨berein. Folglich ist
M(A) genau dann wegzusammenha¨ngend, wenn A wegzusammenha¨ngend ist. Schließlich ist
M(A) genau dann einfach zusammenha¨ngend, wenn A einfach zusammenha¨ngend ist.
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Beweis:
Die oben definierte Retraktion R : A˚ → M(A) ist nach Satz 6.3.7 eine Homotopiea¨quivalenz,
wobei die zugeho¨rige Homotopie–Inverse durch die Inklusionsabbildung i :M(A)→ A˚ gegeben
ist. Daher besitzen A˚ und M(A) den gleichen Homotopietyp (vgl. auch [SZ94], S. 62 ff.). Die
restlichen Aussagen ergeben sich aus der Isomorphie der zugeho¨rigen Homotopiegruppen (siehe
[SZ94], S. 106 ff. und S. 408 ff.).
6.4 Start– und Verzweigungspunkte der Medialen Achse
Nach den Ergebnissen aus Abschnitt 6.3 ko¨nnen wir die Struktur der Medialen Achse einer Menge
A ⊂ S, die der Bedingung (A’) genu¨gt, bereits recht genau charakterisieren. Nach Lemma 6.2.9
ist sie unter diesen Voraussetzungen nirgendwo dicht in S. Ferner ist M(A) nach Korollor 6.3.8
wegzusammenha¨ngend. Ziel dieses Abschnitts ist, die Mediale Achse als topologischen Graphen
zu identifizieren, sowie die Begriffe Start– und Verzweigungspunkt einzufu¨hren. Wenn wir im
folgenden die Mediale Achse als eigensta¨ndige Menge betrachten, so sei M(A) stets mit der
Relativtopologie versehen.
Nach Bemerkung 6.2.8 besteht die Mediale Achse ausschließlich aus Non–Extendern, vorausge-
setzt die betrachtete Menge genu¨gt der Bedingung (A). Nach Lemma 6.1.9 ist damit jeder Punkt
p ∈M(A) der Mittelpunkt eines maximal einbeschriebenen Kreises in A. Ausgehend von diesen
Beobachtungen fu¨hren wir folgende Klassifierung der Punkte der Medialen Achse ein.
Definition 6.4.1
Sei A ⊂ S eine Teilmenge, die Bedingung (A) erfu¨llt. Ein Punkt p ∈ M(A) besitzt den Grad
deg(p) = n, wenn er genau n verschiedene, distanzminimale Verbindungen zu ∂A besitzt, die in
p paarweise verschiedene tangentiale Winkel besitzen.
Bemerkung 6.4.2
An dem Grad eines Punktes p ∈M(A) ko¨nnen wir seine wesentlichen Eigenschaften ablesen:
(a) Ein Pica p ist dadurch charakterisiert, daß deg(p) ≥ 2 gilt.
(b) Ist deg(p) = 1 erfu¨llt, so ist p ∈ M(A) ein Non–Extender (nach Bemerkung 6.2.8), der
kein Pica ist. Da A der Bedingung (A) genu¨gt, ist p aufgrund der Gu¨ltigkeit von Korollar
6.2.5 ein Fokalpunkt5 bezu¨glich ∂A (dessen zugeho¨riger Geoda¨tischer Kru¨mmungskreis in A
enthalten ist).
(c) Der Grad eines Punktes erfu¨llt deg(p) = ∞ beispielsweise in der Situation, in der der
Rand des zugeho¨rigen maximal einbeschriebenen Kreises in A ein Segment von ∂A entha¨lt.
p ist in diesem Fall ein Fokalpunkt bezu¨glich jedes Randelements, in dem der maximal
einbeschriebene Abstandskreis um p den Rand von A beru¨hrt.
Nach unserem erkla¨rten Ziel, die Mediale Achse als topologischen Graphen zu charakterisieren,
fu¨hren wir in der folgenden Definition die Mengen V und E ein, die weiter unten die Elemente
des Graphen bilden werden. Daher werden wir bereits an dieser Stelle die suggestiven Begriffe
Ecke und Kante der Medialen Achse pra¨gen, um anschließend zu u¨berlegen, daß diese Wahl
sinnvoll ist.
5An dieser Stelle wie auch in den folgenden Ero¨rterungen werden wir etwas nachla¨ssig von Fokalpunkten
p ∈ M(A) sprechen. Gemeint ist hiermit, daß p ein Fokalpunkt bezu¨glich eines Randelements α(t0) ∈ ∂A ist,
von dem ein distanzminimaler Pfad hin zu p ausgeht.
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Definition 6.4.3
Sei A ⊂ S eine Teilmenge der C2–stetigen, parametrischen Fla¨che S, die der Voraussetzung
(A’) genu¨gt. Es bezeichne
V :=
{
p ∈M(A) | p ist Fokalpunkt oder deg(p) > 2
}
,
E :=
{
e ⊂ (M(A)− V ) | e zusammenha¨ngend und maximal
}
.
(Die Bedingung
”
e zusammenha¨ngend und maximal“ in der Definition von E besagt: Fu¨r alle
p ∈ M(A), fu¨r die es ein q ∈ e und einen Weg γ ⊂ (M(A) − V ) von p nach q gibt, gilt
p ∈ e.) V heißt die Eckenmenge, E die Kantenmenge der Medialen Achse M(A). Ein v ∈ V
wird folglich Ecke, die Elemente e ∈ E werden Kanten genannt.
Nach obiger Definition ko¨nnen alle Kanten e ∈ E gleichbedeutend in der Form
e ist eine maximale Zusammenhangskomponente von Punkten p ∈ M(A), die die
Eigenschaft deg(p) = 2 und p ist kein Fokalpunkt besitzen
beschrieben werden. Aus der Definition der Ecken– und Kantenmenge in 6.4.3 erkennt man
ferner unmittelbar, daß fu¨r alle v ∈ V und alle e ∈ E die Identita¨t v /∈ e erfu¨llt ist. Ferner gilt
offenbar
M(A) = V ∪
⋃
e∈E
e. (6.6)
Da eine Kante e nach Definition 6.4.3 gerade aus den Picas vom Grad 2 bestehen, die einerseits
keine Fokalpunkteigenschaft besitzen, sowie andererseits eine Zusammenhangskomponente bil-
den, liegt die Vermutung nahe, daß es sich bei e um lokale Bereiche der Medialen Kurve handelt.
Dies wird in dem nachfolgenden Satz 6.4.4 diskutiert.
Zuna¨chst jedoch einige Bemerkungen zu dessen Formulierung, sowie zur mittelfristigen Vorge-
hensweise: In Satz 6.4.4 werden wir uns zuna¨chst auf jene Kanten e ∈ E spezialisieren, deren
innere Punkte eine offene Umgebung (bzgl. M(A) versehen mit der Relativtopologie) besitzen,
die homo¨omorph zum offenen Einheitsintervall ist. Damit werden zuna¨chst alle Kanten aus der
Betrachtung ausgeschlossen, die
”
T– oder X–Form“ (oder
”
Verzweigungen“ ho¨herer Ordnung)
besitzen. Anschließend werden wir in Satz 6.4.5 feststellen, daß man damit bereits alle existie-
renden Kanten behandelt hat.
Satz 6.4.4
Die Teilmenge A genu¨ge der Bedingung (A’). Dann kann jede Kante e ∈ E mit der Eigenschaft,
daß jeder innere Punkt p ∈ e˚ eine in M(A) offene Umgebung besitzt, die homo¨omorph zu
I1 = (0, 1) ist, als Teilstu¨ck einer Medialen Kurve bezu¨glich des Randes ∂A dargestellt werden.
Beweis:
Sei e ∈ E eine beliebige Kante der Medialen Achse, die der Homoo¨morphiebedingung des Satzes
genu¨gt. Da jeder Punkt p0 ∈ e ein Pica mit genau zwei ku¨rzesten Verbindungen (etwa mit
Abstand s0 zu αi(t0) 6= αj(ϕ0) ∈ ∂A) ist, der ferner weder Fokalpunkteigenschaft bezu¨glich
αi(t0) noch bezu¨glich αj(ϕ0) besitzt, ist die Mediale Kurve
Oi(s(t), t) = µ(t) = Oj(s(t), ϕ(t)) mit s(t0) = s0 und ϕ(t0) = ϕ0
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fu¨r alle t in einer gewissen Umgebung von t0 erkla¨rt. Insbesondere besitzt jeder Kurvenpunkt
µ(t) zwei Geoda¨tische Verbindungen γ
(i)
t bzw. γ
(j)
ϕ(t) zu den Randpunkten αi(t) bzw. αj(ϕ(t))
und ist kein Fokalpunkt bezu¨glich dieser Randpunkte.
Um zu beweisen, daß ein Teilstu¨ck dieser Medialen Kurve µ(t) die gesamte Kante e parame-
trisiert, werden wir wie folgt vorgehen. Wir betrachten einen Punkt µ(t2), der nicht mehr zur
Medialen Achse geho¨rt. (Falls es keinen solchen Punkt gibt, ist die Behauptung trivialerweise
richtig.) Da sowohl die Mediale Achse als auch die Mediale Kurve abgeschlossene Teilmengen
von A sind, gibt es einen Punkt (den wir unten µ(t1) nennen werden), nach dessen Passierung
die Mediale Kurve die Mediale Achse verla¨ßt. Wir werden allerdings zeigen, daß dieser Punkt,
an dem die Mediale Kurve die Mediale Achse verla¨ßt, nicht mehr zu e geho¨rt, da er eine Ecke der
Medialen Achse darstellen muß. Da e nach Definition eine zusammenha¨ngende Teilmenge von
M(A) ist, deren innere Punkte nach Voraussetzung eine inM(A) offene, zu (0, 1) homo¨omorphe
Umgebung besitzen (also keine
”
Verzweigungspunkte“ sind), muß die Mediale Kurve µ(t) die
Kante e u¨berdecken. Nach dieser Skizze der weiteren Argumentation, fahren wir mit dem Beweis
fort.
Wir nehmen in der Umgebung, in der µ(t) erkla¨rt ist, die Existenz eines Parameter t2 > t0 bzw.
t2 < t0 an, so daß der zugeho¨rige Mediale Kurvenpunkt µ(t2) nicht mehr zu M(A) geho¨rt. Im
folgenden ko¨nnen wir ohne Beschra¨nkung der Allgemeinheit t2 > t0 annehmen, da die Argumen-
tation fu¨r t2 < t0 vo¨llig analog verla¨uft. Aufgrund der Abgeschlossenheit (bezu¨glich A) sowohl
der Medialen Achse als auch der Medialen Kurve muß es einen Parameter t1 mit t0 ≤ t1 < t2
geben, so daß µ(t1) ∈ M(A) und µ(t1 + ε) /∈ M(A) fu¨r alle ε > 0 gilt. Jeder Punkt µ(t) der
Medialen Kurve zu einem Parameter t1 < t ≤ t2 besitzt nun die Geoda¨tischen Verbindungen γ(i)t
bzw. γ
(j)
ϕ(t) zu den Randpunkten αi(t) bzw. αj(ϕ(t)), die nach unserer Annahme jedoch beide
nicht distanzminimal sind.
Nach Lemma 6.2.10 gibt es offene Umgebungen von αi und αj , die kein Element der Medialen
Achse enthalten. Daher gibt es fu¨r alle Elemente einer beliebigen Parameterfolge tk ∈ (t1, t2)
mit tk → t1 Punkte p(i)k ,p(j)k ∈ (A˚−M(A)), die
p
(i)
k ∈ Spur
(
γ
(i)
tk
)
und p
(j)
k ∈ Spur
(
γ
(j)
ϕ(tk)
)
genu¨gen und die durch die jeweiligen Geoda¨tischen Segmente γ
(i)
tk
bzw. γ
(j)
ϕ(tk)
distanzminimal mit
αi bzw. αj (und damit mit ∂A) verbunden sind. (Dies folgt aus der Eigenschaft, daß Geoda¨tische
lokal ku¨rzeste Pfade sind.) Nach Konstruktion existieren nun Punkte p
(i)
0 und p
(j)
0 , so daß fu¨r
die Folgen {p(i)k }k∈IN und {p(j)k }k∈IN
p
(i)
k −→ p(i)0 ∈
(
Spur (γ
(i)
t1 )−M(A)
)
bzw. p
(j)
k −→ p(j)0 ∈
(
Spur (γ
(j)
t1 )−M(A)
)
fu¨r k →∞ gilt. Die Existenz der Grenzwerte als Element der Spur der Geoda¨tischen γ(i)t1 bzw.
γ
(j)
t1 folgt dabei aus der Stetigkeit der Offsetfunktion Oi bzw. Oj . Da alle Folgenglieder einen
positiven Mindestabstand zur Medialen Achse nicht unterschreiten, sind die Grenzwerte p
(i)
0
bzw. p
(j)
0 außerdem keine Elemente von M(A).
Die Orte, an denen die Folgenglieder der zugeho¨rigen Geoda¨tischen die Eigenschaft der Distanz-
minimalita¨t verlieren, sind durch
µ
(i)
k := R
(
p
(i)
k
)
∈ M(A) und µ(j)k := R
(
p
(j)
k
)
∈ M(A)
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gegeben. Dabei bezeichnet R die Retraktion, die in Gleichung (6.3) definiert wurde. Offenbar
muß µ
(i)
k 6= µ(j)k gelten, da aufgrund von µ(i)k ∈ Spur (γ(i)tk ) und µ
(j)
k ∈ Spur (γ(j)ϕ(tk)) andernfalls
das Element µ(tk) der Medialen Kurve µ
(i)
k = µ(tk) = µ
(j)
k genu¨gen wu¨rde, folglich in der
Medialen Achse enthalten wa¨re, was der Annahme widerspricht. Aufgrund der Stetigkeit der
Retraktion (vgl. Lemma 6.3.3) erha¨lt man ferner
µ
(i)
k −→ µ(t1) und µ(j)k −→ µ(t1). (6.7)
Da nach Annahme γ
(i)
t1 und γ
(j)
ϕ(t1)
distanzminimale Verbindungen von ∂A mit µ(t1) sind, gilt
fu¨r die Folge der induzierten, distanzminimalen Geoda¨tischen Segmente {γ(i)tk }k∈IN von αi(tk)
nach µ
(i)
k bzw. {γ(j)ϕ(tk)}k∈IN von αj(ϕ(tk)) nach µ
(j)
k aufgrund von Korollar 6.3.2
γ
(i)
tk
−→ γ(i)t1 und γ
(j)
ϕ(tk)
−→ γ(j)ϕ(t1),
wobei es sich hierbei um gleichma¨ßige Konvergenz handelt.
Da die Menge der Picas dicht in M(A) ist, ko¨nnen wir ferner annehmen, daß beide Folgen
{µ(i)k }k∈IN und {µ(j)k }k∈IN ∈ M(A) ausschließlich aus Picas bestehen. Daher gibt es fu¨r alle k,
neben γ
(i)
tk
, eine weitere distanzminimale Verbindung η
(i)
k von ∂A nach µ
(i)
k . Zu beachten bei der
Notation dieses Geoda¨tischen Segments ist, daß der obere Index die Zugeho¨rigkeit zum Punkt
µ
(i)
k anzeigt und nicht etwa zu der i–ten Randkurve αi. Nach demselben Argument existiert
ferner eine Folge {η(j)k }k∈IN von distanzminimalen Geoda¨tischen Verbindungen zwischen ∂A
und µ
(j)
k . Wendet man erneut Korollar 6.3.2 an, so ergibt sich die gleichma¨ßige Konvergenz
η
(i)
k −→ η(i) und η(j)k −→ η(j)
fu¨r k → ∞. Aufgrund von Spur (η(i)) ∋ µ(i)k → µ(t1) und Spur (η(j)) ∋ µ(j)k → µ(t1) (siehe
Gleichung (6.7)), sind η(i) und η(j) distanzminimale Verbindungen von ∂A mit µ(t1).
Wa¨re nun µ(t1) ein Pica mit genau zwei distanzminimalen Verbindungen zu ∂A, die wir ja oben
mit γ
(i)
t1 und γ
(j)
ϕ(t1)
bezeichnet haben, so mu¨ßte
Spur
(
η(i)
)
= Spur
(
γ
(i)
t1
)
und Spur
(
η(j)
)
= Spur
(
γ
(j)
ϕ(t1)
)
(6.8a)
oder Spur
(
η(i)
)
= Spur
(
γ
(j)
ϕ(t1)
)
und Spur
(
η(j)
)
= Spur
(
γ
(i)
t1
)
(6.8b)
gelten. Wa¨re die erste Identita¨t Spur (η(i)) = Spur (γ
(i)
t1 ) in der Alternative (6.8a) erfu¨llt, so
wa¨ren (fu¨r hinreichend große k) die Folgenglieder η
(i)
k und γ
(i)
tk
distanzminimale Geoda¨tische
Verbindungssegmente von der gleichen Randkomponente von ∂A (na¨mlich von αi) zu µ
(i)
k . Auf-
grund der Gleichheit der Grenzwertgeoda¨tischen mu¨ßte µ(t1) folglich ein Fokalpunkt bezu¨glich
αi(t1) sein. Nach Definition 6.4.3 wa¨re damit µ(t1) ∈ V erfu¨llt. Mit der gleichen Argumentation
impliziert die Gu¨ltigkeit der zweiten Identita¨t Spur (η(j)) = Spur (γ
(i)
t1 ) der zweiten Alternative
(6.8b), daß µ(t1) ein Fokalpunkt bezu¨glich αi(t1) ist.
Daher muß die Aussage in (6.8) entweder falsch sein, oder µ(t1) ist ein Fokalpunkt bezu¨glich
∂A. Folglich besitzt µ(t1) mindestens drei distanzminimale Verbindungen zum Rand von A
oder ist ein Fokalpunkt bezu¨glich ∂A. In beiden Fa¨llen gilt µ(t1) ∈ V , so daß die Mediale Kurve
µ(t) die Mediale Achse nur in Ecken verlassen kann. Jede Kante e ist nach Definition eine
zusammenha¨ngende Menge, die keine Ecken v ∈ V entha¨lt. Nach Voraussetzung besitzt e ferner
keine
”
Verzweigungspunkte“. Da der Punkt µ(t0) der betrachteten Medialen Kurve Element von
e ist, muß µ(t) die gesamte Kante e u¨berdecken, was die Behauptung zeigt.
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M(A)
A
Abbildung 6.5: Mediale Achse eines Kreisrings
Der zuletzt bewiesene Satz ko¨nnte auch in anderen Worten so zusammengefaßt werden: Jeder
Punkt p ∈M(A), in dem die Mediale Kurve die Mediale Achse verla¨ßt, geho¨rt zur Eckenmenge
V . Im Hinblick auf unser Ziel, die Mediale Achse numerisch bestimmen zu ko¨nnen, motiviert
Satz 6.4.4 nachtra¨glich die Art der Einteilung der Medialen Achse, wie sie in Definition 6.4.3
vorgenommen wurde. Diese U¨berlegung wird mit dem folgenden Satz weiter konkretisiert.
Satz 6.4.5
Die Teilmenge A ⊂ S genu¨ge der Bedingung (A’). Jede Kante e ∈ E ist homo¨omorph zum
offenen Einheitsintervall I1 oder zum Einheitskreis S1 und kann als Teilstu¨ck der Medialen
Kurve des Randes ∂A dargestellt werden. Falls A einfach zusammenha¨ngend ist, sind alle Kanten
homo¨omorph zu I1 und es existieren genau zwei Ecken v1 6= v2 ∈ V , so daß ∂e = {v1,v2} gilt.
Beweis:
Um Verzweigungen in einer Kante e ∈ E auszuschließen, nehmen wir die Existenz eines Schnitt-
punkts p0 = Spur (β1) ∩ Spur (β2) zweier verschiedener Wege β1,β2 ⊂ e an. Nach Definition
6.4.3 besitzt p0 den Grad 2 und ist kein Fokalpunkt bezu¨glich ∂A. Folglich besitzt dieser ge-
meinsame Punkt beider Wege genau zwei distanzminimale Verbindungen zu ∂A. Sowohl β1 als
auch β2 ko¨nnen nach Satz 6.4.4 als Teilstu¨ck einer Medialen Kurve dargestellt werden. Durch
Vorgabe des gemeinsamen Punktes p0 sind (aufgrund der Eindeutigkeit des Paares distanzmini-
maler Verbindungen) die zugeho¨rigen Anfangswerte s0 (Medialer Abstand), sowie die Parameter
t0 und ϕ0 der beteiligten Randpunkte eindeutig festgelegt. Aufgrund der eindeutigen Lo¨sbarkeit
der Medialen Differentialgleichung kann es sich bei p0 um keinen transversalen Schnittpunkt
handeln. Folglich gibt es fu¨r alle Kanten e ∈ E und alle Punkte p0 ∈ e˚ eine Umgebung von
p0 in e, die homo¨omorph zum Einheitsintervall ist, so daß e nach Satz 6.4.4 als Teilstu¨ck der
Medialen Kurve dargestellt werden kann.
Ferner wurde in Satz 6.4.4 nachgewiesen, daß die Mediale Kurve nur in Ecken v ∈ V die Kante e
verlassen kann. Da eine Menge genau dann offen ist, wenn sie keinen ihrer Randpunkte entha¨lt,
ist e folglich offen in M(A). Daher ist e homo¨omorph zu I1 oder zu S1. Nach Korollar 6.3.8
ist M(A) einfach zusammenha¨ngend, falls A einfach zusammenha¨ngend ist. In diesem Fall ist
also jede Kante e homo¨omorph zu I1. Der Rand ∂e besteht dann aus zwei verschiedenen Ecken
v1 6= v2 ∈ V .
Im Fall eines Kreisrings in der Euklidischen Ebene besteht die Mediale Achse aus einer Kreislinie
(vgl. Abbildung 6.5). Hier ist die Eckenmenge V leer; die Kantenmenge besteht aus einem
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Element, der zur S1 homo¨omorphen Kreislinie. In diesem Beispiel liefert also die Zerlegung von
M(A) in die Teilmengen V und E keine Beschreibung der Medialen Achse als planarer Graph.
(Der einzige Graph mit leerer Eckenmenge ist der leere Graph.) Um in solchen Fa¨llen dennoch
Graphstruktur zu erzeugen, muß man fu¨r jede zu S1 homo¨omorphe Zusammenhangskomponente
e von M(A) einen beliebigen (durch Definition 6.4.3 noch nicht ausgezeichneten) Punkt v ∈
e zur Eckenmenge V hinzufu¨gen. Dadurch wird {e − {v}}, {v} ein Teilgraph der Medialen
Achse mit einer Kante und einer Ecke. Um die folgenden U¨berlegungen nicht mit diesen eher
technischen Details zu erschweren, beschra¨nken wir uns auf einfach zusammenha¨ngende Gebiete
A ⊂ S.
Insgesamt mu¨ssen die Aussagen von Satz 6.4.4 und Satz 6.4.5 als sehr zentral fu¨r unsere weiteren
Untersuchungen bezeichnet werden. Mit ihrer Hilfe sind wir dem Ziel, die Mediale Achse als
topologischen Graphen zu beschreiben, ein gutes Stu¨ck na¨her gekommen. Fu¨r die folgenden
Untersuchungen wird die folgende Endlichkeitsbedingung ha¨ufiger zu formulieren sein:
(V) Fu¨r die Eckenmenge der Medialen Achse M(A) gilt |V | <∞.
Diese Voraussetzung stellt allerdings eine nicht triviale Einschra¨nkung dar, auf die wir weiter
unten erneut zu sprechen kommen werden. Der tiefere Grund fu¨r die Forderung (V) besteht
darin, daß nun keine Ha¨ufungspunkte einer Folge von Ecken existieren ko¨nnen.
Bemerkung 6.4.6
Sei A ⊂ S eine Teilmenge, die Voraussetzung (A’) erfu¨llt. Dann ist Bedingung (V) a¨quivalent
zu
(E) Fu¨r die Kantenmenge der Medialen Achse gilt |E| <∞.
Beweis:
Die Eckenmenge V ist genau dann eine endliche Menge diskreter Punkte der Medialen Achse,
wenn ihre Komplementa¨rmenge bezu¨glich M(A) aus endlich vielen Zusammenhangskomponen-
ten besteht. Daher sind (V) und (E) gleichbedeutend.
Wir kommen nun zu der angeku¨ndigten Konstruktion eines topologischen Graphen. Hierzu muß
noch eine Inzidenzbeziehung zwischen der bereits eingefu¨hrten Kanten– und Eckenmenge ange-
geben werden. Die Vorgehensweise ist allerdings nach den obigen Vorbereitungen evident. Durch
die A¨quivalenzrelation ≃, die durch die Vorschrift
(v1,v2) ≃ (v2,v1)
definiert sei, identifiziert man geordnete Paare von Ecken miteinander, die als ungeordnetes
Tupel identisch sind. Der zugeho¨rige Quotientenraum
V := V × V
/
≃
besteht folglich aus Klassen der Gestalt [(v1,v1)] und [(v1,v2)] fu¨r v1 6= v2. Wir betrachten die
Abbildung ι : E → V, die durch
ι(e) := [(v1,v2)] mit ∂e = {v1,v2} (6.9)
erkla¨rt ist. Nach Satz 6.4.5 ist ι wohldefiniert. Wir benutzen ι nun, um eine Inzidenzbeziehung
einzufu¨hren.
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Definition 6.4.7
Gilt fu¨r e ∈ E die Gleichung ι(e) = [(v1,v2)], so heißen die Ecken v1,v2 ∈ V durch die Kante
e verbunden. Eine Kante heißt Schlinge, wenn ι(e) = [(v,v)] gilt. Gibt es zwei verschiedene
Kanten e1 6= e2 ∈ E mit der Eigenschaft ι(e1) = ι(e2), so heißt e1 ∪ e2 Zweieck.
Satz 6.4.8
Sei A ⊂ S eine einfach zusammenha¨ngende Teilmenge, die der Bedingung (A’) genu¨gt. Dann
kann die Mediale Achse als planarer, topologischer, zusammenha¨ngender Graph G = (V,E) mit
der Eckenmenge V und der Kantenmenge E gema¨ß Definition 6.4.3 und den Inzidenzbeziehun-
gen aus Definition 6.4.7 beschrieben werden. Da A einfach zusammenha¨ngend ist, besitzt die
Mediale Achse weder Schlingen noch Zweiecke.
Beweis:
Wie bereits in Gleichung (6.6) festgestellt, kann die Mediale Achse unter der Voraussetzung (A’)
als Vereinigung der Elemente der disjunkten Mengen V und E betrachtet werden. Mit der Inzi-
denzbeziehung, die durch ι induziert wird, kann M(A) als Graph G = (V,E) aufgefaßt werden.
Nach Definition ko¨nnen zwei verschiedene Kanten e1, e2 ∈ E (beide sind zusammenha¨ngend) kei-
nen Schnittpunkt besitzen, so daß G planar ist. Nach Satz 6.4.5 ist jede Kante homo¨omorph zum
offenen Einheitsintervall, so daß e entweder ein Kurvenbogen oder eine Jordankurve ist. Folglich
ist G ein topologischer Graph. Nach Korollar 6.3.8 ist M(A) und damit auch G wegzusam-
menha¨ngend. Ebenfalls nach 6.3.8 ist die Mediale Achse genau dann einfach zusammenha¨ngend,
wenn die betrachtete Menge A einfach zusammenha¨ngend ist. Daher kann es weder Schlingen
noch Zweiecke geben, da diese jeweils einen geschlossenen Weg induzieren, der in M(A) nicht
null–homotop ist.
Mit dem Nachweis von Satz 6.4.8 ist es uns gelungen, die Mediale Achse eines einfach zusam-
menha¨ngenden Gebiets als topologischen Graphen zu charakterisieren. Insbesondere ist daher
M(A) unter den genannten Voraussetzungen ein simplizialer Komplex der Dimension 1. Ferner
ist es uns mit Satz 6.4.5 gelungen, die Kanten der Medialen Achse recht genau zu beschreiben.
Wir wollen nun die mo¨glichen Varianten von Ecken analysieren.
Satz 6.4.9
Sei A ⊂ S eine Teilmenge, die die Voraussetzung (A’) erfu¨llt. Ferner erfu¨lle die Eckenmenge V
der Medialen Achse die Voraussetzung (V). Fu¨r jede Ecke v ∈ V vom Grad n < ∞ existieren
genau n paarweise verschiedene Kanten e1, . . . ,en ∈ E, so daß v ∈ ∂ek fu¨r alle 1 ≤ k ≤ n gilt.
(Mit anderen Worten gehen genau n Kanten der Medialen Achse von v aus.)
Beweis:
Sei v ∈ V mit deg(v) = n < ∞. Nach Definition 6.4.1 besitzt diese Ecke also n paarweise
verschiedene distanzminimale Pfade γi (1 ≤ i ≤ n) zu ∂A, die in v paarweise verschiedene
tangentiale Winkel besitzen. Zur Vereinfachung nehmen wir an, diese ku¨rzesten Verbindungen
seien nach aufsteigendem tangentialen Winkel, zyklisch nummeriert. Insbesondere gelte fu¨r die
(n+ 1)–te Kurve γn+1 = γ1. Ferner seien alle Ku¨rzesten nach ihrer Bogenla¨nge parametrisiert.
Es gelte also fu¨r alle 1 ≤ i ≤ n
γi(0) ∈ ∂A und γi(sv) = v, (6.10)
wobei sv den Abstand von ∂A nach v bezeichnet.
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Zu einem beliebigen, aber fest gewa¨hlten Abstand 0 < d ≤ sv betrachten wir im folgenden den
Abstandskreis Bd(v) um v. Die n distanzminimalen Verbindungen γi induzieren eine Untertei-
lung von Bd(v) in n disjunkte, offene Teilmengen Gi ⊂ Bd(v), die die Eigenschaften
n⋃
i=1
Gi = Bd(v)−
n⋃
i=1
Spur (γi) und Bd(v) ∩
(
γi ∪ γi+1
) ⊂ ∂Gi (6.11)
besitzen. Hierbei ist die zyklische Nummerierung der γi zu beachten.
Da die Kurven γi paarweise verschiedene tangentiale Winkel in v besitzen, gibt es fu¨r alle
1 ≤ i ≤ n eine Folge {p(i)k }k∈IN ⊂ Gi, mit
p
(i)
k −→ v fu¨r k →∞.
Wir betrachten ferner die induzierten Folgen {µ(i)k }k∈IN, die durch
µ
(i)
k := R
(
p
(i)
k
)
∈ M(A)
definiert sind. Dabei ist R die Retraktion, die in Gleichung (6.3) auf Seite 169 definiert wurde.
Aufgrund der Stetigkeit von R (vgl. Lemma 6.3.3) gilt fu¨r alle i
µ
(i)
k −→ v fu¨r k →∞.
Wir bezeichnen ferner mit η
(i)
k eine (nicht notwendigerweise eindeutig bestimmte) distanzmi-
nimale Verbindung von ∂A mit p
(i)
k , sowie mit η
(i)
k deren distanzminimale Verla¨ngerung nach
µ
(i)
k ∈ M(A). Wir nehmen wieder ohne Beschra¨nkung der Allgemeinheit an, daß diese Pfade
nach ihrer Bogenla¨nge parametrisiert sind. Insbesondere gelte fu¨r alle 1 ≤ i ≤ n und alle k ∈ IN
η
(i)
k (0) = η
(i)
k (0) ∈ ∂A
η
(i)
k (s
(i)
k ) = η
(i)
k (s
(i)
k ) = p
(i)
k
η
(i)
k (s
(i)
k ) = µ
(i)
k ,
wobei s
(i)
k := dist(∂A,p
(i)
k ) und s
(i)
k := dist(∂A,µ
(i)
k ) benutzt wurde.
Da nach Konstruktion p
(i)
k ∈ Gi gilt, muß Spur (η(i)k ) mindestens einen Schnittpunkt q(i)k mit ∂Gi
besitzen. Wa¨re dieser Punkt Element von Spur (γi) bzw. Spur (γi+1), so mu¨ßte q
(i)
k aufgrund der
Distanzminimalita¨t von γi (bzw. γi+1) und η
(i)
k ein Pica sein. Nach der Aussage von Hilfssatz
6.1.5, nach der jeder Pica ein Non–Extender ist, mu¨ßte folglich q
(i)
k = v gelten, da sonst γi
(bzw. γi+1) nicht distanzminimal u¨ber q
(i)
k hinaus verla¨ngert werden ko¨nnte. Nach derselben
Argumentation mu¨ßte dann auch p
(i)
k = v (aufgrund der Distanzminimalita¨t von η
(i)
k ) gelten,
was im Widerspruch zur Forderung p
(i)
k ∈ Gi steht. Damit haben wir nachgewiesen, daß sich
jeder Schnittpunkt q
(i)
k ∈ Spur (η(i)k ) ∩ ∂Gi in dem Kreisrandsegment von Bd(v) befinden muß,
das durch γi und γi+1 begrenzt wird.
Wie oben erla¨utert, muß Spur (η
(i)
k ) mindestens einen Schnittpunkt q
(i)
k mit ∂Gi besitzen (den
”
Eintrittspunkt“ in Bd(v)). Wir nehmen nun die Existenz eines zweiten Schnittpunkts q
(i)
k =
η
(i)
k (s) ∈ ∂Gi an, mit einem Parameter s der s(i)k < s ≤ s(i)k genu¨gt. Die Nebenbedingung an s
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besagt, daß η
(i)
k den Folgenpunkt p
(i)
k zum Zeitpunkt des zweiten Schnitts bereits durchlaufen
haben soll. Nach den U¨berlegungen des letzten Absatzes gilt fu¨r diesen zweiten Schnittpunkt
d = dist
(
v, q
(i)
k
)
≤ dist
(
v, p
(i)
k
)
+ dist
(
p
(i)
k , q
(i)
k
)
.
Daher erha¨lt man fu¨r den Abstand, den η
(i)
k von p
(i)
k nach µ
(i)
k zuru¨cklegt, die Abscha¨tzung
dist
(
p
(i)
k , µ
(i)
k
)
= dist
(
p
(i)
k , η
(i)
k (s
(i)
k )
)
≥ dist
(
p
(i)
k , η
(i)
k (s)
)
= dist
(
p
(i)
k , q
(i)
k
)
≥ d− dist
(
v, p
(i)
k
)
. (6.12)
Mit der Wahl von 0 < ε < d/2 betrachten wir nun den Abstandskreis Bε(v). Aufgrund von
p
(i)
k → v fu¨r k →∞, gibt es ein N(ε) ∈ IN, so daß p(i)k ∈ Bε(v) fu¨r alle k ≥ N(ε) erfu¨llt ist. Fu¨r
diese Folgenglieder ergibt sich wegen dist(v,p
(i)
k ) < ε aus (6.12) die Ungleichung
dist
(
p
(i)
k , µ
(i)
k
)
> d− ε > d
2
. (6.13)
Andererseits gilt wegen v ∈M(A)
dist
(
M(A), p(i)k
)
≤ dist
(
v, p
(i)
k
)
< ε <
d
2
,
woraus durch Kombination mit (6.13)
dist
(
M(A), p(i)k
)
< dist
(
p
(i)
k , µ
(i)
k
)
fu¨r alle hinreichend großen k folgt. Da µ
(i)
k ∈M(A) der Endpunkt des Verbindungspfads η(i)k ist,
steht dies im Widerspruch zur Distanzminimalita¨t von η
(i)
k . Daher kann (fu¨r hinreichend große k)
η
(i)
k entgegen unserer Annahme keinen ”
Austrittspunkt“ q
(i)
k besitzen. Damit folgt insbesondere
µ
(i)
k = η
(i)
k
(
s
(i)
k
)
∈ Gi
fu¨r alle k ≥ N(ε). Da nun ferner µ(i)k → v fu¨r k →∞ fu¨r alle 1 ≤ i ≤ n gilt, muß es mindestens n
verschiedene Kanten in E geben, die sich in v ha¨ufen. Bei diesem letzten Schluß wird allerdings
Bedingung (V) benutzt, da es sich sonst bei den Folgengliedern µ
(i)
k auch um Ecken der Medialen
Achse handeln ko¨nnte.
Zum Beweis der Aussage des Satzes muß nun ausgeschlossen werden, daß eine Teilmenge Gi ⊂
Bd(v) mehr als nur eine Kante besitzt, die nach v strebt. Wir nehmen im Gegenteil an, es ga¨be
einen Index 1 ≤ i ≤ n und Kanten e1 6= e2 ∈ E, so daß fu¨r alle ε > 0
Gi ∩Bε(v) ∩ ej 6= ∅ fu¨r j = 1, 2
gilt. Da sich nach Voraussetzung (V) die Ecken der Medialen Achse nicht ha¨ufen, ko¨nnen wir
ein hinreichend kleines ε1 > 0 wa¨hlen, so daß sich in dem abgeschlossenen Abstandskreis Bε1(v)
außer v keine weitere Ecke der Kanten ej befindet. Da ferner die Bedingungen (V) und (E) nach
Bemerkung 6.4.6 gleichbedeutend sind, ko¨nnen wir ferner annehmen, daß e1 und e2 so gewa¨hlt
wurden, daß ihr Schnittwinkel in v minimal unter allen in Gi nach v strebenden Kanten ist.
Damit haben wir (nach evt. Verkleinerung von ε1) insbesondere ausgeschlossen, daß eine weitere
Kante zwischen e1 und e2 existiert.
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Unter diesen Annahmen entha¨lt der Rand ∂Bδ(v) fu¨r ein beliebiges 0 < δ < ε1/2 je ein Element
µ
(1)
δ ∈ e1 und µ(2)δ ∈ e2 der beiden Kanten. Ferner kann das die beiden Randpunkte µ(1)δ und
µ
(2)
δ in Gi verbindende Segment von ∂Bδ(v) als Teilstu¨ck der Offsetkurve αδ im Abstand δ um
v dargestellt werden. Wir setzen
αδ(t1) = µ
(1)
δ , αδ(t2) = µ
(2)
δ und αδ ((t1, t2)) = ∂Bδ(v) ∩Gi.
Aufgrund der Stetigkeit der Offsetfunktion ist αδ eine stetige Kurve. Da die Retraktion r nach
Lemma 6.3.3 ebenfalls stetig ist, stellt die Funktion
Rα := R ◦α : [t1, t2] −→ M(A)
eine stetige Abbildung dar, fu¨r die Rα(tj) = µ
(j)
δ fu¨r j = 1, 2 gilt.
Aufgrund der Stetigkeit von Rα ist die Menge Rα((t1, t2)) ⊂M(A) ein Weg von µ(1)δ nach µ(2)δ ,
der ausschließlich in der Medialen Achse verla¨uft. Wir wollen uns nun u¨berlegen, daß es unter
der oben gemachten Annahme einen Parameter tp ∈ (t1, t2) geben muß, so daß Rα(tp) = v
erfu¨llt ist. Mit anderen Worten lautet die Behauptung, daß der Weg Rα die beiden Endpunkte
µ
(1)
δ und µ
(2)
δ u¨ber v verbindet. Nach der Wahl von ε1 besitzen die Kanten e1 und e2 neben v
keine weiteren Ecken in Bε1(v). Ga¨be es nun keinen Parameter tp mit der von uns postulierten
Eigenschaft, so mu¨ßte Rα folglich Bε1(v) verlassen, um µ
(1)
δ und µ
(2)
δ zu verbinden. Damit
ga¨be es einen Parameter tq, so daß Rα(tq) /∈ Bε1(v) erfu¨llt wa¨re. Fu¨r den zugeho¨rigen Punkt
q := αδ(tq) mu¨ßte daher
dist (M(A), q) = dist (Rα(tq), q) > ε1
2
(6.14)
gelten. Andererseits gilt stets die Abscha¨tzung
dist (M(A), q) ≤ dist (v, q) = δ < ε1
2
,
die natu¨rlich (6.14) widerspricht. Daher verbindet Rα die beiden Kantenpunkte u¨ber die Ecke
v, die zu einem Zeitpunkt tp ∈ (t1, t2) erreicht wird.
Der durch den Parameter tp induzierte Punkt wird mit p := αδ(tp) ∈ Gi bezeichnet. Dieser
Punkt ist nach unserer Wahl von ε1 ein Extender. Daher kann man eine distanzminimale Ver-
bindung γp von ∂A nach p angegeben, deren (ebenfalls distanzminimale) Verla¨ngerung γp in
Rα(tp) = v die Mediale Achse trifft (vgl. mit der Konstruktion der Retraktion auf Seite 169).
Nun kann die Bogenla¨nge von γp einerseits nicht kleiner als sv sein, da sonst die Pfade γi keine
ku¨rzesten Verbindungen von ∂A nach v wa¨ren (siehe die Vereinbarung in (6.10)). Andererseits
kann sie auch nicht gro¨ßer als sv sein, da sonst γp nicht distanzminimal wa¨re. Folglich muß γp
die La¨nge sv besitzen, so daß die Ecke v neben γ1, . . . ,γn einen weiteren distanzminimale Pfad
zu ∂A besitzt. Da dies nach der Voraussetzung deg(v) = n des Satzes ausgeschlossen ist, muß
unsere Annahme falsch gewesen sein. Also entha¨lt jedes Gi genau eine Kante, die in v endet.
Der letzte Satz gibt uns ein tieferes Versta¨ndnis u¨ber die verschiedenen Arten von Ecken der
Medialen Achse. Offensichtlich kann man die verschiedenen Eckentypen anhand ihres Grades
unterscheiden. Zu beachten ist allerdings, daß sich die Aussage von Satz 6.4.9 lediglich auf Ecken
mit endlichem Grad bezieht. Bereits in Bemerkung 6.4.2 haben wir darauf hingewiesen, daß es
(selbst unter der Endlichkeitsannahme (V)) Punkte in M(A) geben kann, die eine unendliche
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Anzahl distanzminimaler Verbindungen zum Rand von A besitzen. Als Beispiele wurden dort
Fokalpunkte der Medialen Achse genannt, deren zugeho¨riger maximal einbeschriebener Kreis
mit einem ganzen Kreisrandsegment den Rand des Gebietes ∂A beru¨hrt. Setzt man allerdings
Bedingung (V) voraus, so stellen Fokalpunkte v mit dieser Eigenschaft den einzigen Fall dar,
fu¨r die deg(v) =∞ erfu¨llt ist. Dies wird in dem folgenden Hilfssatz festgestellt.
Lemma 6.4.10
Die Mediale Achse einer Teilmenge A ⊂ S, die die Voraussetzung (A’) erfu¨llt, genu¨ge der
Bedingung (V). Dann ist fu¨r alle v ∈ V die Identita¨t deg(v) = ∞ genau dann erfu¨llt, wenn
v ein Fokalpunkt von ∂A ist, dessen zugeho¨riger maximal einbeschriebener Kreis mit ∂A ein
Kreisrandsegment (bestehend aus unendlich vielen Punkten) gemeinsam hat.
Beweis:
Sei v ∈ V eine Ecke, die unendlich viele Verbindungsku¨rzeste zum Rand von A besitzt, deren
tangentiale Winkel in v paarweise verschiedenen sind. Wir nehmen zuna¨chst an, die Menge
dieser tangentialen Winkel wa¨re abza¨hlbar. Unter dieser Annahme ko¨nnte man diese Winkel als
diskrete, aufsteigende Folge {φk}k∈IN mit 0 ≤ φ1 < . . . < φk < φk+1 < . . . < 2π schreiben. Fu¨r
jede endliche Teilauswahl von nWinkeln φj+1, . . . , φj+n findet man mit Hilfe der Argumentation
des Beweises von Satz 6.4.9 n paarweise verschiedene Ecken ej+1, . . . ,ej+n ∈ E, die von v
ausgehen. Daraus wu¨rde allerdings folgen, daß die Endlichkeitsbedingung (E) verletzt wa¨re.
Nach Bemerkung 6.4.6 ist diese Bedingung a¨quivalent zu (V), so daß die Menge der tangentialen
Winkel u¨berabza¨hlbar sein muß. Damit muß es aber ein Teilintervall von I ⊂ [0, 2π) geben, so
daß es fu¨r alle φ ∈ I eine Verbindungsku¨rzeste von v zu ∂A dieses Winkels existiert. Folglich ist
v ∈ V der Mittelpunkt eines maximal einbeschriebenen Kreises in A, dessen Rand ein ganzes
Kreisrandsegment mit ∂A gemeinsam hat.
Die Umkehrung dieser Aussage ergibt sich aus Bemerkung 6.4.2 (c).
Voraussetzung (V) ist fu¨r die Gu¨ltigkeit von Lemma 6.4.10 allerdings wesentlich, da sich im Fall
eines Graphen mit unendlich vielen Kanten die Winkel der in einer Ecke v anliegenden Kanten
im Wert Null ha¨ufen ko¨nnten. Nachdem in diesem Hilfssatz gekla¨rt werden konnte, welche Art
von Ecken des endlichen Graphen einen unendlichen Grad besitzen, fehlt zur Vervollsta¨ndigung
des Klassifikationssatzes 6.4.9 eine Aussage daru¨ber, wieviele Kanten der Medialen Achse von
einer solchen Ecke v ∈ V mit deg(v) = ∞ ausgehen. Um eine solche Aussage formulieren zu
ko¨nnen, fu¨hren wir die folgenden beiden Begriffe ein.
Definition 6.4.11
Sei A ⊂ S eine Teilmenge, die Bedingung (A) erfu¨llt, und p ∈ M(A) ein Punkt ihrer Media-
len Achse. Eine eigentliche distanzminimale Verbindung der La¨nge d von ∂A nach p ist eine
maximale Familie {γt}t0≤t≤t1 (wobei 0 ≤ t0 ≤ t1 ≤ 2π) ku¨rzester Verbindungskurven, die die
folgenden Eigenschaften besitzen:
(a) Fu¨r alle t gilt
γt(s) = r
p(s, t)
(d.h. γt ist radiale Geoda¨tische der Geoda¨tischen Polarkoordinaten bezu¨glich p).
(b) Fu¨r alle t0 ≤ t ≤ t1 gilt
γt(0) = v und γt(d) ∈ ∂A und Spur (γt(0, d)) ist distanzminimal
(d.h. jedes γt ist ku¨rzeste Verbindung zu ∂A).
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(c) Fu¨r alle (hinreichend kleinen) ε > 0 gilt
γt0−ε(d) ∈ A˚ und γt1+ε(d) ∈ A˚
(d.h. {γt}t0≤t≤t1 ist in dem Sinn eine maximale Familie, daß sowohl Spur (γt0−ε(0, d)) als
auch Spur (γt1+ε(0, d)) keine distanzminimale Verbindung zu ∂A ist).
Da unter der Voraussetzung (A) jeder Punkt der Medialen Achse ein Non–Extender ist (vgl.
Bemerkung 6.2.8), und jeder Non–Extender Mittelpunkt eines maximal einbeschriebenen Krei-
ses in A ist (vgl. Hilfssatz 6.1.9), ist Definition 6.4.11 wohldefiniert. Radiale Geoda¨tische der
Geoda¨tischen Polarkoordinaten eines Punktes p sind bereits nach der Definition der Exponen-
tialfunktion nach ihrer Bogenla¨nge parametrisiert (vgl. (2.14) auf Seite 31). Daher ko¨nnen wir
auf die explizite Forderung dieser Eigenschaft in Definition 6.4.11 verzichten.
Eine maximale Familie radialer Geoda¨tischer kann definitionsgema¨ß aus lediglich einer distanz-
minimalen Verbindung bestehen. In diesem Fall gilt t0 = t1. Der Begriff der eigentlichen Ver-
bindungsku¨rzesten wurde so gewa¨hlt, daß er keine Unterscheidung mehr zwischen der Situation
einer einzelnen, fokalen Verbindungsku¨rzesten und der Existenz von unendlich vielen, benach-
barten Ku¨rzesten macht. Wir geben nun eine Modifikation der Graddefinition aus Definition
6.4.1 eines Punktes der Medialen Achse an.
Definition 6.4.12
Sei A ⊂ S eine Teilmenge, die Bedingung (A) erfu¨llt. Ein Punkt p ∈M(A) besitzt den eigentli-
chen Grad deg⋆(p) = n, wenn er genau n verschiedene, eigentliche distanzminimale Verbindun-
gen zu ∂A besitzt, die in p paarweise verschiedene tangentiale Winkel besitzen.
Die Winkelbedingung ist hierbei vernu¨nftig, da nach Definition 6.4.11 eigentliche Verbindungen
aus einermaximalen Familie distanzminimaler Kurven besteht. Als tangentialen Winkel einer Fa-
milie, die aus unendlich vielen Verbindungsku¨rzesten besteht, kann man daher den Winkel eines
beliebigen Mitglieds der Familie betrachten. Mit diesem neuen Begriff des eigentlichen Grades
ko¨nnen wir uns weiter der Aufgabe widmen, den Klassifikationssatz 6.4.9 zu vervollsta¨ndigen.
Satz 6.4.13
Sei A ⊂ S eine Teilmenge der parametrischen Fla¨che S, die den Bedingungen (A’) und (V)
genu¨gt. Fu¨r jede Ecke v ∈ V mit der Eigenschaft deg⋆(v) = 1 existiert genau eine Kante e ∈ E
mit v ∈ ∂e. (Es sei denn, A ist der Geoda¨tische Abstandskreis zum Mittelpunkt v. In diesem
Fall ist die Kantenmenge leer.)
Beweis:
Nach Definition 6.4.12 ist deg⋆(v) = 1 genau dann erfu¨llt, wenn es genau eine eigentliche di-
stanzminimale Verbindung der La¨nge d von v nach ∂A gibt. Die zugeho¨rige maximale Familie
ku¨rzester Verbindungskurven (vgl. Definition 6.4.11) sei mit {γt}t0≤t≤t1 bezeichnet. Falls t0 = t1
gilt, die Familie also nur aus einer Ku¨rzesten besteht, folgt die Aussage bereits aus Satz 6.4.9.
Fu¨r den Fall t0 = 0 und t1 = 2π stimmt der Rand von ∂A komplett mit dem maximal ein-
beschriebenen Abstandskreis um v u¨berein, so daß v das einzige Element der Medialen Achse
(dieser Zusammenhangskomponente) von A ist.
Fu¨r den letzten zu diskutierenden Fall nehmen wir daher t0 6= t1mod 2π an. Analog zum Beweis
von Satz 6.4.9 stellen wir zuna¨chst fest, daß Bd(v) durch die distanzminimalen Kurven γt0 und
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γt1 in zwei offene, disjunkte Gebiete G1 und G2 unterteilt wird (vgl. auch die Konstruktion in
(6.11)). Dabei entspricht G1 dem Kreissegment dieses maximal einbeschriebenen Kreises, das
ein Randsegment mit ∂A gemeinsam hat. Da G2 keine weitere distanzminimalen Verbindungen
zu ∂A entha¨lt und daher alle Voraussetzungen der im Beweis zu Satz 6.4.9 betrachteten Mengen
erfu¨llt, existiert genau eine Kante e2 ∈ E, die von v in G2 ausgeht. Es reicht daher zu u¨berlegen,
daß keine Kante e ∈ E existiert, die in G1 von v ausgeht. Da jedoch alle Geoda¨tischen γt mit
t0 ≤ t ≤ t1 distanzminimal nach Voraussetzung sind, ist jeder Punkt p ∈ G1 ein Extender, und
damit nach Bemerkung 6.2.8 kein Element der Medialen Achse.
Nach Satz 6.4.13 gilt unter der Voraussetzung (V) fu¨r Ecken v ∈ V mit deg(v) = ∞ die
Beziehung deg⋆(v) < ∞. Daher nimmt der eigentliche Grad deg⋆ nur endliche Werte an, falls
Bedingung (V) erfu¨llt ist. Der letzte Satz zeigt daru¨berhinaus, daß sich diese Fokalpunkte im
Hinblick auf ihre Eigenschaften als Ecken der Medialen Achse nicht von solchen Fokalpunkten
unterscheiden, die nur eine distanzminimale (fokale) Verbindung zu ∂A besitzen. Daher stellt
die folgende Aussage die angestrebte vollsta¨ndige Klassifizierung von Eckpunkten des endlichen
Graphen dar.
Korollar 6.4.14
Sei A ⊂ S eine Teilmenge, die die Voraussetzung (A’) erfu¨llt. Ferner erfu¨lle die Eckenmenge
V der Medialen Achse die Voraussetzung (V). Fu¨r jede Ecke v ∈ V mit deg⋆(v) = n existieren
genau n paarweise verschiedene Kanten e1, . . . ,en ∈ E, so daß v ∈ ∂ek fu¨r alle 1 ≤ k ≤ n gilt.
Beweis:
Gilt fu¨r eine Ecke v ∈ V die Beziehung deg(v) <∞, so folgt die Aussage bereits aus Satz 6.4.9.
Fu¨r Ecken mit deg(v) = ∞ folgt die Behauptung mit Hilfe der Argumente, die im Beweis von
Satz 6.4.13 benutzt wurden.
Die letzten U¨berlegungen und Definitionen (von Lemma 6.4.10 bis Folgerung 6.4.14) sind nur
aufgrund der Sonderstellung von Fokalpunkten v ∈ V , deren maximal einbeschriebener Kreis
ein ganzes Kreisrandsegment mit ∂A gemeinsam haben, no¨tig gewesen. Treten keine solchen
Kreisrandsegmente auf, stimmt insbesondere der in Definition 6.4.1 eingefu¨hrte Grad deg mit
dem eigentlichen Grad deg⋆ u¨berein. Kann oder will man die Existenz von Kreisrandsegmenten
nicht ausschließen, so beno¨tigt man den eigentlichen Grad, um die Begriffe Start– und Ver-
zweigungspunkt formal korrekt einzufu¨hren. Da die letzten Untersuchungen nur fu¨r endliche
Graphen angestellt werden konnten, nehmen wir die Gu¨ltigkeit der Bedingung (V) auch fu¨r
diese Definition an.
Definition 6.4.15
Die Mediale Achse der Teilmenge A ⊂ S, die die Voraussetzung (A’) erfu¨lle, genu¨ge ferner
der Bedingung (V). Ein Eckpunkt v ∈ V heißt Verzweigungspunkt der Medialen Achse vom
Grad n, wenn 2 ≤ deg⋆(v) = n gilt. Er heißt Start– oder Endpunkt der Medialen Achse, wenn
deg⋆(v) = 1 erfu¨llt ist.
Der in Definition 6.4.12 eingefu¨hrte eigentliche Grad eines Punktes der Medialen Achse ent-
spricht im Fall einer Ecke v ∈ V nach Folgerung 6.4.14 dem Begriff von Grad, wie er in der
Graphentheorie eingefu¨hrt wird (vgl. etwa [Die96], Seite 5). Insbesondere entsprechen die in
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Abbildung 6.6: Verschiedene Arten von Startpunkten der Medialen Achse
der letzten Definition eingefu¨hrten Kategorien unserer Intuition von Start– und Verzweigungs-
punkten. Der von uns gewa¨hlte Zugang zu der Klassifikation von Eckpunkten u¨ber die Anzahl
der distanzminimalen Verbindungen zu ∂A mag vielleicht auf den ersten Blick umsta¨ndlich er-
scheinen. Neben einem besseren Versta¨ndnis der Medialen Achse liefert er aber auch wertvolle
Informationen, die bei der Formulierung einer Berechnungsmethode ausgenutzt werden ko¨nnen.
Dies wird in dem nachfolgenden Abschnitt 6.5 besprochen werden.
In den beiden Abbildungen 6.6 und 6.7 sind einige mo¨gliche Typen von Start– bzw. Verzwei-
gungspunkten zu erkennen. Als Startpunkte kommen unter der Voraussetzung (A’) lediglich
Fokalpunkte v ∈ V in Frage. Nach den letzten U¨berlegungen sind sie durch die Eigenschaft
deg⋆(v) = 1 charakterisiert. Wu¨rde man stu¨ckweise C2–stetige Randkurven von A zulassen, ga¨be
es (wie bereits oben angesprochen) ferner die Mo¨glichkeit von Eckstartpunkten, die Element von
∂A sind. Nach unserer Begriffsgebung wa¨ren diese durch die Identita¨t deg(v) = deg⋆(v) = 0 zu
charakteriseren. Diese Aussage, die an anderer Stelle gezeigt werden wird, zeigt die Erweiter-
barkeit unseres Konzepts des (eigentlichen) Grades einer Ecke der Medialen Achse.
Im linken Teilbeispiel von Abbildung 6.6 ist die Situation eines Fokalen Startpunkts v mit einer
zugeho¨rigen ku¨rzesten Verbindung zu ∂A zu erkennen. Distanzminimale Kurven zum Rand des
betrachteten Gebiets werden in allen Abbildungen durch kurz gestrichelte Strecken, zugeho¨rige
maximal einbeschriebene Abstandskreise in A durch lang gestrichelte Kreise symbolisiert. In
diesem Fall gilt deg(v) = 1 = deg⋆(v), so daß es genau eine Kante e ∈ E gibt, die in v beginnt.
Die zweite Mo¨glichkeit eines Startpunkts der Medialen Achse ist in der rechten Ha¨lfte von
Abbildung 6.6 skizziert. Hier hat der maximal einbeschriebene Kreis ein ganzes Randsegment
mit ∂A gemeinsam, zu dem es eine eigentliche Verbindung gibt. Die beiden Verbindungsku¨rzesten
γt0 und γt1 der maximalen Familie aus Definition 6.4.11 wurden hier durch kurz gestrichelte
Strecken angedeutet. Der schraffierte Bereich stellt das durch die maximale Familie u¨berstrichene
Gebiet dar. Da es genau eine eigentliche Verbindung zu ∂A gibt, gilt in diesem Fall deg(v) =∞
und deg⋆(v) = 1, so daß nach Korollar 6.4.14 wieder genau eine Kante von v ausgeht.
Das erste Teilbeispiel von Abbildung 6.7 stellt einen dreifachen Verzweigungspunkt dar. Der
zu v geho¨rige maximal einbeschriebene Abstandskreis beru¨hrt die Randkurve von ∂A in drei
Punkten, so daß definitionsgema¨ß deg(v) = 3 = deg⋆(v) gilt. In zu diesem Beispiel analoger
Weise ko¨nnen natu¨rlich auch Verzweigungspunkte ho¨heren Grades konstruiert werden. Denk-
bar bei einer solchen Konstruktion ist, daß einer der Beru¨hrpunkte ein Punkt oder ein ganzes
Segment der Randkurve ist, zu dem v Fokalpunkteigenschaft besitzt. Daher war es ganz we-
sentlich, die Einteilung in Ecken– und Kantenmenge wie in Definition 6.4.3 vorzunehmen. Im
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Abbildung 6.7: Verschiedene Arten von Verzweigungspunkten der Medialen Achse
Fall der rechten Teilabbildung von 6.7 ist ein Verzweigungspunkt vom Grad 2 zu sehen; hier
gilt deg(v) = ∞ und deg⋆(v) = 2. Die Identita¨t fu¨r den eigentlichen Grad ergibt sich aus der
Tatsache, daß v bezu¨glich zweier Bereiche von ∂A Kreisrandsegment–Eigenschaft besitzt, also
zwei eigentliche Verbindungen zum Rand von A existieren. Die durch die jeweilige maximale
Familie von Verbindungsku¨rzesten u¨berstrichene Fla¨che wurde wieder schattiert dargestellt.
6.5 Berechnung der Medialen Achse
Die in den vorangegangenen Abschnitten erla¨uterten Eigenschaften der Medialen Achse ermo¨gli-
chen es, einen Algorithmus fu¨r deren Berechnung zu formulieren. Moritz Baer hat diese Aufga-
benstellung in seiner 1998 angefertigten Diplomarbeit bearbeitet. Herr Baer hat fu¨r seine Imple-
mentation auf die Programmbibliothek zuru¨ckgegriffen, die begleitend zu der hier vorgelegten
Arbeit entstanden ist. Ferner benutzte er vorab einige der oben erstmals in geschlossener Form
pra¨sentierten, theoretischen Resultate. Zur Abrundung unseres Kapitels u¨ber Mediale Achsen
werden wir daher in diesem Abschnitt eine U¨bersicht zu der vorgeschlagenen Berechnungsme-
thode der Medialen Achse angeben. Fu¨r weitere Einzelheiten verweisen wir auf die lesenswerte
Arbeit [Bae98]. Schließlich zeigen wir einige Beispiele kompakter Gebiete, deren Mediale Achsen
mit Herrn Baers Programm berechnet wurden. Damit wird gleichzeitig die praktische Relevanz
des Konzepts der Medialen Achse dokumentiert. Aufgrund ihrer numerischen Berechenbarkeit
ist die Mediale Achse nicht ausschließlich von theoretischem Interesse, sondern kann auch fu¨r
die Praxis nutzbar gemacht werden.
Wir beschra¨nken uns in diesem Abschnitt auf einfach zusammenha¨ngende Gebiete A ⊂ S,
die der Bedingung (A’) aus Abschnitt 6.3 genu¨gen. Der Grund fu¨r die Restriktion auf einfach
zusammenha¨ngende Gebiete ist rein algorithmischer Natur. Die theoretischen Resultate der letz-
ten Abschnitte sind auch fu¨r Gebiete mit
”
Lo¨chern“ richtig, so daß man aus ihnen prinzipiell
auch einen Algorithmus fu¨r allgemeinere kompakte Teilmengen parametrischer Fla¨chen gewinnen
ko¨nnte. Der Vorteil, den einfach zusammenha¨ngende Gebiete fu¨r die Berechnung der Medialen
Achse bieten, ist aus Korollar 6.3.8 abzuleiten. Dort wurde nachgewiesen, daß die Mediale Achse
M(A) den gleichen Homotopietyp wie A besitzt. Folglich ist die Mediale Achse unter dieser Vor-
aussetzung ebenfalls einfach zusammenha¨ngend. Ferner gehen wir davon aus, daß die Randkurve
des betrachteten Gebiets so orientiert ist, daß sich das Innere von A auf der rechten Seite aus
Sicht der Kurve befindet (Rechte–Hand–Regel). Schließlich du¨rfen ausschließlich solche Gebiete
betrachtet werden, deren zugeho¨rige Mediale Achsen endliche Graphen sind.
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Herr Baer hat fu¨r seine Methode ebenfalls stu¨ckweise kru¨mmungsstetige Randkurven von A
zugelassen. In diesem Fall kann die Mediale Achse (entgegen der in Lemma 6.2.10 gezeigten
Eigenschaft) gemeinsame Punkte mit ∂A besitzen. Beispiele fu¨r solche Situationen haben wir
bereits in den Abbildungen 6.1, 6.3 und 6.4 kennengelernt. Er benutzt fu¨r seinen Algorithmus die
(plausible, aber zur Zeit unbewiesene) Behauptung, daß die konvexen Knicke der Randkurve von
A die einzigen gemeinsamen Punkte vonM(A) und ∂A sind (siehe [Bae98], Seite 38 ff.). Ferner
geht Moritz Baer davon aus, daß fu¨r diese Punkte jeweils genau eine von ihnen ausgehende
Kante der Medialen Achse existiert. Eine Untersuchung, ob sich diese Aussagen halten lassen,
werden wir an anderer Stelle pra¨sentieren.
Solche konvexen Knicke stellen (unter der Annahme der Richtigkeit der zuletzt gemachten Be-
hauptungen) nach dem intuiven Versta¨ndnis offenbar Startpunkte der Medialen Achse dar. Fer-
ner besitzen diese trivialerweise keine ku¨rzeste Verbindung zu ∂A, so daß sie den (eigentlichen)
Grad Null besitzen. Die Menge der Startpunkte aus Definition 6.4.15 ist folglich um solche
Punkte der Medialen Achse zu erga¨nzen, die einen trivialen (eigentlichen) Grad haben. In sei-
ner Arbeit [Bae98] nennt Moritz Baer diese Art von Startpunkten Eckstartpunkte der Medialen
Achse.
Wir beschra¨nken uns bei unseren U¨berlegungen auf kru¨mmungsstetige Randkurven. Nach den
Ergebnissen des letzten Abschnitts kann eine Kante der Medialen Achse nur in Fokalpunkten
der C2–stetigen Randkurve ∂A beginnen. Nach Lemma 6.2.4 kommen hierbei lediglich solche
Fokalpunkte in Frage, deren zugeho¨riger Fokaler Abstand einem lokalen Minimalwert der Funk-
tion des rechtsseitigen Fokalen Abstands entspricht. Daher wird zuna¨chst versucht, alle Minima
von s+f (t) mit Hilfe einer entsprechenden Routine zu ermitteln. Es ist allerdings offensichtlich,
daß diese Aufgabe bereits einigermaßen anspruchsvoll ist. Benutzt werden hierzu die in Kapitel
5 vorgestellten Methoden, also insbesondere die Fokale Differentialgleichung aus Abschnitt 5.1.
Eine ausfu¨hrliche Beschreibung der Vorgehensweise des Algorithmus findet man in [Bae98], Seite
49 ff.
An dieser Stelle wird auch spa¨testens klar, warum man im Hinblick auf die algorithmische Be-
handlung Medialer Achsen fordert, daß diese einen endlichen Graphen darstellen, also Bedingung
(V) genu¨gen. Fu¨r unendliche Graphen wa¨re bereits die Aufgabe, alle fokalen Startpunkte zu fin-
den, ein hoffnungsloses Unterfangen. Besitzt die Randkurve von A jedoch lediglich endlich viele
Fokalpunkte, deren zugeho¨riger Fokaler Abstandswert ein lokales Minimum von s+f (t) ist, so ist
offenbar (V) erfu¨llt.
Hat man alle lokalen Minima s+f (ti) des Fokalen Abstands bezu¨glich der zugeho¨rigen Randele-
mente α(ti) von ∂A bestimmt, so ist noch zu u¨berpru¨fen, ob der zugeho¨rige Fokalpunkt ω(ti)
Element der Medialen Achse M(A) ist. (Lemma 6.2.4 liefert eben nur ein notwendiges Kriteri-
um fu¨r Fokalpunkte der Medialen Achse, vgl. auch Abbildung 6.4) Nach Hilfssatz 6.2.3 wissen
wir, daß die Geoda¨tische Verbindungskurve γti von α(ti) nach ω(ti) fu¨r Bogenla¨ngenparameter
s > s+f (ti) keine distanzminimale Verbindung zu ∂A ist. Falls der Abstandskreis Bs+
f
(ti)
(ω(ti))
eine Teilmenge des untersuchten Gebiets A ist, muß folglich ω(ti) ein Non–Extender bezu¨glich
∂A sein. Nach Bemerkung 6.2.8 besitzt man daher ein hinreichendes Kriterium zur U¨berpru¨fung,
ob ω(ti) ∈ M(A) erfu¨llt ist. Die numerische Umsetzung dieses Kriteriums kann beispielsweise
durch wiederholte Innen–/Außentests erfolgen. Getestet wird hierbei, ob sich alle Punkte einer
diskreten Abtastung von ∂Bs+
f
(ti)
(ω(ti)) im Inneren des Polygons befinden, welches durch (hin-
reichend feine) lineare Interpolation von ∂A gewonnen wird. Fu¨r Einzelheiten zur Implemtation
von Innen–/Außentests verweisen wir auf die Studienarbeit von Ingo Friese [Fri98]. Fa¨llt dieser
Test positiv aus, so ist ω(ti) ein Startpunkt der Medialen Achse.
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Abbildung 6.8: Flußdiagramm des Algorithmus zur Berechnung der Medialen Achse
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Abbildung 6.9: Startpunkte vi und Endpunkt v der Medialen Achse
Wir gehen also davon aus, daß jeder Fokale Startpunkt der Medialen Achse ermittelt wurde.
Im Fall einer stu¨ckweise C2–stetigen Randkurve sind (nach der oben aufgestellten Behauptung)
ferner alle Eckstartpunkte in die Liste der Startpunkte aufzunehmen. In Abbildung 6.8, die
mit freundlicher Genehmigung von Moritz Baer aus dessen Diplomarbeit [Bae98] u¨bernommen
wurde, erha¨lt man einen U¨berblick u¨ber die hier besprochene Methode in Form eines Flußdia-
gramms. Die eben besprochene Suche aller Startpunkte der Medialen Achse entspricht der ersten
Anweisung des Diagramms. Im zweiten Schritt wird genau ein Startpunkt der Liste als End-
punkt der Medialen Achse markiert. Die Wahl dieser Ecke v ∈ V ist dabei vo¨llig beliebig. Im
weiteren Verlauf des Algorithmus wird v eine noch zu erla¨uternde Sonderbehandlung erfahren.
Nun soll fu¨r jeden Eintrag v1,v2, . . . ,vn ∈ V der Liste der Startpunkte die jeweilige Kante
approximiert werden, die von ihm ausgeht. Hiervon ist der Endpunkt v ausgenommen. Nach Satz
6.4.5 ist jede Kante als Teilstu¨ck der Medialen Kurve darstellbar, so daß wir diese Aufgabe mit
Hilfe der Medialen Differentialgleichung und der in Kapitel 4 vorgestellten Methoden bearbeiten
ko¨nnen. Hierbei ist allerdings zu beachten, daß im Falle von Fokalstartpunkten diese nicht direkt
als Anfangswerte verwendet werden ko¨nnen, da die Mediale Differentialgleichung bekanntlich in
Fokalpunkten nicht betrachtet werden kann. Sowohl bei Eckstartpunkten, als auch bei Fokalen
Startpunkten besteht ferner die Problematik, daß die zugeho¨rigen Parameter t und ϕ(t) der
Randkurve identisch zu wa¨hlen sind (in beiden Fa¨llen handelt es sich nicht um Picas). Mit einer
solchen Wahl der Parameter wu¨rde jedoch die Mediale Differentialgleichung ebenfalls singula¨r
werden, da die zugeho¨rigen Geoda¨tischen Kurven ausgehend von ∂A identisch sind.
Zur Lo¨sung dieses Problems beginnt man die numerische Integration der Medialen Differential-
gleichung in einem Punkt, der sich in einem gewissen
”
Sicherheitsabstand“ zu dem Startpunkt
der Medialen Achse befindet. Bezeichnet ti den Parameter des exakten Startpunkts, so wa¨hlt
man zu einer Konstante ε 6= 0, die vom Benutzer vorgegeben werden kann, ti(ε) := ti + ε als
Anfangsparameter der Berechnung der Medialen Differentialgleichung. Die zugeho¨rigen Werte
ϕi(ε) und si(ε) mit der Eigenschaft
F (si(ε), ti(ε), ϕi(ε)) = 0
(vgl. Definition 4.1.1 auf Seite 83), die als Startwerte der Medialen Differentialgleichung beno¨tigt
werden, ko¨nnen dann mit Hilfe eines iterativen Verfahren, wie es in Abschnitt 4.5 vorgeschlagen
wurde, approximiert werden. Als erste Na¨herung von ϕi(ε) fu¨r das iterative Verfahrens wird
man ti benutzen; fu¨r si(ε) bietet sich der Minimalwert s
+
f (ti) des Fokalen Abstands (im Fall
eines fokalen Startpunkts) oder 0 (im Fall eines Eckstartpunkts) als grobe Na¨herung an. Dieser
Schritt entspricht der dritten Anweisung in Diagramm 6.8, das numerische Lo¨sen der Medialen
Differentialgleichung wird dann in der darauf folgenden Anweisung verlangt.
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Abbildung 6.10: Mediale Kurve ausgehend vom Fokalen Startpunkt v1
Parallel zur Besprechung des Flußdiagramms wollen wir die Vorgehensweise anhand eines ein-
fachen Beispiels demonstrieren. In Abbildung 6.9 ist ein Gebiet A der Euklidischen Ebene zu
erkennen, deren Mediale Achse bestimmt werden soll. Ferner wurden bereits alle Startpunkte
des Graphen eingezeichnet. Es handelt sich hierbei um vier Fokale Startpunkte v1,v2, v3 und v.
Fu¨r alle Startpunkte wurden ihre zugeho¨rigen maximal einbeschriebenen Kreise vermerkt. Der
Startpunkt v erha¨lt in diesem Beispiel die Sonderrolle des Endpunkts der Medialen Achse.
Nachdem alle Startpunkte der Medialen Achse gefunden, die zugeho¨rigen Anfangswerte der
Medialen Kurven nach der oben beschriebenen Vorgehensweise ermittelt und in eine Anfangs-
wertliste eingetragen wurden (vgl. Schritt 3 im Flußdiagramm 6.8), ko¨nnen nun die lokal Me-
dialen Kurven von allen Startpunkten ausgehend berechnet werden. Hiervon ist der Endpunkt
v jedoch ausgeschlossen. Dieser Schritt wurde in Abbildung 6.10 fu¨r den Startpunkt v1 bereits
vollzogen. Die numerische Behandlung der Medialen Differentialgleichung erfolgt dabei in klei-
nen Teilstu¨cken. Nach jedem Teilstu¨ck wird u¨berpru¨ft, ob der zugeho¨rige Abstandskreis um den
zuletzt ermittelten Punkt der Medialen Kurve noch in der betrachteten Menge A enthalten ist.
Ist dies der Fall, wird das na¨chste Teilstu¨ck integriert, wobei die Anfangswerte der Medialen Dif-
ferentialgleichung durch das letzte Ergebnis gegeben sind. Falls diese Bedingung jedoch verletzt
ist, kann die Berechnung dieser Kante eingestellt werden, da die Mediale Kurve nun Punkte
entha¨lt, die nicht mehr zur Medialen Achse geho¨ren. Diese Vorgehensweise wird in Schritt 4 des
Flußdiagramms 6.8 beschrieben.
Interessant ist an dieser Stelle die Frage, ob die Mediale Differentialgleichung im Laufe der
Berechnung singula¨r werden kann. Nach Satz 4.1.2 kann dies nur eintreten, falls der Punkt
v0 := γt0(s(t0)) = γϕ(t0)(s(t0))
(1) ein Fokalpunkt bezu¨glich einer der aktuell betrachteten Randpunkte α(t0) oder α(ϕ(t0))
ist,
(2) oder t0 = ϕ(t0) gilt, d.h. v0 durch identische Geoda¨tische induziert wird.
Wir betrachten zuna¨chst Fall (1). Der dem Fokalpunkt zugeordnete Abstandkreis erfu¨llt genau
dann Bs(t0)(v0) ⊂ A˚, wenn der Fokalpunkt v0 Element der Medialen Achse ist. Dies gilt aufgrund
von Bemerkung 6.2.8 (jeder Punkt der Medialen Achse ist ein Non–Extender) und Lemma 6.1.9
(jeder Non–Extender ist Mittelpunkt eines maximal einbeschriebenen Kreises). Falls Bs(t0)(v0)
also kein maximal einbeschriebener Kreis in A ist, ko¨nnen wir die Berechnung auf alle Fa¨lle
abbrechen, da der fragliche Punkt keinesfalls zu M(A) geho¨rt. Andernfalls ist der Fokalpunkt
nach Definition 6.4.3 eine Ecke der Medialen Achse, d.h. es gilt v0 ∈ V . Daher hat unsere
Berechnung im Fall (1) auf alle Fa¨lle eine U¨berdeckung einer Kante der Medialen Achse geliefert.
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Abbildung 6.11: Mediale Kurve ausgehend von den Startpunkten v2 und v3
Im Fall (2) ko¨nnen wir ebenfalls davon ausgehen, daß der Punkt v0 ∈ M(A) erfu¨llt, da er
andernfalls fu¨r unsere Belange uninteressant wa¨re. Die Mediale Kurve ha¨tte dann na¨mlich bereits
vorher die Mediale Achse verlassen, so daß nach Satz 6.4.4 mit dem vorliegenden Stu¨ck der
Medialen Kurve eine U¨berdeckung der zu approximierenden Kante vorliegt. Falls allerdings v0 ∈
M(A) gilt, so sind die zugeho¨rigen Geoda¨tischen Kurven γt und γϕ(t) fu¨r t < t0 distanzminimale
Verbindungen zu ∂A. Unter Verwendung von Korollar 6.3.2 u¨berlegt man daher, daß γt0 ebenfalls
eine ku¨rzeste Verbindung von ∂A nach v0 darstellt. Es gibt nun zwei Mo¨glichkeiten: Entweder
ist dies die einzige distanzminimale Geoda¨tische zum Rand von A (folglich wa¨re v0 ein Fokaler
Startpunkt), oder es existiert eine weitere eigentliche Verbindung gleicher La¨nge. Im letzten Fall
gilt deg⋆(v0) > 2, so daß ebenfalls v0 ∈ V erfu¨llt ist. Daher fu¨hrt unsere Strategie sowohl in Fall
(1) wie auch (2) zu einer U¨berdeckung der betrachteten Kante.
Wir kommen nun auf die Berechnung der Medialen Achse in unserem einfachen Modellbei-
spiel zuru¨ck. In den Abbildungen 6.10 und 6.11 sind die Medialen Kurven ausgehend von den
Startpunkten v1, v2 bzw. v3 eingezeichnet worden. Die Berechnung der Medialen Differenti-
algleichung wurde dabei aufgrund des Auftretens eines Abstandskreises abgebrochen, der nicht
mehr im Inneren des Gebietes A liegt. Der jeweilige Abstandskreis wurde in den einzelnen Abbil-
dungen gestrichelt eingezeichnet. Die zugeho¨rigen Randkurvenparameter der zuletzt bestimmten
Medialen Kurvenpunkte wurden dort mit ti und ϕi (i = 1, 2, 3) bezeichnet. Fu¨r den weiteren
Verlauf des Algorithmus ist es wesentlich, daß diese Werte gespeichert werden. Selbstversta¨ndlich
sind auch die berechneten Kantenu¨berdeckungen in einer eigenen Liste zu fu¨hren. Zu beachten
ist ferner die Gu¨ltigkeit der Rechte–Hand–Regel. Nach dieser Konvention ist der Parameter t
so gewa¨hlt, daß der zu µ(t) geho¨rige Punkt α(t) stets im Uhrzeigersinn, der zugeho¨rige ge-
schleppte Randpunkt α(ϕ(t)) dagegen im Gegenuhrzeigersinn die Randkurve von A (bezu¨glich
der Orientierung der Fla¨che) durchla¨uft.
Nachdem nun alle Medialen Kurven als jeweilige U¨berdeckung der in der Startpunktliste ver-
zeichneten Ecken berechnet wurden, sind alle Medialen Kurven paarweise miteinander zu schnei-
den (vgl. Schritt 5 im Flußdiagramm 6.8). Da die Berechnung der Medialen Kurven im uv–
Parameterraum der Fla¨che stattfindet und als Ergebnis einzelne Punkte der Kurve liefert, er-
folgt diese Schnittpunktsuche durch paarweises Schneiden ebener Polygonzu¨ge. Zu einem Schnitt
der i–ten mit der j–ten Medialen Kurve ko¨nnen die betroffenen Parametertupel (ti, ϕ(ti)) und
(tj , ϕ(tj)) ebenso ermittelt werden, wie die Medialen Absta¨nde s(ti) und s(tj). Jeder gefunde-
ne Schnitt der Polygonzu¨ge steht nun im Verdacht, einen Schnitt zweier Kanten der Medialen
Achse zu induzieren. Dies ist genau dann der Fall, wenn die entsprechenden Medialen Absta¨nde
identisch sind, d.h. wenn s(ti) = s(tj) gilt.
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Abbildung 6.12: Schnittpunkt w1 Medialer Kurven als neuer Startpunkt
In unserem einfachen Beispiel treffen sich die Medialen Kurven, die von Startpunkten v1 und
v2 ausgehen, in einem Verzweigungspunkt, der in Abbildung 6.12 mit w1 bezeichnet wur-
de. Die Gleichheit der Medialen Absta¨nde wurde durch das Einzeichnen des maximal einbe-
schriebenen Kreises in A illustriert. Um die beiden Kanten zwischen v1 und w1 bzw. v2 und
w1 zu erhalten, sind die entsprechenden Medialen Kurven lediglich zu ku¨rzen. Aufgrund der
Deformationsretrakt–Eigenschaft der Medialen Achse aus Satz 6.3.7 mu¨ssen sich ferner die be-
teiligten Parameterwerte der zugeho¨rigen Randkurvenpunkte entsprechen. Im Beispiel bedeutet
dies konkret, daß der Schnittparameter t4 in etwa dem Wert von t1, ϕ(t4) in der Na¨he von
ϕ(t2) liegt und ϕ(t1)
.
= ψ
.
= t2 gilt. Aus dem Tupel (t4, ϕ(t4)) zusammen mit dem Medialen
Abstand des Schnittpunkts ergeben sich neue Anfangswerte eines Astes der Medialen Differen-
tialgleichung.
Folglich kann man die bislang skizzierte Vorgehensweise bestehend aus Lo¨sen der Medialen Dif-
ferentialgleichung, Suchen von Schnittpunkten einzelner A¨sten der Medialen Kurve und Ku¨rzen
der A¨ste zu Kanten der Mediale Achse solange iterieren, bis die Liste der noch zu bearbeiten-
den Ecken leer ist, d.h. der Endpunkt v ∈ V durch eine Kante erreicht wurde. Diese Iteration
entspricht der linken Schleife in Diagramm 6.8. In der linken Ha¨lfte von Abbildung 6.13 wurde
dieser neue Ast der Medialen Kurve bereits ermittelt. Die Berechnung wurde wieder aufgrund des
Auftretens eines Medialen Punktes abgebrochen, dessen zugeho¨riger Abstandskreises nicht in A
enthalten ist. Das Parametertupel bei Abbruch ist in dieser Abbildung mit (t4, ϕ(t4)) bezeichnet
worden.
v1
w1
ϕ(t5)
t5
v
v3v2 v2
v1
v3
η
ϕ(t6)
w2
t6
w1
v
Abbildung 6.13: Iteration der Berechnung Medialer Kurven mit anschließendem Ku¨rzen
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Abbildung 6.14: Ende der Berechnung durch Erreichen des Endpunkts v
Zur na¨chsten Schnittpunktsuche stehen lediglich die A¨ste der Medialen Kurven zur Verfu¨gung,
die von den Ecken v3 und w1 ausgehen. Als Schnitt wird die Ecke w2 ermittelt, wie im rechten
Teil derselben Abbildung zu sehen ist. Der zugeho¨rige maximal einbeschriebene Abstandskreis
um w2 wurde dort ebenfalls vermerkt. Der Parameterwert η entspricht in etwa den Werten t3
und ϕ(t5), so daß die Anfangswerte (t6, ϕ(t6)) der Medialen Differentialgleichung des na¨chsten
Durchgangs durch das Tupel (t5, ϕ(t3)) induziert werden. Wie in Abbildung 6.14 zu erkennen ist,
stellt der folgende Schritt den letzten der Iteration dar, da der nun berechnete Ast der Medialen
Kurve den Endpunkt v erreicht.
Das soeben besprochene Modellbeispiel gibt die wesentlichen Gedanken der von Baer in [Bae98]
vorgeschlagenen Berechnungsmethode wieder. Allerdings ist das betrachtete Beispiel sehr ein-
fach. Die bei dieser Methode im allgemeinen auftretenden Schwierigkeiten (insbesondere bei der
Schnittpunktsuche) werden anhand der Abbildungen 6.9 bis 6.14 nicht deutlich. Daher wollen
wir uns im folgenden mit der Schnittpunktsuche etwas eingehender befassen.
Nach den U¨berlegungen aus Abschnitt 6.4 gilt fu¨r die beteiligten Parametertupel (ti, ϕ(ti)) und
(tj , ϕ(tj)) eines Schnittes w ∈ V der i–ten und j–ten Medialen Kurve allgemein:
Die durch die Medialen Kurven u¨berdeckten Kanten ei, ej ∈ E beranden in einer
hinreichend kleinen Umgebung von w einen Bereich, der keine andere Kante der
Medialen Achse schneidet, wenn es eine maximale Familie distanzminimaler Verbin-
dungen {γτ}τ0≤τ≤τ1 gema¨ß Definition 6.4.11 gibt, so daß τ0 = tj und τ1 = ϕ(ti) oder
τ0 = ti und τ1 = ϕ(tj) erfu¨llt ist.
Alle Kanten ei, ej , die diese Bedingung erfu¨llen, ko¨nnten als ”
Winkelnachbarn“ bezeichnet wer-
den, da keine andere Kante in einem der beiden durch ei und ej bzw. ej und ei beschriebenem
Winkel von w ausgeht. In der Regel wird die maximale Familie aus lediglich einer Verbin-
dungsku¨rzesten bestehen (τ0 = τ1), so daß die Bedingung in diesem Fall ”
ϕ(ti) = tj oder
ti = ϕ(tj)“ lautet. Eine nicht–triviale maximale Familie liegt bekanntlich genau dann vor, wenn
der zu w geho¨rige, maximal einbeschriebene Kreis ein ganzes Kreisrandsegment mit ∂A gemein-
sam hat. Zur Vereinfachung der Argumentation wollen wir im folgenden stets von einelemen-
tigen Familien ausgehen, ohne dabei jedoch zu vergessen, daß die Bedingung
”
ϕ(ti) = tj oder
ti = ϕ(tj)“ auch das Pru¨fen nach Kreisrandsegment–Eigenschaft beeinhalten soll. In jedem Fall
induziert eine solche maximale Familie eine eigentliche distanzminimale Verbindung zu ∂A.
Wir nehmen zuna¨chst an, daß ei und ej die einzigen zur Zeit bekannten Kanten sind, die sich
in w treffen. Ferner gelte ϕ(ti) = tj (ggf. nach Umnummerierung der Kanten). Falls zusa¨tz-
lich ti = ϕ(tj) erfu¨llt wa¨re (beachte obige Bemerkung zu Kreisrandsegmenten), so wa¨re w ein
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ϕ(t3)t2
e3
t1 = ϕ(t2)
e1
f1
f2
e4
t3 = ϕ(t4)
t4
e2
ϕ(t1)
Abbildung 6.15: Verzweigungspunkt induziert mehrere neue Anfangswerte
Verzweigungspunkt vom Grad 2. In der rechten Ha¨lfte von Abbildung 6.7 hatten wir ein Bei-
spiel einer solchen Situation. In diesem Fall sind mit ei und ej alle an w anliegenden Kanten
bestimmt. Nach dem Vorschlag von Baer, einen Startpunkt der Medialen Achse als Endpunkt
auszuzeichnen, kann dieser Fall jedoch fu¨r wegzusammenha¨ngende Graphen nicht eintreten. In
dem Fall des zweifachen Verzweigungspunktes aus Abbildung 6.7 wa¨re die Berechnung der Me-
dialen Kurve aufgrund des Auftretens des Fokalpunkts (dort mit v bezeichnet) abgebrochen
worden. Da keine weitere Kante an dem Fokalpunkt anliegt, wird dieser bis zum Ende des Algo-
rithmus in der Eckenliste gefu¨hrt werden. Das Auftreten einer solchen Situation muß gesondert
behandelt werden.
Nehmen wir andernfalls ti 6= ϕ(tj) an, so besitzt w drei (zur Zeit bekannte) distanzminimale
Verbindungen zu ∂A. Nach Korollar 6.4.14 ist damit der Schnittpunkt w ∈ V ein Verzweigungs-
punkt (mindestens) dritten Grades, d.h. es gibt (mindestens) drei Kanten der Medialen Achse,
die an w anliegen. Zwei dieser Kanten wurden bereits ermittelt, so daß wir fu¨r den na¨chsten
Durchlauf des Algorithmus passende Anfangswerte fu¨r die fehlende dritte Kante beno¨tigen. Falls
der eigentliche Grad des betrachteten Schnittpunktes deg⋆(w) = 3 erfu¨llt, so sind diese durch
die nicht identischen Parameterwerte ti und ϕ(tj) gegeben.
Allerdings kann die Situation eintreten, daß noch weitere Ecken an w anliegen, die zu dem
Zeitpunkt der eben vorgenommenen Anfangswertwahl noch nicht bekannt sind. Dies fu¨hrt zu der
Berechnung von A¨sten der lokal Medialen Kurven (und damit zu vermeintlichen U¨berdeckungen
einer Ecke der Medialen Achse), die ungu¨ltig sind. Die U¨berpru¨fung auf Gu¨ltigkeit eines Astes
der Medialen Kurve wird in der Abfrage im Anschluß an Anweisung 5 im Flußdiagramm 6.8
(siehe Seite 190) vorgenommen. Ungu¨ltige A¨ste ko¨nnen daran erkannt werden, daß zu einem
spa¨teren Zeitpunkt der Bearbeitung eine weitere Kante der Medialen Achse in w endet, deren
zugeho¨rige Parameterwerte eine im Hinblick auf den Grad des Verzweigungspunkts konsistente
Anzahl an distanzminimalen eigentlichen Verbindungen zu ∂A induzieren. Die Details zu diesem
Kriterium, sowie ein Beispiel fu¨r die eben angesprochene Situation findet man in [Bae98], Seite
59 ff.
Im Laufe der aktuellen Schnittpunktsuche ko¨nnen sich natu¨rlich mehr als zwei A¨ste der Medialen
Kurve ergeben, die sich in dem Verzweigungspunkt w treffen. Durch entsprechendes Ku¨rzen der
Medialen Kurven erha¨lt man allgemein (n− 1) paarweise verschiedene Kanten e1, . . . ,en−1 ∈ E
der Medialen Achse, sowie die zugeho¨rigen Randparametertupel (tk, ϕ(tk)) bezu¨glich des k-ten
Astes der Medialen Kurve (1 ≤ k < n). Im Idealfall besitzen diese Tupel (nach geeigneter
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Abbildung 6.16: Mediale Achse eines
”
Puzzleteils“ auf einer Nurbs–Fla¨che
Nummerierung) die Eigenschaft
ϕ(tk) = tk−1 fu¨r alle 1 ≤ k < n− 1. (6.15)
Damit kennt man (n+1) distanzminimale Verbindungen von ∂A nach w, so daß w den eigentli-
chen Grad von mindestens (n+1) besitzt. Als Anfangswerte der Medialen Differentialgleichung
zur Bestimmung des fehlenden, von w ausgehenden Astes der Medialen Kurve wird das Tupel
(t1, ϕ(tn−1)) gewa¨hlt werden. (Der Fall t1 = ϕ(tn−1) kann, wie oben besprochen, nicht auftreten,
wenn man die Strategie der Auswahl eines Endpunkts v der Berechnung verfolgt.)
Allerdings ist die Bedingung (6.15) nicht zwingenderweise erfu¨llt, wie man am Beispiel von Ab-
bildung 6.15 erkennt. Hier wird im aktuellen Iterationsschritt ein Schnittpunkt der vier Ecken
e1, . . .e4 festgestellt. Der Schnittpunkt w ist aber tatsa¨chlich ein 6–facher Verzweigungspunkt;
keine der beiden Kanten f1 und f2 sind zu diesem Zeitpunkt bekannt. In einem solchen Fall
ergeben sich tatsa¨chlich mehrere Parametertupel, die Anfangswerte fu¨r nachfolgende Berech-
nungen der Medialen Kurve liefern. In diesem Beispiel sind dies die beiden Tupel (t2, ϕ(t3)) und
(t4, ϕ(t1)), die die Berechnung einer U¨berdeckung der zur Zeit unbekannten Kanten f1 und f2
einleiten. Daher kommt der Algorithmus auch mit solchen Situation zurecht, in denen Gleichung
(6.15) nicht erfu¨llt ist.
Wie bereits oben erwa¨hnt, hat Moritz Baer auch stu¨ckweise C2–stetige Randkurven zugelassen.
Er benutzte hierzu einige plausible Annahmen u¨ber das Verhalten der Medialen Achse im Fall der
Existenz von Ecken, die vorne bereits angesprochen wurden. Es sei an dieser Stelle noch erwa¨hnt,
daß das Auftreten von Ecken in der Randkurve auch die Berechnung Medialer Kurven bezu¨glich
der Kombination aus Fla¨chenkurve und –punkt und evt. sogar bezu¨glich zweier Fla¨chenpunkte
no¨tig werden la¨ßt. Daher ist es wesentlich, daß wir mit Hilfe der in Kapitel 4 erzielten Ergebnisse
auf alle diese Fa¨lle vorbereitet sind.
Als erstes Beispiel der Berechnung einer Medialen Achse mit Hilfe des Programms von Moritz
Baer betrachten wir das Gebiet aus Abbildung 6.16. Die Randkurve ∂A besteht hierbei aus einer
geschlossenen, C2–stetigen BSpline–Kurve, deren Form an ein Stu¨ck eines Puzzles erinnert. Die
zugeho¨rige Parameterraumkurve in Abbildung 6.17) besitzt eine horizontale Symmetrieachse.
Wu¨rde man die Mediale Achse des berandeten Gebiets in der Euklidisches Ebene berechnen,
erga¨be sich daher (neben den 12 Fokalen Startpunkten) zwei Verzweigungspunkte, die jeweils
den Grad vier besa¨ßen. Die Randkurve von A ⊂ S wurde sowohl im uv–Parameterraum als auch
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Abbildung 6.17: Parameterraumkurven der Medialen Achsen aus Abbildung 6.16
als Fla¨chenkurve in gru¨ner Farbe dargestellt. Bei der betrachteten Fla¨che handelt es sich um ein
Teilstu¨ck eines hyperbolischen Paraboloiden.
Die Gaußkru¨mmungen der Punkte des behandelten Fla¨chenstu¨cks sind zwar alle positiv, haben
aber alle einen relativ kleinen Wert, so daß sich die Geometrie dieser Fla¨che nicht wesentlich von
der Euklidischen Ebene unterscheidet. Das Ergebnis der Berechnung der Medialen Achse in der
gegebenen Fla¨chengeometrie ergibt trotz dieser geringen Abweichung gegenu¨ber der Euklidischen
Situation einen Graphen, der sich aus topologischer Sicht von der Medialen Achse der ebenen
Geometrie (ohne Abbildung) unterscheidet. Die rote Kurve in Abbildung 6.16 bzw. 6.17 stellt
das durch das Programm ermittelte Ergebnis dar. Sie besitzt 12 Fokale Startpunkte und 10
Verzweigungspunkte. Alle Verzweigungspunkte besitzen den Grad drei.
Abbildung 6.18: Mediale Achse eines Vierecks auf einer wellenfo¨rmigen Fla¨che
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Abbildung 6.19: Parameterraumkurven der Medialen Achsen aus Abbildung 6.18
Daß die Geometrie der betrachteten Fla¨che erheblichen Einfluß auf die Struktur des Graphen
der Medialen Achse haben kann, werden wir auch im na¨chsten Beispiel erkennen. Die Randkurve
des betrachteten Gebiets ist hier durch ein Quadrat im uv–Parameterraum der Fla¨che gegeben
(vgl Abbildung 6.19). Damit behandeln wir gleichzeitig ein Beispiel eines Gebietes A, dessen
Rand lediglich aus einer stu¨ckweise C2–stetigen Kurve besteht. Nach der oben erla¨uterten Be-
hauptung erwarten wir in den vier Eckpunkten jeweils einen Startpunkt der Medialen Achse.
Ansonsten erscheint die Wahl dieses Gebietes eher langweilig zu sein, daM(A) im Euklidischen
Fall lediglich aus den beiden Diagonalen des Quadrats (pra¨ziser: Aus den vier Eckstartpunk-
ten, dem Schwerpunkt des Quadrats als Verzweigungspunkt vom Grad vier, sowie aus den vier
verbindenden Kanten) bestehen wu¨rde.
In Abbildung 6.18 wird die tatsa¨chlich behandelte Fla¨chengeometrie gezeigt. Die gegebene pa-
rametrische Fla¨che ist eine wellenfo¨rmige Bezier–Fla¨che. Als Kontrollpunkte wurde ein 5 × 5
Gitter gewa¨hlt, deren x– und y–Koordinaten a¨quidistant im Einheitsquadrat [0, 1] × [0, 1] ver-
teilt wurden. Die Wellenform der Fla¨che wurde durch eine alternierende Wahl von 0 und 0.5 fu¨r
die z–Koordinaten erreicht. Die Randkurve des viereckigen Gebiets wurde sowohl in Abbildung
6.18 als auch in 6.19 gru¨n eingezeichnet. Die zugeho¨rige Mediale Achse des Gebiets erkennt man
anhand der roten Farbgebung.
Deutlich sind die vier erwarteten Eckstartpunkte von M(A) zu erkennen. Daneben gibt es
insgesamt 12 weitere Startpunkte der Medialen Achse, die nach den Ergebnissen aus Abschnitt
6.4 Fokalpunkte der Randkurve sind. Die zugeho¨rigen Abstandswerte stellen lokale Minima
der Funktion des Fokalen Abstands dar. Fu¨r die Existenz von Fokalpunkten ist natu¨rlich das
Kru¨mmungsverhalten der betrachteten Fla¨che verantwortlich. Schließlich findet der Algorithmus
insgesamt fu¨nf Verzweigungspunkte, wobei der zentrale den Grad acht besitzt. Weitere Beispiele
zur Berechnung Medialer Achsen findet man in [Bae98], Seite 63 ff.
Bereits anhand der hier vorgestellten Beispiele kann man erkennen, daß die pra¨sentierte Methode
zur Berechnung der Medialen Achse eines kompakten Gebietes A der parametrischen Fla¨che
S gute Ergebnisse liefert. Durch die in den Abschnitten 6.2, 6.3 und besonders 6.4 erzielten
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theoretischen Resultate kann die Korrektheit der hier pra¨sentierten Methode gesichert werden.
Ferner besitzt das Konzept des eigentlichen Grades von Ecken der Medialen Achse das Potential,
auch die Situation stu¨ckweiser C2–stetiger Randkurven zu bearbeiten, so daß ein Beweis der
Korrektheit des Algorithmus auch fu¨r diesen Fall zu erwarten ist. Die zur Bearbeitung von
Ecken der Randkurve beno¨tigten Varianten der Medialen Differentialgleichung wurden alle in
Kapitel 4 bereit gestellt.
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