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It is a longstanding myth of academia—propogated hy many in our 
profession—that the doctoral dissertation is a product of independent 
work on the part of the candidate. Certainly, the legitimate candidate 
authors the volume that bears his or her name; but to admit that the 
document solely reflects work performed on an "independent" basis 
would only mean that the candidate has succumbed to the illusion. 
In a very real way, any dissertation is a result of the con­
tributions of at least three groups of people. Each of these groups 
offers the candidate "something special" that helps bring about 
a unique document- These groups include: The colleagues with 
whom one interacts on a daily basis, colleagues in the broader discipline, 
and individuals who play support roles, both from a clerical and an 
emotional standpoint. 
It is an especially difficult task for this author to articulate 
what the faculty and students of the Department of Sociology and 
Anthropology at Iowa State University have meant to his academic 
development. Reality is often lost in generality (any sociologist 
should realize that), so my assessment requires specification. It is 
an easy assignment, nonetheless, to "single out" those persons who have 
made an important impact. 
The department is chaired by an incredible young man who also 
served as chairperson of my doctoral committee. Dr. Gerald E. Klonglan 
possesses a number of admirable personal characteristics, together with 
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an infectious enthusiasm for sociology and a demeanor which places him 
in the special class of the humane, yet "crackerjack" administrator. But 
Dr. Klonglan has meant this and far more to many graduate students at 
Iowa State. As my mentor, Jerry exhibited chronic patience as I 
"plodded" (and I do mean "plodded") through the doctoral program; he often 
demonstrated more patience than I deserved. And as nqr mentor, Jerry 
was always willing to delegate important responsibilities to me; he often 
delegated more responsibilities than I deserved. 
It was an honor to collaborate with Jerry on the "Social Indicator 
Models for Rural Development" project during the final two years of 
my graduate education. The opportunity to function as project coordina­
tor offered an invaluable learning experience, one that provided an 
introduction to a variety of new situations and circumstances. 
One of the co-directors of the aforementioned research project 
was Dr. Richard D. Warren. It is no exaggeration to state that the 
present dissertation could not have been completed if it had not been 
for Dr. Warren's input. Perhaps no greater compliment can be paid 
to a fellow academic than to say that your work would not have been 
brought to fruition without his contribution. But by no means is this 
a unique situation for Dick Warren. Indeed, the same declaration 
could easily be made in literally hundreds of theses and dissertations 
completed at Iowa State during the past decade. Suffice it to say that 
Dick is as competent a sociologist as he is a statistician. 
During the past two years, I have also had the pleasure of working 
with several dedicated students who constituted the "Social Indicator 
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Models for Rural Development" research staff. As a group, we often 
felt incompetent to handle the difficult research problems related 
to exploring the quality of life issue. And just as often, the results of 
our labors actually reflected our perceived incompetence! But in 
reality, fledgling efforts were at least in the right direction. I 
owe a debt of gratitude to Chris Marshall, Keith Carter, and Rod Ganey, 
if for no other reason than for tolerating me as their "boss" for two 
whole years. 
The project, and this study, would not have been possible without 
the continued support of Dr. Ronald C. Powers, Director of the North 
Central Regional Center for Rural Development, and Coordinator of the 
Iowa Title V program of the Rural Development Act of 1972. Dr. Powers* 
confidence and interest in our work is greatly appreciated. 
Drs. Charles }6ilford, Robert Itichards and Joe Bohlen of the Department 
of Sociology and Anthropology, and Dr. William Robinson of the Depart­
ment of Philosophy, served on the candidate's program of study committee. 
The effort they devoted to reading the doctoral examinations and 
dissertation, and then examining the candidate over these materials 
during "orals," is appreciated. 
While a dissertation is typically defined as an original study in 
some area of inquiry, it often reflects recent innovations in theory anH 
method more than it pioneers new developments. Such is the case with 
this volume. Anyone well-read in the sociology of health will 
recognize the influence of Mark Field and James Anderson in the 
following chapters. Anderson, in particular, has done more than perhaps 
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any other sociologist in promoting the macrosociological modeling of the 
health sector. The work of Michael Miller, and especially John Sullivan, 
is abundantly apparent in the approaches to model building and testing 
used in the study. In fact, Sullivan has provided the field with the 
best literature in the area of applying a "multiple indicators" 
methodology to sociologically-relevant issues. And alas! Sullivan is a 
political scientist! 
In many respects, the third group of persons mentioned earlier— 
individuals who play support roles—offers the most important contribu­
tions. In the first place, any empirical study relies upon a data base. 
The data base for this dissertation could not have been established if it 
were not for the contribution of Peg Higley and Chris Moats. Furthermore, 
no study can be prepared without a competent typist to skillfully pre­
pare the manuscript. Kathy Flaherty spent what I am sure seemed to her 
as endless hours typing this volume, with its many tables and figures. 
I remain indebted to her excellent work. 
Perhaps the most painless way to complete one's tenure as a graduate 
student would be to live in a social vacuum—neglecting all social 
relationships until one has completed degree requirements. Obviously, 
this is an impossibility. That is why emotional support is the "life 
blood" of nearly every graduate student. Most of us need to hear from 
someone very close that the light at the end of the tunnel is not as 
far away as it incessantly appears to be. My wife, Kathy, has always 
been my "elixir" when things seemed hopeless-or at least trying. In 
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many respects, my accomplishments mean more to her than they do to me. 
And for good reason: many of these achievements could not have been 
achieved without her love and understanding. 
And finally, I must acknowledge the contribution of my four-year-old 
son, Frankie. His awkward and seemingly haphazard "scribbling" on the 
rough draft of the manuscript often made more sense to me than what I 
had originally authored. Needless to say, all the errors of judgment, 




SOCIAL INDICATOR RESEARCH IN PERSPECTIVE; 
PLACE, PURPOSE AND PROSPECTS 
Over a decade has passed since the "social indicator" concept first 
came to the attention of the academic community (Bauer, 1966a). During 
that time, one particular declaration has been repeated over and over 
again to the point of becoming a cliché. The statement invariably 
carries this message; Rarely in the history of the social sciences has 
an area of scientific inquiry received the widespread attention rivaling 
the notice given social indicators. 
As is the case with most cliches, there is an element of truth in 
the statement. A heterogeneous group of economists, sociologists, and 
psychologists, together with policymakers at the national and sub-
national levels from around the world, are responsible for the tremendous 
interest in the idea of social indication. In fact, it can be said 
that a "social indicator movement" has emerged. As Sheldon and Parke 
(1974) have observed; 
. . . movement was an apt designation in that . . . 
the participants were ill-defined as to membership, 
had little organization, and shared few specific 
objectives, but sensed great needs and opportunities 
for change; they celebrated shared, but necessarily 
ambiguous symbols, and were led by able and articulate 
visionaries. 
Whether or not the term "movement" is an appropiiate way to 
classify the amorphous, yet impressive, inçetus responsible for 
2 
interest in the social indicator concept may be a matter best reserved 
for debate. However, the fact that Sheldon and Parke, as well as 
others (Ontell 1972), conceive of the interest as a movement—and 
continue to do so nearly ten years after the emergence of the idea— 
may indicate that early enthusiasm has not been tempered by the 
achievement of original goals. Movements often become transformed into 
institutionalized entities (i.e., non-movements) if central ideas are 
adopted by persons in authority outside the movement who are in a position 
to implement these ideas as part of legitimate programs, thus bringing 
about some degree of change. 
What about the "social indicator movement?" Has it been a 
Successful movement? Anderson (1973a:285) offers a brief, yet poignant 
opinion: 
Despite widespread interest in the use of social indica­
tors . . . and a burgeoning literature on the 
subject . . . progress to date has been disappoint­
ing. 
Another, and perhaps harsher» criticism is leveled by Sheldon 
and Freeman (1970:109); 
Far too many promises and claims have been made 
for social indicators and not delivered. The 
risks are too great than a continual oversell 
could indeed transform the indicator movement 
into a passing fad .... 
The language used by these critics embodies what many feel is the 
current status of the social indicator movement: It is alive, but in 
trouble. Why has a decade of "disappointment," "continual oversell," 
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and "promises . . . not delivered," failed to halt the movement? 
Perhaps the words of "visionaries," juxtaposed with those of a 
"pragmatist," will help answer the question. First the "visionaries": 
No society in history has as yet made a coherent 
and unified effort to assess those elements in 
the society which facilitate, and which bar, 
each individual from realizing to the fullest 
extent possible his talents and abilities in order 
to allow him to find a job or establish a career 
commensurate with his talents, to live a full and 
healthy life equal to his biological potential, 
to establish the conditions for an adequate standard 
of living which allows him to live in a civilized 
fashion and which provides a physical and social 
environment which enhances his sense of life .... 
If it is agreed that this is an appropriate and 
adequate focus, ... we need ... to provide a 
continuous assessment (via social indicators) of 
our abilities to realize these aims. 
(Gross and Springer, 1967:11) 
Now the "pragmatist": 
The social indicator movement is surely in its 
infancy .... /But/ . . . our perspective must 
be one of decades, not years. Obviously, such 
an infinitely complex development cannot be 
completely charted in advance. In seeking 
to expedite the development we must think in terms 
of strategies as well as substantive content .... 
But our thrust . . . must . . . be a strategy for 
government action intended to operationalize a 
social indicator system. This should not be delayed 
for more insights from research, since governments 
by their nature must commence with straightforward, 
understandable efforts which can then be elaborated 
and extended as experience (and research) may suggest. 
(Chris tian, 1974:27-28) 
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Disappointment is often an outgrowth of misunderstanding. Another 
cliche helps explain why disappointment may have been the result of 
misunderstanding in the case of the social indicator movement: The term, 
"social indicator," means different things to different people (Wilcox, 
et al., 1976). In short, the social indicator has been viewed as 
a catalyst In the quest of social justice and equality through needs-
assessment (Fear, 1977; Warheit, et al., 1975), social bookkeeping 
(Wilcox, et al., 1976; Duncan, 1974), social reporting (Earland, 1971; 
Tunstall, 1970), social accounting (Bell, 1969; U.S.H.E.W., 1969), 
and program evaluation (Bauer, 1966a); National Commission on Technology, 
Automation and Economic Progress, 1966). As Demerath (1971) has phrased 
it, social indicators can almost be viewed as "elixirs" of the 
nation's ills. 
While the social indicator is no panacea, it can be a useful tool 
for social policymaking. But one of the most serious problems in the 
epic of the movement is the fact that its members have never really come 
to consensus as to what extent, and in what ways, social policymakers 
can enhance the decisionmaking process through the use of social 
indicators. 
The purpose of this chapter is to briefly outline a proposed 
paradigm, or frame of reference, for social indicator research. One 
of the basic components of the paradigm will be social indicator 
modeling. The remainder of this study (the organization of which is also 
presented in the chapter) will be devoted to building and testing an 
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explanatory social indicator model. The model will concentrate on 
the macrosociological determinants of social well-being in one of the 
policy-relevant sectors of American society, viz., the health sector. 
A Paradigm for Social Indicator Research 
There is little debate among members of the movement that the 
social indicator, at least as as many would like to eventually see it, 
is in an" immature state of development. What the social indicator may 
one day become, is not as it presently is; social indicators will not 
be adequately developed without concerted scientific research. It 
is widely agreed that only a convergence of basic and applied 
research activities will promote the rapid development of social indica­
tor work. Some students of the field have indicated that success nay 
be predicated upon the ability of social scientists to become "trans­
formation specialists"; that is, to become sensitive enough to the 
problems facing the decisionmaker so as to facilitate the application 
of research findings for the purposes of problem-solving social policy 
(Wilcox, et al., 1976). The blending of basic and applied research 
may be particularly difficult to achieve since most social science 
disciplines do not possess rich, historical traditions in policy research. 
Sociologists, for example, have never reached consensus regarding 
how the social scientist qua social scientist should effectively relate 
to the policymaker without sacrificing scientific objectivity and 
integrity (Brown, 1967; Gouldner, 1965;1970; Janowitz, 1970; Scott and 
Shore, 1974; Street and Weinstein, 1975). 
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The UTaitatlons of social Indicators: Some suggestions from the 
literature 
If members of the social indicator movement accept, by and large, 
the proposition that wide-scale research efforts will encourage 
the development of social indicators, then it might follow there is 
general agreement concerning what types of research should be conducted. 
Unfortunately, less consensus exists than one might expect. Yet the 
situation has improved, particularly during the post-1970 period, 
when a number of papers were published on the "state of the field." 
Many of these papers called for a reassessment of the scope and purpose 
of social indicator research. Statements authored by Sheldon and 
Freeman (1970) and Christian (1974) "(excerpts of the respective papers 
were quoted earlier in the chapter) are good illustrations of the 
kinds of analytical assessments which have been made. 
It appears most of the concern reflected in the various "state 
of the field" assessments centers on the proposed use of social indica­
tors. Few members of the movement would disagree that social indicators 
should assist the social policymaker in making better social policy; 
the historical disagreement has been how social indicators can provide 
the policymaker with better information as the basis for making better 
decisions. 
A list of the multifarious ways in which social indicators can 
conceivably enhance the policymaking process has been compiled by 
Walters (1972). An adapted list (from Fear, 1977) is presented below: 
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1. Social indicators can put issues in a form suit­
able for popular discussion. 
2. Social indicators can broaden the base for 
discussing social issues. 
3. Social indicators can present a more balanced 
view of society by placing more social issues 
and options on the table. 
4. Social indicators can make visible those 
conditions which the alienated and unheard 
minorities can make explicit. 
5. Social indicators can increase the visibility 
of the data, and thereby of problems, both 
in government and the private sector. 
6. Social indicators can shift emphasis from the 
economic to the broader "•oci?"'. aspects of life. 
7. Social indicators can make public and private 
postures and decisions more explicit and 
informed. 
8. Social indicators can aid in the establishment 
of goals and objectives, and in the selection 
of priorities among them. 
9. Social indicators can assess progress towards 
goals and objectives. 
10. Social indicators provide data for models, 
for policy and program formulation, and for 
evaluation. 
11. Social indicators can identify emerging 
problems sooner. 
12. Social indicators can monitor the effects of 
policies and programs. 
To reiterate: It is a common assumption that social indicators 
have the potential to guide social policy in some more or less explicit 
way (Land and Spilerman, 1975b). Yet the "potentials" designated by 
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Walters literally hold the promise of "something for everybody." 
The Walters' compilation,however, is not an original summary of 
all the proposed uses of social indicators; the list reflects the 
suggestions of others. The situation is assessed by Wilcox, et al. 
(1976;iv); 
One of the unfortunate consequences of interest 
in the idea of social indication is the fact that 
it has become so appealing . . . that proposed ob­
jectives were repeatedly stressed without taking 
the effort to thoroughly assess whether the pro­
posed goals were at all realistic. 
One of the manifest functions of critically analyzing what types of 
research should or should not be done has been a heightened 
awareness regarding what the "impossible" uses for social indicators 
are likely to be. Two proposed uses—program evaluation and social 
accounting—have crane under the most vigorous attack. 
Program evaluation The prospect of using social indicators for 
program evaluation is an appealing idea. Merican government, and 
indeed the public in general, is in an age of accountability. 
Citizens and government officials, alike, are concerned about 
"getting something for their money." Many social policymakers recognize 
the need to be able to understand if, and to what extent, particular 
programs have achieved the goals they were implemented to achieve; 
they also want to objectively measure how efficient, as well as how 
effective, programs have been in meeting these proposed goals. 
Perhaps the obvious question is; Can social indicators be used for 
program evaluation? Students of the field have answered this question 
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in the negative. Johansson (1973) summarizes many of the reservations 
when he suggests that social indicators are, in general, poor substitutes 
for the statistical data derived when undertaking program evaluation 
from an experimental design perspective. The key issue is the control 
of extraneous variables which may obscure the effect of the "true" 
variables causing program outcomes. Social indicators, Johansson argues, 
usually provide only a gross assessment of how social conditions have 
changed; they "indicate" whether development is taking desired directions. 
One conclusion is that social indicators may be useful only for 
"general" program evaluation, and even in this case, the interpretation 
of data should be performed with extreme caution. As Johannson 
(1973:303) warns, "barometers do not explain the weather." 
Social accounting The idea of using social indicators for 
social accounting is as old as the social indicator movement itself. 
As early as 1966, social indicators were promoted as the basis for a 
socioeconomic performance "balance sheet" that could detail the social 
and economic "gains" and "losses" recorded by the nation (National 
Commission on Technology, Automation and Economic Progress, 1966; 
U.S.H.E.W., 1969; Bell, 1969). The idea reached its zenith when 
former Senator Walter F. Mondale (Dem.-Minn.) proposed the establishment 
of a Council of Social Advisors to President Nixon and the Congress. 
The Council would function in a fashion similar to the Council of 
Economic Advisors, except that the parameters of interest would be 
broadened to include the major areas of social concern in American society 
(for example, health, housing, etc.). Senator Mondale introduced two 
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bills before Congress: "The Full Opportunity and Social Accounting Act 
of 1967" and "The Social Accounting Act of 1969." Neither bill passed 
Congress. 
Several authors, including Galnoor (1971), suggest thaC it would have 
been extremely difficult for social scientists to deliver a social 
accounting system to Congress had the Mondale bills become law. In fact, 
Galnoor considers the social accounting concept as "overburdening" and 
"undesirable." Both Harland (1971) and Sheldon and Freeman (1970) view 
the proposal of social indicators for social accounting as unrealistic 
for basic theoretical and methodological reasons. From a theoretical 
point of view, social scientists have yet to develop an acceptable macro-
model of society which includes, and interrelates, all the pertinent 
variables. At issue, therefore, is the nodal question of what types 
of variables need to be included in an accounting framework. From a 
methodological point of view, it would have been extremely difficult— 
indeed, we presently lack an approach—to measure variables indicating 
different things, across different social domains, via a common 
denominator. 
Without such a feature, it would be impossible to calculate "gains" 
and "losses" as required for an accounting balance sheet. Economic 
accounting, on the other hand, offers the built-in feature of having 
monetary units as a common unit of measurement. This is one of the 
reasons why Galnoor (1971:4) concludes that to advocate social accounting 
means to suggest precision in bookkeeping methods; precision the social 
sciences cannot offer. 
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Proposals for social indicator research; Descriptive social reporting 
and social indicator modeling 
If program evaluation and social accounting may be viewed as 
ill-advised uses for social indicators, in what policy-relevant formats 
can social indicators be used without the strong reservations raised 
above? One suggestion is social indicators for descriptive social 
reporting and social indicator modeling (Wilcox, et al., 1976; Klonglan, 
Seal, et al., 1976; Klonglan, Warren, et al., 1976; Fear, 1977). 
Descriptive social reporting Since the social indicator has 
historically meant many different things to many different people, it is 
not suirprising that little consensus has emerged regarding its definition. 
There is little disagreement, however, on the point that an "indicator" is 
an observable variable that in some way estimates, or measures, an 
unobservable variable (Bunge, 1975); it is the adjective "social" which 
appears to promote confusion. Perhaps it was one of the first widely-
accepted definitions of the concept that generated interest in what has 
come to be known as descriptive social reporting. Olson (1969) offers 
one variation of this basic definition: 
A social indicator is a statistic of direct 
normative significance which fits into a systematic 
set of measures . . . /needed so that/ . . . 
emerging problems can be identified more quickly, 
and the information needed for a knowledgeable 
decision about national priorities will be available. 
According to this, and similar definitions, a social indicator 
could be used to "give warnings" of emerging problems (Carlisle, 1972) 
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and provide information as to whether change has occurred "in the right 
direction" or if "people are 'better off" (U.S.H.E.W., 1969). 
Wiile the interpretation of the definition appears to have precipi­
tated a considerable amount of descriptive social reporting, both 
domestically and around the world (Albuquerque Urban Observatory, 1971; 
Bundesministerium fur Arbeit und Sozialordnting, 1973; Carter, et al., 
1977; Central Statistical Office, 1970-1973; Charlotte-Mecklenberg 
Community Relations Committee, 1974; Citizens Governmental Research 
Bureau of Milwaukee, 1972; Community Service Council of Metropolitan 
Indianapolis, 1973; Community Service Society of New York, 1970: 
Development Academy of the Philippines, 1975; Ferriss, 1970a; 1970b; 
Institut National de la Statistique et des Etudes Economiques, 1973; 
Governor's Office for Planning and Programming, State of Iowa, 1970-74; 
Office of Planning Coordination, Bureau of Policies and Programs, State 
of Michigan, 1970; Ontell, 1972; Organization for Economic Cooperation 
and Development, 1971;1973; Statistisk Sentralbyra, 1974; Statistiska 
Centralbyran, 1974; U.S. Department of Commerce, Bureau of the Census, 
1973a;1973b;1973c;1973d; U.S.O.M.B., 1974; Voland and Hobgood, 1975), both 
the definition and approach have come under attack (Land, 1971; Sheldon 
and Freeman, 1970; Anderson, 1973a) ?" 
A^ recent publication by the Office of Planning and Research, State 
of California (1977) provides a good yardstick of the proliferation of 
social reporting in recent years. The California report is entitled. 
Putting Social Indicators to Work, and includes annotated references to 
nearly 150 U.S. social reports published at the federal, state, and local 
level. 
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Land (1971), for example, argues that social indicators should avoid 
a tie with normative concerns because this may obscure the relevant 
criteria that a social indicator should be classified as such due to its 
inclusion in some "conceptual system of social process" (Land, 1971: 
223). Anderson (1973a)agrees that early definitions promoted descriptive 
reporting of social conditions; he also criticizes the impact this 
orientation seems to have had on the direction of social indicator 
research. Anderson (1973a:286) elaborates: 
The mere accumulation of time-series data on selected 
social indicators provides little more than 
descriptive data concerning societal conditions, 
and does not permit separation of the effects of 
public policies and programs from the impact of 
social processes such as migration, urbanization, 
and industrialization. 
Anderson's critique may reflect the opinion of many students who 
fear social indicator research has, or will become, synonymous with 
descriptive social reporting. Whether these fears are unfounded is 
unclear. What is clear, however, is the tremendous popularity associated 
with descriptive social reporting; it can put a variety of policy-
relevant information before the social policymaker. 
When presented in a descriptive social reporting format, social 
indicators may be viewed as simple indicators (Wilcox, et al., 1974; 
Callaghan, 1974; Callaghan, et al., 1974). Simple indicators are very 
basic statistical information which measure policy-relevant aspects 
of social well-being. Callaghan (1974:10) explains: 
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Social statistics can be considered as social indica­
tors if they provide the information on the state and, 
over time, change in the state of social phenomenon 
of interest to the development planner. Thus, the 
construction of social indicators may in some cases 
be merely a matter of selecting from existing 
statistics, quantified data that reflects the state of 
change in the state of social phenomenon for which 
information is desired. Ideally, social indicators 
are viewed as measuring the state or change, over 
time, of key dimensions of social well-being which 
have been compiled for use in relation to the 
achievement of policy goals. 
Simple indicators need not violate the major criteria required 
for a variable to be considered a social indicator as defined by Land 
(1971), and considered by many in the field, as the sine qua non (see, 
for example, Anderson, 1973a*L974;1976; Wilcox and Brooks, 1971; Wilcox, 
et al., 1976; Fear, 1977). The requirements stipulate that social 
indicators should be: 
1. Components of a social system model; 
2. Collected and accumulated in a time-series; and 
3. Capable of aggregation and disaggregation. 
Are the Land criteria being met, by and large, in the descriptive 
social reporting literature? Failure is most apparent with regard to the 
first criterion; few documents reflect a data base that is "social 
systems" in orientation. 
One of the best known, and most widely-circulated, examples of 
descriptive social reporting has been Social Indicators, 1973, published 
by the U.S. Office of Management and Budget (U.S.O.M.B., 1974). In the 
preface of that report, the authors candidly admit that only data 
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measuring system "outputs", or the level of well-being, are presented. 
Although the need for "input" data is voiced, no indicator data for the 
inputs to the social system are reported. The report has been criticized 
on these and other grounds, by Duncan (1974) and, most recently, by 
Caplan and Barton (1976). 
Researchers in the Department of Sociology and Anthropology at Iowa 
State University have developed an approach to descriptive social 
reporting that is based upon a social systems framework (Fear, et al., 
1974; Wilcox, et al., 1976; especially see: Klonglan, Warren, et al., 
1976; Carter, et al., 1977; Fear, et al., 1977). The components of the 
social system framework used in the Iowa State work will be discussed in 
Chapter 2. 
Social indicator modeling An interest in social reporting. Land 
and Spilerman (1975a:1) claim, often leads to the examination of inter­
relationships among social indicators. The purpose of social indicator 
modeling is to explore relationships within a set (or system) of social 
indicators. The exploration typically involves a focus on cause-effect 
relationships—if and to what extent they occur—within some policy-
relevant sector or sectors of society. Land and Spilerman (1975a:l) 
have considered how social indicator modeling can complement, and extend, 
the contributions of descriptive social reporting: 
. . . one may observe that the percentage of all 
adult women in the labor force has changed from 
30% in 1940 to over 50% in the 1970's. But that 
simple indicator says nothing about changes or non-
changes in the relation of women's skills and efforts 
to the kinds of occupations that they have been 
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getting, or the renumerative compensation therefrom 
relative to their male counterparts. More generally, 
it says nothing about the effects of the movements 
of large numbers of women into the labor force. 
To answer these, and a host of related questions, 
requires a rather sophisticated analysis of inter­
relationships among social indicators. 
If simple indicators are the basis for descriptive social reporting 
then, as Wilcox, et al. (1974) and Callaghan, et al. (1974) suggest, per­
haps analytic indicators form the basis for social indicator modeling. 
But it is not so much that simple and analytic social indicators are dif­
ferent in type, as much as it is a difference in kind. The key to the 
difference in kind relates to the respective formats (i.e., descriptive 
social reporting and social indicator modeling) in which the indicators 
are used. 
For example, an educational policymaker may be interested in 
discerning the changes which have occurred in per capita expenditures for 
those enrolled in public elementary schools during the past decade. The 
same decision-maker may also desire to leam about changes in the educa­
tional achievement levels of elementary students over that time period. 
If the decision-maker analyzes data from a univariate perspective, that 
analysis can only yield a report of the changes in the conditions measured 
by the respective simple indicators. One may speculate as to why changes 
have occurred, or why certain trends seem to have emerged, but one has 
no empirical basis on which to argue that a change in one social phenomenon 
has been caused, or causes, change in another social phenomenon. Yet 
"causality" may constitute an extremely Important policy-relevant question; 
one may desire to explore the possible causal linkage between, say. 
17 
per capita expenditures and the level of educational achievement. 
Without the ability to understand the relative affect certain 
factors have on pre-established goals or objectives, it would appear the 
policymaker is limited in his ability to direct social change in 
optimally desired directions. Social indicator modeling may provide the 
decision-maker with this type of information—and in so doing—"provide a 
more sophisticated knowledge base than is possible via descriptive 
social reporting. 
This assessment is not intended to undercut the proposed utility 
of desriptive social reporting; it can be viewed as a significant and 
fundamental phase in the scheme of social indicator research. In fact, 
the complementary nature of descriptive social reporting and social 
indicator modeling can be stressed in several ways. For example, 
researchers can pursue Christian's (1974) proposal (quoted earlier) by 
continuing to provide policymakers with basic statistical information 
which can be useful for measuring and monitoring changes in social 
conditions. On a concurrent basis, basic research projects can be 
initiated in order to investigate the causal determinants of changes in 
policy-relevant social conditions. 
The future of social reporting, therefore, need not be limited to 
descriptive social reporting, but can be expanded to include analytic 
social reporting, with the latter based upon the findings of social 
indicator modeling. The utility of these complementary forms of social 
reporting has been discussed by Wilcox, et al. (1976) and Klonglan, Beal, 
et al. (1976). 
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One way the relationship between descriptive social reporting and 
social indicator modeling may be underscored is to develop a common 
conceptual framework useful for both formats. Such a multi-purpose, 
conceptual framevork will be presented and discussed in Chapter 2. 
Organization of the Study 
The purpose of this volume is to develop and test a macrosociologi-
cal causal model of the health sector. The data used in the study are 
Iowa county data. The scope and direction of the study is consistent with 
the frame of reference for social indicator research discussed in this 
chapter. The ultimate dependent variable in the model is health 
status, considered by many policymakers as the master social goal or 
objective in the health sector (Goldsmith, 1972;1973; Chase, 1972a; 
Twaddle, 1974; Patrick et al., 1973, Dolfman, 1973a); other variables 
included in the model measure both manipulable and nonmanipulable factors, 
from a policymaking perspective, which can be viewed as having theoretical 
impact on the health status of a population. The macrosociological 
model is based upon a framework that has also been used for descriptive 
social reporting purposes (Klonglan, Warren, et al.,1976; Carter, et al., 
1977; Fear, et al., 1977). 
The following chapter will review a number of frameworks and models 
which formed the theoretical background for the macrosociological model 
advanced in this study. That health model will also be presented in 
Chapter 2. 
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While most previous attempts at modeling the health sector have 
used a single indicator or index to measure each of the concepts or 
constructs of interest, a relatively new methodological technique will 
be employed in the measurement process. The technique involves the use 
of multiple indicators to measure each construct. A preliminary list 
of the multiple indicators used to measure each of the constructs in 
the health model is presented in Chapter 3. Several important issues 
pertaining to the methodological approaches used in the study are also 
considered. 
Statistical procedures are used in the following chapter (Chapter 4) 
for selecting the "best" set of indicators, from among the preliminary 
list, to measure each construct in the model. Various criteria are 
introduced and applied as part of the selection process. 
Additional empirical procedures are employed in Chapter 5 in 
order to assess the degree of fit between the model and the data when 
the constructs in the model are measured using the indicators selected 
in the preceding chapter. The degree of fit operations undertaken in 
the chapter involve the use of a block-recursive design as a means of 
model building. Examination of the results of fit assessment are 
interpreted from empirical and theoretical perspectives. Based upon 
these interpretations, the original health model (as developed in Chapter 
2) is modestly revised. 
The original and revised models are tested in the following two 
chapters. Different measurement approaches are used in.testing. 
The index approach (using standardized composite indicators) is the basis 
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for the test presented in Chapter 6; the multiple indicator approach is 
the focus at attention in Chapter 7. Several empirical comparisons of 
the original and revised models are reported in Chapter 6. The results 
of two techniques used to evaluate the revised model are also presented in 
the chapter. 
The final chapter (Chapter 8) is devoted to a summary and inter­
pretation of the reported research findings. Several of the salient 
weaknesses of the research are considered as well. 
The reader will note that a series of appendices (Appendix A -
Appendix J) follow the text. The data reported in Appendix B - Appendix J 
may be most useful for researchers interested in replicating the method­
ological techniques employed in the study. The material presented In 
Appendix A provides a detailed description of the social indicators 
used in the study, including data sources. The reader will be referred 
to the respective appendices during the course of the study. 
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CHAPTER 2. 
TOWAED A MACROSOCIOLOGICAL MODEL OF HEALTH 
The more individually oriented a society 
becomes the more important and decisive 
does the capacity to achieve and accomplish 
become. Ours is an extremely individualistic 
society. This explains the very strong 
stress we put on health: Health is, as 
Talcott Parsons (1958) has pointed out, 
one of the two fundamental conditions of 
self-actualization and achievement. The 
other condition is education—which, 
incidentally, also .is given a very high 
priority in modem society. These two 
"enabling goods" are very often today even 
conceived as rights. They are included in 
our conception of equal opportunities. 
—Ole Berg (1975) 
Perhaps the most perplexing, ambiguous, and debatable issue in the 
study of health, Kelman (1975) recently concluded, is its definition. 
Kelman's assessment may come as an astounding claim to the layman, 
since the systematic study of health is one of man's oldest, and most 
esteemed, areas of inquiry. Yet the conceptualization of what consti­
tutes "health" belies consensus opinion. Even today, following 
centuries of informed and continuous debate, scientific journals con­
tinue to publish papers on the topic, each offering a perspective on the 
chronic issue, slightly or considerably different from all other 
perspectives (see, for example: Dolfman, 1973a;1973b;1974; Susser, 1974; 
Chen and Bryant, 1975; Patrick, et al., 1973; Fanshel, 1972; Breslow, 
1972; Kelman, 1975; Twaddle, 1974; Audy, 1973; Baumann, 1961; Berg, 1975; 
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Blum, 1971; Hennes, 1972; Lerner, 1973; Lewis, 1953; Sorochan, 1968; 
t^ lie, 1970). 
Unresolved definitional problems in the health area may help explain 
why, as early as 1955, Davidson (1955) argued that the measurement of 
health "bristles with difficulties" that forestall progress of scientific 
investigation into the causes and determinants of health status. 
Susser (1974) and Goldsmith (1972) agree that the definition of health 
is antecedent to the way health is measured; the modus operandi for all 
health measures is always a witting or xinwitting conceptualization of 
health. 
Why do these definitional problems persist? Dolfman (1973a:491) 
offers this opinion: 
Although a state of health has long been a 
concern of many individuals and groups, certain 
inherent difficulties and problems arise in the 
utilization of the term health. The versatility 
of the word leads to ambiguity and vagueness. Often 
when employing the word, health, individuals and 
groups find themselves unable to determine 
which, if any, of a number of alternative 
definitions to adopt because there is a lack 
of clear-cut meanings. They sometimes find that 
borderline situations arise which make it 
difficult to determine the applicability of the 
word health to their particular circumstances. 
Dolfman (1973a) concludes that confusion and ambiguity arise be­
cause what many persons feel is a basic concept is actually a "family" 
of concepts (also see: Dolfman, 1973b). What are some of the major 
conceptualizations of health authored by contemporary students of the 
subject? We shall briefly explore this question in the following section. 
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What is Health? 
Our purpose is not to review all the definitions of health, but 
rather to provide the reader with a flavor for the variety of meanings 
attributed to the concept. One of the most widespread and controversial 
definitions of health has been advanced by the World Health Organization 
(1958). According to the WHO definition, health may be conceived as a 
complete state of well-being, including physical, social, and mental 
dimensions. Although this conceptualization has been termed "wooly" 
and laying a difficult basis for measurement (Breslow, 1972), equating 
health with "quality of life" and social well-being" has had long­
standing support in the field (see, for example: Williams, 1946; Leinaer, 
1973). 
Another perspective on the issue of what constitutes health 
emphasizes the concept of adaptation. Wylie (1970) views health as the 
adjustment of an organism to the environment. Dubos (1965) and Dolfman 
(1973b) see health as the ability to adapt to stresses occurring in the 
environment; health is therefore a state of normality in the face of 
forces which foster a tendency for abnormality. 
A popular viewpoint on the issue involves the conception of health 
as the absence of disease (Sigerist. 1961). Hoyman (1961), for example, 
sees health as optimal personal fitness, while Lifson (1969) considers it 
as involving the absence of pain. Dunn (1959) simply views health as a 
disease-free state. Romano (1950) and Blum (1971) stress the conception 
of health as freedom from pain, disease, discomfort, or disability. 
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A consideration of what health is from a societal perspective has 
been advanced by Parsons (1951;1958). According to Parsons, the state 
of health is a functional prerequisite for the satisfactory performance 
of social roles. As a consequence, one may view health as an essential 
requirement for the vivacity of social and cultural systems. Twaddle 
(1974) agrees that health may have its fundamental basis in the bio­
physical dimension, but argues that bio-physical status has implications 
for social status. And Fanshel (1972) considers health as the ability 
to carry out one's usual, daily activities. 
The conception of health used in this study stresses a narrow 
perspective. As defined in the study, health will be equated with-health 
status; and more precisely, the level of health experienced by a 
population aggregate. Therefore, health will be viewed from a macro-
rather than a micro-perspective. In addition, "health" (i.e., health 
status) will not be considered from a multi-dimensional position. The 
WHO (1958) definition presented earlier conceived health as involving 
well-being from a physical, social and mental vantagepoint; only the 
physical dimension will be treated. 
Although there are considerable disadvantages associated with 
defining "health" in the limited manner outlined above, the decision to 
emphasize the physical dimension was made for conceptual and empirical 
reasons. From a conceptual perspective, the physical dimension is 
perhaps the least ambiguous and confusing aspect of the constellation of 
aspects typically associated with "health". The physical dimension of 
health is usually, and without much debate, measured in terms of 
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mortality and morbidity (Sullivan, 1966;1971; Chiang, 1965). From 
an empirical perspective, one must realize that even when abstract 
concepts have a clearly-defined basis, measurement requires an appro­
priate data base in order to conduct an empirical inquiry using 
indicators of the nodal concept in the investigation. Since we are 
concerned with the concept "health" from a macrosociological perspective, 
this means that appropriate data measuring health status of population 
groups must be employed. The availability of mortality and morbidity 
data for population aggregates is often routinely collected by state and 
federal agencies. Data on the mental and social dimensions of health, 
which might measure the concern for adaptation to the environment or 
the ability to satisfactorily perform social roles, either emphasize 
a micro-perspective or are not routinely available for the unit of 
analysis germane to the present study (i.e., the county). 
Can we feel comfortable about our decision to emphasize the physical 
dimension of health and equate it with health status? Mbriyama (1968) 
has outlined a series of criteria for measuring health. It would appear 
that using social indicators of the physical dimension (i.e., mortality 
and morbidity) in order to measure health status does not violate any 
of these criteria: 
1. Is the measure meaningful and understandable? 
2. Is the measure theoretically justifiable and in­
tuitively reasonable? 
3. Is the measure sensitive to variation in the 
phenomenon being measured? 
4. Can you use readily available data in the 
measurement process? 
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A Model of the Health System 
If one chooses to view "health" as commensurate with social well-
being and a fundamental requirement for the vivacity of social and 
cultural systems, then "good health" should be one of the major societal 
concerns. Indeed, social policymakers in the United States (U.S.H.E.W., 
1969; U.S.O.M.B., 1974; U.S. Department of Commerce, 1973a;1973b;1973c; 
1973d) and abroad (O.E.C.D., 1973) repeatedly stress "good health" 
as one of the critical elements associated with quality of life. 
"Good health", however, is not the sole social concern with which 
social and cultural systems are faced; ngrriad concerns, spanning a 
variety of areas, threaten the maintenance of social and cultural systems 
as they presently exist. Yet, constellations of like-concems in each 
of these areas assume such an aura of importance that we can refer to the 
existence of sub-systems which function to systematically achieve relevant 
social goals in respective areas of social concern. For example, the 
purpose of the educational system is to enhance the capacity of actors 
to achieve goals which are associated with certain human (and social) 
needs. The ability of twentieth-century societies to advance technolog­
ically into the space age can be directly linked to the capacity of the 
educational system to train individuals who fill positions which require 
sophisticated skills and know-how for incumbency. We can also view 
the achievement of "good health" as the intended consequence of a sub­
system of society—the health system. 
Perhaps the most thorough and comprehensive analysis of the health 
system in contemporary society has been advanced by Field (1973). Field 
contends that the health system functions to "preserve, repair, and even 
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enhance the capacity of social actors" to become role incumbents of 
positions within the social structure (Field, 1973:765). Field (1973: 
765) elaborates : 
I would argue, therefore, that health, from the 
viewpoint of society or any human group, must 
be considered a fundmental natural resource, 
second to life itself; hence, its significance 
to social structure. 
Such is the value of health in the scheme of the social system, that 
one of the major puiT>oses of the health system is to transform societal 
commitment into a consumable output which promotes the achievement of 
"good health". This commitment, or "investment" as Field (1973) calls it, 
results in health services. It is through health services. Field con­
tends, that health problems (i.e., conditions threatening the health of 
the members of the system) can be avoided or minimized. Field (1973:763) 
offers this formal definition of the health system: 
The health system is that societal mechanism 
that transforms generalized resources into 
specialized outputs in the form of health 
services. 
A comprehensive characterization of the health system as conceived 
by Field (1973), and reinterpreted by Miller (1975), is presented in 
adapted form in Figure 2.1. The adapted model portrays the health 
system from a social system perspective; pertinent inputs, throughputs, 
and outputs of the health system are identified. 
According to the model, relevant inputs to the health system may be 
conceived of in terms of internal and external components. The internal 
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Figure 2.1. Conceptual model of the health system adapted from Field (1973) and Miller (1975) 
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of medical research and its reciprocal relationship with medical training 
and education. The external components are conceived as constituting 
the health system service base. The health system service base is 
determined, to a large extent, by the health knowledge base. Several 
dimensions of the health system service base appear to be most salient; 
The economic resources invested in the health sector, the facilities 
through which services are made available for consumption, the personnel 
required to provide such services, and the programs devoted to satisfying 
various health needs. As previously noted, the inputs to the health 
system are a result of "commitments" by members of a social system to 
promote the possibility of "good health." 
The health knowledge base and health system service base are brought 
to bear on health problems through a series of health service modalities, 
whereby available health services are consumed. These service 
modalities—prevention, diagnosis, treatment, rehabilitation, custody 
and health education—may be viewed as the mediating factors (or through­
puts) in order for the system investments (i.e., inputs) to bring about 
desired social outcomes (i.e., outputs). The desired outcomes in the 
case of the health system Involve the ability to extend the life span, 
conquer disease, minimize the effect of disability, ease discomfort, and 
soothe dissatisfaction. It is assumed that the achievement of the above 
goals will enhance the health status experienced by the members of the 
social system. 
An interesting feature of the Field model is "QIP", or Gross Medical 
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Product. ŒP is defined as the totality of what health personnel offer 
when rendering the health service modalities. Field (1973:768-769) 
summarizes the model with special emphasis on the importance of the "GMP": 
. . . the "health system" of any society is that 
social mechanism that has arisen or been devised 
to deal with the incapacitating aspects of 
illness, trauma and ... premature mortality. 
The problems have sometimes been defined as the 
five D's. (See Figure 2.1.) 
These constitute, in the aggregate, the target 
to which the health system addresses itself .... 
It does this through a series of activities 
or services that can be grouped into at least six 
different categories or modalities. (See Figure 2.1). 
The totality of these services can be called the 
Gross Medical Product (GMP) of the society. The 
GMP consists, for any period of time, of the 
totality of transactions performed by health 
personnel. These transactions go from the health 
systems to the health problems of the aggregate. 
The Concept of "Service Mix" and its Relevance for Well-Being 
The Field model of the health system stresses the importance of 
services as the fundamental media for enhancing health status. This 
assessment implies that services may be a determining factor of social 
well-being. Indeed, as Cordes, et al. (1975) suggest, there is the 
supposition that the provision of services is one of the important 
variables affecting "community welfare" or quality of life. If we 
assume services do affect social well-being, another question becomes 
of theoretical interest: What forces (or factors) determine service 
provision? 
Crawford (1975) has developed a macrosociological model which offers 
some insights into this question. According to Crawford (1975:59), 
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service provision should be considered a multl—dimensional concept. 
Three important dimensions of the concept are introduced: Service 
array, service magnitude, and service distribution- Service array 
refers to the availability of services within a community setting; 
service magnitude refers to the extent to which services are provided; 
and service distribution refers to the socio-demographic characteristics 
of the provldees who constmie available services. Cordes, et al. (1975: 
73-75) suggest the multi-dimensional nature of service provision can also 
be viewed in terms of four additional criteria: The quality of services 
provided, the quantity of services provided, the equity of services 
provided, and the efficiency of service provision. 
The multi-dimensional notion of service provision is conceptualized 
by Crawford (1975) and Cordes, et al. (1975) as constituting a service 
mix existing within any social system. Whereas service mix is theorized 
as influencing social well-being, Crawford (1975:61) also comments on 
the factors which hypothetically influence service mix. 
Within a community, ecological, demographic, economic 
and other considerations are internal forces that 
will affect the community's mix of services. 
Whether the population is dispersed or 
concentrated, whether the population is predominantly 
young, old, or middle-aged, whether the population 
is increasing or decreasing, and tax producing 
and type of employment in local industry will 
all undoubtedly make for differences in the array, 
magnitude, and distribution of services among 
communities. 
An adapted version of the theoretical model developed by Crawford 
(1975) is presented in Figure 2.2. The basic feature of the model is 
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the central importance of service mix, which is influenced, and in­
fluences, other variables within the social system. The primary deter­
minants of service mix, as portrayed in the model, are internal community 
forces represented in ecological, demographic and economic factors. 
These internal forces also influence the level of community well—being. 
Service mix, on the other hand, joins the multiple, internal community 
forces as determinants of well-being. 
INTERNAL COMMUNITY SERVICE SOCIAL 








Figure 2.2. A set of hypothesized relationships involving internal 
community macrosociological forces, service mix, and social 
well-being adapted from Crawford (1975) and Cordes, et al. 
(1975) 
There are several important implications which may be drawn from the 
Crawford model. It would appear that the concept, "service mix" is a 
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useful way to extend the conceptualization of "service modality," as 
suggested by Field. One would then be able to identify whether or not 
these modalities exist within any concrete locale, as well as establish 
the array, magnitude and distribution of services representing each 
modality, and encompassing all modalities, for that particular locale. 
Th-fg would also present a more sophisticated way to view the ŒS 
(Gross Medical Product). 
Perhaps an even more theoretically interesting aspect of the Crawford 
model, however, is the inclusion of internal community forces as 
determinants of service mix and community welfare. The macrosociological 
factors described by Crawford as typifying the internal community forces 
are, by and large, unmanipulable variables from a policy perspective. 
In other words, the planner cannot directly affect population dis­
tribution and economic vitality; however, these factors represent 
important forces which need to be taken into account by the policymaker 
because of the hypothetical impact upon factors he can manipulate (i.e., 
service mix). 
A General Framework for Social Indicator Modeling 
The theoretical contribution of the Field and Crawford models 
are useful to keep in perspective when evaluating the framework for 
social indicator modeling recently developed by Land (1975)• A 
schematic representation of the Land framework is shown in Figure 2.3. 
The Land framework focuses on social indicator modeling from a 
































Figure 2.3, A framework for social indicator modeling suggested by Land (1975) 
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of social indicator research is perhaps overladen with a descriptive 
social reporting emphasis; one of the purposes of Land's framework is 
to introduce a heuristic frame of reference for social indicator modeling 
that may provide a uniform context for researching the interrelation­
ships among a set of variables. 
Three linked components characterize the Land framework. These 
components represent: A set of exogenous variables, a specific social 
system model of interest to the researcher which focuses on social process, 
and a set of endogenous variables. 
The analysis of the Land framework will commence by noting that 
one type of exogenous variable and one type of endogenous variable are 
considered rather "standard" kinds of social indicators from an 
historical perspective. Policy Instrument descriptive indicators 
represent exogenous variables that can be manipulated by the social 
policymaker. Output (end-product) descriptive indicators, on the 
other hand, measure the results (consequences) of the intervention 
of social policy on the course of the human condition. However, the 
output, or end-product, is also determined, in part, by nonmanipulable 
factors outside the control of social policy. But one of. the most 
important features of the framework is that both types of exogenous 
variables determine output through impact upon social processes taking 
place within the social system. 
Another distinguishing, and perhaps unique, attribute of the Land 
framework is the differentiation between two types of endogenous 
variables. The first type—output descriptive indicators—have already 
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been treated. A second class of endogenous variables is measured by 
side-effect descriptive indicators. Side-effect indicators determine, 
or are determined by, the exogenous variables and social processes 
included in the model. However, they do not define either of these 
types of variables; hence, they are depicted in Figure 2.3. by dashed 
lines indicating that side-effect indicators are not the primary focus 
of the model under consideration. 
Side-effect indicators should be included in the model. Land 
argues, because the outputs of various societal sub-systems (such as the 
health system and the education system as discussed earlier) often 
have a "spin-off" or second-order effect upon one another. One will 
note, therefore, that the two types of endogenous variables—output 
descriptive indicators and side-effect indicators—are connected by 
a two-headed solid arrow in Figure 2.3. In other words, the output of 
the system under consideration in the model can have a side-effect, 
through second-order inçact, upon another system; and the outputs of a 
system which is not the primary concern of ths aodel can produce an 
impact upon the outputs of the system under consideration via a similar 
"spin-off" effect. 
By developing his framework. Land has also constructed a typology 
of social indicators which is more sophisticated than the classification 
made in Chapter 1. At that time, we contrasted simple and analytic 
indicators, with the former suggested as more germane for descriptive 
social reporting and the latter more applicable to social indicator 
modeling. 
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Land (1975:20) offers an illustration of the utility of his frame­
work for modeling purposes, and also discusses the proposed social 
indicator typology,when he writes: 
For a social indicator model designed to represent 
the social processes which determine the education 
condition, one might specify output indicators 
relating to individual learning and attainment, 
policy instrument indicators relating to 
monetary, physical, and manpower resources committed 
to educational programs, nonmanipulahle descriptive 
indicators pertaining to family environment 
and individual abilities, and side-effect descriptive 
indicators concerning individual occupational 
and income attainment, life style, cultural 
tastes, etc. Again, the perspective given 
in . . . /the framework/ . . . helps to organize 
indicators on education into a coherent example. 
Hacrosociological Models of Health: Some Recent Examples 
The history of health research is replete with numerous investiga­
tions regarding the forces which influence the utilization of health 
services (Andersen and Benham, 1970; Anderson, 1973b; Anderson, 1963; 
Anderson and Andersen, 1972; Bice, et al., 1972; Feldstein and German, 
1965; Gray, et al., 1966; KLarman, 1963; Muller and Jaffe, 1974; 
Navarro, et al., 1970; Reynolds, 1976; Veeder, 1975; Yankauer, et al. 
(1953)) and the forces which influence health status (A1tenderfer, 1947; 
Altenderfer and Crowther, 1949; Anderson, 1972b;1973u;1974;1976; Andernon, 
0. W., 1958; Burger, 1974; Bush, et al., 1971; Carey and Rogers, 1973; 
Donabedian, et al., 1965; Feldstein, 1967; Green, 1939; Jones, 1974; 
Shah and Abbey, 1971; Stockwell, 1962;1963; Wambem and Piland, 1973; 
Willie, 1959; Woodbury, 1925; Yankauer, 1950; Yankauer and Allaway, 
1958). 
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Until recently, however, very few attempts have used a social system 
systems approach for modeling health. Those studies which did 
emphasize a social systems approach were likely to ignore elements in 
the social system that would seem to have theoretical impact on health 
service utilization and health status. Most typically, investigators 
would focus on the health system, to the exclusion of other factors, 
in their search for variables with explanatory strength (Navarro, 1969). 
Other researchers emphasized the social psychological domain as 
including the key causal variables (Suchman, 1965). 
The Land framework reviewed earlier represents a major contribution 
toward the macrosociological modeling of health from a comprehensive 
social systems perspective. The Land framework offers an arena whereby 
the key elements of the health system, as noted by Field (1973), 
and the influence of nonmanipulable, macrosociological forces, as 
noted by Crawford (1975), can be instructively brought to bear as 
determinants of health status within a single model. 
How have contemporary researchers employed the Land framework in 
the macrosociological modeling of health? We shall briefly explore 
this question below. 
The effect of consolidated structural parameters and health system 
resources ; The Miller Model 
The interests of Land and Miller appear to converge on one major 
issue: There is a need for social indicator frameworks that relate to 
social policy from a social systems perspective. In fact, one of 
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Miller's (1975) major contributions is the development of " . . . a 
general research model that is consistent with policy needs." 
(Miller, 1975:19). Miller envisions four necessary criteria for 
such a model: 
1. A target or outcome variable measured at 
different times during a specified time period. 
2. A policy malleable variable (or set of variables) 
designated as a probable causal agent affecting 
the target objective over time. 
3. A set of aggregate and structural variables measuring 
iz^  or tant aspects of germane systems or 
subsystems. 
4. A set of parameters relating the above categories 
of indicators. 
(Miller, 1975:19-20) 
According to Miller, the general policy model represents a synthesis 
of ideas advanced by Tinbergen, Land (1975) and Madden (1972), and 
should be applicable to policy questions in any number of societal 
sub-systems. Miller chooses to consider the area of health, with 
specific interest in the impact of health system resources and the 
"structural characteristics of the aggregate" on physical health 
status. An adaptation of the model Miller used as the basis for 
research is presented in Figure 2.4. 
Miller uses mortality indicators to measure health status, and 
health service personnel and facility indicators to measure health 
system resources. Health status is defined as the target 




















Figure 2.4, Adaptation of Miller's (1975) model of the determinants of health status: Focus on 
consolidated structural parameters and health system resources 
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policy malleable variables assumed to have causal influence on the 
target variable. 
Blau's (1974) seminal conceptualization of "structural parameters" 
is used by Miller as the theoretical approach for identifying indicators 
measuring structural characteristics of the population. Several 
indicators are used to measure the stratification structure (Killer, 
1975:57). These indicators include measures of the level of education 
and income, and the occupational structure of the aggregate. A 
demographic indicator is used to measure population distribution. 
The influence of the Land framework is apparent in the Miller 
model. Structural characteristics of the population are measured by 
nonmanipulable descriptive indicators, whereas health systems 
resources are measured by policy instrument descriptive indicators. 
Health status is measured by output descriptive indicators. A set of 
side-effect indicators are, however, absent from the model proposed 
by Miller. 
In addition to the variables specified in the model, it is 
interesting to consider the causal connections among the constructs as 
hypothesized by Miller. The Miller model can be viewed as a sector-
specific elaboration of the Crawford (1975) model; structural characteris­
tics represent types of internal community forces, and health system 
resources may be conceived as a proxy for "service mix" in the health 
sector. In addition, health status is generally regarded as one 
dimension of community welfare. 
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Sor-fal system models of health service utilization and health status : 
The work of James G^ . Anderson 
Perhaps no other person in the recent history of social science has 
contributed as much to the social systems modeling of the health sector 
as James G. Anderson (Anderson, 1972a;1972b;1973a;1973b;1973c; 
1974;1976). Anderson's work appears to take theoretical direction 
from the suggestions of Gross (1966) who argues that social indicator 
research should be based upon a social accounting framework. From a 
methodological perspective, Anderson approaches macrosociological 
modeling using an econometric approach (Christ, 1966; Johnston, 1972) 
by incorporating many of the insights regarding the econometric 
modeling of the health sector offered by Feldstein (1967). 
An adapted version of the general framework used by Anderson in 
his many empirical investigations is portrayed in Figure 2.5. The 
parameters of Anderson's models are estimated using New Mexico county 
data. Anderson (1973c) summarizes the framework in his own words; 
Based upon a social systems ... scheme . . . Anderson 
has developed a social systems model that permits 
predictions of the effect of changes in the social 
structure of the population, or of the supply of health 
services, on utilization and on health status. 
The model views sociodemographic characteristics, 
such as age and ethnicity and ecological features, such 
as the urban structure of the population, as affecting 
aggregate levels of education, employment, and income. 
The supply of hospital beds is affected in turn. More­
over, hospital utilization and health status are causally 
related to the supply of hospital beds, aggregate 
levels of educations, employment and income, and 
sociodemographic characteristics of the population .... 
The model has been used to predict the effects of 
urbanization and migration on mortality, morbidity, 
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Figure 2.5. Adaptation of the general conceptual framework used by Anderson as a basis for social 
system models of the health sector 
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The Anderson and Miller models possess several common characteris­
tics. The ultimate dependent variable in both models is the physical 
dimension of health status ; the models are macrosociological, rather 
than microsociological; the models appear to take appreciable theoretical 
direction from the Land framework; the models are "social systems" in 
orientation; and no side-effect indicators are included in the model. 
Of the two proposals, however, the Anderson model is more 
complex. The reader may have noticed that two classes of nonmanipulable 
variables are included in the Anderson framework. Basic demographic 
processes are measured as predetermined (or exogenous) , nonmanipulable 
variables. Social and economic factors, thought to influence health 
service utilization and/or health status, are endogenous, nonmanipulable 
variables. Quite clearly, health planners cannot directly affect 
aggregate levels of income, education, and employment. In the Miller 
policy model, basic demographic processes are included with social and 
economic factors as exogenous variables. These variables are 
influenced by factors outside the model. 
A Policy—Relevant Macros ociological Model of Health: A Proposal 
The macrosociological health model which will be proposed as the 
basis for the present empirical inquiry is similar in many ways to the 
models tested by Anderson and Miller. In turn, the variables specified 
in the model are consistent with the theoretical proposals of Crawford 
(1975) and Field (1973) regarding community well-being and the health 
system, respectively. 
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The proposed model is presented in a series of schematic portray­
als (see Figures 2.6.-2.8.). The most general of the representations 
of the model is found in Figure 2.6. The framework presented in Figure 
2.6. is composed of exogenous and endogenous variables. The ultimate 
dependent variable in the model is health status. As an endogenous 
variable, health status is conceived as being the causal result of other 
variables included in the model. These variables include one set of 
exogenous variables and two sets of endogenous variables. 
The endogenous variables represent basic nonmanipulable and 
manipulable factors, from a policy perspective, that may cause changes 
in the health status experienced by a population. The endogenous, 
nonmanipulable variables are the aggregate social conditions experienced 
by the population. More precisely, these aggregate social conditions 
involve the level of well-being in socially-relevant and institutionally-
based areas outside the health sector (i.e., other societal subsystems). 
The endogenous, manipulable variables represent basic health system fac­
tors in the form of health resources and services. In the terminology 
used by Field (1973), we may refer to the endogenous, manipulable var­
iables as constituting the health system service base and service 
modalities. 
The exogenous, nonmanipulable variable represents basic demographic 
and economic factors which, in a very fundamental way, define the major 
macrosociological features distinguishing a population aggregate. 
These demographic and economic features are encompassed in what we shall 
refer to as the resource base. Klonglan, Warren, et al. (1976:12-13) have 
Exogenous factor ENDOGENOUS VARIABLES-
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Figure 2,6. A general social systems framework for modeling the health sector from a macro-
sociological perspective 
47 
described the resource base in terms of its influence on social well-
being. Wilcox, et al. (1976:98) elaborate: 
In a very fundamental way, the ability to achieve 
human viability requires the existence and mobiliza­
tion of the essential resources which may be applied 
in order to help satisfy human needs. While a variety 
of resources exist which may impact the prospect 
of need-fulfillment, distinctive classes of 
resources can be identified which . . . are 
important for understanding the nature and course 
of social well-being. These classes of resources 
may be defined as . . . /the resource base/ .... 
From a causal perspective, the resource base influences all the 
other variables in the model, but is caused by variables outside the 
model. Each of the other variables included in the model are 
hypothesized as influencing, in turn, the remaining variables specified 
in the model. 
The general framework presented in Figure 2.6. is explicated in 
Figure 2.7. In other words, each of the variables identified in Figure 
2.6 is "broken down" into additional variables as depicted in Figure 2.7. 
Although the causal connections linking the variables in Figure 2.6 
are not drawn in Figure 2.7, the complete set of relationships will be 
shown later in the chapter. 
As the exogenous variable in the model, the resource base is 
explicated into two distinct dimensions. The dimensions represent 
major demographic and economic features of the population. The 
Resource Dimension relates to demographic features, while the Economic 
Resource Dimension relates to economic features. Again, Klonglan, 
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Figure 2.7. Explication of the major constructs for modeling health from a macrosoclologlcal 
perspective 
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The Human Resource Dimension measures various aspects 
of the population, including population composition, 
population distribution, population change, and 
family structure . . . The Economic Resource Dimension 
measures various factors which can affect the 
vitality of an economy. These factors are often 
associated with one or more sectors of the economic 
base. These sectors include the government sector, 
transportation and communication sector, agri­
cultural sector, and commercial—industrial sector. 
The endogenous, nonmanipulable variable defined as representing 
aggregate social conditions in Figure 2.6. is sharpened in Figure 2.7. 
to include the level of well-being, or the status of aggregate social 
conditions, in four socially-relevant and institutionally-based sectors 
of society. Each of these four sectors can be viewed as encompassing 
complementary societal sub-systems. These systems include; Employment, 
income, housing, and education. 
The endogenous, manipulable variable in the model, according to 
Figure 2.6., involves health system resources. Following the ideas of 
Field (1973), these resources are conceptualized as constituting a 
number of distinct, yet interrelated, resources and services. One of 
these concerns—the health system service base—is represented by two 
variables; Financial resources devoted to the health sector, and the 
structure of health services. The latter involves the structure of 
programs, personnel, and facilities devoted to the resolution of health 
problems. Health resources can also be conceived as involving a 
number of service modalities, according to Field (1973). These 
modalities (discussed earlier) are represented in the model by another 
variable hypothetically viewed as influencing health status; The 
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utilization of available health services. 
The ultimate dependent variable in the model is physical health 
status. 
The reader will note that each of the explicated variables 
specified in Figure 2.7. is labeled by an acronym (in parentheses). The 
causal connections among the complete set of variables mentioned in 
the model are displayed, by acronym reference, in Figure 2.8. 
Each of the independent variables shown in Figure 2.8. is 
proposed as a hypothetical determinant of health status. In addition, 
each of the variables in the model may be viewed as theoretical 
constructs (concepts) which can be measured by appropriate social 
indicators. The complexity of the model is enhanced by the fact that 
each of the constructs will be measured by a multiple set of indicators 
(rather than a single indicator), and sets of constructs may be 
viewed as components, or dimensions, of more generic phenomenon under 
consideration. For example, the Human Resource Dimension and Economic 
Resource Dimension will each be measured by a distinct set of social 
indicators. Yet both constructs represent the more general, and 
abstract, phenomenon of the resource base. Moreover, sets of employment 
indicators. Income indicators, housing indicators, and education 
indicators will measure the level (or status) of well-being in the areas 
of employment, income, housing and education, respectively. When 
viewed from a wholistic perspective, however, the level of well-being 
in these areas stand for the aggregate social conditions experienced by 











Figure 2.8. Completely recursive model based upon the conceptual framework 
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The model presented in Figure 2.8. is a completely—recursive model 
(Duncan, 1966; Land, 1969). This means that the network of causal 
connections is such that all antecedent variables are presumed to cause 
all successive variables in the model- Concurrently, a variable 
that is caused by another variable cannot be the cause of 
that antecedent variable. In other words, reciprocal causation is not 
exhibited in the model. 
In terms of causal "flow", the Human Resource Dimension and 
Economic Resource Dimension are considered correlated, exogenous variables 
influencing all other variables in the model. The first endogenous 
variable is the aggregate level of education which, in turn, is followed 
by (and causes) the level of well-being in other sectors germane to 
aggregate well-being—the level of employment, income, and housing. 
Each of these variables are hypothesized as causing variables measuring 
health system variables. These variables are, in order of inclusion 
in the model; The financial resources in the health sector, the 
structure of health resources, and the utilization of health resources. 
As previously mentioned, the ultimate dependent variable in the model 
is physical health status. 
Because of the completely—recursive nature of the model, xdost 
variables are both independent and dependent variables, depending upon 
the specific equation of the model under consideration. The exceptions 
to this rule are the Human and Economic Resource variables which, as 
exogenous variables, function only as independent variables, and 
physical health status which, as the ultimate focus of the model, is 
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solely a dependent variable. Several of the equations in the model 
presented in Figure 2.8. are seriously overidentified; a term used 
in the econometric literature when not enough constraints have been 
imposed upon the model so that parameters can be estimated (Christ, 1966; 
Johnston, 1972). It should be noted, however, that the model presented 
is only a heuristic representation; the degree of fit between the model 
and the data used to estimate model parameters will be established before 
the equations in the model are solved. The "degree of fit" procedures 
will be detailed in Chapter 5. 
The Utility of Macrosociological Frameworks for Social Indicator Research 
Can macrosociological frameworks provide a useful basis for 
descriptive social reporting and social indicator modeling? Questions 
such as this must be answered if the social indicator movement is to 
progress in a worthwhile direction. 
Anderson and Kravits (1968:99) offer one rationale for developing 
social indicator frameworks: 
We think it is a fair generalization that public 
policy regarding important problems in society 
is established on the basis of less information 
than is actually available. What is usually 
lacking is a conceptual framework in which to order 
the information and facts that are readily 
available. 
But the problem of "too much data" before the decisionmaker can 
provide another reason for developing social indicator frameworks. 
Olson (1969:338) comments; 
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Numerous and gifted as those who advise us about 
what statistics we may need may be, they cannot 
be expected to develop a theory or system of 
data collection which maximizes the value and 
coverage of the statistics obtained .... A 
series of more or less independent decisions, 
however intelligent, may not provide the most 
coherent and useful system of statistics. 
Perhaps a statement by The National Acadeiny of Science (1969:6) 
expresses the value of social indicator frameworks and social systems 
models in the most forceful terms; 
The development of a useful system of social indica­
tors is not simply a matter of measuring many 
aspects of society. The central problem is to decide 
which, among many measurable attributes, most truly 
represent the fundamental characteristics with which 
we are concerned. Thus, progress toward valid 
indicators will depend largely on the understanding 
we obtain from research into the basic structure 
and processes of our society. 
The reader may have noticed that the positions articulated by 
Anderson and Kravits (1968), Olson (1969), and The National Academy 
of Science (1969) were all authored in the late 1960's, during the infancy 
Oi the social indicator movement. Indeed, the concern for designing 
conceptual frameworks for social indicators has been identified by 
De Neufville (1975) as one of the major enchases in social indicator 
research. Entire volumes, for example, have been devoted to this 
concern (see, for example, Schonfield and Shaw, 1972; and especially, 
Carlisle, 1972; Cazes, 1972). 
The descriptive social reporting and social indicator modeling work 
undertaken in the Department of Sociology and Anthropology at Iowa 
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State University, and briefly discussed in Chapter 1, has been based 
upon a conceptual framework for social indications which reflects 
a social systems orientation. 
The basis for the descriptive social reporting work was layed in 
Fear, et al. (1974), Wilcox, et al. (1976), and Klonglan, Seal, et al. 
(1976), and elaborated in Klonglan, Warren, et al. (1976) and Fear 
(1977). The purpose of the descriptive social reporting work was to 
present a system of social indicator data to local-level decisionmakers 
(county and multi-county levels) that could be incorporated into the 
planning process. A series of county-level social reports were pre­
pared for each of nine, north-central Iowa counties through funds made 
available by The Rural Development Act of 1972 (Public Law 92-419, 1972; 
Committee on Agriculture and Forestry^ 1975). These reports were 
presented to participants in a series of county-level workshops during 
the spring and fall of 1977. The social indicator data were presented 
to workshop participants from a needs-assessment perspective (Warheit, 
et al., 1975). A copy of a "social report", representing a social 
indicator data book for the county (Carter, et al., 1977), and a 
copy of workshop workbook treating the topic of social indicators for 
needs-assessment in rural development planning (Fear, et al., 1977), 
were distributed to each participant. A similar approach was recently 
undertaken for North Carolina county decisionmakers by Voland and 
Hobgood (1975). 
The conceptual framework used to organize the data for presentation 
in the social reports is similar to the macrosociological framework upon 
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which this study is based. A series of social indicators were 
identified which measured, in a time-series, nonmanipulable variables 
from a policy perspective. These indicators measured the dimensions of 
the resource base, discussed earlier in this chapter. In addition, social 
indicator data were mobilized to measure, over time, the level (status) 
of the aggregate well-being experienced by county residents in eight 
policy-relevant, societal sectors typically associated with quality of 
life. These sectors included: Eealth, education, income, housing, 
public safety, leisure and recreation, the physical environment, and 
employment. For each of these sectors, social indicator data were 
also presented for important manipulable factors from a policy per­
spective which theoretically impact, or influence, the level of well-
being experienced by people, such as their health status. These 
manipulable factors included: The availability and allocation of 
financial resources in the sector, the structure of available services 
(personnel and facilities) for the sector, and the utilization of these 
available services in the sector. 
The reports were organized so that the policymaker was first 
given a general introduction to the framework. This introduction was 
followed by a series of data-based chapters with each chapter 
treating a different dimension of the resource base or a different area 
of well-being. For exan^ le, data on financial resources for health, the 
structure of health services, the utilization of health services, and 
health status were all presented in the health chapter. 
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Neither was any attempt made to empirically link the indicators 
measuring different aspects of each sector, nor was an effort made to 
interrelate indicators measuring different areas of well-being. The 
purpose of the pilot effort was to provide the basis for descriptively 
measuring and monitoring well—being, and then introduce local-level 
policymakers to this approach. 
The purpose of social indicator modeling, on the other hand, is to 
analyze the empirical relationships among a set of social indicators. 
Our interest in this study is to evaluate the impact of a set of 
social indicators, measuring important macrosociological features of 
a social system, on health status. In so doing, we will measure the same 
types of concerns that could be treated descriptively. But rather than 
emphasizing a descriptive orientation, an exploratory, macrosociological 
theory has been advanced and will be tested. In this way, a system of 
theoretical relationships can be unified into a single model. Indicators 
of each of the concepts (or constructs) in the model will then permit 
the empirical exploration of relationships from a systematic perspective. 
Indeed, one of the major advantages of the modeling approach 
used in this study (i.e., the causal modeling approach) is that a variety 
of disparate, hypothetical relationships can be analyzed within a single 
arena. The admitted, long-standing "gap" which seems to exist between 
sociological theory and research (Blumer, 1955) may be mitigated, at 
least to some degree, by the causal modeling approach (Costner, 1974; 
Blalock, 1964). In short, the causal modeling approach offers one w^  
to help "bridge the gap" by articulating the language of theory with 
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the language of mathematics so as to enhance our knowledge about the 
world around us. 
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CHAPTER 3. 
SOCIAL INDICATORS FOR MACROSOCIOLOGICAL HEALTH MODELING; 
SOME THEORETICAL AND METHODOLOGICAL CONSIDERATIONS 
Many reports of empirical investigations, particularly master's 
theses and doctoral dissertations, include a chapter devoted cc research 
methodology. In the present study, however, the methodology used for 
macrosociological health modeling will follow a four-step process. Each of 
the steps will therefore be treated in one or more separate chapters. 
Chapter 3 will focus on the selection of a preliminary set of social 
indicators to measure each of the constructs depicted in the theoretical 
model presented in Chapter 2. Empirical guidelines, especially those 
established by Sullivan (1970;1971;1974), will be used in Chapter 4 as 
the criteria for selecting the "best indicators" to measure the constructs 
in the model. An assessment of the "degree of fit" between the model 
and the data used to estimate the parameters of the model will be 
presented in Chapter 5. The resulting "built" model is tested in 
Chapters 6 and 7. 
Identifying a Preliminary Set of Social Indicators 
In the review of the difficulties facing the social indicator 
researcher presented in Chapter 1, several students of the field 
mentioned that a major problem involves selecting specific social 
indicators for study from an array of potentially useful variables. 
Where can the researcher commence the process of identifying a 
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set of social indicators that measure the constructs (or concepts) of 
primary concern? One valuable approach, Wilcox et al. (1976) suggest, 
is to develop an inventory of social indicators which purportedly 
measure the constructs under consideration. The selected indicators 
should measure the relevant dimensions of the constructs, and do so on 
the basis of construct validity; that is, the indicators should 
measure the variance in the construct (Kerlinger, 1964). In other words, 
social indicators of constructs must represent observable proxies of 
rarely observable phenomenon (Bunge, 1975). Since recent social indicator 
work is rich in conçilations of indicators measuring various policy-
relevant social phenomenon, (see, for example: U.S. Department of 
Commerce, 1973a: Deshaies and Seidman, 1971; Development Acadery 
of the Philippines, 1975; Ontell, 1972; Office of Planning 
Coordination, Bureau of Policies and Programs, State of Michigan, 1970; 
U.S.O.M.B., 1974; Callaghan, 1974; Gam and Flax, 1972; Fear, et al., 
1974; Wilcox, et al., 1976), existing literature offers a potentially 
valuable source for identifying a preliminary set of social indicators 
for the present study. 
The indicators used to measure the ten constructs of the theoretical 
macrosociological health model presented in the preceding chapter are 
listed in Table 3.1. The indicators are organized by construct and, 
internal to each construct, by the social concern (or policy-relevant 
demension) included in the generic phenomena represented by the construct. 
It is becoming increasingly apparent to social indicator researchers 
that many policy-relevant concepts used in descriptive social reporting 
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and social indicator modeling efforts, such as the "level of income," 
are not unidimensional in nature (O.E.D.C., 1973). Several policy-
specific considerations may be subsumed under a single conceptual 
category. 
One or more social concerns for each of the constructs in the 
theoretical model are identified in Table 3.1., together with a 
listing of the indicators used in this study to measure the respective 
concerns. A discussion of the selected indicators, by construct and 
social concern, is presented in the following sub-sections. A full 
description of the indicators, including formal definitions and data 
sources, may be found in Appendix A. 
Social indicators of the Resource Base 
As discussed in Chapter 2, basic socioeconomic and sociodemographic 
characteristics of the aggregate may be particularly important to take 
into account when studying the factors influencing health status. The 
important demographic and economic features of the aggregate were 
conceptualized as constituting the Resource Base, which was explicated 
to encoinpass two relevant components : The Eima-n Resource DimAngjon and 
The Economic Resource Dimension. 
Human Resource Dimension indicators The demographic features of 
a population can by analyzed in terms of at least four important 
dimensions : Population size, population composition, population 
distribution « and population change. 
Population size Population size is the least ambiguous and 
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Table 3.1. Social indicators used in the study by social concern and construct 
Social Social 
Constructs Concerns Indicators 
Human Resources 
(HUMRES) 
Population size P0P70 POP75 
Population composition YOUTH AGED 
Population distribution UKBPOP RURPOP 



























Allocation of financial LOCHLF 
resources for health LOCHSP 
Expenditure of financial HSPEXP 




















Table 3.1. (Continued) 
Social Social 
Constructs Concerns Indicators 
Utilization of Health Health facility utilization 
Services 
(HEAUTL) 
HS?AD CENSUS HSPRTO 
Health Status 
(KEASTA) 
Mortality: The young 
Mortality : Tlie general 
population 
Morbidity 





Level of Education 
(EDUCATE) 
Level of educational 
attainment 
Informal education 
MEDFEM MEDMEN NOSCH 
HSGRAD COLLGEAD 
NOTV PAPER 
Level of Employment 
(EMPLOY) 
Persons in the employment EMP 
sector 
Unemployment UDIP 
Persons needing employment ESERVE 
services 
FORCE EME 
Level of Income 
(INCOME) 
Aggregate income 




POVLVL LESS125 OVER25 
Level of Housing 
(HOUSE) 
Housing supply OaîOUSE 
Structural housing conditions NOPLUM 
NEKHSE 





Value of residential housing MEDVAL 
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complex of the four dimensions; it refers to the number of inhabitants 
residing within a particular geographically-bounded area. Two variables 
measuring population size are represented in the present study: 
Total 1970 population (POP70) and estimated 1975 total population 
(P0P75) 
Population composition Population composition refers to the 
sociodemographic make-up of the population. In other words, population 
composition reflects the variety of basic social characteristics of 
the inhabitants of a place. One can disaggregate the total population 
into population sub-groups based upon commonly-held social characteris­
tics, such as age, race, and sex. Two indicators—measuring population 
composition by age—are included here: The number of persons under 
eighteen years of age (YOUTH) and the number of persons aged sixty-five 
and over (AGED) residing in the county. Members of non-^ hite racial 
groups comprised only 1.5% of Iowa's total population according to 
the 1970 census (U.S. Department of Commerce, 1971). Therefore, the 
measurement of the population composition by race is not as sub­
stantively relevant in Iowa as compared to larger, more industrialized 
states, or states located in the mid— and deep—South. The population 
composition by sex was not measured. 
Population distribution Population distribution involves 
the spatial arrangement of the residents of a geographical area. Two 
The reader may recall from Chapter 1 that the "county" is the unit 
of analysis in the study. All variables are measured by Iowa county data. 
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indicators—the number of persons residing in rural areas (RURPOP) and 
the number of persons residing in urban areas (URBPOP)—were used to 
measure the distribution of population by place of residence. 
Population density (DENSITY) measures the degree to which persons are 
concentrated within a particular geographical area. The approach 
used to measure density was the number of residents in the county per 
square mile. 
Population change Population change is usually conceived 
as the change, over time, in the number of residents within a geo­
graphical unit due to a variety of basic demographic forces—births, 
deaths, and migration. Population change was measured by the net 
migration (NETMIG) experienced in a county. The net migration was 
estimated by subtracting births, and adding deaths, to net population 
change over a period of time. 
All the indicators of The Human Resource Dimension were measured 
using 1970 data, with the exception of P0P75 and METMIG. Net migration 
is measured for the period, 1970-1974. 
Economic Resource Dimension indicators The basic economic 
vitality of a county can be measured by the activity occurring 
in a number of sectors of what has been conceived as constituting the 
economic base (Liu, 1974a). At least four important sectors of The 
Economic Resource Dimension, or economic base, can be identified; 
The government sector, the commercial/industrial sector, the agricultural 
sector, and the transportation/com™mication sector. 
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The government sector Activity within the government sector 
is typically related to the financial support of services offered the 
public in the name of government operations. Snow removal, highway 
construction, park and recreational facilities, and police protection 
are several of the many public services provided by government. In 
order to provide these public services, however, governments must 
establish a revenue base. The general revenue of local governments 
(LOCREV) is used in the study to measure the amount of revenue available 
to all of the governments in the county (as an aggregate) through such 
sources as taxes and special assessments. The general expenditures of 
local governments (LOCEXP) measures the aggregate amount of money 
allocated by the governments in a county for all purpgses. The extent 
to which revenue is secured from the federal government is measured by 
the allocation of funds by the various federal agencies operating 
within the county (FEDLAY). 
The commercial/industrial sector Five indicators are used 
to measure the commercial/industrial sector. TVo indicators measure the 
magnitude of commercial and industrial activity within a county; 
The taxable payrolls of business units (TAXPAY) and the number of business 
units (UNITS). The vitality of the sector is further measured by 
three additional variables: The aggregate amount of loans on account 
in commercial banks (LOANS) , the aggregate retail sales within a county 
(RSALES), and the aggregate value of commercial buildings under 
construction (CONSTR). 
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The agricultural sector Activity within the agricultural 
sector is especially important to Iowa. The average value of Iowa farm 
land is among the highest in the United States. Annual cash receipts 
from the sale of farm produce is nearly $5,000,000,000. And Iowa annually 
ranks as one of the top states in terms of crop and livestock production 
(Iowa Development Commission, 1976). A total of six indicators are used 
to measure activity within the agricultural sector; four indicators 
measure the magnitude of agricultural activity and two indicators measure 
special characteristics of the sector. Magnitude indicators are the 
acres of land in farming (ACRES), aggregate farm production expenses 
(AGEXP), aggregate value of farm products sold (AGPROD), and 
aggregate value of agricultural land and buildings (AGBULD). The 
number of county farms operated by a full-owner (AGOWN), and the number 
of farms with sales under $2500 (but at least $1000) (AG2500) were 
used to measure special characteristics of the agricultural sector. 
The transportation/communication sector The transportation/ 
communication sector has become increasingly important in twentieth-
century America. The ability to quickly move goods and people from 
one place to another, together with the need to transmit, receive, and 
store information, are two vital concerns of contemporary society. 
The vitality of the transportation/communication sector is measured by 
the taxable payrolls of transportation and communication businesses 
within the county (TRANCOM). 
1972 was used as the base year for the social indicator data 
collected to measure The Economic Resource Dimension, with the exception 
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of the indicators for the agricultural sector. 1974 data were used 
to measure activity within that sector. 
Social indicators of the Health System (Sector) 
Four basic components of the health system are of interest in the 
present study; Financial resources in the health sector, the structure 
of health services, the utilization of health services, and health status. 
Health Resource indicators In his review of the health system 
from a macrosociological perspective. Field (1973) noted that a basic 
feature of the system was the extent to which it existed due to the 
investments and commitments made by societal members. Two important 
aspects—the allocation of financial resources for health and the 
expenditure of financial resources for health—will measure the magnitude 
of those investments at the county level. 
Allocation of financial resources for health Local-level 
government is usually chartered with the responsibility of providing 
a substantial input for the maintenance and development of public health 
services. These services usually include hospital and non-hospital 
services. But the amount of money allocated for health services, as 
well as dollars spent on highway maintenance, school system maintenance, 
police protection, and the like, typically come from the same general 
fund. Therefore, the magnitude of financial investment in health 
services by local governments may be conceived, other things being 
equal, as a measure of the extent to which "health" is defined as an 
important social concern. The dollars allocated by all the local 
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governments in a county for public health services (LOCHLF) and solely 
by the county government (CNTHLF) (i.e., typically the "County Board of 
Supervisors")» measure the allocation of funds for health services. The 
allocation of funds for hospital services is measured by two similar 
indicators: The dollars allocated by local governments (LOCHSP) and 
the county government (CNTHSP) respectively, for hospitals. 
Expenditure of financial resources for health The alloca­
tion of funds for health means that health professionals have a support 
base, or subsidy, by which to render services to the public. It means, 
for example, that equipment may be purchased which helps bring the 
newest developments to bear on the treatment of health problems. The 
aggregate expenditures by health personnel for the provision of health 
services is measured by the total operating expenses for all hospitals 
in the county (HSPEXP) (excluding state and federal hospitals). 
Health Structure indicators Field (1973) has stressed the 
importance of health personnel in the scheme of the health system. 
The "QIP" (Gross Medical Product), according to Field, is dependent 
upon the ability of health practitioners to deliver services to societal 
members who require attention in order to alleviate their stressful 
health problems. A framework developed by Field (1973:780) will be used 
to measure the organized network (i.e., structure) of trained personnel 
who offer legitimate health services. Four classes of health service 
providers are identified: Health professionals (generalists), health 
professionals (specialists), allied personnel, and supportive personnel. 
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The availability of health facilities are also measured. 
/ 
Health professionals; Generalists The entre for many 
persons into the health system is the generalist who, in addition to 
practicing preventive medicine, offers a variety of "routine" medical 
services, such as the diagnosis of symptoms and the prescription 
of beneficial medical treatment. Two types of generalists will be 
measured by three indicators. The number of general practice physicians 
(M.D. and O.D.) practicing in a county (PHYS) is a measure of the 
availability of general health professionals. The number of these 
physicians over the age of 60 (PHYS60) measures the relative quality of 
available physicians in terms of probable scope of activity. The number of 
active doctors of dental surgery (DENT) practicing in a county are also 
measured. 
Health professionals : Specialists Certain health problems 
cannot be adequately treated by generalists. The number of medical 
specialists (MEDSPEC) practicing within a county measures the extent to 
which personnel with special skills are available to treat specific 
diseases. 
Allied personnel Allied personnel offer important 
health services by carrying out the directives of general and 
specialized health professionals. Nurses offer a continuity of medical 
care for patients both within and outside the hospital setting. 
Pharmacists, on the other hand, are the agents delegated with the 
responsibility of dispensing drugs—the products of medical research— 
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which are very often key elements in the program developed by physicians 
to combat illness. The magnitude of allied personnel practicing in a 
county is measured by the number of active nurses (NURSES) and 
pharmacists (PHAKM), respectively. 
Supportive personnel A variety of persons occupy lower-
level positions in the structure of health personnel in terms of power, 
prestige, and income. These personnel nevertheless play important roles 
in the health system. The health system could not function at its 
present capacity without the performance of personnel such as hospital 
orderlies, technicians, and clerical staff members. The magnitude 
of support personnel is measured by the number of non-physician personnel 
employed by all hospitals (except federal and state) within a county 
(HSPSTF). 
Health facilities For the most part, health personnel 
cannot provide health services without health facilities. The extent 
of such facilities within a county is measured by two indicators: The 
number of long—term care beds (LTBEDS) and the number of hospital beds 
(HSPBEDS). 
Health Service Utilization indicators The societal commitment 
to enhance health status hinges,to a great extent, on the availability of 
health services. Quite obviously, services implemented to combat 
illness are useless unless persons utilize what has been made available. 
The utilization of health services is represented by several indicators 
of health facility utilization. 
Health facility utilization Three indicators are included 
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in the study which pertain to health facility utilization; The 
number of hospital admissions (HSPAD), the average number of inpatients 
served by hospitals per day (CENSUS), and the hospital bed occupancy 
rate (HSPRTO), which involves the percent of hospital beds occupied 
over a calendar year on a per day basis. 
Health Status indicators Physical health status has been 
traditionally measured by the incidence and prevalence of mortality 
and morbidity. Two classes of mortality—mortality affecting the young 
and the general population—will be considered together with the 
incidence of morbidity. 
Mortality; The young The analysis of infant mortality 
trends is one of the standard procedures used for monitoring health 
status (Chase, 1972a). Perhaps no other indicator of health status 
has been used as extensively as infant mortality as a barometer of the 
level of aggregate health; changes in infant mortality rates are often 
viewed as indicative of changes in the health status of the general 
population (Altenderfer and Crowther, 1949; Chase, 1972a; 
Donabedian, et al., 1965; Green, 1939; Jones, 1974; Moriyama, 1966; 
Shah and Abbey, 1971; Stockwell, 1962; Yankauer, 1950; Woodbury, 1925). 
The utility of infant mortality data in the scheme of health planning 
is underscored by the findings of a recent survey of Wisconsin 
decisionmakers (State of Wisconsin, Department of Social Services, 1971). 
Goldsmith (1973) reports that infant mortality data, together with data 
pertaining to mortality from other preventable diseases, morbidity, 
and health facilities, were identified by surveyed decisionmakers as 
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the most pertinent information for health planning purposes. 
Three indicators are used in the present study to measure infant 
mortality: The number of infant deaths (INFDTH), the number of fetal 
deaths (FETDTH), and the number of neonatal deaths (NEODTH) occurring 
within a county. 
Mortality; The general population Although improvements 
in medical science and technology during the past half-century have 
been impressive, an alarming number of Americans continue to die of 
heart disease and cancer. As the two most common causes of death 
among adults, the number of deaths due to cardiovascular disease 
(CAKDTH) and malignant neoplasms (MALIGDTH) are measured in the present 
study. 
Morbidity The incidence of illness, even for preventable 
illnesses, is not universally viewed as a sensitive indicator of 
health status (Sullivan, 1966). Studies by Zola (1966) and Zborowski 
(1952;1969), for example, raise questions regarding the possible 
influence of social psychological, social, and cultural factors on 
morbidity arising from complex and intimately personal variables such 
as personal response to pain, and sub-cultural or ethnic, definitions 
of illness and illness behavior. Another problem associated with using 
morbidity as a measure of health status is the issue of reliable 
measurement. It can be assumed that many people who experience illness 
will not seek professional care; therefore, morbidity rates may, in 
some cases, be seriously underestimated. With these considerations in 
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mind, four types of morbidity were measured in the present study. The 
diseases were selected because they represent major types of morbidity 
historically reported in Iowa. The types of morbidity are: Influenza 
(FLU), gastrointestinal disease (GAS), streptococcal disease (STREP), 
and venereal disease (VD) . The respective variables were measured 
by the number of reported cases occurring in the county. 
The data used to measure the financial resources for health 
represent 1972 data, whereas the base year for the structure of health 
services and the utilization of health services data was 1974. Health 
status concerns were measured using 1975 data. 
Social indicators of aggregate well-being in non-health sectors 
A number of studies have found an empirical relationship between 
the aggregate level of well-^ being in one or more non-health sectors 
and one or more components of the health system, viz., the allocation 
of financial resources for health, the structure of health services 
(particularly manpower), the utilization of health services (particularly 
hospital facilities), and health status (particularly infant mortality) 
(Anderson, 0. W., 1958; Anderson, 1972b;1973a;1974;1976; Andersen and 
Anderson, 1967; A1 tenderfer, 1947; Altenderfer and Crowther, 1949; 
Feldstein, 1967; Feldstein and German, 1965; Harden, 1966). 
A series of sectors were identified in Chapter 2 as having 
theoretical impact upon the components of the health system and ultimately 
upon the physical dimension of health status. These sectors included; 
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Education, employment, income, and housing. 
Education indicators Berg (1975:3), as quoted earlier, considers 
education, much like health, as a fundamental resource in contemporary 
society for self-actualization and achievement. The level of educational 
well-being is reflected in two concern areas : The level of educational 
attainment and informal education. 
Level of formal educational attainment Educational 
attainment refers to the amount of schooling successfully completed. 
In this study, we are particularly concerned with educational attain­
ment in the formal school system. Two indicators measure the median 
level (or midpoint on the distribution range) of formal education 
successfully completed by county residents—the median education 
attainment (in years) for females (MEDFEM) and males (MEDMEN). Three 
additional indicators focus more specifically on various levels of 
attainment. These indicators concentrate on the number of adults 
(aged 25 and over) who have had no formal education (NOSCE), the number 
of adults whose highest attainment resulted in a high school degree or 
equivalency (HSGRAD), and the number of adults who have successfully 
completed a baccalaureate program (COLLGRAD). 
Informal education One's need to learn does not end 
with the completion of formal schooling. Two indicators of non-
systematic, or informal, education are included in the study. The 
number of occupied housing units without a television set (NOTV) 
measures the degree to which county residents lack access 
to one of the major sources of information in contemporary 
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society. The number of households receiving a Sunday or weekend 
newspaper (PAPER) measures the extent to which county residents have 
access to another important medium for receiving information. 
Level of formal educational attainment variables were measured 
with 1970 data, as was the NOTV indicator of informal education. The 
indicator, PAPER, was measured using 1973 data. 
Employment indicators Employment, and the opportunity to be 
employed at an occupation of one's liking, is one of the major 
ingredients for gaining access to the "good things" often associated 
with life, such as an adequate income, comfortable housing, and a 
feeling of personal security and satisfaction. The aggregate level of 
well-being in the employment sector will be treated by three basic 
features pertaining to employment and unemployment : Persons in the 
employment sector, unemployment, and persons needing employment 
counseling (services). 
Persons in the employment sector Three indicators are used 
to establish parameters regarding the "size" of the enqployment 
sector. The indicators represent the number of persons who are employed 
(EMP), the number of persons in the labor force (FORCE), and the number 
of persons employed by business establishments (EME). 
Unemployment Perhaps no other influence carries the 
potentially dangerous prospects for social chaos, disorganization, and 
revolution as unemployment. Unemployment rates are carefully monitored 
by government officials and perceived as a fairly sensitive measure of 
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economic well-being. The number of persons unemployed (UEMP) in a county, 
on a 12-month average, is used as the measure of unemployment in the 
present study. 
Persons needing employment counseling The potentially 
disruptive effects of unemployment can be somewhat tempered by provid­
ing services to those in need of employment. These services might 
involve the opportunity for publically subsidized on-the-job training 
or the possibility for cultivating new skills which may enhance one's 
current occupational specialty. The number of persons requiring 
employment services (ESERVE) is included in the study. 
The base year for all indicators measuring concerns in the employ­
ment sector is 1972, with the exception of the ESERVE variable. Data 
for 1973 are used to measure that particular indicator. 
Income indicators One of the immediate results of gainful 
employment is personal income. Income is the commodity 
by which goods and services can be purchased. If employment offers 
the prospect of access to the "good things" of life then, other things 
being equal, income is the primary medium allowing one to experience the 
"'consumable' good things." Three important social concerns of the 
income sector are measured ; Aggregate income, income by economic 
sector, and income distribution. 
Aggregate income Many working persons complain their 
"take home pay" is appreciable less than their gross salary. The 
distinction between "gross" and "net" income is made in the present 
study from an aggregate perspective. Aggregate personal income (PERINC) 
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represents the total, gross income of all the residents of a county. 
Consumer spendable income (CSI) measures the "net" income (i.e., 
after taxes) of that same aggregate of persons. 
Income by economic sector As we mentioned earlier in the 
chapter, the economic base can be viewed as multi-sectoral in nature. 
One of those sectors—one which is closely related to Iowa economic 
well—being—is the agricultural sector. The aggregate farm income 
(FRMINC) is used as a measure of the total income for all those who 
farm in a county. 
Income distribution Discussions regarding income dis­
tribution often reduce to the questions of social justice (Myrdal, 1968). 
Maldistribution of income is typically central to claims of social 
inequality and, in democratic systems, of the possible violation of 
the civil rights of population sub-groups. Three indicators are included 
to measure income distribution; two indicators measure the low-income 
range and one indicator represents a measure of financial affluency. 
The number of persons with income below the Federally-established poverty 
level (POVLVL), and those persons within 125% of the poverty level 
(LESS125), are the indicators measuring the lower range of the income 
distribution. The number of families and unrelated individuals with 
an annual income of $25,000 or more (0VER25) measures the upper range 
of the distribution. 
1970,1973, and 1974 are the respective base years for the data 
used to measure the variables in the income sector. POVLVL, LESS125, 
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and 0VER25 are measured with 1970 data; PERINC is measured with 1973 
data; and CSI and FRMINC are measured with 1974 data. 
Housing indicators Social class is typically conceived as a 
multidimensional concept which may include educational, occupational, 
income, and place of residence dimensions. Indeed, residential 
segregation is often a matter of social standing. The move to 
"exurbia" by the corporate executives in the 1950's and the "flight from 
the central cities" typical of the 1960*s indicate that where one lives 
may be an important measure of how one views himself. Four concerns 
of the housing sector are measured ; Housing supply, structural 
housing conditions, living space, and the value of residential housing. 
Housing supply The ability to own or rent a housing unit 
is contingent upon housing supply. Furthermore, a sign of potential 
economic and/or social pathology is a large number of available housing 
units in a particular geographic area which are unoccupied. The 
number of occupied housing units (OCHOUSE) is used in the study as 
a measure of housing supply. 
Structural housing conditions The quality of living 
conditions would seem to be closely related to the structural condition 
of a housing unit. Four indicators are used to measure structural 
conditions. The number of year-round housing units lacking all or 
some plumbing (NOPLtJM) and the number of year—round housing units 
lacking a bathroom (NOBÂTE) measure the absence of features which 
pertain to personal hygiene. The number of year-round housing units 
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constructed prior to 1940 (OLDHSE) and the number of privately-owned 
housing units authorized for construction (NEWHOUSE) are indicators 
of general housing conditions. 
Living space Quality of housing conditions cannot be 
solely defined from a structural perspective. The adequacy of living 
space for inhabitants of a dwelling is another inçjortant dimension of 
housing quality. Three indicators of living space are represented: 
The number of occupied housing units defined as overcrowded (CROWD), 
the number of persons per household (PPHOLD), and the median number 
of rooms in occupied housing units (MEDROOMS). 
Value of residential housing units The purchase price 
of a new or used home is often indicative of general economic and 
social conditions. The value of residential housing units is measured 
by the median value of occupied housing units (MEDVAL). 
The data base year for all nine housing indicators is 1970. 
Issues Regarding the Data: 
Selection, Availability, and Reliability 
One possible assessment of the material presented in the previous 
section could well be described as follows: The array of concerns 
measured is impressive, particularly in terms of the number of indicators, 
but there are so many other important aspects related to these and 
other areas of concern that remain unmeasured. The author of such a 
critique would have made a valid point. Important concern areas were 
left untreated because of the difficulty associated with conceptualizing 
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a concern to the point of measurement, or because of the lack ûf available 
secondary data at the Iowa county level. 
One fairly noticeable gap in the data base, for example, pertains 
to the utilization of health services. This concept is operationalized 
quite narrowly in terms of the utilization of health facilities. Yet, 
the structure of health services section stressed the health manpower 
ccmponent. 
Another important consideration regarding the data base used in 
the present study deals with the assortment of data sources required 
to measure the indicators which have been identified. The reader who 
has perused Appendix A may have noticed the lengthy list of referenced 
data sources. Data from approximately thirty different sources were 
used to measure the 77 indicators listed in this chapter. If a 
researcher is interested in modeling sectors of society from a 
macrosociological perspective, data will have to be invariably drawn 
from numerous sources. Methodological interest in measuring constructs 
via multiple indicators, as in this case, often means additional data 
sources will be required. 
Contemporary social scientists appear to be increasingly concerned 
with the issue of data reliability (Ball, 1967). The problem of 
reliability is often difficult to resolve when only one source of 
data is used. In this study, we use about thirty sources! Quite 
obviously, an important question should be raised and answered: How 
reliable are these data? 
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Reliability can be defined in any number of ways (Kerlinger, 1964: 
429-432), but our interest focuses on perhaps the least complex of 
scientific definitions—the accuracy of the measuring instruments. An 
effort was made to select data from only those sources which have 
been used in previous research studies. In all cases, scientific 
procedures were used by federal, state, and private agencies in the 
process of collecting the primary data upon which this study is based. 
"Causal Chain Models" and "Best Indicator Frameworks": 
Some Distinctions 
Several recent studies of the causal determinants of change have 
reflected an approach to modeling known as causal chain modeling (Kelley, 
1973; Blau and Duncan, 1967; Duncan, et al., 1972; Featherman, 1971; 
Anderson, 1973a). Kelley (1973), for example, has tested two comparable 
models of occupational attainment developed by Blau and Duncan (1967) 
by measuring the same theoretical constructs at different points in 
time. In the Blau and Duncan (1967) model, occupational attainment at 
Time 3 is viewed as a result, in part, of occupation at Times 1 and 2. 
In turn, income at Time 3 is conceived as being influenced by income 
measured at Times 1 and 2, as well as occupation measured at Time 3. 
Causal chain models have been introduced to social indicator research 
by Anderson (1973a) and, most notably, by Land and Felson (1976). The 
Land and Felson approach emphasizes the development of macromodels for 
a number of sectors of society (e.g., public safety, education, and 
employment) by measuring intrasector change over several decades. 
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The theoretical model advanced in this study is not a causal 
chain model; none of the variables in the model are "lagged" and 
measured at different points in time. The measurement of lagged 
variables, however, would appear to have substantive significance for 
social indicator modeling. For example, the supply of general 
practice physicians at Time 1 could be included in an equation as one 
of the predictors of general practice physicians at Time 2. 
The approach used in this study is more appropriately defined as 
measuring causal flow within a best indicator framework. By "best 
indicator framework" is meant that primary concern is devoted to the 
selection of the best indicator (or sets of indicators) useful for 
measuring constructs specified in the model. The time at which these 
constructs are measured is not the ultimate criterion for selection. 
A concern for tençoral sequence is not excluded from the model 
developed in the present study, however. As discussed earlier in the 
chapter, indicators of the respective constructs were measured, 
monotonically, at different times. The exogenous variables in the 
model—The Human Resource and The Economic Resource dimensions— 
were measured at 1970 and 1972, respectively. The unavailability of 
certain data because of the publication schedule followed by 
government agencies, and the unavailability of data for some variables 
for certain Iowa counties (i.e., "missing data"), dictated that several 
indicators were measured at times other than the established base years. 
For example, indicators measuring the agricultural sector were taken 
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from the U.S. Department of Commerce, Census of Agriculture (U.S. Depart­
ment of Commerce, 1976) and measured using 1974 data. These data are 
collected and reported at five year intervals. 
Indicators measuring the aggregate well-being in the education, 
employment, income, and housing sectors were primarily measured at 1970, 
1972, 1970-73-74, and 1970, respectively. Once again, the publication 
schedules (particularly for education and housing variables) and missing 
data for some Iowa counties (particularly for employment indicators) 
meant that the variables for a particular sector could not always be 
measured at the same time. The most serious problem regarding missing 
data pertained to employment variables. 1973 was originally selected 
as the base year for measuring employment. However, missing data for a 
quarter of Iowa's counties prompted the establishment of 1972 as base year. 
Health system indicators were measured in 1972 for health resource 
variables, and 1974 for both the structure of health services and 
2 
utilization of health services. Although a time-lag between the 
measurement of financial resources invested in the health system and 
the services which these resources precipitate may be theoretically 
appealing, it should be noted that a constraint on when the resource 
variables would be measured was the fact that the best and latest 
missing data were confronted for 13 of Iowa's 99 counties involving 
one or more of the following variables: HSPEXP, HSPBEDS, CENSUS, HSPAD, 
and HSPRTO. The fourteen Iowa counties were: Audubon, Benton, Bremer, 
Calhoun, Carroll, Dallas, Grundy, Ida, O'Brien, Plymouth, Ringgold, 
Story, and Woodbury. Data for the previous year (or year for which data 
were available that was closest to the base year) were used as 
replacement estimates. 
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available secondary data were collected in 1972 (U.S. Department of 
Commerce, 1974a;1974b). Health status variables were measured on a 
one-year lag basis following the measurement of health structure and 
health service utilization. 
Measurement by Rates or Non-rates?: 
Some Descriptive and Explanatory Considerations 
The use of rates, ratios and percentages to measure certain social 
phenomenon is so pervasive in the social sciences that thought is rarely 
given to the measurement implications associated with the use of ratio 
variables. Ratios have been used in health research for decades. 
From a descriptive viewpoint, the utility of using ratios is fairly 
obvious. One can compare health conditions within and across population 
units, such as metropolitan areas, counties, states, and nations, 
with precision. Infant mortality rates, for example, are used to 
express the number of infant deaths according to a standardized 
population threshold. Therefore, one can instructively, and without 
difficulty, compare the rate of infant death across homogeneous or 
heterogeneous population units irrespective of size. The number of 
infant deaths occurring in a state can be compared with the incidence 
in a nation because of an important feature of the denominator of the 
ratio; The number of deaths are expressed per a standardized figure, 
such as per 1000 live births. 
There is no doubt that rates are extremely useful for just such 
purposes. If, however, a researcher is concerned with statistically 
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correlating two rates, the utility of using rates to measure social 
conditions becomes less clear. Recent discussions by Evers, et al. 
(1976), Schuessler (1974), Freeman and Kronenfeld (1973) and Fuguitt 
and Lieberson (1974) indicate that in some instances, and in varying de­
grees, correlational relationships among ratio variables may be a result 
of definitional dependency. For example, if a health researcher were to 
correlate the number of physicians per 10,000 population with the number 
of deaths due to cardiovascular disease per 10,000 population the result­
ing correlational relationship may be biased due to the fact that the 
variables share a common population-based denominator. Evers, et al. 
(1976:331) summarize several statistical techniques useful for 
controlling or eliminating possible biased estimates. The use of log 
transformations and multi-step regression equations are but two of the 
ways to deal with the problem. 
Another problem associated with using ratio variables in modeling 
efforts relates to a basic substantive issue. If a researcher were to 
exclusively employ ratio variables in causal modeling, then he would be 
limited to discussing change in terms of rates. In other words, rates 
would be used to explain changes in rates. This approach may not be 
central to the substantive interest of the scientist. The same logic 
holds if one were to exclusively use percent variables to measure 
concepts; explaining changes in percentages is appreciably different 
from explaining changes in the "numbers of" a phenomenon. 
In the present study, non-ratio variables will be extensively used. 
This is not to say, however, that the non-ratio approach is devoid of 
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methodological problems. Population size can, and often does, become 
a confounding factor when analyzing the relationships between aggregate 
social phenomenon. In order to mitigate this possible confounding 
factor, most of the statistical analysis done in the study will be 
based upon residual correlations. Residual correlations between 
variables are more commonly known as partial correlations. Kim and 
Kohout Cl975a;333) explain in the three variable case: 
. . . the partial correlation is a simple correlation 
between two residuals, the residual of Y and the 
residual of X, from both of which the effects of . - • 
/a third variable/ . . . has been removed. 
For example, partial correlation would permit the researcher to 
correlate the number of physicians with the number of deaths due to 
heart disease after the possible confounding effects of population size 
have been removed. At the same time, the relationship can be interpreted 
in terms of "numbers of ", rather than in terms of rates. That is to 
say, an increase or decrease in the number of physicians can be 
viewed as being significantly or insignificantly related to an increase 
or decrease in the number of deaths due to heart disease. 
One of the basic features of partial, or residual, correlation is 
the ability to remove the effects of several variables from the relation­
ship of interest on a simultaneous basis. The number of control 
variables represented in the partial correlation procedure is typically 
expressed by "orders." For example, the correlation between two 
variables after removing the effects of a third variable, is referred to 
2S first—order partial correlation; two control variables operating on 
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a concurrent basis is defined as second-order partial correlation, and 
so on. 
The second-order partial correlation is of particular interest in 
this study because of the temporal sequence of the model upon which the 
research is based. The exogenous variables are initially measured with 
1970 data, while the ultimate dependent variable in the model—health 
status—is measured with 1975 data. Therefore, much of the analysis 
reported in the following chapters will be based upon second-order 
partial correlation with the effects of population size of Iowa 
counties in 1970 and 1975 removed from the indicators. 
The general statistical formula for obtaining second-order partial 
correlation coefficients is presented below (Blalock, 1972:439). In 
the formula, variables i and j represent indicators of interest; 
variables k and 1 represent control variables. Therefore, 
involves the relationship between variables i and j after the effects 
of k and 1 on both i and j have been removed. 
r 
The means and standard deviations for the seventy-seven indicators 
presented in this chapter are reported in Appendix B. 
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CHAPTER 4. 
THE SELECTION OF MULTIPLE INDICATORS FOR 
CAUSAL MODELS; THE SULLIVAN "CRITERIA OF SELECTION" 
Very few methodological advancements in the history of social 
science have been as enthusiastically embraced as causal modeling. The 
causal modeling technique (or path analysis as it is often called) 
appears to be particularly useful for organizing and testing complex 
theory. The utility is underscored by Duncan (1966:7) when he writes 
that use of the approach has great merit because assumptions are made 
explicit and discussions are more likely to be internally consistent, 
"... so that mutually incompatible assunçtions are not introduced 
surreptitiously into different parts of an argument extending over 
scores of pages." Blalock (1971:1) hails causal modeling as " . . . a 
systematic way out of the impasse" resulting from the "hiatus 
between verbal theories . . . and research techniques . . . 
Costner (1974:xi) believes the influence of causal modeling is so 
pervasive in contemporary research that "... the mode of thinking . . . 
has permeated our conceptions of theory construction, measurement 
problems, and data analysis." Miller and Stokes (1975:192) liken 
causal modeling to the modus operandi of sociological research to the 
extent "... that the v; " despread acceptance of the technique has worked 
to limit what will be published." 
Whether causal modeling and path analysis should assume and retain 
the methodological stature accorded it by social scientists has been a 
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matter of recent debate. The editor of one of the most prestigious 
sociological journals (The American Sociological Review) recently warned 
potential contributors that acceptance for publication is not contingent, 
ipso facto, upon the use of the causal modeling technique, and employ­
ment of the approach is far from the ultimate criterion for acceptance 
(Short, 1974). Following a rigorous analysis of how sociologists use 
(and abuse) path analysis. Miller and Stokes (1975:200) concluded that 
many researchers seem to apply the technique for the purposes of 
"sheer data manipulation." They also speculated that some researchers 
may sinçly define most, if not all, problems for study from a causal 
modeling perspective, often seemingly oblivious to the issue of 
whether or not the nature of the problem is such that causal modeling 
is the most appropriate methodological technique to use. 
But perhaps ease of application is not the foremost reason why the 
causal modeling approach has appealed to so many social scientists. 
Causal modeling represents one of the most advanced methodological 
techniques available in the social sciences today. The mathematical 
elegance of causal models, vis-a-vis other techniques, is the result of 
the rapid development of the social sciences during the past decade in 
terms of methodological sophistication. As Jacobson and Lalu (1974: 
215) contend, the study of measurement from a causal modeling perspective 
has been "the most striking and significant development" in the recent 
history of social science. Jacobson and Lalu (1974:216-220) also 
suggest that activity in the area of measurement can be typified by 
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three approaches: The single indicator approach, the index approach, 
and the multiple indicator approach. 
The single indicator approach is evaluated by Jacobson and Lalu 
(1974:217) as the simplest and most troublesome of the three techniques. 
The authors admit the use of single indicators to measure unobservable, 
or theoretical, variables is particularly beneficial in 
demography where readily available and reliable census data provide 
a source of adequate measures, on an indicator by indicator basis, of 
population size, birth rates, death rates, and the like. However, 
even in these instances, the researcher who chooses to measure a 
theoretical concept via a single indicator must assume: 
. . . (1) that it is a "good" indicator of the 
unobserved variable (i.e., it accounts for most of 
the variation in the true variable); and (2) that 
there is no "specification error" . . . or . . . 
"differential bias." In other words, given two 
theoretical variables, both of which are measured 
by single indicators, these two indicators are 
assumed to be associated only through the posited 
relationship linking the two theoretical variables. 
If the latter condition cannot be reasonably 
assumed—and in most practical situations it cannot— 
estimates of the structural parameter will be 
biased even when the first assumption holds. 
The pervasiveness of the single indicator approach in social indicator 
modeling can be emphasized by noting that the extensive work of James G. 
Anderson, reviewed in Chapter 2, is based upon this approach. 
Yet the single indicator approach is not the most common measurement 
technique employed in the social sciences. Whereas the single indicator 
approach measures theoretical variables from a unidimensional 
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perspective, the index approach represents a means by which to capture 
the multidimensional character of concepts by combining a number of 
single indicators into a summary measure. Indices, or composites, 
often vary in terms of the number of items included in the index, the 
weighting associated with the respective items, and the procedure 
whereby the items are combined into a summary measure (Jacobson and 
Lalu, 1974:218). Two serious problems, however, often accompany the 
use of indices. According to Jacobson and Lalu (1974:218-219), these 
potential difficulties pertain to possible specification error (even 
greater than the probability of specification error occurring with the 
use of single indicators) and possible impediments with regard to 
clear, substantive interpretation. 
Jacobson and Lalu (1974:219) present an insightful critique of the 
perhaps misguided rationale upon which the popularity of the index 
approach is based: 
When we implicitly invoke the simple adage: The 
more indicators, the better, it is well to ask 
the question—Better for what? Do we mean "better" 
in that the composite score is statistically 
valid . . . and/or "better" in that all of a number 
of underlying dimensions are represented .... The 
quality and quantity of data available to the 
researcher are generally such that one often combines 
many indicators in the belief that many "good" 
indicators are "better" than one or two—or even 
better than one "good" one. 
The third technique for measurement in causal modeling—the 
multiple indicator approach—is the newest and least-developed option. 
The multiple indicator alternative is essentially a combina.tion of 
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several features typically associated with the single indicator and 
index approaches. Simply stated, the multiple indicator approach 
involves the selection of a number of indicators with each indicator 
measuring the unobserved variable on an independent basis, thereby 
avoiding the need to convert the indicators into a summary measure. 
The multiple indicators measuring each unobserved variable are then used for 
solving the equations explicit in the model under scrutiny. Jacobson 
and Lalu (1974:219) believe the strength of the multiple indicator 
approach rests upon the fact that "... the greater the proportion of 
'known' quantities to 'unknown' (i.e., the more indicators used in 
measuring any one variable), the greater is one's ability to reject 
alternative auxiliary theories linking the measured variables with 
unmeasured ones." 
Considerable interest in the multiple indicator approach has emerged 
in sociology during the past fifteen years (Blalock, 1965;1968;1969a; 
Costner, 1969; Curtis and Jackson, 1962; Gordon, 1968; Siegel and 
Hodge, 1968; Van Valey, 1971; Mayer and Younger, 1975; Costner and 
Schoenberg, 1973; Hauser and Goldberger, 1971; Seise, 1969; Werts, et al., 
1973). The refinement of a strategy for employing multiple indicators 
in causal models was not widely available, however, until the publication 
of two scientific papers by John L. Sullivan (1971;1974). Sullivan's 
approach for using multiple indicators in causal models is based upon 
his doctoral research at the University of North Carolina (Sullivan, 
1970). The thesis work was completed under the supervision of Hubert 
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M. Blalock, Jr. 
The purpose of this chapter is to present a portion of the 
multiple-indicator strategy proposed by Sullivan, and apply those 
procedures in the present study. Specific interest will be focused on 
the criteria for selecting the "best indicators" from among the set 
introduced in Chapter 3 in order to measure the constructs specified in 
the macrosociological health model as developed in Chapter 2. The 
following chapter (Chapter 5) will apply other aspects of the Sullivan 
strategy for model building purposes. 
An Overview of the "Criteria of Selection" 
In the context of the present research, perhaps we could include 
all of the indicators identified in Chapter 3 as "multiple indicators" 
of the respective constructs. Such a procedure, however, would prove 
mathematically and theoretically unwieldy. On the other hand, the 
ability to select the "best" indicators from among each set requires 
a strategy as to how the selection process should unfold. One of 
Sullivan's major contributions is the development of just such a 
strategy which, in his own words, "... deals . . . specifically 
with criteria for the selection of indicators, given several from which 
to choose" (Sullivan, 1974:243-244). 
Sullivan (1974:247) summarizes several features which are fundamental 
to the selection strategy. The components of the strategy are presented on 
the following page and will be applied for selecting the "best" indicators 
by which to measure the constructs in the macrosociological health model. 
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1. There should be an equal number of indicators 
per construct. 
2. Relatively high and equal within-block^  
correlations should exist among the indicators. 
3. A theoretical relationship should exist be­
tween the construct and its indicators. 
4. Similar across-block correlations should 
exist among the indicators. 
Criterion 1: An Equal Number of Indicators per Construct 
Perhaps the easiest of the four criteria to satisfy is the simple 
rule that an equal number of indicators should be used to measure each 
construct in the model. In actuality, Sullivan's first criterion is 
taken from the ideas advanced by Robert A. Gordon (1968), one of the 
first writers to systematically analyze the use of multiple indicators 
from a multiple regression perspective. Multiple regression procedures 
will be used extensively in this study, particularly in Chapter 5 
(model building) and Chapters 6 and 7 (model testing). 
Gordon (1968:598) refers to the violation of the equality rule as 
differential repetitiveness. According to Gordon (1968), if each 
construct is not measured by an equal number of indicators the relation­
ship between variables may be adversely affected. The problem can be 
so severe, Gordon (1968) adds, that insignificant predictors could attain 
significance, other things being equal, simply because fewer indicators 
The indicators measuring respective constructs will be referred 
to as "blocks" of indicators. 
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were used to measure one construct as compared to other constructs in 
the model. Sullivan (1974) notes this situation could occur because 
the total effect of one set of indicators upon another set of indicators 
can be conceived as being "split up" when multiple indicators are 
employed in regression analysis» Sullivan (1974:251) continues: 
The larger the number of indicators, therefore, 
the smaller effect each one has on the dependent 
variable; hence, the more likely it is that none of 
them will have significant regression coefficients. 
In the case of an independent variable with a 
weaker total effect but fewer indicators, each 
indicator may reach significance because the 
effects are concentrated rather than diluted. 
In the present case, the Gordon and Sullivan warning regarding 
differential repetitiveness will be heeded by using two indicators to 
measure each construct in the model. 
Criterion 2: A Focus on Within—Block Correlations 
The second criterion also pertains to one of the basic guidelines 
suggested by Gordon (1968). The concern here is that the 
indicators exhibit relatively high and equal within-block correlations, 
the violation of which Gordon labels as unequal redundancy. In 
Sullivan's (1974) view, the existence of unequal redundancy can promote 
the same type of results as differential repetitiveness—the existence of 
biased regression coefficients. Sullivan (1974:252) comments: 
. . .  i f  t h e r e  i s  u n e q u a l  r e d u n d a n c y ,  t h e  s e t  w i t h  
the smallest internal intercorrelations will 
account for the most total variance in the dependent 
variable; there will be less overlap in the set's 
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indicators* separate relationships with the 
dependent variable. If the indicators of two 
sets are individually equally related to the 
dependent variable, but the indicators of set X 
are less highly related to each other than those of 
set Y, set X will explain more total variance in the 
dependent variable; there will be less redundancy in 
their relationships with the dependent variable. 
This leads to the guideline that the intra-set 
correlations must be as similar as possible. 
The second criterion is, of course, more difficult to meet than 
criterion one. Neither Sullivan nor Gordon indicate how similar the 
within—block correlations must be before the guideline of "similarity" 
is satisfied. Unequal redundancy, therefore, is more of a "rule of 
thumb" of which the researcher should be aware, than a hard and fast rule 
where the violation of which becomes clearly apparent to the analyst. 
The within-block correlations for the indicators of each of the 
ten constructs represented in the model are reported in Appendix C. 
Two of those tables have been selected for presentation in this chapter. 
The reader will note that Table 4.1 and Table 4.2 include wi thin-
block intercorrelations for Level of Employment and the Structure of 
Health Services indicators, respectively. Second-order partial 
correlation coefficients (above the diagonal) and zero-order correlation 
coefficients (below the diagonal) are presented in each table. 
As discussed in Chapter 3, the extensive use of non-ratio variables 
can promote a spurious relationship between variables if population size 
is left uncontrolled. The data reported in Tables 4.1 and 4.2 appear 
to document this warning. The zero-order intercorrelations amnnp the 
employment indicators are consistently high, typically in the .970-.990 
Table 4.1. Second-order partial correlation coefficients (above diagonal) and zero-order 
correlation coefficients (below diagonal): Within-block correlations of Level of 
Employment Indicators* 
Indicators 
*2 *3 *4 *5 
- EMP ---- ,194* .998*** -.134 .808*** 
Xg - UEMP .984*** .240** .481*** .415*** 
X^ - FORCE .999*** .986*** — - -.116 .818*** 
X, - ESERVE 
4 
.972*** .986*** .973*** ———— .030 
Xj - EME .993*** .982*** .993*** .963*** — — — — 
®POP70 and POP75 are control variables for partial correlation coefficients. 
S^ignificant at .05 level. 
^^ Significant at .01 level. 
***Significant at .001 level. 
Table 4.2. Second-order partial correlation coefficients (above diagonal) and zero-order 
correlation coefficients (below diagonal); Within-block correlations of Structure 
of Health Service indicators* 
Indicators 1^ *2 *3 *4 *5 *6 *7 *8 *9 
Xj^ -PHYS —  — — —  .170* .696*** ,792*** .598*** .039 .435*** -.344*** .220* 
Xg-NURSES .926*** — — — .506*** .115 .300*** .875*** .044 -.222* -.057 
Xg-PHYSeO .967*** .945*** —  —  .564*** .511*** .407*** .496*** -.110 .289** 
X,-DENT .984*** .940*** .956*** .635*** -.076 .599*** -.184* .444*** 
Xg-PHARN .973*** .952*** .953*** .986*** .076 .471*** -.094 .241** 
Xg-MEDSPEC .706*** .877*** .781*** .704*** .726*** — —  -.148 -.272** -.244** 
Xy-HSPSTF .960*** .929*** .951*** .981*** .975*** .685*** —  .049 .868*** 
Xg-LTBEDS .875*** .881*** .874*** .916*** .924*** .632*** .925*** —  —  .136 
Xg-HSBEDS .947*** .925*** .935*** .975*** .967*** .674*** .993*** .934*** —  —  —  —  
*POP70 and POP75 are control variables for partial correlation coefficients. 
*Slgnlfleant at .05 level. 
**Slgnifleant at .01 level. 
***Slgnifleant at .001 level. 
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range. In fact, the lowest intercorrelation for this block is .963. 
The second-order partial correlations, on the other hand, are lower 
in magnitude and manifest one characteristic devoid among the zero-
order correlations—differences in the direction (i.e., sign) of 
the coefficients. The same pattern exists for the within-block 
correlations of the Structure of Health Service indicators (Table 4.2). 
It is difficult to discriminate among the zero-order coefficients 
because of the extremely high magnitude of the intercorrelations. 
Once again, the second-order coefficients are lower and show several 
inverse relationships. The reader may have noticed that all the zero-
order coefficients in Tables 4.1 and 4.2 are significant at the .001 
level. 
Although the magnitude of across-block correlations will be a 
topic considered in more detail later in the chapter, the problem of 
inflated zero-order coefficients is not limited to within-block 
coefficients. Inter correlations among ten indicators, measuring 
five constructs in the model, are presented for analysis in Table 4.3. 
The pattern found in Table 4.1 and 4.2 also appears when focus is 
shifted to the across-block case. All zero-order coefficients are 
significant at the .001 level; the lowest intercorrelation is .914. 
Second—order partial correlations are, by'and large, lower in strength 
of relationship and, once again, a number of inverse relationships are 
exhibited. Comparison of the zero-order and second-order within-block 
coefficients is also possible from the data reported in Table 4.3. All 
within-block correlations are presented in italics. 
Table 4.3. Second-order partial (above diagonal) and zero-order (below-diagonal) within- and acvoss-block 
correlation coefficients (withln-block. coefficients in italics): Selected Structure of Health 
Service indicators (Block A), Utilization of Health Service indicators (Block B), Health Status 
indicators (Block C), Level of Employment indicators (Block D), and Level of Income indicators 
(Block E) 
INDICATORS 
———Block A——— ————Block B——— ———Block C———— ———Block D—— ——Block E———— 
Indicators PHYS NURSES HSPAl) CENSUS MALIGDTH CARDTH UEMP ESERVE PEKING LESS125 
^1- PHYS ——- .170* .141 -.010 .011 .206* .081 -.547*** .633*** -.187* 
I CM 
X
 NURSES .379*** -.019 -.035 -.086 -.306*** -.281** -.182* .261** 
s-
HSPAI) ,944*** .930*** .840*** .340*** .501*** .513*** .316*** -.055 .270** 
^4- CENSUS .957*** .926*** .992*** .311*** 
.554*** .419*** .066 .114 .260** 
^5- MALIGDTH .944*** .953*** .975*** .971*** .6S8*** .267** 
-.048 -.024 .248** 
^6 - CARDÎH .953*** .951*** .981*** .981*** .990*** .403*** -.016 .133 .285** 
^7 - UEMP .951*** .929*** .983*** .977*** .982*** .984*** ---- .481*** 
.003 .112 
*8- ESERVE .914*** .922*** .974*** .961*** .968*** .968*** .986*** -.350*** .114 
*9- PERINC .969*** .944*** .973*** .972*** .982*** .983*** 
.988*** .975*** - .562*** 
*10- LESS25 .931*** .951*** .955*** .968*** .977*** .977*** .976*** .971*** 
.971*** - — 
^Significant at .05 level, 
^^Significant at .01 level. 
***Significant at .001 level. 
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Based upon an analysis of within-block, second-order partial 
correlation coefficients, a total of nineteen indicators were dropped 
from further consideration. The list of deleted indicators may be 
found in Table 4.4. Use of an "eyeball" technique to identify which 
indicators demonstrated high and relatively equal within-set inter­
correlations left something to be desired. Therefore, an estimate of the 
internal block relationship was used to discriminate among indicators. 
Average (mean) coefficient estimates have been used in the past as 
an aid for discrimination (Van Valey, 1971). Average estimates, however, 
can be biased if several extremely high or extremely low intercorrelations 
occur among the set of coefficients under consideration. As presented 
in Table 4.4, median (or mid-point) estimates of within-block inter­
correlations were used as an assessment device. 
The estimates reported in Table 4.4 are fairly low in magnitude. 
One-third of the estimates are <.100; only two estimates are >.350. 
Of particular interest in Table 4.4, is the cluster of agricultural 
sector variables which were dropped as indicators of the Economic 
Resource Dimension. These six indicators exhibited fairly high inter­
correlations as a "sub-block," but did not correlate well with other 
indicators in the block. 
This finding, together with the relatively low estimates shown by 
the infant death variables measuring health status—INîDTH, FETDTH and 
NEODTH—and the FSMINC indicator of the Level of Income, suggest a 
potential disadvantage with using magnitude and relative equality of 
within-set correlations as a criterion for selection. When generic 
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Table 4.4. Median second-order within-block partial correlation co-  ^
efficients for indicators dropped from further consideration 
Median 
Constructs Indicators Partial Correlation Coefficients 
HUMRES AGED .093 







HEASTR HSPSTF .452 




EDUCATE MEDFEM .128 
MEDMEN .096 
PAPER .074 
INCOME FRMINC .264 
HOUSE NEWHSE .073 
T^he direction (sign) of the coefficients (+ or -) were ignored. 
D^RBPOP was also dropped from consideration, but substantive rather 
than empirical reasons dictated the deletion. The within-block 
across-block partial correlations between URBPOP and all other indicators 
were exactly the same (within rounding) as that of KDRPOP. The major 
difference was that the coefficients exhibited opposite signs. In other 
words, if URBPOP was positively correlated with variable X, RURPOP would 
be negatively correlated with variable X. Because of the predominately 
rural character of many Iowa counties (according to the 1970 census 
estimates, 17 of Iowa's 99 counties did not have persons residing in 
urban areas), RURPOP was retained for further analysis. 
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phenomenon are represented by constructs and are, in turn, explicated 
into various dimensions, perhaps the researcher should not assume all 
the indicators measuring that construct will inter correlate equally 
well. In other words, if the theoretical dimensions attributed to 
the construct "hold up" on a consistent empirical basis, then the analyst 
may find that indicators measuring a construct may correlate well only 
on a dimension by dimension (or "sub-block" by "sub-block") basis. 
Several indicators were deleted from consideration because they had 
the lowest estimates from among the multiple indicators purportedly 
measuring a specific dimension of a construct. These indicators 
(with the respective dimension and construct in parentheses) included: 
AGED (population composition—Human Resource Dimension), FEDLAÏ 
(government sector—Economic Resource Dimension), VD (morbidity— 
Health Status), NEWHSE (structural conditions—Level of Housing), 
MEDFEM and MEDMEN (educational attainment—Level of Education), and 
PAPER (informal education—Level of Education). The indicator HSPSTF 
was dropped, despite having the highest estimate of those indicators 
deleted, because it measured the least theoretically-relevant dimension 
of the Structure of Health Services—supportive personnel. No indicators 
were dropped from consideration for three of the ten constructs in the 
model (HEARES, HEAUTL, and EMPLOY). 
The estimates (again using mid-point estimates) for the retained in­
dicators, after the deleted indicators were removed from consideration, are 
reported in Table 4.5. The estimates are typically higher than those 
associated with the deleted indicators. However, a number of low estimates 
remain; several estimates are <.250. Those indicators with particularly 
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Table 4.5. Median second-order within-block partial correlation co-^  
efficients for indicators retained for further analysis 
Constructs Indicators 
MEDIAN 
PARTIAL CORRELATION COEFFICIENTS 

























HSPDTL HSPAD .571 
CENSUS .567 
HSPRTO .298 
T^he direction (sign) of the coefficients (+ or -) were ignored. 
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Table 4.5. (Continued) 
MEDIAN 
Constructs Indicators PARTIAL CORRELATION COEFFICIENTS 




























low estimates (with the respective dimension and construct in parentheses) 
are: LTBEDS (health facilities—Structure of Health Services), NDKSES 
(allied personnel-—Structure of Health Services), FLU (morbidity—Health 
Status), ESERVE (persons needing employment services—level of Employment), 
and CROWD and MEDROOtE (living space—Level of Housing) . 
Criterion 3: The Theoretical Relationship between a Construct 
and its Indicators 
Sullivan (1974:252) defines the third criterion of selection— 
the relationship between a construct and its indicators—as "... the 
most important guideline." It has been assumed that the indicators 
presented in Chapter 3 are, in fact, valid measures of the respective 
constructs. One way to empirically assess whether or not that is the 
case is to factor analyze all the indicators on a construct by construct 
basis. 
The statistical technique of factor analysis is actually a family 
of related techniques (Cattell, 1965). Factor analysis has been 
extensively used in psychometric research and represents one of the 
oldest and most used data-reduction techniques in the social sciences 
(Gorsuch, 1974). Perhaps the most common critique of factor analysis 
(oftentimes without adequate foundation) is that it is commensurate with 
an atheoretical approach to research. The political scientist Rummel 
(1967:455) disagrees with this assessment when predicting 
that factor analysis techniques (together with multiple regression 
analysis) will, in his estimation, "... initiate a scientific 
revolution in the social sciences as profound and far-reaching as that 
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initiated by the development of calculus in physics." 
Several Basic references can provide a solid foundation for the 
researcher who is interested in learning more about factor analysis 
(Cattell, 1965; Fruchter, 1954; Gorsuch, 1974; Harman, 1967; Kerlinger, 
1973; Kerlinger and Pedhazur, 1973b;Mulaik, 1972; Rummel, 1967;1970). 
The application of factor analysis techniques to socioeconomic data is 
illustrated by the work of Olson and Garb (1965) and Barrows and 
Shaffer (1975). 
Several features of the approach to factor analysis used in the 
2 
present study will now be treated. The method of factoring employed 
was the principal factoring with iteration method. The criterion used 
for factor extraction was a minimum eigenvalue of 1.00. That is, 
potential factors were automatically deleted from consideration if 
the associated eigenvalue was not >1.00. Where more than one factor 
per construct was extracted, the initial factor solutions were rotated 
to terminal solution through orthogonal rotation. The quartimax 
rotational procedure was specifically used. The quartimax procedure 
was employed, as opposed to other procedures, because it offers the 
likelihood that indicators will load best on one factor while loading 
weakly on other factors (Barrows and Shaffer, 1975). From a theoretical 
standpoint, this is exactly what is desired; clusters of indicators 
loading highest on respective factors can then be defined as measuring 
the same thing. 
2 
Those readers who have not been introduced to factor analysis may 
wish, to review one or more of the general references listed in the 
preceding paragraph. 
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The indicators purportedly measuring each construct were factor 
analyzed twice—once using the zero-order correlation coefficients 
as the basis for factor analysis, and once using second-order partial 
(i.e., residual) correlation coefficients as the basis for factor 
analysis. The results of factor analysis are presented in Table 4.6. 
Three important types of statistical data are reported in Table 
4.6: The factor loadings for each indicator for each extracted 
factor(s), the conmunality associated with each indicator, and the 
percent of the variance explained by each factor. The factor loading 
for each indicator represents, as a square, the proportion of variance 
in the indicator accounted for by each respective factor. The 
commimality, on the other hand, is the total variance accounted for in 
the indicator by all the extracted factors. Finally, the percent of 
variance explained refers to the proportion of total and/or common 
variance in the data accounted for by each extracted factor. The 
statistical formulae for the three terms, taken from Kim (1975), 
are presented below: 
(1) Factor loading = a^  ^
where; z._ = The factor loading for indicator 
j on factor 1; 
a.^  = The standardized regression 
coefficient for indicator j on 
factor 1. 
2 2 (2) Communality h^  = a^  ^
•where: 
2 2 2 
+ ai2 + ai3 . . . + a^  
2 h^  = Communality; 
2 
1^1 ~ Square of the factor loading 
for an indicator 1 on factor 1; 
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2 2 2 
a .a _ = Square of the factor loading for 
' »  ^ indicator 1 on factors 2, 3, and 
n, respectively. 
(3) Percent of explained variance: 
ITv 
—Total variance t^  = 
n 
where:  ^  ^ 2 = Sum of the square of the factor 
jl loadings for all indicators on 
factor 1 (also equal to the 
eigenvalue); 




-Common variance c = -J. 
where: Z? a^ ^^  = The eigenvalue for factor 1; 
h ^  = The sum of the communality 
 ^ j for all variables. 
As previously mentioned, only those factors in this study with an 
eigenvalue >1.00 were retained and rotated to final solution. If, 
however, only one factor exceeded the minimum eigenvalue threshold, 
rotation was bypassed and the final solution was based upon the 
principal factoring method with iterations. The percent of explained 
variance reported in Table 4.6 represents the total variance explained 
by a factor prior to the iteration process. The percent of variance 
at that stage of the solution gives the analyst a better idea of the 
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proportion of variance explained by the factor vis- a-vis all other 
factors, whether or not any of the other factors satisfy the ml ni nnim 
eigenvalue criterion. An estimate of common variance is not reported. 
The comparison of zero-order with residual factor analysis, as 
reported in Table 4.6, offers several intriguing findings. The reader 
will notice that one or more additional factors were extracted via the 
residual approach when compared to the zero-order approach for half of 
the ten constructs (viz., the Economic Resource Dimension, the Structure 
of Health Services, the Level of Employment, the Level of Income, and 
the Level of Housing). Only one factor is generated by both approaches 
for three constructs (the Human Resources Dimension, the Utilization of 
Health Services, and the Level of Education); two factors are equally 
extracted for two other constructs (Financial Resources for the Health 
System and Health Status). 
Data in Table 4.6 also show that only one factor was generated 
using the zero-order approach in six of the ten cases. But in five 
of the six one-factor situations, the proportion of explained variance 
exceeded 90.0%. Only in three instances is a sole factor generated by the 
residual approach. In these three cases, however, the mean proportion of 
explained variance is 54.7%. 
The finding that multiple factors were more likely to be extracted 
using the residual approach raises the question of whether this option, 
as in the within-block correlation case, provides a more substantively-
relevant means to discriminate among the indicators. Yet the additional 
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Table 4.6. Comparison of factor loadings for indicators^  by construct: 
Zero-order and residual factor analysis® (in parentheses) 
ZERO-ORDER/RESIDUAL COMPARISONS 
Indicators Factor loadings Communality 
Human Resources 
X, - YOUTH .990 .979 1 (-.408) (.161) 
X, - DENSITY .945 .893 
(.580) (.337) 
X, - RURPOP .650 .443 
(-.586) (.344) 
X - NETMIG -.347 .121 
(.582) (.339) 
Percent explained 64.8% 
variance (46.7%) 
Economic Resources 
I 11^  ^
X^  - LOCREV .987 .974 
(.533) (.571) (.610) 
X - LOCEXP .988 .975 
(.587) (.155) (.369) 
X - TAXPAY .984 .967 
(.615) (.454) (.585) 
X - UNITS .998 .995 
(.902) (-.043) (.815) 
X, - LOANS .984 .969 
(.813) (-.219) (.708) 
X - RSALES .989 .979 
(.613) (.354) (.552) 
X - CONSTR .854 .729 
(.605) (.188) (.402) 
X - TRANCOM .954 .966 
(.931) (.043) (.869) 
Percent explained 95.0% 
variance (56.7%) (13.7%) 
The nineteen indicators removed from consideration (see Table 4.4) 
were not factor analyzed. 
P^opulation size indicators—P0P7C and POP75—were used as the 
control variables for residual factor analysis. 
"^ This factor was extracted for residual factor analysis only. 
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Table 4.6. (Continued) 
ZERO-ORDER/RESIDUAL COMPARISONS 
Indicators Factor loadings Communality. 
F inancial Resources for Health 
I II 
X, - LOCHLF .973 .207 .989 1 (-.197) (.927) (.898) 
X_ - LOCHSP .106 .804 .657 2 (.754) (-.035) (.569) 
X- - CNTHLF .963 -.001 .927 3 (-.302) (.942) (.979) 
X, - CNTHSP .248 .888 .850 
4 (.982) (-.139) (.982) 
X, - HSPEXP .744 .519 .823 5 (.411) (-.202) (.210) 
Percent explained 64.2% 27.1% 
variance (54.22) (25.5%) 
Structure of Health 1 Services 
I lie Ilic 
- PHYS .973 .946 
(.886) (.043) (.103) (.796) 
- NURSES .978 .956 
(.214) (.883) (.001) (.825) 
X - PHYS60 .975 .951 
(.679) (.412) (.237) (.687) 
- DENT .988 .975 
(.882) (-.083) (.265) (.855) 
X^  - PHARM .990 .981 
(.777) (.079) (-.354) (.735) 
Xg - MEDSPEC .752 .565 
(.010) (.991) (.093) (.991) 
X - LTBEDS .913 .834 
(-.214) (-.212) (.103) (.101) 
Xg - HSPBEDS .969 .939 
(.166) (-.140) (.917) (.888) 
Percent explained 90.5% 
variance (41.0%) (24.9%) (14.5%) 
Utilization of Health Services 
X^  - HSPAD .996 .992 
(.921) (.848) 
X - CENSUS .996 .992 
(.912) (.831) 
X. - HSPRTO .315 .099 
(.325) (.105) 
Percent explained 72.17 
variance (67.1%) 
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Table 4.6. (Continued) 
ZERO-ORDER/RESIDUAL COMPARISONS 
Indicators Factor loadings Communality 
Health Status 
I II 
X - MALIGDTH .980 .170 .988 
(.705) (-.229) (.549) 
X - CARDTH .978 .194 .994 
(.934) (.048) (.875) 
X - FLU .572 .589 .674 
(.016) (.611) (.373) 
X - GAS .061 .688 .476 
(.332) (.801) (.753) 
X. - STREP .248 .473 .285 
(-324) (.268) (.176) 
Percent of explained 59.1: 22.7% 
variance (45.3%) (24.2%) 
Level of Education 
X^  - NOSCH .937 .879 
(-.300) (.090) 
X - HSGRAD .976 .953 
(-.557) (.310) 
X —COLLGRAD .964 .929 
(.762) (.581) 
X, - NOTV .939 .883 
(.691) (.477) 
Percent explained 93.3% 
variance (50.4%) 
Level of Employment 
I lie 
X - EMP .997 .994 
(.995) (-.085) (.996) 
X - UEMP .993 .987 
(.276) (.890) (.869) 






X, - ESERVE .979 .958 
(.093) (.567) (.330) 
X - EME .991 .982 
(.830) (.204) (.731) 
Percent explained 98.7% 
variance (57.6%) (29.5%) 
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Table 4.6. (Continued) 
ZERO-ORDER/RESIDUAt COMPARISONS 
Indicators Factor loadings Communality 
Level of Income 
I 11= 
X_ - PERINC 995 .989 1 (-. 452) (.666) (.648) 
x_ - CSI 996 .993 2 (-. 391) (.894) (.952) 
X, - POVLVL 984 .968 3 (. 975) (-.217) (.998) 
X. - LESS125 985 .970 4 (. 934) (-.237) (.929) 
X, - 0VER25 977 .955 5 (. 017) (.883) (.780) 
Percent explained 98 • .0% 
variance (74 .8%) (25.2%) 
Level of Housing 
I II XII'-
X_ - 0CHOUSE .977 .001 .955 1 (-098) (-.800) (.430) (.834) 
X. - CROWD .973 .099 .957 2 (.144) (.876) (.174) (.819) 
X - MEDROOMS 
-.615 .311 .475 
(.692) (.170) (.195) (.545) 
- PPHOLD .206 .977 .996 
(-.300) (.767) (-.213) (.723) 
Xg - MEDVAL .553 .299 .395 
(.210) (.185) (-.907) (.901) 
X^  - NOPLUM .955 -.158 .937 
(.858) (-.001) (.442) (.931) 
X - OLDHSE .974 -.004 .951 
(.325) (-.067) (.631) (.508) 
X - NOBATH .966 
-.122 .949 
(.983) (.037) (.018) (.967) 
Percent explained 69.3% 16.7% 
variance (36.1%) (25-4%) (16.2%) 
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factor generated by residual factor analysis for the Economic Resource 
Dimension does not appear to reveal any appreciable information rer-
garding the nature of the phenomenon being measured when compared to 
the zero-order approach. Only one of the eight indicators (LOCREV) loads 
best on the additional factor; one other indicator, TAXPAY, loads 
about equally well on both factors. Approximately the same type of 
situation holds for the factor analysis of health structure indicators. 
Whereas only one factor is extracted using the zero-order approach, three 
factors are in evidence via the residual approach. Four of the eight 
indicators—PHYS, PHYS60, DENT, and PHARM—load best on the first factor, 
while NURSES and MEDSPC load best on the second factor. The final 
two indicators (assumed to measure the same dimension of the construct) 
load differently. LTBEDS loads rather poorly on all three factors; 
HSPBEDS loads well only on the third factor. 
On the other hand, particularly interesting findings regarding 
the utility of the residual approach involve the factors extracted for 
the Level of Employment and Level of Income. Only one factor is again 
generated by each of these constructs by the zero-order approach. 
For the residual approach, however, employment indicators appear to 
bifurcate along employment/unemployment dimensions, and income indicators 
along poverty/non-poverty lines. For example, the employment variables, 
EMP, FORCE, and EME, all load extremely well on the first factor, 
while loading poorly on the second factor. Two indicators of unemploy­
ment (DEMP and ESERVE) load poorly on factor one, but much higher on 
the second factor. Only one of these five indicators has an estimate 
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of communal!ty < .980, indicating the factors do explain an appreciable 
amount of the variance in the indicator. Two poverty indicators, 
POVLVL and LESS125, load best on the first factor. Indicators of 
aggregate level of income and financial affluency—BERING, CSI, 0VER25— 
load best on factor two. None of the communality estimates for these 
five indicators is < .648. 
While two factors are generated for the housing indicators when 
employing the zero-order approach, only one of the eight variables loads 
best on the second factor. Three factors are extracted using the 
residual option, with two or more indicators clustering on each factor. 
Three indicators of housing conditions—MEDROOMS, NOBATH, and NOPLUM— 
load best on factor one. Two indicators of living space—CROWD and 
PPHOLD—together with one indicator of housing supply, OCHOUSE, load 
best on factor two. MEDVAL and OLDHSE load best on the third factor. 
Similar findings resulting from the two approaches are found when 
financial resources for health and health status indicators are 
respectively factor analyzed. In both cases, however, the residual 
approach provides subtle refinement. The financial resource indicators 
bifurcate on both approaches along the lines of local government 
allocations for public health and hospital services, respectively. 
However, the hospital-related indicator, HSPEXP, loads best along with the 
public health indicators when the zero-order approach is employed, 
but loads best along with the hospital service variables when the 
residual approach is used. The health status indicators appear to 
bifurcate on mortality/morbidity dimensions. One morbidity indicator— 
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STREP—loads about equally well on both factors. Another morbidity 
variable—FLU—also loads about equally well on both factors when the 
zero-order approach is used. When the residual approach is employed, 
however, FLU loads poorly on the factor where the mortality indicators 
(MALIGDTH and CARDTH) load best. 
Only one factor is generated via both approaches in three of the 
ten cases. Of these three cases, the factor loadings, percent of 
explained variance, and commonality are the most similar for the 
utilization of health service indicators. An interesting distinction 
between the approaches is evident with respect to the education and 
human resource indicators. The signs of the factor loadings for half 
of the education indicators, and three of the four human resource indica­
tors, are in the opposite direction when the results of the zero-order 
and residual approaches are compared. 
The theoretical dimensions delineated in the ten constructs, 
as presented in Chapter 3, do not correspond well to the dimensions 
empirically generated via factor analysis. However, the factors that 
were extracted appear to explain a fairly large percentage of the 
variance in the indicators, even when the residual approach was 
employed. Based upon the data reported in Table 4.6 for the residual 
factor analysis, communality estimates were ^  .500 for 72.7% of the 
55 indicators. Communality estimates ^  .750 were found in 47.3% of 
the indicators factor analyzed. Approximately one-third (32.7%) 
of the indicators have estimates >.850. 
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Four indicators were deleted from consideration based upon low 
comnwmality estimates resulting from residual factor analysis. Those 
indicators with estimates ^  .200 (and the respective construct in 
parentheses) are: YOUTH (Human Resource Dimension), LTBEDS (Structure 
of Health Services), HSPRTO (Utilization of Health Services), and 
STREP (Health Status). The education indicator, NOSCH, was retained for 
substantive reasons, although its associated communality (.090) was 
well below the designated threshold. 
Criterion 4: Similarity of Across-Block Correlations 
The fourth criterion of selection suggested by Sullivan (1974) is 
related to the analysis of inter correlations, but unlike Criterion 2 
where attention was focused on within-block correlation, interest is 
concentrated on across-block correlation. As Sullivan (1974:252) 
observes : 
. . .  i f  a l l  i n d i c a t o r s  i n  a  s e t  ( b l o c k )  a c c u r a t e l y  
measure the underlying construct, and are therefore 
highly correlated to one another, they ought to be 
approximately equally related to the indicators in 
the other sets (blocks). That is, each indicator 
of construct A ought to be approximately equally 
related to the indicators of construct B. 
Sullivan (1974) indicates that a technique developed by Costner 
(1969) is useful for assessing the extent to which indicators are 
equally correlated on an across-block basis. Costner's technique is 
referred to as the consistency test. One formula for the test in 
the two-indicator-per-block case is; 
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(Vi) (^ '•2) - f' " 
If the indicators measuring two constructs (A and B) manifest completely 
equal across-block correlations, then the result of the consistency 
test will be zero. 
Based upon the findings of within-block correlations and factor 
analysis, a total of 23 of the original 77 indicators were eliminated 
3 from consideration. Of the remaining indicators, two indicators 
were selected to measure each of the ten constructs in the model (20 
indicators in total). The additional indicators tentatively removed 
from consideration were eliminated on the basis of the visual examination 
of second-order partial across-block correlation matricies. Those 
indicators thought to correlate equally, and most consistently, across-
blocks were retained for additional empirical analysis in the form of the 
Costner test. The twenty selected indicators are presented below by 
construct: 
HUMRES: RURPOP NETKEG 
ECORES: LOANS UNITS 
EEARES: CNTHSP HSPEXP 
EEASTR: PHYS PHARM 
HEAUTL: HSPAD CENSUS 
HEASTA: MALIGDTH CABDTH 
EDUCATE: NOSCH HSGRAD 
EMPLOY; FORCE EME 
INCOME: CSI 0VER25 
HOUSE: OCHOUSE PPHOLD 
POP70 and POP75 were also eliminated as indicators but used as 
control variables as discussed earlier. 
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Given the fact that ten constructs are included in the macro-
sociological health model, and two indicators are used to measure each 
construct, a total of 45 consistency tests are required to assess the 
equality of across-block correlations using the Costner technique. The 
complete set of tests, including calculations, is presented in 
Appendix D. A summary of the data reported in Appendix D can be found 
in Table 4.7. 
The results of the consistency tests, as calculated and reported 
in Appendix D, are ranked from the least consistent (most unequal) to 
the most consistent (most equal) in Table 4.7. The test number 
presented in Table 4.7 corresponds to the location of the respective 
test as calculated in Appendix D. The "construct-construct" column 
in Table 4.7 represents the two constructs (and four indicators) for 
which the respective consistency test applies. 
One of the problems in using the Costner technique is that the 
analyst has no concrete threshold as to when to define test results 
"inconsistent." Rather than establishing a rigid threshold, willy-
nilly, in this study, ^  +.100 will be viewed as a "rule of thumb" for 
alerting the analyst to potential problems, particularly in terms of 
isolating disturbing trends. 
The data reported in Table 4.7 show such a disturbing trend. The 
reader will notice that of the eight test results ^  +.100, three tests 
include indicators measuring the Level of Education. In fact, the three 
most inconsistent tests all include education indicators. Further 
analysis of the consistency tests indicates this finding may be the 
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Table 4.7. Ranking of consistency tests : Least consistent to most 
consistent 
Test 
Number Cons truct-Construct 
TEST RESULTS 
- (V2) 
30 HEASTR-EDUCA.TE -.162 
24 HEARES-EDUCATE .152 
39 HEASTA-EDUCATE -.149 
8 HDMRES-HOUSE .131 
3 HDMRES-HEASTR .129 
17 ECORES-EDUCATE .108 
7 HUMKES-INCOME .104 
27 HEASTR-EMPLOY .091 
11 ECORES-HEASTR 
-.084 
29 HEASTR-HOÏÏSE .082 
22 HEARES-INCOME -.075 
44 INCOME-EDUCATE .075 
4 HUMRES-HEAUTL .074 
1 HUMRES-ECORES .072 
16 ECORES-HOUSE .064 
25 HEASTR-HEAUTL .062 
13 ECORES-HEASTA 
-.057 
26 HEASTR-HEASTA .056 
35 HEAUTL-EDUCATE 
-.055 
20 HEARES-HEASTA .053 
2 HUMRES-HEARES .052 
10 ECORES-HEARES .049 
38 HEASTA-HOUSE 
-.049 
12 ECORES-HEAUTL .047 
34 HEAUTL-HOUSE .042 
36 HEASTA-EMPLOY .041 
21 HEARES-EMPLOY .035 
43 INCOME-HOUSE .034 
31 HEADTL-HEASTA .033 
41 EMPLOY-HOUSE .032 
28 HEASTR-INCOME .030 
6 HDMRES-EMPLOY .028 
33 HEAUTL-INCOME 
-.027 
37 HEASTA-INCOME .027 




Table 4.7. (Continued) 
Test 
Number Construct-Construct 
42 EMPLOY-EDUCATE .018 
5 HUMRES-HEASTA .017 
19 HEARES-HEAUTL -.016 
45 HOUSE-EDUCATE -.016 
18 HEARES-HEASTR -.012 









only potential problem. As mentioned, only eight of the 45 tests 
exceed the .100 "rule of thumb" threshold; approximately half of the 
test results are _< +.050. 
Following the examination of within-block correlations and factor 
analysis, four indicators of the Level of Education were retained for 
further consideration; NOSCE, HSGRAD, COLLGRAD, and NOTV. Visual 
inspection of across-block intercorrelations showed that one indicator— 
NOTV—was the poorest indicator in the block in terms of across-block 
consistency. Several statistics» as presented in Table 4.8, will 
be used as the basis for replacing at least one of the two indicators— 
NOSCH or HSGRAD—as measures of the Level of Education. 






















The statistics reported in Table 4.8 include the within-block 
partial correlation,factor loadings, and an estimate of the results of 
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the consistency tests when the respective block of indicators is used 
to measure the Level of Education. These statistics are presented for 
all possible blocks, given the three remaining education indicators. 
The COLLGRAD/HSGRAD block was selected to replace the NOSCH/HSGRAD 
block as measures of the Level of Education. The COLLGRAD/HSGSAD block 
shows the highest within-block correlation and factor loadings. The 
average estimate of the consistency tests is also lower than that 
evidenced by the previously used NOSCH/HSQEIAD block. 
The Final Set of Indicators: An Evaluation 
The within- and across-block correlations of the twenty indicators 
selected using the Sullivan (1974) criteria are reported in Table 4.9. 
A more detailed statistical analysis of the twenty indicators is 
presented in Table 4.10. 
The statistics included in Table 4.10 are similar to those of 
Table 4.8. Estimates of within-block partial correlations, factor 
loadings, and the mean result of across-block consistency tests are 
shown. In addition to these statistics, the range (maximum minus 
minimum) of across-block partial correlation coefficients is included 
in Table 4.10 for each indicator. 
With regard to within-block correlations, half of these coefficients 
represent the correlation of highest magnitude. In other words, the 
correlation of these indicators with the companion indicator is higher 
than with any indicators measuring other blocks. The coefficients 
reported in Table 4.10, however, are not uniformly high and equal. 
Table 4.9. Second-order partial within- (in italics) and across-block correlation coefficients of 
twenty selected indicators measuring the ten constructs in the theoretical aodel 
Construct Indicator NtTMIC RURPOP 
INDICATORS 













-.25,1** .510*** .468*** .414*** .330*** .636*** .491*** .060 
-.264** -.382*** -.367*** -.43 7*** .362*** -.482*** -.476*** 
.750*** .395*** .235** 
.433*** .382*** 
.604*** .664*** .406*** 
.668*** .595*** .537*** 
.475*** .546*** .424*** .358*** 















*Significant at .05 level. 
**Significant at .01 level. 
***Signiflcanf at .001 level. 
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KSPAD «ALIGDTH CARDTH COLLGRAD HSGRAD FORCE EME CSI 0VER25 OCHOUSE PPHOLD 
-.087 .027 .219* ,302*** .193* .404*** .437** .638*** .605*** .421*** .191* 
-.537*** -.104 -.223* -.138 -.262** -.474*** -.583*** -.351*** -.496*** -.467*** .524*** 
.271** .382*** .415*** .093 .288** .610*** .595*** .389*** .507*** .510*** -.072 
.473*** .384*** .568*** .069 .439*** .778*** .752*** .403*** .518*** .635*** -.216* 
.219* .149 .253** .160* .277** .429*** .444*** .386*** .469*** .399*** -.184* 
.244** -.084 .213* .081 .524*** .462*** .559*** .488*** .399*** .459*** -.236** 
.141 .011 .206* .313*** .544*** .667*** .611*** .648*** .611*** .683*** -.303*** 
.299*** .292** .416*** .115 .303*** .538*** .629*** .490*** .508*** .499*** -.341*** 
.840*** .311*** .554*** -.203* .443*** .479*** .557*** -.063 .140 .339*** -.209* 
.341*** .501*** -.186* .222* .457*** .529*** -.218* .058 .150 -.215* 
.555*** -.508*** .193* .032 .212* -.220* -.119 .226* -.003* 
-.433*** .435*** .260** .446*** -.054 .094 .425*** -.224* 
-.Z70*** .430*** -.018 .397*** .424*** .139 -.319*** 
.296** .520*** .383*** .168* .654*** -.240** 
.818*** .475*** .550*** .530*** -.342*** 
.494*** .525*** .490*** -.256** 




The lowest within-block correlation is between human resource indicators 
(-.251), while the coefficient with the greatest magnitude is between 
utilization of health service indicators (.840). Therefore, the range 
of the within-block correlations is considerable. 
Whether or not this may be defined as a problem is contingent, to 
some degree,upon the examination of across-block correlations. The 
reader will notice from Table 4.10 that the average (mean) estimate of 
the across-block consistency tests is relatively low. The hi^ est 
estimate is for the education indicators (.081), even following the 
replacement of one of the indicators originally used to measure the 
Level of Education. While the range of across-block correlations 
appears relatively high as one peruses the data, the range is, in 
most cases, quite similar for indicators of the same block. For 
example, the range of across-block correlations for the ECORES 
indicators are .707 and .721, respectively. This cougar es with the 
range of .652 and .601 for the respective HEASTA indicators. The 
difference in the range of the across-block correlations for the 
indicators of the same block is <.100 for seven of the ten blocks, 
and <.150 for nine of the ten blocks. The most serious "gap" on 
an across-block basis is for the HEARES indicators, CNTHSP and 
HSPEXP (a difference of .209). One of the most interesting features 
of the across-block range is that in only one case (the ECORES block) 
did both indicators correlate the best and the poorest with exactly 
the same indicator measuring other constructs. 
Table 4.10. W1thin-block partial correlation coefficients, factor loadings, range of across-block 
partial correlation coefficients, and the average (mean) estimate of across-block 
consistency tests: Indicators selected to measure the constructs in the theoretical 
model by construct 
SELECTED STATISTICS 
Wlthln-block Factor 











































































®The magnitude of the wlthin-block coefficient exceeds the magnitude of all across-block 
coefficients, 
T^hls loading occurs on the first factor extracted via residual factor analysis. 
"^ Thls loading occurs on the second factor extracted via residual factor analysis. 
"^ Highest and lowest across-block intercorrelatlons are with the same indicators as for the 
companion wlthin-block indicator. 
131 
Although there was no predesigned intention to do so, all the 
selected indicators loaded best on the same factor the companion 
within-block indicator loaded its best. This means only one empirical 
dimension in each construct will be measured. For example, commercial/ 
industrial indicators (excluding indicators of other sectors of the 
economic base) will be used to measure the Economic Resource Dimension. 
Health manpower variables will be exclusively used to measure the 
Structure of Health Services. 
Perhaps one of the results of applying the Sullivan criteria 
for selecting indicators from a larger set is that, at least when 
generic phenomenon are concerned, constructs will be ultimately measured 
on a limited basis of scope. In any event, the reader will notice that 
the constructs in the macrosociological health model will be measured 
more narrowly than as originally outlined in Chapter 3. 
Does this conclusion qualify as a disturbing finding? In an 
article published several years prior to the one extensively quoted in 
this chapter, Sullivan (1971:327) notes that one of the most common 
problems involved in causal modeling is the selection of indicators. 
The reasons for the problem are multifarious in nature. On the one hand, 
the selection of indicators using the common technique of face 
validity can be misleading. When single indicators are used to measure 
constructs, the selection of indicators on the sole basis of face 
validity is even more serious than if the criterion were used when 
employing multiple indicators. On the other hand, even if multiple 
indicators are used to measure constructs, problems associated with 
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the selection process are not necessarily mitigated to any great 
degree. Sullivan (1974:333) quotes Curtis and Jackson's (1952) 
assessment that indicators of the same construct are often poorly 
correlated, and may even be negatively related. This is due to the 
fact that indicators can explain different portions of the variance in 
a construct. 
Can empirical techniques, such as the ones advanced in this chapter, 
provide a useful mechanism for the selection of indicators for causal 
models? Sullivan (1971:334) responds to the question with a surprisingly 
harsh warning: 
. . . /the/ . . . empirical determination . . . 
of which indicators represent the same construct 
. . . /is/ ... at best tenuous, at worst misleading, 
antitheoretical and a deterrent to our goals and 
purposes as social scientists. 
Perhaps Sullivan's comment should be somewhat tempered. The 
social scientist qua scientist must incessantly view theory as both the 
entre'' to, and the objective of, research activity. Assuming the research­
er has a solid theoretical basis from which to pursue his inquiry, the 
empirical analysis of data may provide a beneficial basis by which to 
make important decisions regarding the course of the investigation. 
This, of course, assumes the most appropriate statistical technique has 
been applied to the substantive issue of concern. 
In point of fact, certain types of empirical relationships among 
a set of indicators, as noted by Gordon (1968) and Costner (1959), can 
have deleterious effects upon the findings of causal models. Caution 
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must be taken to assure that the indicators selected to measure constructs 
do not, ipso facto, precipitate biased results. One way to avoid 
such a situation is to use an empirical strategy for indicator 
selection. The possible shortcoming of the Sullivan strategy, at least 
as it applies to the present study, is not that it is "tenuous," or 
even "misleading"; rather, it is simply that the "best" indicators 
appear to measure the same portion of the variance in the construct. 
Since the recognition of problems is often the first step toward solution, 
we suggest that additional strategies should be developed for selecting 
multiple indicators for inclusion in causal models. 
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CHAPTER 5. 
BLOCK-RECURSIVE MODEL BUILDING 
WITH MULTIPLE INDICATORS 
The potential advantages of using multiple indicators to measure 
constructs in causal models (as compared to the single indicator and 
index approaches) appear to outweigh potential disadvantages. 
Following an empirical comparison of these three measurement approaches, 
Jacobson and Lalu (1974) found that the multiple indicator approach 
offered the best parameter estimates. A flurry of recent work, however, 
has sought to refine the multiple indicator methodology (Hauser and 
Goldberger, 1971; Althauser and Heberlein, 1970; Mayer and Younger, 1975; 
Costner and Schoenberg, 1973; Werts, et al., 1973). 
Perhaps the most criticized element of the selection strategy 
presented in Chapter 4 is the Costner (1969) consistency technique. 
Althauser and Heberlein (1970) found the technique particularly trouble­
some if any of the across-block intercorrelations are ^ ±.30; research 
has indicated that relative consistency is too easy to achieve when 
correlations fall below that threshold. Mayer and Younger (1975) suggest 
that reference to the consistency technique as a "test" is actually a 
misnomer since no hypothesis test of inadequacy has been developed. The 
work of Hauser and Goldberger (1971) and Werts, et al. (1973) have 
systematically dealt with this problem by applying the method of maximum 
likelihood, and the likelihood ratio test, from factor analysis. 
Another problem poses an even greater obstacle when using multiple 
indicators in causal modeling; it involves the ability to assess the 
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fit between the model and the data without facing—particularly in those 
cases where complex causal models are concerned—an incredibly burdensome 
situation. Van Valey (1971), for example, has used multiple indicators 
to measure three constructs of interest (X^ , X2» and X^ ). Four 
indicators were used to measure X^  and X^ , while five indicators measured 
X^ . In order to establish path estimates for and & total of 
96 tests had to be undertaken—36 for P^  ^and 60 for P^ .^ The 
complexity encountered, even in this simple model, was such that over 
half of the tests were not reported in writing "... because of 
space considerations" (Van Valey, 1971:322). 
A similar situation confronted Sullivan (1971) when 106 separate 
tests would have been required for assessing fit for a six construct 
model with no more than three indicators per construct. The benefits 
associated with the multiple indicator approach would seem to be thrust 
aside if the researcher must deal with this problem. Sullivan (1971:329) 
evaluates the situation and proposes a solution: 
ÎÊist we, then, lose the advantages of multiple indica­
tors precisely in those situations where we need them 
the most? As our models become more complex and 
meaningful, must we fall back upon selecting the 
"best" indicator? Hopefully, the answer is no. 
As ^  sensible compromise, ^  would suggest the use of 
m u l t - i p Z e - ' p a r t - i a . l  c o v r e l a t i o n  c o e f f i c i e n t s  . . . .  
(emphasis added) 
A Strategy for Assessing the Fit between the Model and Data: 
The Multiple-Partial Approach 
Sullivan's suggestion is somewhat surprising. The multiple-partial 
correlation coefficient has been a little used, almost obscure, statistic 
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in the social sciences. Several basic statistics textbooks do not even 
treat multiple-partial correlation (Snedecor and Cochran, 1967; 
Steel and Torrie, 1960). Other volumes discuss the statistic, but do so 
by footnote reference only (Loether and McTavish, 1974). 
One of the best discussions of the multiple-partial correlation 
(albeit in only two pages) is found in Blalock (1972:458-459). 
Blalock underscores the potential benefits of the coefficient in 
research and speculates that social scientists have not used multiple-
partial correlation to any great degree because they are generally 
unfamiliar with it. 
The fundamental characteristic of the coefficient relates to the 
issue of explained variance in dependent variables, by independent 
variables, as a result of regression analysis. But unlike 
multiple correlation, of which it is an extension, the multiple--
partial focuses on partitioned explained variance. Whereas the square of 
2 the multiple correlation coefficient (R ) involves the proportion of 
variance simultaneously explained in a dependent variable by one or more 
independent variables, the square of the multiple-partial correlation 
coefficient pertains to the proportion of the r<=maiT,-fng variance 
explained by a block of indicators after one or more predictors have 
explained as much variance as possible in the dependent variable. 
Therefore, while the square of the multiple correlation represents the 
percent of explained variance by all independent variables "taken 
together" (Blalock, 1972:459), the square of the multiple-partial 
correlation focuses on the proportion of variance explained by a specific 
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block of indicators. 
The multiple-partial coefficient has obvious substantive advantages. 
The analyst can determine the relative amount of variance remaining in 
a dependent variable, and accounted for by a set of independent 
variables, after other independent variables have explained all the 
variance they can. For example. Warren, et al. (1976) recently used 
multiple-partial correlation to assess the effect of two size variables 
on effectiveness in business organizations after other theoretically-
relevant predictors had explained variance in effectiveness variables. 
The key to the multiple-partial approach is that indicators of 
constructs' can be grouped together in blocks. Unlike the index approacir," 
however, the indicators operate independently, in blocks, without 
incorporation into a summary measure. In addition, the number of tests 
required to assess the fit between a model and the data can be appreciably 
decreased in number when compared to assessment procedures using multiple 
indicators on an indicator by indicator basis, as undertaken by Van Valey 
(1971). 
One apparent disadvantage of the multiple-partial approach may be 
viewed as one of its foremost strengths. The nature of the multiple-
partial coefficient is such that only one indicator of the dependent 
variable can be handled at a time. But, as Sullivan (1974:251) explains, 
"This gives us multiple tests of each prediction, which may reveal 
whether the blocks affect the various components of the dependent variable 
in the same way. If they do not, additional insights are obtained." 
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The multiple-partial correlation coefficient; Definition, example, and 
formula 
Multiple-partial correlation, as suggested earlier, is an elaboration 
of multiple correlation. The multiple-partial correlation may be 
defined as " . . . the multiple correlation between a dependent variable 
and several independent variables, controlling for one or more 
independent variables" (Blalock, 1972:458), or as Loether and McTavish 
(1974:314) observe, "... the multiple correlation between a set of 
independent variables and a dependent variable when other independent 
variables are statistically controlled." 
Suppose the researcher is interested in studying the status 
attainment process in less-developed countries. ^ The work of Sewell, etal. 
(1970) has suggested that several forces may significantly affect 
status attainment. These factors include: Socioeconomic origin (X^ ), 
mental ability (X^ )» the influence of significant others' (X^ ), 
academic performance (X^ ), level of occupational aspirations (X^ ), 
level of educational aspirations (Xg), and level of educational 
attainment (X^ ). Let us also suppose that status attainment is measured 
by the level of occupational attainment (Xg). 
While all seven variables might be significant predictors of the 
The variables used in the example are taken from a study by 
Hansen and Haller (1973). The multiple-partial coefficient was not 
employed by the authors in their original analysis; we offer our 
apologies to the authors if the example presented here misrepresents 
their research in any way. 
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l'îvel of occupational attainment, the researcher might be particularly 
interested in analyzing the effect of the level of occupational 
aspirations (X^ ), the level of educational aspirations (Xg), and the 
level of educational attainment (X^ ) on the level of occupational 
attainment (Xg) after the other four predictors have explained all the 
variance in the dependent variable they can. Given this orientation, 
the researcher would then concentrate on how much of the remaining 
variance in Xg is explained by the block of indicators representing X^ , 
Xg, and Xy. Therefore, two sub-sets or blocks of the original set of 
independent variables have been created: X^  - X^  and X^  - X^ . 
2 
From a statistical perspective, ^ 8*1234567 ^ GpzGsents the square 
of the multiple correlation coefficient; the proportion of variance 
explained in the dependent variable (Xg) by all the independent variables 
- Xy). In order to determine the proportion of variance explained 
by the block of indicators in question (X^  -X^ ), the proportion of 
variance explained by the control block of indicators (X^  - X^ ) must 
be subtracted from the square of the multiple correlation coefficient. 
2 2 
The equation therefore becomes: Bg.1234567 ~ ^ 8-1234* S^ Gce the percent 
of variance explained by X^  - X^  is based upon the concept of r^ mainine 
variance (i.e., variance remaining after the control block has explained 
all it can), the above quantity must be divided by the proportion of 
variance explained by the control block subtracted from unity. 
Thus, the amount of the remaining variance explained in the level of 
occupational attainment (Xg) by the level of occupational aspiration (X^ ), 
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the level of educational aspirations (Xg), and the level of educational 
attainment (Xy), as a block, after the effect of as a block, 
has been taken into account, can be represented by the following formula: 
.2 _ .2 
2 8-1234567 *8-1234 
*8(567)-1234 '  ^_ _2 
 ^ *8.1234 
The multiple-partial correlation coefficient, and its square, will 
be automatically derived in the present study from a computer regression 
program using a hierarchical format for inclusion of the independent 
variables. In other words, the predictors will be entered into the 
equation in a predetermined order. A standard computer program— 
Statistical Package for the Social Sciences (SPSS)—was used. In 
terms of the hierarchical format, the dependent variable will be 
regressed on the control block of indicators first, then on the non-
control block of indicators. Let's apply the format to the status 
attainment illustration. The dependent variable (X„) would be regressed O 
on X^  — Xy after the control block (X^  - X^ ) had already been intro­
duced into the equation. A design statement of this sort would yield a 
two-step regression equation. Of particular interest in our illustration 
are the statistics reported for step two: the multiple-partial R, 
2 
multiple partial R , and the data pertaining to the improvement 
2 
F-test (testing the null hypothesis that (^ 8(567).1234 " 0)» such as the 
regression and residual sum of squares, mean square residual, and the 
calculated F-value. 
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An overview of block—recursive model building using multiple indicators 
and the multiple-partial correlation coefficient 
Assessment of fit between a theoretical model and the data is a 
useful procedure to undertake prior to model testing because it provides 
an empirical "yardstick" for judging the extent to which the theoretical 
relationships among constructs are supported by data. Because of this 
fact, the assessment of fit represents a valuable theory construction 
technique. 
The multiple-partial correlation coefficient, as Sullivan 
noted earlier, may be viewed as the basic empirical "rule of thumb" for 
assessing fit between the model and data. The statistic is quite 
informative in that it tells the analyst whether a block of indicators 
explains a significant amount of the remaining variance in a dependent 
variable after other block(s) of variables have explained variance in 
the same variable. If the multiple-partial coefficient is significant, 
this finding may indicate that the block of variables includes 
statistically-relevant predictors of the dependent variable. If the 
multiple-partial coefficient is insignificant, this finding may indicate 
the block of variables includes statistically-irrelevant predictors of 
the dependent variable. In either case, the researcher has additional 
information which may be extremely useful in terms of model revision 
prior to model testing. 
An illustration of how the multiple-partial coefficient can be 
employed in model building when multiple indicators are used to measure 
the constructs in causal models is presented in Figure 5.1. The example 
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is adapted from Sullivan (1974). The model depicted in Figure 5.1 is 
2 
recursive. 
Two important tests of fit are ordinarily associated with model 
building using blocks of indicators. The results of these tests provide 
an empirical basis for assessing whether or not the model is supported by 
e topic of recursive causal models has been systematically 
treated by Blalock (1971). Since contençorary causal modeling is 
predominately based upon recursive equations, as an extension of simple 
and multiple regression, a definition of recursive models is in order. 
Blalock (1971:1-2) offers this description; 
These models . . . all involve one-way causation and 
can be handled by what are referred to as recursive 
systems of equations .... 
The basic idea is that variables can be hier­
archically arranged in terms of causal priorities 
in such a way that it becomes possible to neglect 
variables that are clearly dependent on a given subset 
of variables. Suppose we are considering four vari­
ables X2, X3, and X^ . If we are willing to 
assume that X4 does not affect X^ , X2, and X3, then 
regardless of the influence that any of these latter 
variables may have on X4, we are justified in ignoring 
X4 when considering the interrelationships among these 
first three variables. Similarly, if we assume that 
X3 does not influence X^  and X2, we are justified in 
ignoring X3 in studying their interrelationship. In 
fact, if we were to introduce X3 into their relation­
ship, say by relating X2 and Xi, controlling for X3, 
we might be badly misled. Finally, if we are willing 
to assume that X2 cannot affect X^ , then we may write 
the following set of equations : 
Xi = ei 
2^ ~ ^ 21^ 1 + ®2 
X3 + b3iXi + b32X2 + e3 
X4 = b^ iX^  + b^ 2^ 2 4^3X3 ®4 
where the e^  are disturbance terms representing the 
effects of all omitted variables . . . /and b^ j 





A^E.BCD ° 0 1. A^B -C iA 0 5. f 0 9. C^E'BD 4 0 
2 y a 
• A^F'BDE 0 2. A^C f 0 6. B^E'D f 0 10. D^E 0 
C^F'BDE 0 3. A^D'BC 0 7. B^F'DE f 0 11. D^F.E f 0 
4. B^C f 0 8. C^D f 0 12. E^F 0 
Figure 5.1. An example of assessing the fit between the model and data using multiple Indicators 
within a block-recursive system as adapted from Sullivan (1974:261-263) 
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the data (i.e., whether the relationships among the constructs need to be 
reformulated). These tests include assumption tests and prediction tests. 
Any relationship between variables connected by a curvilinear line 
(indicating a non-causal, correlational relationship) or a straight line 
with an arrow (indicating a cause-effect relationship in the direction 
of the arrow) is assessed via an assumption test. Curvilinear and 
straight lines with arrows represent posited relationships in the 
theoretical model. In other words, the researcher hypothesizes that 
correlational or causal relationships exist. Prediction tests, on 
the other hand, are made in every case where a lack of a correlational or 
causal relationship is hypothesized. In short, the researcher predicts 
(hypothetically) that no relationship, either correlational or cause-
effect in nature, will be found. Thus, if A-^ B or A B, then an assump­
tion test is in order; if A-WB or A^ ,^ a prediction test is appropriate. 
The prediction and assumption tests explicit in the six construct 
(two indicators per construct) model diagrammed in Figure 5.1 are 
also presented for inspection. Tests #2,4,5,8,10 and 12 exemplify the 
simplest type of assumption; a solid line with a one-way arrow 
connecting two variables represents a hypothesized causal relationship. 
Test #1, however, illustrates a more complex variety of assunçtion test. 
In the model, A is hypothesized as causing B and C. In turn, C causes 
B, and is causally antecedent to B. Therefore, the assumption test 
focuses on the relationship between A and B after controlling for the 
effect of C on B. An even more complex example of the same basic design 
is assumption test #3. The relationship of interest here is between 
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A and D after controlling for B and C. Why should B and C be controlled? 
A is causally antecedent to all the other variables of concern, and is 
hypothesized as causing, in order, C, B, and D. However, two of the 
variables caused by A (i.e., B and C) are also hypothesized as causing 
D. Therefore, the assumption is that A should explain a significant 
amount of the variance in D even after variables B and C have explained 
all the variance in D they can. 
The prediction tests for the model drawn in Figure 5.1 are of the 
same order as the assumption tests, except attention is now turned to 
variables between which no relationship is thought to exist. For 
example, no curvilinear or solid line connects variables A and E. Yet, 
A is thought to cause B, C, and D. Each of these variables are introduced 
into the model after A, but are causally antecedent to E. Therefore, 
the amount of variance explained in g by A should not be significant, 
even after variables B, C, and D have explained as much of the variance 
in E as possible. 
Variables A - F in Figure 5.1 actually represent unobserved 
phenomena. Each variable is measured by multiple indicators—two per 
construct. Therefore, the assumption and prediction tests required to 
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assess the fit between the model and the data involve tests among 
indicators of the constructs. As previously mentioned, the multiple-
partial approach is such that only one indicator of the dependent 
variable can be handled at a time. Therefore, multiple tests for every 
assumption and prediction test are required—one for each indicator of 
the dependent variable. For example, E is the dependent variable in 
prediction test #1. In order to test the general prediction that 
A^E'BCD ~ two specific tests are required—one for each indicator 
of E: 
and 
The results of both tests will be zero or a close approximation thereof 
if the fit between A and E, as hypothesized in the model, is empirically 
good. 
The same procedure is used when testing the assumptions in the 
model. General assunçtion #1 (r^  ^ f 0) also involves two specific 
tests; b^ (a^ a2)"(c^ c2) ¥ 0 and  ^0. The results of 
these tests will be significantly greater than zero if the fit is good. 
When no control variables are included in a prediction or assumption 
test, as in assumption tests #2,4,5,8,10 and 12, Pearson correlation 
coefficients replace multiple-partial coefficients as the test statistic. 
For example, assumption test #2 tests a hypothetical relationship between 
variables A and C. The specific assunç)tion tests required to test 
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f 0 involve four zero-order correlation estimates: 
ajCi # 0 
V2 + ° 
% ^  " 
Since multiple tests for any general assumption or prediction test 
will always be involved in block-recursive model building, the analyst 
should carefully monitor the results of respective specific tests. If 
the fit between the model and the data is extremely good, the results of 
all the specific prediction tests should be a close approximation of 
0, while the results of all the asstnaption tests should be significantly 
greater than 0- If, however, the findings for one or more of the general 
prediction and/or assumption tests are such that the multiple-partial 
and/or Pearson correlation coefficients of the respective specific 
tests are statistically inconsistent, special care should be taken when 
interpreting the results. 
Assumption Tests for the Macrosociological Health Model 
Since two indicators are used to measure each construct in the model, 
two specific tests will be required for every general prediction and 
assumption when the multiple-partial correlation is the test statistic. 
Four specific tests will be required when the second-order partial 
3 
coefficient is the test statistic. The letter codes used to reference 
3 
The reader is again reminded that population size is a control 
variable in all correlations. 
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the constructs and indicators in many of the remaining tables in the study 
are presented in Table 5.1. 
Tests for the completely recursive model 
The macrosociological health model developed in Chapter 2 is 
completely recursive. In terms of causal ordering, this means that 
variables are hypothesized as causing all the variables which come after 
them in the scheme of the model. Therefore, no predictions are tested. 
Given the relationships among the variables in the model, as 
depicted in Figure 2.8, a total of 45 general assumption tests will be 
required—forty-four using the multiple-partial coefficient and one using 
second-order partial correlation. A complete description 
of the assumptions tested via the multiple-partial approach may be found 
in Appendix E. The data presented in Appendix E include: The multiple 
2 partial R, multiple partial R , the improvement F-value (calculated), 
and the F-value significance level (not significant, or significant at 
the .05, .01, or .001 levels) as derived from comparing the calculated 
with tabular F-values. An assessment of residual plots is also included 
in Appendix E. 
A summary of Appendix E is presented in Table 5.2. The general 
assun^ tions tests and results of the specific tests are reported in 
Table 5.2. Specific tests statistically significant at the .05 level are 
referenced by asterisks. 
Data not reported in either Appendix E or Table 5.2 involve the 
results of the single assumption where second-order partial correlation, 
rather than multiple-partial correlation, is the test statistic. The 
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Table 5.1. Notation for the constructs and indicators included in the 

































s^ed as a control variable. 
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Table 5.2. Multiple-partial correlation coefficients for the assumption 
tests in the model 
ASSUMPTION TESTS 
1. A^C-P ° 9. B^C'P ^  ° 17. C^D'P ^  ° 
c^  = .309* 
c^  = .294* 
c^  = .093 
Cg = .449* 
d^  = .652* 
d2 = .554* 
2. A^D'PC ^  ° 10. B^D-PC ^  ° 18. C^E-PD ^  ° 
= .374* 
dg = .591* 
d^  = .768* 
dg = .664* 
e^  = .726* 
62 = .531* 
3. 
A^E'PCD f 0 11. B^E'PCD * ^  19. C^F'PDE * ° 
e^  = .374* 
eg = .387* 
e^  = .277* 
e_ = .415* 
= .637* 
f2 = .430* 
4. A^F-PCDE ^  ° 12. B^P.PCDE ° 20. C^G PDEF 
f^  = .449* 
fg = .432* 
f^  = .419* 
fg = .177 
§1 = .134 
§2 = .332* 
5. T 0^ 
AG-PCDEF ^  13. B^G'PCDEF * ° 21. C^S'PDEFG ^  ° 
§1 = .158 
§2 = .126 
= .034 
§2 = .212 
h^  = .339* 
h2 = .303* 
6. A^H*PCDEFG ^  ° 14. B^H.PCDEFG ^  ° 22. C^I.PDEFŒ ^  ° 
h^  = .485* 
hg = .154 
h^  = .422* 
h2 = .574* 
i^  = .341* 
i2 = .263* 
7. A^I-PCDEFGH 4 0 15. B^I'PCDEFGH ^  ° 23. C^J.PDEFGSI ^  ° 
i^  = .302* 
±2 = .467* 
i^  = .287* 
ig = .259 
= .461* 
22 = .355* 
8. A^J.PCDEFGHI ^  ° 16. B^J.PCDEFGEI ° 24. D^E.P ^  ° 
= .089 
2^ = .539* 
= .212 
02 = .390* 
e^  = .509* 
eg = .565* 
*Significant at the .05 level. 
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Table 5.2. (Continued) 
ASSUMPTION TESTS 
25. D^F.PE * ° 33. E^I'PFGH ° 41. G^ J.PHI ' 
= .378* = .598* il = .335* 
= .233 ±2 = .586* 32 = .147 
26. T 0^ 
DG*PEF ^  34. E^J-PFGHI ^  ° 42. H^I.P ° 
= .200 = .351* = .410* 
gg = .376* 32 = .247 ±2 = .303* 
27. T ^ 0 DH«PEFG ^  35. F^G.P ^  ° 43. H^J.PI * ° 
= .364* = .405* 3^  = .312* 
hg = .357* g2 = .462* 32 = .331* 
28. D^I-PEFGH ^  ° 36. F^H'PG ® 44. I^J.P ° 
= .487* = .558* = .344* 
±2 = -643* = .321* jg = .558* 
29. D^J'PEFGHI ^  ° 37. F^I-PGH ^  ° 
= .353* = .112 
jg = .367* ±2 = .143 
30. E^F'P ° 38. F^J-PGHI ^  ° 
= .540* = .394* 
= .303* = .403* 
31. E^G.PF ^  ° 39. G^H-P ° 
g^  = .365* = .732* 
gg = .320* = .552* 
32. E^H.PFG ^  ° 40. G^I.PS 4 0 
= .392* = .321* 
hg = .268* ±2 = .203 
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test pertains to the relationship between the two correlated exogenous 
variables in the model—Human Resources (HDMRES) and Economic Resources 
(ECORES). The reference code for these variables (from Table 5.1) and 
the general test in question can be represented thusly:  ^0* where 
P involves a control for population size on the correlation of A and 
B (i.e., the correlation of A and B after the effects of population size 
have been removed from both variables). The results of the four 
specific assumotions tests are; r , = .510; r , = .468: r , = -.264; 
ajbi 
and r , = .382. All four coefficients are significantly greater than 
*2*2 
zero at the .05 level. 
In the other assumption tests (presented in Table 5.2), the 
multiple-partial was derived from a multi-step regression procedure using 
a hierarchical format for including variables in the equation. A 
block of variables was entered at each step. Two population size indica­
tors (POP70 and P0P75) were entered, as a block, at step one. Population 
size (referenced by "P" in the hypothesis tests presented in Table 5.2) 
was included as a control variable in all of the 44 assumption tests. 
Additional control variables, as required by the assumption under 
4 
consideration, were at step two. The non-control block of predictors was 
entered in the final step. 
The hierarchical inclusion format was employed in all cases, but for 
nine of the forty-four tests reported in Table 5.2 (tests #1,9,17,24,30, 
35,39,42, and 44), a two-step, rather than a three-step, procedure was 
used. In these tests, only population size indicators were controlled. 
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For example, the hypothesis test for assumption #4 is  ^
The indicators measuring block P were entered into the equation in 
step one; the indicators measuring constructs C, D, and E also must 
be controlled, however, since B, C and D are all caused by A and, in 
turn, cause F. A six indicator block of variables (two per construct) 
was therefore introduced into the equation at step two. A block of 
variables which includes, for the first time, indicators of construct A 
was entered in the third step. The multiple-partial derived from the 
third step represents the amount of variance explained by the block of 
indicators measuring construct A after the indicators previously entered 
into the equation (i.e., P, C, D and E) have explained all the variance 
they can in the dependent variable (F). 
Since only one indicator of the dependent variable can be regressed 
at a time, and two indicators measure the dependent variable, the three-
step procedure must be repeated twice. Thus, two coefficients are 
reported for assusçjtion test #4: .449 with indicator f^  as dependent 
variable, and .432 with indicator as dependent variable. Both 
coefficients are of similar magnitude and statistical significance. 
Of the 44 assumption tests presented in Table 5.2, thirteen show 
inconsistent multiple-partial correlations. That is, the coefficients 
are statistically dissimilar when different regressors are used. The 
results of the remaining 31 tests may be defined as consistent; both 
coefficients are significant at the .05 level in 28 cases, whereas the 
null hypothesis (that the coefficient is equal to zero) appears to be 
supported by the multiple tests for three of the assumptions (#5,13 and 37). 
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A disturbing finding regarding the assumption tests pertains to 
data reported in Appendix E. One of the major assumptions of multiple 
regression analysis is that the independent variables are related in a 
linear fashion with the dependent variables and among themselves 
(Loether and McTavish, 1974:308). One way to detect whether or not this 
assumption has been violated is to examine the plot of regression 
residuals. The linearity of relationships is met when the plot of 
standardized regression residuals against the standardized predicted 
values of the dependent variable assumes a pattern similar to a horizontal 
band (Anseonibe and Tukey, 1963; Draper and Smith, 1966). 
In the present case, an abnormal residual plot (as diagrammed below) 
was evident when the indicator CNTHSP was the dependent variable of 
regression equations. 
« V «"». • 
' ' " 
Sr.. 
r . :.. r. 
Arched plots usually indicate the relationship among the variables 
is not linear but, in fact, curvilinear. The analyst has several 
options at his disposal by which to rectify the abnormality (Kim and 
Kohout, 3975b; 342). One of these alternatives is to transform the 
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values of the dependent variable. 
Several transformation approaches were used. Five approaches— 
transformation via taking the reciprocal and 1 + the reciprocal of 
CNTHSP, taking the square root of CNTHSP, and taking CNTHSP to the 
second and third powers—did not improve the residual plots. Linearity 
was achieved when CNTHSP was transformed via natural log functions. 
However, when log CNTHSP replaced CNTHSP as an indicator of HEARES, 
inconsistent multiple-partial coefficients occurred in four of the six 
cases where log CNTHSP and HSPEXP were the dependent variables. In 
fact, the multiple-partial was never significantly greater than zero 
at the .05 level when log CNTHSP was the dependent variable. 
The findings may be a result of the fact that log CNTHSP is a 
poor indicator of HEARES vis-a-vis HSPEXP. The decision was therefore 
made to replace log CNTHSP as an indicator of HEARES. 
Table 5.3 presents selected statistical data for all possible 
blocks of HEARES indicators. The types of statistical data presented 
in Table 5.3 are exactly the same as that included in Table 4.8 when 
a replacement education indicator was being sought. The statistics 
include: Second-order partial within-block correlations, factor 
loadings, and the average estimate of the Costner (1969) consistency test. 
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Table 5.3. Identifying a replacement indicator for CNIHSP; A comparison 
of three blocks of Financial Resources for the Health Sector 
(HEARES) indicators on selected statistics 
ANALYSIS OF INDICATORS 
Indicator Within-block Factor Average estimate of 
blocks correlations loadings consistency tests 
LOCHLF -.241 .927^ (-.197) .108 
HSPEXP .4ir(-.202) 
LOCHSP .257 .754 .066 
HSPEXP .411 
CNTHLF .475 .942f(-.302) .097 
HSPEXP .411"(-.202) 
I^ndicator loads best on Factor II. Figure in parentheses is 
loading for factor I. 
I^ndicator loads best on Factor I. Figure in parentheses is 
loading for Factor II. 
On the basis of the data reported in Table 5.3, the variable, 
CNTHLF, vas selected to replace CNTHSP. The within-block correlation 
between CNTHLF and HSPEXP is greater than the correlation between the 
indicators in either of the other blocks. The mean estimate of the 
consistency tests for the CNTHLF-HSPEXP block is moderately high, but 
lower than the estimate for the LOCHLF-HSPEXP block. An interesting 
feature of the CNTHLF-HSPEXP block is that the indicators do not load 
best on the same factor extracted via residual factor analysis. CNTHLF 
loads best on the factor HSPEXP loads its poorest. 
Following the replacement, residual plots were examined for the 
equations in the model; violation of the assumption of linearity 
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occurred once again. The transformation of CNTHLF to log CNTHLF solved 
the problem. But unlike the case of log CNTHSP, the variable trans­
formation did not seriously affect the consistency between log CNTHLF 
and HSPEXP when the respective indicators assumed dependent variable 
status. Inconsistent multiple-partial coefficients were found in only 
two of the six instances where HEARES indicators were dependent variables. 
Tests with log ŒTHLF as _a replacement for CNTHSP 
Data in Table 5.4 indicate that the effect of replacing CNTHSP (the 
original indicator) with log CNTHLF appears to be minimal. The square 
of the multiple-partial correlation coefficients is compared when 
CNTHSP AND log CNTHLF are included as variables in twenty-seven equations. 
The reader will notice by perusing the data that the difference in the 
comparative percentage estimates is less than five percent in over nine 
of every ten tests. 
The complete set of assumption tests, with log CNTHLF replacing 
CNTHSP, is presented in Appendix F and summarized in Table 5.5. The 
format for summarizing Appendix F in Table 5.5 corresponds exactly to 
that used for summarizing Appendix E in Table 5.2, as discussed earlier 
in the chapter. 
Several of the findings in Table 5.5 also correspond to Table 5.2. 
Thirty-one of the assumptions tested in Table 5.2 were defined as 
consistent; the multiple-partials for each of these specific tests were 
either significant or insignificant at the .05 level. In addition, 
thirteen of the tests were inconsistent in that the reported coefficients 
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Table 5.4. Percent of remaining variance explained by the independent 
variable block of indicators after the control variable 
block of indicators has been included in the model; An 
analysis of the effect of replacing CNTHSP with Log CNTHLF 
PERCENT OF REMAINING VARIANCE EXPLAINED 
Assumption Indicator of the 
























































Variable not included in the equation 
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Table 5.4. (Continued) 
PERCENT OF REMAINING VARIANCE EXPLAINED 
Assumption Indicator of the 
test dependent variable With CNTHSP With Log CNTHLF 


















DI-PEFGH 23.7% 41.3% 
22.8% 
42.7% 













EI.PFGB 35.8% 34.3% 
35.6% 
34.5% 







"FH*PG 31.2% 10.3% 
27.5% 
9.1% 




Table 5.4. (Continued) 
PERCENT OF REMAINING VARIANCE EXPLAINED 
Assumption Indicator of the 





il 15.5% 14.1% 
2^ 16.2% 16.1% 
h. 53.5% 50.8% 
30.5% 28.6% 
il 10.3% 11.0% 
4 4.1% 4.0% 
il 11.2% 13.3% 
32 2.2% 2.1% 
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were statistically dissimilar. When log CNTHLF is used as a replacement 
indicator of CNTHSP, the overall findings did not change. As reported 
in Table 5.5, 31 of the 44 assumption tests are consistent; thirteen 
are inconsistent. 
Based upon Table 5.5, it appears that fit between the completely 
recursive model and the data is generally good. A relatively high 
proportion (70.5%) of the assumptions tested via multiple-partial 
correlation are statistically consistent. In addition, the only 
assumption tested with second-order partial correlations also proved 
statistically consistent. Only three of the assumption tests were 
unsupported by the data. 
As one examines the data in Table 5.5 even closer, the observer may 
notice the coefficients for the same general assumption test are often 
similar in terms of magnitude. The difference between the two co­
efficients is _< .150 in about three-fifths of the forty-five tests. 
Many of the tests showing the greatest difference in coefficient magnitude 
were those—not surprisingly—which represented inconsistent cases, 
where one coefficient attained statistical significance at the .05 
threshold while the other did not. Assumption tests #6,8, and 9 are 
particularly notable. 
Perhaps the finding that nearly three-quarters of the assumption 
tests were statistically consistent would be reason enough for declaring 
that the original model (as depicted in Figure 2.8) should be tested as 
is. The conclusion would thereby mean the model building activities 
undertaken to assess the fit between the model and the data have shown 
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Table 5.5 Multiple-partial correlation coefficients for the assumption 
tests in the model with Log CNTHLF as a replacement indicator 
for CNTHSP 
ASSUMPTION TESTS 
A^C.P * ° 
c^  = .309* 
Cg = .294* 
B^C-P ^  ° 
c^  = .093 
C2 = .449 
"7. fcD.P ^  0 
d^ = .652* 
dg = .554* 
A^D'PC ° 
d^  = .374* 
d^  = .591* 
B^D'PC * ° 
d^  = .768* 
d^  = .664* 
'^ CE'PD ^  ° 
e^  = .726* 
eg = .531* 
^AE'fCD * ° 
e^  = .374* 
e^  = .387* 
B^E'PCD ^  ° 
e^  = .277* 
2^ = .415* 
C^F.PDE ° 
f^  = .637* 
f^  = .430* 
A^F-PCDE ° 
f^  = .449* 
fg = .432* 
B^F.PCDE ° 
f^  = .419* 
±2 = .177 
C^G.PDEF ° 
= .144 
gg = .332* 
A^G'PCDEF  ^
g^  = .037 
gg = .126 
B^G'PCDEF ° 
g^ = .260* 
82 = .212 
C^H-PDEFG ° 
= .333* 
hg = .300* 
A^H'PCTEFG ° 
h^  = .495* 
hg = .164 
B^H.PCDEFG ^  ° 
h^  = .422* 
hg = .604* 
C^I.PDEFGH ° 
= .329* 
±2 = .254 
A^I»PCT)EFGH ° 
i^  = .308* 
ig = .467* 
B^I»PCDEFGH ^  ° 
i^  = .286* 
±2 = .246 
C^J.PDEFGSI ° 
= .441* 
jg = .341* 
8. AJ.PCDEFGHI f 0 
= .090 
32 = .535* 
B^J»PCDEFGHI ° 
3^  = .232 
= .382* 
D^E.P * ° 
e^  = .509* 
eg = .565* 
•Significant at .05 level. 
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Table 5.5. (Continued) 
ASSUMPTION TESTS 
25. D^F.PE ° 33. E^I-PFGH ^  ° G^J.PSI^  ° 
= .378* ±1 = .597* = .364* 
fg = .233 ±2 = .588* 32 = .145 
26. D^G.PEF ° 34. E^J.PFGHI ^  ° 
= .283* = .320* - = .410* 
gg = .376* 32 = .252 ±2 = -303* 
27. D^H-PEFG ^  ° 35. F^G.P ^  ° 
= .367* g^  = .349* = .312* 
= .365* gg = .462* 32 = .331* 
28. D^I.PEFGH ^  ° 
36. F^S'PG ^  ° I^J.P ^  0 
i^  = .477* = .579* = .344* 
i2 = .654* = .330* 32 = .558* 
29. D^J.PEFGHI ^  ° 
37. F^I.PGE ° 
= .376* 
jg = .388* 
= .109 
±2 = .122 
30. E^F.P ^  ° 38. F^J.PGHI 
= .540* = .376* 
fg = .303* 32 = .401* 
31. E^G'PF ^  ° 39. G^E'P ° 
= .344* 
gg = .320* 
= .713* 
= .534* 
32. E^H-PFG ^  ° 40. G^I'PH ^  ° 
= .403* i^  = .331* 
hg = .285* ±2 = .200 
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reasonably good fit. The finding that a majority of the estimates of 
fit were of similar magnitude might provide additional support for this 
decision. 
On the other hand, the analyst is still faced with a problem that 
should not be conveniently defined away; Approximately 30% of the 
tests were inconsistent, while about 40% of the coefficients were dis­
similar in terms of magnitude (i.e., with differences >.150). The old 
adage that "a half-full glass of water can also be viewed as half-empty," 
may apply here. Although 70% of the assumption tests were statistically 
consistent; three of every ten tests were not. 
Can the fit between the model and the data be improved? An attençt 
will be made to enhance fit through model revision. 
A Revised Model 
The major problem involving model revision is what should be done 
about the inconsistent tests. It may be inappropriate to classify 
inconsistent tests with consistent tests; if the decision were made to 
do so, there would be little reason to revise the original model. 
Another option would be to take the empirical findings presented in 
Table 5.5 into advisement and, using these data as frame of reference, 
reevaluate the original model from a theoretical perspective. This 
will result in a "trimmed" model that can be reassessed in terms of fit. 




The dependent variables, and their hypothesized predictors in the 
revised model, are presented in Table 5.6. Eight dependent variables 
are retained following revision, the same as in the original model. 
The causal flow of the model is also unchanged, as indicated in Table 
5.6; the Level of Education (EDUCATE) is the first of eight endogenous 
variables in the model and also the initial dependent variable. Health 
Status (HEASTA) remains as the ultimate (or final) dependent variable. 
Neither the Human Resource (HIMRES) nor Economic Resource (ECORES) 
Dimensions are included in the revised model as dependent variables; they 
are correlated, exogenous variables. As previously mentioned, these 
two variables are presumed to be caused by phenomena outside the model, 
yet cause several variables in the model. 
The revised model represents a "trimmed" theoretical framework. 
Table 5.6 shows that various predictors included in the original model 
are dropped from seven of the eight equations. Only where the Level of 
Employment (EMPLOY) is the dependent variable, are the predictor 
variables the same in both the original and revised models. As many 
as four variables are deleted as predictors of a dependent variable in 
the revised model as compared to the original model. 
The exogenous variables—HDMRES and ECORES—manifest a much different 
causal pattern in the revised model. ECORES is deleted from five 
equations; HDMRES is dropped as a predictor from three equations. The 
primary reason for deletion in the case of ECORES is that the effect of 
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Table 5.6. Dependent variables and associated predictors suggested for 
reassessing the fit between the model and the data 
PREDICTOR VARIABLES 
Dependent 


















































the economic base on many of the variables Is hypothesized as being 
mediated through the Level of Employment (EMPLOY). Therefore, ECORES 
is not viewed as having a direct effect on the Level of Income (INCOME), 
Health Resources (HEAEES) , or the Utilization of Health Services 
(HEADTL). Yet EMPLOY is hypothesized as having a direct effect on each 
of these variables. On the other hand, both ECORES and EMPLOY are 
viewed as having a direct effect on the Structure of Health Services 
(HEASTR) and Health Status (HEASTA). 
HDMRES is depicted as directly effecting all the variables represent­
ing the aggregate level of well-being In non-health sectors, viz., 
EDUCATE, EMPLOY, INCOME and HOUSE. But only one component of the health 
sector—HEAUTL—is hypothesized as being directly effected by the 
sociodemographic characteristics of the population. 
The Level of Education (EDUCATE), much like HDMRES, is considered 
a causal force for the aggregate well-being of the populous in non-
health sectors, while playing a non-causal role in several of the comr-
ponents of the health system. Unlike HDMRES, however, EDUCATE is seen 
as a determinant of HEASTA. Therefore, EDUCATE is the only variable in 
the model conceived as having an effect upon the aggregate level of 
well-being from a comprehensive perspective; EDUCATE is hypothesized as 
causing the Level of Employment (EMPLOY), Level of Income (INCOME), 
Level of Housing (HOUSE), as well as Health Status (HEASTA). 
The Level of Income (INCOME) is conceptualized as a causal 
determinant of the basic goods and services Included in the model, viz., 
housing (HOUSE) and health services (HEARES, HEASTR, AND HEAUTL). 
168 
The effect of INCOME on HEASTA is mediated via HOUSE, HEASTR, and 
EEAUTL—three of the commodities presumed to be caused by INCOME. 
The Level of Housing (HOUSE) may be conceived as one indicator of 
the economic well-being of the aggregate. As such, HOUSE is hypothesized 
as a determinant of two of the basic conçonents of the health sector— 
the financial resources devoted to health services (HEARES) and the 
extent of available health services (HEASTR). The effect of HOUSE on 
HEAUTL is mediated through its effect on HEASTR, but as an indicator 
of economic well-being, HOUSE (together with other measures of economic 
well-offness—SCORES and EMPLOY) has a direct effect on HEASTA. 
Three components of the health sector (or system) are included in 
the model. These components include: HEARES, HEASTR, and HEAUTL. 
The financial resources used to purchase health services 
(HEARES) is defined as a determinant of HEASTR, and through this relation­
ship, HEARES is hypothesized as having an indirect effect on HEAUTL and 
HEASTA. HEASTR, on the other hand, is seen as causing both health 
service utilization (HEAUTL) and the status of health (HEASTA). HEAUTL 
also is presumed to have a direct effect on HEASTA. 
The relationships among the ten variables in the revised model are 
summarized in Figure 5.2. 
Assumption and prediction tests for the revised model 
The reader will recall the question we raised when the decision 
was made to revise the original model: Can the fit between the model 










Figure 5,2, Revised model based upon the assumption teats for the completely recursive model 
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found in Appendix G where the results of the tests of fit are reported 
for the revised model. Data in Appendix G are summarized in Table 5.7. 
Since the revised model is no longer completely recursive, 
prediction tests (as well as assumption tests) will now be required to 
assess the degree of fit. A total of 29 assunçtion tests and 16 prediction 
tests are required to fully evaluate the degree of fit between the revised 
model and the data. The results of the 45 tests are reported in Table 5.7. 
The findings of the assumption tests indicate an extremely good fit 
between the model and the data. Of the 29 tests, only one assumption 
C#18) fails to statistically support the hypothesized relationship at the 
.05 level. In the revised model, the Level of Employment (EMPLOY) 
was conceptualized as a determinant of Health Status (HEASTA). However, 
the results of assumption test #18 show that the effect of EMPLOY on 
HEASTA is such that after the effect of POP, HEASTR, and HEAtJTL are 
controlled, the EMPLOY indicators fail to explain a statistically 
significant amount of the remaining variance in either of the indicators 
measuring HEASTA. 
The results of the prediction tests are far less impressive. Only 
5 of the 16 predictions in the model are supported by the data. In 
these 5 tests, the block of indicators measuring the independent variable 
does not explain a significant amount of the variance remaining in the 
indicators of the dependent variable after control blocks of indicators 
have explained all the variance they can. This is as predicted. 
However, 9 tests result in inconsistent findings; the multiple-partial 
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Table 5.7. Multiple-partial correlation coefficients for the assumption 
and prediction tests in the revised model 
ASSÎMPTION TESTS PREDICTION TESTS 
r t = .468* 
r , =-.264* 
r , = .382* 
A^C»P * ° 
c^  = .309* 
c^  = .294* 
A^P.PC ^  ° 
d^  = .374* 
= .591* 
A^E'PCD  ^
e^  = .374* 
Gg = .387* 
A^F'PCE ^  ° 
f^  = .306* 
fg = .442* 
A^I»PDE ° 
i^  = .273* 
ig = .496* 
B^D.P ° 
d^  = .778* 
dg = .752* 
B^H«PD ^  ° 
h^  = .336* 
h^  = .472* 
= .562* 
32 = .572* 
rCD.P ^  0 
d^  = .652* 
dg = .554* 
C^E-PD  ^0 
e^  = .726* 
e^  = .531* 
C^F'PE ^  ° 
f^  = .542* 
' f^  = .304* 
C^J-PDF ° 
= .662* 
jg = .598* 
D^E-P ^  ° 
6 .  
8 .  
e^  = .509* 
e^  = .565* 
T = 0 
AG-PDEF 
Sj_ = .019 
§2 = .126 
T = 0 
AE.PDEF 
h^  = .352* 
hg = .196 
A^J'PCDFI ° 
3j_ = .217 
~ .465* 
B^C'P ° 
c^  = .093 
C2 = .449* 
B^E-PD ° 
e^  = .135 
e^  = .235 
B^F*P ° 
f^  = .635* 
f^  = .269* 
B^G»PD ° 
= .241 
§2 ^  
T — 0 
BI'PDH " 
i^ = .218 
ig = .284* 
*Significant at the .05 level. 
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Table 5.7. (Continued) 
ASSUMPTION TESTS PREDICTION TESTS 
15. D^G'PE ^  ° 23. F^G.P ° 9. 
r =0 
C^G^ PDEF 
= .316* g^  = .349* g^  = .144 
§2 = .425* g2 = .462* gg = .332* 
16. D^H-PEG ^  ° 24. F^H.PG ^  ° 10. 
X = 0 
CH.PDEF 
= .425* 




hg = .233 
17. D^I'PEH ° 25. F^J.PS ^  ° 11. C^I'PDE ^  ° 
i^  = .526* = .382* i^  = .493* 





D^J'PHI ° 26. G^S'J ^  ° 12. D^F.PE " ° 
= .233 = .713* = .378* 
= .233 hg = .534* ±2 = .233 
19. E^F'P ° 27. H^I'P * ° 13. E^J'PFHI " ° 
= .540* i^  = .410* = .375* 
fg = .303* ±2 = .303* j g  = .266* 
20. E^G'PF ° 28. H^J.PI ^  ° 14. F^I«PH " ° 
= .344* = .312* = .098 
gg = .320* h = '331* ±2 = .142 
21. E^H-PFG ° 29. I^J.P + ° 15. G^I.PH " ° 
= .403* = .344* = .331* 
hg = .288* 22 = .558* ±2 = .200 
22. E^I-PH ° 16. G^J'PS " ° 
i^  = .511* 3^ = .233 
±2 = .545* 32 = .056 
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correlation for the test with one indicator of the dependent variable 
in each of these 9 cases is statistically significant, whereas the 
coefficient is insignificant for the test with the other indicator 
of the dependent variable. 
An even more serious problem involves the findings from 2 of the 
prediction tests (#6 and 13). In both of these cases, data do not support 
the hypothesis that the multiple correlation between the block of indica­
tors measuring an independent variable and each of the respective 
indicators of the dependent variable is equal to zero after controlling 
for the effects of other predictor variables. More specifically, data 
show that the multiple correlation between the Level of Employment (EMPLOY) 
and the Level of Housing (HOUSE), after controlling for population size 
(POP), is significantly greater than zero at the .05 level. In addition, 
the multiple correlation between the Level of Income (INCOME) and Health 
Status (HEASTA) is also significantly greater than zero at the same 
statistical threshold after the effects of population size, the Level of 
Housing, the Structure of Health Services, and the Utilization of Health 
Services, are removed from both variables. 
Comparison of the Original with the Revised Model 
How well do these results compare with the original model? 
Although the fit is far from ideal between the revised model and the 
data, there are several reasons to believe the fit is somewhat superior 
to the original model. The fit was assessed for both models "«-i45 
tests; yet hypothesized relationships in the revised model were supported 
in 73.3% of the cases, as compared to 64.4% for the original model. 
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In other words, four additional relationships were correctly fitted in 
the revised model vis-a-vis the original model. Furthermore, the 
proportion of inconsistent tests is lower in the revised model. Nine 
of the 45 tests in the revised model are defined as inconsistent; 13 
tests are inconsistent in the original model. The comparative per­
centages are therefore 20.0% inconsistency for the revised model and 
28.8% inconsistency for the original model. A very low percentage of the 
tests in both models failed to correctly depict the relationship among 
the variables. The results of three tests in both the original and revised 
models (6.6%) showed that hypothesized relationships did not fit the 
data. 
What do these overall findings mean? Can we assert that the 
revised model represents a better fit with the data than the original 
model? One answer is a qualified "yes." Another answer is: Maybe. 
The model testing procedures undertaken in the following chapter 
will primarily focus on the revised model. However, the original 
model will not be jettisoned. Several tests of both models will be 
performed and compared. 
175 
CHAPTER 6. 
MODEL TESTING; THE INDEX APPROACH 
The measurement approaches typically used in the social sciences— 
the single indicator, index and multiple indicator approaches"*^ ere 
briefly discussed in Chapter 4. Of these three options, the multiple 
indicator approach has been exclusively used in this study. A 
methodological strategy developed by Sullivan (1974) was used to select 
the "best" indicators from among a larger set in order to measure the 
constructs of a macrosociological health model. An additional technique, 
using multiple-partial coefficients, permitted evaluation of the 
degree of fit between the model and the data when the constructs were 
measured by the selected multiple indicators. 
The purpose of Chapters 6 and 7 is to test the revised model. 
The multiple indicator approach will be used as the basis for testing 
in Chapter 7. Unfortunately, the multiple indicator approach is 
not well-developed with regard to model testing. The author knows 
of only one major study (and an unpublished work at that) where a 
complex causal model has been tested using multiple indicators. 
Causal model testing in the social sciences has been limited— 
until very recently—to tests where single indicators and/or indices 
are used in measurement. Hence, it is convenient to apply several 
"standard" techniques and test the model using one of these traditional 
measurement approaches. The original and revised macrosociological 
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health models will therefore be tested and compared in this chapter 
using the index approach. 
The multiple-indicator approach will continue to be emphasized; 
substantive interpretations and policy implications pertaining 
to the test of the revised model using multiple indicators will be 
considered in the following chapter. 
Model Testing via the Index Approach: Some Alternatives 
Index measurement, as Jacobson and Lalu (1974) have observed, 
is perhaps the most popular measurement approach in the social sciences. 
As noted in Chapter 4, however, use of the index approach can promote 
potentially serious methodological and substantive problems. 
Index measurement is actually a generic classification for a 
family of similar approaches which numerically summarize multiple 
estimates in a single estimate. For example, factor loadings extracted 
for variables via factor analysis can be summarized, for each factor, by 
a composite index called a "factor score" (Kaiser, 1962). The 
correlation between two sets of multiple variables can be represented 
in a single estimate by canonical correlation (Warwick, 1975; Anderson, T 
1958; Van der Geer, 1971). A single estimate of the correlation 
among a number of variables could also be obtained by calculating 
the mean correlation; so that if constructs A and B are measured by 
indicators a^  and a^ , and b^  and b^ , respectively, one way to arrive 
at an unweighted estimate of the correlation between A and B is: 
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r , + r , 4 - r , + r ,  
2^^ 2 
The index option selected for use in this study is the standardized 
composite approach. The values of the two indicators measuring each 
of the constructs in the health model were added together, thus forming 
10 composites. However, prior to the consummation of the indicators in 
a summary measure, the values of each indicator were divided by the 
standard deviation. The need for standardization resulted from the 
inspection of descriptive statistics (i.e., means and standard deviations). 
These data showed that the indicators measuring the same construct 
had relatively equal variances in very few cases. For example, the 
two indicators measuring Economic Resources (LOANS and UNITS) had 
highly dissimilar standard deviations, as noted in Appendix B. 
Unequal variances, particularly of such great magnitude, can seriously 
affect the results of regression analysis. This concern pertains 
to the assumption of homoscedasticity (Blalock, 1972:430). 
Since population size has been introduced in the analysis as a 
possible confounding factor, the standardized composites for each of 
the ten constructs in the model were correlated with each other after 
controlling for population size. The control variable—heretofore 
measured by the multiple indicators P0P70 and P0P75—also represented 
a composite. The composite was created by summing POP70 and P0P75. 
The correlations among the ten standardized composites, controlling 
for population size, yielded a 10 x 10 matrix of partial correlation 
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coefficients. Itie resulting matrix was used as the data input for the 
computer solution of the regression equations in the original and 
revised macrosociological health models. 
Test of the Revised Model Using Standardized Composite Indicators 
The standardized regression coefficients and multiple correlation 
coefficients for the equations in the revised model are presented in 
Table 6.1. Standardized, rather than unstandardized, regression 
coefficients were used for comparative purposes. The standardized 
* 
coefficient, or beta weight (b ), " . . . indicates the amount of 
change in the dependent variable which is associated with a unit 
change of the independent variable when other independent variables 
are taken into account" (Loether and McTavish, 1974:314). The unit 
change is in terms of standard deviations. The standardized coefficient 
is also preferred when variables in the model are measured in different 
units (e.g., people, houses, dollars, etc.), as is the case in the 
present study (Kim and Kohout, 1975b).~ 
There is a considerable range in the proportion of the variance 
explained by the predictors in the respective equations, after 
population size has been taken into consideration. The proportion of 
explained variation is measured by the square of the multiple correlation 
2 
coefficient (R ). Very little of the variation in the dependent variable 
is explained by the independent variables in the equations where the 
•fright (1960) notes several weaknesses associated with the 
standardized regression coefficient. But in most path (or causal) models, 
it is customary to use standardized coefficients as path coefficients. 
Table 6.1. Standardized regression coefficients and multiple correlation coefficients for the 
equations in the revised model 
DEPENDENT VARIABLES 
Independent 
variables *3 ^4 *5 *6 ^7 ^8 ^9 ^10 
- HUMRES .106 -.182*** .107 .231* XXX® XXX® -.305*** XXX® 
Xg - ECORES XXX® .681*** XXX® XXX® XXX® .485*** XXX® 
.515*** 
X^ - EDUCATE .319*** .454*** -.328* XXX® XXX® XXX® 
-.177 
X, - EMPLOY 
4 
— — — — .470*** XXX® .029 .171 .786*** .003 
X^ - INCOME .151 .096 .282*** -.261* XXX® 
X, - HOUSE .258* -.172** XXX® .022 
Xy - HEARES — — — .098 XXX® XXX® 
Xg - HEASTR .168 -.023 
Xg - HEAUTL — - .444*** 
Xj^Q- HEASTA 
R .106 .883 .855 .316 .276 .890 .809 .777 
R^ .011 .780 .731 .100 .076 .793 .655 .603 
^Variable not excluded in the equation. 
* 
Significant at .05 level, 
*A 
Significant at .01 level. 
Significant at .001 level. 
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Level of Education (X^ ), Level of Housing (Xg), and Financial Resources 
in the Health Sector (X^ ) are dependent variables. No more than 10% 
of the total variation (after population size) is explained in any of 
these variables. On the other hand, a fairly substantial proportion 
of the variance (after controlling for population size) is explained 
in the dependent variables in the remaining five equations. About 60% 
of the variation is explained in Health Status (X^ Q); as much as 79.3% 
is explained in the Structure of Health Services (X^ ). 
O 
As could be expected, few predictors attain statistical significance 
2 
at the .05 level in those equations with relatively low R values. 
Data show that the Level of Education (EDUCATE) is a significant 
predictor of the level of well-being in three of the four other well-
being areas represented in the model. As will be explained, the 
negative beta value for the effect of EDUCATE on HEASTA (x^ )^ is as 
hypothesized. However, the inverse relationship between EDUCATE and 
HOUSE was unanticipated. Also as hypothesized, the strongest predictor 
of the Level of Employment (X^ ) is Economic Resources (ECORES) and, 
in turn, the largest standardized regression coefficient among the 
predictors of the Level of Income (X^ ) is associated with EMPLOY. The 
suggested impact of INCOME on the Level of Housing, Financial Resources 
for the Health Sector, the Structure of Health Resources, mnH the 
Utilization of Health Services (variables X^  - Xg), after controlling 
for other theoretically-relevant variables, does not appear strong. 
Of particular interest, is the inverse relationship between INCOME and 
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HEAQTL, whereas the EMPLOY composite manifests a substantial, positive 
effect on HEAUTL. 
Health Status (X q^) is the ultimate dependent variable in the 
model. Negative indicators (the number of deaths due to malignant 
neoplasms and cardiovascular deaths, respectively) are used to measure 
Health Status (HEASTA.) in this study. Therefore, variables representing 
forces which enhance the level of aggregate health should possess 
negative coefficients. However, only two of the six predictors— 
EDUCATE and HEASTR—manifest negative beta weights. Neither of these 
coefficients are significant at the .05 level. On the other hand, 
two variables appear to be relatively strong predictors of negative 
health status-—ECORES and HEAUTL. The HEAUTL finding is particularly 
Surprising since one might expect that as the use of health services 
increases, so would the level of health. The data do not support 
this assumption. 
Several of the findings presented in Table 6.1 are recorded in 
diagram form in Figure 6.1. Standardized regression coefficients 
(path coefficients) and residual path coefficients (e^ ) are depicted 
in the figure for each equation in the model. The residual path 
coefficient represents the amount of variance in the dependent variable 
resulting from variables not included in the equation. The residual 
path coefficient can be computed by taking the square root of the 
square of the multiple correlation coefficient after subtracting that 
value from unity; the square of this quantity is then equal to the 











e -.587 REAUTL 
.515*** 
eg".630 
Figure 6.1. Path coefficients and residual path coefficients for the revised model 
*Slgnlfleant at .05 level. 
**SignlflcBnt at .01 level. 
***Slgnlflcant at .001 level. 
CD K) 
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proportion of the total variation in the dependent variable due to 
residual causes (Duncan, 1966). 
Quite obviously, there is an inverse relationship between the 
magnitude of the square of the multiple correlation coefficient and 
the proportion of the variance explained by residual causes. 
Equations where EDUCATE, HOUSE and HEARES are the dependent variables 
2 
show low R values and high residual path coefficients. In fact, 
nearly 99% of the variation in EDUCATE is caused by variables outside 
the model. On the other hand, 20.7% of the variation in HEASTR is due 
to residual causes. 
Comparison of results using different sets of indicators to measure 
the same construct 
As the findings of the revised model are evaluated, it might prove 
interesting to raise an additional question: Would the results have 
been appreciably changed if different indicators had been used to 
measure the constructs in the model? Given the rationale for proceeding 
through the "best" indicator selection criteria, the answer should 
be "yes." But how much change would have resulted? We shall respond 
to this question by focusing on the equation in the model where 
Health Status is the dependent variable. 
During the review of health indicators in Chapter 3, it was noted 
that infant death indicators are often viewed as sensitive barometers of 
health status. As described in Chapter 4, however, indicators of 
mortality among the general populous were ultimately selected to 
184 
measure health status in this study. Standardized regression coeffi­
cients and various correlation coefficients are compared in Table 6.2 
when indicators of mortality in the general population and the infant 
cohort are used to measure Health Status (HEASTA). While the partial 
correlations between the indicators measuring the respective blocks of 
HEASTA indicators (r.. ) are high, the multiple correlation coeffi-
cients for the two blocks are appreciably dissimilar. Approximately 
60% of the variation in HEASTA (after population size) is due to the 
six predictors in the model when the MALIGDTH/GABDTH composite is the 
indicator of the dependent variable, about 24% of the variation is 
explained when the infant mortality composite (the number of infant 
and neonatal deaths) is used to measure HEASTA. The reader will also 
note a general lack of consistency when comparing the standardized 
Table 6.2. Conçarison of standardized regression coefficients, multiple 
correlation coefficients, square of the multiple correlation 
coefficients, and partial correlation coefficients for two 
different blocks of indicators measuri'i^  HEASTA: Revised model 
Independent HEASTA INDICATORS 
variables MALIGDTH + CARDTH INFDTH + NEODTH 
ECORES .515* .043 
EDUCATE -.177 .031 
EMPLOY .003 -.166 
HOUSE .022 .198* 
HEASTR -.023 -.009 
HEAUTL .444* .537* 
R .777* .488* 
r2 
.603* .239* 
i^j 'P .655* .892* 
* 
Significant at the .05 level. 
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regression coefficients reported in Table 6.2. Only the HEAUTL 
coefficients are of the relatively same magnitude and direction. 
Should these findings cause consternation? Perhaps not. The 
criteria of selection undertaken in Chapter 4 indicated, all things 
taken into consideration, that CAEDTH and MALIGDTH were the "best" 
indicators of HEASTA vis«a «vis the other indicators analyzed (which 
included INFDTH and NEODTH). In addition, the difference in results 
must be ultimately interpreted from a substantive perspective. It 
may well be that factors such as Economic Resources and the Level 
of Education are better predictors of the level of mortality among 
the general population. 
Comparison of results using ratio and non-ratio variables One of 
the major methodological features of this study, as discussed in 
Chapter 3, is the extensive use of non-ratio indicators as compared to 
ratio indicators. Basic methodological and substantive reasons were 
advanced as to why the non-ratio approach was preferred. Data reported 
in Table 6.3 compare the results of one of the equations in the 
revised model when non-ratio and ratio indicators are used to measure 
2 the same phenomenon. Attention is again directed to the HEASTA 
equation. 
The comparison yields several similarities and differences. While 
the multiple correlation, and its square, is appreciably higher in the 
2 
All fourteen indicators included in the equation were transformed 
from non-ratio to ratio variables. 
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non-ratio option, the standardized regression coefficients for ECORES 
and EDUCATE are relatively similar. Of particular note, is the fact 
that negative coefficients associated with the ratio approach are 
not generally found when compared with the results of the non-ratio 
option (the exception being that of EDUCATE). Large differences in 
coefficient magnitude are evidenced in the comparison of the HOUSE 
and EEAQTL estimates. 
Table 6.3. Comparison of standardized regression coefficients, multiple 
correlation coefficients, and square of the multiple 
correlation coefficients for ratio and non-ratio indicators 
of HEASTA and its hypothesized determinants: Revised model 
Independent INDICATORS 
variables MALIGRTE + CARDRTE MALIGDTH + CARDIE 
ECORES .214* .515* 
EDUCATE -.118 -.177 
EMPLOY -.191 .003 
HOUSE -.462* .022 
HEASTR .096 -.023 
HEAUTL .040 .444* 
R .593* .777* 
R2 
.352* .603* 
*Significant at the .05 level. 
The finding that several of the estimates are similar, while others 
are highly dissimilar, is not surprising. As described in Chapter 3, 
when ratios are exclusively used in regression analysis predictors 
explain changes in rates. On the other hand, if independent and dependent 
variables are measured by non-ratios, predictors explain changes in 
"the nxmibers of" a phenomenon. In some instances, the prediction of 
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rates and non—rates of the same phenomenon for the same time-period 
will yield similar results; in other situations, the results will be 
dissimilar. Perhaps the most important question to ask here is in 
which substantive (and policy) frame of reference does the analyst 
prefer to interpret and discuss research findings—changes in terms of 
rates or numbers? 
Comparison of the Original and Revised Models; Another Look 
The original and revised models were briefly compared in Chapter 5 
in terms of goodness of fit between the model and the data. Based upon 
that comparison, the revised model was assessed as slightly superior to 
the original model. Data presented in Tables 6.4-6.6 offer several 
additional comparisons of the models. 
The models are compared, equation by equation, in Table 6.4 with 
regard to differences in the square of the multiple correlation 
2 
coefficient (R ) and the standard error of the estimate (SEE). As 
2 indicated earlier, the R represents the proportion of the variation 
in the dependent variable (after population size) explained by the 
predictors in the equation. The standard error of the estimate deals 
with absolute, rather than proportional, explained variance (Blalock, 
1972). SEE is simply the square root of the residual mean square 
(Draper and Smith, 1966:118). Small SEE's indicate, in a comparative 
sense, that the prediction of the equation is relatively precise; 
smaller SEE's are therefore usually more desirable than larger SEE's. 
If the SEE has decreased for the respective equations following revision. 
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Table 6.4. Comparison of the original and revised models; Analysis 
of equations via the square of the multiple correlation 
coefficient and standard error of the estimate 
PREDICTORS IN THE EQUATIONS ANALYSIS OF EQUATIONS 
2 Dependent Original Revised R SEE 










































































Table 6.4. (Continued) 
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then the analyst can be somewhat confident that the precision of 
estimation has been improved via model building. 
The revised model is superior to the original model in terms of 
2 
R comparison. It appears the independent variables deleted from the 
original model, through model building, explain very little variance 
in the dependent variable over and above the amount explained by the 
predictors retained in the revised model. For example, the four 
predictors of INCOME in the original model accounted for 74.1% of 
the variance in that variable after population size. One of those 
predictors—ECORES—was dropped from consideration during the model 
2 building process. When the R of the original and revised models are 
2 
compared for that equation, the difference in R is 1.0%. Other differ-
2 
ences in R between the two models are: .6% for HOUSE, 8.2% for HEARES, 
1.5% for HEASTR, 3.8% for HEAUTL, and 6.9% for HEASTA. The only case 
2 
where the R of the original model is appreciably higher is for the 
EDUCATE equation; the sole predictor retained in the revised model 
explains almost none of the variance in the dependent variable. 
2 Given the comparative R values for the EDUCATE equation, one 
might also expect that the SEE in this case would be lower for the 
original model as compared to the revised model; data support this 
assumption. Since the predictors included in the EMPLOY equation are 
2 the same, before and after revision, the comparative R and SEE 
values are identical. In four of the remaining six equation, however, the 
SEE's in the revised model are smaller than the original model S EE's. 
Only in the HEASTR equation is the revised model SEE considerably 
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greater than the original model SEE; the SEE in the revised model is 
approximately twice as large. 
Another comparison of the original and revised models might prove 
useful. The conceptual framework upon which the models are based involves 
three classes of variable that theoretically determine health status : 
The resource base, the level of well-being in non-health sectors, and 
health system factors. Each of these components were explicated in 
Figure 2.7. The resource base was represented by Human and 
Economic Resources; the level of well-being in education, employment, 
income and housing were characterized as factors that can affect 
health status; and the health system determinants were portrayed in 
terms of three mutually interrelated aspects—financial resources 
devoted to the health sector, the health service structure, and the 
utilization of available health services. 
Data recorded in Table 6.5 show that the multiple correlation 
coefficient, and its square, is very similar for the original and 
revised models when HEASTA is regressed only on those variables which 
constitute the respective components of the conceptual framework. 
For example, 48.5% of the variation in HEASTA (after population size) is 
explained by the Resource Base variables—HDMEES and SCORES—when HEASTA 
is regressed on those two variables alone. HDMEIES was dropped as a 
Resource Base variable during the model building phase. In the revised 
model, therefore, HEASTA is regressed only on ECORES—the sole 
remaining measure of the Resource Base. The proportion of the variance in 
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HEASTA. explained by SCORES is about 46% in the revised model. Hence, 
the deletion of HDMRES from the revised equation did not seriously 
affect R^ . 
Similar findings are evident when HEASTA is regressed on the 
variables measuring the remaining two components of the framework. 
Four variables represent aggregate well—being in non-health sectors 
in the original model; one of these variables (INCOME) was dropped 
via model building. When the original and revised models are compared, 
2 the difference in R is less than one percent. The difference between 
the revised and original models with regard to the proportion of variance 
explained in HEASTA due to health system factors is about 2.5%. 
Six of nine possible predictors of HEASTA were retained after 
assessing the fit between the model and the data. Although there was 
no intention to do so, each of the three deleted predictors measured 
one of the three major components in the conceptual framework. A 
2 
conçarison of R values suggests that deleted indicators add very 
little to the explained variation in HEASTA above what is explained by the 
variables retained as a result of model building. 
A final comparison of the original and revised models asks the 
following question: What proportion of the remaining variance in HEASTA 
is explained by variables measuring each of the three components of 
the conceptual framework after the variables measuring the other two 
components are included in the equation? The data required to answer 
this question are reported in Table 6.6. 
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Tàble 6.5. Standardized regression coefficients, multiple correlation 
coefficients, and square of the multiple correlation 
coefficients for the original and revised models by component 
of the conceptual framework: Health Status (HEASTA) as 
dependent variable 
COMPONENTS IN FRAMEWORK 
Independent Resource Non-health Health 











R .696* .656* .724* 
R2 .485 .430 .524 
Revised model 




INCOME XXX^  
HOUSE .058 
HEARES XXX^  
HEASTR .206* 
HEAUTL .577* 
R„ .681* .652* .710* 
R-' .464 .425 .504 
Variables not included in the revised model. 
* 
Significant at the .05 level. 
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The square of the multiple-partial correlation coefficients 
presented in Table 6.6 (in the boxes) show that a larger proportion of 
the remaining variance in HEASTA is explained by health system factors 
than either of the other components of the conceptual framework. 
2 In addition, the R for the reduced-form equations are again very 
similar when the original and revised models are compared. For 
example, when HEASTA is regressed on the full complement of non-health 
area and health sector variables, about 58% of the variation (after 
population size) is explained. Two of these predictor variables were 
2 dropped via revision (INCOME and HEASES); but the R drops less than 
four percent. 
One of the methodological advantages of presenting the reduced-
form equation (as in Table 6.6) is that the beta weights for the same 
predictors can be compared across reduced—form equations and, ultimately, 
with the full-model in terms of both coefficient magnitude and 
direction. Several findings are of particular interest when the 
equations for HEASTA in the revised model are compared in Table 6.6. 
The coefficients for ECORES, HOUSE, and HEAHTL are relatively consistent 
across equations. On the other hand, the coefficient for EMPLOY 
fluctuates across equations; while the full-model estimate of the 
relative effect of EMPLOY on HEASTA is .003, the estimate when HEASTR 
and HEAUTL are excluded from the equation is .357. This finding would 
seem to indicate that the effect of EMPLOY on HEASTA might have been 
statistically significant if HEASTR and HEAUTL had not been included 
in the full-model. 
Table 6.6. Standardized regression coefficients, square of the multiple-partial correlation 
coefficients, and square of the multiple correlation coefficients for the original 
and revised models by component of the conceptual framework: Health Status (HEASTA) 
as dependent variable 
REDUCED-FORM EQUATIONS 
Component of Independent Resource Non-health Health Full 































































































R .543* .586* .516* .603* 
R^epresents the square of the multiple-partial correlation coefficient for the block of 
respective independent variables. 
V^ariable not included in the revised model. 
T^here is no multiple-partial correlation coefficient in this case, since only one variable 
(ECORES) has been added in the last step of the equation. Therefore, no "block" of variables 
exists. However, the change in r2 when ECORES is added to the model is 6.0%. 
* 
Significant at the .05 level. 
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Evaluation of the Revised Model 
Two techniques will be used to evaluate the eight equations in the 
revised model. The first approach—the application of Wright's (1960) 
theorem for partitioning explained variance—permits the researcher 
to isolate the proportion of the variance explained in the dependent 
variable due to the unique contribution of each of the predictor 
variables. The second approach—the decomposition of the dependent 
variable using the Alwin and Hauser (1975) approach—involves .the 
partitioning of the totkl effect of a predictor on a dependent variable 
into direct and indirect components. The indirect effect measures the 
effect of a predictor on a dependent variable as mediated through 
other predictors. 
These two model evaluation techniques are not without disadvantages. 
Both approaches have been criticized (see, for example, Lewis-Beck and 
Mohr, 1976), but offer valuable avenues by which to generate useful 
information concerning the model under analysis. A number of the 
disadvantages (weaknesses) associated with the Alwin and Hauser (1975) 
approach appear to be particularly salient when the technique was 
employed in this study. These weaknesses will be discussed. 
Application of Wright * s theorem for partitioning explained variance 
The work of Sewell Wright (1921;1934) has been adapted by social 
scientists (Duncan, 1966; Land, 1969) as the basis for contemporary 
causal modeling. As previously mentioned, regression analysis is the 
fundamental statistical technique used in causal modeling and path 
analysis. The square of the multiple correlation coefficient in 
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regression analysis represents the proportion of the total variance 
in the dependent variable explained by the respective predictors 
when taken together as a group. However, a relevant question still 
\ 
remains unanswered: How much of this explained variance is uniquely 
explained each predictor? 
Wright focused attention on this question in a journal paper on 
path coefficients published in 1960. In that article, Wright argued 
2 
that R is partially determined by the sum of the square of the path 
coefficients. Wright (1960) elaborated: 
Assuming linearity, the squared correlation coefficient 
measures the portion of the variance of either of 
the two variables, that is controlled directly or 
Indirectly, by the other, in the sense that it gives 
the ratio of the variance of means of one for given 
values of the other to the total variance of the 
former .... Correspondingly, it gives the 
average portion of the variance of one that is lost 
at given values of the other .... /The/ ... equa­
tion . . . /is/ ... : 
•^ 00 = 1 + ='o/' •= ' J 
where: p = b*; 
o = dependent variable; 
j,k,u = Independent variables. 
2 One multiplying both sides by it may be seen that 
the squared path coefficients measure the parts of 
«0^  that are completely determined by the indicated 
factors while the other terms (which may be negative) 
measure correlational determination. 
Perhaps an Illustration of Wright's theorem might help elucidate 
the significance of the contribution. In a recent study of 
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interorganlzational dyads, Paulson (1976) hypothesized that 
cooperative interaction among organizations (X^ ) is due to .several 
factors. These factors include: Goal differences (X^ ), status 
differences (X^ ), resource differences (X^ ), perceived domain consensus 
(X^ ), and perceived competition (X^ ). Given our interest, we can 
raise the following question: How much of the explained variation in 
cooperative interaction (Xg) is due to the unique contribution of each 
3 
of the five variables (X^  - X^ ) hypothesized as predictors? 
According to Wright, the square of the multiple correlation 
2 
coefficient 2^ 2345 this case) is partially determined by the sum 
of the square of the path coefficients. Therefore, the unique con-
2 
tribution to Rg *22345 by each of the five independent variables in the 
example can be expressed as follows: 
For X^  = tg2^ 2345 
X = b* 2 
2 62*1345 
X = b* 2 
3 °63'1245 
X - b* 2 
4 64*1235 
X = b* 2 
5 65.1234 
3 
The Wright theorem was not applied by Paulson in his published 
study. 
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The sum of the unique effects for all five variables is equivalent to 
the total unique contribution of the predictors when taken as a group. 
2 
But ^ 5,22345 not completely determined by the sum of the square 
of the beta weights. The remaining variance is due to the joint 
contributions of the independent variables. The general formula 
for isolating any one joint contribution is; 
_ * * 
2b., . b._ r, . In the organizational dyad illustration, jk.w . . . z jp-w . . . z kp ® 
there are ten joint contributions; 
* * 
61-2345^ 62 -1345^ 12 
* * 
61-2345^ 63-1245^ 13 
* * 
61-2345^ 64-1235^ 14 
2b* , * 
61-2345 65-1234^ 15 
* * 
^^ 62-1345^ 63-1245^ 23 
* * 
62-1345^ 64-1235^ 24 
* * 
62•1345^ 65 -1234"25 
63•1234°64-1235^ 34 
* * 
^^ 63-1234^ 65•1234^ 35 
* * 
64-1235^ 65•1234^ 45 
The sum of the ten joint contributions is equal to the total jpimf 
contribution. Therefore, the total unique and total joint contributions 
sum to Rg .12345 _ 
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The square of the multiple correlation coefficient was partitioned 
for each of the eight dependent variables in the revised macrosociological 
health model. The results of partitioning are reported in Appendix H 
and summarized in Table 6.7. The unique, total unique, and total 
joint contributions are presented for each equation in Table 6.7. 
As Wright has noted, the total joint contribution can represent 
a negative quantity. In these cases, the total unique contribution 
2 2 
to R actually exceeds the R value; the total contribution is then 
2 
suppressed to equality with R by the negative total joint contribution. 
2 2 The total unique contribution to R exceeds R in three of the eight 
equations in the revised health model. As could be expected from this 
2 finding, the proportion of the R due to total unique effects in 
the revised model is relatively high. Total unique effects constitute 
75% or more of the R^  in three-fourths of the equations. Only one 
equation reflects a total unique contribution of less than 50%— 
where HEASTR is dependent variable. Therefore, the HEASTR case is 
2 the only equation in which the proportion of R due to the total 
joint contribution exceeds the contribution resulting from the sum 
of the unique effects. 
The unique contribution made by each of the predictors in equations 
where an appreciable amount of the variance has been explained in the 
dependent variable is of particular interest from a partitioning 
perspective. The equations where EMPLOY, INCOME, HEASTR, HEAUTL, and 
HEASTA are dependent variables become cases in point. 
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Table 6.7. Partition, of the square of the multiple correlation 
coefficient into tmique and joint effects; Revised model 
PARTITIONING OF EFFECTS 
Dependent Independent  ^ Total , Total^  
variable variable R Unique^  unique joint 


























































figures in parentheses represent the proportion of R^  due to 
the unique effect of each predictor. 
F^igures in parentheses represent the proportion of R^  due to 
the total unique contribution. 
c 2 
Figures in parentheses represent the proportion of R due to 
total joint contribution. 
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Table 6.7. (Continued) 
Dependent Independent 
variable variable 
PARTITIONING OF EFFECTS 
Unique 





































Nearly 60% of the explained variation in EMPLOY (after population 
size) is due to the contribution of ECORES. The other two predictors 
2 in the equation—HDMEES and EDUCATE—contribute less to R , on a 
unique basis, than the total joint contribution of all three variables. 
2 One predictor is again the primary contributor to R in the equation 
2 
where HEAUTL is dependent variable. Over 90% of the R in this equation 
is accounted for by EMPLOY. Suppressor effects are particularly 
noticeable in this equation. 
2 While HUMRES contributes very little to the R when INCOME is 
the dependent variable (less than 2%), the contribution of EDUCATE 
and EMPLOY is almost equivalent (30.1% and 28.2%, respectively). 
Yet the total joint contribution of the three variables is greater than 
the unique effects due to EDUCATE or EMPLOY, and is one of the highest 
among the eight equations. Two predictors also share most of the total 
unique effects in the equation where HEASTA is the dependent variable. 
The variables ECORES and HEAUTL contribute 44.0% and 32.7%, respectively, 
2 2 
to R . On the other hand, the contribution to R of the remaining four 
variables in the HEASTA equation is nearly four tines less than the total 
joint contribution of all six predictor variables taken together. 
2 
The ECORES variable accounts for more of the R in HEASTR (29.6%) 
2 than the total unique contribution to R predictors in the equation 
2 (18.7%). However, the contribution to R of ECORES is almost half 
of the total joint contribution. 
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The Alwin and Hauser technique for the decomposition of effects 
The decomposition of effects in path analysis according to the 
Duncan (1966) and Land (1969) approach is well-known. In this alternative, 
the decomposition of effects is partitioned into direct effects, and 
total indirect effects, where: 
= direct effect 
T . .  - P.. = total indirect effect (TIE) 
Thus, 
r..P.. = indirect effect 
P.. + (r.. - P..) = r.and in the 5 variable model of ; ij 3.J ij ij 
S 
the direct, indirect, and total indirect effects can he isolated in 
four equations: 
(1) P^  ^+ 252=12 5^3^ 13 5^4^ 14 " =51 
(2)  ^^52 •*" 5^3^ 23 5^4=24 ^  =52 
(3) Pg^ r^ g + Pg2=23 5^3 5^4=34 " =53 
5^1^ 14 5^2='24 •*" ^ 53=24 5^4 = =54 
where P^ ,^ P^ g, P33 and P^  ^equal the direct effects of the respective 
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Independent variable on the dependent variable, and in equation 1, 
5^2^ 12* ^ 53^ 13' 5^4^ 14 indirect effects of on X^ , as 
transmitted or mediated, by variables X^ , X^  and X^ , respectively. 
The TIE is the sum of the indirect effects, and in equation 1, TIE = 
5^2^ 12 5^3^ 13 5^4^ 14* 
The Alwin and Eauser (1975) alternative uses reduced-form equations 
in order to decompose the dependent variable according to total effects, 
direct effects* and indirect effects. Whereas the total effect in the 
Duncan and Land alternative is equal to r^ ,^ this is not the case in 
the Alwin and Hauser option. 
Assume we have the model portrayed in Figure 6.2. 
Figure 6.2. A completely-recursive causal model (Alwin and Hauser, 
1975:38) 
Given the model, we can identify six reduced-form regression equations: 
(1) Regress X^  on X^  - X^  
(2) Regress X2 on X^  - X^  
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(3) Regress ~ 
(4) Regress on X^  - X^  
(5) Regress X^  on X^  - X^  
(6) Regress X^  on X^  - X^  
Let us also assume that the zero-order correlation matrix for the 
variables in the model are as reported in Table 6.8. 
Table 6.8. Zero-order correlation matrix for the variables in Figure 6.2 ^  
Variables X X. X X- X_ X_ 
a D c 1 2 j 
X 
a 
1.0 .5300 -.2476 .4341 .3899 .2587 
1.0 -.2871 .4048 .3194 .2332 
X 
c 
1.0 -.3311 -.2571 -.1752 
1^ 1.0 .6426 .3759 
Xo 1.0 .4418 
Xg 1.0 
D^ata are from Duncan, Featherman, and Duncan (1972:38). 
The solution of the six reduced-form equations, using the correlations 
presented in Table 6.8, yields the standardized regression coefficients 
presented in Table 6.9. 
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Table 6.9. Standardized regression coefficients for the reduced-
form equations explicit in Figure 6.2 
EQUATIONS AND DEPENDENT VARIABLES 
(1) (2) (3) (4) (5) (6) 
Independent y v y y y y 
variables 1^  ^ "^ 2 3^ "3 3^ 
X 
a 
.2781 .2842 .1266 .1746 .0903 .0492 
.1985 .1199 .0074 .1120 .0518 .0494 
X 
c 
-.2053 -.1703 -.0540 -.0998 -.0376 -.0200 
4 .5668 .3033 .1193 
Zg .3247 
Suppose one is interested in the effect has on X^ . If this 
were the case, the analyst would need to focus attention on the regression 
coefficients for reduced-form equations (4), (5), and (5), as reported 
in Table 6.9, in order to apply the Alwin and Eauser (1975) procedures. 
The total effect of X^  on X^  may be represented by the notation, 
*^ 3a* ~ •1746 (from equation 4). This value is derived from 
the reduced-form equation in which X^  is regressed on variables X^  - X^  
only. Once the total effect of X^  on X^  is known, the effect of X^  
on X^  which operates through X^  and X^  (endogenous variables entered in 
the model after X ) can be identified. 
a 
The effect of X^ , which operates via X^ , can be represented by, 
* * * 
<13^  - where q^  ^= .0903 (from equation 5). Therefore, q^  ^- q^  ^= 
(.1746) - (.0903) = .0843. In turn, the effect of X^  on Xg via 
209 
Xg* but not via X^ , can be characterized by the following notation; 
3^a one of the path coefficients (direct effects) in 
the model when X^  is regressed on X^  - X^  (equation 6) . In this case, 
%a ~ ^ 3a " (-0903) " C.0492) = .0411 
The reader should note that the mediated effect of X^  (.0843) and 
the mediated effect of X^ , without X^ , (.0441) equal .1284. Since 
the total effect of X^  on is .1746, the difference between .1746 
and .1284 (i.e., .0492) must be due to the unmediated effects of X^  or 
Xz. 
Given the above calculations, enough information is known in order 
to partition the total effect into its constituent components in 
terms of proportions. The proportion of the total effect due to 
indirect and unmediated effects for our example is presented in 
Table 6.10. 
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Table 6.10. Partitioning of the total effect into constituent parts 
based upon the standardized regression coefficients 
reported in Table 6.9 
Proportion of the total Partitioning 
effect of X on X_ formulae Results 
a 3 
Mediated by X^  
Unmediated by X., 
but mediated by 
Unmediated by 
2^ X^  or X„ 
- ('3a/^ 
3^a " ^3a)/ha 
3^a/^ 3a 
1 - (.0903/. 1746) = 
1 - .5171 = 
.4829 = 
48.3% 







It should be recognized that the effect of exogenous variables 
on the initial dependent variable in the model (as, for example, 
the effect X^ , X^ , and X^  have on X^ ) can be represented by equating 
the direct effect with the total effect. In cases where a variable 
effects a dependent variable, and in turn is followed by only one 
causally produced variable (as, for example, the effect X^ , X^ , and 
X^  have on Xg as mediated by X^ ), the indirect effect can be computed 
by subtracting the direct effect from the total effect. 
The formulae for decomposing all the effects of the model portrayed 
in Figure 6.2 are recorded in Table 6.11. 
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Table 6.11. Decomposition of effects for the model in Figure 6.2 
using the Alwin and Hauser (1975) procedures 
INDIRECT 
EFFECT 
Dependent Independent Total via Direct 
variable variable effect X2 effect 
X XXX^  NONE P, 
a la 
X^  XXX^  NONE 
Xg XXX® NONE P^  ^
2^ 2^a '^ 2a " ^2a 2^a 
\ '^ 2b ^2b ~ ^ 2b 2^b 
c^ 92c 92c - ^ 2c 2^c 
x^  XXX® NONE P^  ^
3^ \ %a 93a - ^ 33 93^  - P33 3^a 
 ^ S^b 93b - <l3b 931^  - ^ 2b 3^b 
93g 93c " ^3c ^3c ~ ^ 3c 3^c 
Xi 931 None 3^1 " ^31 3^1 
SXX® NONE P 
32 
®Total effect = direct effect = P^  ^
The dependent variables in the revised macrosociological model 
were decomposed using the Alwin and Hauser (1975) technique. The 
standardized regression coefficients for the 27 reduced-form 
equations in the revised model are presented in Appendix I. The formulae 
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(based upon the approach outlined in Table 6.11) and the regression 
coefficients for decomposing the eight dependent variables in the 
revised model are reported in Appendix J. Portions of Appendixes 
I and J are summarized in Table 6.12. 
Before analyzing the results of decomposition, it may be useful 
to review several of the disadvantages associated with the employed 
technique. Three disadvantages of the Alwin and Hauser (1975) approach 
are particularly noteworthy. 
First, it is advisable to implement the approach only in cases 
where the path model is completely recursive. Although the technique can 
be used to evaluate models that are not completely recursive, the 
analyst may find it more advantageous to pursue decomposition for 
heuristic purposes. Second, the researcher should be especially 
careful to interpret decomposition results properly; the partitioning 
of the total effects into constituent parts does not yield estimates 
of the proportion of the variance in the dependent variable explained 
by each of the predictors. Unlike the Wright theorem, "partitioning" 
in the sense used by Alwin and Hauser results in the disaggregation 
of the total effect coefficient. If, however, the total effect 
coefficient is small, say .050, the proportion of that coefficient 
due to the direct or any of the indirect effects may be large. But 
the theoretical significance of such a finding would probably be of 
little consequence since the total effect coefficient is small at the 
outset. 
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The final drawback associated with the technique deals with what 
Alwin and Hauser (175:43) have defined as "suppressor effects"; 
Occasionally, one will encounter situations in 
which direct and indirect effects counteract one 
another, i.e., suppressor effects, so the total 
effect is less than the sum of the absolute effects, 
and some components ma^  be larger than the 
total effect. 
If suppressor effects do occur, how does one interpret a direct effect 
that is 120% of the total effect, or an indirect effect that is -36% 
L 
of the total effect? 
The three disadvantages described here are salient because they 
apply to the revised model. The model is not completely recursive; 
large, but theoretically irrelevant, proportions of the total effect 
occur as a result of several small, total effect coefficients; and 
a substantial number of equations manifest suppressor effects. 
Perhaps the most serious problem involves suppressor effects. 
As can be noted from Table 6.12, the direct effect is larger than the 
total effect in eight of the twenty cases where the total and direct 
effects are not equivalent.^  In three other instances, one of the 
indirect effects is larger than the total effect.^  Data therefore 
4 
Alwin and Hauser (1975:43) suggest that it may be appropriate in 
these cases to " . . . express the various components as proportions of 
the sum of their absolute values." 
T^he total effect is equal to the direct effect for the most 
causally proximate predictor to the dependent variable in seven of the 
eight equations. In the other equation, the direct effect is equivalent 
to the total effect because there is only one predictor variable. 
B^oth the direct effect and one of the indirect effects are greater 
than the total effect in one instance. 








Indirect Effects^» Direct 
effects 
Xg - EDUCATE 
X, - EMPLOY 
4 
Xj - INCOME 
Xg - HOUSE 
Xy - HEARES 
X^ - HUMRES 
X^ - HUMRES 
X, - ECORES 
Xj - EDUCATE .319 
HUMRES 
Xg - EDUCATE 
X^ - EMPLOY 
Xj - HUMRES 
X^ - EDUCATE 
Xj - INCOME 
X^ - EMPLOY 
Xj - INCOME 



















































































"8 - HEASTO .168 
- . 0 2 2  
(6,7%) 
.068 -.043 -.039 
(8.3%) (-5.2%) (-4.8%) 
.182 .039 .030 







- .161  
(-22.4%) 
*2 " 
ECORES .681 -.092 .231 .002 
(-13.5%) (34.0%) (0.32%) 
Xj - EDUCATE -.169 .122 -.002 
(-66.5%) (1.1%) 
X4 - EMPLOY .356 -.001 
(-0.34%) 
*6 - HOUSE .008 






















-.045 .070 .515 
(-6.6%) (10.2%) (75.6%) 
-.020 -.083 -.177 
(12.0%) (48.9%) (104.6%) 
-.020 .374 .003 
(-5.7%) (105.1%) • (1.0%) 
.005 -.019 .022 
(-36.7%) (-239.2%) (276%) 




The percentages in this table were calculated on coefficients with four places to the right of the decimal point. 
These coefficients were then rounded to three decimal places, as reported. 
Figures In parentheses represent the percent of the total effect due to respective Indirect effccts. 
^Figures in parentheses represent the percent of the total effect that is a direct effect. 
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suggest that suppressor effects occur frequently enough in order to 
make the substantive interpretation of the decomposition process 
especially difficult. 
One finding from Table 6.12 is fairly clear: The direct effect 
is responsible for the greatest proportion of the total effect for 
most of the predictors in those equations unaffected by suppressor 
effects. 
It had been hypothesized that the effect of SCORES on variables 
in the model would be mediated through EMPLOY. The direct effect of 
ECORES on EMPLOY is substantial (.681), and in the two equations in 
which both ECORES and EMPLOY are predictors, the largest proportion 
of the indirect effect of ECORES, as transmitted via another variable, 
is associated with EMPLOY. The same type of mediating influence 
occurs in the three equations which include EMPLOY and INCOME as 
independent varibles; most of the indirect effect of EMPLOY on these 
equations is mediated via INCOME. 
The results of the decomposition process for HEASTA (^ q) 
are somewhat different, as compared to the other cases, because a 
greater proportion of the total effect is due to indirect effects. 
For exarçle, the indirect effect of EMPLOY on HEASTA, via HEAUTL, is 
approximately 100 times greater than the direct effect of EMPLOY. In 
turn, the indirect effects of both HOUSE and HEASTR, via HEAUTL, are 
almost as great (HEASTR) or greater than (HOUSE) the respective total effects. 
But the reader should be warned that the total effects coefficient for 
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MODEL TESTING: THE MULTIPLE INDICATOR APPROACH 
Procedures for testing causal models are almost conçletely 
devoted to situations where concepts are measured by single indicators 
or indices. The macrosociological health model developed in Chapter 2, 
and refined in Chapter 5, was tested in the preceding chapter using 
the index approach. Standardized composite indicators were formed to 
arrive at a summary measure for each of the ten constructs in the health model. 
Several "standard" approaches were then employed to test and evaluate the 
model. 
Another alternative will be used to test (or retest) the revised 
model in the present chapter. The multiple indicator approach, as 
outlined in the following pages, is more consistent with the measurement 
strategy described earlier in this study, particularly in Chapters 
4 and 5. The results of the multiple-indicator test will be compared 
to the results of the index test. 
An Introduction to Model Testing Using Multiple Indicators 
The study of reproductive behavior is one of the major emphases 
in demographic research. In a review of the determinants of reproductive 
performance, Shaw (1974) summarized the findings of six cross-
national studies. Shaw classified the predictors of reproductive 
behavior according to seven major categories. These categories included: 
Level of living, urbanization/industrialization, level of education, 
childhood health status, female labor force participation, general 
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demographic factors, and general societal factors. Shaw (1974:84-85) 
found that each of the seven major categories (or concepts) have been 
measured by a wide variety of indicators. For the purposes of illustra­
tion, we have selected two indicators of reproductive behavior and each 
of its hypothesized predictors. The indicators are presented below. 
Predictor 
A — General demographic factors 
B - General societal factors 
C - Urbanization/industriali­
zation 
D - Level of education 
E - Female labor force 
participation 
F - Childhood health status 
G - Level of living 
H — Reproductive behavior 
Indicator 
- Sex ratio 
a^  - Percent population non-white 
b^  - Percent Catholics in population 
b^  - Median family size 
c^  - Percent urban population 
c^  - Percent of labor force 
self-employed 
d^  - Literacy rate 
dg - Population 7-13 years of age 
in school 
e^  - Percent females in labor force 
eg - Percent of labor force unpaid 
family workers 
f^  - Infant mortality 
fg - Fetal death rate 
g^  - Per capita income 
gg - Change in per capita energy 
consumption 
h^  - Crude birth rate 
h - Number of live births per 
1000 females 
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Suppose a researcher was concerned with testing a causal model of 
the determinants of reproductive behavior. One possible model is 
introduced in Figure 7.1.^  
Figure 7.1. A hypothetical model of reproductive behavior 
There are six dependent variables in the model, with reproductive 
behavior portrayed as the ultimate dependent variable. In order to 
test the model using the multiple indicator approach, a variation of the 
block-recursive technique presented in Chapter 5 will be employed. 
The block-recursive technique, as described in Chapter 5, requires the 
hierarchical inclusion of variables for the computer solution of 
regression equations. Another characteristic of the technique was 
concurrently stressed: Only one indicator of the dependent variable 
can be treated at a time. 
T^he writer claims no special competency in the area of demography. 
The model is only a heuristic device used as part of a methodological 
illustration. 
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The first equation in the model involves the hypothesized effect 
of general demographic factors (A) and general societal factors (B) 
on urbanization/industrialization (C). Since each of the three concepts 
is measured by two indicators, the following regressions could be solved; 
(1) Regress c^  on a^ a^^  after the inclusion of b^ b^  
(2) Regress c^  on a^ a^  after the inclusion of b^ b^  
(3) Regress c^  on b^ b^  after the inclusion of a^ ag 
(4) Regress c^  on b^ b^^  after the inclusion of a^ ag 
Each of these regression statements would yield a two—step 
computer solution; a block of indicators (either a^  and a^  or b^  
and bg) would be entered in the first step of the equation. The 
regression coefficients resulting from step one—b* in the standardized 
case—represent the effect of a^  and a^  or b^  and b^  on one indicator 
of the dependent variable (either c^  or c^ ). Of particular interest 
in model testing, however, is the regression coefficients associated 
with all the indicators (a^ , a^ , b^ , and b^ ) as reflected in the second 
step of the solution. Each indicator of the dependent variable is 
therefore regressed on the entire complement of indicators measuring 
the predictor variables in step two. In the four regression statements 
specified above, regression coefficients for the variables in (1) and 
(3), and (2) and (4) would be exactly the same step two of the 
solution; the results of step one would be dissimilar since different 
blocks of indicators were entered at that stage. 
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Why would the analyst need a multi-level inclusion format if 
attention will be ultimately focused on step two of the solution? 
As noted in our example, the number of equations needed to be solved 
could be cut in half. 
The reason is simple: The multi-step solution provides the 
researcher with valuable information. For example, if we know the 
indicators of general demographic factors and general societal factors 
explain 60% of the variation in each of the urbanization/ 
industrialization indicators, it might be useful to know how much of the 
variance is explained when each indicator of the dependent variable is 
regressed on only one of the two blocks of predictor variables. 
Inspection of the square of the multiple-partial correlation coefficient 
(derived from step two) would then inform us x^ at proportion of the 
remaining variance has been explained by the remaining block of indicators 
after the indicator of the dependent variable had been regressed on the 
initial block of indicators in step one of the solution. 
The key consideration in employing this particular multi-step 
approach is that N - 1 the number of predictor variables are entered 
in step one. In the case where variable G (level of living) is the 
dependent variable, for example, three equations requiring hierarchical 
inclusion would be solved for each indicator of the dependent variable 
since C (urbanization/industrialization), D (level of education), 
and F (childhood health status) are hypothesized as predictor variables. 
One of the possible combinations of the indicators measuring two of the 
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hypothesized predictors—four indicators in total—would be entered in 
step one in each of the three regression equations for the two respective 
indicators of the dependent variable. Thus, the indicators of C and 
D, C and F, and D and F would be included in the first step of the 
solution on an alternative basis. The block of indicators measuring F or 
E or C would be added to the equation during step two on a respective basis. 
The approach described here will be elaborated with reference to 
the testing of the revised macrosociological health model. A series of 
reduced-form equations will be solved for each of the eight dependent 
variables in the revised model. Standardized regression coefficients 
will be reported for each of the reduced-form equations. These 
regression coefficients represent the effects of indicators of certain 
predictor variables on one of the indicators of the dependent variable 
when the indicators of the predictors are entered in the first step of 
2 
the computer solution. The square of the multiple correlation 
coefficient is presented for each reduced-form equation. This figure 
indicates the proportion of the variation (after population size) 
explained in the respective indicator of the dependent variable by 
the block of indicators entered in the first step. 
The square of the multiple-partial correlation coefficient is also 
2 
recorded for each reduced-form equation. The multiple-partial R will 
The effects of population size have been removed from these and 
other variables in the equation. The coefficients are standardized 
partial regression coefficients. 
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inform the analyst as to what percent of the remaining variance in the 
respective indicator of the dependent variable is explained by the block 
of indicators measuring the last of the multiple predictors (and entered 
in step two of the solution) after indicators of other predictors have 
explained as much variance as possible. There will be as many reduced-
form equations as there are blocks of indicators. 
Let us fully illustrate the design using the model of reproductive 
behavior as aa example. According to the model portrayed in Figure 7.1, 
reproductive behavior is hypothetically caused by the level of education 
(measured by the literacy rate and the population 7-14 years of age in 
school), childhood health status (measured by infant mortality and the 
fetal death rate), and the level of living (measured by per capita 
Income and the change in per capita energy consumption). 
A total of six reduced—form equations will therefore be required 
for solving the equations where reproductive behavior is the dependent 
variable—three for each indicator of reproductive behavior. In the 
first reduced-form equation, the crude birth rate (as one indicator of 
reproductive behavior) is regressed on the indicators of the level of 
education and childhood health status; the square of the multiple-
partial correlation coefficient refers to the percent of the remaining 
variance in the crude birth rate explained by the indicators of the level 
of living after the indicators measuring the level of education and 
childhood health status have explained as much of the variance in the 
dependent variable as possible. The second reduced-form equation 
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pertains to the regression of the crude birth rate on level of education 
and the level of living indicators; the square of the multiple-partial 
correlation coefficient is associated with the childhood health status 
indicators as a block. The third reduced—form equation represents 
the regression of the crude birth rate on childhood health status and 
the level of living indicators with the square of the multiple-partial 
correlation now referring to the level of education indicators. The 
same three reduced-form equations would be solved with the other indicator 
of reproductive behavior—the number of live births per 1000 females— 
as the dependent variable. 
In addition to the series of reduced-form equations, the full-
model equation can be solved. The latter equation does not involve a 
control for any of the variables. The full-model equation therefore 
represents the regression of each of the respective indicators of the 
dependent variable on the full set of indicators measuring the predictor 
variables. 
The example discussed above is graphically summarized in Table 7.1. 
Table 7.1. Standardized regression coefficients, square of the multiple-
partial correlation coefficients, and square of the multiple 
correlation coefficients for the reduced-form equations 
and the full-model by indicator of the dependent variable; 
Reproductive behavior as dependent variable 
Independent Reduced-form Full 
Construct variables equations model 
CRUDE BIRTH RATE 
I II III 
Level of living 
Childhood 
health status 
Level of education 
Per capita income 
Change in energy 
consumption 
Infant mortality 























Represents the square of the multiple-partial correlation co­
efficient for the respective block of independent variables (i.e., 
entered in step two of a two-step computer solution). 
R^epresents the standardized regression coefficients for the 
variables entered in the first step of a two-step computer solution. 
Represents the square of the multiple correlation coefficient; the 
proportion of the variance explained in the dependent variable by the 
indicators entered in the first step of the computer solution (i.e., 
variables referenced by footnote b). 
R^epresents the standardized regression coefficients from step 
two of the equation. 
Represents the square of the multiple correlation from step two 
of the equation. 
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Independent Reduced-form Full 
Construct variables equations model 
LIVE BIRTHS PER 
1000 FEMALES 
II 
Level of living 
Childhood 
health status 
Level of education 
Per capita income 
Change in energy 
consumption 
Infant mortality 






















Comparison of Tests of the Revised Model; 
Index and Multiple Indicator Approaches 
How do the test results compare when the index and multiple 
indicator approaches are used? The data reported in Tables 7.2 and 7.3 
provide some background information for answering this question. In 
Table 7.2, the square of the multiple correlation coefficient is compared 
for each equation in the revised model. The standardized regression 
coefficients for each predictor in the revised model are compared, 
by equation, in Table 7.3. 
2 The results of the R difference indicate that the proportion of 
the variation explained in the dependent variables by the predictors 
(after population size) is similar in six of the eight equations when 
the index and multiple indicator approaches are compared. Data show 
2 that the difference in R is less than 5% for half of the eight 
equations, and less than 10% in three-fourths of the equations. Salient 
differences are found in the equations where HOUSE and HEARES are 
2 dependent variables. In each of these equations, the R difference is 
over 40%. The predictors explain five times the amount of the variance 
in HOUSE, and nearly eight times as much variance in HEARES, when the 
multiple indicator approach is employed. 
Comparison of the standardized regression coefficients yielded by 
the two measurement approaches, as presented in Table 7.3, offers much 
the same pattern. Over 20% of the 28 comparative coefficients are very 
similar in terms of relative magnitude (i.e., a difference of < .05. 
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Table 7.2. Comparison of the square of the multiple correlation 
coefficient for the equations in the revised model; Index 
and multiple indicator approaches 
2 Dependent Index Multiple indicator R 
variaoles approach approach®- difference 
EDUCATE 1.1% 9.1% 8.0% 
EMPLOY 78.0% 74.9% •3.1% 
INCOME 73.1% 64.2% 8.9% 
HOUSE 10.0% 52.6% 42.5% 
HEARES 7.6% 53.4% 45.8% 
HEASTR 79.3% 77.5% 1.8% 
HEAUTL 65.5% 66.5% 1.0% 
HEASTA 60.3% 64.5% 4.2% 
d 2 An average (mean) estimate of R for the full model was used 
since two indicators measured the dependent variable. 
Approximately 60% of the comparative coefficients are within .100; 
nearly three-quarters show a difference of < .200. About 20% of 
the coefficients are dissimilar in relative magnitude in terms of a 
size difference that is > .300; two of these comparative estimates 
manifest a difference in excess of .500. No single predictor variable 
appears to be the central problem when relative dissimilarity is 
evident. Six different predictors are associated with the eight 
comparative estimates that are > .200. 
Three of the relatively dissimilar comparisons, on the other 
hand, pertain to the equation where HEASTA—the nodal concept in 
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Table 7.3. Comparison of standardized regression coefficients for the 
equations in the revised model: Index and multiple indicator 
approaches 
STANDARDIZED REGRESSION COEFFICIENTS 
Dependent Independent Index Multiple indicator 
variables variables .approach approach^  
EDUCATE HDMRES .106 .032 
EMPLOY HDMRES -.182 -.123 
SCORES .581 .301 
EDUCATE .319 .178 
INCOME HUMRES .107 .113 
EDUCATE .454 .451 
EMPLOY .470 .272 
HOUSE HDMEIES .231 .168 
EDUCATE -.328 .080 
INCOME .151 .082 
EEARES EMPLOY .029 .026 
INCOME .096 .011 
HOUSE .258 .317 
HEASTR ECORES .485 .445 
EMPLOY .171 -.178 
INCOME .282 .062 
HOUSE 
-.172 -.548 
HEARES .098 -.028 
HEAUTL HDMRES -.305 -.219 
EMPLOY .786 .266 
INCOME -.261 -.296 
HEASTR .168 .154 
HEASTA ECORES .515 .233 
EDUCATE 
-.177 -.495 
EMPLOY .003 -.066 
HOUSE .022 .061 
HEASTR -.023 .041 
HEAUTL .444 .064 
An average (mean) estimate of the standardized regression coeffir 
ciènt for the full-model was used since there were four coefficients of 
the relationship between the indicators of the independent anrf 
dependent variables. 
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the study—is the dependent variable. The effect of ECORES and HEADTL 
on HEASTA is twice as great in the case of ECORES, and approximately 
seven times as great in the case of HEAUTL, when the index approach is 
employed. These findings are particularly important in light of the 
fact that HEASTA is measured by "negative" (mortality) indicators. 
Since both ECORES and HEAUTL have positive signs, this means the nega­
tive impact of the respective variables on health status is much less 
serious when the multiple indicator approach is used aa measure­
ment technique. Alone these same lines, the positive impact of EDUCATE 
on HEASTA is nearly three times as great when the multiple indicator 
approach is the measurement , technique. 
Test of the Revised Model using Multiple Indicators: 
An In-Depth Look 
2 The comparison of R values between the index and multiple indicator 
approaches, as presented in Table 7.2, showed a considerable amount of 
similarity; three-fourths of the comparative differences were 10% 
2 _ 
or less. Another comparison of R values is exhibited in Table 7.4. 
In this case, differences in the square of the multiple correlation 
coefficient are reported for the equations of the revised model when 
different indicators of the dependent variable serve as regressors. 
Since the indicators measuring the respective constructs represent 
the same empirical dimension of the concept (with the exception of 
2 
the HEARES indicators), one might expect uniformly similar R comparisons. 
2 
Data in Table 7.4 indicate that similar R values (< 10%) are evident 
in half of the equations. The greatest dissimilarity (perhaps as 
anticipated) is for estimates of the proportion of explained variance 
2 in HEAEES; the difference in R between the HEARES indicators is nearly 
2 30%. Remaining R differences of more than 15% are for the HOUSE 
2 indicators—OCHOUSE and PPHOLD. The gap in R for the HOUSE indicators 
may be due to the fact that OCHOUSE is a non-ratio variable, whereas 
PPHOLD is a ratio measure. 
Table 7.4. Comparison of the .square of the multiple correlation 
coefficient for the equations in the revised model with 
multiple indicators measuring the dependent variables 
Dependent 
variables 
Indicators of the 
dependent variable R2 
R^  
difference 
EDUCATE HSGRAD 8.6% .9% 
COLLGRAD 9.5% 
EMPLOY FORCE 78.9% 8.1% 
EME 70.8% 
INCOME CSI 69.9% 11.5% 
0VER25 58.4% 
HOUSE OCHOUSE 63.5% 21.8% 
PPHOLD 41.7% 
HEARES CNTHLF 67.4% 28.0% 
HSPEXP 39.4% 
HEASTR PHYS 78.5% 2.1% 
PHARM 76.4% 
HEAUTL CENSUS 60.7% 11.6% 
HSPAD 72.3% 
HEASTA MALIGDTH 61.5% 6.0% 
CARDTH 67.5% 
Attention will now focus on a more intensive analysis of the 
revised model. A series of reduced-form and full-nnodel equations 
(presented in Tables 7.5—7.11) will be inspected when each indicator 
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of the dependent variables in the model is regressed on block(s) 
of indicators measuring independent variables. Data will be reported 
using the table design illustrated in Table 7.1 
Equations with the Level of Education (EDUCATE) as dependent variable 
The test of the revised model via the index approach (see Table 6.1) 
suggested that HUMRES explained very little variance in EDUCATE. 
Calculation of the residual path coefficient for the EDUCATE equation 
(see Figure 6.1) revealed approximately 99% of the variance in the 
dependent variable was due to variables outside of the model. 
Data reported in Table 7.4 also showed that a small amount of the 
variance in EDUCATE was explained when the multiple indicator approach 
was employed as a testing option; the indicators of HDMRES—NETMIG and 
RUEPOP—explained only 8.6% and 9.5% of the variance in EDUCATE when 
the indicators of the dependent variable were HSGRAD and COLLGRAD, 
respectively. 
Two findings of particular interest were discovered upon comparing 
the standardized regression coefficients of the two equations. RUEPOP is 
a negative predictor—and NETMIG a positive predictor—of both HSGRAD and 
COLLGRAD. This would indicate that changes in the rural population are 
inversely related to changes in the aggregate level of education. Net mi­
gration, on the other hand, may enhance the education level due to the fact 
that those persons who contribute to net population change (in terms of 
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the criteria of net migration) may have had less formal education than 
the adults who maintain residence in a county. Perhaps a substantial 
proportion of the outmigrants left the county because they were in 
search of better employment opportunities—opportunities which may not 
have been available to them in the prior county of residence because 
of their inability to command the attention of prospective employers. 
Equations with the Level of Employment (EMPLOY) ^  dependent variable 
Equations for the EMPLOY equation, by indicator of the dependent 
variable (FORCE and EME), are presented In Table 7.5. Approximately 
79% of the variance in FORCE, and 71% of the variance in EME, is explained 
by the indicators of the predictors in the model after population size 
3 has been taken into account. The predictor variables in the EMPLOY 
equations are HDMRES, ECORES, and EDUCATE. 
Data suggest that most of the variance explained in FORCE is 
accounted for by the ECORES and EDUCATE indicators. The square of the 
2 
multiple correlation coefficient (R ) for the first reduced-form 
equation (when the NETMIG and RDRPOP indicators are excluded) is .765; 
2 the R for the full-model is .789. The square of the multiple-partial 
correlation coefficient for that reduced-form equation also Indicates 
that a limited amount of the remaining variance in FORCE is explained 
reader is reminded that a matrix of partial correlation 
coefficients (with the effects of population size removed from the 
resulting correlations) is used as the data input for the solution of 
the regression equations. 
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Table 7.5. Standardized regression coefficients, square of the multiple-
partial correlation coefficient, and square of the multiple 
correlation coefficient for the reduced-form equations and 
the full-model by indicator of the dependent variable; 
Level of Employment (EMPLOY) as dependent variable 
Independent Eeduced-form Full-
Construct variables equations model 
FORCE 
I II III IV 
HDMRES NETMIG L .i04* 































































.612* .549* .673* .708* 
Represents the square of the multiple-partial correlation 
coefficient for the respective block of independent variables. 
*Significant at the .05 level. 
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by HDMRES, after the ECORES and EDUCATE variables have explained 
all they can in the dependent variable. 
2 The multiple-partial R in the second and third reduced—form 
equations, on the other hand, indicate that a substantial proportion 
of the remaining variance in FORCE is explained by the ECORES and 
EDUCATE indicators, respectively. Inspection of the beta weights 
for the full-model equation suggests that a large proportion of the 
remaining variance explained in FORCE may be primarily due to one 
indicator in each of the respective blocks—UNITS for the ECORES 
block, and COLLGRAD for the EDUCATE block. A moderately strong, 
direct relationship is found between UNITS and FORCE, and COLLGRAD and 
FORCE. These findings compare with the significant, negative regression 
coefficients associated with the EUMRES indicators fNETMIG and RURPOP). 
When attention is shifted to the EME indicator of EMPLOY, the 
proportion of the remaining variance in the dependent variable explained 
by the HDMRES block more than doubles. In turn, the negative impact 
of RURPOP on EMPLOY also increases in magnitude. Conversely, the 
2 
multiple-partial R for EDUCATE in the EME equations is about the same 
2 2 
as the multiple-partial R for HDMRES in the FORCE equations. The R 
from the third reduced-form equation is almost equivalent (within 3%) 
2 
to the R value of the full-model; the impact of the EDUCATE indicators 
2 
are not included in the R for the third reduced-form equation. Thus, 
the substantial, positive effect that COLLGRAD had on FORCE diminishes 
when EME is the indicator of EMPLOY. 
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The ECORES block of indicators appears to manifest the most 
consistent results when different indicators of the dependent variable 
are used. The ECORES indicator, UNITS, has the same moderate direct 
effect upon both indicators of EMPLOY; the effect of LOANS is a close 
approximation of zero in both cases. 
The impact of ECORES on EMPLOY was anticipated. The multiple 
indicator approach uncovers the fact that the contribution of ECORES 
to EMPLOY is generated, almost entirely, via one of the two indicators 
measuring ECORES—IJNITS. The finding that COLLGRAD is a significant 
predictor of FORCE, but not of EME, should also come as no surprise; 
college graduates are less likely to be employed in the business 
establishments measured by EME, but irrespective of their profession, 
they are counted as members of the labor force. The negative effect of 
RURPOP on both FORCE and EME is worth noting. Data suggest that 
RDRPOP is inversely related to employment level. A heavy concentration 
of activity in agriculture, coupled with a limited industrial complex, 
characterizes many counties with large irural populations. Therefore, 
perhaps these findings should be anticipated. 
Equations with the Level of Income (INCOME) as dependent variable 
The equations with INCOME as dependent variable are exhibited 
in Table 7.6. The indicators CSI and 0VER25 are measures of INCOME. 
HDMRES, EDUCATE, and EMPLOY are hypothesized as predictor variables. 
Data reported in Table 7.6 show that an appreciable amount of the 
remaining variance in CSI, after the variance accounted for by other 
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Table 7.6. Standardized regression coefficients, square of the multiple-
partial correlation coefficient and square of the multiple 
correlation coefficient for the reduced-form equations and 
the full-model by indicator of the dependent variable; 
Level of Income (INCOME) as dependent variable 
Independent Reduced-form Full-
Construct variables equations model 
CSI 









EDUCATE HSGRAD .503* 












.650* .478* .624* .699* 
0VER25 

























 ^ -.239 
.450* 
R2 
.511* .536* .554* .584* 
^Represents the square of the multiple-partial correlation 
coefficient for the respective block of independent variables. 
*Significant at the .05 level. 
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indicators has been taken into consideration, is explained by the 
EDUCATE indicators, HSGRAD and COLLGRAD. The standardized regression 
coefficients for the EDUCATE indicators are strong and positive in the 
full-model equation, especially in the case of COLLGRAD. This would 
appear to indicate that as the education level of the aggregate increases, 
so does the gross income of the aggregate. 
Another strong predictor of gross income is EME. The companion 
EMPLOY indicator of EME is FORCE: The impact of FORCE on CSX is 
almost as strong as the effect of EME—but in the opposite (negative) 
direction. While these potentially contradicting findings might pose 
a difficult interpretation problem, it should be recalled that the 
magnitude of the labor force is determined, in part, by the number 
of persons who are unemployed, but looking for work. 
The significant, positive effect of NETMIG on CSI offers an in­
triguing finding. Data may suggest that the "loss" of persons on the 
"negative" side of population change (i.e., due to death and outmigration) 
may actually enhance the gross income of the aggregate. The standardized 
regression coefficients for NETMIG in the reduced-form equations, 
as compared with the lower (yet significant) beta value found in the 
full-model equation, may also indicate that the full-model regression 
coefficient for NETMIG might have been even higher if it had not been 
for the fact that EDUCATE and EMPLOY variables were included in the model. 
The reader may recall that NETMIG also had a positive effect on both 
education indicators and the EME indicator of EMPLOY. 
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The effect of NETMIG on INCOME remains moderately strong and 
positive when 0VER25 is the indicator of the dependent variable. 
RURPOP, on the other hand, becomes a significant predictor of INCOME 
when 0VER25 is the dependent variable—but the relationship is inverse 
in nature. Therefore, RUSPOP is inversely related with still another 
variable. 
The impact of educational level on aggregate affluency is also 
apparent from the data in Table 7.6. An increase in the number of high 
school graduates has very little effect on increases in 0VER25. On the 
other hand, the impact of COLLGRAD is moderately strong. This result 
implies the expected finding that aggregate income, particularly at the 
higher levels, is determined, in part, by higher aggregate educational 
levels. 
The effect of Level of Employment (EMPLOY) indicators on 0VER25 
is consistent with the CSI findings; the impact of FORCE on OVER25 
is negative, although the magnitude of the inverse relationship is 
not as great. The effect of EME on 0VER25 remains positive, but 
far less so in terms of coefficient size. 
Equations with the Level of Housing (HOUSE) ^  dependent variable 
2 2 
The R , multiple-partial R , and standardized regression coefficients 
for the equations where HOUSE is the dependent variable are presented 
in Table 7.7. 0CHOUSE and PPHOLD are the indicators of HOUSE; HUMRES, 
EDUCATE, and INCOME are the predictors of the dependent variable in 
the model. 
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The strong explanatory impact of the EDUCATE indicators is apparent 
once more irtien OCHOTJSE is the indicator of HOUSE. Reduced-form 
equations I and III show that almost none of remaining variance in 
0CHOUSE is explained by the HUMRES and INCOME indicators, respectively. 
2 Conversely, the R value for these equations is a close approximation 
2 
of the full-model R . The beta value of HSGRAD on 0CHOUSE in the full-
model is ,813, while the COLLGRAD coefficient is .374. These findings 
suggest the education level is a good predictor of the number of 
occupied housing units, even after the effects of other predictor 
variables have been considered. 
The presumed effect of INCOME on HOUSE is not nearly as great as 
hypothesized, irrespective of which indicator of the dependent variable 
is used. Perhaps the only salient finding regarding the effect of 
INCOME on HOUSE, as reported in Table 7.7, is the small, negative 
effect of CSI on 0CHOUSE. The negative coefficient may be compared 
to the somewhat higher, and positive, beta value associated with 0VER25. 
These data imply that changes in the magnitude of gross, aggregate income 
are inversely related to changes in the number of occupied housing units, 
while the number of persons and families with relatively high income 
levels directly effects the number of occupied units. 
The significant impact of education level on housing level is 
again emphasized when PPHOLD is the indicator of HOUSE. The beta 
values for HSGRAD and COLLGRAD on PPHOLD in the full-^ odel are moderately 
strong and negative. Since PPHOLD is a negative indicator of housing 
quality, these findings would appear to indicate that increases in the 
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Table 7.7. Standardized regression coefficients, square of the multiple-
partial correlation coefficient, and square of the multiple 
correlation coefficient for the reduced-form equations and 
the full-model by indicator of the dependent variable; 
Level of Housing (HOUSE) as dependent variable 
Independent Reduced—form Full-





































































R .275* .289* .398* .417* 
^Represents the square of the multiple-partial correlation 
coefficient for the respective block of independent variables. 
*Significant at the .05 level. 
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education level precipitate positive changes in the quality of living 
conditions. 
The impact of RURPOP on PPHOLD is especially interesting due to 
the fact that it represents the only coefficient value that is signifi­
cant and positive. In other words, the size of the rural population 
and the number of persons per household are directly related. Once 
again, the pervasive influence of agricultural activity in rural areas 
may have some explanatory power for interpreting these data. One 
could expect the number of persons per household to increase as 
family size increases. Whereas large families were once defined as 
potentially beneficial for farming, the mechanization of contemporary 
agriculture has mitigated the effect family size has on farming success. 
Perhaps another interpretation is more likely to be accurate, viz-, 
that the socioeconomic characteristics of many rural areas, vis-a-vis 
urban areas, is such that the former are more economically disadvantaged. 
The negative impact of RURPOP on HSGRAD, COLLGRAD, FORCE, EME, and 
0VER25 would appear to provide some support for this interpretation. 
Therefore, one could anticipate a strong and positive beta when a 
negative housing quality indicator, such as PPHOLD, is regressed 
on RURPOP. 
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Equations with Financial Resources for the Health Sector (HEARES) as 
dependent variable 
Data for the equations where Financial Resources for the Health 
Sector (HEARES) is the dependent variable are reported in Table 7.8. 
As discussed earlier, log CNTHLF and HSPEXP are indicators of HEARES; 
EMPLOY, INCOME, and HOUSE are predictors of HOUSE. 
Perhaps the most surprising finding in Table 7.8 is that the beta 
values for five of the six indicators in the full-model equation are 
negative when log CNTHLF is the indicator of the dependent variable. 
Three of these five coefficients (0VER25, 0CHOUSE, and PPHOLD) are 
substantially large; only the standardized regression coefficient 
for CSI is statistically significant and positive. It had been 
hypothesized that EMPLOY, INCOME, and HOUSE would exert a direct effect 
on the amount of money allocated by county government for health 
services. Data show that CSI and PPHOLD are the only indicators to 
support the hypothesis. 
Data also indicate that a limited amount of the remaining variance 
in HSPEXP is explained by any one of the three blocks of predictor 
variables. Indicators of the EMPLOY block explain the greatest propor-
2 tion of the remaining variance, but the multiple-partial R is only 
.142. In addition, half of the regression coefficients are a close 
approximation of zero when HSPEXP is the dependent variable. A 
significant and positive beta is again associated with CSI. The EMPLOY 
indicator, EME, manifests the strongest positive effect on HSPEXP. 
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Table 7.8. Standardized regression coefficients, square of the multiple-
partial correlation coefficient, and square of the multiple 
correlation coefficient for the reduced—form equations and 
the full-model by indicator of the dependent variable; 
Financial Resources for the Health Sector (HEARES) as 
dependent variable 
Independent Reduced-form Full-
Construct variables equations model 
CNTHLF 


























.635* .588* .263* .674* 
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.293* .360* .377* .394* 
^Represents the square of the multiple-partial correlation 
coefficient for the respective block of independent variables. 
*Significant at the .05 level. 
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What do these overall findings imply? None of the hypothesized fac­
tors are apparently important determinants of hospital expenses. It 
may well be that the well-being of the aggregate in terms of education, 
income, and housing are less important predictors of the magnitude of 
hospital expenditures than sector-specific factors, such as the number 
of in-patients served, and the cost of hospital supplies and diagnostic 
equipment. 
The results are far more difficult to interpret when CNTHLF is 
the indicator of HEARES. The impact of CSI and PPHOLD on CNTHLF was 
anticipated; the negative beta values for 0VER25, FORCE, EME and 0CHOUSE 
were not. Perhaps the inverse relationship between 0VER25 and CNTHLF is 
due to the fact that fewer public health services are used, and hence 
maintained, when the aggregate becomes more affluent. The investment 
of the county government in health services may also decrease as the 
size of the employment sector expands. For example, one could argue 
that the number of employed persons (EME) is likely to be inversely 
related to the number of elderly persons in a county. Since the 
elderly are more likely to need public health services, the level of 
employment may also be inversely related to the financial commitment 
of government to health vis-a-vis services defined as more important to 
the general (and a "younger") population, such as highway maintenance, 
public education, police protection, and the like. 
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Equations with the Structuré of Health Services (HEASTR) ^  dependent 
variable 
The reader will recall that PHYS and PHAEM are the indicators of 
HEASTR and five variables—ECORES, EMPLOY, INCOME, HOUSE, and HEAKES— 
were retained in the revised model as predictors of HEASTR. The 
reduced-form and full-model equations with HEASTR as dependent variable 
are presented in Table 7.9. 
Data in Table 7.9 show that HEARES block explains more of the 
remaining variance in PHYS as compared to the four other blocks when 
the two indicators of the respective blocks are entered in the second 
stage of the equation. Data also show that the explanatory strength 
of HEARES is largely a result of the effect of one indicator—HSPEXP; 
the other indicator in the HEARES block—CNTHLF—has a full-model beta 
value close to zero. 
Only two indicators (other than HSPEXP) have significant standard­
ized regression coefficients in the full-model equation. These indicators 
are: LOANS (.218) and FORCE (.271). This would seem to suggest, at 
least to some extent, that the number of general practice physicians 
is partly determined by the economic vitality of the county. Data do 
not strongly suggest this interpretation, however, since several other 
indicators of general economic vitality included in the model—UNITS, 
EME, CSI, OVER25, and to a lesser extent, 0CHOUSE and PPHOLD—are not 
significant predictors of PHYS. 
Perhaps the most inconsistent finding in these equations is the 
unusual impact the removal of HOUSE indicators has on the regression 
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Table 7-9. Standardized regression coefficients, square of the multiple-
partial correlation coefficient, and square of the multiple 
correlation coefficient for the reduced-form equations and the full-
model by indicator of the dependent variable: Structure of Health 
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.494* .689* .683* .610* .615* .764* 
Represents the square of the multiple-partial correlation coefficient 
for the respective block of independent variables. 
*Significant at the .05 level. 
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coefficients (see reduced-form equation IV). As mentioned, only 
three of the ten indicators in the full-model equation are significant 
predictors of PHYS. In the fourth reduced-form equation, however, 
only two of the eight predictors (0VER25 and CNTELF) are statistically 
insignificant: These findings may indicate the importance of including 
HOUSE indicators in the model. 
The magnitude and direction of the regression coefficients in the 
reduced-form equations for PHABM are not consistent with the results 
of the full-model equation. The largest beta value in the reduced-
form equations for UNITS is .150 (from equation III), yet the full-model 
beta is .819. The full-model beta for CSI is over twice as large as 
any of the reduced-form beta coefficients. In addition, the full-model 
coefficients for both of the HOUSE variables are greater than 
—1.ooo « 
The inconsistent results may be due, in part, to the effect of the 
2 SCORES block. As depicted by the multiple-partial R in the first 
reduced-form equation, more of the remaining variance is explained by 
the SCORES indicators than by any of the other indicator blocks. 
When the ECOSES indicators are not entered in step one of the equation 
(as noted in the first reduced-form equation), the resulting regression 
coefficients for the remaining eight variables are not consistent with 
the regression coefficients for these same variables in the full-model 
equation—most of the reduced-form betas are substantially smaller. 
Seven of the eight predictors are insignificant in the reduced-form 
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equation; only UNITS is significant. The seven insignificant predictors 
are significant when the full-model equation is inspected; only UNITS 
2 is insignificant. Comparison of the R values for the initial reduced-
form and full-model equations shows a difference of nearly 30%, thus 
suggesting the explanatory power of the ECORES indicators vis-a-vis 
the other predictors in the model. 
Inspection of the beta values for the full-model equation reveals 
that CSI, LOANS, and UNITS are the strongest, positive predictors of 
PHARM. HSPEXP also exerts a significant, positive effect, but to a 
much less extent as compared to the other three variables. 
Five of the six remaining indicators manifest a significant 
inverse relationship with PHARM. The coefficient for 0VER25 is of 
particular interest. The beta values for the two INCOME indicators 
(CSI and OVER25) are approximately the same size, (.761 and -.746, 
respectively), but the direction of the relationship of each of these 
indicators with PHYS is different. 
The strong inverse relationship between CNTHLF and PHARM is 
particularly difficult to interpret; one would expect that as the 
investment by the county government in health increases, so also would 
the number of pharmacists. Quite frankly, a finding of no relationship 
would have been easier to explain than the finding of a significant, 
negative relationship. Analysis of the reduced-form equations shows 
that the largest beta value for CNTHLF is less than half the size of 
the coefficient for that variable in the full-model. In fact, the 
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regression coefficient for CNTHLF in one of these equations (see equation 
IV) is positive. It may be relevant to mention that the HOUSE block of 
indicators is removed from the first step of the regression equation 
in the fourth reduced-form equation. 
Equations with the Utilization of Health Services (HEAUTL) ^  dependent 
variable 
As noted in Table 7.10, four variables were retained in the model 
as predictors of HEAUTL—HUMRES, EMPLOY, INCOME, and HEASTR. CENSUS 
and HSPAD are the indicators of HEAUTL. The correlation between the 
HEAUTL indicators (.840) is the highest among the within-block relation­
ships (see Table 4.10). Given this finding, there may be some anticipa-' 
tion that the results of regression analysis will be similar. 
Inspection of the data in Table 7.10 reveal that three of the eight 
predictors in both full-model equations (with CENSUS and HSPAD"as 
dependent variables) are statistically significant at the .05 level; 
two of these three indicators (EME and CSI) are the same. The direction 
and magnitude of the coefficients in the two full-model equations are 
also quite similar; only the FORCE indicator of EMPLOY manifests a 
different sign in each of the equations. 
The major difference between the full-model equations pertains to 
the HEASTR block. While the HEASTR block explains about 17% of the 
remaining variance in CENSUS when indicators of HUMRES, EMPLOY, and 
INCOME have explained as much of the variance in the dependent variable 
as possible, almost none of the remaining variance in HSPAD (1.7%) is 
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Table 7.10. Standardized regression coefficients, square of the multiple-
partial correlation coefficient, and square of the multiple 
correlation coefficient for the reduced-form equations and 
the full-model by indicator of the dependent variable; 
Utilization of Health Services (HEAUTL) as dependent 
variable 
Independent Reduced-form Full-
Construct variables equations model 
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R^epresents the square of the multiple-partial correlation 
coefficient for the respective block of independent indicators. 
•Significant at the .05 level. 
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accounted for by HEASTR. But the standardized regression coefficient 
for the PHARM indicator of HEASTR is nearly zero when CENSUS (.006) 
and HSPAD (.073) are dependent variables. Hence, the difference in 
results must be due to PHYS. PHYS is a moderately strong predictor 
of CENSUS (.477), but not of HSPAD (.058). Data suggest that the number 
of general practice physicians in a county is a relatively meaningful 
determinant of the frequency with which hospital beds are occupied by 
patients, but not a good predictor of the number of hospital admissions. 
Data reported in Table 7.10 also indicate that an EMPLOY variable, 
EME, is the strongest positive predictor of CENSUS and HSPAD. The 
strongest negative determinant of both variables is CSX, These findings 
imply that higher employment levels are associated with increased 
hospital utilization, while an increase in aggregate gross income 
brings about a reduction in hospital utilization. 
Employment benefit packages typically include health and hospital 
insurance clauses. Therefore, an increase in the use of hospital 
facilities might be anticipated as the emplojnnent level increases. 
Since data in Table 7.6 revealed that EME has a substantial, positive 
impact on CSI, one might expect that the beta value for CSX in the 
HEAUTL equations would also be positive; it is not. A positive beta 
weight is, however, evident for the companion INCOME indicator—0VER25. 
Why? 
Individuals with appreciable income are typically capable of 
purchasing a variety of goods and services instrumental for enhancing 
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their quality of life. It may well be that hospital and medical care 
services are conceived as important instrumentalities by the affluent. 
In other words, the relatively affluent segment of the population may 
utilize health services, other things being equal, because they not only 
define utilization as a relevant means by which to maintain well-being 
but because they also possess the economic means of access to these 
services. 
Increases in the aggregate income of a populous, on the other 
hand, does not necessarily imply that the affluent segment has expanded. 
It may simply indicate that the overall level of income has been 
enhanced. For example, the effect of EME on CSX may be due, in part, 
to a reduction in the unemployment level; the aggregate level of income 
would then increase accordingly. But an increase in the level of income 
may not be accompanied by a marked change in the behavioral patterns of 
the aggregate. In other words, individuals with more money available 
may simply consume more of what they had been consuming all along. 
In addition, relatively expensive consumer goods (a "second" car, media 
equipment, single family dwellings, etc.) may be purchased for the 
first time. If health services were not historically utilized to any 
great extent, perhaps the availability of additional income will not 
necessarily mean that the utilization of health facilities and services 
will increase. 
Data in Table 7.10 also show that RURPOP is inversely related 
to both HEAUTL indicators. The geographic and economic accessibility of 
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rural people to hospital facilities may be an important determinant of 
facility use. 
An interesting sidelight to this finding is the matrix of relation­
ships between RURPOP and EME, CSI, 0VER25, CENSUS, and HSPAD. Data 
in Table 7.5 showed that RTJRPOP was inversely related to EME. EME is 
positively related to CENSUS and HSPAD, while RURPOP is inversely 
related to both indicators. A review of the data in Table 7.6 indicated 
that RURPOP had a positive impact on CSI, but a negative effect on 
0VER25. In turn, the effect of these INCOME variables on the respective 
measures of HEAUTL are in the opposite direction; CSI is inversely 
related, and 0VER25 positively related, to CENSUS and HSPAD. 
Equations with Health Status (HEASTA) ^  dependent variable 
Level of Education (EDUCATE) indicators were seen as relatively 
important predictors of the employment level (Table 7.5), income level 
(Table 7.6), and housing level (Table 7.7). Data in Table 7.11 reveal 
that education indicators are also important determinants of Health 
Status (HEASTA). In Table 7.11, indicators of HEASTA—MALIGDTH and 
CARDTH—are regressed on the multiple indicators measuring six constructs 
in the model (ECORES, EDUCATE, EMPLOY, HOUSE, HEASTR, and HEAUTL). 
Perusal of data in Table 7.11 indicate that few of the hypothesized 
predictors are statistically significant in the respective full-model 
equations. Half of the four significant predictors in the full-model 
equation for MALIGDTH are EDUCATE indicators. Significant inverse 
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relationships between the predictors and the number of deaths due to 
malignant neoplasms are noted for the number of adults with a high 
school diploma (-.454), the number of adults with a college degree 
(-.901), and the number of persons employed in business establishments 
(-.371). The sole direct relationship between MALIGDTH and a predictor 
is for the OCHOUSE (.357) indicator of HOUSE. 
Since MALIGDTH is a negative indicator of Health Status, those 
indicators manifesting negative beta values are determinants of 
positive well-being in health. The effect of the EDUCATE indicators 
are most notable. Perhaps the impact that the level of education 
appears to have on decreasing the number of cancer deaths is a "spin­
off" of the effect education has on the level of employment, income and 
housing. High school, and particularly college, graduates are likely 
to be employed at "better" jobs than their cohorts with less education. 
They are also likely to have more job stability and career advancement 
opportunities. In turn, the income earned by high school and college 
graduates is usually greater than the income of persons with less formal 
education. It is not surprising, therefore, that one of the strongest 
predictors of affluency (OVER25) in this study was COLLGRAD 
(See Table 7.6). 
A highly educated populous is also likely to be more sensitive to, 
and aware of, prescriptions for preventive medicine, thereby decreasing 
the likelihood that certain medical problems will occur with the 
frequency or intensity that might otherwise be expected. 
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Table 7.11. Standardized regression coefficients, square of Che multiple-parelal 
correlation coefficient, and square of She multiple correlation coefficient 
for the reduced-form equations and the full-model by Indicator of the 
dependent variable: Health Status (HEASTA) as dependent variable 
Independent Reduced-form Full-
Construct variable equations oodel 
MALIGDTH 
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.583* .488* .596* .564* .606* .607* .615* 
CASDTH 
I II III IV V VI 
ECORES LOANS 
A' 
-.107 -.094 -.162 .007 -.050 -.093 
DNirS •757*. .540* .703* .524* .587* ,596* 
EDDCAIE BSGBAD -.249 -.160 .098 -.215 —.080 -.110 
COLLGRAD -.725 -•510* . -.320* -.602* -.646* -.514* 
QFLOY FORCE .379 -.582* -.024 -.024 .177 .027 
EME -.194 .243 -•181 _ -.074 -.225 -.150 
aODSE OCEOnSE -.393* .207 .187 ).109*1 .141 -.225 .142 PPHOLD -.094 -.071 -.177 
H 
-.244 -.189 
HEASTR PHÏS -.088 -.422* -.245 -.297* -.149 -.227 
PHARM .231* .204 .188 .332* •206 .fl .223 
EEAXTTL CEKStIS .212 .404* .313* .310* .203 .294 
BSPAD .037 -.078 -.140 -.080 -.009 -.104 
R2 ' 
.619* .630* .670* .635* .653* .650* ,675* 
'Represents the square of the multiple-partial correlation coefficient for the 
respective block of Independent variables. 
^Significant at the .05 level. 
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Perhaps more healthful and nutritious foods are consumed. A schedule 
of rigorousi yet beneficial, exercise may be maintained. And sleep 
and work habits may be monitored more closely. 
One of the most interesting findings in Table 7.11 pertains to 
the effect of health structure on mortality. One might hypothesize that 
the number of physicians available to administer medical services is 
an important determinant of health status. Data in Table 7.11 show 
that the multiple-partial for HEASTR is 2.4% and 6.4% when MALIGDTH 
and CARDTH, respectively, are the indicators of the dependent variable. 
In other words, medical personnel variables explain a small proportion 
of the remaining variance in the mortality indicators after other 
predictors have explained all they can. In fact, the beta value of 
PHYS for the full-model MALIGDTH equation is .014. This 
suggests that the effect of the number of general practice physicians 
on the number of deaths due to malignant neoplasms is about zero. The 
reader should note, however, that the direction of the PHYS coefficients 
in five of the six reduced-form equations is negative; only in the 
initial reduced-form equation (when the ECORES block is not included in 
the first step of the computer solution), is the coefficient direction 
for PHYS the same as in the full-model equation. This finding suggests 
that the direction of the PHYS coefficient might have been negative if 
the LOANS and/or UNITS variable (s) had been dropped from the model. 
The magnitude of the PHYS coefficients in the full-model would 
probably still have been small, even if the ECORES variables had been 
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deleted. Inspection of reduced-form equation II, on the other hand, 
not only shows that the greatest proportion of the remaining variance 
in MALIGDTH is explained by the EDUCATE block (about 25%), but also 
that the beta value of PHYS is both significant and negative (-.392). 
That is, the number of general practice physicians is inversely 
related to MALIGDTH, and to a statistically significant extent, only 
when HSGRAD and COLLGRAD are excluded from consideration. 
The test of the revised model using the index approach showed that 
SCORES and HEAUTL were the strongest predictors of negative health status 
(see Table 6.1). Data comparing the index and multiple indicator 
approaches (see Table 7.3) suggested that the impact of these factors 
would likely be less severe when the multiple indicator approach was 
employed as a testing option. 
Data in Table 7.11 support this contention. LOANS, UNITS, and 
HSPAD are moderately weak, and insignificant, predictors of MALIGDTH. In 
fact, CENSUS is inversely related to MALIGDTH, albeit on a weak basis. 
When attention Is turned to the full-model equation with CARDTH as 
dependent variable, CARDTH, LOANS and HSPAD are inverse and weak 
predictors of health status; CENSUS is a moderately strong, but 
insignificant, determinant. Only one indicator of SCORES or HEAUTL has 
a significant beta value in either of the full-model equations; UNITS 
has a significant regression coefficient—and in fact—the highest 
positive beta value of any of the CARDTH predictors. 
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The standardized regression coefficients for EDUCATE indicators in 
the CARDTH full-model are consistent with the findings of the MALIGDTH 
full-model equation. One important difference is evident. When 
MALIGDTH is regressed on the education variables (in addition to other 
independent variables), both EDUCATE indicators yielded a statistically 
significant, and negative, beta weight. The negative beta values for 
HSGRAD and COLLGRAD are lower when CARDTH is the regressor—to the point 
that HSGRAD is not a significant predictor. COLLGRAD, on the other 
hand, is the strongest negative predictor of CARDTH. This finding 
may indicate that highly educated persons are less likely to suffer 
from cardiovascular disease and death as compared to less educated 
segments of the populous. Hence, a highly educated population may be 
as important for decreasing the number of cardiovascular deaths, 
as it is in reducing the number of deaths due to malignant neoplasms. 
Another important distinction between the results of full-model 
equations for the indicators of HEASTA should be mentioned. We have 
noted that the effect of PHYS on MALIGDTH was a close approximation of 
zero. It was pointed out there might have been an insignificant, 
inverse relationship between the variables had the EDUCATE indicators 
been dropped from the model. 
The anticipated effect of the number of physicians on health 
status, when health status is measured by CARDTH is supported by the 
full-model data reported in Table 7.11; the beta value for PHYS is 
-.227. Although the coefficient is in the expected direction, it is 
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still insignificant. Upon inspection of reduced-form equation II, the 
reader will again notice that a significant, inverse relationship 
between PHYS and HEASTA might have occurred if the EDUCATE block had 




There is always something to be gained by the retrospective 
evaluation of the techniques employed, findings revealed,and weaknesses 
uncovered during the course of an investigation. Each of these important 
areas will be treated in the final chapter. Special attention will be 
devoted to inspecting the findings of the revised model test. The 
results of the index and multiple indicator approaches will be compared 
from methodological and policy perspectives. Several notable shortcomings 
of the study will also be discussed in terms of severity and possible 
resolution. Recommendations for future research will conclude the chapter. 
Model Testing via the Index and Multiple Indicator Approaches: 
Methodological and Policy Implications 
The data reported in Tables 7.2 and 7.3 indicated that the results 
of the revised model test compared rather favorably when two different 
testing approaches were used. The square of the multiple correlation 
was compared for each of the eight equations in the model. Data in 
2 Table 7.2 revealed that differences in comparative R values were 
less than 10% in six of the eight equations. Evaluation of the standard­
ized regression coefficients in Table 7.3 showed that the difference in 
comparative estimates was < .100 in 60% of the cases. A difference of 
< .200 was evident in three—fourths of the comparative coefficients. 
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Although these data lent some support to the contention that the 
alternative model testing procedures yielded similar results, one 
important consideration should be taken into account: The comparison 
2 
of the two approaches was made possible because "average" R and b* 
values were calculated for the equations tested via the multiple 
indicator approach. As noted in the footnote for Table 7.2, two full-
2 
model estimates of R were produced for each equation in the revised 
model when the multiple indicator approach was employed since there were 
two indicators of the dependent variable, and hence multiple full-model 
equations to be solved. In turn, a beta weight was generated by the 
multiple indicator approach for each indicator of a predictor variable 
in each of the two full-model equations. For exançle, if EMPLOY 
2 
was regressed on SCORES using the index approach, one R and one b* 
would be produced. If, on the other hand, the same variables were measured 
using the multiple indicator approach, the full-model equations would 
2 involve two R (one for the regression of each indicator of EMPLOY on 
the block of indicators measuring ECORES) and four regression coefficients 
(two for each indicator of ECORES). 
In order to con^are the index and multiple indicator approaches, an 
2 
average estimate of R and b* for the multiple indicator approach was 
calculated and presented in Tables 7.2 and 7.3, respectively. In this 
way, the two approaches could be conveniently compared. 
Convenience of comparison notwithstanding, the data reported in 
Tables 7.2 and 7.3 obscured one of the primary benefits to be derived 
from the multiple indicator approach; the advantage of having multiple 
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indicators, operating on an independent basis, was mitigated in the 
2 
summary R and b* estimates. 
The data were useful to the extent that several estimates 
had considerable differences when the index and "summarized" multiple 
indicator approaches were compared. Data presented in Tables 7.5-7.11 
then provided the analyst with an opportunity to explore the reasons 
why various "gaps" existed; data in these tables involved the solution 
of equations in the model using the multiple indicator approach. 
Data in Table 7.3 revealed that major differences in the comparative 
standardized regression coefficients were often the result of larger 
coefficients associated with the index approach. For example, the 
ECORES and EDUCATE coefficients in the EMPLOY equation were twice as 
large for the index testing option. Data reported in Table 7.5 
showed that the UNITS indicator of ECORES was a considerably strong 
determinant of each of the EMPLOY indicators—FORCE and EME. The same 
could not be said of the LOANS indicator of ECORES. A similar finding 
was noted in the INCOME equation. The index beta value in EMPLOY was 
.470—almost twice that of the mean estimate of the four betas generated 
via the multiple indicator approach (.272). Inspection of the full-
model equations in Table 7.6 gives some indication as to why the gap 
exists. EME has a large beta value in the full-model equations (.846 and 
.450). While the FORCE indicator of EMPLOY has significant, yet negative, 
coefficients in both equations. 
Interpretation of the comparative data in Table 7.3 led to the 
conclusion that several of the most dissimilar regression coefficients 
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were associated with, the EEÂSTA equation. Data in Table 8.1 offers 
another perspective on the results of the HEASTA equation. The index 
and multiple indicator approaches are again compared. Unlike previous 
comparisons, the beta values for each of the indicators included in 
2 
each of the two full-model equations are presented. The R values for 
the full-model equations are included in the table as well. 
A summary of the findings from Table 8.1 can be succinctly stated; 
2 The index and the multiple indicator approaches yield similar R values; 
the comparative beta weights are dissimilar. 
A fairly substantial proportion of the variance in aggregate health 
status (after population size) is explained by the predictors. The 
2 
R similarity is impressive. While the dependent variable was regressed 
on twice as many predictors when the multiple indicator approach was 
used, the range of proportional explained variance for the three 
equations is only 7.2% 
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Table 8.1. Comparison of standardized regression coefficients and square 
of the multiple correlation coefficients; Solution of the 
HEÂSTÂ equation using the index and multiple indicator 
approaches 
STANDAEDIZED REGRESSION. COEFFICIENTS 
Index approach Multiple indicator approach 






































.603* .615* .675* 
•Significant at the .05 level. 
The similarity is not evident when attention is shifted to the 
analysis of regression coefficients. Data in Table 7.3 indicated that 
the effect of ECORES and HEAUTL on negative health status would likely 
be less severe when the multiple indicator approach was employed. 
Data presented in Table 7.11, and now 8.1, support this contention. 
Only one of the four beta values in the two full-model equations (the 
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effect of UNITS on CAEIDTH) rivals the beta derived from the standardized 
composite variable. In fact, one of these four coefficients manifests an 
inverse relationship with HEASTA. While a uniform inverse relationship 
between the HEAUTL indicators and the HEASTA indicators is not found, 
the largest positive beta value derived from the multiple indicator test 
is considerably less than the .444 demonstrated by the HEAUTL composite. 
Perhaps the most serious discrepancy in the results of the testing 
alternatives was the grossly underestimated effect of EDUCATE on HEASTA 
when the index approach was compared to the multiple indicator approach. 
EDUCATE is a statistically insignificant predictor (at the .05 level) when 
the HEASTA equation is solved using the index approach. The multiple 
indicator test revealed that COLLGRAD was the best predictor of lower 
levels of MALIGDTH and CARDTH. 
The index approach also revealed that EMPLOY and HOUSE were relatively 
unimportant determinants of HEASTA. The standardized regression coeffi­
cients for these variables were .003 and .022, respectively. On the 
other hand, the multiple indicator test showed that EME is inversely 
related (-.371), and OCHOUSE positively related (.357), to changes in 
MALIGDTH. 
Considerably more information could be derived from the multiple 
indicator test with regard to the impact of HEASTR on HEASTA. Data from 
the index test indicated that the HEASTR beta was -.023. Inspection 
of the multiple indicator test results yielded a much different conclusion; 
PHYS, for example, was a significant determinant of positive 
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health status only when EDUCATE variables were removed from the model. 
Has a sufficient basis been established for defining the multiple 
indicator approach as the superior testing alternative? Perhaps. In one 
at least, the index and multiple indicator approaches have been shown 
2 to be quite comparable. We have noted that comparative R values are 
similar. Should this come as a surprise? The reader will recall that 
a major disadvantage associated with the criteria of selection used in 
this study was the fact that companion indicators appeared to measure the 
same portion of the variance in most of the constructs. If most 
constructs were measured from a unidimensional perspective, differences 
in results arising from alternative model tests may not be great. 
2 
The fact that R values compare so favorably may lend support to this 
2 inteirpretation. Similarly, the R difference was considerable when the 
testing approaches were compared for the equation where the dependent 
variable ŒEÂEES) was represented by two indicators measuring different 
empirical dimensions of the same construct. 
With regard to several other considerations, however, the testing 
alternatives are not homogeneous. The index approach ençloyed in this 
study created composite indicators which measured constructs at a 
generic level. The indicators LOANS and UNITS, for exançle, were 
combined to form a single measure of ECORES, i.e.. Economic Resources. 
Two education indicators were consummated in order to produce a single 
indicator of the Level of Education (EDUCATE), and so on. If the EDUCATE 
composite were regressed on the composite indicator, ECORES, the 
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associated beta value would Inform the analyst how much Impact Economic 
Resources have on education level. What about the policy implications 
concerning the results of solving this regression equation? Assuming that 
the regression coefficient for ECORES is significant, the researcher 
could report to the policymaker that data suggest changes in ECORES pre­
cipitate changes in EDUCATE. Would the policymaker not find it 
preferable, however, if the researcher could Inform him that specific 
ECORES indicators cause certain changes in specific EDUCATE 
indicators? This possibility is basic to the multiple indicator approach. 
The implications of this distinction between the index and 
multiple indicator approaches can be elaborated even further. Suppose 
a researcher found that the frequency with which health services are 
used has a favorable Impact upon health status. Let us assume that 
composites were used to measure each concept (such as those employed in 
this study). Although the findings might be of more than passing 
Interest to health decision-makers, several questions are likely to be 
raised: What kinds of service use appear to make the most impact upon 
health status? What health status variables were more likely to be 
changed "in the right direction" by service use? These questions cannot 
be conveniently answered by the Index approach. 
Why are these pertinent questions? If the decision-maker is only 
Informed that service utilization is a determinant of health status, what 
is he to manipulate in order to change social conditions in desired 
directions? Certainly no program (even at the federal level) can be 
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comprehensive enough to touch all the various types of health services. 
Even if a single dimension of health services were measured, the question 
can still be raised as to which specific services promote the most 
extensive changes in health status. And, of course, the complementary 
question is: What dimensions of health are included in the "health status" 
measure? 
It would therefore appear the multiple indicator approach is 
superior to the index alternative from a policymaking perspective. The 
use of multiple indicators may also be preferred to 
measurement via single indicators for at least one major reason: 
The potential exists for analyzing cause-effect relationships among 
multidimensional concepts when several of these multidlmensions are 
measured by one or more indicators. 
Limitations of the Study 
Perhaps the reader has patiently anticipated this section of the 
study! Almost all investigations, with few exceptions indeed, suffer 
from deficiencies in one or more of the various dimensions of scholarly 
concern (such as theory, methodology, writing style, and so on). 
Particular attention will be devoted, to a series of defined methodological 
weaknesses associated with the study. Five specific areas will be 
evaluated: The data base, model design, criteria of indicator selection, 
size of the indicator blocks, and the partitioning of explained variance 
using multiple-partial correlation. The writer is also sensitive to short­
comings in the area of "blending" the theoretical, methodological, and 
policy-relevant aspects of the study into a coherent whole. Several thoughts 
will be shared regarding this problem. 
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The data base 
The reader was alerted to the fact that the data base involved 
county-level data for the State of Iowa at the outset of the study. Two 
questions may be more icçortant than others when a data base is at issue: 
Do the cases represent a sample or universe? Are the research findings 
generalizable? The answer to the latter is, of course, contingent upon 
the response to the initial query. 
The reader may have noticed that the title of the volume refers to 
the study as "exploratory." Unfortunately, exploratory research is sort 
of a "catch-all" category in the social sciences. This may not mean that 
scholars involved in exploratory research are any less serious about 
their work as compared to practitioners engaged in "non-exploratory" 
research. It can, and often does, mean that scientists feel they 
are traversing less solid areas of inquiry. For this reason, exploratory 
research is often published with the exploratory label serving as 
document "headline." The words, "Toward a . . . ." communicate the same 
intention. In either case, the writer has warned potential critics to 
drop their scholarly "stilettoes." Some innovative work might 
not be published if it were not for the "bargain" struck with peers 
regarding exploratory work which implies: Don't judge my work by the 
same standards you might use to critique more traditional investigations. 
The request can be reinterpreted to read in the colloquial without much 
loss of meaning; Give me a break! 
The writer is not requesting the reader to critique this study by a 
liberal set of standards. At the same time. It must be admitted that 
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a rather limited data set was employed. This assessment almost begs 
an additional evaluation: The research should be replicated using 
different, and more expansive, data sets. The findings of this research 
are not generalizable. It would be a difficult task, indeed, to argue 
that a data base limited to Iowa county data is a meaningful sample 
drawn from a larger universe of counties. Quite frankly, the data were 
mobilized out of convenience in order to commence the process of social 
indicator modeling based upon a relatively new methodological approach. ^ 
As a universe, the research results may be meaningful for Iowa decision­
makers. And as a universe, inferential statistics were not used from 
the perspective of generalizability, but rather because they were 
beneficial tools in analyzing, and making sense out of, research findings. 
Model design 
Special emphasis was made in Chapter 3 to differentiate between 
"causal chain models" and "best indicator frameworks." This study was 
defined as the latter in orientation; "lagged" variables were not 
Included in the model and all the indicators did not measure all the con­
structs at the same period in time. 
"Best indicator frameworks" may only prove advantageous within the 
context of exploratory research and in the replication of exploratory work. 
^The defined "problem" may not even be a problem in some minds. 
Anderson's extensive social Indicator work (described in Chapter 2) is 
almost completely based upon a New Mexico county data set. 
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The future of social indicator modeling, and causal modeling in general, 
would appear to be best served by concentrating efforts in the area of 
"chain" modeling. The use of "lagged" variables, as discussed in 
Chapter 3, would be an easy way to make the smooth transition from 
synchronic to diachronic modeling. The lagged approach also makes sense 
from substantive and policy frames of reference. For example, the health 
status of a population at Time 1 may have implications for health status 
at Time 2 in the sense that the evaluation of aggregate well-being is one 
of the primary planning tools used to decide how limited health resources 
may be best allocated. 
The recent work of Land and Felson (1976) in the area of chain 
modeling is particularly instructive. The time-series models of well-
being by Land and Felson have taken the "lagged" variable perspective to 
an extreme. Data cases do not represent persons, communities, counties, 
states, or nations as is apparent in most social indicator research; data 
cases represent time. Thus, the researcher can concentrate on the extent to 
which changes in the values of variables effect changes in the values 
of other variables when a considerable time-period is analyzed for a 
particular geo-political unit, such as a nation. 
Criteria of indicator selection 
A lacuna between the ideal and real insofar as how the multiple 
indicator approach was implemented in this study has been mentioned : The 
multidimensions of constructs were not, for the most part, measured. As 
evident from Table 3.1, the constructs in the health model were not 
274 
considered unidimensional from a theoretical perspective. The results of 
residual factor analysis (see Table 4.6) supported this interpretation 
with few exceptions, although the theoretical and empirical dimensions did 
not converge to any great degree. 
The criteria of indicator selection has been criticized in 
Chapter 4. Comparison of the two tests of the revised model in Chapters 
7 and 8 tended to support the basis of that criticism: Selected 
indicators seemed to measure a limited amount of the variance in respec­
tive constructs. 
How serious is this claim? Of the first order, is the need 
to clearly demonstrate that the claim is, in fact, accurate. 
The results of one study can neither verify nor establish any potential 
disadvantages. If the criticism is valid, the implications for 
future application of the Sullivan "criteria" are legion. Use of the 
criteria of selection could defeat the very purpose of measuring conplex 
constructs by multiple indicators. Perhaps this interpretation is far 
too strongly stated and unduly harsh. That may well be the case. 
But the intention is to alert the reader to perceived problems. 
The "wisdom" of hindsight notwithstanding, the writer would still 
have used the Sullivan "criteria" in the research. Several guidelines or 
"rules of thumb" incorporated Into the selection process, such as the 
Gordon (1968) Interpretations, are extremely beneficial to take into 
account. Indeed, the analyst first viewed the regression coefficients 
for the EDUCA.TE indicators with the great scepticism; Gordon's rule of 
differential repetltlveness quickly came to mind. The potential 
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problem appeared to be somewhat mitigated by the fact that HDMRES indica­
tors were included as predictors in many of these same equations. The 
reader may recall that HDMRES indicators had the lowest within—block 
correlations. 
The process may also be preferred, in several ways, to the tradition­
al technique of selecting indicators on the basis of face validity. The 
researcher is never at a loss when the opportunity arises to analyze a 
large data set. Some degree of insight and understanding are almost 
always an end—product. On the other hand, the need to "pare down" the 
nimber of indicators is difficult and precarious, especially when deci­
sions are largely made on empirical grounds. 
There is something to be said about the selection of indicators on 
theoretical grounds with the application of a modified set of the Sullivan 
"criteria." It would appear the explication of generic constructs into 
relevant multidimensions, as illustrated in Table 3.1, is a useful exercise; 
comparison of theoretical and empirical dimensions (as made possible via 
factor analysis) is also important. Particular caution should be taken to 
insure the model does not suffer from unequal redundancy. The 
"bottom line" is to make sure at least one indicator is selected to measure 
as many of the conceptual multidimensions as possible. 
Size of indicator blocks 
The multiple indicator approach is predicated upon the assumption 
that at least two indicators will be selected to measure each construct. 
Only the minimum requirements were met in this study. As the number 
276 
of Indicators measuring each construct Increases, so does the complexity 
of analysis. The multiple—partial approach to model building and testing, 
as outlined in the study, was such that only one indicator of the 
dependent variable could be regressed on a set of Indicators measuring 
predictor variables at a time. 
Complexity of analysis problems aside, the number of indicators used 
to measure the constructs of a model should not be decided a priori, 
as exemplified in this study. The theoretical and/or empirical 
dimensions of the constructs should be carefully inspected. Only then 
should a decision concerning block size be made. Since it is unlikely 
that all constructs will possess the same number of dimensions, compromises 
may be required in order to avoid unequal redundancy. 
The partitioning of explained variance using multiple-partial correlation 
What is to be gained by partitioning the proportion of the variance 
explained in dependent variables by blocks of Independent variables? 
How important is partitioning in the overall scheme of causal modeling? 
These are important questions because the partitioning of variance has 
had central importance in this study; a partitioning approach was used 
in model building and testing. 
Duncan (1970) has considered these questions. He not only concludes 
that the partitioning of explained variance should be of minor importance 
in the design of a causal model, but argues that preoccupation with 
2 partitioning R may Interfere with the primary objective "... that the 
regression setup itself is suited to the Inferences and interpretations 
2 to be attempted" (Duncan, 1970:38). In other words, the partitioning R 
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may constitute a psuedo-problem that is likely to distract the analyst 
from the more Important issue of " . . . setting up an appropriate 
representation (or "model") of the structure of the problem" (Duncan, 
1970:38). 
Duncan's reaction to the potential misuse of partitioning appears 
to be related to his negative assessment of Blalock's application of the 
Simon method for making causal inferences from correlational data 
(Blalock, 1962). Blalock has illustrated the use of partial correlation 
to evaluate the goodness-of-fit in four-variable causal models. 
Blalock's goodness-of-fit procedures offer the background for the 
multiple-partial strategy employed by Sullivan (1971;1974) that was 
applied in this study. Blalock (1962:184) describes the procedure: 
A particular recursive set of equations involves 
the assumption that a given causal arrangement is 
appropriate. If some of the b's can be assumed 
to be equal to zero, certain restrictions will be 
imposed on the data if the equations are to be 
mutually consistent. For each of the b's set 
equal to zero we impose the condition that the 
comparable partial correlation should also be 
zero, thus obtaining a prediction which can 
actually be tested from the data. But setting one of 
the b's equal to zero is equivalent to our postula­
ting that there is no direct causal link between 
two variables. Thus, if we set b32^.2=0, we are saying 
that there is no direct causal link between Xj and 
X3 and that a partial correlation between Xj and X3 
. . . should vanish. 
Duncan (1970:44) views these goodness-of-fit operations as playing 
" ... no useful role ..." in causal-model analysis. Duncan opts 
for the use of "standard" path analysis procedures by testing derived 
path coefficients for significance. In the completely-recursive. 
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four-variable model shown in Figure 8.1, for example, Duncan would 
prefer that three regression equations be solved. These equations 
involve regressing on X^; X^ on X^ and X^; and X^ on X^, X^, and X^. 
Blalock, on the other hand, might test six assumptions: r^^^O, 
ri2#0, ^24*3'^®' ^14'32^^' and ^13.2^0' Duncan, in turn, might evaluate 
these tests as logical, but also suggest they add nothing of significance 
to the problem at hand. 
Figure 8.1. A completely-recursive, four-variable causal model 
(From: Duncan, 1970:43) 
Duncan's major contention seems to be that these procedures were 
n e v e r  d e f i n e d  a s  c e n t r a l  t o  t h e  m e t h o d  o f  p a t h  a n a l y s i s ;  t h e  " . . .  
straightforward recursive setup" (Duncan, 1970:46) would be preferred. In 
Figure 8.1, for instance, Duncan would opt for testing 
^13*24"®' and bi4.23*0 the equation where is regressed on X^, X^, 
and Xg, rather than testing the assumptions that r^^fO, ^23-2^®* and 
^14"23^®* suggested by the Blalock approach. The former is part of 
the "straightforward" regression setup associated with path analysis 
(Duncan, 1966), while the latter is based on the causal rha-Tng explicit 
in the model. 
The causal chains in a model can be identified according to the 
causal ordering of variables. There are three sets of causal chains in 
279 
Figure 8.1: X^X^, ^nd X^X^; X^Xj-^X^, X^X^X^, and 
Xj-)X^Xi; and X^-^X^^X^—^X^. 
The decision on what prediction and assumption tests should be undertaken 
in the assessment-of-fit process is directly related to the causal chains 
included in the model under scrutiny. The results of these tests can 
provide the research worker with information on whether the causal 
network of relationships should be reformulated and, if so, to what 
extent. The causal chain notion is not important in the Duncan perspec­
tive, however. The "straightforward" regression setup associated with 
path analysis treats each independent variable as if it were entered 
last in the equation, irrespective of the causal ordering of the variables. 
Perhaps Duncan's critique of Blalock's approach represents an over­
extended argument. The interested observer might classify Blalock's 
contribution as pertaining to the theory building process whereas 
Duncan's procedures seem to be primarily associated with model testing. 
Sullivan (1974), for example, applies Blalock's technique in the block-
recursive case to help reformulate the relationships among the variables 
in a theoretical model. Sullivan (1974:259-261) is therefore able to 
decipher spurious relationships among several variables prior to model 
testing. 
The multiple-partial approach may be particularly useful in 
assessing the goodness-of-fit between data and a theoretical model when 
multiple sets of indicators are used to measure constructs. And a 
modified version of "straightforward" path analysis can be employed 
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for testing models with multiple indicators. That procedure was illustra­
ted in Chapter 7 of this study and has also been performed by Miller 
(1975). 
Blending of theoretical, methodological, and policy considerations 
Perhaps one of the most difficult tasks confronting the scientist 
is the need to blend theory with methodology. Although this assessment 
may seem trite, it has credence. And the applied scientist is faced 
with yet another hurdle—the need to make theoretical perspectives, 
methodological techniques, and research findings—as a package— 
relevant for solving societal problems. 
The orientation of this study was decidedly methodological. 
The writer agrees with Anderson's (1973a) assessment that the crux of 
social indicator modeling involves the design and development of 
adequate methodological approaches. Yet an emphasis on methodology 
often means theoretical issues can be slighted and even neglected. 
Poincare^ the French sophist and mathematician of the late 19th and. 
early 20th centuries, once suggested that sociologists are "hierophants 
of methodology"; far too much attention is devoted to detailing 
procedural logic. After all, the goal of science is to establish laws. 
Since laws may be defined as theoretical invariances, scientists should 
always be careful to place the purpose of research in a proper per­
spective; the means (i.e., methodology) should not be defined as 
superordinate to the end (i.e., theory). 
Theory is, however, no "strange bedfellow" to causal modeling. 
There is little doubt that atheoretical, and perhaps even antitheoretical. 
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social scientists feel comfortable with causal modeling. Miller and 
Stokes (1975) have concluded as much. But atheoretical and anti-
theoretical scientists should avoid causal modeling since every causal 
model has a theory at its foundation. 
One segment of this study—the model building phase—should have 
reflected the consummation of theory and methodology. Perhaps it 
does not. For example, some readers might insist that the revision of 
the original should not have been undertaken because the findings of the 
initial assessment of fit tests were revised into the second model. 
This procedure might qualify—in the assessment of some—as nothing more 
than another clear-cut example of the methodological "tail" wagging the 
theoretical "dog." Still other readers might have been disappointed 
that the revised model was not, in turn, re-revised into a third model. 
While the revised model may have been superior to the original model, 
the fit between the model and the data could certainly have been improved 
via revision. 
The writer takes exception to both interpretations. The revision of 
the original model was based, in part, upon the findings of the degree 
of fit between data and the original model. To disregard these findings 
would have represented a myopic approach to model building. On the 
other hand, nothing would have been gained by incessant model revision, 
especially when the analyst would have repeated the testing process 
with the same data set. And the limitations of the data are conspicuous. 
Additional tests (and revisions) of the models should be reserved for 
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replication efforts. 
What about the policy-relevance of this study? Sheldon and Freeman 
(1970) have commented that the social indicator movement has suffered 
in the past because of unfulfilled promises. The irony of this assess­
ment is that Duncan (1974) has also observed that social indicator 
researchers have the potential to become "agents of enlightenment." 
Wilcox, et al. (1976) have replied that social indicator researchers 
can qualify as "agents of enlightenment" only after they become 
enlightened! This study may or may not constitute a step in the right 
direction insofar as social indicator modeling is concerned. If it does, 
what can be said about the research findings in terms of application to 
social policy? 
The most noteworthy conclusion may actually "cut against the grain" 
of one of the most fundamental beliefs associated with attempts to 
enhance aggregate health status; the "more" credo. That is, the "more" 
money we invest in the health sector the better equipped we will undoubtedly 
be to help people live better and longer lives. Burger (1974) labels the 
"more" credo as "an intuitive assumption" that is rarely challenged and 
even more difficult to disprove. 
But the issue has been the focus of scientific inquiry. Based on 
a national study of the relationship between health expenditures and 
health status, Forbes (1967) observed that data failed to show a signifi­
cant tie between "more money" and "more health." One of Forbes' 
conclusions is particularly interesting: National health expenditures 
could either be doubled or cut in half without any appreciable effect pn 
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the longevity of the population. Glaser (1973) goes one step further. 
He insists that the lack of a relationship between health conditions, 
on the one hand, and health expenditures and the use of health facilities, 
on the other, is something that should be considered a well-known fact. 
And Jones (1974) showed that health funds allocated by the federal govern­
ment on a grant-in-aid basis during a 14 year period have had "no 
systematic overall impact" (Jones, 1973:208) on health status. Jones 
(1973:215) concludes: 
The findings provide further evidence that placing 
money in one end of the pipeline is no guarantee 
that the desired result(s) will flow out of the 
o t h e r  e n d  . . . .  
Stewart (1973) recommends that it may not be the magnitude of allocation 
that is misguided but the way available resources are being spent. He 
suggests that a misallocation exists; too much money is being spent on 
physician training and not enough money is being devoted to educating 
the public as a whole. While Senior and Smith (1972) may not necessarily 
agree with the latter conclusion, they do support the former. The 
researchers found that there is little evidence to suggest that a 
physician shortage exists and a shortage will not come into being even if 
a federal health insurance program becomes reality. 
When the layman hears such conclusions he may realize that "... the 
constraint on resources implies rationing" (Fein, 1972:157). In other 
words, potential reductions in health resource allocation will eventually 
translate into reductions in service availability. Perhaps the 
"certificate of need" laws represent one of the first steps in thia 
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direction. Under these laws, health-care providers must obtain state 
approval before any service or facility changes (modifications) are 
initiated. The interesting issue here is that need laws seem to be a 
reaction, in part, to the skyrocketing costs of health care. And why 
support unnecessary facilities and services when the impact of these 
structural health-care opportunities on health status is questionable? 
But the consumer may refuse to accept, or at least find it hard to 
believe, that a "natural connection" does not exist between the money 
invested in the health sector and the level of health. Where does this 
leave the health planner? 
One of the more interesting findings resulting from this study was 
the large, direct effect the level of education has on health status. This 
is neither an unusual nor earthshattering finding.^ But the HEARES 
variable was not retained in the model as a predictor of HEASTA after 
model revision. And the HEASTR variable, although retained in the model 
as a HEASTA predictor, was found to be a rather weak causal determinant 
of the level of health. Perhaps these findings have implications for 
health planning. It is commonly assumed that the availability of 
sophisticated health-care instiruments, together with well—trained health­
care personnel, are several of the primary reasons why such great inroads 
have been made in enhancing aggregate health status during this century. 
Anderson (1974) also hypothesized that education level would have 
a direct effect on health status. Data did not support the hypothesis. 
Anderson (1974:198) assessed the finding as . . . unanticipated «nd 
. . . difficult to account for." 
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Yet the point of diminishing returns, at least for the most part, may 
have been reached. There seems to be a lack of scientific evidence that 
the availability of, and the accessibility to, ever-increasing levels 
of structural health-care opportunities significantly contribute to 
"good health." And when we discuss these health services, we typically 
refer to diagnostic, therapeutic, or rehabilitative services. One 
possible conclusion from the findings reported in this study is that more 
attention should be devoted to preventive medical services. This judgment 
may not be popular. The "output" of investments in preventive medicine 
in terms of "good health" may not be readily apparent. In addition, the 
training of medical practitioners may not stress preventive medicine 
with the same intensity as compared to treatment-oriented specialties. 
Preventive medicine primarily focuses on an overall strategy to 
help mitigate the intensity of potential medical problems. There are 
undoubtedly certain types of behavioral patterns that may constribute to 
lessening the impact of these problems. As mentioned in Chapter 7, it 
may be that persons who have attained certain education levels are more 
aware of, and sensitive to, these patterns and are therefore better 
equipped to apply preventive medical advice. With scientific evidence 
supporting the contention that a decrease in health expenditures will 
not lead to a decline in aggregate health status, health planners may 
want to increasingly turn to preventive medical programs as a means to 
control health problems and, in so doing, help regulate spiraling 
health-care costs. 
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Recommendations for Future Research 
What types of research problems should be the topic of future 
research activity? This is a "loaded" question because the scientist 
often starts and ends the prescription by considering research problems 
that involve refinements and/or important variations of the just concluded 
inquiry. These recommendations are often couched in terms of "what appears 
to be in the best interests" of promoting the rapid progress of basic re­
search in the particular specialty area. Such is the case here. Three 
recommandations are briefly considered in the following sections. 
Replication 
No directive Is mentioned as often in the social sciences, and dis­
regarded just as frequently, as the call for research replication. Some 
social scientists may feel the definition of "original research" does 
not include replication efforts. Others may not consider the invest­
ment of time and energy equal to the personal and professional benefits 
derived from "re-research." 
Perhaps this is one of the major reasons why social scientists, by 
and large, have discovered so little about the social world. Certainly 
the subject matter is conç>lex, but the lack of concentrated and unified 
research efforts (appearances to the contrary) may be one of the major 
reasons for our limited understanding. 
Replication is the key. The theory and methodology advanced in this 
study should be reapplied using different data sets. The general approach 
to social indicator modeling should also be transferred, and used, in 
modeling other policy-relevant areas of social well-being, such as 
education and housing. 
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Refinement of the multiple indicator approach. 
Several important reasons have been considered as to why the 
multiple indicator approach to measurement may be preferred to other meas­
urement options. Several disadvantages regarding the approach have also 
been discussed. But the weakness attributed to the Sullivan multiple indi­
cator methodology may be the result of basic shortcomings in this study. 
Here is where replication comes into the picture once again. The 
Sullivan "criteria of selection" should be applied by other researchers in 
their investigations. The focus of inquiry need not be the health 
area. Any model that includes broad-based, or multidimensional, con­
structs could be instructively considered as long as one or more indicators 
are used to measure defined multidimensions. 
Efforts in this direction should not interfere with activity on a 
similar front: Additional "sets" of criteria should be developed. 
Social forecasting and social indicator modeling 
The volume commenced with a paradigm for social indicator research. 
Our final comments will refocus on that topic area. 
To argue that social indicator modeling is an appropriate direction 
to pursue in the name of social indicator research may not be saying 
very much; many types of research activities could qualify as social indi­
cator modeling. The approach outline in this investigation is one of the 
most fundamental possibilities, but has limited "payoff" in terms of 
direct application to policymaking. A much greater contribution is 
afforded by social forecasting. While some students might prefer to 
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Include social forecasting as a distinct category of social Indicator 
research, others (the writer included) envision forecasting as an 
advanced form of social indicator modeling. 
The distinction between descriptive social reporting and analytic 
social reporting was made in Chapter 1. One of the major purposes of the 
former is to monitor changes in social conditions from the past into the 
present. The ultimate contribution of social forecasting is the 
ability to complement the goal of descriptive social reporting through 
analytic social reporting; that is, alternative "future states" could 
be communicated to social policymakers when different sets of assxjmptions 
are taken into consideration. 
Yet the ability to successfully forecast would seem to be somewhat 
contingent upon the success of more rudimentary social indicator 
modeling efforts. Duhl (1968) aptly phrased the problem in the title 
of one of his journal papers: "Planning and prediction: On what to do 
when you don't know the names of the variables." 
What are these key variables? How do these variables interrelate 
in the "real world?" How can reality be adequately represented in our 
abstract models? These questions must be answered. Otherwise the idea 
of social indication will never come to fruition, and the spirit of the 
"movement" will certainly dissipate into something that could have 
led to potential benefits, but never quite did. Can we afford to fail? 
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APPENDIX A: DESCRIPTION AND DATA SOURCES OF INDICATORS 
Table A.l. Human Resource Dimension Indicators 
Indicator Acronym 
1. Total population (1970) P0P70 
2. Total population (1975) POP75 
3. Persons under 18 years of age YOUTH 
(1970) 
4. Persons 65 years of age and AGED 
over (1970) 
5. Population density (1970) DENSITY 
6. Persons residing In urban areas URBPOP 
(1970) 
7. Persons residing in rural areas RURPOP 
(1970) 
Description and data source 
Source ; U.S. Department of Commerce, Bureau 
of the Census (1973a). 
Source; Iowa State Department of Health, Rec­
ords and Statistics Division (1976). 
Source; U.S. Department of Commerce, Bureau 
of the Census (1971b). 
Source; U.S. Department of Commerce, Bureau 
of the Census (1971b). 
Number of persons per square mile. 
Source: U.S. Department of Commerce, Bureau 
of the Census (1973a). 
Number of persons residing in places of 2,500 
population and over. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1973a), 
Number of persons residing in places of less 
than 2,500 population 
Source; U.S. Department of Commerce, Bureau 
of the Census (1973a). 
Net migration (1970-74) NETMIG Represents the difference between net change 
and natural Increase. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1975 a). 
Table A.2. Economic Resource Dimension indicators 
Indicator Acronym 
1. General revenue of local govern- LOCREV 
ments (1972) 
2, General expenditures of local LOCEXP 
governments (1972) 
3, Taxable payrolls of business units TAXPAY 
(1972) 
Description and data source 
Represents the aggregate revenue collected by 
all the local governments of a county. Figure 
includes intergovernmental revenue, tax 
revenue, and special charges. Special charges 
include fees for special services, special 
assessments, the sale of government property, 
and Interest earnings. Figure excludes inter­
local revenue. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1974b). 
Represents the aggregate amount of money alloca­
ted by all the local governments of a county 
for all functions. Functions include: Educa­
tion, highways, public welfare, hospitals, 
health, police protection, parks and recrea­
tion, corrections, financial administration, 
general control, maintenance of public 
buildings and Interest on debts. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1974b). 
Includes the aggregate taxable payrolls for 
agricultural, mining, contract construction, 
manufacturing, transportation, wholesale 
trade, retail trade, financial, and service 
establishments for the period ending March 15. 
4. Number of business units (1972) UNITS 
5, Loans on account at commercial LOANS 
banks (1972) 
6. Retail sales RSALES 
7. Federal outlays (1972-73) FEDLAY 
Source: U.S. Department of Commerce, Bureau 
of the Census (1973b). 
Includes the aggregate number of establishments 
in the areas of agriculture, mining, 
contract construction, manufacturing, trans­
portation, wholesale trade, retail trade, 
financial services and general services for 
the period ending March 12. 
Source : U.S. Department of Commerce, Bureau 
of the Census (1973b). 
Figure also Includes discounts. 
Source; Iowa Development Commission (1974). 
Represents aggregate sales reported by retail 
establishments. 
Source: Sales Management (1972). 
Represents the total amount of funds allocated 
by the executive branch of the federal govern­
ment to counties. In some instances, the 
outlays pass through state governments, or 
their intermediaries, such as prime contract­
ors, before reaching the ultimate recipient. 
Data may be incomplete for any one county 
because of security reasons. The outlays are 
specifically allocated in Iowa through the 
following federal agencies: Departments of 
Agriculture, Commerce, Defense, Interior, 
Justice, Housing and Urban Development, 
State, Transportation, Treasury and Labor. 
Table A.2. (Continued) 
Indicator Acronym 
8, Construction value of commercial 
buildings (1972) 
CONSTR 
Description and data source 
Additional agencies include: Environmental 
Protection Agency, Equal Employment Opportu­
nity Commission, Federal Home Loan Bank, 
ACTION, Agency for International Development, 
Federal Mediation and Conciliation Service, 
General Services Administration, Farm Credit 
Administration, Interstate Commerce Commis­
sion, National Fund on Arts and Humanities, 
National Science Foundation, Office of 
Economic Opportunity, Office of Emergency 
Preparedness, Postal Service, Railroad Re­
tirement Board, Selective Service System, 
Small Business Administration, Tennessee 
Valley Authority, U.S. Information Agency, 
Veterans Administration, and the Water 
Resources Council. Figures represent the 
allocation for fiscal year 1973 (July 1, 
1972-June 30, 1973). 
Source; U.S. Department of Commerce, 
National Technical Information Service 
(1973). 
Represents the aggregate cost of all commercial 
buildings under construction. 
Source; Iowa Development Commission (1974). 
9. Acres of land in farming (1974) ACRES 
10. Aggregate farm production AGEXP 
expenses (1974) 
11, Aggregate value of agricultural AGPROD 
products sold (1974) 
12. Aggregate value of agricultural AGBULD 
land and buildings (1974) 
Represents all the acres devoted to harvested 
cropland, woodlands (including woodland 
pasture), all other cropland and all other 
land in farms. 
Source ; U.S. Department of Commerce, Bureau 
of the Census (1976a). 
Represents all the expenses paid for the pro­
duction of crops, poultry, livestock, and 
other agricultural products. Does not include 
expenses related to nonfarm activities such 
as trading, speculation, and livestock dealer 
activities. 
Source! U.S. Department of Commerce, Bureau 
of the Census (1976a). 
Represents the total gross value of all crops 
sold, regardless of the year they were 
produced and the value of all poultry, live­
stock and their products sold. Figure does 
not include net income or value of sales from 
rented land. Does include the landlords' 
share of sales. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1976a). 
Represents the total gross value of all 
agriculturally-related land and buildings. 
Source: U.S. Department of Commerce, Bureau 
of the Census (1976a). 
Table A.2. (Continued) 
Indicator Acronym Description and data source 
13, Number of farms operated by AGOWN 
full-owner 
14. Adjusted number of farms with AG2500 
sales under $2500 (1974) 
15. Taxable payrolls of transportation TRANCOM 
and communication businesses 
(1972) 
Source; U.S. Department of Commerce, Bureau 
of the Census (1976a). . 
Represents only those farms with sales under 
$2500 with gross sales of at least $1000. 
Source ; U.S. Department of Commerce, Bureau 
of the Census (1976a). 
Represents the total taxable payrolls for the 
March 12 pay period. The category "trans­
portation and communication businesses" 
includes the following businesses: Local 
and Interurban passenger transit, trucking 
and warehousing, water transportation, air 
transportation, transportation services, 
telephone communication, telegraph communica­
tion, radio and television broadcasts, 
communication services, electric utilities, 
gas utilities, and water utilities. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1973b). 
Table A.3. Financial Resources for the Health 
Indicator Acronym 
1. Dollars allocated by local govern-. LOCHLF 
ments for public health 
services (1972) 
2, Dollars allocated by local govern- LOCHSP 
ments for hospital services 
(1972) 
3, Dollars allocated by county govern- CNTHLF 
ments for public health services 
(1972) 
41 Dollars allocated by county govern- CNTHSP 
ments for hospital services (1972) 
Indicators 
Description and data source 
Represents the amount of money spent by all the 
local governments In a county on public health 
services. Figure excludes dollars allocated 
for hospital services. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1974b). 
Represents the amount of money spent by all the 
local governments in a county on hospitals. 
Figure excludes dollars allocated for other 
public health services. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1974b). 
Represents the amount of money spent by the 
county government on public health services. 
Figure excludes dollars allocated for hospital 
services. 
Sourcet U.S. Department of Commerce, Bureau 
of the Census (1974a). 
Represents the amount of money spent by the 
county government on hospitals. Figure 
excludes dollars allocated for other public 
health services. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1974b). 
Total operating expenses for 
hospitals (1974) 
HSPEXP Represents the total hospital operating expenses 
for a 12-month period, Including the payroll 
component. Payroll expenses Include all 
salaries and wages except those paid to medi­
cal and dental Interns and residents and 
other trainees (e.g., X-ray therapy trainees). 
Figure represents the aggregate total 
operating expenses for all hospitals located 
In the county, excluding state and federal 
hospitals. 
Source; American Hospital Association (1975). 
Table A,4. Structure of Health Service indicators 
Indicator Acronym 
1. Number of active general care PHYS 
physicians (1974) 
2. Number of active and licensed full- NURSES 
time equivalent registered and 
practical nurses (1974) 
3. Number of physicians 60 years of PHYS60 
age and over (1974) 
4, Number of active dentists (1974) DENT 
5. Number of community and hospital PHARM 
pharmacists (1974) 
Description and data source 
Includes only practicing physicians adjusted 
to exclude educators not providing direct 
patient care. General Care Physicians in­
clude: General practitioners, family 
practitioners, internists, and pediatricians. 
Source: Governor's Office for Planning and 
Programming, State of Iowa (1975). 
Adjusted to exclude all less than full-time 
equivalent (FIE) nurses. 
Source; Governor's Office for Planning and 
Programming, State of Iowa (1975). 
Includes active and non-active physicians and 
general care and specialist physicians. 
Source; Iowa State Department of Health, 
Records and Statistics Division 
(1974). 
Includes only practicing dentists. Excludes 
educators not providing direct patient care. 
Source; Governor's Office for Planning and 
Programming, State of Iowa (1975). 
Includes active pharmacists practicing in the 
community, as well as those associated with 
hospitals. 
6. Number of medical specialists (1974) MEDSPEC 
1, Number of hospital personnel HSPSTF 
C197A) 
8, Number of long-term care (non- LTBEDS 
hospital) beds (1974) 
Source*. Governor's Office for Planning and 
Programming, State of Iowa (1975). 
Includes active, as well as non-active, 
physicians reporting as a specialist in one 
or more of the following specialities : 
Anesthesiology, Dermatology, Internal Medi­
cine, Obstetrics, Gynecology, Ophthamology, 
Otolaryngology, Pathology, Pediatrics, 
Psychiatry, Radiology, Urology or other. 
Source; Iowa State Department of Health, 
Records and Statistics Division 
(1974). 
Includes all persons on payroll as of the end 
of the last day of the third quarter for a 
12-month period. Includes all full-time 
equivalent personnel (PTE's were calculated 
on the basis that two part-time equivalents 
equal one full-time person). Excludes 
personnel employed at state and federal 
hospitals and all medical and dental interns, 
as well as all other trainees. 
Source; American Hospital Association (1975). 
Includes beds located in skilled nursing 
facilities, extended care facilities, and 
intermediate and basic nursing homes. Long-
term care means that the average length of 
stay for patients is normally 30 days or 
more, and for over 50% of all patients 
admitted for long-term care, the average 
length of stay is 30 days or more. 
Table A.4. (Continued) 
Indicator 
9. Number of hospital beds (1974) 
Acronym Description and data source 
Source; Iowa Hospital Association and Iowa 
Regional Medical Program (1974). 
HSPBEDS Includes only the number of beds, cribs, and 
pediatric bassinets regularly maintained 
(set up and staffed for use) for inpatients. 
Excludes bassinets for newborn Infants. Also 
excludes beds in state and federal hospitals. 




Table A,5. Utilization of Health Services indicators 
Indicator Acronym 
1. Number of hospital admissions HSPAD 
(1974) 
2. Mean daily inpatients served by CENSUS 
hospitals (1974) 
3, Hospital bed occupancy rate (1974) HSPRTO 
Description and data source 
Includes the total number of patients accepted 
for inpatient service during a 12-month 
period. Excludes newborn Infants. Also 
excludes admissions to state and federal 
hospitals. 
Source; American Hospital Association (1975). 
Represents the average number of inpatients 
receiving care each day during a 12-month 
period in hospitals. Excludes newborn 
infants. Also excludes patients receiving 
care in state and federal hospitals. 
Source; American Hospital Association (1975). 
Represents the percent of hospital beds 
occupied by inpatients, on the average, each 
day during a 12-month period. Excludes new­
born infants. Also excludes patients 
receiving care in state and federal hospitals. 
Source: American Hospital Association (1975). 
Table À.6. Health Status indicators 
Indicator Acronym 
1. Infant deaths (1975) INFDTH 
2. Fetal deaths (1975) FETDTH 
3, Neonatal deaths (1975) NEODTH 
4. Deaths due to malignant neoplasms MALIGDTH 
(1976) 
Description and data source 
Represents the number of deaths of children 
under one year of age. 
Source; Iowa State Department of Health, 
Records and Statistics Division 
(1976). 
Represents the number of births after 20 weeks 
of gestation which are not live births. 
Source; Iowa State Department of Health Rec­
ords and Statistics Division (1976). 
Represents the number of deaths occurring under 
28 days after birth. 
Source; Iowa State Department of Health Rec­
ords and Statistics Division (1976). 
Represents the number of deaths due to all types 
of malignant neoplasms, including neoplasms 
of lymphatic and hematopoietic tissues. 
Includes malignant neoplasms of: Buccal 
cavity and pharynx, digestive organs and 
peritoneum, respiratory system, breast, 
genital organs, urinary organs, and 
leukemia. 
Source; Iowa State Department of Health, 
Record and Statistics Division (1976). 
5. Deaths due to cardiovascular disease CARDTli 
(1975) 
6, Number of Influenza cases (1975) FLU 
7. Number of gastrointestinal cases GAS 
(1975) 
8. Number of streptococcal cases 
(1975) 
STREP 
Represents deaths due to major cardiovascular 
disease Including diseases of the heart 
(active rheumatic fever, chronic rheumatic 
heart disease, hypertensive heart disease, 
hypertensive heart and renal disease, 
ishemic heart disease, and chronic disease 
of endocardium and other myocardial in­
sufficiency) , hypertension, cerebrovascular 
diseases (cerebral hemorrage, cerebral 
thrombosis, and cerebral embolism), 
arteriosclerosis, and all other diseases of 
the arteries, arterioles and capillaries. 
Source; Iowa State Department of Health, 
Records and Statistics Division 
(1976). 
Represents the reported number of diagnosed 
(both laboratory and non-laboratory 
diagnosed) cases of influenza. 
Source; Iowa State Department of Health, 
Division of Disease Prevention 
(1976). 
Represents the reported number of diagnosed 
gastrointestinal cases. 
Source; Iowa State Department of Health, 
Division of Disease Prevention 
(1976). 
Represents the number of reported cases of 
streptococcal infection. 
Source; Iowa State Department of Health, 
Division of Disease Prevention (1976). 
Table A.6. (Continued) 
Indicator Acronym Description and data source 
9. Number of cases of venereal 
disease (1975) 
VD Represents the number of reported cases of 
Infections I Figure Includes Infections 
due to the gonococcus. 
Source; Iowa State Department of Health, 
Division of Disease Prevention 
(1976). 
Table A.7. Level of Employment indicators 
Indicator Acronym 
1. Persons employed (1972) BMP 
2. Persons unemployed (1972) UEMP 
Description and data source 
Represents the 12-month average of persons 
employed. Employment is defined as those 
persona who work for pay or profit or as 
unpaid family workers for 15 hours or more 
per week. Also included among the employed 
are those persons who, although not working, 
had some job attainment and were not looking 
for work. This would include persons 
temporarily absent from a job or business 
because of Illness, bad weather, vacation, 
labor-management dispute, or other reasons 
whether or not they were on a pay status 
during their time off. 
Source ; Iowa Employment Security Commission, 
Research and Statistics Department 
(1974). 
Represents the 12-month average of persons 
who are unemployed. Unemployed persons 
include persons who did not work at all, were 
able to work and available to work, and (1) 
were looking for work, or (2) would have 
looked for work, except that (a) they were 
waiting to return to a job from which they 
had been laid off, or (b) they were waiting 
to report to a new wage and salary job 
scheduled to start within the following 30 
days, or (c)they believed no Work was avail­
able in their line of work or in the community. 
3. Size of the labor force (1972) FORCE 
4. Persons needing employment services ESERVE 
(1973) 
5. Persons employed in business EME 
establishments (1973) 
Source; Iowa Employment Security Commission, 
Research and Statistics Department 
(1974). 
Represents the sum of unemployment plus un­
employment. Figures are based on a place-
of-resldence concept, whereby a person, 
employed or unemployed, is counted in the 
place (county) where he lives regardlesu of 
the place (county) where he works. 
Source; Iowa Employment Security Commission, 
Research and Statistics Department 
(1974). 
Represents the estimated number of persons de­
fined as needing employment services because 
they may be poor, disadvantaged, unemployed, 
underutilized, or because they possess other 
characteristics indicative of needing 
services. These characteristics include 
persons who are welfare recipients, school 
dropouts, veterans or minority group members. 
Source; Iowa Employment Security Commission, 
Research and Statistics Department 
(1972). 
Represents an enumeration of all the persons 
employed in business establishments during 
the pay period that Includes March 12. An 
"establishment" is a single physical loca­
tion where business is conducted or where 
services or industrial operations are per­
formed. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1976b) . 
Table A.8. Level of Income indicators 
Indicator Acronym 
1, Aggregate personal Income (1973) PEKING 
2. Aggregate consumer spendable income CSI 
(1974) 
3, Aggregate farm income (1974) FRMINC 
4, Persons with income less than the POVLVL 
poverty level (1970) 
Description and data source 
Represents the gross income for a population 
aggregate (county) prior to the payment of 
taxes. 
Source ; U.S. Department of Commerce, Bureau 
of the Census (1975b). 
Represents the net income for a population 
aggregate (county) after the deduction of 
taxes. Consumer spendable income is very 
similar to the U.S. Department of Commerce's 
"disposable personal income." 
Source; Standard Rates and Data Service 
(1976). 
Represents gross income of all persons in a 
population (county) who farm. A farm is 
defined as any tract of land of three acres 
or more, used for agricultural purposes 
and operated by one individual with or with­
out the assistance of family and/or hired 
help. 
Source; Standard Rates and Data Service 
(1976). 
Persons with income below the established 
poverty line (i.e., defined as living in 
poverty), 
5. Persons with income less than 125% 
of the poverty level (1970) 
LESS125 
6. Families and unrelated individuals OVER25 
with income of $25,000 or more 
(1970) 
Source; U.S. Department of Commerce, Bureau 
of the Census (1972c). 
Persons whose level of income is at, or below, 
the established poverty line multiplied by 
1.25. 
Source! U.S. Department of Commerce, Bureau 
of the Census (1972c). 
Families and unrelated individuals with annual 
Income at, or exceeding, $25,000. (This is 
approximately 150% above the median family 
income for Iowa). 
Source: U.S. Department of Commerce, Bureau 
of the Census (1972c). 
Table A. 9. Level of Housing Indicators 
Indicator Acronym 
1. Number of occupied housing units 0CHOUSE 
(1970) 
2, Number of occupied housing units CROWD 
defined as overcrowded (1970) 
3. Median number of rooms in occupied MEDROOMS 
housing units (1970) 
4, Persons per household (1970) PPHOLD 
Description and data source 
A housing unit is defined as a house, an 
apartment, or a group of rooms, or a single 
room occupied or Intended for occupancy as 
separate living quarters. Occupied units 
are units which are occupied by residents, or 
where the residents are temporarily absent. 
Source ; U.S. Department of Commerce, Bureau 
of the Census (1971a). 
Represents the number of housing units occupied 
by more than 1.01 persons per room. 
Source: U.S. Department of Commerce, Bureau 
of the Census (1971a). 
Represents the number of rooms which exist 
in half of the occupied housing units in the 
county. One-half of the units have more rooms 
than the median number; one-half have fewer 
rooms than the median number. 
Source: U.S. Department of Commerce, Bureau 
of the Census (1971a). 
Represents the ratio of persons to households. 
Source ; U.S. Department of Commerce, Bureau 
of the Census (1971a). 
5. Median value of occupied housing MEDVAL 
units (1970) 
6. Number of year-round housing units NOPLUM 
lacking all or some plumbing 
(1970) 
7. Number of year-round housing units OLDHSE 
constructed prior to 1940 (1970) 
8, Number of year-round housing units NOBATH 
lacking a complete bathroom (1970) 
Represents the value of half of the occupied 
housing units in the county. One-half of the 
units are valued at above the median figure; 
one-half of the units are valued at below the 
median figure. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1972a). 
Year-round housing units are defined as all 
occupied units, plus vacant units, which are 
Intended for year-round use. Seasonal units 
are excluded. Lacking all or some plumbing 
facilities means that the unit lacks one or 
more of the following: Hot water, toilet, or 
both facilities. 
Source ; U.S. Department of Commerce, Bureau 
of the Census (1972a). 
Represents the number of year-round housing 
units actually constructed in 1939 or before 
and which were defined as year-round housing 
units In 1970. Units remodeled, modified, or 
added to after 1939, but which were constructed 
in 1939 or before, are Included in the figure. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1972a). 
A bathroom is considered complete only if it 
represents a room with a flush toilet and 
bathtub or shower for the exclusive use of 
the resident of the unit. However, this 
figure also includes units where bathroom 
facilities ere shared by residents of 
another unit. 
Table A.9. (Continued) 
Indicator Acronym Description and data source 
Source; U.S. Department of Commerce, Bureau 
of the Census (1972a). 
9. Number of privately-owned housing NEWHSE Represents the number of permits rendered by 
units authorized (1973) the governmental registering agency to 
individuals or corporations seeking to build 
residential housing units. These facilities 
may Involve single or multiple units (e.g., 
an apartment complex). 
Source'. U.S. Department of Commerce, Bureau 
of the Census (1974d). 
Table A.10. Level of Education indicators 
Indicator Acronym 
1. Median school years completed by MEDFEM 
females (1970) 
2, Median school years completed by MEDMEN 
males (1970) 
3, Persons with no school years 
completed (1970) 
NOSCH 
Description and data source 
The median number of school years completed is 
defined as the value which divides the pop­
ulation group into two equal parts—one-half 
having completed more schooling and one-half 
having completed less schooling than the 
median. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1972c). 
The median number of school years completed is 
defined as the value which divides the pop­
ulation group into two equal parts—one-half 
having completed more schooling and one-half 
having completed less schooling than the 
median. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1972c). 
Applies to the deficiency of educational attain­
ment in "regular" schools. "Regular schooling" 
is that which may advance a person toward 
an elementary school certificate or high 
school diploma, or a college, university, or 
professional degree. Figures are for persons 
25 years old and over. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1972c). 
4. Persons with a high school diploma HSGRAD 
(1970) 
5. Persons with at least a college COLLGRAD 
degree (1970) 
6, Occupied housing units with no NOTV 
television (1970) 
7, Household receiving a news- PAPER 
paper (1973) 
\ 
Represents the number of persons, 25 years 
old and over, whose highest grade of school 
attended, and completed, is the 12th grade. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1972c). 
Represents the number of persons, 25 years 
old and over, whose highest grade of school, 
attended and completed, yielded at least a 
baccalaureate degree. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1972c). 
Represents the number of occupied housing units 
lacking a television set of any kind. 
Source; U.S. Department of Commerce, Bureau 
of the Census (1972a). 
Represents the circulation of Sunday or weekend 
newspapers within a population unit (county). 
The figure represents the circulation for all 
newspapers distributed, irrespective of 
whether the newspaper is published within the 
confines of the county. 
Source; Standard Rates and Data Service 
(1974). 
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Table A. 11. Data sources for indicators presented in Tables A.l-
A.IO 
American Hospital Association 
1975 Guide to the Health Care Field. Chicago: The American 
Hospital Association. 
Governor's Office for Planning and Programming, State of Iowa 
1975 Iowa Health Manpower Plan, 1975. Des Moines: Governor's 
Office for Planning and Programming, State of Iowa. 
Iowa Development Commission 
1972 1972 Statistical Profile of Iowa. Des Moines; Iowa Develop­
ment Commission. 
1974 1974-75 Statistical Profile of Iowa. Des Moines : Iowa 
Development Commission. 
1976 1976 Statistical Profile of Iowa. Des Moines: Iowa Develop­
ment Commission. 
Iowa Employment Security Commission, Research and Statistics Department 
1972 Annual Manpower Planning Report for FY 1973. Des Moines: 
Iowa Employment Security Commission. 
1974 Annual Manpower Planning Report for FY 1975. Des Moines; 
• Iowa Employment Security Commission. 
Iowa Hospital Association and Iowa Regional Medical Program 
1974 Iowa Hospital Statistics, Volume 2. Des Moines; Iowa 
Hospital Association and Iowa Regional Medical Program. 
Iowa State Department of Health, Division of Disease Prevention 
1976 Morbidity Report: Annual Summary for 1975. Des Moines; 
Iowa State Department of Health. 
Iowa State Department of Health, Records and Statistics Division 
1974 1974 Survey of Physicians. Des Moines: Iowa State 
Department of Health. 
1976 1975 Detailed Report of Vital Statistics. Des Moines; 
Iowa State Department of Health, (microfiche) 
Sales Management 
1972 1972 Survey of Buying Power. Sales Management, The Marketing 
Magazine. New York: Sales Management, Inc. 
Standard Rates and Data Service 
1974 "SRDS newspaper circulation analysis." (Vol. 8, No. 8, Pt.2). 
Skokie, Illinois ; Standard Rates and Data Service. 
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1976 "SRDS newspaper rates and data." (Vol. 58, No. 3). 
Skokie, Illinois: Standard Rates and Data Service, 
1977 "SRDS newspaper rates and data." (Vol. 59, No. 1). 
Skokie, Illinois: Standard Rates and Data Service. 
United States Department of Commerce, Bureau of the Census 
1971a 1970 Census of Housing. General Housing Characteristics: 
Iowa. Washington, D.C.: U.S. Government Printing Office. 
1971b 1970 Census of the Population. General Population 
Characteristics: Iowa. Washington, D.C.: U.S. Government 
Printing Office. 
1972a 1970 Census of Housing: Detailed Housing Characteristics: 
Iowa. Washington, D.C. : U.S. Government Printing Office. 
1972b 1972 Census of Manufacturers: Iowa. Washington, D.C.: 
U.S. Government Printing Office. 
1972c 1970 Census of the Population. General Social and Economic 
Characteristics: Iowa. Washington, D.C.: U.S. Government 
Printing Office. 
1973a 1970 Census of Population. Characteristics of the Population: 
Iowa (revised). Washington, D.C.: U.S. Government 
Printing Office. 
1973b County Business Patterns, 1972: Iowa. Washington, D.C.: 
U.S. Government Printing Office. 
1974a 1972 Census of Governments. Government Finances (Vol. 4), 
Finances of County Governments (No. 3). Washington, D.C.: 
U.S. Government Printing Office. 
1974b 1972 Census of Governments. Government Finances (Vol. 4), 
Compendium of Government Finances (No. 5). Washington, D.C.: 
U.S. Government Printing Office. 
1974c County Business Patterns, 1973: Iowa. Washington D.C.: 
U.S. Government Printing Office. 
1974d Housing Authorized by Building Permits and Public Contracts: 
1973. Washington, D.C.: U.S. Government Printing Office. 
1975a Estimates of the Population of Iowa Counties and Metropolitan 
Areas (July 1, 1973 and 1974). Washington, D.C.: U.S. 
Government Printing Office. 
1975b Survey of Current Business. Washington, D.C.: U.S. 
Government Printing Office. 
1976a 1974 Census of Agriculture: Iowa. Washington, D.C.: U.S. 
Government Printing Office, (mimeos for state and individual 
county areas) 
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United States Department of Commerce, Bureau of the Census 
1976b County Business Patterns, 1974: Iowa. War^ngton, D.C.: 
U.S. Government Printing Office. 
United States Department of Commerce, National Technical Information 
Service 
1973 "Fy 1973 Federal Outlays in Iowa. Springfield, Virginia; 
U.S. Department of Commerce. 
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APPENDIX B: MEANS AND STANDARD DEVIATIONS OF INDICATORS 
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Table E.l. Means and standard deviations; Human Resource Dimension 
indicators 
DESCRIPTIVE STATISTICS 
Indicators Mean Standard Deviation 
1^ - POP70 28,539.07 38,115.27 
^2 - POP75 30,213.13 40,927.17 
3^ - YOUTH 9,851.47 13,427.95 
4^ - AGED 3,542.18 5,558.35 
S - DENSITY 49.53 64.82 
^6 - UEBPOP 16,326.15 35,514.52 
4 - RDSPOP 12,205.91 4,575.46 
8^ - NEmiG -262.63 984.35 
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Mean Standard Deviation 
- LOCEEV 13,950,352.89 19,260,991.33 
- LOCEXP 13,614,494.06 19,601,827.22 
- TAXPAY 11,239,564.93 26,625,794.03 
- UNITS 560.13 737.86 
X^  - LOANS 48,017,854.87 70,542,491.04 
Xg - RSALES 69,276,125.26 98,859,292.73 
X^  - FEDLAY 29,401,678.84 45,521,794.46 
Xg - CONSTR 979,869.47 3,599,550.00 
Xg - ACRE 332,806.37 75,726.93 
X^ Q - AGEXP 42,890,864.97 21,427,848.45 
X^  ^- AGPROD 63,452,228.20 29,236,261.05 
X^ 2 - AGBCLD 241,628,830.06 94,237,187.42 
X^ 2 - AGOWN 682.06 215.86 
X^  ^- AG2500 95.22 47.11 
X^  - TRANCOM 886,888.89 293,902.51 
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Table B.3. Means and standard deviations; Financial Resources 
for the Health Sector indicators 
DESCRIPTIVE STATISTICS 
Indicators Mean Standard Deviation 
- LOCHLF 124,954.55 240,113.28 
- LOCHSP 633,686.87 970,686.97 
X^  - CNTHLF 109,828.28 198,158.57 
X, - CNTHSP 678,080.81 982,328.40 
X^  - HSPEXP 3,170,236.12 7,617,047.76 
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Table B.4. Means and standard deviations; Structure of Health 
Service indicators 
DESCRIPTIVE STATISTICS 
Indicators Mean Standard Deviation 
- PHIS 13.91 23.10 
X. - NORSES 165.10 279.73 
- PHYS60 6.37 12.16 
X, - DENT 11.41 20.03 
X^  - PHAEM 14.13 22.93 
Xg - MEDSPEC 16.17 51.94 
X^  - HSPSTF 291.44 615.48 
Xg - LTBEDS 314.84 273.05 
Xg - HSPBEDS 158.36 283.22 
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Table B.5. Means and standard deviations; Utilization of Health 
Services indicators 
DESCRIPTIVE STATISTICS 
Indicators Mean Standard Deviation 
- HSPAD 4964.05 9374.05 
Xg - CENSUS 105.99 210.13 
Xg - HSPRTO 54.66 22.03 
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Table B.6. Means and standard deviations; Health Status indicators 
DESCRIPTIVE STATISTICS 
Indicators Mean Standard Deviation 
- INEDTH 5.62 9.02 
X^  - FETDTH 3.73 5.82 
X^  - NEODTH 4.38 7.35 
X, - MALIG3DTH 54.09 62.94 
X^  - CASDTH 155.64 168.32 
Xg -FLU 521.62 1034.63 
X^  - GAS 257.16 342.66 
X - STREP 104.62 276.09 
Xg - VD 76.66 229.59 
325 
Table B.7. Means and standard deviations: Level of Employment 
indicators 
DESCRIPTIVE STATISTICS 
Indicators Mean Standard Deviation 
- EMP 12,467.68 18,949.19 
- UEMP 465.35 666.68 
X_ - FORCE 12,936.48 19,604.11 
X. - ESERVE 4 3,234.05 4,267.34 
X^  - EME 7,456.40 15,788.72 
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Table B.8. Means and standard deviations: Level of Income Indicators 
Indicators 
DESCRIPTIVE STATISTICS 
Mean Standard Deviation 
- PERINC 154,585,845.66 205,290,310.65 
Xg - CSI 144,152,419.39 200,399,158.97 
- FEMINC 82,732,449.62 39,509,861.07 
X, - POVLVL 3,218.03 3,312.67 
X^  - LESS125 4,615.86 4,672.85 
Xg - OVER25 250.55 428.69 
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Table B.9. Means and standard deviations; Level of Housing indicators 
DESCRIPTIVE STATISTICS 
Indicators Mean Standard Deviation 
- OCHOUSE 9,053.65 12,022.20 
- CROWD 531.13 839.55 
- MEDROOMS 5.58 0.32 
X^  - PPHOLD 3.01 0.18 
X^  - MEDVAL 11,450.51 2,931.79 
Xg - NOPLDM 641.47 516.64 
X^  - OLDHSE 6,047.82 5,925.55 
Xg - NOBATH 758.49 632.96 
Xg - NEWHSE 118.32 284.26 
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Table B.IO. Means and standard deviations: level of Education 
Indicators 
DESCRIPTIVE STATISTICS 
Indicators Mean Standard Deviation 
HEDFEM 12.22 0.20 
Xg - MEDMEN 11.71 0.79 
- NOSCH 85.99 136.79 
X, - HSGRAD 6.026.76 8.069.75 
X^  - COLLGRAD 1,415.34 2,631.88' 
Xg - NOTV 328.75 430.91 
X^  - PAPER 7,932.21 12,190.91 
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APPENDIX C: WITHIN-BLOCK ZERO-ORDER AND SECOND-ORDER CORRELATION 
M&TRICIES BY CONSTRUCT 
/ 
Table C.l, Second-order partial correlation coefficients (above diagonal) and zero-order 
correlation coefficients (below diagonal): Wlthln-block correlations of Human Resource 
Dimension Indicators 
Indicators 1^ *2 *3 *4 *5 %6 
- YOUTH — —- -.005 -.099 -.262** .262** -.339*** 
Xg - AGED .984*** — — — -.165 .094 -.093 .047 
Xg - DENSITY .971*** .958*** .414*** -.413*** .357*** 
- URBPOP .990*** .984*** .980*** —  ^  — —  -.999*** .251** 
Xg - RURPOP .624*** .589*** .524*** .525*** -.251** 
Xg - NETMIG -.315*** -.279** -.209* -.264** -.365*** —  —  —  —  
P^OP70 and POP75 are control variables for partial correlation coefficients. 
"«Significant at .05 level. 
*ASlgnlfleant at .01 level, 
***Slgnlflcant at .001 level. 
Table C.2. Second-order partial correlation coefficients (above diagonal) 
and zero-order correlation coefficients (below diagonal): 
Within-block correlations of Economic Resource Dimension 
indicators^  
Indicators 
^2 %3 %4 %5 =6 %7 
-LOCREV .488*** .556*** .413*** .334*** .552*** .369*** 
-LOCEXP 
.985*** .400*** .459*** .413*** .354*** .484*** 
X^  -TAXPAY 
.983*** .974*** .558*** .371*** .567*** .268** 
X, -UNITS 4 .988*** .983*** .983*** .790*** .638*** .491*** 
X^  -LOANS 
.965*** .965*** .960*** .983*** .431*** .416*** 
X. -RSALES 6 .991*** .980*** .983*** .991*** .968*** .412*** 
X -FEDLAY 7 .958*** .962*** .946*** .963*** .949*** .960*** — — — — 
Xg -CONSTR .820*** .853*** .818*** .850*** .859*** .832*** .919*** 
Xg -ACRES .065 .060 -.016 .077 .103 .060 .052 
x^Q-AGEXP .081 .073 .012 .107 .139 .095 .059 
X^-AGPROD .086 .079 .018 .112 .135 .102 .070 
X22"AGBNLD .167* .161 .097 .182* .182* .179* .165 
X^ g-AGOMN .265** .241** .229* .253** .245** .254** .191 
X^^-AG2500 .410*** .374*** .381*** .369*** .347*** .389*** .358*** 
XJ^-TRANCOM .954*** .963*** .966*** .974*** .977*** .958*** .957*** 
P^OP70 and P0P75 are control variables for partial correlation 
coefficients. 
*Significant at .05 level. 
**Significant at .01 level. 
***Significant at .001 level. 
332 
 ^ 1^0 1^1 1^2 1^3 4^ 1^5 
,219* —.178* -.213* -.191* -.104 -.310*** -.083 .446* 
420*** -.133 —.168* -.153 —.088 -.325*** -.231* .586*** 
212* —. 464*** -.423*** —.409*** —,370*** —.336*** -.160 .632*** 
537*** -.057 .003 .027 .027 -.332*** -.342*** .803*** 
495*** .068 .129 .108 .030 -.187* -.232** .771*** 
342*** -.179* -.075 -.042 .005 —,338*** -.237** .502*** 
817*** -.103 -.142 -.113 -.028 -.342*** -.155 .583*** 
-.104 -.138 -.125 -.089 -.230* -.082 .592*** 
.010 .739*** .768*** .728*** .466*** -.011 -.191* 
.007 .741*** .971*** .762*** .218* -.256** -.228* 
.017 .770*** .971*** .882*** .164 -.320*** .219 
.098 .726*** .760*** .880*** .053 -.340*** -.197 
.119 .467*** .239** .187* .098 .539*** -.347*** 
.298*** .026 -.185* -.^ 43** -.232** .596*** -.214* 
.880*** .020 .026 .032 .107 .179* .334*** 
Table G.3. Second-order partial correlation coefficients (above diagonal) and zero-order correla­
tion coefficients (below diagonal): Within-block correlations of Financial Resources 





- LOCHLF -.199* .935*** -.319*** -.241** 
- LOCHS? .269** — — — -.254** .756*** .257** 
X^  - CNTHLF .947*** .141 — — —  -.425*** -.337*** 
X^  - CNTHSP .425*** .789*** .228* — .475*** 
- HSPEXP .838*** .430*** .667*** .671*** — — 
*POP70 and P0P7S are control variables for partial correlation coefficients. 
*Signifleant at .05 level. 
**Signifleant at .01 level. 
***Signifleant at ,001 level. 
Table C.4. Second-order partial correlation coefficients (above diagonal) and zero-order 
correlation coefficients (below diagonal); Within-block correlations of Structure 
of Health Service indicators 
Indicators %1 *2 *3 *4 *5 *6 *7 *8 *9 
X^ -PHYS — —  .170* .696*** .792*** .598*** .039 .435*** -.344*** .220* 
Xg-NURSES ,926*** — — .506*** .115 .300*** .875*** .044 -.222* -.057 
Xg-PHYSeO .967*** .945*** .564*** .511*** .407*** .496*** -.110 .289** 
X^ -DENT .984*** .940*** .956*** — —  .635*** -.076 .599*** -.184* .444*** 
Xg-PHARM .973*** .952*** .953*** .986*** — — —  .076 .471*** -.094 .241** 
X--MEDSPEC 0 .706*** .877*** .781*** .704*** .726*** -.148 -.272** —.244** 
X^ -HSPSTF .960*** ,929*** .951*** .981*** .975*** .685*** — — —  —  .049 .868*** 
Xg-LTBEDS .875*** .881*** .874*** .916*** .924*** .632*** .925*** —  —  —  .136 
Xg-HSBEDS .947*** .925*** .935*** .975*** .967*** .674*** .993*** .934*** 
*POP70 and POP75 are control variables for partial correlation coefficients. 
*Slgnlfleant at .05 level. 
**Slgnlfleant at .01 level. 
***Slgnlfleant at .001 level. 
Table C.5. Second-order partial correlation coefficients (above diagonal) and zero-order 
correlation coefficients (below diagonal) : Within-block correlations of Utilization 
of Health Services indicators* 
Indicators 
*1 *2 "3 
- HSPAD .840*** .301*** 
Xg - CENSUS .992*** .294** 
X3 - HSPRTO .313*** .315*** 
*POP70 and POP75 are control variables for partial correlation coefficients. 
'""''Significant at .01 level. 
***Signlfleant at .001 level. 
Table C.6. Second-order partial correlation coefficients (above diagonal) and zero-order 
correlation coefficients (below diagonal)s Within-block correlations of Health 
Status^ 
Indicators X 1 *2 *3 *4 *5 *6 *7 *8 *9 
X^ -INFDTH —  —  —  —  -.023 .892*** .192* .137 -.121 -.183* -.370*** .012 
X^ -FETDTH .912*** — — —  -.018 -.031 .107 .007 -.089 -.139 .178* 
Xg-NEOBTH .990*** .898*** —'— .118 .029 -.241** -.199* -.319*** .017 
X^ -MALIGDTH .961*** .930*** .943*** — — —  .655*** -.192* -.384*** -.295** -.244** 
X^ -CARDTH .957*** .937*** .938*** .990*** .029 —.286** -.272** .094 
Xg-FLU .656*** .665*** .615*** .669*** .695*** — —  .497*** .120 .271** 
Xy-GAS .167* .181* .150 .154 .168* .500*** — —  .356*** -.114 
Xg-STREP .299*** .336*** .290** .349*** .349*** .360*** .406*** —  —  —  —  .110 
Xg-VD .929*** .925*** .916*** .936*** .951*** .728*** .181* .413*** —  —  "  —  
*POP70 and POP75 are control variables for partial correlation coefficients. 
*Slgnificant at ,05 level, 
**Significant at .01 level. 
***Signlficant at .001 level. 
Table C,7. Second-order partial correlation coefficients (above diagonal) and zero-order 
correlation coefficients (below diagonal); W1thin-block correlations of Level of 
Employment indicators 
Indicators 
*1 *2 *3 *4 *5 
- BMP ——— ,194* .998*** -.134 ,808*** 
Xg - UEMP ,984*** — — ,240** .481*** ,415*** 
- FORCE .999*** ,986*** -.116 ,818*** 
X^  - ESERVE .972*** .986*** ,973*** —  — — —  ,030 
Xg - EME ,993*** .982*** .993*** .963*** 
P^OP70 and POP75 are control variables for partial correlation coefficients. 
S^ignificant at .05 level. 
^^ Significant at .01 level. 
***Significant at ,001 level. 
Table C.8. Second-order partial correlation coefficients (above diagonal) and zero-order 
correlation coefficients (below diagonal); Within-block correlations of Level of 
Income indicators 
Indicators 
*1 *2 *3 *4 *5 *6 
- PEKING — — — —  .775*** -.135 -.601*** -.562*** .577*** 
Xg - CSX -.289** -.570*** -.584*** .785*** 
X3 - FRMINC .116 .104 — — — —  .194* .264** -.290** 
X, - POVLVL 
4 
.970*** ,971*** .161 .964*** -.171* 
Xg - LESS125 .971*** .972*** .173* .999*** -.198* 
Xg - OVER25 .982*** .986*** .060 .950*** .951*** 
*POP70 and POP75 are control variables for partial correlation coefficients. 
S^ignificant at .05 level. 
**Slgnlficant at .01 level. 
***Significant at .001 level. 
Table C.9. Second-order partial correlation coefficients (above diagonal) and zero-order 
correlation coefficients (below diagonal); Within-block correlations of Level 
of Housing Indicators* 
Indicators X 
1 2^ *3 *4 *5 *6 *7 
00 X 
*9 
X^ -OCHOUSE — « 612*** -.023 -.602*** -.444*** .216* .401*** .181* .034 
Xg-CROWD .971*** ——— -.058 .429*** -.057 .089 -.016 .154 -.113 
X^ -MEDROOMS • -.554*** -.552*** .413*** -.142 —.446*** -.080 -.400*** .070 
X,-PPHOLD .173* .289** .221* .405*** -.288** -.125 -.229* 
co o
 
Xg-MEDVAL .564*** .565*** -.420*** .443*** — -.372*** -.299*** -.386*** .077 
Xg-NOPLUM .917*** .902*** -.658*** .077 .414*** —— .362*** .972*** -.010 
X^ -OLDHSE .985*** .961*** -.557*** .182* .531*** .925*** —— .374*** -.388*** 
Xg-NOBATH ,932*** .922*** -.639*** .112 .431*** .995*** .939*** .060 
Xg-NEWHSE .902*** .874*** -.473*** .152 .556*** .821*** .855*** .847*** —  — —  —  
*POP70 and POP75 are control variables for partial correlation coefficients. 
*Signlfleant at .05 level. 
**Slgnifleant at .01 level. 
***Signifleant at .001 level. 
Table C.IO, Second-order partial correlation coefficients (above diagonal) and zero-order 
correlation coefficients (below diagonal): Within-block correlations of Level of 
Education indicators 
Indicators X 1 *2 *3 *4 *5 *6 *7 
X^ -MEDFEM —  — —  —  .723*** -.209* .056 .417*** -.016 .047 
Xg-NEDNEN .733*** - - - - -.096 .096 .176* -.081 .045 
Xg-NOSCH .104 .232* .309*** -.227* 
a\ o
 1 -.100 
X,-HSGRAD .183* .284** .950*** -.370*** -.383*** .030 
Xg-COLLGRAD .297*** .314*** .880*** .927*** — — — —  .572*** -.355*** 
X,-NOTV 0 .158 .223* .864*** .894*** ..945*** — —  -.213** 
X^ -PAPER .182* .278** .933*** .980*** .921*** .898*** 
®POP70 and POP75 are control variables for partial correlation coefficients. 
*Signifleant at .05 level. 
**Signifleant at .01 level. 
*A*Signlfleant at .001 level. 
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APPENDIX D: CONSISTENCY TESTS FOR THE INDICATORS IN THE MODEL 
Table D.l. Consistency tests for the indicators in the model using Costner's consistency criterion 
Construct Construct 











Number Yl) ° 
1 (.510)(.383)-(.A68)(.263) = .072 
2 (.414)(.417)-(.330)(.366) = .052 
3 (.636)(.482)-(.491)(.362) = .129 
4 (.060)(.537)-<-%087) (.476) = .074 
5 (.219)(.105)-(.027)(.224) = .017 
. 6 (.404)(.582)-(.437)(.473) = .028 
7 (.638)(.495)-(.605)(.350) = .104 
8 (-,191)(.467)-(.421)(n524) = .131 
9 (.271)(.262)-(.193)(.255) = .022 
With HEARES 10 (.395)(.382)-(.235)(.433) = .049 
HEASTR 11 (.604)(.595)-(.664)(.668) =» -.084 
HEAUTL 12 (,406)(.473)-(.271)(.537) = .047 
HEASTA 13 (.415)(.384)-(.381)(.568) = -.057 
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Table D.l. (Continued) 
Construct Construct 















31 (.554)(.341)-(.311)(.501) = .033 
32 (.479)(.529)-(.557)(.457) = -&001 
33 (-»063)(.058)-(.140)(-»218) = -v027 
34 (-,209) (. 150)-(.339) 215) = .042 
35 (.341)(.222)-(.443)(.295) = -.055 
36 (.260)(.212)-(.446)(.032) = .041 
37 (n054)(nll9)-(.094)(n220) = .027 
38 (-%224)(.226)-(.425)(-%003) =-.049 
39 (.545)(.193)-(.435)(.585) =-.149 
40 (,475)(.525)-(.550)(.494) =-.022 
41 (-.342)(.490)-(.529)(-.256) = .033 
42 (.201)(.520)-(.296)(.292) = .018 
INCOME With HOUSE 43 
EDUCATE 44 
HOUSE With EDUCATE 45 
(-%280)(.446)-(.541)^ .293) » .034 
(.091)(.168)-(.383)(.236) = .075 
(n200)(n654)~(-%240)(.478) =-.016 
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APPENDIX E: ASSUMPTION TESTS FOR THE MODEL 
Table E.l. Examination of residuals, multiple-partial R, multiple-partial R-square, improvement 
F-value, and equation significance level (NS, ,05, •01, .001) for the regression equa­
tions required for testing the assumptions explicit In the completely-recursive model 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multiple-» F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 
EDUCATE COLLGRAD HUMRES POP No abnormality .309 .095 4.95 
(.01) 
HSGRAD HUMRES POP No abnormality .294 .086 4.44 
(.05) 
COLLGRAD ECORES POP No abnormality .093 .009 0.41 
(NS) 
HSGRAD ECORES POP No abnormality .449 .202 11.87 
(.001) 
EMPLOY FORCE HUMRES POP No abnormality .374 .140 7.47 
EDUCATE (.001) 
EME HUMRES POP No abnormality .591 .349 24.69 
EDUCATE (.001) 
FORCE ECORES POP No abnormality .768 .590 66.31 
EDUCATE (.001) 
EME ECORES POP No abnormality .664 .441 36.26 
EDUCATE (.001) 
FORCE EDUCATE POP No abnormality .652 .425 34.73 
(.001) 
EME EDUCATE POP No abnormality .554 .306 20.77 
(.001) 
INCOME CSI HUMRES POP No abnormality .374 .140 7.33 
EDUCATE (.01) 
EMPLOY 
Table E.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Examination Improvement 
dependent measuring independent variable of Multiple- Multiple-g F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 
INCOME OVER25 HUMRES POP No abnormality .387 .150 7.94 
EDUCATE (.001) 
EMPLOY 
CSI SCORES POP No abnormality .277 .077 3.73 
EDUCATE (.05) 
EMPLOY 
OVER25 SCORES POP No abnormality .415 .172 9.38 
EDUCATE (.001) 
EMPLOY 
CSI EDUCATE POP No abnormality .726 .526 51.12 
EMPLOY (.001) 
OVER25 EDUCATE POP No abnormality .531 .282 18.03 
EMPLOY (.001) 
CSI EMPLOY POP No abnormality .509 .259 16.43 
(.001) 
OVER25 EMPLOY POP No abnormality .565 .319 22.06 
(.001) 








Table E.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multlple-g F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 








OCHOUSE EDUCATE POP No abnormality .637 .406 30.74 
EMPLOY (.001) 
INCOME 
PPHOLD EDUCATE POP No abnormality .430 .185 . 10.23 
EMPLOY (.001) 
INCOME , 
OCHOUSE EMPLOY POP No abnormality .378 .143 7.69 
INCOME (.001) 
PPHOLD EMPLOY POP No abnormality .233 .055 2.65 
INCOME (NS) 
' OCHOUSE INCOME POP No abnormality .540 .291 19.31 
(.001) 
PPHOLD INCOME POP No abnormality .303 .092 4.74 
(.05) 





Table E.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Examination Improvement 
dependent measuring independent variable of Multiple- Multiple-g 
partial R 
F-value 
variables blocks variables blocks residuals partial R (Sign. Level) 





No abnormality .126 .016 0.69 
(NS) 





Abnormal .034 .001 0.05 
(NS) 





No abnormality .212 .045 2.03 
(NS) 




Abnormal .134 .018 0.80 
(NS) 




No abnormality .332 .110 5.45 
(.01) 
CNTHSP EMPLOY POP 
INCOME 
HOUSE 
Abnormal .200 .039 1.82 
(NS) 
Table E.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multlple-g F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 
HEARES HSPEXP EMPLOY POP No abnormality .376 .142 7.42 
INCOME (.01) 
HOUSE 
CNTSHP INCOME POP Abnormal .365 .133 7.05 
HOUSE (.01) 
HSPEXP INCOME POP No abnormality .320 .102 5.24 
HOUSE (.01) 
CNTHSP HOUSE POP Abnormal .405 .164 9.22 
(.001) 
HSPEXP HOUSE POP No abnormality .462 .213 12.75 
(.001) 



















No abnormality .154 







Table E.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multlple-g F-value 




























Table E.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Examination Improvement 
dependent measuring independent variable of Multiple- Multlple-g F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 
HEASTR PHYS INCOME POP No abnormality .392 .154 8.19 
HOUSE (.001) 
HEARES 
PHARM INCOME POP No abnormality .268 .072 3.48 
HOUSE (.05) 
HEARES 
PHYS HOUSE POP No abnormality .558 .312 20.85 
HEARES (.001) 
PHARM HOUSE POP No abnormality .321 .103 5.27 
HEARES (.01) 
PHYS HEARES POP No abnormality .732 .535 54.10 
(.001) 
PHARM HEARES POP No abnormality .552 .305 20.58 
(.001) 












Table E.l. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicator Blocks as Control 
dependent measuring Independent variable 


































ANALYSIS OF THE EQUATION 
Examination Improvement 
of Multiple- Multiple-y F-value 
residuals partial R partial R' (Sign. Level) 
No abnormality .287 .082 3.67 
(.05) 
No abnormality .259 .067 2.93 
(NS) 
No abnormality .341 .116 5.52 
(.01)' 
No abnormality .263 .069 3.12 
(.05) 
Table E.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multlple-g F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 





No abnormality .487 .237 13.34 
(.001) 





No abnormality .643 .413 30.23 
(.001) 




No abnormality .598 .358 24.50 
(.001) 




No abnormality .586 .343 23.00 
(.001) 
CENSUS HOUSE POP 
HEARES 
HEASTR 
No abnormality .112 .012 0.57 
(NS) 
HSPAD HOUSE POP 
HEARES 
HEASTR 
No abnormality .143 .020 0.94 
(NS) 
CENSUS HEARES POP 
HEASTR 
No abnormality .321 .103 5.27 
(.01) 
HSPAD HEARES POP 
HEASTR 
No abnormality .203 .041 1.97 
(NS) 
Table E.l. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicator Blocks as Control 
dependent measuring Independent variable 
variables blocks variables blocks 
HEAUTL CENSUS HEASTR POP 
HSPAD HEASTR POP 

























ANALYSIS OF THE EQUATION 
Examination Improvement 
of Multiple- Multiple-g F-value 
residuals partial R partial R (Sign. Level) 
No abnormality .410 .168 9.50 
(.001) 
No abnormality .303 .092 A.75 
(.05) 
No abnormality .089 .007 0.32 
(NS) 
No abnormality .537 .288 16.19 
(.001) 
No abnormality .231 .053 2 .26  
(NS) 
Table E.l. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicator Blocks as Control 
dependent measuring Independent variable 
































ANALYSIS OF THE EQUATION 
Examination Improvement 
of Multiple- Multlple-g F-value 
residuals partial R partial R (Sign. Level) 
No abnormality .390 .152 7.15 
(.01) 
No abnormality .461 .212 11.04 
(.001) 
No abnormality .335 .126 5.92 
(.01) 
Table E.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multiple-. F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 


























Table E.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multiple-, F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 




No abnormality .403 .162 8.51 
(.001) 
MALIGDTH HEARES POP 
HEASTR 
HEAUTL 
No abnormality .335 .112 5.67 
(.01) 
CARDTH HEARES POP 
HEASTR 
HEAUTL 
No abnormality .147 .022 0.99 
(NS) 
MALIDGTH HEASTR POP 
HEAUTL 
No abnormality .312 .097 4.96 
(.01) 
CARDTH HEASTR POP 
HEAUTL 
No abnormality .331 .110 5.69 
(.01) 
MALIGDTH HEAUTL POP No abnormality .344 .118 6.30 
(.01) 
CARDTH HEAUTL POP No abnormality .558 .311 21.25 
(.001) 
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APPENDIX F: ASSUMPTION TESTS FOR THE MODEL 
WITH LOG CNTHLF REPLACING CNTHSP 
Table F.l. Examination of residuals, multiple-partial R, multiple-partial R-square, improvement 
F-value, and equation Jignlficance level (NS, .05, .01, .001) for the regression equa­
tions required for testing the assumptions explicit in the completely-recursive model 
with Log CNTHLF replacing CNTHSP 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicators Blocks as Control Examination Improvement 
dependent measuring independent variable of Multiple- Multiple-. F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 
EDUCATE COLLGRAD HUMRES POP No abnormality .309 .095 4.95 
(.01) 
HSGRAD HUMRES POP No abnormality .294 .086 4.44 
(.05) 
COLLGRAD ECORES POP No abnormality .093 .009 0.41 
(NS) 
HSGRAD ECORES POP No abnormality .449 .202 11.87 
(.001) 
EMPLOY FORCE HUMRES POP No abnormality .374 .140 7.47 
EDUCATE (.001) 
EME HUMRES POP No abnormality .591 .349 24.69 
EDUCATE (.001) 
FORCE ECORES POP No abnormality .768 .590 66.31 
EDUCATE (.001) 
EME ECORES POP No abnormality .664 .441 36.26 
EDUCATE (.001) 
FORCE EDUCATE POP No abnormality .652 .425 34.73 
(.001) 
EME EDUCATE POP No abnormality .554 .306 20.77 
(.001) 
Table F.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicators Blocks as Control Examination Improvement 
dependent measuring independent variable of Multiple- Multiple-* F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 
INCOME CSI HUMRES POP No abnormality .374 .140 7.33 
EDUCATE (.01) 
EMPLOY 
OVER25 HUMRES POP No abnormality .387 .150 7.94 
EDUCATE (.001) 
EMPLOY 
CSI ECORES POP No abnormality .277 .077 3.73 
EDUCATE (.05) 
EMPLOY 
0VER25 ECORES POP No abnormality .415 .172 9.38 
EDUCATE (.001) 
EMPLOY 
CSI EDUCATE POP No abnormality .726 .526 51.12 
EMPLOY (.001) 
OVER25 EDUCATE POP No abnormality .531 .282 18,03 
EMPLOY (.001) 
CSI EMPLOY POP No abnormality .509 .259 16.43 
(.001) 
0VER25 EMPLOY POP No abnormality .565 .319 22.06 
(.001) 




Table F.l. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicators Blocks as Control 
dependent measuring independent variable 




ANALYSIS OF THE EQUATION 
Improvement 
Multiple- Multiple-g F-value 
partial R partial R (Sign. Level) 




No abnormality .432 .187 10.10 
(.001) 




No abnormality .419 .175 9.34 
(.001) 




No abnormality .177 .031 1.42 
(NS) 
OCHOUSE EDUCATE POP 
EMPLOY 
INCOME 
No abnormality .637 .406 30.74 
(.001) 
PPHOLD EDUCATE POP 
EMPLOY 
INCOME 
No abnormality .430 .185 10.23 
(.001) 
OCHOUSE EMPLOY POP 
INCOME 
No abnormality .378 .143 7.69 
(.001) 
PPHOLD EMPLOY POP 
INCOME 
No abnormality .233 .055 2.65 
(NS) 
OCHOUSE INCOME POP No abnormality .540 .291 19.31 
(.001) 
PPHOLD INCOME POP No abnormality .303 .092 4.74 
(.05) 
Table F.l, (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicators Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multlple-g F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 





No abnormality .037 .001 0.06 
(NS) 





No abnormality .126 .016 0.69 
(NS) 





No abnormality .260 .067 3.11 
(.05) 





No abnormality .212 .045 2.03 
(NS) 




No abnormality .144 .020 0.94 
(NS) 




No abnormality .332 .110 5.45 
(.01) 
Table F.l, (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicators Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multiple-g F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 
HEARES CNTHLF EMPLOY POP No abnormality .283 .080 3.92 
INCOME (.05) 
HOUSE 
HSPEXP EMPLOY POP No abnormality .376 .142 7.42 
INCOME (.01) 
HOUSE 
CNTHLF INCOME POP No abnormality .344 .118 6.18 
HOUSE (.01) 
HSPEXP INCOME POP No abnormality .320 .102 5.24 
HOUSE (.01) 
CNTHSP HOUSE POP No abnormality .349 .122 6.51 
(.01) 
HSPEXP HOUSE POP No abnormality .462 .213 12.75 
(.001) 












Table F.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicators Blocks as Control Examination Improvement 
dependent measuring independent variable of Multiple- Multiple-» F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 


























Table F.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicators Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multlple~2 F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 




PHY S INCOME POP No abnormality .403 .162 8.71 
HOUSE (.001) 
HEARES 
PHARM INCOME POP No abnormality .288 .083 4.06 
HOUSE (.05) 
HEARES 
PHYS HOUSE POP No abnormality .579 .336 23.25 
HEARES (.001) 
PHARM HOUSE POP No abnormality .330 .109 5.60 
HEARES (.01) 
PHYS HEARES POP No abnormality .713 .508 48.51 
(.001) 
PHARM HEARES POP No abnormality .534 .286 18.79 
(.001) 







Table F.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicators Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multiple-. F-value 




































No abnormality .467 .218 
No abnormality .286 .082 
No abnormality .246 .060 









Table F.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicators Blocks as Control Examination Improvement 
dependent measuring independent variable of Multiple- Multiple-g F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 
























CENSUS HOUSE POP, No abnormality .109 .012 0.54 
HEARES (NS) 
HEASTR 
Table F.l, (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicators Blocks as Control Examination Improvement 
dependent measuring independent variable of Multiple- Multlple-g F-value 
variables blocks variables blocks residuals partial R partial R (sign. Level) 
HEAUTL HSPAD HOUSE POP No abnormality .122 .015 0.68 
HEARES (NS) 
HEASTR 
CENSUS HEARES POP No abnormality .331 .110 5.67 
HEASTR (.01) 
HSPAD HEARES POP No abnormality .200 .040 1.92 
HEASTR (NS) 
CENSUS HEASTR POP No abnormality .410 .168 9.50 
(.001) 
HSPAD HEASTR POP No abnormality .303 .092 4.75 
(.05) 
















Table F.l. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicators Blocks as Control 
dependent measuring independent variable 
variables blocks variables blocks 


































ANALYSIS OF THE EQUATION 
Examination Improvement 
of Multiple- Multiple-g F-value 
residuals partial R partial R (Sign. Level) 
No abnormality .231 .053 2.26 
(NS) 
No abnormality .382 .146 6.82 
(.01) 
No abnormality .441 .195 9.92 
(.001) 
No abnormality .340 .116 5.36 
(.01) 
Table F.l, (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicators Blocks as Control 
dependent measuring Independent variable 
variables blocks variables blocks 































ANALYSIS OF THE EQUATION 
Examination Improvement 
of Multiple- Multlple-g F-value 
residuals partial R partial R (Sign. Level) 
No abnormality .376 .142 6.93 
(.01) 
No abnormality .388 .151 7.44 
(.01) 
No abnormality .320 .103 4.92 
(.01) 
No abnormality .252 .063 2.91 
(NS) 
No abnormality .376 .141 7.24 
(.01) 
Table F.l. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicators Blocks as Control Examination Improvement 
dependent measuring Independent variable of Multiple- Multiple-. F-value 
variables blocks variables blocks residuals partial R partial R (Sign. Level) 




No abnormality .401 .161 8.44 
(.001) 
MALIGDTH HEARES POP 
HEASTR 
HEAUTL 
No abnormality .364 .133 6.88 
(.01) 
CARDTH HEARES POP 
HEASTR 
HEAUTL 
No abnormality .145 .021 0.097 
(NS) 
MALIGDTH HEASTR POP 
HEAUTL 
No abnormality .312 .097 4.96 
(.01) 
CARDTH HEASTR POP 
HEAUTL 
No abnormality .331 .110 5.69 
(.01) 
MALIGDTH HEAUTL POP No abnormality .344 .118 6.30 
(.01) 
CARDTH HEAUTL POP No abnormality .558 .311 21.25 
(.001) 
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APPENDIX G: ASSUMPTION AND PREDICTION TESTS FOR THE REVISED MODEL 
Table G.I. Multlple'-partlal R, multiple-partial R-square, improvement F-value, and equation 
significance level (NS, .05, .01, .001) for the regression equations required for 
testing the assumptions explicit In the revised model 










































































































Table G.I. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicator Blocks as Control 
dependent measuring Independent variable 











































ANALYSIS OF THE EQUATION 
Improvement 
Multiple- Multiple-. F-value 
partial R partial R (Sign. Level) 
.531 .282 18.03 
(.001) 
.509 .259 16.43 
(.001) 
.565 .319 22.06 
(.001) 
.306 .093 4.64 
(.05) 
.442 .196 10.94 
(.001) 
.542 .293 19.52 
(.001) 
.304 .092 4.78 
(.05) 
.540 .291 19.31 
(.001) 
.303 .092 4.74 
(.05) 
.316 .100 5.09 
(.01) 
.425 .181 10.16 
(.001) 
Table G.I. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicator 
dependent measuring 
variable blocks 














































ANALYSIS OF THE EQUATION 
Improvement 
Multiple- Multiple-g F-value 
partial R partial R (Sign. Level) 
.344 .188 6.18 
(.01) 
.320 .102 5.24 
(.01) 
.349 .122 6.51 
(.01) 
.462 .213 12.75 
(.001) 
.336 .113 5.84 
(.01) 
.472 .222 13.16 
(.001) 
.425 .180 9.91 
(.001) 
.382 .146 7.68 
(.001) 
.403 .162 8.71 
(.001) 
.288 .083 4.06 
(.05) 
Table G.I. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicator 
dependent measuring 
variable blocks 
















































ANALYSIS OF THE EQUATION 
Improvement 
Multiple- Multlple-g F-value 
partial R partial R (Sign. Level) 
.579 .336 23.25 
(.001) 
.303 .109 5.60 
(.01) 
.713 .508 48.51 
(.001) 
.534 .286 18.79 
(.001) 
.273 .074 3.61 
(.05) 
.496 .246 14.64 
(.001) 
.526 .276 17.16 
(.001) 
.653 .426 33.46 
(.001) 
.511 .261 16.20 
(.001) 
.545 .297 19.46 
(.001) 
.410 .168 9.50 
(.001) 
Table G.I. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicator Blocks as Control 
dependent measuring independent variable 
variable blocks variable blocks 











































ANALYSIS OF THE EQUATION 
Improvement 
Multiple- Multiple-g F-value 
partial R partial R (Sign. Level) 
.303 .092 4.75 
(.05) 
.562 .316 20.81 
(.001) 
.572 .328 21.91 
(.001) 
.662 .438 35.14 
(.001) 
.598 .358 25.08 
(.001) 
.233 .054 2.58 
(NS) 
.233 .054 2.58 
(NS) 
.382 .145 7.83 
(.001) 
.390 .153 8.27 
(.001) 
.312 .097 4.96 
(.01) 
Table G.I. (Continued) 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Improvement 
dependent measuring independent variable Multiple- Multiple-» F-value 
variable blocks variable blocks partial R partial R (Sign. Level) 
HEASTA CARDTH HEASTR POP .331 .110 5.69 
HEAUTL (.01) 
MALIGDTH HEAUTL POP .344 .118 6.30 
(.01) 
CARDTH HEAUTL POP .558 .311 21.25 
(.001) 
Table G.2. Multiple-partial R, multiple-partial R-square, Improvement F-value, and equation 
significance level (NS, .05, .01, .001) for the regression equations required for 
testing the predictions explicit In the revised model 
VARIABLES IN THE EQUATION ANALYSIS OF THE EQUATION 
Blocks as Indicator Blocks as Control Improvement 
dependent measuring independent variable Multiple- Multiple-g F-value 



























0 . 8 6  
(NS) 




































.019 .001 0.02 
(NS) 
Table G.2. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicator 
dependent measuring 
variable blocks 

































ANALYSIS OF THE EQUATION 
Improvement 
Multiple- Multiple-g F-value 
partial R partial R (Sign. Level) 
.126 .016 0.71 
(NS) 
.241 .058 2.83 
(NS) 
.156 .024 1.14 
(NS) 
.144 .020 0.94 
(NS) 
.332 .110 5.45 
(.01) 
.352 .124 6.22 
(.01) 
Table G.2. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicator Block® aa Control 
dependent measuring independent variable 







































ANALYSIS OF TOE EQUATION 
Improvement 
Multiple- Multiple-g F-value 





























Table G.2. (Continued) 
VARIABLES IN THE EQUATION 
Blocks as Indicator 
dependent measuring 
variable blocks 







































ANALYSIS OF THE EQUATION 
Improvement 
Multiple- Multlple-g F-value 

















.217 .047 2.13 
(NS) 
.465 .217 11.89 
(.001) 
.375 .140 7.22 
(.01) 
Table G,2. (Continued) 











































APPENDIX H: PARTITION OF R^ FOR THE REVISED MODEL 
Table Il.l. Formulas for partitioning for the revised model* 
Dependent Independent Partitioning 
variables variables formula 
Xj - EDUCATE Xj, -  IIWIRES 
X4 - X^ - tlUMRES R4.123 - + b*2.i3^ 
X, _ ECORES + 
X3 - EDUCATE + 
"*• ^^42-13^43.12^23 
X5 - INCOME X^ - HUMRES = ^51.34^ + ^*3.14^ 
Xj - EDUCATE + b*4 ^3^ 
\ + :kll.34b53.14'l3 
•*• ^Sl'34''54'13'^14 
2^53.14^54'13^34 
COEFFICIENTS PARTITION OF EFFECTS 
Regression « Total Total 
(Standardized) Correlation R unique joint 
bjj^ *• .106 r^j^ = .106 .011 .011 None 
b* = -.182 r,„ = .172 .780 .598 .182 
.41-23 • 12 
^42.13 " '**1 "^13 - '10* 
^43.12 ° '319 '23 " '^^5 
b*i.34 = .107 r^3 = ,106 .731 .438 .293 
^53-14 " '*^0 *^14 " "'031 
^54.13 " '454 >^34 ° 
- HOUSE - HUHRES *6.135 " ^61-35^ ti, = -106 .100 .184 -.084 
X3 - EDUCATE + = -.328 = .141 
X5 - INCOME + 2^61.35^63.15'l3 ^65.13 " rjj = .781 
2b61.35b65'13^15 
•*• ^^63'15^65 "13^35 
*7 - HEARES - EMPLOY . .029 - .771 .076 .077 -.001 
X5 - INCOME + b,o.4s ^75.46 = -096 r^g = -.084 
Xg - HOUSE + 46^45 ^76.45 ° "^56 ° -'*73 » 
^^74.56^76.45^46 
"*" 46^76.45^56 
Xg - HEASTR Xg - ECORES *8.24567 ° ''82.4567^ + ''82.4567 " '**5 - .823 .793 .383 .410 
X4 - + ^84.2567^ + bis.2467^ ''Î4.2567 ° '"1 ^25 " 'f** 
X5 - INCOME + b%g,2,,,2 + bg^, 2456^ " '2*2 >^26 " 
Xg - HOUSE + 2^22.4567^84.2567^24 *'86.2457 " ^11 " 
*7 - "GAKGS + =">82.4567 ^85.2467^25 ^87-2456 " 'O** ^45 " '"1 
®Sccond-ordcr control (POP70 and P0P75) Imposed on all the variables. 
Table ll.l. (Continued) 
Dependent Independent Partitioning 
variables variables formula 
* * 









85'2467 86*2457 *^56 
2^85.2467^87.2456 "^57 
2^*86.2457^87*2456^67 
Xg-HEAUTL X^-HUMRES R|.i458 " ^91-458^ + bgi-isgZ 
x^-EMPLOY + 
*5 " 458^94.158^14 
Xg - llEASTR + Zbgi.^ggbgg ^^gr^g 
COEFFICIENTS PARTITION OF EFFECTS 
Regression 2 Total Total 
(Standardized) Correlation R unique Joint 
r^6 - -.084 
r47 - .081 
^56 " -'0''3 
r^y " .099 
'67 .249 
^91 458 " "'305 ti4 - -.031 .655 .807 -.152 
' '94 .158 ^ "786 '15 " -141 
*'95.148 • "'2*1 '18 - '187 




•*• 94'158 98"145^ 48 
A A 
"*• ^^5'145 98'145^58 
2 * 2  
ECORES l^io-234689 " ^10(2)• 345689 
EDUCATE + ^10(3). 24689 "*•''l0(4) • 23689 
EMPLOY + ^10(6).23489 •*• ''l0(8) • 23469^ 
HOUSE + •'lOCg). 23468 
A A 
llEASTR + 26^0(2).34689^10(3)'24689^23 
A A 









+ 2^10(3)'24689 10(6).23489^36 
A A 
10(3)'246b9 10(8). 23469^38 
'58 -
^10(2)«34689 ° '515 
A 




^10(9) 23468 " 











38 - . 6 8 1  
39 .374 
46 ° -.084 
48 .810 
49 .730 
Table H.l. (Continued) 
COEFFICIENTS PARTITION OF EFFECTS 
Dependent Independent Partitioning Regression ^ Total Total 
variables variables formula (Standardized) Correlation R unique joint 
2^10(3).24689^10(9)'23468^39 "^68 ° 
2^10(4).23689^10(6)-23489^46 *^69 ° ^ 
* a 




•*• ^10(6) "23489 10(8).23469^58 
A A 
"** ^^10(6) *23489 10(9) •23468'^69 
A A 
**• ^*^10(8).23469 10(9) *23468^89 
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APPENDIX I: REDUCED-FORM EQUATIONS FOR THE REVISED MODEL 
Table I.T. Standardized regression coefficients for the 27 reduced-form equations in the 
revised model 



























X^ -HDMRES .106 -.178 -.182 .141 .059 .107 .217 .240 .231 
X^ -ECORES .854 .631 
X^ -EDUCATE .319 .774 .470 -.211 -.328 
X, -EMPLOY 4 .454 .081 .011 .029 
X^ -INCOME .151 .090 .096 






(13) (14) (IS) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) 
Xg Xg Xg Xg Xg Xg Xg Xg Xg X^Q X^Q X^Q XJ^Q 
— — —  —  — . 3 3 5  — . 3 1 3  — . 2 7 8  — . 3 0 5  —  —  
.819 .471 .403 .445 -485 .681 .773 .542 .540 .585 .515 
— —  —  —  — — —  ——— —.169 —.281 —.280 —.259 —.177 
.423 .240 .201 .171 .721 .882 .786 .356 .357 .377 .003 
.309 .299 .282 .208 -.261 
" —— —.143 —.172 ——— —— — .008 —.003 .022 
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APPENDIX J; FORMULAE AND COEFFICIENTS FOR DECOMPOSING THE DEPENDENT 
VARIABLES IN THE REVISED MODEL USING THE ALWIN AM) 
HAUSER PROCEDURES 
Table J.l. Formulae and coefficients for the total, Indirect, and direct effects in the revised 
model according to the Alwin and Hauser (1975) procedures: Level of Education 
(EDUCATE—Xg) as dependent variable 
DECOMPOSITION OF EFFECTS 
Independent Total Indirect effect via Direct 
variables effect effect 
FORMULAE 
- HUMRES XXX® 
COEFFICIENTS 
X^ - HUMRES .106 .106 
*Total effect » direct effect = 
Table J.2. Formulae and coefficients for the total, indirect, and direct effects in the revised 
model according to the Alwln and Mauser (1975) procedures: Level of Employment 
(EMPLOY—X^) as dependent variable 










X^ - HUMRES 
X_ - ECORES 




"^41 " ^41 






Xg - ECORES 











^Total effect = direct effect = P.. ij 
Figures in parentheses represent the percent of the total effect mediated Indirectly via 
the respective variable. 
Table J.3. Formulae and coefficients for the total, indirect, and direct effects in the revised 
model according to the Alwin and Hauser (1975) procedures: Level of Income (INCOME— 
Xg) as dependent variable 











X3 - EDUCATE 




Si - q§i "*51 " ^51 





X^ - HUMRES 
X3 - EDUCATE 













*Total effect = direct effect = P.. ij 
Figures in parentheses represent the percent of the total effect mediated indirectly via 
the respective variable. 
Table J.A. Formulae and coefficients for the total, indirect, and direct effects in the revised 
model according to the Alwln and Mauser (1975) procedures : Level of Housing (HOUSE-
X,) as dependent variable 











X, - EDUCATE 4 




%1 - 9gl qgi - Pel 





X^ - HUMRES 
X. - EDUCATE 













*Tot8l effect = direct effect = 
^Figures in parentheses represent the percent of the total effect mediated indirectly via 
the respective variable. 
Table J v 5 .  Formulae and coefficients for the total, Indirect, and direct effects in the revised 
model according to the Alwin and Hauser (1975) procedures: Financial Resources for 
the Health Sector (HEARES—Xy) as dependent variable 










X^ - EMPLOY 
Xg - INCOME 




- ^74 ^74 " ^74 





X, - EMPLOY 4 
Xg - INCOME 













*Total effect = direct effect = P.. ij 
^Figures in parentheses represent the percent of the total effect mediated indirectly via 
the respective variable. 
Table J.6. Formulae and coefficients for the total, indirect, and direct effects in the revised 
model according to the Alwin and Mauser (1975) procedures: Structure of Health Service 
Services (HEASTR—Xg) as dependent variable 










^82 — —  182 - 'If q*S*- q*% ^82 ' 4*2 482 " ^82 ^82 
X. - EMPLOY 4 ^84 484 - 98% 484 - 4§4 484 " ^84 ^84 
Xg - INCOME 
^85 — — — * —' 485 " 485 485 " ^85 ^85 
Xg - HOUSE 486 — — — — 486 " ^86 ^86 
Xy - HEARES XXX* 
"" COEFFICIENTS^ 
^87 
Xg - ECORES 
X^ - EMPLOY 
Xg - INCOME 
Xg - HOUSE 
































Total effect = direct effect = 
^Figures in parentheses represent the percent of the total effect mediated indirectly via 
respective variable. 
Table J.7. Formulae and coefficients for the total, indirect, and direct effects in the revised 
model according to the Alwln and Hauser (1975) procedures: Utilization of Health 
Services (HEAUTL—Xg) as dependent variable 
DECOMPOSITION OF EFFECTS 
Independent Total Indirect effect via Direct 
variable effect X- X, X^ X- effect 14 5 8 
FORMULAE 
I 1—1 X HUMRES 
^91 Qgi - q$î q§î - ^91 - P91 ^91 
EMPLOY 
^94 "  — —  —  — —  — —  ^94 - ^94 q$4 - P94 "94 
INCOME 





 HEASTR XXX® — 
^98 
COEFFICIENTS^ 
X, - HUMRES -.335 — .022 -.034 .027 -.305 1 (6.7%) (10.2%) (-8.1%) 
X, - EMPLOY .721 —  — — — —  -.161 .096 .786 4 (-22.4%) (13.3%) 
X^ - INCOME -.208 — —  — —  —  .053 -.261 5 (-25.4%) 
^ 8 - HEASTR .168 .168 
^Total effect = direct effect = 
^Figures in parentheses represent the percent of the total effect mediated indirectly via 
the respective variable. 
Table J.8, Formulae and coefficients for the total, indirect, and direct 
effects ia the revised model according to the Alsîin and Eauser 
C1975) procedures: Health Status (HEASTA—as dependent 
variable 






Xg - ECORES 
"^ (10) 2 9(10)2 " 9^OÎ2 9(Î0Î2 - %2 
- EDUCATE 
"^(10)3 9(10)3 " 9(10)3 
X^ - EMPLOY 
'^ao)4 — 
Xg - HOUSE 
*^(10)6 ' 
Xg - HEASTR 9(10)8 
Xg - HEAUTL XXX* 
COEFFICIENTS^ 
X^ - ECORES .681 
-.092 .231 
Xg — EDUCATE -.169 
(-13.5%) (34.0%) 
.112 
X^ - EMPLOY .356 
— — —  —  
(-66.5%) 
Xg - HOUSE .008 
-
Xg - HEASTR -.089 
Xg - HEAUTL .444 
Total effect " direct effect « 
Figures in parentheses represent the percent of the total effect mediated 
indirectly via the respective variable. 
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Direct 
X, Xg X_ Effect 
9tî8)2 - qau)2 ''(10)2 " ''(10)2 ''(10)2 ^(10)2 ^(10)2 
Sfubs - ^ 50)3 ''(10)3 " ''(10)3 ''(10)3 " ^(10)3 ^(10)3 
*^(10)4 " *^tÎ0)4 ''(Ï0)4 " ''tlO)4 S%10)4 " ^(10)4 F(10)4 
''(10)6 ' ''(10)6 '^(10)6 " ^(10)6 ^(10)6 
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