A method for the determination of pixel correspondence in stereo image pairs is presented. The optic¯ow vectors that result from the displacement of the point of projection are obtained and the correspondence between pixels of the various objects in the scene is derived from the optic¯ow vectors. The proposed algorithm is implemented and the correspondence vectors are obtained. Various specialized improvements of the method are implemented and thoroughly tested on sequences of image pairs giving rise to interesting conclusions. The algorithm is highly-parallelizable and therefore suitable for real-time applications.
Introduction
Obtaining three-dimensional depth from two-dimensional images has been one of the important problems encountered in low level computer vision. Many methods have been used for the solution of this problem [1, 2, 3, 5, 7, 12, 13] . One of the earliest and the most natural methods is the process used by the human visual system known as stereoscopy or``stereo'' [1, 10, 11] . In``Shape from Stereo'', depth is perceived by comparing two slightly displaced images of the observed scene, which are simultaneously formed in the retinas of both eyes. The mechanical counterpart uses two cameras placed slightly apart from each other, creating two images with a small displacement between corresponding object points in them. The ®rst step in all Shape from Stereo methods is the determination of correspondence of points in the two images which refer to the same physical point. The second step is a simple reverse projection calculation (triangulation).
The determination of pixel correspondence is not straightforward. One can use 2D correlation or relaxation methods [1, 10, 11] , However, these methods are either computationally expensive, because for nxn images and mxm areas of interest, O(n 2 m 2 ) multiplications are required, or they cannot cover for ambiguities that arise, since more than one area of one image can match an area of the other.
We propose a novel approach to unambiguously obtain point correspondence in the two images of a stereo pair. In this approach we will determine the correspondence between the points of a stereo pair by using the``optic¯ow'' vectors that result from the slight displacement of the viewpoint of the two cameras that created this pair. The proposed method will yield corresponding points with a very low probability of failure. Optic¯ow is an area that is well understood and results in algorithms that are straightforward and can be implemented with low computational complexity. Furthermore, optic¯ow algorithms can be implemented in parallel [8, 9] .
In the following sections we will present a methodology for matching gray-scale stereo pairs of images using optic¯ow. We derive algorithms and propose implementations of them. Following this, we present sequences of test-runs on a variety of data. We analyse and discuss the test-runs and present improvements and suggestions for further enhancements of the algorithm. The rest of the paper is organized as follows. Formulation of the problem, elements of optic ow theory and an iterative algorithm for the calculation of optic¯ow are given. Then the proposed algorithm for the matching of stereo pairs using optic ow is given. The next section gives results obtained from the application of the method to speci®c cases, then improvements are discussed to the method. The ®nal section lists our conclusions and plans for further work.
Formulation of the ProblemÐOptic Flow
Our formulation will be based on the following visualization. A stereo pair is obtained from two identical cameras placed on a common baseline. The optical axes of the camera lenses are parallel to each other and perpendicular to the baseline. A stereo pair is acquired by having each camera of the pair record an image of the scene at the same instant.
The resulting, slightly displaced images, can be seen as obtained by a slight movement of the point of projection (both assumptions are equivalent). This displacement of the point of projection creates a perceived movement of the images (the objects in the images look as if they havè`m oved'' slightly).
Optic Flow works as follows: given successive frames of a scene, one can de®ne for each point in the scene, à`v elocity vector'' which represents the movement of the point between these frames. The set of all these vectors is called the``motion ®eld'' [5, 6] . The same problem in our framework is as follows: given two frames of a scene comprising a stereo pair, one can de®ne for each point in the scene a``velocity vector'' that in reality represents the displacement of the point in the two images. Thè`m otion ®eld'' is now nothing but an indicator of the total displacement of all the pixels in the image. For example, a velocity vector of size 2 (pixels) means that the point in question has been displaced from the left to the right image by 2 pixels.
The human eye, as well as the camera, does not actually perceive motion but actually changes in light intensity,``Optic¯ow'' is de®ned as the apparent movement of light intensity patterns [1, 5] . Optic¯ow represents the continuous movement of the scene in the eye retina i.e., the¯ow of light intensity of each point due to the disparity between frames. In optic¯ow, just as in the motion ®eld, a velocity vector is de®ned for every point; the magnitude and direction of these vectors represent the rate and direction of change of the light intensity. As a rule, optic¯ow and motion ®eld are the same. However, there are cases where they dier and these are due to``optical illusions'', see [1, 5, 6 ]. This does not happen in our formulation of the problem, hence the optic¯ow corresponds to the motion ®eld.
Assuming that there is continuity between frames (i.e., that the frames of a stereo pair do not dier so much that an object disappears in one of the frames), our formulation of the correspondence problem given above reduces it to the computation of optic¯ow [4] . We can place a further restriction in the formulation of the problem. Since the cameras are placed on a given axis, the point of projection is displaced along this axis only (say the x-axis). The calculation of the optic¯ow vectors is thus reduced to the computation of only the x-component of the¯ow vectors.
Elements of optic¯ow theory
To return to our analogy, consider a stereo pair as a 2D image which varies with time. In a short time interval, t, intensity areas move slightly. Again remember that objects within the scene are static. Any variation between successive images is due to the movement of the point of observation. Let ExY yY t be a continuous function that gives the intesity of a two dimensional point xY y at time t. An optic¯ow vector is de®ned for every point xY y whose horizontal and vertical components are uxY y dxadt and vxY y dyadt respectively. In time t a point of intensity E will move by xY y where x ut and y vt. Thus:
Expanding the rhs of (1) using a Taylor series with center xY yY t and taking the limit for x 3 0Y y 3 0 and t 3 0 we derive the optic¯ow equation:
We want to determine u and v uniquely. To do so we need to place constraints on them. First, in optic¯ow it is assumed that corresponding points in the two images have exactly equal intensities. If this is not true,
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equation (1) will not hold and this leads to the introduction of an error term which can be expressed as:
Obviously, this error term should be minimized. A second constraint is obtained from the condition that neighboring points should have similar optic¯ow vectors (intensity should vary smoothly and there should be no object deformations or disappearances). This assumption gives rise to another error term which can be expressed as:
where
We would like to minimize the total error:
e le s e c 5
The higher the presence of noise in the image, the greater the importance of e s , hence l should be adjusted accordingly.
Minimization of expression (5) can be eected using Euler's dierential equations which lead to the pair of equations [1, 5, 6, 8, 9] :
In the discrete case (digital images) we want to obtain a pair uY v ij , for every point iY j in the image. This is determined by the minimization of the total error
where e ciY j Y e siY j are the local errors at a discrete point iY j, similar to the continuous terms (3) and (4) respectively. The minimization of (7) for a discrete point mY n leads to the following system of equations [5, 6] :
where " u mn and " v mn are the local average values for u and v, respectively, in the region of the point mY nX E x Y E y and E t are the rates of intensity change in the xY y and t directions for a point iY j. The similarity between the discrete (8) and continuous (6) equations is obvious. The lhs of equations (6a) and (6b) corresponds to a second order dierential ®lter which is commonly encountered in image processing in the form of a mask and is equivalent to the dierential operator H 2 . Solving the system of equations (8) for u mn and v mn , we derive the following:
Optic¯ow algorithm
An iterative schema can result from expressions (9) if the average values are taken from the previous computational step. The use of the above schema in the GaussSeidel iteration method produces the following algorithm [5, 6] .
Algorithm 1
. Intialize the u and v optic¯ow components for all pixels. . Repeat until the convergence criterion is satis®ed.
. For every image pixel mY n . Compute the partial derivatives E x Y E y Y E t of intensity Ewrt xY y and t . Compute the local average value of u and v: " uY " v . Compute the values of u and v using the expressions: Figure 1 shows a sample test run using two frames depicting a circle displaced by 1 pixel (left top and bottom) and the resulting optic¯ow vectors which have been computed using Algorithm 1 (right).
To complete the description of the algorithm we must clarify the following items: convergence, initial values, STEREO MATCHING USING OPTIC FLOW 253 
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calculation of averages and calculation of derivatives [5, 8, 9, 10] . The interested reader is referred to the Appendix.
An important issue that will aect subsequent stages in the algorithm is the choice of the weight factor l that appears in the total error expression e le s e c . The value of l should be larger the less smooth the image is. The proper choice of l is obviously image dependent; an attempt can be made to estimate l by taking into account the maximum gray scale contrast. We propose to use a function such as l contrast 2 . The in¯uence of l in the calculation of optic¯ow vectors can be seen in Figure 2 .
Stereo Matching Using Optic Flow
As mentioned earlier, our purpose is to determine the depth structure of a scene by matching corresponding points of two projections of the scene created by varying slightly the point of projection (camera). This displacement of the point of projection is always parallel to one of the axes and therefore, the optic¯ow vectors will be parallel to that axis. Our calculations can thus be simpli®ed to a single axis, say x. This not only reduces the computational cost but also the number of resulting vectors.
The above modi®cation of the original optic¯ow algorithm eliminates a basic problem which was encountered in early test runs. The problem was that optic vectors tend to be perpendicular to object edges, thus deviating from the real direction of movement (or match). This phenomenon is demonstrated in Figure 3 .
This problem was encountered with objects whose boundary contains multiple``irregular'' corners. Figure  4 (a) shows a stereo pair of a polygon which has been displaced by 1 pixel and the optic¯ow vectors which tend to be perpendicular to object edges [ Fig. 4(b) ]. By forcing the optic¯ow vectors to be parallel to a speci®c direction, we can easily aleviate the problem. Figure 4 (c) shows the corresponding optic¯ow vectors restricted to one axis.
The optic¯ow algorithm can now be simpli®ed by noting that for every point xY yY E x 0 and v mn 0.
Algorithm 2
. Intialize the optic¯ow component u for all pixels. . Compute the partial derivatives E x Y E t of light intensity E wrt x and t and store them on a lookup table . Repeat until the convergence criterion is satis®ed.
. For every image pixel mY n . Compute the local average value of u . Compute the u values of the current step using the expression:
So far the computation of optic¯ow vectors has been described. It must by now be more or less apparent how we plan to utilize the¯ow vectors. We will show how to match the corresponding pixels in stereo pairs.
Images consisting of objects and vectors that are believed to belong to the same object should be grouped 
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together. Given the image smoothness assumption, it should also be possible to discard vectors that do not seem to match any of their neighbouring areas and arise out of algorithmic errors or noise.
Optic¯ow vector grouping
Points with similar optic¯ow values form groups which are characterized by an identity number and the average optic¯ow value of the group. Groups are held in a list. The ®rst group is created by the ®rst image point to be examined; subsequent points are either assigned to an existing group if their vector magnitude diers from the group's optic¯ow value by a certain percentage, or a new group is created for them. The grouping of optic ow vectors for a moving square is showing in Figure 5 .
Discarding isolated match vectors
A recursive algorithm, similar to 8-connected area ®lling, was used to determine whether each point could be connected with a sucient number of points (greater than a grouping threshold) with similar depth levels. If the initial point could not be related to enough pixels, it was considered an isolated one and the corresponding vector was discarded.
Matching algorithm
We can now propose the complete Stereo Matching Algorithm. Consider n 1 images I 0 Y I 1 XXY I n which form n stereo pairs I k Y I k1 for k 0Y 1Y XXY n À 1. For one pair of images the algorithm is as follows (It can easily be generalized to more than one pair of successive images):
. Load a stereo pair I k Y I k1 . De®ne the l coecient or compute it from the image contrast l f contrast . Compute optic¯ow for the stereo pair (See algorithm 2) . Group the optic¯ow vectors (matching vectors ) u mn as follows:
. Classify the optic¯ow vectors into groups g p of similar magnitude . For each vector u mn P g p , set u mn u p where u p is the average optic¯ow value for the image area . Mark the isolated vectors which are candidates for rejection as follows:
. For each image point, check whether it can be integrated into an image group with population >=grouping threshold else mark it for rejection. . Associate pixels in the stereo pair using each group's matching vectors.
Test RunsÐResults
A number of synthetic stereo pairs of relatively simple objects were used as test cases; they were chosen so as to be representative of cases commonly encountered. The code was written in C and the used images have a resolution of 50650 pixels. A large number of images and multiple viewpoint displacements were tried out. We list here some representative examples. The small pictures at the top left of each ®gure are the stereo pair; the large bottom left picture gives the optic¯ow vectors while the large bottom right picture gives the vector grouping using the visualization scheme ®rst utilized in the previous section. Matching was performed using these vectors.
In the majority of cases, the displacement of image points in stereo image pairs was correctly identi®ed. The optic¯ow vector direction was consistent with the displacement direction while the error in the computation of the optic¯ow magnitude was similar for all optic ow vectors; thus, the general displacement structure (i.e. the amount of displacement of image objects) was correctly identi®ed. As mentioned earlier, optic¯ow is strongly in¯uenced by the weight l and it is important that its correct value is established. Methods for the estimation of l are discussed in the next section.
It was apparent in all tests that displacement cannot be calculated if the interior of objects is homogeneous. Exploitable results are only available for areas with high contrast, such as edges. This is not very dierent to what happens in the triangulation performed by the human eye, which can only``compute'' depth in areas of varying intensity. 
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Handling Special Cases of the Problem
Often, large object displacements are encountered in stereo pairs, for example when an object is very close to the viewpoint. If 262 matrices are being used to compute derivatives as mentioned earlier then displacements larger than two pixels can not be detected. The size of the matrices can of course be increased to detect larger displacements. Figure 12 shows the optic¯ow vectors for a stereo pair of images containing a square displaced by three pixels; part (a) shows the result of the application of a 363 Sobel operator [10] and part (b) the result of the application of a 262 Sobel operator with the same value for l. The size of the dierential operator cannot be increased inde®nitely as this would result in the reduction of the sensitivity of the algorithm to small displacements, however.
If we need to further expand the range of detectable displacements without increasing the dimensions of the dierential operator, the entire optic¯ow process can be repeated for those points whose vectors indicate a displacement of three pixels or more, using the initial results as input to the algorithm. 1 The current techniques are local in nature. Errors can arise due to the fact that only a small number of neighboring pixels are taken into account for the determination of the optic¯ow value of a point; no account is taken of global information in the scene. For example, in the case of a small repetitive pattern, a point can be erroneously matched to another if the object is displaced by the pattern repetition distance (Figure 13 ).
In cases where the objects in a scene have signi®cantly dierent intensities, the derivatives calculated on their boundaries are larger for those objects whose contrast relative to the background is higher. As a result, objects with the same actual displacement may produce dierent apparent motion vectors due to dierences in their intensity. The same phenomenon appears in scenes which include shaded objects. In this case the optic¯ow vectors will vary greatly within the same object, leading to the conclusion that each section is a dierent object. When dealing with simple shapes in scenes consisting of objects of similar average brightness, an equalization ®ltre can be applied to the images, before the optic¯ow calculation, to eliminate changes of light intensity upon the surface of each object. This method is illustrated in Figure 14 , where a single shaded matte sphere is used.
In more complex scenes, where intensity varies signi®cantly over neighboring regions, the method does not result in the correct displacement magnitude. Consider the example in Figure 15 , where a house is displaced by 2 pixels. Since the contrast between the walls and the window is higher than the contrast between the background and the walls, the algorithm produces optic¯ow vectors of larger magnitude for the door and smaller magnitude for the wall, which is obviously an error (case a). The problem arises from those pixels which have the same light intensity in both images, i.e. the background, the interior of the wall and the door. A method of dealing with this situation is to examine both images in order to determine which pixels are identical and replace their intensity value with that of the background (case b), which is the dominant intensity in the image.
Lastly, we discuss methods for the estimation of the coecient l that greatly aects the calculation of optic ow. One could use the global contrast of the image for the estimation of l. Alternatively, the local contrast between each pixel and its neighbours can be estimated and the maximum value used as the l coeceint. A more thorough approach is to consider as the mean value of the contrast histogram of the image as l. In this way, a high contrast is observed in a small portion of the image and should therefore be ignored, which would 
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have an insigni®cant eect on the calculation of l. Furthermore, one could segment the image in areas of interest, estimated l there and apply the algorithm in each area independently. Nevertheless, even if l cannot be correctly estimated, one could use a multiple step implementation of the algorithm. A``multi-step'' implementation works as follows: in the ®rst step we apply the algorithm and obtain matching vectors. We used these vectors to displace the one image towards the other. We re-apply the algorithm for the new image displacements. The process can be repeated as many times as needed until the displacement vectors are all close to zero.
Real-time Applications
The traditional optic¯ow algorithm can be used in a real time environment, such as room surveillance or robotic vision, with the modi®cations stated in this paper.
If we try to solve the above as a system of linear equations of n unknowns, it is well known that approximately On 3 time is required. Parallel methods employing On processors can reduce the total time to On 2 and, if we had an unlimited pool of processors, total time can be theoretically reduced to Olog n in the best case and Olog 2 n in the worst case [14] . Based on our experience, however, the problem can be readily parallelized on a SIMD array of processors and a reasonably accurate estimate of cost can be determined. If our image resolution is M Â N pixels, let us consider an M Â N array-processor (such as the MPP [15] , BLITZEN [16] or DAP [17] ), where processor element mY n calculates the optic¯ow vector umY n for the pixel mY n. According to equation (10), if we assume 32-bit¯oating point accuracy, each processor element will perform the following tasks in every iteration:
. 12 additions/subtractions (1263263 machine cycles) . 3 multiplications/divisions (3632 2 63 machine cycles) . 8 nearest neighbor communication operations (863263 machine cycles), which amounts to 11,136 machines cycles per iteration. On a 100 MHz SIMD array-processor we obtain 10,000 iterations per s. If we assume a maximum of 100 iterations per frame pair, we can process 100 frames per s at a sustained rate, which is more than adequate for most applications. If the image resolution is a multiple of the array-processor dimensions, the above frame rate is proportionally reduced. With an image resolution of 2566256 pixels, and an 1286128 array-processor we can process about 25 frames per s. In any case, it is always possible to decrease the maximum number of iterations, to speed up the method. In fact in our tests, we never needed more than 50 iterations. Note that since the problem lends itself to SIMD implementation, it is relatively simple to manufacture custom VLSI circuits dedicated to the application.
Many of the enhancements suggested in this paper contribute to an overall increase in speed. However, the most important is the restriction of the computation of optic¯ow vectors to one axis, as this obviously cuts o half of the required derivative calculations, which comprise a signi®cant amount of algorithm complexity. Furthermore, preprocessing of the input pairs of images in order to suppress identical pixels to a constant value, not only improves the results but also decreases the number of elements to be processed and the storage requirements, thus favoring a real-time approach.
Finally, the matching process can be extended to RGB data without a decrease in speed. In order to have a fast application, we propose the combination of the three channels in the derivative evaluation, without having to return the procedure for each channel separately. For each pixel, the single intensity dierence can be replaced by the mean value of the intensity dierences of the R, G, B channels: 
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Conclusions and Further Work

Conclusions
In this paper, we presented an algorithm for stereo matching using the principles of optic¯ow. We consider a stereo pair as a sequence of displaced objects. The displacement is only due to the dierent viewpoint of the stereo cameras. We use optic¯ow to calculate this displacement and from the vectors we obtain the correspondence between the pixels in the two images. The optic¯ow vectors are computed through an iterative scheme, which takes into consideration the fact that the apparent motion of intensity points in a stereo pair is limited to one direction. Additional procedures were developed to improve the outcome and extract more useful information, while increasing algorithm performance in a way which makes it suitable for realtime applications.
A variety of image samples were used in order to show the performance of the algorithm. The algorithm performed satisfactorily and yielded¯ow vectors that lead to accurate matching. Problems were encountered due to dierences in brightness at the various parts of the image and to the locality of the used methods. We propose enhancements to our methods that deal with these problems.
SuggestionsÐfuture work
As mentioned above, there are problems when dealing with complex images of varying intensities. Apart from the proposed methods, a solution could be the segmentation of the images into areas of interest. Optic Flow and Matching calculations should be performed in these areas individually. Segmentation can be obtained by using the initial grouping of match vectors, g p , or any other method. Subsequently we can repeat the entire process for each group.
We believe that a complete implementation of the proposed methods should adopt the``multi-step'' approach mentioned above in earlier sections. Multistep implementation could resolve issues such as complex images, estimation of l, varying intensities large displacement and veri®cation of the results. STEREO MATCHING USING OPTIC FLOW 265
