Abstract. We present a polynomial time approximation scheme for the real-time scheduling problem with fixed priorities when resource augmentation is allowed. For a fixed ε > 0, our algorithm computes an assignment using at most (1+ε)·OP T +1 processors in polynomial time, which is feasible if the processors have speed 1 + ε. We also show that, unless P = NP , there does not exist an asymptotic FPTAS for this problem.
Introduction
In this paper, we are concerned with a scheduling problem described by Liu and Layland [11] , which has received considerable attention in the real-time and embedded-systems community. Here one is given a set of tasks T = {T 1 , . . . , T n }, where each task T is characterized by two positive values, its period p(T ) and its running time c(T ). The task T releases a job requiring running time c(T ) at each integer multiple of its period. 0  1  2  3  4  5  6  7  8  9  10 If several tasks T ⊆ T are assigned to one processor, then this assignment is feasible if each job, being released by some task T at time i · p(T ) is finished at time (i+1)·p(T ), whereby jobs stemming from tasks with smaller period preempt those stemming from tasks with larger period. Ties are broken in an arbitrary but fixed way. In this case, we also speak about an assignment in which each task is feasible itself. Liu and Layland [11] have shown that this rate-monotonic scheduling is optimal, meaning if there is a feasible priority assignment, then the one in which the priority of a task T equals 1/p(T ) is also feasible.
The picture above shows a feasible set T = {T 1 , T 2 } of tasks. The arrows indicate the points in time, where the two tasks T 1 and T 2 release jobs. At time 0, the first job of T 1 as well as the first job of T 2 are released. Since the period of T 1 is smaller than the period of T 2 , the first job of T 1 is executed, until it is finished at time 1. Now the first job of T 2 is executed, but interrupted by the second job of T 1 at time 2. The execution of the first job of T 2 is resumed at time 3 and finished at time 4. Notice that the processor is idle for one time unit at time 9 and that the schedule repeats at the least common multiple of the periods which is 10. All jobs finish in time. The set T is feasible.
The static-priority real-time scheduling problem is now to determine a partitioning of a task-set T into T 1 , . . . , T k , such that each T i is a feasible set of tasks for one processor and the number k of processors is minimized. In the real-time literature, this problem is also known as the static-priority real-time scheduling problem with implicit deadlines, since the deadlines are implicitly given by the periods of the tasks.
Related Work. If the periods p(T ) of all tasks in
T are one, then the scheduling problem is simply the well known bin packing problem. This is because a set of tasks T ⊆ T would be feasible on one processor if and only if the sum of their running times is bounded by one. Recall that for bin packing an asymptotic PTAS [4] and even an asymptotic FPTAS exists [8] .
The utilization of T is defined as util(T ) = T ∈T c(T )/p(T ). If T is feasible, then the utilization util(T ) is at most 1. However, T can be infeasible, even if util(T ) < 1. Consider, for example, again the task system T depicted on the cover page. If we increase the running time of T 1 by any ε > 0, then the set T is no longer feasible and its utilization is util(T ) = (9 + 5 · ε)/10. Liu and Layland [11] have shown that T is feasible, if util(T ) is bounded by n (2 1/n − 1), where n = |T |. This bound tends to ln 2 and the condition is not necessary for feasibility, as the example with all periods equal to one shows. Stronger, but still not necessary conditions for feasibility are given in [10, 2, 12] .
It is a longstanding open problem, whether there exists a polynomial time algorithm which decides whether a set T of tasks is feasible on one processor. A first result in this direction using resource augmentation was presented by Fisher and Baruah [5] . In their paper, the authors show that one can efficiently decide whether a set of tasks is feasible, or infeasible on a faster processor of speed 1 + ε. Our approximation scheme can be understood as an extension of their algorithm, which additionally approximates the task-distribution problem.
The sufficient condition util(T ) n (2 1/n − 1) allows to use first-fit and next-fit algorithms as in the case of bin packing. The currently best ratio for such strategies is 7/4 due to [10] . We refer to [3] for a survey of approximation algorithms based on first-fit and next-fit and to the article [1] for an overview
