Abstract. Let C be a smooth projective curve over a field k. For each closed point Q of C let C = C(C, Q, k) be the coordinate ring of the affine curve obtained by removing Q from C. Serre has proved that GL 2 (C) is isomorphic to the fundamental group, π 1 (G, T ), of a graph of groups (G, T ), where T is a tree with at most one non-terminal vertex. Moreover the subgroups of GL 2 (C) attached to the terminal vertices of T are in one-one correspondence with the elements of Cl(C), the ideal class group of C. This extends an earlier result of Nagao for the simplest case
Introduction
Let C be a smooth projective curve over a field k and let K be its function field. For each closed point Q of C let C = C(C, Q, k) be the coordinate ring of the affine curve obtained by removing Q from C. Serre [8, Theorem 10, p .119] has proved the following result.
Theorem (Serre). There exists a graph of groups (G, T ), where T is a tree with at most one non-terminal vertex, such that
where π 1 (G, T ) is the fundamental group of (G, T ).
Moreover, the subgroups of GL 2 (C) attached to the terminal vertices of T are in one-one correspondence with the elements of Cl(C), the ideal class group of C.
This extends a previous result of Nagao for the case C = k [t] . (See [8, Proposition 3, p.88] .) (In this case C is the projective line over k, Q is its point at infinity and T consists of 2 vertices and a single edge. The group GL 2 (k[t]) is then a (proper) amalgamated product of a pair of groups.)
Dedekind domains in function fields
We begin with a description of those parts of the theory of function fields which are essential for our purposes. Given that this paper is not written primarily for specialists in algebraic geometry, it seems appropriate to make this account reasonably detailed. We make use of the very accessible book [9] of Stichtenoth, adopting his terminology.
As usual N, Z, Q, R and C denote the sets of natural numbers, rational integers, rational numbers, real numbers and complex numbers, respectively. We denote the set of units of a ring R (with identity) by R * . Let k be a field. An algebraic function field K/k of one variable over k is a field K containing k such that K is a finite, separable extension of k(x), for some x ∈ K, transcendental over k. Letk be the algebraic closure of k in K. It is known [9, I.1.15, p.6] thatk is a finite extension of k. From now on we assume thatk = k, in which case k is called the full constant field of K.
A valuation ring O 0 of K/k is a proper subring of K, properly containing k, with the property that, for all z ∈ K * , either z ∈ O 0 or z −1 ∈ O 0 . It can be shown [9, I.1.5, p.2] and [9, I.1.6, p.3] that O 0 is a local ring whose maximal ideal P is principal. In addition, every non-zero O 0 -ideal is a power of P . It is known [9, I.1.5(b), p.2] that O 0 is determined by its maximal ideal. For this reason we denote O 0 by O P . The maximal ideal P is called a place of K/k, and the set of all places is denoted by P K . There is a one-one correspondence [9, I.1.12, p.5] between P K and the set of all discrete valuations of K/k which are trivial on k. For each P ∈ P K we denote its corresponding valuation by v P . By definition v P is (in part) a multiplicative map
which is trivial on k * . For each P ∈ P K it can be shown [9, I.1.14, p.6] that the residue class field of P , O P /P , is a finite extension of k. We denote the degree of this extension by deg P .
A divisor D is a formal sum of the type
where α P ∈ Z and α P = 0, for all but finitely many P . We put v P (D) = α P . The integer 
Our next definition leads to the Riemann-Roch theorem. For each A ∈ D K , we define
is called the dimension of A. We recall [9, p.21 ] the definition of the non-negative integer referred to as the genus g of K/k. We now state two celebrated results of Riemann and Roch. From now on we fix a place Q of P K . We denote its valuation ring and discrete valuation by O and v, respectively, and we put d = deg Q. Let
Then C is a Dedekind domain whose quotient field is K. See [9, III.2.5, p.68]. We record some elementary properties of C.
Proof. Part (i) follows from the "product formula" [9, I. Let P ∈ P K , where P = Q. The map
defines a one-one correspondence.
where Spec C is the set of all maximal (equivalently, non-zero, prime) C-ideals. Let x ∈ C, where x = 0. The C-ideal xC is uniquely expressible as a product of maximal ideals. Let P ∈ P K , where P = Q, and let p = C ∩ P . Under the above correspondence it can be shown [9, III.2.9, p.70] that v P (x) = ord p (xC).
We now introduce what for our purposes is a particularly important set of finitedimensional k-spaces contained in C.
Clearly C(n) is a vector space over k. By Lemma 1.1 it follows that C(0) = k. Let q be a non-zero, proper C-ideal. Then
We define the degree of q, deg q, by
In addition we define deg C := 0. 
Moreover,
where
The proof follows from the Riemann-Roch theorem.
The ideal class group
At this point we introduce the ideal class group of C, Cl(C), which plays an important role in Serre's theorem. We recall the definition. Non-zero C-ideals q, q are said to be equivalent if and only if there exists µ ∈ K * such that q = µq. This is an equivalence relation. Let [q] denote the equivalence class containing q. The set of equivalence classes forms a group, Cl(C), under the natural definition of multiplication, whose identity is the class consisting of the principal ideals.
By Lemma 1.1(i) we know that if x ∈ C and x = 0, then v(x) ≤ 0. In this section we show that it is possible to represent the elements of Cl(C) by C-ideals q ω (ω ∈ Ω), say, such that, for each ω ∈ Ω, there exists a non-zero x ω ∈ q ω with the property that v(x ω ) ≥ L, where L is a constant. This, of course, is obvious when Cl(C) is finite. It is known that Cl(C) is finite, for example, when k is finite. (See [5, Theorem 3.3] .) In this paper however we are concerned will all k. It is known that, when k is infinite, Cl(C) can be finite or infinite. (See, for example, [6] .)
The existence of L will be used later to prove, for example, a decomposition theorem for principal congruence subgroups of GL 2 (C) which involves unipotent matrices.
Definition. Let q be a non-zero C-ideal. We define max(q) := max{v(x) : x ∈ q, x = 0}. By Lemma 1.1(ii) it follows that max(q) = 0 ⇔ q = C.
Lemma 2.1. Let q be a non-zero C-ideal such that
deg q ≥ d + g.
Then there exists
be the primary decomposition of q, where
We take q 0 = λq.
Lemma 2.2. Let q be a non-zero C-ideal and let
n 0 = min{n ∈ N : n ≥ 1 + (deg q + 2g − 1)/d}.
Then there exists a non-zero x ∈ q such that
Proof. By Lemma 1.2 and the definition of n 0 it follows that
We choose x ∈ q ∩ C(n 0 ) with x ∈ q ∩ C(n 0 − 1).
We now come to the principal result in this section.
Theorem 2.3. Let [q] be any element of Cl(C). Then there exists
By Lemma 2.1 it follows that
We now apply Lemma 2.2 to q 0 . There exists a non-zero x ∈ q 0 such that
We conclude that
Stabilizers of vertices
The group GL 2 (K) acts on a tree X, called its Bruhat-Tits building. From the structure of the quotient graph GL 2 (C)\X it is possible to prove a decomposition theorem for GL 2 (C), using the Bass-Serre theory of groups acting on trees. Such a theorem involves the stabilizers of the vertices X.
We recall [9, I.
We put
Then, by definition, k d is a finite extension of k and
We recall also the definition of 
Then, with respect to these definitions, X is a tree [8, Theorem 1, p.70]. The group
At this point we simplify our notation. We put
It is known [8, Lemma 1, p.76] that
S(Λ) = S(L).
In this paper unipotent matrices are particularly important. We recall that a matrix U ∈ GL 2 (K) is unipotent if and only if (U −I 2 ) 2 = 0 (equivalently, det U = 1 and tr U = 2).
Definition. Let Λ ∈ X and L ∈ Λ. We put
We make frequent use of the following matrix. For each s ∈ K, we put
We introduce the standard basis {e 1 , e 2 } of V , where e 1 = (1, 0) and e 2 = (0, 1).
We now define some special lattices.
We denote the corresponding lattice classes by Λ n (∞) and Λ n (s). It can be easily shown that these account for almost all lattice classes.
Proof. We can represent Λ by a lattice generated by αe 1 + βe 2 and γe 1 + δe 2 , say, where α, β, γ, δ ∈ O and not all α, β, γ, δ ∈ πO. We may assume then that either α ∈ O * or β ∈ O * . The result follows by a "rearrangment" of generators.
It is convenient to simplify our notation. We put
We now show that for "sufficiently large" n, the stabilizers S n (s) and S n (∞) have a simple structure. We begin with the easy cases. Lemma 3.2. Let s ∈ k and n ∈ N. Then g s ∈ Γ and 
The situation when s ∈ k is more complicated. An important role is played by the following C-ideal. For each s ∈ K * we define 
Proof. We note that the hypothesis on s ensures that q s = C. Let
Then, by [8, Lemma 1, p.76], g ∈ S n (s) if and only if
Then it is easily verified that
and hence that g ∈ S n (s) if and only if
Let s = x/y, where x, y ∈ C. We note that Our next result is an immediate consequence.
The remaining results in this section will be used to determine the structure of the quotient graph G\X.
Definition. We define the neighbourhood of a lattice L to be
N (L) := {L , lattice : L ≤ L, L/L ∼ = k d }.
If Λ is the lattice class containing L, it is clear that the elements of N (L) are in one-one correspondence with those vertices of X adjacent to Λ (and hence, since X is a tree, with those edges of X incident with Λ). It is also clear that if
Lemma 3.6. Let n ∈ N and, for each α ∈ k d , let K n (α) be the lattice generated by
. Then L is generated by βe 1 + γπ n e 2 and δe 1 + επ n e 2 , say, where β, γ, δ, ε ∈ O and v(βε − γδ) = 1. It follows that either β ∈ O * or γ ∈ O * . The result follows from a "rearrangement of the generators".
We now come to the equivalence relation which is central to the definition of G\X.
Definition. Let L, L be lattices with corresponding classes Λ, Λ , respectively, and let H be a subgroup of GL 2 (K).
Let Z = L or Λ. We say that Z and Z are H-equivalent, written
if and only if
Lemma 3.7. Let V be a finite-dimensional vector space over k, where, for some n ∈ N,
Proof. The first part is obvious. For the second part,
The hypothesis on the k-dimension ensures that
It follows that, for all α ∈ k d , there exists an h ∈ H such that h(K n (α)) = πL n−1 (∞).
Cusps
From now on we denote the quotient graph G\X by X and the image in X of the lattice class Λ by Λ. In this section we prove that X is (in part) made up of a set of pairwise disjoint paths of infinite length which are in one-one correspondence with the elements of Cl(C), the ideal class group of C. We denote the projective line over K,
We recall that, for each s ∈ K * ,
It is convenient to extend this definition toK. If σ ∈ {0, ∞}, we define
The following set of positive integers will play an important role in the structure of X. Let σ ∈K. We define n σ to be the least integer n ∈ N for which
and
The structure of X involves subgraphs of the following type. For each σ ∈K, let C(σ) be the subgroup of X induced by the vertices Λ n (σ), where n ≥ n σ .
It is clear that the vertex Λ n (σ) is adjacent (in X) to Λ n−1 (σ) and Λ n+1 (σ), when n ≥ n σ . We now prove that these are the only vertices of X adjacent to Λ n (σ). At this point it is convenient to introduce the following notation. For each σ ∈K and n ∈ N, we put
We begin this section with a useful lemma.
Lemma 4.1. Let σ, τ ∈K and suppose that
where n ≥ n σ − 1 and m ≥ n τ − 1. Then
Proof. There exists g ∈ G such that
By Lemmas 3.2 -3.5 it follows that
σ . The (2, 1)-entry of h is therefore zero, and so
for some λ ∈ K * . We now apply Lemma 1.2.
We can now determine the structure of C(σ).
Theorem 4.2.
For all σ ∈K, the subgraph C(σ) of X is a tree whose vertices are Λ n (σ), where n ≥ n σ . Moreover,
terminal vertex, and
(ii) all other vertices have degree 2.
Proof. By Lemma 4.1, the vertices
where n ≥ n σ − 1, are distinct. It is clear that the edges of X incident with a vertex Λ n (σ) of C(σ) are in one-one correspondence with the orbits of the action of S n (σ) on the neighbourhood N (L n (σ)) of L n (σ). This action is obviously equivalent to that of
. By Lemmas 3.3 and 3.5, U n (σ) ≤ H.
We now apply Lemmas 1.2 and 3.7.
The graph C(σ) is a path of infinite length with origin Λ nσ (σ) and is called a cusp, after Serre [8, p.104] . The cusps have the following intersection property.
Lemma 4.3. Let σ, τ ∈K and suppose that
for some n ≥ n σ and m ≥ n τ . Then
Proof. We only have to consider the case t = 1. By Theorem 4.2,
Suppose that Λ m+1 (τ ) = Λ n−1 (σ).
By Lemma 4.1 it follows that
The result follows, since d = 0. (resp. ∞), when c = 0 (resp. c = 0). By Lemmas 3.2 and 3.4 it is clear that, for all σ ∈K and all n ≥ n σ ,
We now define two subgroups determined by the cusp C(σ). We put
By Lemmas 3.2 and 3.3 it follows that
In addition,
By Lemmas 3.4 and 3.5 it follows that, if s ∈ K * , then
and that
Proof. This follows from the above together with 
where σ = g(σ).
At this point we reintroduce the ideal class group of C. Let z ∈ K. Then z = xy −1 , for some x, y ∈ C. Since every C-ideal is generated by two elements, there is a well-defined surjective map
given by
where q = xC + yC. The map φ extends toK by defining φ(∞) to be the identity. It is a classical result that, for all σ, τ ∈K,
(See, for example, [3, Theorem 3.3] .) This give rise to the following one-one correspondences:
From now on S = {∞} ∪ {s ω : ω ∈ Ω} will denote a complete set of representatives of the orbits of the action of Γ onK. Since g s (s) = ∞ we may assume that s ω ∈ C. We now show that the cusps C(σ), where σ ∈ S, can be used to partition X.
Proof. We prove this only for cases where σ, τ = ∞. The other cases are similar. Suppose that
Then, for some n ≥ n σ and m ≥ n τ , Λ n+t (σ) = Λ m+t (τ ), for all t ∈ N ∪ {0}, by Lemma 4.3. By considering stabilizer subgroups it is clear that there exist g, h ∈ G such that
where j = h −1 g, and so
Then e = 0, and so e and f are the eigenvalues of j. Since e, f ∈ K and C is a Dedekind domain (and hence integrally closed), it follows that e, f ∈ C. But ef = det j ∈ k * . Now, by Lemma 1.1, C * = k * and so e, f ∈ k * . We deduce that
, for all r ≥ m. We have thus proved that
for all t ∈ N ∪ {0}, from which it follows that
by Lemma 4.5. Now choose
where c ∈ C and c = 0. Now u(τ ) = τ , where τ = g(τ ). It follows that σ = g(τ ) and hence (since σ, τ ∈ S) that σ = τ . 
Serre's decomposition theorem
As outlined by Serre [8, p .117], we can use the fundamental theorem of the theory of groups acting on trees [8, Theorem 13, p.55] to infer from the structure of X a decomposition theorem for G.
We choose a maximal tree T of X and a lift j : T → X, which we extend to a map j : edge(X) → edge(X).
By Theorems 4.2 and 4.7 the tree T contains each C(σ), and so there exists g σ ∈ G such that j (C(σ) ) is the path of infinite length in X with vertices g σ (Λ n (σ)), n ≥ n σ , and origin g σ (Λ nσ (σ)). We recall that S n (σ) ≤ S n+1 (σ), for all n ≥ n σ , and that the stabilizer in
σ . The decomposition theorem follows from [8, Theorem 13, p .55] applied to j.
We call a combinatorial graph R a star if and only if R is a tree with no more than one non-terminal vertex.
Theorem 5.1 (Serre) . With the above notation, (ii) The assignment of groups to the terminal vertices and edges of T 0 provided by G is given by We devote the remainder of the paper to showing how the results of §2 can be used to impose an upper bound on the set of integers {n σ : σ ∈ S}. We conclude with two consequences of the existence of such a bound. We require two further lemmas. It follows that deg q σ < 6d + 6g − 2.
Notes. (i)
By definition, when g = 0, n σ is the least positive integer n with the property that
We conclude that n σ ≤ {(10d + 8g − 3)/d}.
A similar bound holds when g = 0.
We now introduce congruence subgroups. For each C-ideal q, we put Γ(q) := {X ∈ Γ : X ≡ I 2 (mod q)}.
An immediate consequence of Lemma 5.2 is the following. Proof. Let q be any proper C-ideal. We consider first the case where σ = ∞. Let X ∈ Γ(q) ∩ S n σ (σ ). By Lemma 3.4 it follows that
where α, β ∈ k * , det X = αβ = 1 and s = σ . By considering the trace of X it is clear that α + β ≡ 2 (mod q), and so α + β = 2.
It follows that α = β = 1, in which case c ∈ q ∩ q σ ∩ C(n σ ), by Lemma 3.5.
