Despite the many advantages of interior-point algorithms over active-set methods for linear optimization, one of the remaining practical challenges is their current limitation to efficiently solve series of related problems by an effective warmstarting strategy. In its remedy, in this paper we present a new infeasible-interior-point approach to quickly re-optimize an initial problem instance after data perturbations, or a new linear programming relaxation after adding cutting planes for discrete or combinatorial problems. Based on the detailed complexity analysis of the underlying algorithm, we perform a comparative analysis to coldstart initialization schemes and present encouraging computational results with iteration savings around 50% on average for perturbations of the Netlib linear programs and successive LP relaxations of max-cut and the traveling-salesman problem.
Introduction
In this paper, we study linear programs (LPs) in primal-dual standard form with problem data d = (A, b, c) ∈ R m×n × R m × R n and decision variables (x, y, z) ∈ R n × R m × R n . Such problems arise in many real-life applications and also play important roles as subproblems in sequential-decomposition, column-generation, branch-and-bound or cutting-plane methods for discrete or combinatorial optimization. In each of these cases, it often occurs that we already have a good estimate or approximate solution at hand that we would like to exploit to subsequently accelerate or otherwise facilitate the search for an improved feasible point or, ideally, the new optimal solution. For example, many engineering designs or financial services are subject to frequently changing product specifications or market prices, but we typically anticipate only minor adjustments to accommodate for such changes so that the previous product still provides a good baseline or starting point for the re-optimization process. Repeated changes in b or c specifically also arise when solving largescale problems using Benders or Dantzig-Wolfe decomposition, respectively, and especially for few changes, again, we expect that information from the previously solved problem can be effectively used to simplify the solution of the updated problem instance. Finally, we face a similar situation in the context of combinatorial optimization, which often necessitates to solve large numbers of successive LP subproblems or relaxations that are obtained by either fixing (and thus removing) certain variables or by adding additional constraints as cuts to remove infeasible fractional solutions from the tightened polyhedral approximation of the new feasible region.
Warmstart scenarios
By warmstarting, we mean the use of any a priori knowledge from the initial or some related LP instance, typically its optimal solution, to solve the new problem more efficiently than from a coldstart for which such information is either unavailable or ignored. As motivated by the introductory discussion, in this paper we focus on two possible scenarios. First, we assume that the problem data 
For the second scenario, we suppose that we want to solve a problem of the form minc Tx s.t.Ãx =b,x ≥ 0,x ∈ Ω
where Ω ⊆ Rñ is a (discrete) set of "complicated" constraints, e.g., Ω = Bñ = {0, 1}ñ, and we know an optimal solution (x • ,ỹ • ,z • ) ∈ Rñ × Rm × Rñ for the initial LP relaxation with datad = (Ã,b,c) ∈ Rm ×ñ × Rm × Rñ. Clearly, ifx • ∈ Ω, thenx • is also feasible and, thus, an optimal solution for problem (3). Hence, throughout the following we assume thatx • / ∈ Ω and that we can findm (one or more) new linear constraintsĀx ≥b that are satisfied by allx ∈ Ω but for whichĀx • <b, so thatx • is being removed, or "cut" from the set of feasible solutions of the new LP instance (P ) minc Tx s.t.Ãx =b,Āx −x =b, (x,x) ≥ 0 (4a) (D ) maxb Tỹ +b Tȳ s.t.Ã Tỹ +Ā Tȳ +z =c, −ȳ +z = 0, (z,z) ≥ 0.
Setting (ñ +m,m +m) = (n, m), it is clear that (4) is another special case of (1) with problem data and decision variables
In practice, warmstarts have traditionally been based on the simplex method by Dantzig (1951 Dantzig ( , 1963 and particularly, for problem (4b), using its dual variant with feasible initial point (ỹ,z) = (ỹ • ,z • ) andȳ =z = 0. Like other active-set algorithms, the simplex methods expresses solutions in terms of their bases or, equivalently, their active sets so that warmstarts are particularly effective if these sets are not too different. Since the seminal works by Khachiyan (1979) and Karmarkar (1984) , however, the development of interior-point methods (IPMs) has challenged the use of the simplex method on a variety of problems and shown significant improvements in complexity as well as computation time especially for large and sparse instances as typically occur in many LP relaxations of combinatorial optimization problems. Therefore, the goal of this paper is to investigate interiorpoint warmstarts for linear programming, in general, and their possible application to improve the solvability of combinatorial problems, in particular.
Interior-point algorithms
Over the last thirty years, an abundance of interior-point algorithms has been proposed, including different variants of the affine-scaling, path-or target-following, and potential-reduction methods (Wright 1997 , Ye 1997 , Roos et al. 2006 . Based on practical experience and some early computational experiments (Lustig et al. 1994a ,b, Andersen et al. 1996 ) that have supported their superior performance, in this paper we primarily focus on the class of primal-dual path-following algorithms that can be derived from the logarithmic barrier problem
ln(x i ) s.t. Ax = b, x > 0 where µ > 0 is the decreasing barrier parameter. Starting from an (interior) initial point (x 0 > 0, y 0 , z 0 > 0), these algorithms perform a sequence of Newton iterations applied to the first-order Karush-Kuhn-Tucker (KKT) optimality conditions including primal-dual feasibility and complementarity slackness
where X = diag(x) ∈ R n×n , Z = diag(z) ∈ R n×n , and e = (1, . . . , 1) T ∈ R n . More precisely, in each iteration a search direction (∆x, ∆y, ∆z) is computed as the solution to the (2n + m)-dimensional linear system of equations 
a step of appropriate length is taken, and the barrier parameter is decreased to µ = σx T z/n for some σ ∈ [0, 1), where x T z provides an approximate measure of the duality gap c T x − b T y at the current iterate. Letting D = X 1/2 Z −1/2 , for computational efficiency we usually eliminate ∆z = µX −1 e − z − D −2 ∆x from the above system yielding the symmetric indefinite system of smaller dimension n + m
In particular, for data and decision variables given in (5), and based on the equalityȳ =z in (4b), we can also replace the unrestricted variableȳ by the nonnegative slackz and further reduce the size of the resulting system toñ +m +m = n +m 
whereD =X −1/2Z 1/2 andD =X −1/2Z 1/2 analogous to the above, and ∆z and ∆z are found by the back substitutions ∆z = µX −1ẽ −z −D 2 ∆x and ∆z = µX −1ē −z −D 2 ∆x.
Interior-point warmstarts
It is well known that fast convergence of any interior-point algorithm highly depends on the proper choice of a suitable initial iterate, and that starting points in close proximity to solutions of (6) with well-balanced x i ≈ z i but possibly still quite large µ = x T z/n usually outperform solutions that may be much closer to optimality (µ 0) but for which x i and z i are of different orders of magnitude. Moreover, because specifically x • i z • i = 0 at optimality in violation of the interiority condition (x 0 , z 0 ) > 0, this necessarily implies that optimal solutions or, more generally, nearlyoptimal solutions are typically not suited as initial points. Consequently, there still prevails the common perception that IPM warmstarts are in general not possible.
Beginning with Mitchell (1988) there have been several attempts to remedy this situation. The first of two major trends proposes to modify the initial iterate to one that is sufficiently interior, and to restore primal-dual feasibility by either a weighted least-squares or pure Newton adjustment after perturbations (Yildirim and Wright 2002 , Gondzio and Grothey 2003 , see also Engau et al. 2008 , or by solving the auxiliary problem min x 0 subject toÃx =b,Āx −x + (β − η)x 0 =b, (x 0 ,x,x) ≥ 0 after adding constraintsĀx ≥b for whichx =x 0 ,x = β and x 0 = 1 is an interior feasible point (Mitchell and Todd 1992) . While the former approach was analyzed mainly from a theoretical point of view with some additional computational results reported by John and Yildirim (2008) , the latter was also implemented using the primal projective standard-form variant of Karmarkar's algorithm within an LP cutting-plane method applied to matching problems Todd 1992, Goffin et al. 1992) , and by Mitchell and Borchers (1996) using the dual affine method for a branch-and-bound code applied to linear-ordering problems. Following these early results, more recent developments have been described by Vial (2000, 2002) , Oskoorouchi and Goffin (2003) , Elhedhli and Goffin (2004) , and others. Other strategies also include maintaining an additional "iterate pool" that stores previous suboptimal solutions from solving the initial problem, which can then be used to define an initial point for the new problem after either perturbations or the addition of new variables and constraints (Gondzio 1998, Gondzio and Vial 1999) , or by "manually" increasing small values of x i and z i while adjusting the other components to still ensure equal complementarity products x i z i (Mitchell 2000) . Most recently, Gondzio and Grothey (2008) take another approach and report encouraging computational results by using sensitivity analysis to identify those starting point components that cause blocking of the current Newton step, with the aim of constructing a modified search direction in which a larger step, and thus faster progress, is possible.
An alternative "exterior-point" paradigm (sic. in the conclusion of Kojima et al. 1993) , and the second trend to overcome the challenge of optimal solutions occurring at the boundary of the nonnegative region, is to not modify the initial point but rather the problem formulation by relaxing the nonnegativity constraints in the form of a shifted barrier (Freund 1991b , see also Polyak 1992 , Mitchell 1994 , Freund 1991a 
where the decreasing barrier parameter µ > 0 takes an additional role as shift parameter of a given and fixed shift vector h > 0. In spite of strong theoretical results, however, the practical impact of this method and related approaches was limited. In fact, to the authors' knowledge, the only contribution in this direction in the last few years is the recent paper by Benson and Shanno (2007) who documented successful warmstarts using a primal-dual penalty-method approach
where the auxiliary variables ξ ∈ R n and ψ ∈ R n relax the nonnegativity constraints on x and z and are penalized in the objective function at costs d > 0 and u > 0, respectively. In Engau et al. (2008) , we showed how the good warmstart performance of this method for problem perturbations can be maintained for the simpler primal-dual slack approach
which has the significant advantage of not depending on any additional parameters and, therefore, removes the drawback of having to choose proper values of d and u to be sufficiently small to avoid numerical instabilities but, at the same time, to be sufficiently large to find the correct optimal solution. In particular, it is easy to see that the slacked problem (8) is an exact reformulation of (1) and, thus, equivalent to the original LP. Despite this equivalence, we highlighted in our previous paper that the original (4n+m)-dimensional Newton system for (8) or, upon elimination of ∆ξ = ∆x + x − ξ and ∆ψ = ∆z + z − ψ, its reduced
yields the same directions as the standard-form system (6) only if Ξ = diag(ξ) = X and Ψ = diag(ψ) = Z, or equivalently, if the two slack residuals r x = ξ − x = 0 and r z = ψ − z = 0. In general, however, these new directions will be different and, based on our earlier findings, result in a significantly smaller number of steps when starting from a properly chosen initial point. Setting D = Ξ 1/2 Ψ −1/2 but otherwise exactly as shown above, we first eliminate ∆z = −ψ + r z + D −2 r x + µΞ −1 e − D −2 ∆x and then solve the symmetric indefinite system of reduced dimension n + m
or, forD =Ξ −1/2Ψ1/2 andD =Ξ −1/2Ψ1/2 in the case of (4), of dimension n +m
In either case, all missing direction components can be found by the six back substitutions ∆ξ = ∆x − rξ and ∆ξ = ∆x − rξ,
∆z = rz + ∆ψ and ∆z = rz + ∆ψ.
Following our preliminary evidence for the good computational performance of this primal-dual slack approach for the purpose of re-optimization after perturbations of the initial problem data, in this paper we extend our discussion to the case of adding cuts in the context of combinatorial optimization. Moreover, in further theoretical support of our method, in Section 2 we first describe a new infeasible primal-dual path-following IPM and analyze its associated iteration complexity. Based on that analysis, we present a comparative analysis between cold and warmstarts of the standard-and slacked-form problems (1) and (8), respectively, and address their implication on the practical slack initialization in Section 3. Our extensive new computational results for problem perturbations as well as several instances of max-cut and the traveling-salesman problem are given in Section 4. Finally, Section 5 concludes the paper with some last remarks and avenues for possible future work.
Algorithm and Complexity
In this section, we formulate and analyze a new infeasible IPM that specifically solves an original primal-dual standard-form LP in its equivalent slacked form (8). The algorithm is based on the (feasible) predictor-corrector algorithm for LPs in primal-dual standard form in Kojima et al. (1993) and Zhang (1994) , who were among the first to show its global convergence and establish a worstcase iteration complexity bound of O(n 2 L), respectively, and only a slight modification from the two variants by Mizuno et al. (1993) and Mizuno (1994) with the overall best-known complexity of O(nL) for infeasible IPMs. Although it is easy to verify that the problems P(ξ) and D(ψ) still constitute a regular primal-dual pair, they are not in standard form, and thus these original complexity results for standard-form LPs might not hold, in principle.
Statement of algorithm and main result
Similar to Mizuno (1994) , for any γ ∈ (0, 1) we first define the neighborhood
which, in our case, does not impose any condition on the original variables (x, y, z) that can therefore be initialized arbitrarily (or specifically) to (x • , y • , z • ). Next, we let
and ρ ≥ ρ 0 be a constant for which we want to find an optimal solution (x * , y * , z * ) to (1), or equivalently, an optimal solution (x * , y * , z * , ξ * , ψ * ) = (x * , y * , z * , x * , z * ) to (8), if one exists, such that
The algorithm now proceeds as follows.
Step 1:
Step 2: If one of the following two conditions holds, then stop:
Step 3: Let µ = σ(ξ k ) T ψ k /n. Compute the unique solution (∆x, ∆y, ∆z, ∆ξ, ∆ψ) at (x k , y k , z k , ξ k , ψ k ) of (9).
Step 4: Letᾱ k be the maximumα ≤ 1 such that the relations
hold for every α ∈ [0,α].
Step 5:
Step 6: Compute the solution (∆x , ∆y , ∆z ) of the system
and let (x k+1 , y k+1 , z k+1 , ξ k+1 , ψ k+1 ) = (x , y , z , ξ , ψ ) + (∆x , ∆y , ∆z , ∆x , ∆z ).
Step 7: Increase k by 1 and go to Step 2.
In
Step 6, the corrector direction (∆x , ∆y , ∆z , ∆x , ∆z ) obtained from system (13) is the same as the direction (∆x , ∆y , ∆z , ∆ξ , ∆ψ ) obtained from the full system
To establish the polynomial iteration complexity of the above algorithm, we first collect several relations that are satisfied at each iterate {x k , y k , z k , ξ k , ψ k } and that we will use repeatedly throughout the remaining section. Namely, from the Newton equation (9) it can be derived easily that
where the last two equalities follow because µ = σ(ξ k ) T ψ k /n. Furthermore, it is not difficult to show that
and, from (12c) in Step 4 of the algorithm, that
The main result is given in the next theorem.
Theorem 1. Suppose that β, γ 0 , and σ are independent of the input data. The above algorithm terminates in O(nL) iterations, where
Moreover, if the algorithm stops by condition (11b), then there are no optimal solutions (x * , y * , z * ) to (1), or equivalently, no optimal solutions (x * , y * , z * , ξ * , ψ * ) = (x * , y * , z * , x * , z * ) to (8) such that
Clearly, if the algorithm stops by condition (11a), then we have an approximate solution, otherwise, if it stops by condition (11b), then we can detect infeasibility as stated in the theorem and shown in Lemma 4 at the end of this section. In particular, if the data d = (A, b, c) is integer with bit length L, and if we choose ρ ≥ 2 Ω(L) , then the algorithm computes an approximate solution if it has a solution, and detects infeasibility otherwise.
Proof of the theorem
This subsection contains the complete proof of Theorem 1 and is based on four fundamental lemmata that, in large parts, proceed analogously to the discussion by Mizuno (1994) . Therefore, for improved readability and to highlight particularly the differences between his and our analysis, the proofs of these lemmata are combined into the separate Subsection 2.3. Although principally similar to results in Kojima et al. (1993) , Mizuno et al. (1993) , and Mizuno (1994) , all of our proofs are adjusted to remain valid for the slacked-form IPM and, as such, are completely self-contained.
To begin, we note that (x k , y k , z k , ξ k , ψ k ) ∈ N (γ) for each k, which follows from (x 0 , y 0 , z 0 , ξ 0 , ψ 0 ) ∈ N (γ) and Lemma 1. Lemma 1. Let γ = 1/4. If (x , y , z , ξ , ψ ) ∈ N (2γ) and (∆x , ∆y , ∆z ) is the solution of the system of equations (13) in Step 6 of the algorithm, then (x , y , z , ξ , ψ ) + (∆x , ∆y , ∆z , ∆x , ∆z ) ∈ N (γ).
Lemma 2 imposes a sufficient condition, verified later, for the step sizesᾱ k and the reduction of initial infeasibilities and remaining residuals to be bounded from below by some positive constant.
Lemma 2. Suppose that
hold at the kth iteration.
To complete the proof it now remains to show that (19) holds for η = O(n)(ξ k ) T ψ k , in which Lemma 2 implies thatᾱ k ≥ δ/n for a positive constant δ. Namely, it then follows that
and together with (16) and (17) we obtain the assertion of the main theorem, that is, the algorithm terminates in O(nL) iterations where L is defined as in the statement of Theorem 1.
Lemma 3. At each iteration of the algorithm, we have
where
The correctness of Lemma 3 can be verified directly by checking that (∆x, ∆y, ∆z) is indeed the solution of (9). The analysis now differs from Mizuno (1994) because we need to establish bounds on ∆ξ T ∆ψ instead of ∆x T ∆z, where we can use that ∆ξ = ∆x − r k x and ∆ψ = ∆z − r k z from (10). First, from (ξ 0 , ψ 0 ) = γ 0 ρ(e, e) ≤ ρ(e, e) and ρ ≥ ρ 0 ≥ (x 0 , z 0 ) ∞ it follows that
Furthermore, from the definition of ρ and ρ 0 , we may assume that
so that −ρe ≤ x 0 − u 0 ≤ 2ρe and −ρe ≤ z 0 − w 0 ≤ 2ρe also. Hence, and because Q and I − Q are orthogonal projections, in particular, we have
z . Note that these bounds are slightly different from the ones derived by Mizuno (1994) for D −1 ∆x and Dz , respectively, but enable us to continue along the same lines to first obtain that
Now assuming θ k > 0 and using that
where the same inequality also holds without the first term in the bracket if θ k = 0. Thus, we have
and similarly we can find that
Hence, we have shown that (19) holds for η = O(n)(ξ k ) T ψ k which proves the former assertion of Theorem 1. Together with the second assertion that is given in Lemma 4, the proof is complete.
holds at the kth iteration of the algorithm, then there are no optimal solutions (x * , y * , z * ) to (1), or equivalently, no optimal solutions (x * , y * , z * , ξ * , ψ
Proofs of Lemma 1, 2, and 4
Proof of Lemma 1. Let µ = (ξ ) T ψ /n and define
From (14), it is easy to see that p + q = r and p T q = (∆ξ ) T ∆ψ = (∆x ) T ∆z = −(∆x ) T A T ∆y = −(A∆x ) T ∆y = 0. Hence, letting P = diag(p) and Q = diag(q), it follows that
and, thus, P Qe ≤ ( √ 2/4) r 2 (Lemma 1 in Mizuno (1992) or Lemma 1(a) in Mizuno et al. (1993) ). Furthermore, note that for any γ ∈ (0, 1) and (x , y , z , ξ , ψ ) ∈ N (γ) Mizuno et al. (1993) ). Now let ξ = ξ + ∆ξ , ψ = ψ + ∆ψ , and µ = ξ T ψ/n, then it is easy to show that µ = µ = (ξ ) T ψ /n yielding ΞΨe − µe = (Ξ + ∆Ξ )(Ψ + ∆Ψ ) − (ξ T ψ/n)e = ∆Ξ ∆Ψ = P Qe and, thus, with γ = 1/2
In particular, this implies that ΞΨe ≥ (3/4)µe > 0 so that (x , y , z , ξ , ψ )+(∆x , ∆y , ∆z , ∆ξ , ∆ψ ) ∈ N (γ) as desired.
Proof of Lemma 2. From (9) and (10a), we first have
for any 0 ≤ α ≤ α k * . The first inequality implies (12b) and (12c) in Step 4 of the algorithm. Hence, we only need to show that
for any 0 ≤ α ≤ α k * , where
We find that
where the last inequality follows from the first inequality in (20).
Proof of Lemma 4. Assume that we have an optimal solution (x * , y * , z * ) to (1), or equivalently, an optimal solution (x * , y * , z * , ξ * , ψ
From (16), we see that
By using this equality, ξ 0 = ψ 0 = γ 0 ρe where γ 0 ∈ (0, 1] (so γ 2 0 ≤ γ 0 ), ξ * ≤ ρe, ψ * ≤ ρe, and ξ * i ψ * i = 0 for each i (so ξ * + ψ * ≤ ρe), we have
which contradicts the assumption of the lemma and concludes its proof.
Comparative Analysis and Slack Initialization
In the preceding complexity analysis, we have shown that the best-known infeasible IPM worst-case iteration bound (Mizuno 1994 , see also Potra 1996 , Todd and Ye 1996 , Mansouri and Roos 2007 )
where r 0 b = b − Ax 0 and r 0 c = c − A T y 0 − z 0 denote the initial primal-dual residuals, can be extended to the modified warmstart algorithm in Section 2 if we also include the initial slack residuals r 0 x = ξ 0 − x 0 and r 0 z = ψ 0 − z 0 in the logarithmic term
Assuming that we choose comparable tolerances, however, it turns out that this change usually does not affect the overall complexity because the new residual norms are typically dominated by the initial duality gap.
and, similarly, r 0 z ≤ γ 2 0 ρ 2 n to give the result. Note that the condition in Proposition 1 is relatively weak and particularly satisfied in practice where we initialize ξ 0 and ψ 0 so as to relax, and thus increase, the optimal values of the previous solutions x • and z • . Hence, we conclude that the new slack residuals do not contribute to the complexity term in (22) which, therefore, formally reduces to the one in (21). Nevertheless, there is still a subtle conceptual difference between the two bounds, namely that the term γ 2 0 ρ 2 n/ε d originally stems from the termination condition (
This slight discrepancy is addressed in the next result which shows that already a very small tolerance adjustment suffices to guarantee that (x k ) T z k ≤ ε d also holds for the algorithm in Section 2.
Proposition 2. Let the initial iterate (x 0 , z 0 , ξ 0 , ψ 0 ) be as in Proposition 1, and (x k , z k , ξ k , ψ k ) denote the final iterate upon termination of the algorithm by condition (11a) in Step 2.
Proof. From (11a), we first note that the final residuals r k x = ξ k −x k and r k z = ψ k −z k satisfy r k x ≤ ε x and r k z ≤ ε z , respectively. Furthermore, because ξ 0 ≥ x 0 and ψ 0 ≥ z 0 as in Proposition 1, again, we have r 0
x ≥ 0 and r 0 z ≥ 0 so that
from (16). Hence, the first part now follows from
where (24a) is clear because ξ k ≥ 0 and ψ k ≥ 0. In particular, if also x k ≥ 0 and z k ≥ 0, then (23) implies that ξ k ≥ x k ≥ 0 and ψ k ≥ z k ≥ 0 and, thus, (x k ) T z k ≤ (ξ k ) T ψ k which gives the second part and concludes the proof.
In principle, this result reveals two potential drawbacks of our approach when used in practice, namely the necessity to choose a smaller termination tolerance for the final duality gap, and the possibility of having negative components in the original nonnegative variables x and z. From a numerical point of view, however, the difference ε x ε z is typically very small and can be ignored for all practical purposes. Furthermore, negative values x k i < 0 ≤ ξ k i or z k i < 0 ≤ ψ k i are usually negligible as well because they are necessarily of very small magnitude, since
and similarly |z k i | ≤ ε z . Hence, negative entries of x k or z k usually indicate a true value of zero for sufficiently small termination tolerances ε x and ε z .
For simplicity throughout all remaining discussion, we now assume a uniform (and sufficiently small) value ε 0 for each individual tolerance ε b , ε c , ε x , ε z , and ε d , so that we can compare the cold and warmstart iteration complexity merely in terms of the initial primal-dual infeasibilities r 0 b and r 0 c as well as the duality gap γ 2 0 ρ 2 n. In particular, based on our earlier analysis and the possible reduction of the associated Newton systems (6) and (9) to matrices of same dimensions in Section 1, such comparison is also meaningful to assess the overall computational complexity because of similar costs, times, and space requirements to perform each single iteration for either a cold or a warmstart.
Warmstarting after perturbations
Extending the above discussion, we derive some more specific results for solving a perturbed problem d = (A, b, c) as in (2) using a warmstart from the optimal solution (
. Throughout this subsection we let (ξ 0 , ψ 0 ) = γ 0 ρ(e, e), and with slightly less restrictive assumptions on ρ and γ 0 but otherwise similar to Proposition 1, we first obtain the following result.
Proof. From the initialization of ξ 0 and ψ 0 and the definition of ρ, it follows that
with right-hand side less than or equal to one if and only if ρ √ n ≥ 2 or, equivalently, if ρ 2 n ≥ 4.
Next, we investigate the primal-dual infeasibilities r 0 b and r 0 c and derive bounds on the maximal problem perturbations so that the initial warmstart residual norms are still less than, or at most equal to, those for a coldstart. To quantify the perturbation ∆d and the resulting new data d = d • + ∆d in terms of the initial data d • , we define new scalars α, α , β, γ ≥ 0 independent of the correspondent parameters in Section 2 (which do not appear in this subsection) by
Proposition 4. Let δ b = max{2α, 2β} and δ c = max{2γ, α }, where (α, α , β, γ) are defined in (25). If
then the initial warmstart residual norms r 0 b and r 0 c are no larger than those corresponding to a coldstart.
Proof. We first derive lower bounds on the residual norms r 0 b and r 0 c for the new problem instance d when (cold)started from (x 0 , y 0 , s 0 ) = γ 0 ρ(e, 0, e)
Similarly, we obtain the following two upper bounds when (warm)starting the slacked-form LP (8) from the initial point (
where (28a) and (28c) follow from optimality of (x • , y • , z • ) for the initial problem instance. Finally, combining the two bounds from (27) and (28) with the initial assumptions on δ b and δ c in (26) gives
to conclude the proof.
Clearly, if the inequalities in (26) hold strictly, then the warmstart residuals are strictly smaller than their corresponding coldstart residuals, which also implies a strict improvement of the theoretical worst-case iteration bound in particular if the maximum (coldstart) residual norm is larger than γ 2 0 ρ 2 n.
Proof. Similar to the proof of Proposition 4, this result follows directly by combining the bounds from (27) with (29). Namely, if the maximum in (29) is achieved by either the first or second argument, then either the first or the second of the two inequalities
holds true and, therefore, implies the result.
From a theoretical standpoint, it is not difficult to verify that (29) is always satisfied for sufficiently small γ 0 > 0 if b • and c • are nonzero. In practice and in view of Propositions 1 and 3, however, we still prefer larger values γ 0 1 for better convergence and stability of the IPM. In any case, based on the above results we can conclude that our new warmstarting algorithm is always guaranteed to either improve or at least match the theoretical worst-case iteration bound for a coldstart after problem perturbations.
Warmstarting after adding cuts
In this subsection, we focus on the case of solving problems of the form (4) after adding new constraints and variables, where analogously to the above discussion we initialize all new primal-dual slacks by After some preliminary experiments that did not clearly favor any of these three strategies, we eventually decided to adopt the second scheme that acceptsx 0 < 0 but remains consistent with our general philosophy to enforce interiority exclusively through the new set of slacks. Moreover, the next result implies that the larger initial slack residualr 0 x =ξ 0 −x 0 > γ 0 ρē still does not impact the complexity term (22) as long as the maximal constraint violation or, equivalently, the depth of the cut δ = Āx 0 −b ∞ is not too large. Proof. By initialization ofξ andx and the definition of δ, we first derive that
As in Propositions 1 and 3, we then can show that (γ 0 ρ + δ) √m ≤ γ 2 0 ρ 2m if and only if
with right-hand side less than or equal to one if and only if δ ≤ ρ(ρ √m − 1).
Our choice to setx 0 =Āx 0 −b is also related to a similar convention by Gondzio (1998) who describes a warmstart procedure to solve restricted master problems within a cutting-plane scheme in which new cut constraints are added to the dual problem. Adjusting to our notation, the adopted scheme distinguishes between shallow and deep cuts, the latter being defined by (Āx • −b) i < − √ µ where µ = (x • ) Tz• /ñ, and then increases those components associated with shallow cuts by settinḡ
to define an initial point that is again interior and well-balanced. According to the discussion in the paper, this lifting of shallow cuts turns out to be advantageous because it ensures thatz 0 i is never much larger than √ µ so that the magnitudes ofx 0 andz 0 are not too different, in general. In our case, however, such adjustments to the nonpositive initial valuesx 0 =Āx • −b < 0 andz 0 = 0 did not improve the overall performance and, in fact, are not needed because the interiority and complementarity restrictions are only imposed on the new primal-dual slack variables ξ and ψ.
Slack initialization in practice
To conclude this section, we finally address the practical initialization of the slack variables ξ and ψ in some more detail. Whereas so far we have assumed that (ξ 0 , ψ 0 ) = γ 0 ρ(e, e) to derived a series of theoretical results based on the algorithm and its complexity analysis in Section 2, actual convergence only follows if ρ is chosen sufficiently large to dominate all components of the initially unknown optimal solution components (x * , z * ). Hence, unless we have implicit problem knowledge or explicit upper bounds on these variables, in practice we need to select initial values for ξ and ψ using some other mechanism. We develop our initialization strategy based on the following three main ideas.
First recall that several of our previous results, most prominently Propositions 1 and 4, depend on the nonnegativity of r x = ξ − x ≥ 0 and r z = ψ − z ≥ 0 at the initial point and consequently, from the relationship in (16), at all subsequent iterates. This condition is also important in practice because it ensures that (ξ, ψ) is always at least as large as (x, z) and, thus, more interior to avoid blocking or other numerical difficulties from especially the small components of the initial point (x • , z • ). Clearly, for larger entries that typically do not cause these problems, we may also drop the corresponding slack components or simply set them equal to the original decision variable so that the associated residuals are and stay zero during all iterations of the algorithm.
Second, suggested by the complexity bound (18) and confirmed by our numerical experiments in Engau et al. (2008) , we find that an initial product (ξ 0 ) T ψ 0 of magnitude similar to the maximum residual norm δ = (r 0 b , r 0 c , 1) ∞ does not impact the (theoretical) worst-case behavior but is usually large enough in practice to not cause numerical instabilities when resolving problem (2) after some problem perturbation. For the case of warmstarting problem (4) after adding cuts, in which all residuals r 0 b = (r 0 c ,r 0 b ) and r 0 c = (r 0 c ,r 0 c ) are zero after initialization of the new variables (x,ȳ,z) according to the discussion in Subsection 3.2, we similarly use the original constraint violation and let δ = x 0 ∞ = Āx • −b ∞ be the maximum depth of the newly added cuts. Third, it is mentioned by several authors Wright 2002, Gondzio and Grothey 2003) that it is advisable to warmstart with a well-balanced initial point whose complementarity products are of similar magnitude, which is known to be advantageous also for general IPM initialization schemes (compare our discussion of Gondzio 1998 at the end of Subsection 3.2). Hence, in combination with the first and second idea, we now set
for some value of τ ∈ [0, 1] that we specify later. It is easy to verify that the individual complementarity products in each of the three cases are equal to
where x • i z • i is typically very small at an approximate solution and zero at optimality, in which case ξ 0 i ψ 0 i = δ for all i as desired. Furthermore, while the above scheme can be used without modification for (ξ,ψ) to relax the original variables (x,z) after adding cuts, for the new slacks associated with x 0 < 0 andz 0 = 0 we simply setξ
is used similarly to the previous correction terms x • i z • i in (31). Finally, we give some more remarks regarding the choice of the parameter τ which serves as the threshold for a primal-dual indicator (El-Bakry et al. 1994 ) that determines sufficiently large components of (x • , z • ) that, therefore, do not need to be further relaxed by additional slacks. As discussed in more detail in Engau et al. (2008) , for any final IPM iterate that terminates with small but still positive complementarity products
0 are still sufficiently interior so that we can respectively set ξ 0 i = x • i or ψ 0 i = z • i to preserve full information of the previous optimal solution without risk to deteriorate the numerical stability of our warmstart by starting too close to the boundary of the nonnegative region. Based on our computational experiments in the above paper, the use of this indicator performs very favorably when compared to decisions based on the variable magnitude itself and achieves best results for a maximal threshold value τ = 1, which is also used for all the results below.
Computational Results
To validate our theoretical results which suggest that IPM warmstarts are advantageous over coldstarts under reasonable conditions, we use the proposed primal-dual slack approach on a variety of test problems and, in this section, summarize and discuss computational results for perturbations of the Netlib LPs as well as for successive LP relaxations of several instances of max-cut and the travelingsalesman problem. Our own code is written in MATLAB c and based on the infeasible path-following algorithm for semidefinite-quadratic-linear programs that is implemented in the public-license software SDPT3 (Toh et al. 1999 , Tütüncü et al. 2003 . Although not primarily an LP code, this solver is especially suited for our purposes due to its recent enhancement for the efficient handling of free variables by Anjos and Burer (2007) which is advantageous for the warmstart using primal-dual slacks, that relax nonnegativity of all original decision variables and consequently produce a significant number of free variables in each new optimization problem. The warmstart initialization of all variables and slacks is based on the schemes described in Section 3, whereas all coldstarts make use of the default initial point defined by SDPT3 in the routine infeaspt.m. Besides this difference, however, we apply the exact same algorithm with identical termination tolerances and parameter settings for all problems in either standard-form (1) for a coldstart or slacked-form (8) for a warmstart to guarantee that each final iterate reaches the same level of accuracy in all remaining residuals and the final duality gap.
In spite of the larger problem size of the warmstart formulation, from our discussions in Section 1 and at the beginning of Section 3, it follows that the computational cost per IPM iteration can be made comparable for either cold or warmstart by re-implementing the linear algebra routines and solving the same-sized (reduced) Newton systems (6) or (9) respectively, so that an iteration count comparison is reasonable and meaningful. Consequently, we use the same code to measure and compare the performance of cold versus warmstarts in terms of the Warm-to-Cold-start-iteration-Ratio (WCR = number of warmstart iterations / number of coldstart iterations). By summarizing these relative ratios for each problem type instead of listing the absolute iteration counts for all individual problem instances (which are available online at the URL specified below), we expect that similar results can be reproduced for other problems when using any solver with some efficient mechanism for the handling of free variables. To enable such validation and further experimentation, and in addition to the condensed results presented in the following subsections, the complete results and all corresponding problem data are available from http://mfa.research.uwaterloo.ca.
LP Perturbations
Similar to some earlier studies on IPM warmstarts for perturbed LPs (Benson and Shanno 2007 , Engau et al. 2008 , Gondzio and Grothey 2008 , John and Yildirim 2008 , we test our warmstarting scheme on the set of LP problems from the Netlib test suite. In particular, because both SDPT3 and our own code are written in MATLAB c , we use the problem data in .mat-format that is available from the COAP collection at http://www.math.ufl.edu/∼hager/coap/testcases.html, which we first convert into standard form d • = (A • , b • , c • ) by introducing additional slack variables. The subsequent perturbation ∆d = (∆A, ∆b, ∆c) is defined following the scheme first described by Benson and Shanno (2007) , which we repeat here for the specific case of the cost perturbation ∆c. Namely, for each entry ∆c i , we first generate a uniformly distributed random number η ∈ [−1, 1] and perturb the initial cost c • i only if η < min{0.1, 20/n}, so that at most 10% or 20 entries are changed on average. To determine the magnitude of the perturbation, we then generate a second random number ∈ [−1, 1] and set
where different magnitudes of the parameter δ are used to observe the effects of different perturbation levels similar to the expressions in (25). The right-hand side b • is perturbed analogously, and the only difference for the perturbation ∆A of the initial constraint matrix A • is that we preserve any existing sparsity structure in the new matrix A = A • + ∆A. For each original problem in the Netlib test suite, a corresponding perturbed data instance d = (A, b, c) is available in .mat-format from the above URL. After the described data preparation, for each original problem instance d • we first compute an optimal solution (x • , y • , z • ) and then re-solve the perturbed instance d once in standard form from a coldstart, and once again in slacked form from a warmstart with initial point (x 0 , y 0 , z 0 ) = (x • , y • , z • ) and (ξ 0 , ψ 0 ) defined according to (30) . From the individual iteration counts for cold and warmstart, we then compute the WCR for both individual and simultaneous perturbation of A, b, and c, and for three different perturbation levels δ ∈ {0.001, 0.01, 0.1}. In addition, for each instance we record the total number of entries of A, b, and c that are perturbed (Pert), the normalized solution differences
and a quantity B↔N that estimates the number of changes to the optimal basis of (x • , z • ) and (x * , z * ) by using a primal-dual indicator with the more conservative threshold τ = 10 −5 . The detailed results for each individual instance are available online and summarized in Table 1 for each combination of perturbation type ∆ and perturbation level δ, where the (#) entries indicate how many of the original Netlib problems remained both feasible and bounded for that particular combination. In accordance with our preliminary results in Engau et al. (2008) that were limited to instances for which n+m ≤ 1000, we find that the proposed warmstarting scheme achieves significant improvements over coldstarts, in general, and reduces the number of iterations by more than 60% on average. In particular, it is noteworthy that although solution differences and basis changes are increased by roughly an order of magnitude compared to the smaller test set in the earlier paper, the WCR statistics do not change substantially and suggest that the performance of our warmstart is essentially independent of problem size to work similarly well for mid-and large-scale LPs. Furthermore, while the best results are still achieved for individual perturbations of either b or c with savings up to over 90%, we are also successful on the vast majority of problems with individual or simultaneous changes in A or Abc, respectively, exceeding the coldstart iteration count on only very few instances for individual perturbations and for roughly 15% of instances with simultaneous perturbation of A, b, and c as depicted by the performance profiles in Figure 1 . Similar to an inverse cumulative distribution function of the WCR data, these plots give on the abscissa the percentage of problems that did not exceed the WCR given on the ordinate, and clearly support the general conclusion of the superior performance of IPM warmstarts over coldstarts in the case of LP perturbations.
Max-cut problem
In this and the following subsection, we present our new results for the warmstart of successive LP relaxations that arise from cutting-plane schemes for discrete and combinatorial optimization problems. We start with the max-cut problem: Given an undirected weighted graph G = (V, E, W ) with vertex set V = {v 1 , . . . , v n }, edge set E ⊆ V × V , and symmetric edge weights W : E → R :
so that the sum of weights w ij on the edges e ij connecting the vertices in V 1 and V 2 is maximum. The set C = {e ij } of these edges defines a maximum cut.
To formulate this problem as an integer linear program, we first introduce 2 ) that is defined as the negative edge weight c ij = −w ij if (v i , v j ) ∈ E, and c ij = 0 otherwise. In this notation, an optimal solution x * to the binary integer linear programming problem
subject to
gives an optimal partition V 1 = {v 1 } ∪ {v j : x * 1j = 0} and V 2 = V \ V 1 = {v 1j : x * 1j = 1} and, thus, induces a maximal cut. Because of the large number of 4 n 3 triangle inequalities (34b), however, many of which will be inactive at the optimal solution, we initially drop all these constraints and, additionally, replace the binary constraints (34c) by linear box constraints yielding a first and now easily solvable initial LP relaxation
Starting from its optimal solution x • , we can deduce a maximal cut if x • is integer or can be rounded to an integer solution that satisfies all the constraints (34b). Otherwise, if some of these triangle inequalities are not satisfied, then we add a certain number of violated constraints to (35) analogously to the scenario described for (4), re-solve the resulting new problem for a new optimal solution, and iterate the process with this new problem as new initial problem instance.
More precisely, and to compare the performance of our warmstarting scheme with coldstarting each of these modified LP relaxations, we generate several max-cut instances on complete graphs (V, E) with E = V × V of varying size, and on toroidal square grid graphs of different dimensions L × L for which V = {v ij : i, j = 1, . . . , L} and E = {(v ij , v kl ) : |i − k| + |j − l| ≡ 1 mod L}. All edge weights are assigned at random using independent and uniformly distributed random variables on the unit interval [0, 1], and as before we first convert all resulting problem data into the formd = (Ã,b,c) with primal variablesx by removing the original upper bounds that by additional slacks. After computing an initial optimal solutionx • , we sort all triangle inequalities in decreasing order of violation atx • and add the 1, 10, or 100 most violated ones as new constraintsĀx −x =b tod, yielding an updated LP relaxation with new primal decision variables (x,x) analogous to (4) and (5). We then find a new optimal solution (x * ,x * ) using both a coldstart and a warmstart as discussed in Subsection 3.2, compute the WCR together with the other information described in Subsection 4.1, and iteratively repeat this process by using the resulting new instances as new initial problemsd with known optimal pointsx • = (x * ,x * ). The results in Tables 2 and 3 together with the associated performance plots in Figures 2 and 3 summarize the WCR statistics and solution differences for solving max-cut instances on complete and grid graphs of varying sizes, respectively. The detailed individual results for each single instance and the corresponding problem data are available online at the web address specified at the beginning of this section. For each combination of problem size and number of cuts, here we average the results from solving (at most) ten successive LP relaxations for 100 randomly generated problem instances and, consequently, from 1000 LP relaxations with a maximum number of 1000, 10000, and 100000 cuts, or less if all violated constraints are added already before reaching the tenth relaxation. Because of the concurrent increase in the number of decision variables upon adding new constraints and variables (x,ȳ,z) but otherwise identical to the reporting conventions for LP perturbations, the solution differences and basis changes are computed analogously to the expressions in (33) and the discussion in Subsection 4.1 but restricted to the original decision variables (x • ,ỹ • ,z • ) and (x * ,ỹ * ,z * ) for both the initial point and the new optimal solution. In support of our general theoretical finding that the number of warmstart iterations typically should not exceed the number of coldstart iterations, the computational results show that the good performance of our IPM warmstart for problem perturbations can also be exploited when solving successive LP relaxations for the max-cut problem especially on the larger and more dense instances using complete graphs. Although we expect that the advantage of a warmstart over a coldstart diminishes as we start adding more and more cuts at a time, primarily caused by larger differences in solutions and their optimal bases, this intuition is not confirmed by our results on grid graphs which are largely independent of the number of cuts added and, in fact, seem favorable to adding more cuts at once especially on smaller instances. To explain this behavior, we first find that these problems are relatively easier to solve than max-cut on larger and complete graphs, in general. Moreover, and especially when using more cuts at a time, we often see that on smaller and sparse instances all violated constraints are added already after the first few LP relaxations, so that the cutting-plane scheme terminates much earlier before ten iterations and, thus, effectively solves fewer problems in total than the majority of other instances. 
Traveling-salesman problem
Another classical combinatorial problem that is challenging to solve and widely applicable to many real-word problems (Lawler et al. 1990 , Applegate et al. 2006 ) is the traveling-salesman problem (TSP) that can be stated as follows: Given a directed (or undirected) weighted graph G = (V, E, W ) with vertex set V = {v 1 , . . . , v n }, edge set E ⊆ V ×V , and nonnegative edge weights W : E → R : e ij → w ij , find a Hamiltonian cycle H ⊆ E of minimum weight. More precisely, we distinguish the asymmetric (or symmetric) TSP and, throughout this subsection, consider the asymmetric (A)TSP on complete graphs with E = V × V and nonnegative costs c ij = w ij associated with every edge e ij ∈ E.
To write this problem as an integer linear program, we let n 2 decision variables be defined by
. . , n and j = 1, . . . , n)
and then formulate the binary integer linear programming problem
x ij ∈ {0, 1} for all i = 1, . . . , n, j = 1, . . . , n
where (36b) and (36c) describe the balance and connectivity conditions, respectively. Alternatively known as degree and subtour elimination constraints, these conditions ensure that the in-degree and the out-degree of every vertex are equal to 1 so that each vertex is visited exactly once, and that the out-degree of every proper subset S V is at least 1 so that all vertices are connected. Furthermore, if we replace j / ∈S x ij = 1− j∈S x ij , then we see directly that (36c) can also be written as i,j∈S x ij ≤ |S| − 1 for S V which is an equivalent form of the connectivity conditions and also commonly used in the literature. Finally, we remark that we do not exclude those constraints where |S| = 1, or equivalently, where S = {i} is a singleton to ensure that x ii = 0 for all i in any feasible solution.
As for the LP relaxation of max-cut in (35), we replace the binary constraints by box constraints and, in addition, keep the relatively small number of 2n degree constraints (36b) while initially dropping all 2 n connectivity conditions (36c) to define the first LP relaxation
Note that this problem is slightly different from other relaxations in the literature that also modify the balance conditions by changing the second equality in (36b) to a greater-or-equal inequality (Held and Karp 1970) , thus resulting in the weaker condition that in-degree and out-degree are still equal to each other but possibly larger than 1 so that vertices may also be visited multiple times if producing a cycle of lower cost. Based on our computational experiments, we did not find a significant difference with respect to warmstarting one relaxation or the other. In particular, it is intuitive and not difficult to show that both relaxations are still equivalent especially on complete graphs if the distribution of edge weights satisfies the triangle inequality, so that the cheapest path from any vertex v i to v j (i = j) is along the edge e ij .
Our general procedure in solving and updating the successive LP relaxations for TSP is the same as described for max-cut, so that we do not repeat the common details at this point but refer to the previous discussion in Subsection 4.2. However, unlike for max-cut in which the polynomial number of triangle inequalities (34b) still allowed us to identify the most violated constraints using complete enumeration, evaluation and sorting in an efficient manner, this strategy becomes prohibitive for TSP because of the exponential number of inequalities (36c). Hence, we use a different mechanism to determine and add violated cuts based on the observation that each partition V = S ∪ (V \ S) induces a cut {e ij : i ∈ S, j / ∈ S} which defines a violated constraint (36c) if and only if i∈S j / ∈S x ij < 1, so that we can identify violated constraints by finding (minimum) cuts, or equivalently, maximum flows of value less than 1 in the original graph (V, E) with capacities x ij on every edge e ij ∈ E. In particular, by introducing an auxiliary source node v 0 , for each LP relaxation we solve a total of n maximum flow problems from v 0 to all other vertices v i and add all distinct constraints (36c) that are associated with the corresponding minimum cuts if the optimal flow has value less than 1. Some further details on this and other separation techniques for TSP are given in Lawler et al. (1990) . Despite the significantly larger number of potential cuts, it turns out that even for the larger TSP instances with up to 100 vertices, we only need to add relatively few new constraints before reaching an optimal (although possibly still fractional) solution that satisfies all connectivity conditions (36c) and, therefore, cannot be improved further by adding any more cuts. In particular, from Table 4 we see that less than 10 cuts on average are sufficient, all of which are usually added after the first five LP relaxations so that we do not specify a maximum number of LP relaxations as before for maxcut but terminate once no additional cut can be found using the network flow techniques described above. Based on the results summarized in Table 4 and depicted in the associated performance plot in Figure 4 , our new warmstarting scheme achieves significant savings of up to 50% on average and never exceeds the number of coldstart iterations, in general, on all instances of the TSP. In particular, we find its performance slightly improves on larger instances, which confirms our observation during the discussion of LP perturbations and is encouraging for future efforts to use IPM warmstarts also for the solution of (very-)large-scale combinatorial problems. The associated re-implementation and resolution of further numerical aspects, however, is beyond the scope of this paper. 
Conclusion
In this paper, we present and analyze a new scheme for IPM warmstarts and provide both theoretical and computational evidence of its good practical performance in the context of linear and combinatorial optimization. In comparison to previous methods, the approach benefits from a simple and equivalent reformulation of the original problem that introduces new slacks to relax the nonnegativity conditions on the original decision variables to enable a warmstart without "manually" adjusting initial iterates or search directions while using the inherent dynamics of a new infeasible interior-point algorithm. Largely independent of the choice of any additional problem parameters and merely based on a theoretically supported initialization scheme of all new variables, the approach remedies drawbacks from previous methods that require more or less extensive fine-tuning while achieving similar computational results on a wide variety of problems.
Extending the preliminary results in Engau et al. (2008) , we give the full analysis of our warmstarting algorithm and present extensive computational results on a variety of test instances. In particular, we confirm that the best-known worst-case iteration bound for any infeasible algorithm also holds for our warmstarting method and, in addition, derive a series of additional results that establish conditions in which IPM warmstarts are also theoretically capable to improve upon coldstarts. As stated in the respective discussions, the majority of these results is new and appears for the first time in the current paper. In further extension, we generalize our primal-dual slack approach from LP perturbations to LP relaxations of combinatorial optimization problems and present a variety of computational results for max-cut and the traveling-salesman problem that show noticeable reductions in the number of coldstart iterations when using the warmstarting scheme proposed in this paper. These results gain further significance as they highlight that our warmstart technique improves with increasing problem size especially on larger problems, for which cutting-plane methods or related approaches and, thus, effective warmstarting is most relevant.
Finally, we highlight two other ideas that we consider to be of importance for further progress in this area. First, and as already pointed out in some other recent papers (Benson and Shanno 2007 , Engau et al. 2008 , Gondzio and Grothey 2008 , although a wealth of promising heuristics for warmstarting IPMs has been proposed, so far no attempt has been made to rigorously compare or combine these different strategies within a unified framework. One issue is the lack of a meaningful suite of reoptimization test problems and of a common test environment that can provide the same or similar features as the different optimization codes used for the different approaches. To achieve a meaningful comparison, therefore, a standard problem set with well-defined instances for re-optimization testing and benchmarking is requisite but does not exist at the moment. Furthermore, and in view of the second concern, the necessary steps to create a suitable test environment remain unclear because, on one hand, Benson and Shanno (2007, using LOQO) and we (using SDPT3) rely to some degree on the efficient handling of free variables unlike Gondzio and Grothey (2008) who, on the other hand, make use of the parallel implementation in their code OOPS. While refraining from addressing the issues of test set collection as well as method benchmarking and comparison any further in this paper, we regard their resolution as important future work.
Second, whereas all previous warmstarting approaches are proposed for linear or general nonlinear programming, more specific results for the important classes of second-order cone or semidefinite programs (SDPs) are still outstanding but of high relevance due to frequent advantages of these relaxations over LP relaxations especially in the context of discrete and combinatorial optimization. In particular, whereas warmstarts for LP can also still use the simplex algorithm, in principle, this method and its inherent warmstarting capabilities are not available for SDP. Consequently, the extension of general warmstarting approaches to IPMs for SDP, and specifically the one proposed in this paper, is the subject of ongoing research.
Unlike the O(nL)-iteration predictor-corrector algorithm in Section 2, the original algorithm presented by Mizuno (1994) uses only affine-scaling predictor steps and achieves the weaker complexity bound of O(n 2 L). Its modification and complexity analysis for the slacked-form LP (8) is included here for completeness.
Step 1: Let σ ∈ (0, 1), β ∈ (σ, 1), γ ∈ (0, 1), (ε b , ε c , ε x , ε z , ε d ) > 0, θ 0 = 1, and (x 0 , y 0 , z 0 , ξ 0 , ψ 0 ) = (x • , y • , z • , γ 0 ρe, γ 0 ρe) for a constant γ 0 ∈ (0, 1]. Set k = 0.
Step 2: If one of the following two conditions holds then stop:
Step 4: Letᾱ k be the maximumα ≤ 1 such that the relations (x k , y k , z k , ξ k , ψ k ) + α(∆x, ∆y, ∆z, ∆ξ, ∆ψ) ∈ N (38a)
hold for every α ∈ [0,α], where N = {(x, y, z, ξ, ψ) : ξ > 0, ψ > 0, ξ i ψ i ≥ γξ T ψ/n, i = 1, . . . , n,
Step 5: Set θ k+1 = (1 −ᾱ k )θ k and (x k+1 , y k+1 , z k+1 , ξ k+1 , ψ k+1 ) = (x k , y k , z k , ξ k , ψ k ) +ᾱ k (∆x, ∆y, ∆z, ∆ξ, ∆ψ).
Step 6: Increase k by 1 and go to Step 2.
In addition to the relations collected in (15), the additional conditions imposed for the neighborhood N in Step 4 ensure that the generated sequence {x k , y k , z k , ξ k , ψ k } also satisfies
where the first five inequalities follow explicitly from (38a) and the definition of N , and the last one from (38b). Furthermore, it is easily shown that again (16) and (17) because (x k , y k , z k , ξ k , ψ k ) ∈ N .
Theorem 2. Suppose that β, γ, γ 0 , and σ are independent of the input data. The above algorithm terminates in O(n 2 L) iterations, where L is defined as in Theorem 1. Moreover, if the algorithm stops by condition (11b), then there are no optimal solutions (x * , y * , z * ) to (1), or equivalently, no optimal solutions (x * , y * , z * , ξ * , ψ * ) = (x * , y * , z * , x * , z * ) to (8) such that (x * , z * ) ∞ = (ξ * , ψ * ) ∞ ≤ ρ.
Analogous to Mizuno (1994) we first adjust the following lemma from Section 3 in Kojima et al. (1993) after which the proof of this theorem is in large parts identical to that of Theorem 1.
Lemma 5. Suppose that |∆ξ i ∆ψ i − γ∆ξ T ∆ψ/n| ≤ η and |∆ξ T ∆ψ| ≤ η
hold at the kth iteration. Thenᾱ k ≥ α k * for
Proof. Let k be fixed arbitrarily and define the real-valued quadratic functions
By (15), we see that (1−α) Ax k − b , (1−α) A T y k + z k − c , (1−α) x k − ξ k , and (1−α) z k − ψ k coincide with A(x k + α∆x) − b) , A T (y k + α∆y) + (z k + α∆z) − c) , (x k + α∆x) − (ξ k + α∆ξ) , and (z k + α∆z) − (ψ k + α∆ψ) , respectively, so that, in particular, (g b (0), g c (0), g x (0), g z (0)) ≥ 0. Hence, we can determineᾱ k as the maximum argument α for which all the functions in (41) remain positive. Note that all the function in the inequalities above are linear or quadratic, so that we can easily compute the value ofᾱ k by solving them for α. In particular, we can verify that
for every i = 1, . . . , n and α ∈ [0, 1], where ε * = min{ε b , ε c , ε x , ε z }. Similarly, we can derive the same bound for g b , g c , g x , g z , and h and hence, letting α * = min 1, σ(1 − γ)ε * nη , σε * η , (β − σ)ε * η we obtain that all the above functions remain positive for every α ∈ [0, α * ], or equivalently, that relations (38) hold for every α ∈ [0, α * ]. Thus we have shown thatᾱ k ≥ α * for every k ≥ 1.
Exactly as in the previous text, we know that
for each i. Hence, we have shown that (39) holds for η = O(n)(ξ k ) T ψ k , so that Lemma 5 implies that there exists a positive constant δ > 0 so thatᾱ k ≥ δ/n 2 holds at each iteration of the algorithm. The remaining proof of the first assertion, that the algorithm terminates in O(n 2 L) iterations, concludes as in Subsection 2.2. Similarly, the proof of the second assertion follows exactly as before.
