We define the notion of a Markov strategy for the general optimal control problem where the index set is partially ordered. We prove that the supremum over all strategies is always attained by a Markov strategy if and only if the structure of the probability space is that of a Markov random field.
1. Introduction. Several papers have appeared recently (Krengel and Sucheston, 1981, Mandelbaum and Vanderbei, 1981, Mazziotto and Szpirglas, 1981, Washburn and Willisky, 1981) which generalize the optimal stopping problem to the case where the index set S is partially ordered. In the paper by Mandelbaum and Vanderbei, it was shown that if the pay-off is a function of the state of a multi-time parameter Markov chain then the supremum over all policies coincides with the supremum over all "Markov policies." This means that the strategy and the stopping rule depend only on the current state of the process. In the case when S = N = {O, 1,2, ... }, the converse to the above statement has been proved recently by Irle (1981) . That is, the supremum over all stopping times coincides with the supremum over all "Markov" stopping times if and only if the structure of the probability space is that of a Markov chain.
The aim of this paper is to extend Irle's result to the case of a partially ordered index set. In this case it turns out that in addition to the reward obtained when we stop, we need to consider also a running reward. That is, the correct setting is optimal control as opposed to optimal stopping (in the case where S = N, these notions coincide).
In Section 2, we investigate the general optimal control problem. We define the notion of a Markov strategy in Section 3. We then prove that the supremum over all strategies is always attained by a Markov strategy if and only if the structure of the probability space is that of a Markov random field. Finally we apply this to the case of a family of independent stochastic processes and we see that the supremum is attained by a strategy which at each time is only a function of the current state of each process if and only if each process is Markov.
2. The optimal control problem. Throughout this paper we assume that S is a countable partially ordered set such that: (i) there is a unique minimal element 0 in S, (ii) the set of direct successors U(s) of each point s E S is finite, and (iii) each point s E S has only finitely many predecessors.
Let (n, .91, P) be a probability space and let 9'= {ffs}SES be an increasing family of suba-algebras of d. For any sub-a-algebra 'l1 of .91 and any random variable Z, the notation Z E 'l1means that Z is 'l1-measurable.
A measurable mapping I' from a measurable subset of n into S (with the a-algebra of all subsets) is called a random point. For a random point I' in S, let ff. be the a-algebra generated by functions of the form LSES Z. 
Usually we will be interested in strategies starting at O. For such strategies we omit the phrase "starting at 0". The following properties of 0' follow from (a), (b), and (c):
(e) O' T is a stopping point (defined on {T < oo});
. (f) T is a stopping time (with values in N U {oo}) relative to the increasing sequence of O'-algebras 1Ft = ~t' tEN. In the case where S = N, there is a one to one correspondence between strategies and stopping times: to each strategy corresponds the stopping time v = O' T on {T < oo}, v = 00 on {T = oo} and to each stopping time v corresponds the strategy
, s E S, and Z~, s E S, be random variables such that Z~,u E ~, Z; E~. The random variable Z~,u is the running reward obtained in going from s to u and Z; is the final reward obtained if we stop at s. Since our goal is not to solve the most general optimal control problem, we will make the simplifying assumption that the running and final rewards are uniformly bounded
SUPSES,UEU(S)ess supu I Z!,u I < 00, supSESess supnl Z~ I < 00.
For each strategy 0' let denote the discounted payoff obtained using 0'. Here a is a real number strictly between zero and one-the discount factor. We use the convention that aTZ~. = 0 on {T = oo}. The problem is to find a strategy 0'* which is optimal in the sense that
The supremum is taken over the class ~ of all strategies starting at O. Let Xs denote the highest reward possible using strategies starting from s:
Here ~s denotes the collection of all strategies starting at s. Xu, = Z;,.
Strategies starting from 0 which satisfy (2.5) and (2.6) will be called admissible.
Let a * be an admissible strategy and put T * = inf {t : 0' t+1 = 0' n. Theorems 1, 2, and 3, and Lemma 1 are straightforward generalizations of results found in Neveu (1975) and Mandelbaum and Vanderbei (1981) , so the proofs have been omitted (in fact, introducing the discount factor a makes the proofs easier and eliminates the need of any technical assumptions other than (2.1». The next theorem shows that Snell's envelope is the increasing limit of the best that can be done using k-step look-ahead strategies. The proof is quite similar to the case S = N (see e.g. Neveu (1975) Section VI-2).
THEOREM 4. Put X~o) = Z~ and define X~k) recursively by the formula
Then X~k) increases with k and PROOF. We start by noting that x1 1 ) 2:: X~o) and proceeding inductively we see that if X~k) 2:: X~k-l), for all s E S, then
The limit X!oo) = ~--+,.x!k) therefore satisfies the inequalities (2.10)
Suppose that Y. is any other process which satisfies (2.10) and (2.11). By (2.10), Y. 2:: X!O) and again proceeding inductively we see that if Y. 2:: X!k), for all s E S, then (2.11) implies that and so
Ys:::: max{Z;, maxuEu(s)E .?;(Z;.u + aX~k»} = X1 k + 1 ).
Hence, by Theorem 3, xi"") is Snell's envelope.
3. Markov strategies and the Markov property. In practice, when an optimal control problem is solved either by hand or on a computer the a-algebras g.;; are finite. Unfortunately, however, they tend to grow very fast (usually exponentially fast) and so it would be nice to discard unnecessary information. In this section we investigate under what conditions this is possible.
Let 'lJs, s E S, be a family of a-algebras such that g.;; = Vu,,;,s 'lJu. The a-algebra 'lJs represents the knowledge available at the "present" at point s. Let £s = Vu;;"s 'lJs represent the "future." For a random point v in S, let 'lJp be the a-algebra generated by functions of the form L Zsl(p~sh Zs E 'lJs (if, for each s, 'lJs is the a-algebra generated by a mapping Y s of (Q, d) We remarked in Section 2 that in the case S = N there is a one-to-one correspondence between strategies and stopping times. Hence it makes sense to call a stopping time T Hence xi k + 1 ) E 'lJs. Since Xs = limk->""Xi k ) we see that Xs E 'lJs for all s. Now according to (2.4) we can find an admissible strategy which is Markov, and so, by Theorem 2, the supremum over all strategies is attained by a Markov strategy. Now consider any strategy a. Put
On the set CC, the payoff .fl '(a) is bounded above by /3n-l + an < /3n (we use here the fact that n is minimal to concludeaTZ!, sanZ!, S an). Hence,
Since Z~ takes on non-zero values only at the points v and w, Combining (3.4), (3.5), and (3.6) we get
for any Markov strategy a. By (3.3) we see that the supremum over all strategies is strictly greater than the supremum over Markov strategies. The above result would not be true if we considered only a final reward, i.e., the case of optimal stopping. To see this we consider the following example. Let S = {O = (0,0), a = (1, 0), b = (0, 1), C = (1, I)} with the usual partial order. Let (0, d, P) It is easy to see that u is Markov andEZ;, = EM.
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It was pointed out in Mandelbaum and Vanderbei (1981) and Washburn and Willisky (1981) , that the importance of the condition Ut+l E ~at is that it preserves martingales. That is, if M., s E S, is an § -martingale then M7 = Mat is an § a -martingale.
Similarly, (3.1) preserves the Markov property. Put t: §7 = t: §a,!F'l = Vr,,;,t t: §~ and Jf'7 = Vp-t t: §7. If :Fa and ~ are conditionally independent given t: §., for all s' E S, and u satisfies (3.1), then!F'l and Jf'7 are conditionally independent given t: §7 for every tEN. In the case S = N, condition (3.1) is the discrete analogue of the statement that Ut is the inverse of a (time inhomogeneous) additive functional.
We now apply Theorem 5 to the case of several independent stochastic processes.
For i = 1, ••• , k, let {Y;,} .'EN be a stochastic process defined on a probability space (Oi, d i , pi) and taking values in a state space (E i , B i 
