In our approach to the Programming Languages course, formal models are integrated as a thread that pervades the course, rather than as a one of many topics that is introduced and then dropped. In this paper we present a simplified version of the formal semantics used. We then show how this model is implemented using the object-otiented, functional and logic paradigms.
Introduction
The study of programming languages at the advanced undergraduate or graduate level usually covers two main areas: principles of language design and several different programming paradigms. Texts for this couxse take one of two approaches: 1) concept-based surveys of a wide range of language design topics and paradigms; and 2) interpreterbased treatments of the design pnnciples presented in a functional language.
Our approach to the course attempts to unite the best features of these two approaches into a single and coherent framework. Like the interpreter-based texts, we include a rigorous, complete, and hands-on treatment of the principles using a formal grammar, type system, and denotational semantics, including an interpreter that implements the formal model. Like the concepts-based texts, our approach presents and contrasts the programming paradigms; however, in doing so, we have recurring examples that appear in each major paradigm, one of which is an interpreter that implements the formal model. Oux approach is more fully described in our own text [6] .
Our approach is based on the belief that a formal treatment of syntax and semantics, a consistent use of the mathematical notations learned in discrete mathematics, and a handson treatment of the principles of language design are centrally important to the study of programming languages.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies a~ not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. This approach is advocated, for instance, in the design of the Programming Languages course in the "Liberal Arts Model Curriculum" [7] , and is consistent with the recommendations of Computing Curricula 2001 [2] . We believe that the formal treatment of semantics should not be presented as one of many unrelated topics in a way that encourages students to dismiss it altogether. We think that a better approach is one which integrates the formalism in a more compelling way. This strategy is consistent with recent calls for better integration of mathematical rigor into the core computer science curriculum [1, 5] .
Our treatment of syntax and semantics includes the use of BNF grammars and a formal denotational approach to type systems and run-time semantics. This approach is fully integrated, so that the theory can be explored by students with the aid of interpretem that directly implement the formal semantics. Such an approach allows students to study all the dimensions of language design using the available formal tools: BNF grammars, abstract syntax, recursive descent parsing, and functional definitions of type systems and meaning. We use a small imperative language named "Jay" as a basis for illustrating the principles of language design and formal methods.
In this paper we illustrate our approach by first giving a formal semantic model for integer expressions in Jay. In the sections which follow, we implement this model using the object-oriented, functional and logic paradigms. This approach has been used successfully at both of our schools despite differences in the courses that precede the programruing languages course.
Formal Semantics of Expressions
The definition of a programming language is complete only when its syntax, type system, and run-time semantics axe fully defined. The semantics of a programming language is a definition of the meaning of any program that is syntactically valid from both the concrete syntax and the static type checking points of view. One way to formally define the semantics of a programming language is to define the meaning of each type of statement that occurs in the (abstrac0 syntax as a state-transforrning mathematical function. Thus, the meaning of a program can be expressed as a col-lection of functions operating on the program state. This approach is called denotational semantics.
Three useful semantic domains for programming languages are the "environment," the "memory," and the "locations."
The environment 3[ is a set of pairs that unite specific variables with memory locations. The memory bl is a set of pairs that unite specific locations with values. The locations in each case are the natural numbers N.
The state cr of a program is the product of its environment and its memory. However, for our purposes in this paper, it is convenient to represent the state of a program in a simpler form that takes the memory locations out of play and simply defines the state a of a program as a set of pairs (v, val) that represents a binding of an active variable v and its currently-assigned value val.
Let /2 represent the set of all program states a. Then a meaning function M is a mapping from a particular member of a given element (or class) of the abstract syntax and current state in E to a new state in E :1
M: Class x E ~ E
For instance, the meaning of an abstract Statement can be expressed as a state-transforming function of the form.
M: Statement × 12 --, I2
These functions are necessarily partial functions, which means that they are not well-defined for all members of their domain Class x 12 . That is, the abstract representations of certain program constructs in certain states do not have finite meaning representations, even though those constructs are syntactically valid.
In this paper, we only consider the meaning of a Jay Expression in abstract syntax, so that we can make some fairly simple assumptions about the types of its arguments and result. We assume that an Expression has only int arguments and only the arithmetic operators + and *. Thus, all individual arithmetic operations and results are of type 5_nt. This discussion uses the following notational conventions: statements. Clearly, at an abstract level they are the same, consisting of a loop test and a loop body. Syntactic differences are nonessential to the fundamental looping process that they represent.
The abstract syntax of a programming language can be defined using a set of rules of the following form:
Lhs = Rhs
where Lhs is the name of an abstract syntactic class and Rhs is a list of essential components that define a member of that class. Each such component has the form of an ordinary declaration, identifying the member and its name. The individual components are separated by semicolons (;). For example, consider the abstract syntax of a Loop like the one described above.
Loop = Expression test; Statement body
This definition defines the abstract class Loop as having two components, a test which is a member of the abstract class Expression, and a body which is a member of the abstract class Statement.
For the purposes of this paper, we will focus on the meaning of expressions whose abstract syntax is: Implementation of these meaning functions M in Java is relatively painless and straightforward.
An alternative approach is to use a more object-oriented style to build a set of classes to mimic the structure of the abstract syntax. One way to achieve this aim is to make In keeping with the underlying mathematics, we choose the latter approach. In this case, the implementation of the meaning function is straightforward; first each term is asked for its meaning and then the operator is asked to apply itself to the resulting values. 
}
The Operator class and the related AddOp, MultiplyOp, etc. classes are equally straightforward. The only method needed in class Operator is apply, which must be implemented by the concrete subclasses. The world of the Expression class and its subclasses are an illustration of a common pattern in object-oriented programming [4, 3] , in which each of the subclasses of Expression is responsible for evaluating itself and returning the appropriate response. This pattern is heavily used in graphics applications, in which different graphics objects are asked to draw or paint themselves on the screen; the invoking method does not know or care how the painting is done.
Functional Implementation
In this section we implement the formal semantics of Jay expressions using Scheme. A state in Scheme is naturally represented as a list, with each element of the list being a pair representing the binding of a variable to its value. So the Jay state: [(x, 1), (y, 5) 1 can be represented as the Scheme list:
((x i) (y 5))
Next we implement the state access functions named get from the Java implementation (see Section 3). Recall that the ge t function is used to obtain the value of a variable from the current state.
(define (get id sigma)
(if (equal? id (caar sigma))) (eadar sigma) (get id (cdr sigma) ) ))
Since the Jay type system requires that all variables used in a program be declared, there cannot be a reference to a variable that is not in the state and there is no need to check for a null list.
Next, we consider the Scheme meaning function for Jay expression evaluation. To this end, we choose an appropriate tagged list representation for an abstract Jay expression:
; ; ; (value number)
; ; (variable ident)
; ; (operator terml term2)
; ; where operator is one of: plus times
The meaning function for a Jay abstract expression is implemented as a case on the kind of expression. The meaning of a value expression is just the value itself. The meaning of a variable is the value associated with the variable in the current state. The meaning of a binary expression is obtained by applying the operator to the meaning of the operands: ))
The function apply is implemented as a case on the operator. Again we show only the two arithmetic operators: 
Logic Paradigm Implementation
In this section we implement the formal semantics of Jay expressions using Prolog. A state here is naturally represented as a list, with each element of the list being a pair representing the binding of a variable to its value. So the Jay state I (x, 1), (y, 5) } can be represented as the Prolog list:
Next we have to implement the state access function named get, which in Java was used to obtain the value of a variable from the current state. The get function takes an input variable and an input state and produces a output value.
The base case is that the variable-value pair occur at the front of the state list, in which case the value associated with the variable is the desired result value. Otherwise the search continues through the tail of the list; astute students note the similarity to the Scheme implementation.
Next, we consider the function for the meaning of a Jay expression. To this end, we choose an appropriate representation for a Jay expression in abstract syntax. One possibility is to use lists; instead we prefer using structures:
where operator is one of: plus times */
The meaning of a Jay abstract expression is implemented as a set of rules depending on the kind of expression. In Prolog, these rules take an input expression and an input state and return a value:
/* mexp~ession(exp~, state, val) */
The meaning of a value expression is just the value itself.
mexpzession(value(Val) , _, Val) .
The meaning of a variable is the value associated with the variable in the current state, obtained by applying the get function. The meaning of a binary expression is obtained by applying the operator to the meaning of the operands; below we show the meaning for plus: 
Conclusion
In our approach to the Prograrruning Languages course, formal semantics is a thread that is introduced early. It uses the basic mathematical ideas of functions, logic and proof that students learned in the Discrete Mathematics (Discrete Structures) course, thus reinforcing the integral nature of mathematics in computer science.
This thread is continued through each of the major programming language paradigms, in which an implementation of the formal model is presented in class and used as a source of homework exercises. We believe that such an approach is more principled and more effective for students, compared with the alternative of presenting an isolated unit on formal semantics and then ignonng it throughout the rest of the course.
