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E-mail address: james.ferrell@stanford.edu (J.E. FeHere we review some of our work over the last decade on Xenopus oocyte maturation, a cell fate
switch, and the Xenopus embryonic cell cycle, a highly dynamical process. Our approach has been
to start with wiring diagrams for the regulatory networks that underpin the processes; carry out
quantitative experiments to describe the response functions for individual legs of the networks;
and then construct simple analytical models based on chemical kinetic theory and the graphical
rate-balance formalism. These studies support the view that the all-or-none, irreversible nature
of oocyte maturation arises from a saddle–node bifurcation in the regulatory system that drives
the process, and that the clock-like oscillations of the embryo are built upon a hysteretic switch with
two saddle–node bifurcations. We believe that this type of reductionistic systems biology holds
great promise for understanding complicated biochemical processes in simpler terms.
 2009 Published by Elsevier B.V. on behalf of the Federation of European Biochemical Societies.1. Introduction
The South African clawed frog Xenopus laevis provides two pow-
erful experimental systems for the study of the regulation of the
universal M-phase trigger, CDK1: the maturation of Xenopus oo-
cytes, and the rapid embryonic cell cycle [1]. Oocyte maturation
is essentially a cell fate induction process, with the cell switching
between two fairly static states, the G2-arrested immature oocyte
and the M2-arrested mature oocyte. The embryonic cell cycle, in
contrast, is dynamic. There are no steady states, and the embryo
does not pause even in the presence of DNA-damaging agents.
But both oocyte maturation and the embryonic cell cycle are
well-suited to the detailed, quantitative biochemical dissection of
the regulatory networks that drive these processes. And in both
cases, our understanding of the processes has depended not only
on experiments, but also on modeling studies that provide tests
of whether our basic view of these processes is tenable or not,
and on the theory of non-linear dynamics, which provides a more
abstract and simpler view of the essence of this biology.
Here we review some of our work over the last decade on Xeno-
pus oocyte maturation and the embryonic cell cycle. Our approach
has been to start with wiring diagrams for the regulatory networkson behalf of the Federation of Euro
rrell Jr.).that underpin the processes; carry out quantitative experiments to
describe the response functions for individual legs of the networks.
And then construct simple analytical models based on chemical ki-
netic theory and the graphical rate-balance formalism. These stud-
ies support the view that the all-or-none, irreversible nature of
oocyte maturation arises from a saddle–node bifurcation in the
regulatory system that drives the process, and that the clock-like
oscillations of the embryo are built upon a hysteretic switch with
two saddle–node bifurcations. In a sense, oocyte maturation is as
easy as falling off a log, and the embryonic cell cycle is a lot like
falling off two logs over and over again.2. Positive feedback, bistability, and oocyte maturation
2.1. Xenopus oocyte maturation as a cell fate switch
Xenopus oocytes begin life as cells not much larger than typical
somatic cells (Fig. 1). They go through a normal G1-phase and a
normal S-phase, and then carry out the early events of meiotic
prophase: their homologous chromosomes pair up and undergo
recombination. But instead of immediately proceeding to the ﬁrst
meiotic division, the oocyte enters a several-month-long growth
phase. It grows to about the volume (1 lL) and protein content
(25 lg) of approximately 400 000 NIH 3T3 cells, and then it stops.
At this point the cell is technically still in meiotic prophase, but forpean Biochemical Societies.
Fig. 1. Xenopus oocyte maturation as a switch between two cell fates.
Fig. 2. Signal transduction pathways involved in Xenopus oocyte maturation.
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tion is taking place and the M-phase cyclins are present but locked
in inactive complexes with CDK1—and its default fate is to remain
arrested indeﬁnitely in this state, with all its various opposing pro-
cesses (protein synthesis/degradation, phosphorylation/dephos-
phorylation, anabolism/catabolism, etc.) in balance.
In response to gonadotropins released from the frog pituitary,
the ovarian epithelial cells surrounding the oocyte release matura-
tion-promoting hormones, which cause the immature oocyte to re-
sume the process of meiosis. The classical maturation-inducing
hormone is progesterone, and Xenopus oocytes possess both classi-
cal progesterone receptors [2–5] and seven-transmembrane G-pro-
tein-coupled progesterone receptors [6]. However, progesterone
undergoes metabolism in the oocyte, and there is evidence that
androgens and androgen receptors may ultimately mediate pro-
gesterone’s effects [7]. Regardless of whether a progestin or an
androgen is the ultimate trigger, the effects of progesterone on
immature oocytes are striking. The oocyte leaves its G2-arrest
state, carries out the ﬁrst asymmetrical meiotic division, enters
meiosis 2, and then arrests in metaphase of meiosis 2. This pro-
gression from the G2-arrest state to the meiosis 2-arrest state is
termed maturation. After maturation the oocyte is ovulated, ac-
quires a jelly coat, and is laid by the frog. It then drifts in the pond
in this arrested state until either it is fertilized, which allows it to
complete meiosis and commence embryogenesis, or it undergoes
apoptosis.
In some respects oocyte maturation is an unusual example of a
cell fate switch. Transcription is not absolutely required, and at
least some aspects of maturation can even proceed in an enucle-
ated oocyte [8]. However, in other respects it is absolutely typical:
the cell responds to an external trigger by undergoing an all-or-
none, irreversible change in its appearance, its biochemical state,
and its developmental potential.
2.2. Mos, p42 MAPK, and CDK1 activation
Although many details remain to be worked out, in broad
outline the signaling network that mediates progesterone-induced
oocyte maturation is well-understood (Fig. 2). Progesterone stimu-
lates the translation of the Mos oncoprotein, a MAP kinase kinase
kinase (MAPKKK). Active Mos phosphorylates and activates the
MAPKK MEK1, which then phosphorylates and activates ERK2
(which in Xenopus is often called p42 MAPK). Inhibitors of these
MAPK cascade proteins inhibit oocyte maturation, and activated
forms of the proteins can initiate maturation in the absence of pro-
gesterone.1 p42 MAPK activation then brings about the dephos-
phorylation and activation of cyclin B-CDK1 complexes
(sometimes termed ‘‘latent MPF”, for latent maturation-promoting1 There is some disagreement on whether the Mos/MEK/MAPK cascade is required
or dispensable for progesterone-induced oocyte maturation. See for example, Refs.
[9–11].factor, or ‘‘pre-MPF”). Activated cyclin B-CDK1 complexes then
cause the oocyte to re-enter meiotic M-phase.
Cyclin–CDK complexes are thought to function as near perfect
switches at the level of the individual complex: for example, a fully
activated cyclin A-CDK2 complex is approximately 109-fold more
active than an ‘‘inactive” CDK2 monomer [9]. But an oocyte pos-
sesses 1010 cyclin B-CDK1 complexes, meaning that even if an
individual complex is perfectly all-or-none in its activity state,
the population of cyclin B-CDK1 complexes could, in principle, set-
tle into a nearly continuous range of graded activities. This raises
the question of how the all-or-none character of oocyte maturation
arises. Is the process all-or-none at the level of p42 MAPK activa-
tion and/or CDK1 activation? And how do these reversible activa-
tion processes culminate in an irreversible cell fate change?
2.3. The all-or-none, irreversible response depends upon positive
feedback
Analysis of individual oocytes treated with various concentra-
tions of progesterone demonstrated that the steady-state response
of the oocyte’s MAPK cascade is essentially all-or-none (Fig. 3). At
intermediate concentrations of progesterone, individual oocytes
were found to have either all of their p42 MAPK non-phosphory-
lated or all of it phosphorylated. Thus, somewhere between the
progesterone receptor and the bottom of the MAPK cascade, a
graded ‘‘analog” progesterone stimulus is converted to a ‘‘digital”
MAPK response. Moreover, the steady-state response of MAPK to
microinjected Mos is also all-or-none [10]. This demonstrates that
the MAPK cascade can generate an all-or-none response, not sim-
ply propagate one. A plausible mechanism for the generation of
the all-or-none response was suggested by the discovery that, in
oocytes, p42 MAPK and CDK1 are organized in positive feedback
Fig. 3. The steady-state response of p42 MAPK to progesterone in oocytes. (A) When oocytes are pooled, the response to progesterone appears to be graded, with an apparent
Hill coefﬁcient of about 1. (B) When individual oocytes are examined (a single oocyte is large enough to easily provide enough protein for an immunoblot; right), the response
is all-or-none. The lanes denoted – and + are control samples of immature and mature oocytes, respectively. Adapted from [10].
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tion also feeds back to stimulate Mos synthesis [11–13]. This is
shown schematically in Fig. 2.
Under conditions where the positive feedback is blocked, micro-
injected Mos can still induce oocyte maturation, but the p42 MAPK
response is no longer all-or-none in character [10]. This demon-
strates that positive feedback is required for the all-or-none
response.
In addition, the response of oocytes to progesterone is normally
irreversible; after a few hours of incubation with progesterone, the
oocyte becomes irrevocably committed to maturation, and will re-
main a mature oocyte with active p42 MAPK and active CDK1 for
many hours after the progesterone is washed away. Positive feed-
back is required for this irreversibility. When the positive feedback
is compromised, the activation of p42 MAPK and CDK1 becomes
reversible [14]. Thus, positive feedback is required for both the
all-or-none character of the process and the irreversibility of it.
2.4. A saddle–node bifurcation in the dynamics of the Mos/MAPK
cascade explains the all-or-none, irreversible response
When p42 MAPK is fully active and fully phosphorylated, its
phosphates are still cycling on and off with a dephosphorylation
half-time of a few minutes [15]. Thus in mature oocytes the p42
MAPK is actively maintained in a phosphorylated steady state
rather than kinetically stuck there. How then does positive feed-
back convert the graded, reversible activation of p42 MAPK into
an all-or-none, irreversible steady-state response? A plausible
explanation can be derived from chemical kinetics and the theory
of non-linear dynamics. We will begin by examining under what
conditions the Mos/MAPK system can be in a steady state, like
the unchanging low p42 MAPK-activity state of the immature oo-
cyte or the high p42 MAPK-activity state of the mature oocyte.
At steady state, the rate of Mos production must equal the rate
of Mos destruction. We assume that Mos degradation is a simple
ﬁrst-order process:
Degradation rate ¼ kdestMos ð1Þ
There is one undetermined parameter here, kdest; we have taken
it to be equal to 1.
Next we assume Mos synthesis consists of both a basal, proges-
terone (prog) dependent rate and a positive feedback contribution
to the rate. The positive feedback probably depends both directly
on the level of p42 MAPK activity and indirectly on p42 MAPK
through the intermediacy of proteins like CDK1. For simplicitywe will assume the strength of the feedback is a linear function
of the MAPK activity:
Synthesis rate ¼ kbasalprog þ kfeedbackMAPK ð2Þ
where MAPK* denotes the concentration of active p42 MAPK. Bio-
chemical studies in Xenopus extracts have established that the acti-
vation of p42 MAPK by Mos is highly ultrasensitive; that is, the
response resembles that of a highly cooperative enzyme [16].
Empirically, the response is well approximated by a Hill function
with a Hill coefﬁcient of 5. Assuming that MAPK activation comes
to equilibrium rapidly compared to Mos synthesis and degradation,
we can write:
Synthesis rate ¼ kbasalprog þ ffeedback Mos
n
EC50n þMosn ð3Þ
where ffeedback ¼ kfeedbackMAPKtot , the Hill coefﬁcient n = 5, and the
EC50 is approximately 20 nM [16]. There are two undetermined
parameters in Eq. (3): ffeedback and kbasal. If we are content to measure
prog in relative rather than absolute terms, we can arbitrarily
choose a value for kbasal; here we will assume kbasal ¼ 0:2, which
makes the progesterone concentration come out in nM units. This
leaves one undetermined parameter, ffeedback, which we have taken
here to be 40.
We can now plot the synthesis rate (for various assumed values
of prog) and the degradation rate as functions of the Mos concen-
tration. Where the curves intersect, the system is in steady
state—the synthesis rate balances the degradation rate—and the
Mos concentrations at which the intersections occur are the possi-
ble steady-state levels of Mos for a given concentration of proges-
terone. Fig. 4 shows Mos’s degradation rate as a function of the
Mos concentration in blue and Mos’s synthesis rate as a function
of the Mos concentration (for three concentrations of progester-
one) in red. Because of the Hill function built into Mos’s synthesis
rate, the synthesis rate can wrap around the degradation rate and
the curves can intersect in three places. This means that, at some
(low) progesterone concentrations, the Mos/MAPK system can
have three steady states. The ﬁrst and third are stable, because a
small deviation in the Mos concentration will shift the balance of
Mos synthesis and degradation in a way that returns the system to-
wards the steady state. The middle steady state represents an
unstable threshold.
We can also derive an analytical expression for the steady-state
concentration of Mos as an implicit function of the concentration
of progesterone:
Fig. 4. Rate-balance analysis of Mos synthesis and degradation in oocytes treated
with progesterone. The curves are given by Eqs. (1) and (3). The lowest activation
curve (red) corresponds to zero progesterone. The middle curve represents a sub-
threshold concentration of progesterone (30 nM). The upper curve represents a
supra-threshold concentration of progesterone (60 nM). A slightly more complex
version of this model and this analysis was presented in [10].






Eq. (4) is plotted in Fig. 5, taking the values for the various
parameters as described above. The relationship between the out-
put (Mos) and the input (prog) is not the usual Michaelian hyper-
bolic one, and not a sigmoidal cooperative or ultrasensitive one,
but rather an S-shaped relationship. At low progesterone concen-
trations, the system has a stable steady state (the off-state) and
an unstable threshold. As the progesterone rises, the off-state ap-
proaches the threshold. At a critical progesterone concentration
the off-state and the threshold meet and annihilate each other at
what is often termed a saddle–node bifurcation.2 Above this pro-
gesterone concentration, the system has no choice but to fall ‘‘up”
to a state with a substantially higher Mos concentration. The tra-
versal of this saddle–node bifurcation explains the all-or-none char-
acter of Mos/MAPK activation in oocytes. It also explains the
irreversibility; once the system has made it to the on-state, one
can remove the progesterone and the positive feedback maintains
the system in the on-state indeﬁnitely.
In summary, single-cell, quantitative experiments demon-
strated that the all-or-none, irreversible process of Xenopus oocyte
maturation is driven by a complex regulatory system that gener-
ates an all-or-none, irreversible biochemical response. In essence,
the system functions like a toggle switch ﬂipping between two dis-
crete alternative cellular states. The key ingredients of the system
include positive feedback and a highly ultrasensitive response
within the positive feedback loop Modeling can account for this
behavior, and the theory of non-linear dynamics explains both
the all-or-none character and the irreversibility of the response
as arising from a dynamical system with a saddle–node bifurca-
tion. The combination of quantitative experiments, modeling, and
theory allows the events to be not just described but also
understood.
More than 40 years ago, Monod and Jacob asserted in a much-
cited, highly inﬂuential paper, that the differentiated state was
maintained by gene circuits that constituted double-negative feed-2 The reason for calling this a saddle–node bifurcation is more obvious in systems
with two time-dependent variables than it is in this case, where Mos is the only time-
dependent variable. In a two-variable system, the middle steady-state is a saddle
point in the two-dimensional vector ﬁeld representation of the system. The term
‘‘node” is synonymous with ‘‘stable steady-state”. So at a saddle–node bifurcation, a
saddle and a node come together and annihilate each other. Or, from the other
direction, a steady-state appears out of thin air and then immediately splits into a
saddle and a node.back loops [17]. Although some of the details here are different
from those imagined by Monod and Jacob—the key regulation is
translational and post-translational rather than transcriptional,
and the feedback loops include positive feedback loops, not just
double-negative feedback loops—the essential concepts of the sys-
tem that drives oocyte maturation ﬁt well with their ideas. The dif-
ferentiated state is actively maintained by a non-linear dynamical
regulatory system; the immature and mature oocytes correspond
to two stable steady states of the regulatory system; and the pro-
cess of maturation corresponds to the traversal of a bifurcation.
More recently, synthetic biology experiments have demon-
strated that artiﬁcial gene regulatory circuits similar to the systems
envisioned by Monod and Jacob and to the oocyte’s Mos/MAPK sys-
tem can function as bistable toggle switches [18,19], supporting
the notion that if you understand a biological circuit, you will be
able to exploit its design for other purposes.
3. Positive feedback, bistability, and the mitotic trigger
The cell cycle is often regarded as a complex but orderly se-
quence of contingent events: the cell grows in G1-phase, then once
it grows to a sufﬁcient size carries out DNA replication; once DNA
replication is complete, it enters mitosis; and once the chromo-
somes are lined up properly in mitosis, it carries out sister chroma-
tid separation and mitotic exit [20,21]. Murray and Kirschner
dubbed this the ‘‘dominoes” view of the cell cycle [22]. However,
some cell cycles do not behave this way. Notably, the well-studied
embryonic cell cycle of the frog X. laevis behaves more like a clock
or an autonomous oscillator than a sequence of dominoes. One can
block the endpoints of the cell cycle—DNA replication or cell divi-
sion—and still have the biochemical pulse of the cell cycle, the peri-
odic activation and inactivation of CDK1, proceed fairly normally.
Autonomous oscillators arise in a variety of biological contexts,
ranging from the one-per-second action potentials of the sino-at-
rial node, through the one-per-day transcriptional cycles of the cir-
cadian rhythm, to the monthly and yearly cycles of the endocrine
system. The powerful experimental approaches available in Xeno-
pus embryos and cell free extracts meant that it might be possible
to biochemically determine how this particular autonomous oscil-
lator works.
The basic circuitry of the embryonic cell cycle oscillator is
shown in Fig. 6. Mitotic cyclins (including cyclin A1, two different
cyclin B1 gene products, cyclin B2, cyclin B4, and cyclin B5) are
synthesized at a roughly constant rate, and during interphase theyFig. 5. Modeled steady-state response of a Xenopus to progesterone. The green
curve is the steady-state response of Mos to progesterone as described by Eq. (4).
The dashed portion of the curve represents an unstable threshold. The solid
portions represent stable steady states. The process of oocyte maturation is viewed
as the traversal of a saddle–node bifurcation. This explains the all-or-none character
of maturation and the irreversibility of the process. Adapted from [10,14].
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cyclin–CDK1 complex is in the proper phosphorylation state (Thr
161 phosphorylated; Thr 14 and Tyr 15 dephosphorylated), the
complex is active and phosphorylates (probably) hundreds of mi-
totic substrates (see [23,24]). One of the targets of active cyclin–
CDK1 is the Cdc20-bound form of the anaphase-promoting com-
plex (APC-Cdc20), an E3 ubiquityl ligase that carries out the poly-
ubiquitylation of free and CDK1-bound cyclin proteins, which are
then degraded by the proteasome. Cyclin–CDK1 and APC-Cdc20
thus constitute a negative feedback loop. This negative feedback
is essential for cell cycle oscillations; if the cell cycle is driven by
an N-terminal cyclin deletion mutant that is not efﬁciently recog-
nized by APC-Cdc20, the result is a mitotic arrest [25].
In addition, the cyclin–CDK1 network includes a positive feed-
back loop and a double-negative feedback loop (Fig. 6). Active
Wee1 can phosphorylate (at Tyr 15) CDK1 and inactivate it; con-
versely, CDK1 can phosphorylate Wee1 (at multiple sites) and inac-
tivate it. Thus Wee1 and CDK1 are mutually antagonistic and share
the double-negative relationship envisioned by Monod and Jacob
as critical for the differentiated state. Active Cdc25 can dephospho-
rylated the site Wee1 phosphorylates in CDK1; conversely, CDK1
can phosphorylate Cdc25 (at multiple sites) and bring about its
activation. Thus Cdc25 and CDK1 form a positive feedback loop.
While negative feedback loops are essential for biological oscilla-
tions, it is possible to design oscillator models that lack positive
feedback loops and yet still oscillate quite robustly. Examples of
negative-feedback-only oscillators include the classical Goodwin
oscillator [26], Albert Goldbeter’s original model of the mitotic
oscillator [27], and Michael Elowitz’s synthetic Repressilator [28].
To test the importance of positive feedback for mitotic cycles,
Pomerening et al. short-circuited the loops by supplementing the
200 nM CDK1 normally present in a Xenopus egg extract with
200 nM recombinant WT-CDK1 or 200 nM recombinant CDK1AF,
a phosphorylation site mutant that cannot be inactivated by
Wee1 and need not be activated by Cdc25. They found that this
modest perturbation changed the oscillations in CDK1 from being
explosive and sustained to more sinusoidal and damped (Fig. 7)
[29]. The CDK1AF-treated extracts ultimately settled in a state that
appeared to be intermediate between interphase and mitosis, as
assessed by the morphology of sperm chromatin added as a repor-
ter to the extract. Manipulations that forced the extract to rely
exclusively on the CDK1AF protein rather than the endogenous
CDK1 protein resulted in even more severe damping [29]. These re-
sults argue that the evolutionarily-conserved positive feedback
and double-negative feedback loops are essential components of
the mitotic oscillator.
3.1. The CDK1/Wee1/Cdc25 sub-circuit functions as a bistable mitotic
trigger
If positive feedback is essential for sustained embryonic cell cy-
cle oscillations, what exactly is it contributing to the oscillator?Fig. 6. Schematic view of the mitotic oscillator in Xenopus embryos and Xenopus egg
extracts.After all, as mentioned above, it is perfectly possible to build an
oscillator circuit without positive feedback loops.
One plausible hypothesis is that the CDK1/Wee1/Cdc25 circuit,
like the Mos/MAPK cascade in oocytes, is functioning as a bistable
toggle switch. If so it would explain the longstanding observation
of an apparent threshold in the response of CDK1 to non-degrad-
able cyclin in interphase Xenopus egg extracts [30,31]: the thresh-
old concentration of cyclin could be the point at which the system
goes through a saddle–node bifurcation. To test this hypothesis,
two groups carried out titration experiments to determine the
steady-state response of CDK1 to non-degradable cyclin in extracts
coming out of M-phase vs. coming out of interphase. The result
was an S-shaped, hysteretic, stimulus-response loop (Fig. 8). At
low concentrations of cyclin (<40 nM), only low levels of CDK1
activity were obtained. At high concentrations (>75 nM), only high
levels of CDK1 activity were obtained. However, in between these
concentrations, there were two possible steady-state levels of
CDK1 activity (Fig. 8). This indicates that, between these two
thresholds, the system was bistable. Bistability could also be seen
by examination of reporter sperm chromatin added to the extract:
over a range of 40–75 nM cyclin, the sperm remained indeﬁnitely
in an interphase-like state if the extract was coming from inter-
phase, but remained indeﬁnitely in an M-phase-like state if the ex-
tract was coming from M-phase.
Thus, the CDK1/Cdc25/Wee1 system functions as a bistable trig-
ger for mitosis, a possibility anticipated by Tyson and Novak [32]
and Thron [33] not long after it was discovered that there was po-
sitive feedback in the system [31,34–36]. But, in contrast to the
Mos/MAPK system in Xenopus oocytes, it generates a hysteretic re-
sponse rather than an irreversible one.
3.2. Rationalizing the system’s hysteretic response
In the same way that we used rate-balance analysis to analyze
the steady states of the Mos/MAPK systems (Figs. 3 and 4), it
should be possible to use a rate-balance analysis for the activation
and inactivation of cyclin–CDK1 complexes in the absence of cyclin
degradation, and determine how the hysteretic response seen in
Fig. 8A arises. The most critical pieces of information of this anal-
ysis are the shape of the response function for the inactivation of
Wee1 by CDK1; the shape of the response function for the activa-
tion of Cdc25 by CDK1; and the EC50 values for both responses. The
relevant Wee1 data—both the shape of the response function (sig-
moidal, with a Hill coefﬁcient of 3–4) and the EC50 (40 nM)—
have been reported [37]. Quantitative studies of Cdc25’s responses
have more recently been carried out (Trunnell, Kim, and Ferrell,
unpublished data). It will certainly be of interest to see whether
the Wee1 and Cdc25 responses are sufﬁcient to explain the ob-
served hysteretic response of the cyclin–CDK1 system, or whether
some essential element of the system is still missing from our pic-
ture of the mitotic trigger.
3.3. Bistability is a recurring theme in cell signaling
Here we have seen two examples of complex biological phe-
nomena—Xenopus oocyte maturation and the Xenopus embryonic
cell cycle—that can be understood in terms of feedback loops,
bistability, and saddle–node bifurcations. The idea that positive
feedback loops or double-negative feedback loops could be
important components of cellular regulatory networks goes back
to Delbrück, Novick and Weiner, and Monod and Jacob
[17,38,39]. Over the past decade numerous examples of positive
feedback loops and bistability have been hypothesized and/or
established in eukaryotic systems [40–48]. Arguably the Xenopus
oocyte and Xenopus embryo have led the way in this area
[10,14,29,37,49,50], in part because of the unique array of
Fig. 7. Short-circuiting the positive feedback in the embryonic cell cycle causes CDK1 oscillations to become less explosive and more damped. Data are from four independent
experiments and are pooled, scaled, and expressed as binomially-weighted running averages. Adapted from [29].
Fig. 8. Hysteresis and bistability in the response of CDK1 to non-degradable cyclin in Xenopus egg extracts. (A) CDK1 activity. (B) Morphology of Hoechst-stained sperm
chromatin, shown as a negative image. Adapted from [50].
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these systems.
3.4. Bistability in oocyte maturation makes sense
Oocyte maturation is, at its heart, an all-or-none and irrevers-
ible process, yet it is built out of components that are graded and
reversible in terms of their intrinsic regulation. Both the all-or-
none character and the irreversibility of oocyte maturation depend
upon positive feedback. The positive feedback loops in the control
system together with the sigmoidal response functions present
within the feedback loops combine to generate bistability, and
the maturation of an oocyte can be understood as a traversal of a
saddle–node bifurcation, where the stable steady state represent-
ing the immature oocyte ceases to exist, and the oocyte falls up
to a stable, self-reinforcing, actively-maintained steady state repre-
senting the mature oocyte. Despite many differences in terms of
the components and the exact wiring of the control systems, oo-
cyte maturation is related at a fundamental level to the lambda
phage lysis–lysogeny switch, to the galactose switch in yeast,
and to the process of myogenesis [51].
3.5. Bistability in the embryonic cell cycle is less obviously sensible
The embryonic cell cycle can be thought of as a succession of
switches between interphase and mitosis, but, unlike the maturing
oocyte, the dividing embryo never rests in either state. At heart the
cell cycle is a dynamical process driven by a never-pausing bio-
chemical oscillator. Nevertheless, this oscillator is built upon a
switch—the bistable mitotic trigger, which uses a system of inter-
connected positive and double-negative feedback loops to convert
a continuously-variable input (the total concentration of the mito-
tic cyclins) into a hysteretic response (the activity of cyclin–CDK1).
This could help to ensure that the transitions between cell cyclephases are decisive and irreversible, and indeed experimental evi-
dence has now been presented arguing that positive feedback and
bistability are critical for the irreversibility of mitotic exit [52].
Bistability also potentially provides the embryonic cell cycle
with different performance characteristics than it might have if it
were driven by negative feedback alone. For example, with models
of negative-feedback-only oscillators, it is usually not possible to
tune the period of the oscillations much without markedly chang-
ing the oscillator’s amplitude; with the combination of a bistable
trigger and a negative feedback loop, widely-tunable oscillations
become possible [53]. Perhaps this is what allows the embryonic
cell cycle to proceed over a wide range of ambient temperatures
and cell cycle periods. Bistability may also help coordinate spatially
separated regions of a large cell like a Xenopus egg: bistability
could allow the activity of a regulator like cyclin–CDK1 to spread
over millimeter distances much faster than diffusion would. Exper-
iments to test these possibilities are underway.
3.6. Simple models of not so simple systems
It is abundantly clear that biological systems are highly com-
plex. Every eukaryotic cell expresses tens of thousands of genes,
and every protein is directly or indirectly connected to every other
protein. Despite this complexity, it may be possible to understand
how some complex biological processes occur in fairly simple
terms. Even though both oocyte maturation and the embryonic cell
cycle involve, undoubtedly, dozens of proteins and RNA species (or
more), and detailed models would involve dozens of variables and
scores of parameters, one can arguably understand the essence of
the processes in terms of simple models with one or two time
dependent variables and a handful of parameters. The conceptual-
ization of oocyte maturation as the traversal of a saddle–node
bifurcation, and the conceptualization of the embryonic cell cycle
as an oscillator built upon a bistable switch with two saddle–node
J.E. Ferrell Jr. et al. / FEBS Letters 583 (2009) 3999–4005 4005bifurcations, provide examples of how some very ‘‘biological”
behaviors can be understood in simple terms. The tools for achiev-
ing this type of understanding include quantitative experimental
approaches, numerical modeling, the analytical methods of non-
linear dynamics, and a willingness to pare complex systems down
to the simplest representation consistent with experiment. The
necessary input information includes, of course, the wiring dia-
grams for the system, but also the qualitative shapes of the re-
sponse functions as well as some quantitative measures the how
the system responds (abundances, rate constants, EC50’s, and, if
dynamical rather than steady-state properties are being consid-
ered, time lags).
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