In this paper we develop a practical primal interior decomposition algorithm for two-stage stochastic programming problems. The framework of this algorithm is similar to the framework in Mehrotra andÖzevin [17, 18] and Zhao [30] , however their algorithm is altered in a simple yet fundamental way to achieve practical performance. In particular, this new algorithm weighs the log-barrier terms in the second stage problems differently than the theoretical algorithms analyzed in [17, 18, 30] . We give a method for generating a suitable starting point; selecting a good starting barrier parameter; a heuristic for first stage steplength calculation without performing line searches; and a method for adaptive addition of new scenarios over the course of the algorithm. The decomposition algorithm is implemented to solve two-stage stochastic conic programs with recourse whose underlying cones are cartesian products of linear, second order, and semidefinite cones. The performance of primal decomposition method is studied on a set of randomly generated test problems as well as a two-stage stochastic programming extension of Markowitz portfolio selection model. The computational results show that an efficient and stable implementation of primal decomposition method is possible. These results also show that in problems with large number of scenarios adaptive addition of scenarios can yield computational savings up to 80%.
Introduction
We consider the two-stage stochastic conic programming (TSSCP) problem in the form: The symmetric cones K 1 and K 2,i are Cartesian products of non-negative orthant, secondorder cones, and the cones of positive semidefinite matrices. By K + 1 and K + 2,i we represent the interior of these cones. The size of these cones in the first stage and second stage problems may be different. The columns of submatrices of A, W i , and T i corresponding to the semidefinite cones are vectorizations of symmetric matrices. In other words, the cone of semidefinite matrices are considered as a set of vectors to comply with the above standard form of TSSCP. The matrices G and H i are symmetric positive semidefinite.
Faybusovich [6, 7] presented a unified description of interior point algorithms for linear, second order cone, and semidefinite programming using the theory of Euclidian Jordan algebra. We also describe our interior decomposition algorithms using the Jordan algebra operations. For a brief introduction of Jordan algebra operations see [2, 26, 27] .
Let us define the following feasibility sets: Here F 2,i (·) is the second stage feasibility set parameterized by the first stage decision vector x, F 1 is the set of first stage feasible solutions for which all second stage problems are also feasible, and F is the set of feasible solutions for the extensive formulation of TSSCP.
Mehrotra andÖzevin [18] presented a decomposition based primal interior algorithm for the two-stage stochastic semidefinite programming problem with recourse. In their setting the first stage cone K 1 and the second stage cones K 2,i are p × p and r × r symmetric positive semidefinite matrices, respectively. Mehrotra andÖzevin [18] show that starting from a well centered first stage solution (starting barrier parameter µ , where K is the number of scenarios. Their analysis extends the earlier results of Zhao [30] for the two-stage linear stochastic programming problems, and the results of Mehrotra andÖzevin [17] for the quadratic case. The work of Zhao [30] , and Mehrotra andÖzevin [17, 18] provides a framework for implementing primal interior decomposition algorithms for two-stage stochastic programming problems. Several simplifying assumptions were made by Zhao [30] and Mehrotra andÖzevin [17, 18] while analyzing their algorithms. The purpose of this paper is to develop a more practical primal interior decomposition algorithm for two stage stochastic conic programs.
The basic steps of a primal interior decomposition algorithm are as follows:
A Basic Primal Interior Decomposition Framework (Algorithm 1) Initialization. Let x 1 be a starting point, µ 1 > 0 a starting barrier parameter, and µ * be the desired termination value of the barrier parameter. Also, let β > 0, γ ∈ (0, 1), and θ > 0 be suitable scalar parameters.
Step 1.
Step 1.1. Solve all second stage centering problems for the current x and µ.
Step 1.2. Using the second stage solutions compute the first stage Newton direction.
Step 1.3. Compute the local norm δ(µ, x) of the Newton direction ∆x as a measure of distance from the current point x to the first stage µ-center.
Step 1.4. Update first stage solution as x := x + θ∆x. If δ(µ, x) ≤ β go to Step 2, otherwise go to Step 1.1.
Step 2. If µ ≤ µ * (or some other termination criterion is satisfied) stop, otherwise reduce µ = γµ and go to Step 1.1.
Note that a variant of Algorithm 1 that reduces µ rapidly (long-step variant) may iterate several times in the loop Step 1.1 -Step 1.4 after reducing the value of µ in Step 2. In the short-step method this loop is executed only once, but this method reduces µ slowly. The iterates in the loop Step 1.1 -Step 1.4 are called the inner iterations of Algorithm 1. These iterations constitute most of the work in Algorithm 1. Theoretical values for parameters β, γ, θ, and the choice of δ(µ, x) are given in [30, 17, 18] in the context of proving polynomial time convergence of short-step and long-step methods.
This paper develops a different primal interior decomposition algorithm than the one analyzed in [30, 17, 18] . While the algorithm analyzed in [30, 17, 18] has a better worst case theoretical complexity than the one proposed in this paper, computational experience suggests that the new proposed algorithm gives better performance in practice. The proposed algorithm differs from the algorithms in [30, 17, 18] in Step 1.1. In particular, it defines the second stage centering problems differently. We will present this algorithm and compare it with the algorithms in [30, 17, 18] in Section 2. We have some probabilistic/heuristic justifications for the superior performance of the proposed algorithm, which we intend to document elsewhere.
In the primal decomposition framework (for algorithms in [30, 17, 18] , as well as the new algorithm) we need to address several issues to develop practical efficient implementations. These issues are:
(i) (Initialization). We need to find a suitable feasible first stage solution and ensure the feasibility of all second stage problems corresponding to this solution. If TSSCP satisfies a full recourse assumption, i.e., all second stage problems are feasible for all first stage solutions, then feasibility of second stage is not an issue. However, this assumption may not hold in general.
(ii) (Steps 1.1, 1.2). The assumption of the availability of exact solutions of the second stage centering problems in [30, 17, 18] considerably simplifies the convergence analysis. However, solving second stage problems exactly is not possible. The practical implications of working with inexact solutions on first stage iterations and algorithmic robustness are not clear.
(iii) (Step 1.3). It is not clear how closely the algorithm should follow the first stage central path (value of parameter β) for it to be practical and robust. Following the central path too closely would unnecessarily increase computational efforts, whereas if we ignore the central path the algorithm may not converge.
(iv) (Step 1.4). The theoretical analysis assumes taking fixed steps along the Newton direction. This is conservative since taking larger steps give faster convergence. We need to find a good way to select the first stage step-length θ without performing line searches. Performing a line search over the barrier objective (defined in Section 2) is not practical since an evaluation of this function for a given µ and x requires solutions of all second stage problems which is equivalent to computing a new first stage Newton direction.
(v) (Step 1.5). A practical value of γ.
(vi) (Adaptive Addition of Scenarios). The primal decomposition interior point methods for two-stage stochastic programming are appealing because the computation of the first stage Newton direction decomposes across second stage scenarios. This naturally allows the possibility of increasing the number of second stage scenarios as the algorithm progresses. The analysis in [30, 17, 18] is for a fixed number of scenarios. Note that adding a significant number of new scenarios modifies the recourse function and shifts the first stage central path. A theoretical analysis of this shift is challenging. However, adding scenarios adaptively as the algorithm progresses has the potential of saving computational efforts, especially when the number of scenarios is very large. How can adaptive addition of scenarios be implemented in practice?
(vii) (Warm-Start). Is it possible to use solutions from previously solved second stage problems to warm-start new related second stage problems? There are two situations where a warm-start might be possible. The first possibility is when x and/or µ changes in Steps 1.4 and 1.5 in a pre-existing scenario. The second possibility is when scenarios are added adaptively, and a centered solution of a new scenario is desired for the current x and µ.
In stochastic programming we have an additional issue of determining the number of scenarios (when the uncertain parameters have continuous distribution, or have a huge finite support) required to ensure a desired quality of solution. This is achieved through generating lower and upper bounds, and a statistical analysis around these bounds. Methods for generating such bounds are discussed in Linderoth, et. al. [13] , and are beyond the scope of this paper. In this paper we will assume that the problem has a given large number of scenarios.
Within the context of the proposed practical algorithm we provide resolution of (i-vii) to various extent. We give numerical results for the proposed implementation strategies. Computational results are presented in Sections 4-7. These results are obtained on an extension of the classical Markowitz portfolio optimization problem, and a set of randomly generated conic programming test problems that have linear, second order, and semidefinite cones. The test problems are described in Section 3. Section 4 focuses on various algorithmic parameters and line search in the primal decomposition algorithm. Section 5 presents results on various characteristics of the algorithm exhibited by the problems we solved. Section 6 develops a methodology for adaptive addition of Scenarios, and Section 7 discusses results obtained using scenario addition and warm-start during scenario addition. The computational results were obtained using MATLAB version 6.5.1 on a IBM T42 using Pentium M 1.7 GHz with 1GB of RAM. The entire code is written using MATLAB's internal libraries.
Primal Interior Decomposition Algorithms
In this section we describe the algorithm we have found to work better in practice. We compare this algorithm with the algorithms presented and analyzed in Zhao [30] , and Mehrotra andÖzevin [17, 18] . The algorithm of [30, 17, 18] is described in Section 2.1. In Section 2.2 we describe the proposed practical algorithm, and in Section 2.3 we compare the two algorithms computationally.
Zhao [30], Mehrotra andÖzevin [17, 18] Primal Decomposition Algorithm
In [30, 17, 18] the authors redefine the recourse function in (1.2) as
They consider the log-barrier problem associated with (2.1):
The first stage log-barrier problem in [30, 17, 18 ] is defined as:
For a given x and µ, the optimality conditions for (2.2) are:
Let x(µ) := argmax{η(µ, x)} for a given µ > 0. We refer to x(µ) as the first stage µ-center and to the trajectory {x(µ), µ > 0} as the first stage central path. We denote the unique solution of (2.4) for any given x ∈ F 1 i and µ > 0 by (
. . , K, and call this solution the second stage µ-center. The µ-centers for different values of µ form the second stage central path for a given x as µ decreases from ∞ to zero.
A brief summary of the key Jordan algebra operations is as follows. In (2.4) the matrix P (λ and ι 2,i is the identity solution of the cone K 2,i [6, 7] . The vector λ 1/2 i is the square root (in the Jordan algebra sense) of the dual multiplier λ i , that is, λ 1/2 i is a unique vector such that λ i = P (λ 1/2 i )ι. For any given symmetric cone K, and a given λ ∈ K, the identity solution ι of K is a unique element of K such that L(λ)ι = λ for all λ ∈ K, where L(λ) is the multiplication by λ linear operator of the cone K. Furthermore, the vector λ
is the unique inverse of K
= λ. The gradient and Hessian of the function ln det(λ) has the form:
The form of P (λ) in case of primitive symmetric cones as well as Cartesian products of primitives are given in [26] . The gradient and Hessian of the barrier objectiveη(µ, x) are calculated as follows:
The quantities ∇λ(·), and ∇γ i (·) are calculated as follows. Differentiating the optimality conditions (2.4) with respect to x we obtain
where
is same as the maximizer of the log-barrier function
over the set F.
In the basic primal decomposition framework (Algorithm 1) the first stage Newton direction ∆x (Step 1.2) is the optimal solution of max ∇η(x)
In Step 1.3, the local norm of the Newton step calculated at x is given by
For two-stage stochastic semidefinite programs Mehrotra andÖzevin [18] show that the log-barrier recourse functionη(µ, x) is a strongly µ-self-concordant function, and forms a strongly self-concordant family. This is used to establish convergence for short and long-step path following algorithms as discussed in the introduction.
A Practical Primal Decomposition Algorithm
We now describe a more practical primal decomposition algorithm within the framework of Algorithm 1. In this algorithm we work directly with the form of the second stage problem (1.3) without scaling the second stage objectives as is done in (2.1). Let us consider the log-barrier problem associated with (1.3):
The first stage log-barrier problem is now defined as:
We can show that for a fixed µ, the solutions (x(µ),
. . , K) of (2.11 -2.12) are same as the maximizer of the log-barrier function
over F.
Note that in contrast to (2.9), in (2.14) the second stage log-barrier terms are scaled with the corresponding probabilities. Hence, when solving the second stage problems to compute the Newton direction for a given x, solutions are computed for a smaller value of µ (scaled by π i ). We do not have an obvious analog of the result thatη(µ, x) is a strongly µ-self-concordant function for the function η(x, µ). A weaker worst case theoretical bound is expected when following the analysis in [18] . However, a probabilistic analysis shows that better convergence results are possible under an appropriate probabilistic assumption. A detailed analysis is beyond the scope of this paper, and would be treated elsewhere.
The algebraic development of the computation of Newton direction for (2.12) is similar to the development for (2.3). For a given x and µ, the optimality conditions of (2.11) are
where ι 2,i is defined as before. The gradient and Hessian of the barrier objective η(µ, x) are calculated as follows:
In the basic primal decomposition framework (Algorithm 1) the first stage Newton direction (Step 1.2) is the optimal solution of: 
In Step 1.3, the local norm of the Newton step calculated at x becomes
Performance Comparison of Basic Primal Decomposition Algorithms
The computations of Newton direction in Sections 2.1 and 2.2 were implemented using the same starting point, using identical parameter settings, and the same subroutines. These settings are discussed in the next section in the context of the algorithm in Section 2.2. We ensured that same relative precision is achieved when solving the second stage KKT systems (2.4) and (2.15) to compute the second stage solutions in their respective problems. Table 1 gives results on a set of 100 scenario test problems. These problems are described in Section 3.2. Columns "itr" give the number of inner iterations in both algorithms, and columns "convergence" indicates if convergence to eight digits of accuracy was achieved for these problems when the algorithms terminate. A failure to converge to a solution with eight digits of accuracy is indicated by "NO." Various reasons for this failure are explained in Section 4.2. Superiority of the algorithm in Section 2.2 is obvious.
Test Problems
We studied the performance of our decomposition algorithm on randomly generated twostage stochastic conic programs and a specific stochastic programming problem arising from a two-stage extension of the classical Markowitz's mean-variance model. We now describe generation of these test problems. The seminal mean-variance model of Markowitz [15] provides a quantitative framework for establishing a balance of the risk and return characteristics of various asset classes. In this model return on the portfolio is measured by the expected value of the portfolio return, and the associated risk is quantified by the variance of the portfolio return.
Consider a portfolio that invests in n assets over a single period. Denote by x ∈ R n the portfolio vector, and byr ∈ R n the random vector of asset returns over a given horizon. The mean-variance setting assumes thatr has a multivariate normal distribution with meanr and covariance Q. The corresponding mean-variance problem is given by min{w We formulate a two-stage extension of the static single-period Markowitz model to address these issues. Let us first introduce some notation in preparation to formulating this model. This model can be viewed as an alternative to the robust optimization model proposed by Goldfarb and Iyengar [10] in incorporating uncertainty in the covariance matrix. The current time is denoted by t 1 . At time t 1 after having observed the return vector r 0 the investor forms a portfolio and at time t 2 > t 1 he can revise his portfolio. The revised portfolio is kept until t 3 . The problem is to decide a portfolio at time t 1 in anticipation of its revision at time t 2 . The evolution of the asset return vector and the covariance matrix is approximated with K scenarios, which we index by i = 1, . . . , K.
We define the following decision variables and parameters: We have the following two-stage extension of the basic mean-variance model
In the above model, the magnitude of the variation between first and second stage solutions is bounded by the constraints (3.1). In practice an investor would avoid large changes between the optimal first and second stage portfolio positions since such changes can lead to prohibitive amounts of transaction costs. Moreover, limiting the variation between the first and second period portfolio positions would make first period optimal portfolio composition less sensitive to perturbations in the problem parameters. Alternatively, the model may be viewed as a way of finding a 'centroid' solution when multiple estimates of r and Q exist. In both respects, one may prefer our model to the single-period robust portfolio optimization model introduced in Goldfarb and Iyengar [10] , since robust models tend to be pessimistic.
For the test problems generated for this paper we use a multivariate GARCH model to describe the return process:
where the symbol * denotes the Hadamard product of two matrices and
We randomly generated the model parameters φ 0 , φ 1 , A, C, and B, as well as the starting asset returns vector r 1 and covariance Q 1 . The matrices A, B and C are generated as symmetric positive semidefinite matrices to ensure that the forecasted conditional covariance matrices Q t are positive semidefinite [12] . We calibrated the probability distributions from which we sample A, B and C such that the forecasted asset returns in general fall into the [0.5,1.5] range, volatilities vary around 10% and correlations take values between −0.5 and 0.5. These parameter ranges allow us to generate problems that are realistic, but also have significant volatility to test the algorithm.
We generate scenarios (r 2,i , Q 2,i ) using an n-dimensional Sobol sequence [5, 9] , where n is the number assets in the portfolio. To obtain a set of K samples, ( 1,1 , . . . , 1,K ), of the residual vector 1 , we start with generating the K n-dimensional Sobol points (S 1 , . . . , S K ). Then, we set
where Φ is the cumulative normal distribution function.
Finally, we generate (r 2,i , Q 2,i ) using the following relationships:
To generate the minimum required expected asset returnsr min 1 andr min 2,i we assume that the investor wants to beat a fixed-weight strategyw. We randomly generate the vectorw and then setr min 1 = r 1w andr min 2,i = r 2,iw , i = 1, . . . , K. In this paper, we report results on instances of this model for n = 20, 30, and 40 and for different values of τ 2,i . The computational results in Section 7 indicate that smaller values of τ 2,i tend to generate second stage problems with which warm-start is harder.
Generation of the Random Test Problems
While two-stage conic extensions of Markowitz model provide an important application example, a more systematic study on the algorithmic behavior is possible on random test problems. We generate these test problems by taking discrete approximations of the following continuous stochastic program: 4) and for each realization ω ∈ Ω of the random variableω
The random test problems are generated by takingω as a t-dimensional vector that is uniformly distributed over is used as a base, which is further randomized to get the second stage scenarios. This is done as follows.
We discretize the continuous probability distribution ofω using a quasi Monte Carlo technique. In particular, we use a t-dimensional Sobol sequence to generate the second stage problems. Let (S 1 , . . . , S N ) be the Sobol sequence approximating the t-dimensional uniform distribution. To construct N second stage problems we generate N samples, ω 1 , . . . , ω N , of the random vectorω from this Sobol sequence using N points. We set A larger value of p % gives a greater randomization of the base data. Next, we generate a random vectorỹ of the same size as the second stage variable y ω and set
We choose an appropriate value of τ 1 and τ 2,i to ensure that the feasible sets are bounded. This ensures the feasibility of TSSCP. In (3.3) and (3.5) 2-norm constraints on x and y ω are given separately for clarity, however, in the rest of the paper they are considered as a second-order cone block in A, W i , T i and their slacks will be included as a second-order cone block in s 1 and s 2,i , respectively. Table 2 gives problems generated using the above described method. For all problems L = 2.5 is used. This table gives information on the number of equality constraints (Column: Equality), the size of linear cones (Column: LINC), the size of second order cones (Column: SOC), the size of semidefinite cones (Column: SDC) and the dimension of the first and second stage variables x and y i in each of the problems. Problems MCR1-6 are generated by taking a reasonable amount of randomness in the second stage (p % = 5%), Problems MCL1-6 are generated by taking a large amount of randomness (p % = 50%), and problems MCH1-6 are generated by taking a huge amount of randomness (p % = 500%). For all of these problems the size of first and second stage cones are equal and the dimension of the Sobol sequence is two (t = 2). In each second stage problems, two elements f i , R i , U i and two elements in each block of W i and T i (altogether 22 elements) are perturbed using the two elements of ω i . The 2-norm constraint is not randomized.
Problems MCL13-MCL63 have dimensions similar to those of problems MCL1-MCL6, however, these problems were generated using a 33-dimensional Sobol sequence (t = 33) and setting p % = 50%. Three dimensional subvectors of the 33-dimensional Sobol points (altogether 11 distinct subvectors) are used to perturb three elements of f i , R i , U i and three elements in each block of W i and T i . Thus these problems are expected to be random in a different way than MCL1-6. Problems MCRS1-6 have increasing size of the second stage cone and decision variables y i . Here Problem MCRS1 is identical to Problem MCR2. Problems MCRF1-6 have increasing size of the first stage cone and decision variable x. Here Problem MCRF1 is identical to Problem MCR2. These problems were generated using a 2-dimensional Sobol sequence (t = 2) and setting p % = 5%. When referring to the randomly generated problems we use name-N , where N indicates the number of second stage scenarios in the instance.
Implementing the Primal Interior Decomposition Algorithm
In this section we discuss a practical implementation of primal interior decomposition algorithms. This implementation uses the knowledge that the underlying problem is a stochastic program. The central idea is to estimate the properties of a large-scale stochastic problem with the help of problems with few scenarios. This information is used to device implementation heuristics. In the rest of this paper we assume that the probabilities π i (weights) in the TSSCP (1.1-1.3) are 1/K.
Initialization
We need an interior starting point that is feasible for the first stage, and for which all second stage problems have feasible interior solutions. For this purpose we consider the feasibility barrier centering problem max
and its KKT conditions:
Equations (4.1) are solved to a desirable accuracy. An infeasible primal-dual interior point method based on the description in [26, 27] is used. If such a solution is not found within a desirable accuracy then the problem is 'infeasible'. Otherwise, the iterate at which the primal-dual algorithm terminates is taken as a solution. Some details of this implementation are given in Section 4.2. The properties of interior point methods suggest that if an interior feasible solution is available, then the infeasible primal-dual interior method will provide such a solution [22, 11] . The solution of (4.1) may not provide a starting point for which all second stage problems are feasible if the problem does not has full recourse. We use an artificial variable (y a i ) for the second stage problem to ensure a full recourse. The second stage problems with the artificial variable take the form: 
where M is a sufficiently large constant to ensure that y a i → 0, as a solution of TSSCP is approached. It is easy to construct a feasible solution of (4.2), which is taken as a starting point for the centering problem (2.11) defined for (4.2).
We still have the problem of identifying a proper value of M . We achieve this in the preprocessing phase. We experiment with an approximation of the original large-scale problem with a small number of scenarios (e.g., N = 100) with different values of M , which is taken as a multiple of the infinite norm of the problem data. The smallest value of M that successfully reduces y a i below 10
for all sampled problems is multiplied by a constant for later use. This constant is 10 for the experiments reported in this paper. This strategy allows us to work with values of M that are not unnecessarily large. Taking very large values of M may cause numerical difficulties. Although this approach is heuristic it has worked successfully in all our computations. One may think about adjusting the value of M dynamically over the course of the algorithm.
Initial Warm Start
When solving different small sampled problems in the beginning, the first stage solution from the first sampled problem is used to warm start all subsequent problems.
Selection of the Starting Barrier Parameter
Starting with a µ that is too small may take too many inner iterations to reach the initial centered point, whereas, choosing an unnecessarily large starting µ increases the number of outer iterations. We use information from the preprocessing phase to identify a suitable starting µ. When solving a sampled problem we identify the value of µ that gives only a single digit of accuracy in this problem. Solving this problem to optimality also gives us the magnitude of the optimal objective. Let us denote the objective identified in this step by z. Let ν be the order of the first stage cone K 1 . We letμ ) as the starting µ, and record the number of inner iterations required to solve the problem. We select a value of µ that requires least number of inner iterations to get an optimal solution starting from that value. The corresponding solution is used to start the main algorithm for TSSCP.
Solution of the Second Stage Centering Problems
Each inner iteration of our algorithm solves second stage centering problems defined after updating x and/or µ. It is neither necessary nor possible to exactly solve second stage centering problems. In the following (4.3) ensures sufficient feasibility in the solution, and (4.4) ensures proximity (controlled by parameter ν) to the central path.
We start from the solution of the second stage problem available at the end of the previous iteration. These starting points are no longer feasible or centered. We employ an infeasible primal-dual interior point method to solve the second stage centering problems. The primaldual method implements the Nesterov-Todd [21, 28] scaling to symmetrize the KKT system, and take steps along the Newton direction for recentering. A second stage line search is performed for computing the step length as follows.
If a full Newton step (length 1) is feasible, we give priority to restoring primal and dual feasibility and take this step. When a full Newton step is not feasible, we choose a steplength that minimizes ξ := ξ f eas , ξ cent , where (ξ f eas is a third order polynomial which has one or three real roots. Let denote the maximum step-length that we can take without violating the conic constraints on the primal slack s 2,i and on the dual multipliers (λ i ) associated with the primal constraints. If there are no real roots less than , is the optimal step length. If there is only one real root less than , it is the optimal step length. If all three roots are real and less than , either the smallest or the largest root is the optimal step length. When is the optimal step length we take a slightly shorter step (0.9* ) to ensure that primal and dual iterates stay far away from the boundary. In the results reported in this paper no attempts are made to take different steps along primal and dual directions, and a predictor-corrector strategy is not used. Table 3 gives computational results for Problem MCR3 with 100 second stage scenarios using γ = 0.1, and different combinations of β and ν. We use tol f eas = 10 Tables 3 and 4 . For these results the algorithm is terminated when the relative improvement in the objective value at two successive major iterations is less than eight digits. It usually corresponds to a value of µ between 10 . The number of inner iterations taken by the algorithm are given in Table 3 if a problem is successfully solved to eight digits of accuracy. For all runs reported in Table 3 we used a relatively accurate line search to avoid any misinterpretations. In all the runs performing line search, the search is terminated when we have three digits of accuracy in the step length parameter. The iteration counts are indicated by "-" when the implementation fails to achieve eight digits of precision. There are several reasons for this failure. For some problems the Cholesky factorization method in MATLAB becomes unstable. For other problems the solution does not has eight digits of accuracy, even though the change in the objective between two successive major iterations is less than eight digits. This may be due to the fact that for β = 5 the neighborhood of the central path may be too wide to correctly measure termination based on either relative improvement or barrier parameter value criterion.
When warm starting from the previous solution, typically only one (occasionally two Table 4 gives computational results for Problem MCR3-100 for ν = 1, and using different combinations of β and γ. The results in Table 4 show that the total number of inner iterations increase for large values of γ (µ is decreased slowly). Also when µ is reduced too aggressively the total number of inner iterations tend to increase indicating that recentering becomes more difficult in this case. In our experiments the choices γ = 0.1 and β = 1 give good results for all the problems.
First Stage Centering and Barrier Reduction Rate

First Stage Step Length
The analysis of long-step primal interior point algorithms, such as the one given in [18, 20, 30] is based on taking fixed-length steps along the Newton direction. The choice of this step length is given as θ = (1 + δ) −1 , where δ is the local norm of the Newton direction, as explained in Sections 2.1 and 2.2. This step length is usually very conservative, and there is a need to develop a step length selection strategy that is more efficient. The strategy of taking a constant step to the boundary, which works well for the primal-dual algorithms [14, 16] is not always stable in the current setting. Also, in practice we can not perform an elaborate line search with back-tracking, since each barrier function evaluation (or its derivative evaluation) requires solution of all second stage scenarios. This is almost equal to the cost of computing the first stage direction afresh. Hence, we need a heuristic that avoids unnecessary barrier function evaluations while not increasing the total number of inner iterations significantly.
The following step length selection strategy has worked well in our computational experi- , 1, 0.9 }, where is the maximum step to the boundary of the feasible set, and α is a scalar constant. We take this step, and check the value of barrier function at the new point. This evaluation of the barrier function is combined with the computation of the new Newton direction, if the step is accepted. Hence, there is no efficiency loss in this function evaluation. We ensure that the barrier function has reduced sufficiently at the new point, which is almost always the case. In a few rare occasions, when the barrier function is not reduced sufficiently we can backtrack by aggressively reducing α. In our computations when this happened we simply set α = 1, i.e., in this case we take θ = (1 + δ) −1 . This has always reduced the barrier function to a desirable amount. The use of the parameter α is justified through empirical observations, which indicate that when an iterate is close to the boundary the optimum step length is a multiple of (1 + δ) −1 . Such results are shown in Table 5 for problem MCR4-100. We use α = 4 in our actual computations. The results in Table 6 show that the choice of parameter α is important in reducing the total number of inner iterations. Note that the number of inner iterations are slightly larger for both small and large values of α. This is because for a small value of α the step is conservative, while for a large value of α usually the step is so large that we take 0.9 as a step length instead of α(1 + δ) −1 . Reasons for failure indicated in these tables are similar to those discussed before. While analyzing 100 scenario problems of different size, and randomness we find that the heuristic step-length strategy performs well, usually, within 10-20% of the results obtained from an 'exact' line search. The 'exact' line search is performed using bisection method and it is terminated when the interval of uncertainty is reduced to 10 . The worst offenders (about 25% worse) were problems MCRF14-MCRF6 (see Table 10 ) suggesting that further refinements may provide improvements.
Basic Behavior of the Primal Decomposition Algorithm
Comparison with a Direct Method
Since we can formulate TSSCP as a large conic programming problem (extensive formulation), one can use a primal-dual interior point method for solving the extensive formulation. SeDuMi [25] is a popular solver that can be used to directly solve the extensive formulations of the problem we generate. Table 9 gives a comparison of the total number of iterations taken by the primal decomposition algorithm (for α = 4, β = 1, γ = 0.1, ν = 1) and those taken by SeDuMi 1.05 [25] for an extensive formulation of the problem. In order to compare the performance of primal decomposition algorithm with that of SeDuMi, it is more appropriate to consider the number of inner iterations taken by the primal decomposition algorithm with the number of iterations taken by SeDuMi to achieve the same accuracy in the solution. SeDuMi implements Mehrotra's predictor-corrector method. The work required to compute one predictor step in SeDuMi is roughly equivalent to computing a Newton direction in an inner iteration of the primal decomposition algorithm. A comparison of cpu times will be misleading because of a variety of reasons. These codes are written using different linear algebra libraries (SeDuMi uses its C code, while we depend on MATLAB). Because Table 9 : Comparison of our implementation (γ = 0.1, β = 1, ν = 1, and α = 4) to SeDuMi MATLAB is an interpreted language, it must interpret every line in a for loop every time it goes through it and this makes MATLAB very slow in handling loops. Furthermore, when solving problems we generate scenarios on the fly, while SeDuMi reads an extensive formulation which becomes memory intensive to generate and write in a text file to be readable by SeDuMi. We were unable to feed larger problems to SeDuMi for this reason. For the problems that were solved by both SeDuMi and the primal decomposition algorithm, results indicate that both algorithms correctly achieve eight digits of accuracy. SeDuMi took 10 to 30% fewer iterations. Recall that the corrector step in the predictor-corrector method reduces the total number of iterations by 20 to 50%. Hence, it appears that for a "Newton" step based algorithm the total number of iterations taken by the primal decomposition algorithm are comparable. Table 10 gives the number of iterations required by the primal decomposition method with increasing size of cones in the problem (in short called problem size). The problems with increasing second stage scenario size are MCRS1-MCRS6, and those with increasing first stage scenario size are MCRF1-MCRF6. These results show that the number of inner iterations are not significantly affected by the size of the second stage problems, whereas, the number of inner iterations show an early upward trend but become stable as size of the first stage problem grows. This indicates that the complexity of the algorithm depends on the size of the first stage problems, however, the iteration growth is not very rapid, which is generally the case with interior point methods.
Performance with Increasing Problem Size
Performance of the Algorithm with Increasing Randomness
We generated problems with increasing amount of randomness in the problem data by varying the value of p % . Recall that for Problems MCR1-6 p % = 5%, for Problems MCL1-MCL6 p % = 50%, and for Problems MCH1-MCH6 p % = 500%. We also generated problems MCL13-MCL63 where the dimension of the underlying random variable is 33 and p % = 50%. Results for 100-scenario instances of these problems are given in Table 11 . When comparing the number of inner iterations for these problems with those for problems MCR1-6 no significant trend is observed with increasing randomness. From these results infer that the number of inner iterations required by the algorithm is not dependent of the randomness in Table 11 : Number of inner iterations as problem randomness increases (γ = 0.1, β = 1, ν = 1, and α = 4) the problem data.
Performance of the Algorithm with Increasing Number of Scenarios
In Table 12 we give the number of inner iterations taken when solving Problems MCR3 and MCR4 with increasing number scenarios. Implementation details for problems with larger than 100 scenarios are discussed in Section 7. A comparison of these results shows no increasing trend in the required number of inner iterations with increasing number of scenarios. MCR2  31  27  30  27  32  26  32  26  MCR3  25  21  25  22  25  22  25  22   Table 12 : Number of inner iterations as number of scenarios increases (γ = 0.1, β = 1, ν = 1, and α = 4)
Adaptive Scenario Addition Heuristic
The primal decomposition algorithm naturally allows adaptive addition of scenarios as the algorithm progresses. It is important to explore this possibility since adaptive addition of scenario may lead to significant computational savings. Recall that when the number of scenarios is fixed (no adaptive scenario addition) we move along a fixed first stage central path as µ is reduced. However, in the adaptive algorithm the first stage central path shifts when new scenarios are added. As the results in Section 7 show, we need to be careful while adding scenarios adaptively. This is because if large number of scenarios are added for a small value of the barrier parameter, the shift in the primal central path caused by this scenario addition may result in a poorly conditioned problem. This, in turn, may require significantly more inner iterations to recenter or even cause numerical breakdowns.
In this section we develop a heuristic that addresses this issue. The key idea behind our heuristic is to add the number of scenarios in such a way that scenario addition and reducing the value of barrier parameter in the algorithm have similar impact on shifting the first stage center. For this purpose we device methods for estimating the change in the barrier objective value caused by scenario addition, and also suggest ways to measure the change in the barrier objective resulting from reducing µ. The assumptions made while developing this heuristic are justified through empirical evidence.
We add new scenarios when µ is reduced in Step 2 of Algorithm 1. Our heuristic aims to maintain
is the optimum objective of the sample-average log-barrier problem with N k samples for µ = µ
Note that the sample-average function is a random variable when scenarios are generated randomly (Monte Carlo). We represent the corresponding random variable byη N (·, ·). Every randomly generated batch of N -samples yields a different realization
A justification of the heuristic idea is as follows. In the adaptive implementation of our algorithm, at the beginning of the k-th outer iteration we decrease the barrier parameter from µ
, and simultaneously increase the number of scenarios from N k−1 to N k . In general, both of these actions may increase the distance of current point x to the central path. Decreasing µ moves away the µ-center, whereas, increasing the number of scenarios may shift the central path. Since experimentally we know that it takes only a few iterations to recenter after decreasing µ in the case where the number of scenarios is fixed, by keeping the impact of adding number of scenarios of the same order as the impact of decreasing µ, we expect that the number of iterations required to converge to the new center with added scenarios will be of the same order.
Confidence Interval Estimation
Various estimations required to build our heuristic are motivated by the following theorem from Shapiro [24] . 
Recall that since the log-barrier recourse function η N (·, ·) is concave, it has a unique maximizer. Thus it satisfies the uniqueness condition in (iii) of Theorem 6.1. The assumption that first and second stage problems are feasible and bounded ensures the remaining regularity conditions in Theorem 6.1. Hence, when the random variable governing the stochastic program has a continuous distribution and the second stage problems are generated using Monte-Carlo sampling, Theorem 6.1 applies. In this case, we have V ar [ 
. Here, ρ(·, ·,ω) is the log-barrier counterpart of ρ(·,ω) in (3.4). Note also that we used the observation that the randomness ofη N (µ, x N (µ)) is due to the log-barrier recourse function. Theorem 6.1 shows that 
Here s N (µ, x N (µ)) is a N -sample approximation of the sample variance estimator of σ 2 (µ, x(µ)), and the value of z α provides the level of confidence we want in the bound. In particular, z α satisfies P {Φ(0, 1) ≤ z α } = 1 − α. The statistical and approximate nature of this bound is indicated by using the symbol ≤.
We use a quasi-Monte-Carlo (QMC) (Sobol' sequence) technique instead of Monte-Carlo to generate second stage sample since it is known that better variance convergence rates are possible by using QMC techniques. For example, the empirical results in Glasserman [9] and our own experiments suggest that Sobol' sequence gives much faster convergence than a Monte-Carlo sampling. Unfortunately, the convergence rate theory for these techniques is not yet fully developed in the stochastic programming setting. For example, we do not know the asymptotic distribution ofη N (µ, x N (µ)) − η(µ, x(µ)) for scenarios generated using Sobol' sequence, and if an analogue of Theorem 6.1 holds. Heuristically, we expect that when scenarios are generated using Sobol' sequence
where RM S N (µ, x N (µ)) represents the "root-mean-square" error ofη N (µ, x N (µ)), and z α provides a confidence interval as before. The root-mean-square error is calculated by randomizing the Sobol' sequence as follows.
Let S i represent the Sobol' sequence used to generate the second stage scenarios. To generate j-th set of N scenarios we generate a random (Monte-Carlo) vector U j , uniformly distributed over the unit hypercube of appropriate dimension and generate a new sequence:
The problem corresponding toS i j is generated as described in Section 3.2. This process is repeated for j = 1, . . . m to generate m random problems each having N scenarios. Let η N (j) (µ, x N (j) (µ)) denote the log-barrier objective of the j-th problem for a given µ and x N (j) (µ). Now N (µ) ) for large N requires significant work which is not practical in an algorithmic setting. However, in QMC we expect RMS to decrease by O(1/N κ ), where 1 ≥ κ > .5 [9, Chapter 5] . Note that for Monte-Carlo κ = 0.5. The knowledge of κ can allow us to approximate RM S N (µ, x N (µ)) for large N , by scaling RM S N (µ, x N (µ)) calculated for some a small value N . However, even this computation may be expensive, since computation of RM S N (µ, x) requires several (m) replications of problems with small sample size. With this in mind in our implementation we perform the computation of κ once off-line, while we further approximate the computation of RM S N (µ, x N (µ)) by taking (possibly biased)
Note that as a consequence of this approximation we now have
which is similar to the approximation for the Monte-Carlo case expect that we now have a tighter inequality due to 1/N κ . With the above discussion the problem of estimating a bound on |η N (µ, x N (µ))−η(µ, x(µ) )| is now reduced to the problem of estimatingσ 2 N (µ, x(µ)) and κ. The discussion in Section 6.2 shows that good approximations ofσ N (µ, x N (µ)) are available cheaply because of the empirically observed properties of the primal central path. Fortunately very accurate values of κ are not required since the adaptive scenario generation heuristic allows a lot of flexibility. The calculation of κ is discussed in Section 6.3.
Empirical Observations on the First Stage Central Path and the Variance of Second Stage Barrier Objectives
We empirically observe thatσ N (µ, ·) does not change significantly with µ at solutions on (or near) the first stage central path. Furthermore, it also does not change significantly with increasing value of N . Hence, it is sufficient to computeσ N (µ, ·) for a large value of µ and a small sample size N at x N (µ). These empirical observations are illustrated in Table 13 . Results in this table are obtained from 100, 1, 000 and 10, 000-scenario approximations of problem MCR3. We solved each of these problems using the primal decomposition method. We calculatedσ N (µ In the above experiment for each outer iteration k, we also calculated the changes in the value of η N to observe its behavior. From the results in Table 13 we observe that ∆η N (µ k ) scales proportionally to µ and does not change significantly as N increases. This suggests that it is sufficient to solve the sample average approximation to a low accuracy (zero or one digit) to estimateσ N (µ, ·), and ∆η N (µ) for any µ. Note that this last property is due to the form of the objective in (2.12) (due to the weighting of the second stage barrier term by π i ), and it is not obviously shared by the objective function in (2.3), where the 'contribution' of the barrier grows as more scenarios are added.
Estimating Convergence Rate of the Root-Mean-Square Error
For problem MCR3 we experimented with N = 10, 50, 250, 1,000 and 5,000 scenario approximations of the TSSCP. We generated m = 100 batches of 5000 samples. We identified x Using these values we obtained the root-mean-square error RM S N (0.001,x 1 100 (0.001)) for N = 10, 50, 250, 1, 000 and 5, 000. Table 14 gives the root-mean-square errors for problem MCR3 calculated in this way. An average convergence rate of κ = 0.84 is observed. Note that a different choice of x may give a slightly different rate of convergence, and also one may think about building a confidence interval for the rate of convergence. We have not done this in our experiments, since a crude estimate is sufficient for us. In our numerical experiments on adaptive scenario addition, we used κ = 0.85 for all randomly generated problems, and κ = 0.7 for all Markowitz problems. The dimension of the Sobol' sequence used to generate Markowitz problems is greater (20 to 40 vs. 2 or 33 in the randomly generated problems), potentially resulting in a slower convergence rate. . From the discussion in Section 6.1 it follows that
Note that the heuristic calculation in (6.4) gives an estimation of the number of scenarios at iteration (k − 1) in anticipation of the impact of reduction in the barrier parameter.
Hence, the heuristic anticipates the future and loads sufficiently many scenarios in the current outer iteration so that the central path does not shift dramatically when we load new scenarios in the next outer iteration. In our computations we set N = 100 and used
Computational Results on Adaptive Scenario Addition and Warm-Start
After adding new scenarios we need to solve the corresponding second stage centering problem for the current value of x and µ. In order to exploit the solutions of the scenarios that are already in the problem, we may look for a scenario that is close to the scenario to be added. One possibility is to look for a scenario that is close in terms of problem data to the new scenario. A solution from the neighboring scenario may provide a good starting point.
The Sobol' sequences that we used to generate our scenarios do not provide this neighborhood information a priori. Therefore, for all Sobol' point S k we heuristically identified a neighboring point among from the points S 1 , . . . , S k−1 . We then used the final iterate from this neighboring scenario for the current value of x and µ as a starting solution for the new scenario. Let us denote this warm-start strategy as warm-start-1.
Our experience with warm-start-1 has been mixed. For easy problems, e.g., when the second stage problems have only linear constraints and linear objectives, we observed that the strategy of using solution from a nearby scenario works. However, for more difficult conic problems warm-start-1 exacerbates the performance. For these problems starting from a well-centered point of a near by scenario, especially at small values of µ, Newton iterations were not able to absorb the infeasibility within a practical number of iterations. In general, our experience is that such warm starts with conic and semidefinite problems are harder for the same amount of perturbation in the problem data.
We also experimented with an alternative approach (warm-start-2), which was more stable in the current setting. In this approach, once we complete the final inner iteration of the first outer iteration, we also solve all the second stage problems that are yet not included in the problem, for the starting µ = µ ). For µ = µ 1 , the warm-start is very efficient and each second stage problem can be solved within a few iterations. We store all these second stage solutions for later use. When a new scenario is added in a subsequent outer iteration k (k > 1), we warm-start its solution from the iterate stored for this scenario in the first outer iteration. We proceed in two steps: In the first step, we solve the new problem for µ = µ 
Discussion on Randomly Generated Problems
Tables 15-20 present computational results for problems MCR3-10,000, MCL3-10,000, MCH3-10,000, and MCL33-10,000. Run 1 in these tables correspond to an implementation where all scenarios are loaded from the beginning, Run 2 uses the scenario addition heuristic of Section 6 with z α = 1.96, Run 3 delays addition of these scenarios one major iteration forward, and Run 4 delays addition of scenarios two major iterations forward. Run 5 and Run 6 on MCR3-10,000 are identical to Run 1 and Run 2, except that the algorithm is terminated with a larger value of µ. These runs are included because for MCR3-10,000, using the information fromσ N (µ, ·), we estimate that a 10,000 scenario problem can produce a "statistical accuracy" (i.e., have a confidence interval that ensures that the objective is accurate to that degree) of about four digits. This accuracy is achieved for µ = 10 . The additional major iterations, although solve the optimization problem more accurately, they do not improve the quality of the stochastic programming solution. To get an additional digit of "statistical" accuracy in the stochastic programs, we will require between 100,000 to one million scenarios. Solving problems of such sizes is not possible in the MATLAB environment.
We make the following observations based on results in Tables 15-16 for Problem MCR3-10,000. First, we observe that a well designed heuristic is necessary for gaining efficiency for adaptive scenario addition. Note that for problem MCR3-10,000 Run 3 required significantly more iterations and time than Run 2. Run 4, which was more aggressive in delaying scenario addition, could not even solve the problems. In this run at µ = 10
, after additional scenarios were loaded, the algorithm failed to recenter within 50 inner iterations and terminated unsuccessfully. There is only four digits of accuracy in the solution at this value of µ. Second, the warm start for existing scenario (after an update of x and/or µ) was effective. However, addition of a new scenario took relatively more iterations. The computational savings in Run 2 over Run 1 are about 40%. This is because about half of the iterations in Run 2 are done with all the scenarios. When comparing the cpu times of Run 5 and Run 6 we observe that the cpu time savings are about 55%. Run 7, which aggressively delays scenario addition, performs worse that Run 6.
When analyzing the results in Tables 17-22 for Problem MCL3-10,000 and MCH3-10,000, we find a repeat of the above observations. Although Run 4 managed to optimize the problem MCL3-10,000, it took about 60% more time compared to Run 1. Run 4 for problem MCH3-10,000 was just as efficient as Run 2. Note that more scenarios are added sooner for problems MCL3-1000 and MCH3-10,000 since they have larger values ofσ N (µ, ·). Interestingly, for these problems delaying scenario addition by one or two major iterations did not cause the algorithm to fail although it increased the number inner iterations. We think this may be because for a larger value of µ it is easier to recover proximity to the first stage central path. However, for a smaller value of µ the recovery to the central path is harder since in this case the iterates are closer to the boundary of the first stage feasible set.
We observe that the average number of inner iterations taken when adding new scenarios in Run 1 increase slightly from MCR3-10,000, to MCL3-10,000, to MCH3-10,000. This shows that the ability to warm start for an existing scenario depends on the value ofσ N (µ, ·). Aŝ σ N (µ, ·) decreases, for a fixed number of scenarios the distance between a given scenario and its closest neighbor decreases. Same is true if the number of scenarios were to increase. In both cases, quality of final iterates of neighboring scenarios as starting point increases.
Discussion on Two-Stage Stochastic Markowitz Problems
We solved the two-stage Markowitz problem with 20, 30 and 40 securities setting τ 2,i = 0.05 and a 40-security instance of the problem setting τ 2,i = 0.25. Decreasing the upper bound τ 2,i on the variation of the portfolio decomposition makes the two-stage Markowitz problem increasingly harder and eventually infeasible.
In Table 24 we report results for the τ 2,i = 0.05 case. We performed two runs for each problem. In Run 1, we loaded all scenarios from the beginning and in Run 2 we added them adaptively following the strategies given in Table 23 . For all problems, Run 2 uses the scenario addition heuristic of Section 6 with z α = 1.96. With τ 2,i = 0.05, warm-start-1 strategy was not stable. This is similar to the experience described in the previous section. Therefore, we performed addition of scenarios according to warm-start-2 strategy. Since scenario additions require about 7 second stage iterations and the algorithm converges to optimality taking considerably less inner iterations than on the randomly generated test problems, here the adaptive scenario addition does not yield significant computational savings.
In Table 26 , we report results for τ 2,i = 0.25, where warm-start-1 strategy worked successfully. Our experience in this case was positively different. In Run 1 we loaded all scenarios in the first outer iteration. In Run 2 scenarios are added adaptively as discussed in Section 6 with z α = 1.96. In Runs 3, 4, and 5 we added scenarios by warm-starting from the final iterate of a neighboring scenario at latest value of µ. Run 4 delays addition of scenarios one major iteration forward. Run 5 is very aggressive and delays addition of scenarios to the final two outer iterations. In Run 2 computational savings over Run 1 are about 30%. Due to more efficient addition of scenarios, savings in Run 3 increase by about 40%. Finally, Run 5 achieves 80% computational savings over Run 1. Also, note that even in Run 5, addition of scenarios was absorbed without taking additional inner iterations. All runs achieved optimality after 15 inner iterations. We estimate that with τ 2,i = 0.25, 15,000-scenario instance of the two-stage Markowitz problem with 40 securities can produce a "statistical accuracy" of about four digits. So, the relative easiness of the second stage problems are not because scenarios are closer to each other in terms of problem data. We think that the reason lies in the geometric simplicity of the problem that allows absorption of infeasibilities easily even when starting from neighboring scenario solutions for small values of µ.
Recall that the objective of the two-stage Markowitz problem is a concave quadratic function. We remark that our implementation successfully handled these quadratic terms without any numerical issues.
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Conclusions
We have given a practical primal decomposition algorithm that follows the primal central path in the first stage. At each iteration, using approximate primal and dual solutions of the second stage barrier problems, it generates gradient and Hessian information for the first stage problem and takes a step along the Newton direction in the primal space. Several problems inherent in the context of primal algorithms were resolved using a preprocessing phase, and heuristics were developed for line search and scenario addition. These heuristics are based on empirically observed properties of the central path. A rigorous theoretical justification of these observed properties is a topic of future research.
Numerical experiments were conducted on a set of randomly generated problems, and a two stage extension of Markowitz's basic portfolio optimization model. Numerical experience suggests that we can solve the second stage centering problem approximately without compromising the performance of the decomposition algorithm. This experience also suggests that we need to follow the primal central path closely to develop stable implementations. Our results show that significant computational savings are possible for primal decomposition algorithms by adaptive addition of scenarios. These computational savings increase if it is possible to warm-start solution of newly added second stage centering problems from the solution of a neighboring problem. The possibility of using primal predictor-corrector methods, and integrating warm-starts with scenario generation may further improve the performance of primal decomposition methods, and should be explored in the future. 
