Introduction
Methods for dealing with the equality predicate are of central concern in automated theorem proving. One of the more successful approaches to equational theorem proving is based on the use of equations as (one-way) rewrite rules. For instance, the so-called completion method (Knuth and Bendix 1970) attempts to construct a convergent (i.e., terminating and Church-Rosser) rewrite system for a given set of (universally quantified) equational axioms. Two terms can be rewritten to identical normal forms if, and only if, they are equal. A convergent rewrite system thus provides a decision procedure for its equational theory. The completion procedure may fail in general, but has been extended to a refutationally complete theorem prover (cf. Lankford 1975, Hsiang and Rusinowitch 1987 , and Bachmair, Dershowitz and Plaisted 1989). Completion procedures for conditional equations (i.e., Horn clauses with equations as the only atomic formulas) have been described by Kounalis and Rusinowitch (1988) , and by Ganzinger (1987a, b) .
The two main components of completion are (i) the deductive inference rule of superposition and (ii) various mechanisms for deleting redundant equations via simplification by rewriting. There have been several attempts to extend completion to first-order clauses, based on the observation that superposition is a restricted form of paramodulation (Robinson and Wos 1969) . Another technique common in clausal theorem proving, demodulation (Wos et al. 1967) , is essentially a special case of simplification by rewriting.
Consider, for instance, paramodulation (for variable-free formulas):
and suppose that ≻ is an ordering which is total on variable-free terms and formulas. We say that the paramodulation inference is ordered (with respect to ≻) if (i) s ≻ t; (ii) s ≈ t is strictly maximal with respect to Γ ∪ ∆; and (iii) u[s] ≈ v is strictly maximal with respect to Λ ∪ Π.
An ordered paramodulation inference is said to be a superposition inference if (iv) u[s] ≻ v. The superposition is called strict if in addition (v) s does not occur in Γ.
A weak superposition inference is a paramodulation inference for which conditions (i), (iii), and (iv)-but not necessarily (ii)-are satisfied. Hsiang and Rusinowitch (1989) have proved that ordered paramodulation is refutationally complete, whereas Rusinowitch (1991) has established the refutation completeness of weak superposition. Strict superposition is unfortunately not complete (Bachmair and Ganzinger 1990) .
For example, consider the set of clauses However, several moderate enrichments of the (strict) superposition calculus are indeed refutationally complete (Bachmair and Ganzinger 1990) . In this paper we generalize the deductive part of (conditional) completion to first-order clauses, and more importantly also deal with simplification, which is indispensable for any practical use of completion. 1 We introduce an abstract notion of redundancy (of clauses and inferences) and use it as the fundamental concept in formulating a framework for theorem proving with simplification. We present criteria that can be used in tests for checking redundancy and show that under reasonable conditions on the search strategy employed by a theorem prover, deletion of redundant clauses does not destroy refutation completeness. The notion of saturation of a set of clauses, in the sense that all non-redundant inferences are computed, generalizes completion (with simplification) to first-order clauses. In addition, we show that arbitrary selection functions on negative literals can be used with these superposition calculi.
The simplification techniques to which our results apply include, among others, deletion of tautologies, subsumption, case analysis, and contextual reductive rewriting. We also investigate ways of improving the search for a refutation of a given goal with respect to a set of clauses that is already saturated. The results presented here for the case of first-order clauses include and generalize results about ordered completion of equations (Bachmair, Dershowitz and Plaisted 1989; Bachmair 1991 ), completion of Horn clauses (Kounalis and Rusinowitch 1988, Ganzinger 1987b) , and ground completion of Horn clauses over built-in Booleans (Zhang and Rémy 1985, Ganzinger 1987a , Nieuwenhuis and Orejas 1991) .
The paper is organized as follows. In the next chapter we introduce our terminology and basic definitions. We describe superposition calculi with selection functions on negative literals in Chapter 3 and prove their refutation completeness in Chapter 4. The notions of redundancy and saturation, as well as modular criteria for redundancy, are also introduced in Chapter 4. In Chapter 5 we outline an abstract framework for theorem proving with simplification and discuss various specific simplification mechanisms, such as case analysis and contextual reductive rewriting. In Chapter 6 we study refutation of goals for so-called quasi-Horn programs and include various results about Horn clauses and inductive theorem proving.
Preliminaries

Equational clauses
We formulate our inference rules in an equational framework and define clauses in terms of multisets.
A multiset over a set X is a function M from X to the natural numbers. Intuitively, M (x) specifies the number of occurrences of x in M . We say that x is an element of M if M (x) > 0, and
= 0 for all but finitely many x. The union and intersection of multisets are defined by the identities
. If M is a multiset and S a set, we write M ⊆ S to indicate that every element of (the multiset) M is an element of (the set) S, and use M ∩ S to denote the set {x ∈ S : M (x) ≥ 1}. For simplicity, we By an (equality Herbrand ) interpretation we mean a congruence on ground terms. An interpretation I is said to satisfy a ground clause Γ → ∆ if either Γ ̸ ⊆ I or else ∆ ∩ I ̸ = ∅. We also say that a ground clause C is true in I, if I satisfies C; and that C is false in I, otherwise. An interpretation I is said to satisfy a non-ground clause Γ → ∆ if it satisfies all ground instances Γσ → ∆σ. For instance, a tautology is satisfied by any interpretation. A clause which is satisfied by no interpretation (e.g., the empty clause) is called unsatisfiable. An interpretation I is called a (equality Herbrand ) model of N if it satisfies all clauses of N . A set N of clauses is called consistent if it has a model; and inconsistent (or unsatisfiable), otherwise. We say that N implies C, and write N |= C, if every model of N satisfies C.
Equality Herbrand interpretations
Convergent rewrite systems provide a convenient formalism for describing and reasoning about equality interpretations. A rewrite system E is said to be convergent if the rewrite relation ⇒ E is well-founded and Church-Rosser. Convergent rewrite systems define unique normal forms. A ground rewrite system E is called left-reduced if for every rule s ≈ t in E the term s is irreducible by E \ {s ≈ t}. It is well-known that left-reduced, well-founded rewrite systems are convergent (cf. Huet 1980).
Convergent rewrite systems
Clause orderings
Any ordering ≻ on a set S can be extended to an ordering ≻ mul on finite multisets over S as follows:
If ≻ is a total [well-founded] ordering, so is ≻ mul . Given a set (or multiset) S and an ordering ≻ on S, we say that x is maximal relative to S if there is no y ∈ S with y ≻ x; and strictly maximal if there is no y ∈ S with y ≽ x.
If ≻ is an ordering on terms, then the corresponding multiset ordering ≻ mul is an ordering on equations, which we denote by ≻ e .
We have defined clauses as pairs of multisets of equations. Alternatively, clauses may also be thought of as multisets of occurrences of equations. We identify an occurrence of an equation s ≈ t in the antecedent of a clause with the multiset (of multisets) {{s, ⊥}, {t, ⊥}}, and an occurrence in the succedent with the multiset {{s}, {t}}, where ⊥ is a new symbol. 2 
∆ as the occurrence of s ≈ u (in the antecedent) is larger than the occurrence of s ≈ t (in the succedent).
The superposition calculi described below are defined in terms of these orderings. 3 In Bachmair and Ganzinger (1990) we have identified an occurrence of an equation s ≈ t in the antecedent of a clause with the multiset {{s, t, ⊥}} and an occurrence in the succedent with the multiset {{s, t}}, and consequently obtained a slightly different clause ordering and inference system. The above ordering has the advantage that it eliminates certain technical complications in the proof of the refutation completeness of the corresponding superposition calculus. 2 The symbol ⊥ is not part of the vocabulary of the given first-order language. It is assumed to be minimal with respect to any given ordering. Thus t ≻ ⊥, for all terms t. 3 We shall also use orderings to define simplification techniques that are compatible with superposition. In a few cases the simplification techniques used in completion require information about the substitution by which an instance of a clause is obtained. For that purpose it is necessary to consider pairs (C, σ) of clauses and substitutions, and not just instances Cσ, so that an ordering may distinguish between pairs (C, σ) and (D, τ ) even when the instances Cσ and Dτ are identical. For the sake of simplicity we have chosen not to use this slightly more sophisticated formalism in this paper.
Ordered Inference Rules with Selection
We shall consider inference rules
where C 1 , . . . , C n (the premises) and C (the conclusion) are clauses.
Definition 1 Let ≻ be a reduction ordering. We say that a clause C = Γ → ∆, s ≈ t is reductive for s ≈ t if t ̸ ≽ s and s ≈ t is a strictly maximal occurrence of an equation in C. 4 For example, if
In general, if a clause C is reductive for s ≈ t, then s must not occur in the antecedent of C.
The following inference rules are defined with respect to ≻. The first rule encodes the reflexivity of equality:
where σ is a most general unifier of u and v and uσ ≈ vσ is a maximal occurrence of an equation in Λσ, uσ ≈ vσ → Πσ. The next inference rule represents a variant of factoring, restricted to the succedent of clauses:
where σ is a most general unifier of A and B and Aσ is a maximal occurrence of an equation in Γσ → ∆σ, Aσ, Bσ.
The following superposition rules represent restricted versions of paramodulation:
where (i) σ is a most general unifier of s and s ′ , (ii) the clause Γσ → ∆σ, sσ ≈ tσ is reductive for sσ ≈ tσ, (iii) vσ ̸ ≽ uσ and uσ ≈ vσ is a maximal occurrence of an equation in uσ ≈ vσ, Λσ → Πσ, 5 and (iv) s ′ is not a variable.
Superposition, right:
where (i) σ is a most general unifier of s and s ′ , (ii) the clause Γσ → ∆σ, sσ ≈ tσ is reductive for sσ ≈ tσ, (iii) the clause Λσ → uσ ≈ vσ, Πσ is reductive for uσ ≈ vσ, and (iv) s ′ is not a variable. 4 If the reduction ordering ≻ is assumed to be complete (i.e., total on ground terms), we could use a somewhat stronger formulation of reductivity where instead of t ̸ ≽ s we require that sσ ≻ tσ, for some ground substitution σ. However, our results apply not only to complete orderings, but more generally to completable orderings (i.e., orderings contained in a complete ordering); cf. the discussion of ordered completion in Bachmair (1991) . 5 Since we do not require factoring in the antecedent, the equation uσ ≈ vσ may also occur in Λσ.
5
The example given in the introduction shows that superposition is not refutationally complete, but has to be combined with additional inference rules. For instance, we may add the following inference rule, which in essence generalizes ordered factoring:
where (i) σ is a most general unifier of s and s ′ ; (ii) tσ ̸ ≻ sσ and t ′ σ ̸ ≻ s ′ σ; and (iii) sσ ≈ tσ is a maximal occurrence of an equation in Γσ → ∆σ, sσ ≈ tσ, s ′ σ ≈ t ′ σ. An alternative to equality factoring is the paramodulation rule:
where (i) σ is the composition τ ρ of a most general unifier τ of s and s ′ , and a most general unifier ρ of uτ and
Merging paramodulation is designed in such a way that its repeated application to ground clauses (in conjunction with ordered factoring) has the effect of merging atoms in the succedent containing a maximal term.
By E we denote the inference system consisting of equality resolution, equality factoring, and superposition; by P the inference system consisting of equality resolution, ordered factoring, superposition, and merging paramodulation. (If necessary, we indicate the underlying ordering by writing E ≻ or P ≻ .) In each case the following additional restrictions are imposed: (a) the premises of an inference rule must not share any variables (if necessary, the variables in one premise are renamed); and (b) if C and D are the premises of a paramodulation inference with σ the mgu obtained from superposing C on D, then Cσ ̸ ≽ c Dσ. Later on we will define a notion of redundancy for inferences which restricts the inference systems even further. For example, inferences involving tautologies will be redundant.
An essential property of the above inference rules is that the conclusion of a ground inference is always simpler (with respect to the ordering ≻ c ) than the maximal premise (which is always the second premise in the case of a paramodulation inference).
We shall also discuss variants of the above inference rules that are controlled by a selection function that assigns to each clause a (possibly empty) multiset of (occurrences of) equations in the antecedent. If S is such a selection function, then the equations in S(C) are called selected. Selected equations can be arbitrarily chosen and need not be maximal. 6 Also, S(C) = ∅ indicates that no equation is selected.
The following inference rules are defined with respect to a given selection function S.
where σ is a most general unifier of u and v and u ≈ v is a selected equation in Λ, u ≈ v → Π.
Selective superposition:
where (i) σ is a most general unifier of s and s ′ , (ii) the clause C = Γ → ∆, s ≈ t contains no selected equations and Cσ is reductive for sσ ≈ tσ, (iii) vσ ̸ ≽ uσ and u ≈ v is a selected equation in u ≈ v, Λ → Π, and (iv) s ′ is not a variable. By E S [P S ] we denote the system consisting of the above two selective inference rules plus all inference rules of E [P], with the additional restriction on the latter rules that no premise contain any selected literals. For instance, in the presence of a selection function right superposition can only be applied to premises that contain no selected equations.
A selection function S for which S(C) is a singleton whenever the antecedent of C is non-empty, is called unitary. An inference system for Horn clauses with arbitrary unitary selection functions, which is based on the inference system E S , has been described by Ganzinger (1987a) . (The two inference systems E S and P S are identical in the Horn clause case, as ordered factoring, equality factoring, and merging paramodulation cannot be applied to Horn clauses.)
A selection function S for which S(C) is non-empty whenever the antecedent of C is non-empty determines a so-called positive superposition strategy. In positive strategies only clauses with empty antecedent are paramodulated into other clauses. An example of such an inference system, also for Horn clauses, is the maximal-literal unit strategy (Dershowitz 1991) , where for each clause the complete antecedent is selected and ordering constraints are imposed on selected equations.
The case of first-order clauses with equality and additional arbitrary predicates is included in the above framework. From now on we shall assume that a set of predicate symbols is given in addition to the set of function symbols. Thus we also consider expressions P (t 1 , . . . , t n ), where P is some predicate symbol and t 1 , . . . , t n are terms built from function symbols and variables. We then have equations s ≈ t between (non-predicate) terms, called function equations, and equations P (t 1 , . . . , t n ) ≈ tt, called predicate equations, where tt is a distinguished unary predicate symbol that is taken to be minimal in the given reduction ordering ≻. For simplicity, we usually abbreviate
Clauses of the form Γ,
. . , t n ) ≈ tt is a maximal equation can evidently not be part of an equality or selective resolution inference. Furthermore, superposition of a clause Γ → ∆, P (s 1 , . . . , s n ) ≈ tt on a clause Λ → Π, P (t 1 , . . . , t n ) ≈ tt results in a tautology Γσ, Λσ → ∆σ, Πσ, tt ≈ tt and is therefore redundant. The remaining inferences are left or selective superpositions of the form
Note that the trivial equation tt ≈ tt in the antecedent can be eliminated by resolution. Thus we obtain a derived inference rule:
with the restrictions associated with selective or left superposition. 
Refutation Completeness
We shall next prove that the above superposition calculi are refutationally complete in the sense that a contradiction (the empty clause) can be derived from any inconsistent set of clauses. In the proof we shall have to argue about ground instances of given clauses and inferences.
Definition 2 Let π be an inference in I with premises C 1 , . . . , C n and conclusion C, where the clauses C 1 , . . . , C n have no variables in common. By an instance of π we mean any inference in I with premises C 1 σ, . . . , C n σ and conclusion Cσ.
It can easily be seen that any resolution or factoring inference from ground instances of N is a ground instance of an inference from N . For superposition this correspondance need not necessarily hold. For instance, let N be the set of three clauses
is a superposition inference and
is a ground instance of π, while the superposition inference
is an inference from ground instances of N , but not a ground instance of any inference from N . Such problematic inferences, which arise from superpositions into the "variable" or "substitution part" of a clause, cannot be "lifted" to the general level, but as we shall see need not be considered.
Definition 3
We say that an instance Cσ of a clause C is reduced with respect to a rewrite system R if xσ is irreducible by R, for all variables x occurring in C. 
Lemma 1 Let C and D be clauses with no variables in common, and let
Cσ = Γ → ∆,
Construction of Equality Interpretations
Let N be a set of clauses and ≻ be a reduction ordering which is total on ground terms. We define an interpretation I by means of a convergent rewrite system R as follows. First, we use induction on the clause ordering ≻ c to define sets of equations E C , R C , and I C , for all ground instances C of clauses of N . Let C be such a ground instance and suppose that E C ′ , R C ′ , and I C ′ have been defined for all ground instances C ′ of N for which C ≻ c C ′ . Then
In that case, we also say that C produces the equation (or rule) s ≈ t. In all other cases, E C = ∅. Finally, we define I to be the equality interpretation R * , where R = ∪ C E C is the set of all equations produced by ground instances of clauses of N . Clauses that produce equations are also called productive. Note that a productive clause C is false in
The sets R C and R are constructed in such a way that they are left-reduced rewrite systems with respect to ≻. Consequently these rewrite systems are convergent and the truth value of an equation can be determined by rewriting: u ≈ v ∈ I if and only if u ⇓ R v. In many cases the truth value of an equation can already be determined by rewriting with R C .
Lemma 2 Let C = Γ → ∆, s ≈ t be a clause where s ≈ t is a maximal occurrence of an equation, and let D be another clause containing s. If C ≻ c D and s is irreducible by
R C , then R C = R D (and hence I C = I D ). Proof. If C ′ is any clause with C ≻ c C ′ ≽ c D, then E C ′ = ∅, for otherwise s would be reducible by R C . Therefore R C = R D ∪ ∪ C≻ c C ′ ≻ c D E C ′ = R D . 2 Lemma 3 Let C = Γ, u ≈ v → ∆ and D be ground instances of N with D ≽ c C. Then u ≈ v is true in I C if
and only if it is true in I D if and only if it is true in I.
On the other hand, suppose u ≈ v is false in I C . If u ′ and v ′ are the normal forms of u and v with respect to R C , then The following lemma allows us to restrict our attention to reduced ground instances of clauses in N . Cσ is a ground instance of a clause C in N , 
Lemma 5 Suppose
Proof. If xσ ⇒ R
Cσ t, define τ to be the substitution for which xτ = t and yτ = yσ, for all y with y ̸ = x. 2
Redundancy and Saturation
We shall prove that the interpretation I is a model of N , provided N is consistent and saturated, i.e., closed under sufficiently many applications of superposition inference rules.
(Selected) superposition and merging paramodulation are restricted versions of ordinary paramodulation. The ordering constraints and the selection of specific equations in the antecedent of a clause can be thought of as ways of pruning the search space of ordinary paramodulation. While these constraints are local in that they depend on information contained in a given clause, we shall demonstrate that the search space can be further decreased by certain non-local restrictions which are based on the concept of redundancy (of clauses and inferences). Intuitively, a clause is redundant if it does not contribute to the definition of the intended model I of N . An inference is redundant if either one of its premises is redundant or else its conclusion does not contribute to the definition of the intended model I of N . Saturation then means that all non-redundant inferences have been computed.
The following definitions refer to a given set of clauses N and the interpretation I constructed from N . If C is a ground clause, we denote by N C the set of all ground instances C ′ of N for which C ≻ c C ′ .
Definition 4
A ground instance C of a clause in N is said to be redundant if it is true in I C . A clause in N is called redundant if all its ground instances are redundant.
By Corollary 1, redundant clauses are true in I. The interpretation I is completely determined by productive clauses, which are non-redundant.
Definition 5
An inference π from ground instances of N is said to be redundant if either one of its premises is redundant or else its conclusion is true in I C , where C is the maximal premise of π. An inference from N is redundant if all its ground instances are redundant. We say that N is saturated on N ′ if every ground instance of an inference from N , the premises of which are in N ′ , is redundant.
For instance, we will deal with sets N that are saturated on N C , for some ground clause C. Evidently, if N is saturated on N ′ , then it is also saturated on any subset of N ′ . Also, N is simply called saturated if all ground instances of inferences from N are redundant. The essential properties of saturated sets are given in the following lemma. 
By Lemma 2 we have R C ′ = R C , which implies that C ′ is false in I C ′ and hence non-redundant. Since C ≻ c C ′ , we may use the induction hypothesis to infer that properties (i)-(iv) hold for C ′ . In particular, C ′ produces some equation s ≈ t ′′ . Since E C ′ ⊆ R C , this contradicts the assumption that s is irreducible by R C .
For the remaining part of the proof, we assume that C is a reduced ground instance of D with respect to R C .
(ii) Suppose C contains a selected equation. We distinguish two subcases. If C is a clause Γ ′ , u ≈ u → ∆, s ≈ t, where u ≈ u is selected, then C ′ = Γ ′ → ∆, s ≈ t may be obtained from C by selective resolution. Since N is saturated on N C ∪ {C}, the resolution inference has to be redundant. Thus C ′ has to be true in I C , which contradicts that Γ ′ ⊆ I C and (∆ ∪ {s ≈ t})
where C ≻ c C ′ , be a non-redundant clause that produces the rule w ≈ w ′ , where w is a subterm of u. Using the induction hypothesis, we may infer that the clause contains no selected equations, Λ ⊆ I C , Π ∩ I C = ∅, and w ≈ w ′ ∈ I C . Consider the inference
by selective paramodulation. Since C is a reduced ground instance with respect to R C , this inference is a ground instance of an inference from N . Since N is saturated on N C ∪ {C}, the inference has to be redundant. That is, the conclusion C ′′ has to be true in I C , which contradicts that
For the remaining part of the proof, we assume that C contains no selected equations.
(iii) If ∆ is of the form ∆ ′ , s ≈ t, then the clause Γ → ∆ ′ , s ≈ t can be obtained from C by ordered factoring, whereas Γ, t ≈ t → ∆ ′ , s ≈ t can be obtained by equality factoring. Both clauses are false in I C . However, since N is saturated with respect to E S or P S , at least one of the two clauses has to be true in I C , which is a contradiction. We may therefore assume that s ≈ t does not occur in ∆, which implies that C produces s ≈ t.
(iv) First observe that Γ ⊆ I C ⊆ I. Now suppose ∆ contains an equation u ≈ v which is true in I. Since ∆ ∩ I C = ∅, we have u ≈ v ∈ I \ I C , which is only possible if s = u and t ⇓ I C v. Since t ≻ v, the term t is reducible by R C . We distinguish two cases.
If N is saturated on N C ∪ {C} with respect to E S , then the clause Γ, t ≈ v → ∆ ′ , s ≈ v, which can be obtained from C by equality factoring, has to be true in I C . This contradicts that Γ ∪ {t ≈ v} ⊆ I C and ∆ ∩ I C = ∅.
Suppose N is saturated N C ∪ {C} with respect to P S . Since t is reducible by R C , there exists a clause C ′ = Λ → Π, w ≈ w ′ , C ≻ c C ′ , that produces a rule w ≈ w ′ , where w is a subterm of t.
by merging paramodulation. The conclusion of this inference has to be true in I C , which again leads to a contradiction. In sum, we may conclude that ∆ ∩ I = ∅. 2
Lemma 7 Suppose N is saturated on N ′ and does not contain the empty clause. If C is a ground instance of N and (N C ∪ {C}) ⊆ N ′ , then C is true in (R
Proof. Suppose N is saturated on a set N ′ and does not contain the empty clause. Let C be a ground instance of N , such that (
If C is redundant or produces an equation, then it is true in (R C ∪ E C ) * . Let us therefore assume that C is neither redundant nor productive. In other words, E C = ∅ and C is false in I C . Using Lemma 5 we may infer that C is a reduced ground instance of N with respect to R C . Also, C can not be the empty clause. Let s denote the maximal term in C.
(i) Suppose C is a clause Γ ′ , s ≈ s → ∆, where s ≈ s is either a maximal or a selected occurrence of an equation. The clause C ′ = Γ ′ → ∆ can be obtained from C by selective or equality resolution. Since N is saturated on N C ∪ {C}, the inference has to be redundant. Thus C ′ has to be true in I C , which contradicts that Γ ′ ⊆ I C and ∆ ∩ I C = ∅.
(ii) Suppose C is a clause Γ ′ , s ≈ t → ∆, where s ≻ t and s ≈ t is either a maximal or a selected occurrence of an equation. Then s ≈ t ∈ I C and s is reducible by R C . Let D = Λ → u ≈ v, Π be a clause that produces the rule u ≈ v, where u ≻ v and u is a subterm of s. Then C ≻ c D and using Lemma 6 we may infer that Λ ⊆ I C , u ≈ v ∈ I C , Π ∩ I C = ∅, and D contains no selected equations.
Consider the inference
by (selective) superposition. Since N is saturated on N C ∪ {C}, the conclusion C ′ of this inference has to be true in I C . This contradicts that ( Consider the inference
by right superposition. Saturation of N on N C ∪{C} implies that the conclusion C ′ of this inference has to be true in I C . This contradicts that (
Corollary 2 If N is saturated, then every non-redundant ground instance of N is productive.
Proof. Suppose C is a non-redundant ground instance of N , i.e., C is false in I C . By Lemma 7 C is true in (R C ∪ E C ) * , which implies that E C ̸ = ∅. In other words, C produces an equation. 2
Theorem 1 A saturated set of clauses N is consistent if and only if it does not contain the empty clause.
Proof. If N contains the empty clause, then it has no model. On the other hand, if N is saturated and consistent, then by Lemma 7 every ground instance C of N is true in (R C ∪ E C ) * and hence true in I. In other words, I is a model of N . 2
Let us remark that while we have assumed that the reduction ordering ≻ is complete (i.e., total on ground terms), it is sufficient to require that ≻ be completable (i.e., contained in some complete ordering >). For if a set N of clauses is saturated with respect to some inference system E ≻ S (or P ≻ S ), then it is also saturated with respect to the more restrictive system E > S (or P > S ). Therefore our results apply not only to complete orderings, such as certain lexicographic path orderings, but to all completable ordering, for instance, all recursive path orderings.
We conclude this section with a remark on subsumption. 
Modular Redundancy Criteria
Clausal theorem proving can be interpreted as a process of constructing saturated sets of clauses. However, the notion of redundancy we have introduced above is too general to be directly applicable to theorem proving. In this section we describe sufficient conditions for redundancy that cover all simplification and deletion techniques common in rewrite-based theorem proving.
Definition 7
Let N be a set of clauses and C be a ground clause (not necessarily a ground instance of N ). We call C composite with respect to N , if there exist ground instances C 1 , . . . , C k of N such that C 1 , . . . , C k |= C and C ≻ c C j , for all j with 1 ≤ j ≤ k. A non-ground clause is called composite if all its ground instances are composite. 7
Lemma 8 If a clause C is composite with respect to N , then for every ground instance Cσ there exist non-composite ground instances
Proof. Let C be a clause that is composite with respect to N and let Cσ be a ground instance of Proof. Let C 1 , . . . , C k be ground instances of N , such that C 1 , . . . , C k |= C and C ≻ c C j , for all 1 ≤ j ≤ k. We may use Lemma 7 to infer that each clause C j is true in (R C j ∪ E C j ) * and hence true in I C . Thus C is true in I C and hence redundant. 2 Definition 8 A ground inference π with conclusion B is called composite with respect to N if either some premise is composite, or else there exist ground instances C 1 , . . . , C k of N such that C 1 , . . . , C k |= B and C ≻ c C j , for all j with 1 ≤ j ≤ k, where C is the maximal premise of π. A non-ground inference is called composite if all its ground instances are composite.
Lemma 10 Let π be a composite ground instance of an inference from N with maximal premise C. If N is saturated on N C and does not contain the empty clause, then π is redundant.
Proof. Suppose π is a composite ground instance of an inference from N with maximal premise C and conclusion B, where N is saturated on N C . We may use Lemma 9 to infer that π is redundant whenever some premise is composite. If all premises are non-redundant, then there exist ground instances C 1 , . . . , C k of N such that C 1 , . . . , C k |= B and C ≻ c C j , for all j with 1 ≤ j ≤ k. Since N is saturated on N C and C ≻ c C j , for all j, each clause C j is true in I C . Hence B is true in I C , which shows that the inference π is redundant. The lemma shows that compositeness with respect to a set N is preserved if clauses are added to N or if composite clauses are deleted. The concept of compositeness thus provides a useful basis for simplification and deletion in a theorem prover.
Theorem Proving with Simplification and Deletion
We next consider the problem of constructing a saturated set from a given set of clauses N .
Theorem Proving Derivations
A theorem prover computes derivations using the following two inference rules on sets of clauses:
Deduction adds clauses that logically follow from given clauses; deletion eliminates composite clauses.
Deduction of a clause D to N which triggers a subsequent deletion of another clause C represents a simplification. If D is needed to prove the compositeness of C, it will be smaller than C with respect to ≻ c , so that we have a derived inference Simplification:
Note that simplification may require the deduction of (logically sound) clauses other than those that can be obtained by E S or P S . This is also the reason why we have not restricted the above deduction to a superposition calculus, but allow for the application of any sound inference rule. A fair derivation can be constructed, for instance, by systematically adding conclusions of noncomposite inferences from persisting clauses. It is important to notice that because of the monotonicity of the ground inferences with respect to ≻ c -the conclusions are smaller than the maximal premises -adding the conclusion of an inference makes the inference to become composite afterwards.
Definition 11 A set of clauses N is called complete (with respect to E S or P S ) if all inferences from N are composite with respect to N .
For instance, any set containing the empty clause is complete. Another example of a complete set of clauses is the theory of a total order p:
The proof of completeness is rather tedious and proceeds by case analysis on the inequalities with respect to ≻ between the terms to be substituted for variables. (Any total reduction ordering on ground terms is suitable. We assume that p(s, t) ≻ p(u, v) if and only if either s ≻ u or else s = u and t ≻ v.) For example, consider the ordered resolution inference
If any two of the variables x, y, and z are instantiated by the same ground term, the inference is composite as one of the premises would be composite. If pairwise distinct ground terms s, t, and u are substituted for x, y, and z, respectively, then the inference is ordered only if
In other words, the conclusion of the ground inference logically follows from ground instances of clauses simpler than the maximal premise. Thus the inference is composite.
Note that this case analysis on the ordering between variables-a technique that has also been described by Martin and Nipkow (1989) in the context of ordered completion of equations-is independent of the signature, that is, of any additional function or predicate symbols that might exist besides p.
Fairness, completeness, and saturation are related in the following way. N 0 , N 1 , N 2 , . . . is a fair theorem proving derivation (with respect to E S or P S ), then N ∞ is complete and every clause C in ( Proof. Suppose N is complete set of clauses and does not contain the empty clause. We shall prove that N is saturated on N C ∪ {C}, for all ground instances C of N .
Lemma 12 If
Let C be minimal ground instance of N with respect to the clause ordering ≻ c , such that N is not saturated on N C ∪ {C}. Then N is saturated on N C and there exists some non-redundant ground instance π of an inference from N , the maximal premise of which is C. Since N is complete, the inference π has to be composite. Using Lemma 10 we may infer that π is redundant, which is a contradiction. 2 Proof. By fairness, the set N ∞ is complete. If it does not contain the empty clause, then by Lemma 13 it is saturated. Using Lemma 12 we may infer that the interpretation I constructed from N ∞ is a model of
. be a fair theorem proving derivation (with respect to E S or P S ). If
∪ j N j . 2
Simplification and Deletion Techniques
Most simplification techniques proposed for theorem proving are specific tests for compositeness. We discuss some of these.
If In practice, simplification is usually employed to construct clauses D i that are logically equivalent to the respective clauses C i , but simpler than C. The possibility of such simplification depends to some extent on the choice of the "cases" C i . The case analysis can also be applied recursively to the clauses C i . Contextual rewriting (Zhang and Rémy 1985, Navarro 1987) or splitting of clauses (Ganzinger 1987b) are particular instances of a case analysis. 
Contextual reductive rewriting. Let
C = Γ → ∆, s ≈ t and D = Λ, A[u] → Π (or D = Λ → Π, A[u]) be clauses in N and σ be a substitution, such that (i) u is sσ, (ii) sσ ≻ tσ, (iii) D ≻ c Cσ, (iv) [N D ] |= Λ → B,
Refutation of Goals
In this section we consider situations in which a fair theorem proving derivation from some finite initial set of clauses N 0 terminates after finitely many steps without encountering an inconsistency, so that for some k, N ∞ = N k is a finite complete set of clauses. Because of the powerful concept of redundancy which we have introduced before there is reason to believe that termination of completion is not unusual in practice.
Finite, complete and consistent sets N of clauses will also be called programs. A formula
is a logical consequence of a program N if and only if N ∪ {G} is inconsistent, where G is the clause
The search for a refutation of N ∪ {G} may be simpler and more efficient for several reasons than the search for a refutation in general.
• Since N is complete, inferences between clauses in N are composite and remain composite at any step of a theorem proving derivation from N ∪ {G}. In other words, if N is complete and consistent, {G} forms a set of support for some refutation of N ∪ {G}, if N ∪ {G} is inconsistent. Notice that this is not true in general for arbitrary sets N of clauses. 8 Also, clauses in N with selected equations need often not be considered during the refutation of goals.
• Under certain additional assumptions it may be sufficient to compute only so-called N -linear
where C ∈ N and D ̸ ∈ N . For example, linear SLD-resolution and linear conditional narrowing are refutationally complete for certain Horn clause programs.
• Theorem provers usually employ some backtracking mechanism. If an inference system is don't care nondeterministic, in the sense that a refutation can be constructed regardless of the order in which inference rules are applied, then backtracking is not needed. For example, rewriting with convergent rewrite systems as it is employed in many completion procedures is don't care nondeterministic.
In certain cases it may even be decidable whether a goal G is refutable, e.g., if the inferences in any refutation of a goal are strictly decreasing in that the conclusion is smaller than some premise with respect to a given well-founded ordering. Thus the validity problem in an equational theory represented by a finite convergent rewrite system is decidable.
The completeness of linear superposition for refutation of goals can be proved for programs with certain syntactic properties. The following example defines a function for ordered insertion where the inequalities are expressed by a predicate < and a derived predicate ≥. Any lexicographic path ordering with a precedence ≻ in which insert precedes > and ≥ will ensure the required syntactic properties.
It is evident from the syntactic restrictions that merging paramodulation cannot be applied to quasi-Horn clauses and that equality factoring is essentially identical to ordered factoring. QuasiHorn clauses with a funtion equation in the succedent cannot be premises of ordered resolution and ordered factoring inferences. Moreover, if D has no function equation in its succedent and B is obtained from C and D by one application of (selective) superposition, then B has no function equation in the succedent either. The lemma indicates that for quasi-Horn programs the refutation of goals without function equations in the succedent is linear with respect to the equality part of the logic. Ordered resolution, which covers the non-functional aspects of the program, is still nonlinear (but fortunately is a rather restricted form of resolution). The clauses in M , which contain selected equations, might be called nonoperational . They have presumedly been used in the construction of the complete set N ∪ M , but are not needed for the refutation of goals. Proof. By the completeness of N ∪ M , any inference is composite if both premises are in N ∪ M . Since any two-premise inference rule in E S requires at least one premise with a non-empty succedent, the only non-composite inferences with two premises have to be N -linear. Selective and equality resolution require only one premise. 2
The corollary indicates that certain ordered variants of conditional narrowing are complete for refuting the negations of a conjunction of equations in a complete set of conditional equations. Note that there are no restrictions about variables. The slightly weaker result obtained by Bertling and Ganzinger (1989) did not admit conditional rewrite rules with variables as their left side.
Let us next consider refutation of ground goals. Proof. The linearity property follows from Lemma 14. The stated requirements ensure that any non-composite inference is ground, so that the conclusion is smaller with respect to the well-founded ordering ≻ c than the maximal premise. As a consequence a finite fair derivation can be obtained by applying the given inference rules. 2
In the example above, let M be the set consisting of clause (4) (i.e., assume that the condition of clause (4) is selected) and let N be the set of all remaining clauses. Then N and M satisfy the requirements of Theorem 3, hence the ground theory as specified by the example is decidable.
The above results do not cover goal solving, i.e., the process of finding substitutions that refute the goal. In the case of Horn clauses, all irreducible substitutions solving a goal can be enumerated by ordered conditional narrowing. This does not hold for quasi-Horn clauses, in general, as shown by the following example: by paramodulation if the functional-reflexive axioms are not available. The difficulty arises from disjunctions of equations which, as in the example above, can easily be specified via propositional variables.
We conclude this section with a few remarks about "don't care nondeterminism," a frequent case of which occurs when a superposition inference is actually a simplification by contextual rewriting Note that if N ∪ M is also complete with respect to an extension of the given signature (and term ordering) by infinitely many new constants, the last result actually implies convergence on general terms. However, the completeness of N ∪ M need not be preserved under such an extension as the compositeness of an inference or clause may depend on the signature.
The clauses in M are inductive theorems of the clauses in N . The theorem thus opens up new ways of completion-based inductive theorem proving for Horn clauses, as it also avoids the problems with the undecidability of inductive reducibility for Horn clauses. This is another interesting application of explicit selection strategies for negative literals. With an appropriate coding, the selection of literals corresponds to the selection of induction variables in more traditional induction techniques. A more elaborate treatment of these ideas is beyond the scope of the present paper.
