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UNIKOM merupakan perguruan tinggi yang berkembang pesat di Indonesia, yang memanfaatkan 
perkembangan teknologi berupa layanan sistem informasi. UNIKOM menggunakan sistem informasi 
untuk membantu berjalannya proses akademik, terutama dalam pengolahan data yang berkaitan dengan 
kegiatan perkuliahan. Sistem informasi merupakan salah satu program studi yang cukup besar yang ada 
di UNIKOM. Sebagai program studi yang cukup besar, program studi sistem informasi memiliki 
mahasiswa   cukup banyak untuk setiap angkatan. Pada prodi sistem informasi mahasiswa semester 6 
wajib melakukan pemilihan konsentrasi matakuliah, akan tetapi mahasiswa merasa cukup kesulitan 
dalam melakukan pemilihan konsentrasi mata kuliah, bahkan dosen wali kesulitan dalam memberikan 
rekomendasi pilihan konsentrasi mata kuliah kepada mahasiswanya. Oleh karena itu, akan dilakukan 
penelitian mengenai pemilihan konsentrasi matakuliah, dengan menggunakan naïve bayes. Dengan 
menggunakan naïve bayes diharapkan   dapat memberikan rekomnedasi pemilihan konsentrasi mata 
kuliah baik untuk mahasiswa maupun dosen wali.   Penggunaan naïve bayes classifier, dikarenakan 
naïve bayes classifier merupakan metode yang mudah dipahami dan cukup sederhana. 
 
Kata kunci: Naïve bayes, Data mining, Pemilihan konsentrasi mata kuliah.
 
I. PENDAHULUAN 
1.1. Latar Belakang Masalah 
Perkembangan dunia pendidikan sebagai salah satu aspek penting dalam kehidupan saat ini sangatlah 
pesat. Pendidikan saat ini didapatkan dengan berbagai cara, baik secara formal dan non formal. Perguruan 
tinggi sebagai salah satu institusi pendidikan juga ikut berkembang. Perguruan tinggi merupakan salah satu 
organisasi yang memberikan jasa pelayanan pendidikan kepada masyarakat. Untuk meningkatkan kualitas 
pendidikan harus diikuti oleh perkembangan teknologi yang ada saat ini, sehingga perkembangan 
pendidikan yang ada pada institusi tersebut semakin maksimal untuk mencapai tujuannya. 
Sistem informasi adalah kumpulan perangkat keras dan perangkat lunak yang dirancang untuk 
mentransformasikan data ke dalam bentuk informasi yang berguna. Informasi adalah data yang telah 
diproses sedemikian rupa sehingga meningkatkan pengetahuan seseorang yang menggunakannya. [1]  
UNIKOM merupakan salah satu universitas yang memanfaatkan perkembangan teknologi berupa 
layanan sistem informasi. UNIKOM menggunakan sistem informasi untuk membantu berjalannya proses 
akademik, terutama dalam pengolahan data yang berkaitan dengan kegiatan perkuliahan. Salah satu sistem 
informasi yang digunakan untuk mengolah data tersebut yaitu sistem informasi perwalian. Data yang 
diolah berupa mata kuliah, penilaian dan absensi.  
Prodi sistem informasi merupakan program studi yang cukup besar yang ada di UNIKOM dengan 
jumlah mahasiswa >200 mahasiswa pada setiap angkatannya. Sesuai dengan kurikulum yang berlaku pada 
prodi SI saat ini, mahasiswa yang akan melanjutkan studi di semester 6 harus melakukan pemilihan 
matakuliah berdasarkan minatnya.  
Pemilihan konsentrasi mata kuliah dilakukan mahasiswa saat akan mengambil studi di semester 6, 
terdapat 2 pilihan konsentrasi mata kuliah yaitu Rekayasa Sistem Informasi dan Teknologi Informasi. Jika 
mahasiswa sudah memilih salah satu konsentrasi mata kuliah maka mahasiswa tersebut tidak dapat 
memilih konsentrasi lain.  
Dari 364 mahasiswa yang terdaftar terdapat 312 mahasiswa yang aktif dan hanya ada 286 mahasiswa 
yang telah melakukan pemilihan konsentrasi matakuliah pada semester 6 tahun ajaran 2015/2016, 
diketahui bahwa pemilihan mata kuliah berdasarkan minat dapat dilihat dari data pada tabel 1 dibawah ini : 
 
 
Tabel 1 Data Pilihan Konsentrasi Mahasiswa 
Konsentrasi Mata Kuliah Mata Kuliah Jumlah Mahasiswa 
Rekayasa Sistem Informasi Sistem Informasi Terdistribusi 211 
Teknologi Informasi Jaringan Komputer Lanjut 78 
Total Mahasiswa 289 
 
Dari tabel diatas dapat diketahui jumlah mahasiswa yang memilih konsentrasi mata kuliah Rekayasa 
Sistem Informasi dengan mata kuliah yang diajarkan Sistem Informasi Terdistribusi sebanyak 211 
mahasiswa. Sedangkan untuk konsentrasi mata kuliah Teknologi Informasi dengan mata kuliah yang 
diajarkan Jaringan Komputer Lanjut sebanyak 78 mahasiswa. Akan tetapi dari data diatas belum diketahui 
model klasifikasi pemilihan mata kuliah untuk mahasiswa semester 6 tersebut, dan juga belum diketahui 
faktor-faktor apa saja yang mendasari pemilihan mata kuliah tersebut. Hal ini disebabkan salah satunya 
adalah pengolahan data yang kurang maksimal. Pengolahan data yang belum maksimal mengakibatkan 
informasi yang dihasilkan menjadi tidak berkualitas atau kurang bernilai. 
Berdasarkan uraian tersebut, maka yang akan diteliti adalah klasifikasi pemilihan mata kuliah pada 
mahasiswa semester 6 program studi sistem informasi UNIKOM. Agar dapat dapat memberikan 
pengetahuan juga rekomendasi standar untuk pemilihan konsentrasi mata kuliah pada program studi sistem 
informasi, agar data yang digunakan sebaga sample dapat dijadikan acuan untuk pemilihan mata kuliah 
mahasiswa untuk angkatan berikutnya. 
 
1.2.  Identifikasi Masalah 
Berdasarkan uraian latarbelakang masalah di atas maka dapat diketahui identifikasi masalah adalah 
sebagai berikut: 
1. Belum adanya standar untuk pemilihan konsentrasi pemilihan mata kuliah di program studi sistem 
informasi untuk mahasiswa semester 6 UNIKOM. 
2. Dosen Wali masih kesulitan dalam memeberikan rekomendasi pemilihan mata kuliah. 
  
1.3. Batasan Masalah 
1. Pemodelan menggunakan naïve bayes, pada program studi sistem informasi dengan kurikulum 
2012 dengan data sample mahasiswa semester 6 tahun ajaran 2015/2016. 
2. Hanya terdapat dua pilihan konsentrasi mata kuliah, yaitu Rekayasa Sistem Informasi dan 
Teknologi Informasi. 
3. Parameter yang digunakan dalam perhitungan naïve bayes hanya berdasarkan nilai mata kuliah 
yang terkait dengan pilihan konsentrasi mata kuliah. 
 
2. LANDASAN TEORI 
2.1.  Tinjauan Pustaka 
Penelitian yang dilakukan saat ini merupakan pengembangan dari penelitian sebelumnya yang berjudul 
“Classification of Subject Concentration using Algorithm C4.5”, penelitian sebelumnya menggunakan 
algoritma C4.5 dalam tahapan pemodelannya, dan menghasilkan rekomendasi pola berupa pohon 
keputusan. [2] Sedangkan dalam penelitian ini metode yang digunakan adalah naïve bayes classifier 
yang menghasilkan rekomendasi berdasarkan perhitungan dataset. 
 
Penelitian yang berkaitan dengan penelitian ini salah satunya yaitu, penelitian dengan judul Data 
Mining Menggunakan Algoritma Naïve Bayes Untuk Klasifikasi Kelulusan Mahasiswa Universitas 
Dian Nuswantoro. [3] Penelitian tersebut membahas klasifikasi kelulusan mahasiswa, dan peningkatan 
maupun penurunan kelulusan mahasiswa, sebagai salah satu bahan evaluasi dalam penentuan 
kebijakan. 
 
Penelitian lain yang berkaitan yaitu penelitian dengan judul, Prediksi Persediaan Obat Dengan Metode 
Naïve Bayes. Penelitian ini membahas mengenai prediksi stok obat yang terjual. Sehingga pihak apotek 
bisa mengetahui jumlah obat yang akan dipasok. [4] 
 Penelitian berikutnya yang terkait lainnya, yaitu berjudul teknik data mining menggunakan metode 
bayes classifier untuk optimalisasi pencarian pada aplikasi perpustakaan (studi kasus: perpustakaan 
Universitas Pasundan – Bandung). Penelitian ini menggunakan Naïve Bayes Classfier untuk klasifikasi 
dokumen (di sini dokumen berupa data buku yang ada di perpustakaan) yang akan diterapkan dalam 
membangun perangkat lunak pencarian pada Aplikasi Perpustakaan. Fungsinya untuk mempercepat 
proses pencarian data buku pada Aplikasi Perpustakaan sehingga membantu meningkatkan pelayanan 
pada perpustakaan. [5] 
 
2.2. Data Mining 
Data Mining adalah serangkaian proses untuk menggali nilai tambah dari suatu kumpulan data berupa 
pengetahuan yang selama ini tidak diketahui secara manual. [6] 
Data Mining Konsep dan Aplikasi Menggunakan MATLAB’ mendefinisikan data mining sebagai 
proses untuk mendapatkan informasi yang berguna dari gudang basis data yang besar. Data mining juga 
dapat diartikan sebagai pengekstrakan informasi baru yang diambil dari bongkahan data besar yang 
membantu dalam pengmbilan keputusan. Istilah data mining kadang disebut juga knowledge discovery. [7] 
 
3. METODE PENELITIAN 
3.1. Pengumpulan Data 





3.2. Persiapan Data 
Data – data yang telah dikumpulkan pada tahap sebelumnya, kemudian akan dilakukan proses 
persiapan data, dengan cara mengumpulkan data-data nilai mahasiswa secara keseluruhan.  
 
3.3. Pemodelan 
Pemodelan merupakan tahapan yang secara langsung melibatkan data mining. Pemilihan teknik data 
mining, algoritma dan menentukan parameter dengan nilai yang optimal. Pada tahapan pemodelan, 
ada beberapa hal yang dilakukan antara lain, memilih teknik pemodelan, membangun model, dan 
menilai model. [6] 
 
3.4. Rancangan Rekomendasi 
Dari hasil rancangan pola yang telah dilakukan pada tahap sebelumnya, maka pada tahap ini dapat 
menghasilkan rekomendasi dari hasil analisis pola yang ada, dan diharapkan rekomendasi ini dapat 
menjadi acuan atau standar untuk pemilihan konsentrasi mata kuliah mahasiswa, dan diharapkan dapat 
menjadi pendukung keputusan dalam pemilihan konsentrasi pemilihan matakuliah mahasiswa. 
 
4. PEMBAHASAN DAN HASIL PENELITIAN 
4.1. Pengumpulan Data 
Dari hasil pengumpulan data didapatkan data sample sebanyak 40 mahasiswa. Proses pengambilan data 
dilakukan dengan menggunakan sample pada sebuah kelas mahasiswa angkatan tahun 2013 yang 
terdapat pada program studi 3ystem informasi. Data yang digunakan merupakan data mahasiswa yang 
dinyatakan aktif melakukan kegiatan perkuliahan. Dari data yang digunakan diketahui: 
a) Terdapat 22 Mahasiswa yang memilih konsentrasi mata kuliah Rekayasa Sistem Informasi 
b) Terdapat 15  Mahasiswa yang memilih konsentrasi mata kuliah Teknologi Informasi 




4.2. Persiapan Data 
Data yang digunakan untuk penelitian merupakan data nilai / transkrip nilai sementara mahasiswa. 
Contoh data yang digunakan adalah sebagai berikut: 
 
Tabel 3 Contoh Data Nilai Transkrip Mahasiswa 
Tahun Akademik 2013/2014 Semester Ganjil 
Kode Mata Kuliah Nama Mata Kuliah SKS Nilai 
IS31271 Bahasa Inggris I 2 B 
IS31272 Pengantar Ilmu Komputer 3 A 
IS31273 Matematika I 3 A 
IS31274 Dasar Manajemen & Bisnis 3 A 
IS31275 Algoritma & Struktur Data I 3 B 
IS31371L Komputer Aplikasi SI 2 A 
IS31372L Komputer Aplikasi IT 2 B 
Tahun Akademik 2013/2014 Semester Genap 
 
4.3. Pemodelan 
Tahapan awal yang dilakukan sebelum memodelkan data dengan menggunakan data mining, yaitu 
mengetahui pola kurikulum yang digunakan sehingga dapat diketahui mata kuliah yang berhubungan 
dengan pemilihan konsentrasi pada mahasiswa semester 6.  Pola dari kurikulm yan digunakan tersebut 
apat dilihat pada gambar dibawah ini; 
 
 
Gambar 1 Pola Kurikulum Mata Kuliah 
 
Dari pola tersebut dapat diketahui mata kuliah yang menjadi standar awal untuk mata kuliah pilihan. Dapat 
dilihat pada tabel 4 berikut ini: 
 Tabel 4 mata kuliah yang terkait dengan pilihan konsentrasi 
Teknologi Informasi Rekayasa Sistem Informasi 
1. Lab pemrograman I a. Konsep Sistem informasi 
2. Lab pemrograman II b. Analisis Proses Bisnis 
3. Lab pemrograman III c. Konsep E-Business 
4. Pemrograman WEB d. Manajemen Sistem Informasi 
5. Jaringan Komputer  
 
Dari data-data yang telah dikumpulkan diatas maka tahap berikutnya adalah melakukan pemisahan data 
sample nilai mahasiswa berdasarkan konsentrasi mata kuliah, agar perhitungan dengan algoritma data 
mining dapat dilakukan. Data nilai yang dikumpulkan kemudian di konveriskan kedalam bentuk predikat, 
sesuai dengan aturan yang berlaku di universitas. Konversi data sample berdasarkan aturan berikut:  
 
Tabel 5 Indeks Nilai Mahasiswa 
NILAI INDEKS PREDIKAT 
80 ≤ NA ≤ 100 A LULUS, Sangat Baik 
68 ≤ NA ≤ 79 B LULUS, Baik 
56 ≤ NA ≤ 67 C LULUS, Cukup 
45 ≤ NA ≤ 55 D LULUS, Kurang 
0 ≤ NA ≤ 44 E TIDAK LULUS 
 
Pada tahap ini data sample yang digunakan kemudian dihitung dengan menggunakan naïve bayes. 
Diketahui jumlah data yang digunakan sebanyak 37, dengan konsentrasi pemilihan Teknologi Informasi 
(TI) sebanyak 15 dan pemilihan konsentrasi Rekayasa Sistem Informasi (RSI) sebanyak 22. Perhitungan 
yang pertama kali dilakukan adalah menghitung P(X), probabilitas untuk konsentrasi mata kuliah 
Teknologi Informasi dan Rekayasa Sistem Informasi. 
 
Kemudian tahap berikutnya adalah melakukan perhitungan probabilitas X berdasar kondisi pada hipotesis 
H, untuk setiap atribut yang ada pada matakuliah. Berikut perhitungan menggunakan naïve bayes: 
 
Tabel 6 Hasil perhitungan Naïve Bayes 
1. P(RSI) =  22/37 
= 0,595 
2. P(TI) = 15/37 
= 0,405 
 
1) P(Lab. I = Sangat Baik |TI) 
 
P(Lab. I = Baik | TI) 
 








2) P(Lab. I = Sangat Baik |RSI) 
 
P(Lab. I = Baik | RSI) 
 








3) P(Lab. II = Sangat Baik |TI) 
 
P(Lab. II= Baik | TI) 
 








4) P(Lab. II= Sangat Baik |RSI) 
 
P(Lab. II= Baik | RSI) 
 
















 Kemudian dari hasil perhitungan diatas, akan diuji menggunakan data sample baru, sehingga dapat 
diketahui apakah data sample awal sudah sesuai. Contoh pengetesan pada data berikut: 
 
Tabel 7 Contoh Data Uji 
NIM 10513122 
Lab. Pemrograman I Sangat Baik 
Lab. Pemrograman II Cukup 
Lab. Pemrograman III Baik 
Pem. Web Sangat Baik 
Jarkom Sangat Baik 
Konsep Sistem Informasi Sangat Baik 
P(Lab. III= Baik | TI) 
 






P(Lab. III= Baik | RSI) 
 






7) P(Pem.Web = Sangat Baik |TI) 
 
P(Pem.Web = Baik | TI) 
 








8) P(Pem.Web = Sangat Baik |RSI) 
 
P(Pem.Web = Baik | RSI) 
 








9) P(Jarkom = Sangat Baik |TI) 
 
P(Jarkom = Baik | TI) 
 








10) P(Jarkom = Sangat Baik |RSI) 
 
P(Jarkom = Baik | RSI) 
 








11) P(KSI = Sangat Baik |TI) 
 
P(KSI = Baik | TI) 
 








12) P(KSI = Sangat Baik |RSI) 
 
P(KSI = Baik | RSI) 
 








13) P(APB = Sangat Baik |TI) 
 
P(APB  = Baik | TI) 
 








14) P(APB  = Sangat Baik |RSI) 
 
P(APB  = Baik | RSI) 
 








15) P(Konsep = Sangat Baik |TI) 
 
P(Konsep = Baik | TI) 
 








16) P(Konsep = Sangat Baik |RSI) 
 
P(Konsep = Baik | RSI) 
 








17) P(MSI = Sangat Baik |TI) 
 
P(MSI = Baik | TI) 
 








18) P(MSI = Sangat Baik |RSI) 
 
P(MSI = Baik | RSI) 
 








Analisis Proses Bisnis Sangat Baik 
Konsep E-Business Baik 
Manajemen Sistem Informasi Baik 
Pilihan Konsentrasi  Dicari? 
 
Maka setelah dihitung kemudian menghasilkan data sebagai berikut: 
 
Tabel 8 Hasil perhitungan 
Lab-Pemrograman 1 Sangat Baik Rekayasa Sistem 
Informasi 
0.88888888888889 
Teknologi Informasi 0.76923076923077 
Lab-Pemrograman 2 Cukup Rekayasa Sistem 
Informasi 
0.11111111111111 
Teknologi Informasi 0 
Lab-Pemrograman 3 Baik Rekayasa Sistem 
Informasi 
0.55555555555556 
Teknologi Informasi 0.15384615384615 
Pemrograman Web Sangat Baik Rekayasa Sistem 
Informasi 
0.38888888888889 
Teknologi Informasi 0.61538461538462 
Jaringan Komputer Sangat Baik Rekayasa Sistem 
Informasi 
0.88888888888889 
Teknologi Informasi 0.76923076923077 
Konsep Sistem 
Informasi 
Sangat Baik Rekayasa Sistem 
Informasi 
0.38888888888889 
Teknologi Informasi 0.38461538461538 
Analisis Proses 
Bisnis 
Sangat Baik Rekayasa Sistem 
Informasi 
0.38888888888889 
Teknologi Informasi 0.23076923076923 
Konsep E-Business Baik Rekayasa Sistem 
Informasi 
0.22222222222222 
Teknologi Informasi 0.30769230769231 
Manajemen Sistem 
Informasi 
Baik Rekayasa Sistem 
Informasi 
0.16666666666667 
Teknologi Informasi 0.23076923076923 










Dari hasil perhitungan dengan menggunakan data uji dapat dilihat pada tabel 8, sehingga dapat diperoleh 
kesimpulan dibawah ini: 
 
Kesimpulan 
Mahasiswa dengan nilai : 
Lab-Pemrograman 1 : Sangat Baik 
Lab-Pemrograman 2 : Cukup 
Lab-Pemrograman 3 : Baik 
Pemrograman Web : Sangat Baik 
Kesimpulan 
Jaringan Komputer : Sangat Baik 
Konsep Sistem Informasi : Sangat Baik 
Analisis Proses Bisnis : Sangat Baik 
Konsep E-Business : Baik 
Manajemen Sistem Informasi : Baik 
 
Direkomendasikan Untuk Memilih  
Pilihan Konsentrasi : Rekayasa Sistem Informasi  
dengan Nilai Terbesar = 0.0019123407796845 
 
5. KESIMPULAN DAN SARAN 
5.1. Kesimpulan 
Berdasarkan hasil penelitian yang dilakukan, dapat diambil kesimpulan sebagai berikut: 
1. Analisis pemilihan konsentrasi pemilihan mata kuliah di program studi sistem informasi 
UNIKOM, dilakukan dengan menggunakan naïve bayes classifier. 
2. Hasil pemodelan dengan menggunakan naïve bayes classifier menghasilkan rekomendasi yang 
dapat membantu dosen wali maupun mahasiswa memilih konsentrasi mata kuliah, berdasarkan 
data set (data sample dari angkatan sebelumnya) yang telah dijadikan acuan perhitungan.  
 
5.2. Saran 
Berdasarkan kesimpulan yang dipaparkan, hal yang diharapkan adalah sebagai berikut: 
1. Penggunaan Algoritma lain untuk membuat pola atau standar dalam pemilihan konsentrasi mata kuliah 
untuk membandingkan hasil yang didapatkan. 
2. Hasil pemodelan dapat diterapkan untuk kurikulum baru (KKNI) yang digunakan pada prodi saat ini. 
3. Membangun sistem pendukung keputusan, untuk mempermudah pengolahan data untuk pemilihan 
konsentrasi mata kuliah. 
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