Abstract. A new framework for visual motion control is described, which consists of formulating the control task on the so-called essential manifold, a \compact" matrix representation of SE(3). Unlike previous image plane control techniques, our method does not require information about the geometric structure (depth) of the scene or target. This allows us to design control laws that are not ill-conditioned when close to zero-disparity con gurations. The control relies on a causal motion estimator (called the \essential lter") that identi es recursively an implicit dynamical model with parameters on the essential manifold.
INTRODUCTION
For humans to perceive the geometric structure and motion of objects within their environment and accomplish tasks such as navigating, grasping and manipulating them, vision is of vital importance. Recently, the improvements in hardware technology and the application of tools from the theory of nonlinear control and estimation (see for example (Ghosh et al., 1994) ) have let to encouraging results in the application of computer vision to autonomous navigation (Dickmanns and Graefe, 1988) , tracking (Lei and Ghosh, 1993; Chaumette and Santos, 1993) , manipulation (Ebine and Kimura, 1991) , docking (Ho and McClamroch, 1992) and planning (Curwen et al., 1992) .
In an arti cial context, perceiving the environment corresponds to estimating the motion and the structure of each object that is visible with a camera. In the past, a number of techniques have been proposed to solve the above problem for a single rigid object (scene) represented by a small number of \feature points" in 3-D space. Those points correspond to the position in space of \salient features" of the image plane, such as regions with high spatial brightness gradient.
We assume that a number of feature points is available as well as the correspondence of their projections across time 1 . Since we aim at real time applications, we are interested only in recursive and causal schemes that do not make a priori assumptions about the structure of the scene. There are few such schemes available in the literature (Azarbayejani et al., New York, 1993; Heel, March 1991) , which are intrinsically local and based upon an Extended Kalman Filter (EKF) (Kalman, 1960; Jazwinski, 1970) .
In this paper we investigate the use of a dynamic visual motion estimator in the feedback loop of a motion control system. In section 4 we formulate the control problem on a di erentiable manifold, called the essential manifold. We will see that the essential manifold, as an alternative and \compact" representation of SE(3) , is particularly well suited for applications involving vision and motion control. In the experimental section 5 we test a simple control strategy on the essential manifold and contrast traditional controllers based on a formulation of the task on the image plane.
In order to make the paper self contained, we describe some of the properties of the essential manifold in section 2. Here we also introduce a characterization of the essential manifold as the tangent bundle of SO(3) . In section 3 we review the principles of a recursive motion estimation scheme on the essential manifold which was introduced in (Soatto et al., May 1994a) .
REPRESENTATION OF RIGID MOTION VIA THE ESSENTIAL MANIFOLD
The movement of a rigid body in IR 3 can be described by a point in the Euclidean group of transformations, g(t) (T(t); R(t)) 2 SE(3); which acts on points of IR 3 via 2 X(t + 1) = R(t)(X(t) ? T (t)):
We measure the projection of each feature point X i ; 8i = 1 : : : N on the image plane:
where the last expression describes an ideal perspective projection with unitary focal length. The space SE(3) can be embedded in the matrix group GL(4), and the matrix product used as group operation, via the homogeneous coordinates. A more \compact" representation of a rigid motion (T; R) can be derived from the so-called \essential matrices", which are elements of the subset of IR 3 3 E :
= fRS j R 2 SO(3) S :
The essential spaceẼ was introduced in (LonguetHiggins, 1981) and, since then, it was shown to have the structure of an algebraic variety (Maybank, 1992) and of a topological manifold (Soatto et al., 1994b) .
ALGEBRAIC STRUCTURE OFẼ
It is proven (Demazure, see (Faugeras, 1993) ) the space of essential matrices is the algebraic variety characterized as the subset of the 3 3 matrices that satisfy the following polynomial equations:
This characterization leads to algebraic methods for estimating essential matrices from pairs of images, which we are not considering here due to their sensitivity to the image noise. The interested reader may consult (Longuet-Higgins, 1981; Faugeras, 1993; Maybank, 1992 ).
There are also some relationships between the essential manifold and the space of \dual quaternions" 3 (see for example (Chevallier, 1991) and references therein).
DIFFERENTIAL STRUCTURE OFẼ
The essential manifold can also be characterized as the tangent bundle of SO(3) . Consider (T; R) 2 SE(3), then S : = T^2 so(3) = T e SO(3) is a tangent vector to the origin of SO(3) , which can be push-forwarded by left translation at any location R of SO(3) . Therefore the tangent vector to SO(3) at R in the direction of S is given by Q = RS 2 T R SO(3) which is an essential 2 Here R(t) represents the orientation of the reference at time t relative to the reference at time t + 1, while T(t) is the position of the origin of the reference at time t + 1 in the reference of time t. Such a notation is chosen for consistency with the standard notation of the essential matrices (Longuet-Higgins, 1981) . 3 The relation between the essential manifold and the space of dual quaternions was suggested to us by J. Burdick. matrix:
(5) From this we can convince ourselves that the essential space is a di erentiable manifold of dimension six.
TOPOLOGICAL STRUCTURE OF E
In order to be able to formulate a motion estimator on the essential manifold, we want to nd a homeomorphism between the essential manifold and the Euclidean space IR 6 . Since there is a structural scale ambiguity when recovering motion from visual information (Longuet-Higgins, 1981), we restrict our attention to the set of essential matrices of unitary 2-norm,
= fQ=kQk 2 j Q 2Ẽg, which is a ve-dimensional (Murray et al., 1993) of (T; R) : = ( W :3 ; UR X 3 ( 2 )W T ). W :3 is the third column of W and R X 3 ( ) is a rotation of about the axis X 3 . The inverse function is simply ?1 (V; ) = R(T^), where (T; R) correspond to (V; ) via the exponential parametrization. Note that there are two sign ambiguities in the de nition of the local coordinates of the \normalized" essential manifold. Those ambiguities can be resolved in the context of visual motion estimation by imposing the \posi-tive depth constraint" (Longuet-Higgins, 1981) , as described in (Soatto et al., May 1994a) . We can choose the correct sign combination by checking that the visible points give a reconstructed depth which is positive (i.e. they lie in front of the viewer). Once this choice is made at the rst time instant, it can be propagated across time, so that the structure of the local coordinates automatically imposes positive depth.
The essential matrices may also be characterized as the 3 3 matrices having two equal singular values and a zero singular value (Huang & Faugeras, see (Faugeras, 1993) ):
where 2 IR + . The above result can be used in order to de ne a \projection" of an arbitrary 3 3 matrix M with SVDŨ~ W T onto the normalized essential manifold E which has minimum Frobenius and 2-norm properties:
Now that we have seen some of the structure of the essential manifold, we describe a scheme for estimating a rigid motion, interpreted as a point on the essential manifold, from visual information. 
VISUAL MOTION ESTIMATION ON THE
ESSENTIAL MANIFOLD In this section we describe a recursive scheme for estimating the rigid motion of an object viewed under perspective projection. The scheme is based upon the identi cation of a nonlinear and implicit dynamical model, with parameters on the essential manifold. Such a model exhibits global as well as local observability/identi ability properties, and is independent of the structure of the scene (i.e. of the depth of the feature points). The identi cation can be carried out in the local coordinates of the essential manifold, or in its embedding space. The resulting schemes di er by the statistical model of motion employed: the rst assumes a model of motion as a random walk in IR 5 lifted to the essential manifold, and solves a nonlinear estimation problem on a linear space. The second assumes a model of motion as a random walk on IR 9 \projected" onto the essential manifold, and solves at each step a linear update on the embedding space followed by a projection of the estimate onto the manifold. In the following subsections we give a heuristic derivation of the lter. For a detailed description, the reader may consult (Soatto et al., 1994b; Soatto, 1994) .
THE ESSENTIAL FILTER IN LOCAL COOR-DINATES Consider a rigid motion between two time instants.
Given any transformed point X i , its coordinates in the reference frame at time t, the corresponding coordinates in the reference at t + 1 and the translation vector are coplanar (see gure 1). The same holds for x i in place of X i , since the two are parallel. For each visible point we can write the coplanarity constraint, for example in the reference frame at time t, as x i (t + 1) T R(t) ? T (t)^x i (t) = 0 8i:
We measure directly the image plane coordinates x i 2 IRP 2 up to some noise, which we safely assume to be white, zero-mean and Gaussian:
The estimation of motion amounts therefore to identifying the following implicit dynamical model with parameters on the essential manifold x i (t + 1) T Q(t)x i (t) = 0 Q 2 E y i (t) = x i (t) + n i (t) 8i = 1 : : : N: (11) If we apply to the previous system the local coordinates homeomorphism de ned in eq. (6), we can write a corresponding estimation model in the local coordinates IR 5 : let : = (V; ), then (t + 1) = (t) + n (t) 2 IR 5 y i (t) T ?1 ( (t))y i (t ? 1) =ñ i (t) 8i (12) where n (t) is the white noise that drives the random walk model, andñ i (t) is an induced residual noise whose second order statistics can be characterized in terms of the variance of the measurement error n i (t) (Soatto et al., 1994b) .
Note that if a dynamical model for motion is available, as for example when the camera is mounted on a moving vehicle or on a robot arm, we can substitute the random walk model with a dynamical model of the form i (t + 1) = f i ( (t); n (t)), where now n describes the state of the vehicle or robot arm.
The state of the model of eq. (12) is de ned on a linear space and can now be estimated using a variation of the Extended Kalman Filter for implicit measurement constraints, which is derived in (Soatto et al., 1994b) . We summarize here the equations of the estimator. Write the coplanarity constraint (11) = @ ?1 @x , R the variance of the process , then we have Prediction step: (t + 1jt) =^ (tjt) ;^ (0j0) = 0 P (t + 1jt) = P (tjt) + R ; P (0j0) = P 0 Update step:
?L(t + 1) (t + 1) ?1 (^ (t + 1jt))
Gain:
L(t + 1) = P (t + 1jt)C T (t + 1) ?1 (t + 1) (t + 1) = C(t + 1)P(t + 1jt)C T (t + 1) + + Rñ(t + 1)
Innovation variance:
Embedding space estimator Local coordinates estimator 
THE ESSENTIAL FILTER IN THE EMBED-DING SPACE
The model (11) is linear in Q. However, it is de ned on a state-space which is not a linear space. We could thus think of lifting the model to the (linear) embedding space IR 9 , and at each step \project" the current estimate onto the manifold. In general, this could be a very bad idea, for we perform the update in a bigger space, and then impose the structure of the state manifold a posteriori. In this case, however, we can show that the only di erence between the lter in local coordinates and the lter de ned in the embedding space is the model of motion employed: in the rst case it is a random walk on IR 5 lifted to the essential manifold, whereas in the second case it is a random walk in IR 9 projected onto the manifold. Therefore we reduce the comparison between the two schemes to a modeling issue, which can be assessed only a posteriori (see gure 2).
We de ne the operation as the projection onto the essential manifold of the sum of two essential matrices interpreted as elements of IR 3 3 : Q 1 Q 2 :
= pr E (Q 1 + Q 2 ). The lter de ned in the embedding space is linear, and solves optimally (in the sense of least error variance) the prediction for the model Q(t + 1) = Q(t) n Q (t) Q(t) 2 E y i (t) T Q(t)y i (t ? 1) =ñ i (t) 8i = 1 : : : N
The solution of the estimation task is derived in (Soatto et al., 1994b ) and can be summarized as follows:
Prediction step: Q(t + 1jt) =Q(tjt) ;Q(0j0) = Q 0 P (t + 1jt) = P (tjt) + R Q ; P (0j0) = P 0
Update step: Q(t + 1jt + 1) =Q(t + 1jt) L(t + 1) (t + 1)Q(t + 1jt) P (t + 1jt + 1) = ?(t + 1)P(t + 1jt)? T (t + 1) + + L(t + 1)Rñ(t + 1)L T (t + 1)
L(t + 1) = ?P(t + 1jt) (t + 1) ?1 (t + 1) (t + 1) = (t + 1)P(t + 1jt) (t + 1) + + Rñ(t + 1)
?(t + 1) = I ? L(t + 1) (t + 1)
VISUAL MOTION CONTROL
We are now ready to use the essential lter in the feedback loop of motion control systems. Traditionally, the control task in systems using vision as a sensor has been formulated directly on the image plane (Ebine and Kimura, 1991) . This choice is very natural in certain applications, for example tracking, docking, navigation etc.. However, it results in methods that are intrinsically local, whereas there are applications in which one is required to track a globally prescribed path in the full con guration space. Furthermore, the control on the image plane exhibits some limitations due to the dependence of the controller on the structure (depth) of the observed scene.
In the next subsection we brie y describe a simple tracking control on the image plane, and highlight its limitations. In the following subsection we propose to formulate the tracking problem in the con guration space in its essential representation (through the essential manifold). We anticipate the resulting control has more \global" features and does not depend on the structure of the observed scene. Instead, structure comes as a byproduct of the essential estimator once the control task has been accomplished. In the experimental section we describe simulated experiments of the behavior of a simple controller based on the essential lter. We suppose the camera is mounted on a moving platform, on which we have full control. For simplicity we neglect the dynamic constraints and assume to be able to control directly the translational and rotational velocity of the platform. Suppose our task is to maintain a given relative con guration between the platform and the scene. Such situation occurs in tracking the motion of a three dimensional object (of unknown shape and kinematics) or in maintaining a xed pose with respect to a scene despite the action of disturbances on the platform (as for example in hovering or in underwater operation). 
= (V (t); (t)) is the canonical exponential representation of the instantaneous motion (T(t);R(t)).
Suppose the initial con guration of the points on the image plane is x i (t 0 jt 0 ) = x i 0 , and an exogenous agent acts by moving either the platform on which the camera is mounted or the target which the camera is looking at, producing a deformation of its image:
x i (t + 1) = x i (t) +x i (t):
(16) Suppose our goal is to keep the con guration of the observed points xed at the value of the initial instant x i 0 . At any time we can measure a noisy version of the instantaneous con guration modi ed by the external agent, and act with the control of the platform on which the camera is mounted. Using a rst step approximation, one could write x i (t + 1) = x i (t) + +J (x i (t);X i 3 (t))u(t)
and use a minimum time controller:
= J y (x i (t);X i 3 (t))
where y denotes the pseudoinverse. Note that the control depends on the depth of each point of the scenê X i 3 (t). Such a strategy has been experimented by (Ebine and Kimura, 1991) , who pioneered the control on the image plane. However, the expression of the deadbeat controller on the image plane depends on the inverse depth of each visible points, which needs to be \estimated" on line. This problem can be overcome by assuming that the structure of the scene is known, and therefore the inverse depth can be recovered linearly (the so-called \calibration" phase). Another alternative, which we do not pursue here, is the use of a stereo system.
If the structure (depth) of the scene is not known, we need to estimate it, unless the motion of the target is purely rotational about the center of the viewer's ref-
erence, in which case J does not depend on the depth.
In order to estimate depth, we need non-zero disparity (also called visual parallax), which is the displacement of corresponding points across di erent images. When disparity is close to zero, the recovery of the depth is ill conditioned (Soatto et al., 1993) . Therefore the image based controller, which depends on the depth, tries to drive the system towards a con guration of zero disparity, which does not allow to recover depth. As a result the controller either \drifts" or \swings", as is discussed in the experimental section.
CONTROL ON THE ESSENTIAL MANIFOLD
Consider Q 0 2 E describing the relative con guration between the scene and the platform at the initial instance, and suppose we ask it to be constant despite the motion of the scene, encoded by an arbitrary d(t) 2 E. We indicate with Q(t) the essential matrix describing the motion between the initial instant and the current time, which is therefore de ned by the essential constraint x i (t) T Q(t)x i 0 : = 0. Note that usually in the essential lter we consider Q(t)
to be the instantaneous con guration with respect to the observer's reference at the previous time sample. The e ect of the exogenous displacement (motion of the scene) and the control action are described by the model
where+ represents the sum of the local coordinates, n describes the e ect of the estimation error (it is in fact the pseudo-innovation of the essential lter). In general we may want to specify the control task in terms of some distance de ned on the essential space, d E (Q 1 ; Q 2 ), so that e(t) :
satis es a di erence equation whose dynamics can be assigned by choice of the input.
CHOICE OF A METRIC ON THE ESSENTIAL MANIFOLD
Since E can be interpreted as an alternative representation of SE(3), any control strategy on the Euclidean group can be mapped onto the essential manifold. However, if we were able to formulate the control strategy directly on the essential manifold, the essential lter would then gives us a direct estimate of the full state which is optimal, independent of the structure and obtained linearly from the visual data (Soatto et al., May 1994a) .
The choice of a metric on the essential space is not a trivial issue, and we intend in this paper to hint at some possible choices. First of all any metric in the Euclidean space SE(3) can be \mapped" onto the essential manifold by de ning
where and are local coordinatizations of SE (3) and E respectively. An alternative (and equivalent) method is to set the metric directly in the local coordinates and then \lift" it to the manifold. It must be pointed out, however, that there is no natural (invariant) choice of a metric on the Euclidean group. Another possibility is to \project" a metric of the ambient space of the essential manifold, IR 9 , by using the projection onto the manifold pr E . It is unclear at the moment what the properties of such a metric may be. Note also that a possible way of generating a path between two points of the essential manifold, based on its interpretation as the tangent bundle of SO(3) , is to formulate a control that connects two points of SO(3) with a given direction in the tangent plane. Such control strategies, called \dynamic interpolation" have been studied for Riemannian manifolds and Lie groups by (Crouch and Leite, 1993; L. Noakes and Paden, 1989) .
MINIMUM TIME, STRUCTURE INDEPEN-DENT CONTROL ON THE ESSENTIAL MANI-FOLD
In this section we consider a simple experiment: we want to formulate the control that drives the relative con guration to the desired one in the minimum time, as we have done in section 4.1 for the control on the image plane. We do not make any assumption on the scene, and we want to develop a control strategy which is independent on depth, so that we do not have illconditioned controllers at unobservable con gurations of the system.
The model described in eq. (11) gives an immediate expression for such a minimum time controller. Suppose we are only interested in maintaining the initial con guration, then Q(t 0 ) = 0, and our control can be inferred by Q(t + 1jt) = Q(tjt)+d(t) (21) x i (t + 1) T (Q(t + 1jt) + n(t))x i 0 = 0 (22) ?1 (u(t + 1)) :
Q(t + 1jt + 1) = Q(t + 1jt)+
and therefore, provided that our estimator is unbiased, the control u(t) = ? (Q(tjt ? 1))):
gives a one-step correction which brings the state to the goal instantaneously up to white, zero-mean noise.
5. EXPERIMENTAL ASSESSMENT In this section we report an experiment of motion estimation on a real image sequence, and simulations of simple control laws for maintaining a given relative con guration between a scene and an actuated platform on which the camera is mounted. We use as measurements the output of a feature tracking scheme which is a multiscale version of the algorithm developed in (Lucas and Kanade, 1981) implemented on a parallel DSP architecture (TI C40). The rst experiment is described in gure 3 and consists of a box with a checkerboard pattern rotating on top of a chair. The features of the background are rejected by the lter as outliers, and the motion estimates for the feature points which move coherently with the box are reported in gure 3, as well as the reconstruction of the scene viewed from the top. We used the size of a square of the checkerboard pattern as scale information at the rst step.
In the second experiment, described in gure 4, we have simulated a rigid cloud of points moving in front of the camera, which is mounted on some actuated platform, and have generated a simple minimum-time control, based on the motion estimated by the essential lter, in order to maintain the initial con guration between the camera and the scene. The following experiment, reported in gure 5, describes a similar experiment for a di erent motion of the scene.
In the last experiment, reported in gure 6, we have implemented a minimum-time image-plane control designed for the same task of the previous experiment. In this case the controller is asked to maintain the initial con guration of the points observed on the image plane. Therefore, at each step the controller drives the disparity (di erence between projections of the same point at subsequent times, also called visual parallax) to zero. However, we have seen that the image-plane minimum time controller depends on the depth (structure) of each point of the scene. When the structure is known, then the controller performs similarly to the synthetic scene composed of 30 feature points translates with decreasing translational velocity, the components of which are plotted in (B) in m/s. The minimum time control, whose components are plotted in (C) in m/s, is obtained by feedback from the instantaneous estimate of the relative con guration between the scene and the camera, and quantized at 8 bits. The noise in the image plane was additive white Gaussian with standard deviation corresponding to 10 pixels. The actuators are controlled as to maintain the initial relative conguration between the viewer and the scene; the six local coordinates of the error from the desired con guration are plotted in gure (D) (units are m/s for the error in translational velocity and rad/s for the error in rotational velocity). one on the essential space (see gure 6 (A)-(B)). If the geometry of the scene is not known, then it must be estimated. However, depth cannot be estimated for zero parallax (Soatto, 1994) . Therefore the system is a ected by the intrinsic con ict between trying to drive the parallax to zero, and at the same time trying to keep it large enough in order to be able to compute depth. The e ect, which is visible in gure 6 (C)-(D), is that the controller \drifts" in order to accumulate a residual which is large enough for computing depth. In some cases the controller \swings": when the residual is large, there is enough parallax for computing the controller accurately and drive the residual to zero; at this point the controller is computed with gross errors, and the residual grows again.
6. CONCLUSIONS The purpose of this paper is to stress the exibility, robustness and accuracy reached by vision as a sensor, which could be considered in alternative to traditional accelerometers or range sensors in a number of applications in robotics. We have shown the image-plane control is not practical when the structure (depth) of rototraslatory motion" (A) the scene rotates about a xed axis which is 1.5m ahead of the observer with constant angular velocity of 5 deg/s. The local coordinates of the relative motion between the scene and the viewer in the viewer's reference are plotted in (B) (m/s for the translational velocity, rad/s for the rotational velocity). The components of the minimum time control are plotted in (C) with the same units, and the corresponding deviation from the desired con guration is plotted in (D). The noise was white, zero-mean and Gaussian with 5 pixel std, and the controller was quantized at 8 bits.
the scene is not known, and proposed to perform visual motion control on the essential manifold, using the output of a causal motion estimator, called the \essential lter". (D)). When the structure of the scene is not known, and depth has to be estimated, the control is far less robust, for it tries to drive the system to a zerodisparity con guration which is ill-conditioned (C)-(D). The controller, whose state depends on the dept<h of the points in the scene, tries to reduce the image parallax (disparity, or residual) to zero: such con guration, however, does not allow estimating depth. The e ect, which is visible in gures (C)-(D), is that the controller \drifts" in order to accumulate a residual which is large enough for computing depth.
