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CHAPTER I 
INTRODUCTION 
Purpose of Study 
The literature on optimization techniques contains many different 
' 
methods for locating a local maximum. There can hardly be one best 
optimization technique for every particular situation. Their perform-
ance must surely depend on the nature of the indepen~ent variables, 
characteristics of the response surface, as well as the criteria for 
judging "best11 • 
Literature on the subject of global optimization devotes only a 
paragraph or two explaining that the global optimum (maximum) can be 
found with certainty only for a concave.function over a convex region 
of the independent variables (1) (10) (13) •. Little can be said of the 
optimum conditions of a function (or process) over the entire region 
of the independent variables from a single attempt of a local optimi-
zation technique. However, repeated .starts at different locations 
followed by convergence to the same point.indicate.with some udegree of 
certainty" that the global maximum has been found. 
One of the.purposes of this study is to. construct and compare 
optimization.techniques.whose purpose it is tolocateaglobal maximum. 
These techniques were constructed by using existing techniques which 
locate maxima together.with alternative.starting.point strategies. 
This idea is suggested. in some of: the literature,.but references to 
, 
2 
actual attempts.to.construct such techniques are not prevalent (1) 
(10) (13) (14) •. Zellnik,. et •. al. . (14). did .construct . .an .optimization 
technique which. searches for "alternate optima11 • The results from this 
publication were. quite helpful in the formulation.of .the .. techniques used 
in this study •.. The techniques which were adopted.for this.study are the 
subject of Chapter, II .. 
Data are. then obtained: orr each: of .. the~globaLoptimization tech-
niques under. a,variety:.·of expe-r.inrent:aLc.anditions:.which. are.discussed in 
Chapter ·III •.. Compartsons:··anreng:::the~::teehuiques .. are·.made :in Chapter IV 
from the point, nf~ view. ·thatr: the-:::·,potential~ user e:f: such methods has no 
knowledge of the response.surface. 
Chapter V contains the .summary and suggestions for._further study. 
Since it. will. be. helpful·, some>e:f ·the tenninology.used throughout 
this dissertation follows. 
•· Terminology 
Independent Variables 
The ' 1independent. variables" are those: variables.: of the process 
being optirtiized which.,. when varied, -may cause a:change. in the response. 
The symbols,. Xp. x2' • • • , xri, will.represent .n .. independent vari-
ables in a region. X., where X contains. all possible. points of the 
vector x = (x1 , x2, ... , xn). 
When the independent .variables cannot,,-assume. all values from 
-
00 , to 00 , they are, usually. said-·.te.,be cons-trained .. or restricted. The 
x. , i = 1, 2.,. . . • . . , n will each be -restricted to an interval of 
1 
3 
values between. a. specified low.er beund, x .. o, and upper bmmd, x. . The 
l~ . lU 
range of each independent variable is 
This restricts the. possihle values of x to .. be.contained in at most an 
n-dimensional hypercube X. 
Center-ci 
The 11center11 of the .independent .variable region, X, will be 
denoted by ~ = . .(c1 , c2, . . . . ' c .). where c. = .(x. + X 0 0 )/2 n 1 lU l~ and 
n is the number of dimensions. 
Response 
A 11response11 . is a single· observed realization. (observation) of the 
process being optimized at a point x.. This quantity might be in the 
units measured or as.a function.of.the.observed.values •. In either case, 
it is the response, .. z(x) -.at x, which.provides a mepnsfor comparing 
- -
the points in. X. For example, in this study.the point x(2) is said 
to be 11better11 than. x(l) ·if the response z(x(2)) . is larger than the 
response z(x(l)) since the optimization.process.is one of maximization. 
DeteTillinistic or Stochastic 
Mathematical. functions· .can, be. used to descr.ibe response surfaces. 
Functional values (responses) are said to be 11detennirristic 11 since sep-
arate evaluations at.the same point, x,. will yield identical values of, 
say, z (x). 
Responses to separate;, evdluations of some processes may not be 
duplicated even though the. point of evaluation is at the same x. In 
these cases the 11 true'Y response at a fixed setting of the independent 
variables is often masked by Uncontrollable variables or noise in the 
response. These types of responses are called 11stochastic11 • 
Evaluation 
An ''evaluation\! is the process necessary in obtaining a response 
z (x) at the point x. · · This can be a simple process if, for example in 
a detenninistic situation, z(x)..= f(x) where f(x) is a simple 
mathematical function. 
A surface response may not only be a functiDff of the point x, but 
4 
also a function of unknown quantities (errors), say e = (e1, e2, ... , 
em)' as in a stochastic situation. A single evaluation at x would 
yield f (x; e) where the .contribution qf e to this value is unknown. 
In these instances a number of values f(x; e)., i = 1, 
- - l 
. . • ' k 




z Cx) = _i =_1 __ _ 
k 
A more lengthy process may result in this case as opposed to the simple 
mathematical function situation described above, 
Op~imization Techniques~.Loca1 and Global 
Optimization techniques which are capable.of locating local optima 
(maxima) are referred, to simply as· "local' 1 techniques. . These methods 
attempt to find ,the condit;ion,· x; which for any.other conditions in the 
immediate neighborhood :of-···. x,~ .render :responses.&e.ss· ,than the local 
maximum. 
The term "global''. or .. ~!g:-ma:xJ'· :technique ·is applied .to.:.those optimi-
zation method-s which attempt ttY find ;the•condition- .x.:· ·Which yields a 




A general procedure ,to appro:Kimate the .global optimum is proposed 
in the first part of this chapter. The remainder of the chapter de-
scribes different local optimization techniques and restart procedures. 
A.Gener.al Technique.to.Approximate A 
Global Optimum 
A general g-max technique can be.constructed.in two stages. 
Stage 1 
The global procedure begins. by .initializing a local technique, say 
L, at il point ~(O) = (xiO), x~O), . . . , x~O}) in X. Technique L 
terminates with an estimated local maximum, z(x(l)). 
Stage 2 
A strategy is defined .to sequentially select points x from X. 
After each point is selected,. the .response z (x) . is .evaluated and com-
pared to z{x (l)}. This process is continued until: ... (1) . .A successful 
point, x = x(Z) say, is found such that z(x(Z)) is greater than 
z(x(l)), or (2) the number of unsuccessful.points equals.a predetermined 
number, m. lf condition 1 is satisfied, technique 1 is restarted at 
stage 1 with x(O) = x(Z). When condition 2 .is satisfied, the entire 
procedure is terminated with z(x(l)) declared the.global optimum. 
7 
Six· global techniques· ·were· constructed hy combining three local 
optimization techniques: and two- alternative starting point strategies in 
all combinations into the general procedure in. the above discussion. 
Three additional procedures·. :consisted of:,employing ,the .local teclmiques 
at a finite number of starting- points. These techniques are discussed 
in the remainder of. this. chapter,with emphasis on ·the .. starting point 
strategies. Particular1oca1 teclmiques.wilL.be.discussed in. Chapter III 
after the response surfaces.are introduced:.·. This was done so that the 
actual movements of each ;Qf:.the techniques .could he observed during 
optimization on one of the response surfaces used in this study, 
·Local.Optimization Teclmiques 
Gradient 
An often used optimization teclmique, the gradient (usteepest 
ascent11 ) , still remains a useful procedure for finding. local maxima. 
When GGmpared to theone,-variable-:at:-:a-time, factorial, and random 
point procedures, Brooks (2) judged the gradient .teclmique the best when 
confronted with ·stochastic as· well as. deterministic response surfaces. 
A gradient teclmiquewasinvolved in another comparison study by Leon (9) 
in which the 11Variable Metric Method11 by Davidon. (5) was declared the 
superior· teclmique· ·over.·sevell'·other. methods •. Comparisons among the 
teclmiques· were made· based on .their performance on .d·eterrninistic re-
sponse surfaces of.differentiable functions. The .per.formance of the 
Variable Metric Method depends on the ability to obtain analytic deriv-
atives as the teclmique involves computing the (Hessian) matrix of second 
order partial derivatives. It would not be fair to exclude the gradient 
method in this study based on the superior performance of such a 
teclmique, since the-necessary assumptions underlying·the Variable 
Metric Method,are more ·stringent than the potential user in this study 
could assume. 
8 
Often compared to a blind person attempting to reach the top of the 
hill, the gradient teclmique begins by a local exploration of the re-
sponse surface about ,an initial base point. From these explorations a 
gradient direction is calculated, A single .step .is.,made from the base 
point in the established direction to a new base point,· An examination 
of the response surface is made about this new base point, the gradient 
direction recalculated, followed by another move ... This process is 
repeated until a negligible change in the response .surface at consec-
utive base points is observed. 
A current working edition:.of this teclmique was adopted for this 
study as implemented .by ScherichJ et. al. (12) . 
Accelerated-Gradient 
The accelerated -gradient teclmique· .begins as,the gradient technique 
by computing a gradient direction relative to localresponse surface 
conditions at a specified starting point. Unlike the gradient teclmique 
which makes ·a single -step along the.gradient direction,·the accelerated 
version locates an intermediate maximum (optimum} by a systematic scan 
of points in the computed direction. This intennediatemaximum becomes 
the new base point for gradient re'<'evaluation. The purpose of the 
systematic scan or·c;i.cceleration is to reduce, hopefully, the number of 
gradient calculations and incr-ease the average .improvement of each 
function evaluation. 
9 
Zellnik, et. al. · (14) devised· such a· tedmique·:as an integral part 
of an optimization ·technique·:.that also included an ttalternative optimum" 
point selection procedure·,· ·This point selection ·procedure··is discussed 
later-in this chapter. 
Pattern Search 
Pattern ,search ·.as :•developed ·bye: Hooke ·and ,Je.eves·. (.7). ... ,is unlike the 
gradient techniques··as it attempts· to move: closer·:.to. the maximum with 
each evaluation of' the response .surface. ··.,A.portion.oef:.,the.·,.e.valuation in 
the gradient techniques··.is .. .used ·.enly ·.:for detel'IIlining ·:gradient direction, 
Two types of ·moves made· in -the· patte·m··search are .called .1\basic11 and 
"pattern.11 • 
The ·basic search·· .. begins::at-·.an initial ·base:.,point· ·searching by 
incremental amounts···on··a·.variable-,at-a-time·basis·,·, Each·.search attempts 
to find a better response ·than· ·the· previous, .r.elocating the base point 
each. time· to-·the last successful point, ·An ·.unsuccessful··search in one 
variable direction is followed by· the .same incremental .amount in the 
opposite d:i,.rection,· .·Each ..s-uccessful·.sear.ch-.b.r.ings·,the ·base point 
closer to· t:Q.e ·maximum point. 
After each independent ·.vaniable·:.has ·.been· searched, .the .basic search 
is temporarily· terminated, .noting the.· position . .of <the .last base point 
relative· to the· initial· base point, The procedure then makes a pattern 
move. 
·A pattern-move is·-.so· .. named--because eachvar.iable.··.is .now varied 
simultaneously· according··in the.c.Urection- indicated. by the basic 
search, and by ammmts .proportional to the initial-increments in the 
basic search. Moves are made in this direction .until a failure is 
noted, wherein the basic search again starts at the last successful 
point. 
Failure of a basic search to locate a better point causes a re-
duction in the variable increments. When reductions are made below a 
predetermined amount in each variable, the process is terminated. The 
maximum is stated to be at the last successful point, 
Alternative Starting Point Procedures 
Normal 
Zellnik, et. al. (14) . used a normal distribution to .select points 
for locating 11alternative optima''. After a local maximum was found 
by the accelerated gradient technique, a finite number of points were 
chosen by selecting each component of a random point 
x = (x1 , x2 , . • • , x11) according to 
- 1 (xi-ci)2 
2 l 2 . 35Ro 
g(x. le., (.35R,) '} = ----- e 1 
l l .l "r,;-( ) v2n .• 3SR. 
l 
-oo < x 0 < 00 ' 
l 
which is the normal distribution with mean µ = ci and variance 
a2 = (.3SR.) 2. (The standard abbreviated form will be used for the 
l 
normal distribution, namely n(µ,cr 2) = n(c.,(.3SR.) 2}. The number of 
l l 
points selected depends on the numberof dimensions, n. Zellnik and 
his colleagues chose Sn random points subsequent to convergence of 
the accelerated gradient technique. They felt that for n < 3 the 
Sn random points were sufficient to.locate.a.value better than the 
one obtained by the accelerated gradient, if a better one exists. 
10 
11 
For n > 4, possibly more than Sn random points were needed. 
The Zellnik accelerated gradient techniquewith the normal point 
selection procedure was incorporated into the general global procedure 
with m (the maximum number of random points selected after converg-
ence) equal to Sn. 
An intermediate procedure .. was also .in.eluded in the Zellnik procedure 
to check for convergence ,to a saddle point. After the .accelerated 
gradient converges to a point, say x, a search is made in the irrnnediate 
2 
vicinity of x by selecting random points according to n(x., (. OSR.) ) . 
l l 
This scan is to insure that x · is .indeed a relative maximtun and not a 
saddle point. While attempting to measure the effectiveness of this 
check, Zellnik and his colleagues observedthat.the accelerated 
gradient could not be ·forced to converge at the saddle point. The pro-
cedure proved beneficial only when the accelerated gradient was initial-
ized exactly on the.saddle point. Consequently, the Zellnik technique 
adopted for this study was without the saddle point check. It is re-
freshing to see.an.examp.leof.something of .apparent analytic concern in 
the literature, which .has·.little .importance .in pracqce, 
It would seem, prior. to .. experimentation .. at-least, that the normal 
distribution point· selection-..procedure .may not be .the .most advantageous 
for two reasons .... It .would .. seem.first .of .all that .the .. preferred region 
to seek out alternative starts.would-.be .that region.yet.unexplored by 
the local optimization .technique. This may not be the .case, for example, 
if an optimi-zation- ,teclmique .:starts and.converges.near .c, since the 
greater part of the probability mass of the ri(c., (.3SR.)2) distribution 
. . l l 
for i = 1, 2, . . . . , .n is at the hypercube center. Secondly, the 
range of the random variables in .. a nonnal distribution .is defined from 
12 
-co to co, This implies.thq.t there is a .. non.,zero probability of 
selecting points outside _of. ·_x, - In particular. the probability that the 
random coordinate. x1 _is between its defined-upper and lower limits is 
[
x. 0 -c. x . .,-.c. 
= ··p:rob. -i~ · 1 · < · -- ~1 - - 1 · <-
. 3 SR. .35R. 
1 1 
x. -c.J lU 1 
.35Ri 
=Prob. [.s < n L3s .SJ < -.35 
= . 8472 
where n _ n(O,l) for. i = 1, 2, ... , n. The probability that the 
random point (x1,x2) in two dimensions is outside .the.region X is 
2 1 - (.8472) = .2823. Since there is a non-,zero pr.obability that a 
point is selected outside-of X, logical checks must be made in the 
computerization of sue.ha technique so that only the proper points are 
acc;:epted . 
For purposes of this-study, points.that-are -Selected outside of X 
are moved. to the boundary of .X .. -The. frequency of .points- selected on 
the boundary can be .altered.by the variance- .o-f the normals for a fixed 
n. Increasing the variance increases .the mnrrber of points selected on 
the boundary. Decreasing the variance, decreases the _frequency of 
points on the boundary, .but.causes a-lar.ger.concentration .. of points 
about c. For this.study.a.standard.deviation of _,35R. was main-1 
tained as suggested by Zellnik. This technique might-prove useful for 
locating maxima on the boundary. 
Un:tfonn 





x. ::.x. ~' 
lU 1-t.. 
where i = 1, 2, ... , n, will be referred.to as the unifonn altern-
13 
ative starting point,,selection.procedure or.simplythe uniform method. 
Unlike the normal method, the .ranges of. the _,distributions can be re-
stricted to the respective ~ranges of .. the independent variables. Like 
the normal method.it .cannot _avoid. selecting points .. from previously ex-
plored regions. However, the.unifonnmethod at least avoids showing 
favoritism for these regions.regardless of the path.of the optimization 
technique in X. 
4-Point 
The 4-,point strategy:: .. is.non".:sequential.in.that.four starts are 
made with an optimization:_technique ~and the. global .maximum.taken as the 
largest .o-f .the ,four.,local .maxima .found~---.The .. relat.ive .positions of 
these four starting- points in two dimensions is depicted. in Figure 1. 
The four points are located far enough from the corners of the rectan-
gular region to prevent initial calculations of the optimization tech-
nique from requesting points outside the region. X ... The 4-point 
technique was adopted to.provide a comparison.to the sequential nonnal 







Figure 1. Starting Points of 4·Point Method 
An extension of this method to n dimensions is not as amenable as 
the nonnal or uniform methods. One extension might be brought about 
through the use of factorial and/or fractional factorial arrangements of 
starting points. It is questionable that a "useful" technique can be 
fmm.4 even beyond the case where n = 3. The mnnber of desired starts 
may quickly become too large. 
Sununary of Methods 
Nine techniques to approximate the global maximum result from all 
combinations of the three local optimization techniques and the three 
point selection procedures. These nine techniques.are listed below in 
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The ·nine optimization techniques described in Chapter I will be 
compared on an empirical basis from data obtained from a variety of 
experimental situations. The ntnnber of independent vaFiables (factors) 
that should be included in such an experiment tends to.boggle the mind. 
However, as with most experiments (there was only a limited amount of 
resources available) this meant that.some variables must remain at fixed 
values. The purpose of this chapter is to discuss the experimental con-
ditions which will provide a basis for comparing the g-max techniques. 
· .. £actors .Held Constant 
Ntnnber of Independent Variables 
All optimizations will be on response surfaces which are a fllllction 
of independent variables . x 1 .and x2. Their ranges .in all situations 
are 0 ~ x1 < 6 and 0 < x2 < 5. · In other words, the region X has a 
rectangular shape.· These<intervals were selected mainly to alleviate 
scaling problems associated.with.a computer graphing procedure used 
later in this study. 
17 
Initial Starting Point 
The global optimizationtechniques·constructedwiththe 4-point 
strategy, obviously,· -have-.:four· starting· points located in the four 
corners of X. Global tedmiques with the uniform and -normal distribu-
tions of points .all ,begin -at the region center. .c = (3.0, 2.5). Taking 
the approach that -the eventual user· of such ,pr.ocedures·has -no knowledge 
of the surface· being· optimized, this· .seems· .like a "reasonable" place to 
begin. 
Number of Rand~Points-
The normal and tmifonn.p.rocedures selected up to sixteen points in 
X subsequent to each convergence of a local technique. This is in 
keeping with the suggested number by Zellnik, et. al. (14). 
< . Factors Varied 
Response Surf aces 
The Class ·.of ·.Ftmctions·B·· ·An important part or basis for an 
empirical comparison-of optimization techniques.is the type .of response 
surfaces selected on which .optima are to b&\ sought.· In this section, 
response surfaces will· be constructed over a two-,dimensional rectangular 
region · X from .a .c1ass··of .famctions 
F = { f (xl ,x2; ~ (1) '~ (2) ' ... "~ (k) ' t (1) 't (2) ' ... 't (k)) I (xl' x2) in X} 
where f(xl'x2; ~(l) ,~CZ), .. , ,~(k), tC1) ,tC2), ... ,tCk)) is a 
sum of k bivariate- normal probability density functions. A member of 
the class F will be referred to simply as £(xl'x2) for brevity 
with functional form 
k 









* (i) = 
µ (i) = 
(i) µl 
(i) ].12 
Many different types of surfaces can be rapidly constructed from 
equation (1) due to the known relationships of the parameters to the 
surface shape of each term in the sum. Twelve such surfaces were 
constructed for later cornparison·of the optimization techniques dis-
cussed in Chapter II. 
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(1) 
Motivation. Empirical comparisons of optimization techniques which 
have been made seem to be based on one of two types of surfaces. A 
study by Leon (9) consisted of examining the performance· of techniques 
over functions of two independent variables. Although five functions 
were used, all five had a single minimum at the bottom of a surface 
valley surrollll.ded by long and narrow surface contours. One of these 
surf aces is the function 
which has contours similar to those in Figure 2 (11). 
Figure 2: Contours of Fllll.ction ROSIE 
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The user of optimization techniques should not be expected to make a 
selection from studies based only on such surfaces, but as Kempthorne 
(8) conunented on this work; such studies 11 ••• help us to pick out some 
procedures as having greater robustness to the idiosyncrasies of partic-
ular problems than others." On the other end of the spectrum, Brooks 
(2) made technique comparisons employing surfaces with very simple 
looking contours. Contours of the four surfaces employed by Brooks are 
depicted in Figure 3. 
@ 
Figure 3. Four Surfaces from Brooks' Study 
Studies which involve such surfaces are also of value, but by themselves 
are likely to be an oversimplification for giving guidance to the user. 
A more meaningful study for the user who is confronted with an 
unknown surface might be one that evaluates performance based on a wide 
spectrum of shapes. Constructing such a wide variety of surfaces can be 
accomplished by identifying a class of functions 
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F = {f(x1,::x:2., ..•.. ,. •. ,.x<; .. e1.,e2, •..• "e JICe1,e2,, ..• ,e}in9,(x1,x2- , •.. ,x )in X} 
.. n . . .. m . ..m . m 
which will generate surfaces with at least two modes over a rectangular 
region X. 
Surface construction.will be enhanced if the parameter:s · e in the 
elements of P have known relationships to the surface characteristics. 
Known alterations of shape of a particular surface can then be made by 
appropriate changes>.inc the..,:parameter.values. The class of. polynomials 
in two independent variables-with coefficients e, for example, is a 
possible candidate for F . . However, for this author at least, this is 
not a desirable candidate.since it is quite difficult to ascertain the 
values of the cqeff icients ·to .. construct specific surface shapes, partic-
ularly thos~ which have· two or more r~lative maxima. 
Ellipse of Dispersien. (BOD}. The parameters of probability density 
functions often hav~ a known relationship to surface characteristics. 
The curve., for example., of the norrnalprobability.density function 
2 
n(µ, cr ) where 
..:1;2 ex-µ) 2 
f ( .. · 2) . . 1 cr 
. x; µ, cr·•.·· . = \Ji; cr · e . ; -oo < x < 00 
has a maximum at µ and points of inflection at µ ~ cr. It is well 
known that increasing cr 2 decreases the maximum value of the function 
and elongates the bell shaped curve. 
Eisenberger (6) examined the bimodality conditions of a function 
formed by the weighted average of two normal.densities; namely 
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where -oo < x < oo and 0 < p < 1. Eisenberger found that: 
and 
1. if µ1 = µ2, g(x; p) is unimodal for all p, 
2. a sufficient condition that g(x; p) be unimodal.for all p is 
that 2 2 
crl cr2 
2 2 
cr l+cr 2 
3. a sufficient condition that there exists values of p for 
which g(x; p) is bimodal is that 
4. for every set of values· (µ 1, cri, µ2, cr~), values of p exist 
for . which g (x; . p) is unimodal. 
If condition 3 is satisfied; it can only be said that a function of the 
form, say 
f (x) (2) 
might be bimodal for fixed parameters 
Equation (2) can be extended to include two independent variables 
by 
(3) 
where BVN(µ(i), *(i)), i = 1, 2, represents the bivariate nonnal 
density described in equation (1). Like the univariate case, two summed 
bivariate normals may result in.a unimodal or multimodaLfunction depend-
ing on their parameter.values. Guidelines-for specifying µ(i) and 
*(i) will be extended.from a.modification of Eisenberger's condition 3 
to aid in the .construction of bimodal sur£aces .. hy ... summing bivariate 
nonnal probability density ftmctions. 
For rea~ons. that shalLlater.become appaxent..;.---consider. the sum of 
two tmi:v:ariate normals··as in·equat.ion·•(2) whe.re.·.the.parameters are 
chosen such that the·two intervals 11 = [1-11 - cr1 , µl .+ cr1] and 
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r2 = [1-1 2 - cr 2, 1-1 2 + a2} do.not overlap •. This...restriction .. is more con-
servative towards the Imlltimodal situation than .. the tmimodal in the sense 
that the minimum distance between µ1 and . µ 2 as been...increased from 
Eisenberger's restricted minimum of 
To illustrate, .that the .above is true, consider. the :situation where 
the intersection of r1 :and I 2, ... r1rl r2 = ~' is the .empty set, and 
without loss of generality· µ2 > 1-11 . Then 




Multiplying (5) and (6).together results in 
or 
2 2 8cr1cr 2 
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<:: 2 2 . 
crl+cr2 (7) 
The inequalities in .(4) and· (7.) imply that 
This inequality suggests that (for aspecified .µ 1 and µ2) if the 
parameters µ1 and . µ2 in equation (2) are selected to satisfy 
I 1 n I 2 = <I> , then Eisenherger's restriction is also satisfied. The 
opportunities -for bimodality in. the resulting function .. f (x) are at 
least as good since. the minimal. distance between µ1 ... and .. µ2 has been 
increased. 
The criterion of nonoverlapping intervals. r1 .. and .12 will now 
be extended by a rationalization to the case of two independent var-
iables. Notice that the endpoints of the intervals r 1 and r2 are the 
values at which the points of. inflection. of the respective.normal curves 
occur. Similar values can also be found for·the curve resulting from 
the intersection of a bivariate. no.rmal distribution.with. a plane per-
pendicular to the xl'.x2-p1anepassing through the point (µ 1 , µ2). 
The resulting curve which "looks like a normal curve'' also has points 
of inflection. There. is a family of values·' .. (.xr' xz) where points of 
inflection occur on the family of functions resulting from.rotating the 
plane about the axis passing through (µ 1 , µ2) .. and f(µI' µ2). These 
points (x1 , x2) wilLcompose.the boundary of.a.region called A. 
To locate these boundary.points, substitute 
x -µ 1 1 x -µ 
= r•co.steJ and· . 2 2 = r•sin(e) 
az 
into the bivariate.density fonn 
where p to obtain the polar fonn 
where -co< r < .00 and 0 5 e.< TI. The values of r will now be 
found where points of inflection occur on the curve of the bivariate 
nonnal surface above any line in the polar plane:passin.g.through the 
pole (0, 0). By taking the first and second partial derivatives of 





(1-Zp •cos (e) •sin( e)} , 
and 
26 
x expf" r 22 (1-Zp•cos(a)•sin(a)i . 
. 2 (l-p ) J 
Setting the latter· expression equal to zero and solving-for .. r 2 results 
in 
x 2 (l-2p ·cos (e) ·sin (e)) 
= ___ l_-..._P z __ _ 
l-2p•cos(e) ~sin(e) 
As e varies from 0 to ~ all the points of inflection found in 
the manner described.above satisfy: 
By making the substitution 
(9) 
2 2 2 
and r = y1 + Yz equation (9) becomes 
2 1-p 
which after a rearrangement of terms implies that "the points of 
inflection" in rectangular coordinates .. are. points on the ellipse 
(x -µ. ) (x -µ ) 2 .... l .. 1.. 2 2 p ~ 
"'l 0 2 
or.in matrix notation 
2 Cxz-µz) 2 
+-----=l-p 
0 22 
,i.-1 (x - µ)' t (x - µ) = 1. 
This ellipse will be referred to as the ellipse of.dispersion (EOD). 
(This ellipse should not be confused with Cram~r's (3) ellipse of 
rl concentration which he defines as (x - µ)' t (x - µ) = 4 in two 
dimensions. ) 
The class of functions used to construct.surfaces over X in two 
dimensions was selected to be 
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For the case where k = 2 an .analogy can now be made.to the one 
dimensional condition of_. r1n r2 :.: cl>-· to . .nonoverlapping regions A1 
and A2 where 
{( . )·i·c- · Ci)'l1.i.Ci)-1c µCi)) Ai= . xl'x2 . -~ -~· ·J ., . ·~ - .. ~ 1}, i = _1,2. 
These regions will be used in the construction of multimodal surfaces. 
To enhance multimodal -surf ace .. construction from the sum of two 
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bivariate normal .densities, .. the:. conjecture. is .. to. specify-the parameters 
(µ (1), * (l)) and . (µ~2), * ~2 )). so.that. the .resulting BOD' s define 
~ N 
A1 and. A2 with .the::pr.operty. that All A2 =-<I>·. These guide lines 
will be very useful in the actual..construction.of a surface. 
Surface Construction ... _Given.the center, .the half-length of the 
major and minor axes, .:.and.:the.:angle of rotation. -cl>- .of _the BOD, the 
corresponding.bivariatecnormaLdistributions-may.be.easily detennined. 
The center of the ellipse :becomes - (µ1' µ2). . The. variance-covariance 
matrix t is:obtained.byca.simple orthogonal..transformation. 
To illustrate, ~-let- the .positive .. u axis be :the-axis .. fonning the 
angle cj> with the x1 .. axis _as in Figure 4. 
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Figure 4. Constructing EOD 
The equatien of the EODwith.respect to the u,v axes is 
( 
2 
1 where ~ " : 











- µ 2 
-1 
Let r 1 = PA~1P 1 ' then * = Cf1) is the required variance-
covariance matrix to generate :the desired EOD. So 
and 
1 cos2 1 • 2 ~ ¢+ bZ' sin ¢ 
sin¢ cos¢ 
1 1 2-2 
a b 
sin¢ cos¢ 
1 ° 2 1 2 
-z- sin ¢ + 2 cos ¢ 
a b 
To illustrate :theuse.fulness of the EOD on.the.class of functions 
F, twelve surfaces wilLbe eonstructed over.the rectangular region 
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0 ~ x1 ::: 6 and 0 ·~ x2 ~ _5 __ , .The orientation of the :major and minor 
axes of the.EOD's for each of the bivariate normals used. in constructing 
each of the twelve surfaces· 
k 
. .£ C~1,,:i<:z) =2..":. BVN (µ (i)' *Ci)) 
i=l -
is shown in Figures 5 and 6. The· specifications of each of the EOD's 
are given in Table II ·together with the computed .values .. of * (i), The 
colUIIlll labeled 1.1a 11 . is the half.,..length of the axis fonning the acute 
angle .~ with. the :positive . .x1 axis in. the .first six surfaces. The 
colUIIlll labelecl ttb" .is thehaJf.,.length of the axis:of.the EOD per-
pendicular to · "a''· The :.center of . the respective .EOD' s ate (i) µ1 and 
(i) 
µ2 • The last six-:surfaces are merely go 0 . rotations .of .the first six 
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about the region:center (3.0, 2.5}. This.in.effect is a rotation of 
the region X through go 0 since x1 and x2 are arbitrary variables. 
The set of twelve surfaces also can be considered.as two.sets of six 
unique surfaces with a change in the ranges of the independent variables. 
The resulting contours.from the surfaces specified in Table II 
are illustrated in Figures 7 and 8 .. The locations .of. the relative 
maxima for each surface are listed in Table ·HI and .indicated on the 
surface figures by a dot. .Surfaces 4 and 5 appear to have three 
maxima,· but the "elliptical looking" contours near the center of 
these.figures have no.dot.indicating.these regions.contain a minimlllil 
point. The values in Table III are approximated as·the maxima could 
not be found analytically. . The results were detennined by different 
starts near the maxima oLthe accelerated,gradient.procedure for each 
surface. This process was repeated until the maxima.listed in the 














l'/ 2 I \ ~ 
I I I I 0 
6 0 
(a) Surface 1 (b) Surface 2 




... 2-+--··· ~ -
-
4- -
0 I I I I 
6 0 (e) Surface 5 (f) Surface 6 
Figure 5. Major and Minor Axes of EOD's 
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Figure 6. Major and Minor Axes of EOD's 
for Response Surfaces 7-12 
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TABLE II 
PARAMETER SPECIFICATIONS FOR IBE TWELVE SURFACES 
Surf ace i a b ¢ µl µ2 0'11 0'12 0'22 
1 1 1.3 .8 60 2.0 3.0 .92 .49 1.49 
2 .9 1.3 60 4.0 1.0 1.37 - .33 1.00 
2 1 .6 1.6 40 3.0 1.4 1.27 -1. 27 1.65 
2 1.3 . 5 0 4.2 3.8 1.56 0 .25 
3 1 .9 1.1 75 1.0 1.0 1.18 - .10 .84 
2 1. 5 . 5 0 2.0 4.2 2.25 0 .25 
3 .6 2.0 35 4.4 2.6 1.56 -1.71 2.80 
4 1 1. 5 .8 so 1.5 3.5 1.26 .83 1.55 
2 .5 1.4 30 5.0 3.0 .68 - .74 1.53 
3 .5 2.0 60 3.0 1.5 3.06 -1.62 1.19 
5 1 1.6 .4 75 2.5 2.4 .32 .60 2.40 
2 .s .5 0 4.0 1.0 .25 0 .25 
3 .4 .7 60 4.0 3.1 .41 - .14 .24 
6 1 .7 .3 lS 2.6 4.5 .46 .10 .12 
2 1.3 .3 10 3.0 3.4 1.64 .27 .14 
3 1.8 .4 10 3.0 3.4 3.15 .53 .25 
7 1 1.3 .8 150 2.5 1.5 1.49 - .49 .92 
2 .9 1.3 150 4.5 3.5 1.00 .33 1.37 
8 1 .6 1.6 130 4.1 2.5 1.65 1.08 1.27 
2 1.3 . 5 90 1. 7 3.7 .25 0 1.56 
9 1 .9 1.1 165 4.5 .5 .84 .10 1.18 
2 1.5 .5 90 1.3 1.5 .25 0 2.25 
3 .6 2.0 125 2.9 3.9 2.80 1. 71 1. 56 
10 1 1.5 .8 140 2.0 1.0 1.55 - .83 1.26 
2 . 5 1.4 120 2.5 4.5 1.53 .74 .68 
3 .5 2.0 150 4.0 2.5 1.19 1.62 3.06 
11 1 1.6 .4 165 3.1 2.0 2.40 - .60 .32 
2 .s .5 ·go 4.5 3.5 .25 0 .25 
3 .4 .7 150 2.4 3.5 .24 .14 .41 
12 1 .7 .3 105 1.0 2.1 .12 - .10 .46 
. 2 1.3 .3 100 2.1 2.5 .14 - .27 1.64 
3 1.8 .4 100 2.1 2.5 .25 - . 53 3.15 
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Figure 7. Contours for Response Surfaces 1-6 
(a) Surface 7 




(e) Surface 11 
Figure 8. Contours for Response 
(b) Surface 8 
(d) Surface 10 
(f) Surface 12 





POINTS OF LOCAL MAXIMA FOR 1HE TWELVE SURFACES 
Global Maximum Lower Maxinrum 
x1 xz f(x1 ,x2) x1 xz f(x1 ,x2) 
Surf ace 
1 2.0250 2.8625 .16009 3.9846 1.0137 .14189 
2 4.1992 3.7998 .25472 2.9690 1.4206 .16581 
3 2.8200 4.2000 .24183 1.0000 1.0000 .16079 
4 5.0000 3.0005 .22743 1.1867 2.7219 .19955 
5 4.0000 1.0000 .63673 4.0000 3.1015 .56993 
6 2.5986 4.4951 .76175 2.9820 3.4017 .62955 
7 3.6377 1. 5306 .16009 4.4855 3.4803 .14189 
8 1. 7001 3.6991 •. 25472 4.1075 2.5056 .16581 
9 1. 2900 2.3437 .24183 4.5000 0.5001 .16079 
10 2.4993 4.4995 .22743 2.7756 0.6803 .19955 
11 4.5000 3.5000 .63673 2.3995 3.4893 .56993 




It is interesting to nate·the resulting surface shapes relative to 
the orientation of the EOD's-in eaeh·case; Surfaces-labeled 1 and 2 
were constructed from only two bivariate normals (see:Figure 5) forming 
two maxima with.rather :Simple-looking contours (see Figure 7). Surface 
3 was fonned-bythree:.bivariate normals as illustrated in.Figure 5 with 
one of the two maxima ·cf~n:med.-by the .bivariate densities associated with 
EOD's 2 and 3. The resulting shape-shown .in .Figure 7- shows the more 
elongated ellipse; number 3, fonning a.rising.ridge to-the -single mode, 
Surface 5 illustrates,thepossibilityof-two .. non.,.overlapping EOD's 
to always provide two maxima. The-ellipses numbered Land.3 for Surface 
5 in Figure 5, -obviously, .do not overlap. -- However, the.resulting sur-
face from summing these bivariate.normals gives only-.one.local maximum. 
Surface 6 was ftrst constructed- from EOD' s l .. and 2. _ The lesser 
maximum of the two was smaller than desired so a third.bivariate nonnal 
was super-imposed-by EOD.number--3 over the second. This is.illustrated 
by the d0tted lines for the larger EOD, number 3; for surfaces 6 and 12 
respectively in Figures 4 and 5. 
Corrnnents. It appears· that the.types of surfaces.generated by 
f(xl'x2) are numerous •. Surfaces, with ridges:, .valleys, etc., can be 
generated merely by changing the parameter values. It-was observed 
that even three maxima:.can .resulto..by summing only .two bivariate normal 
density functions. 
There is-an obvious drawback to this class.of functions that 
might restrict its usage.to two.independent variables., The algebraic 
expression of f(x1,x2) - is.quite complex for obtaining analytic solu-
tions for the points--- of local -maxima. However, these . problems are not 
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believed to· be insurmountable :for_ usage . in .. two dimensions. Contour 
plots of constant ,fl.:lllction values can. help, in _ identifying .. the relative 
positions of the .maxima.·. Sufficiently accurate .approximations can then 
be made of the maximum:points:by_computational .procedures.for purposes 
of studies of this type. 
Theoretically, -the ftmction values. ar:e all, positive. _ : Computation-
ally, however, the function values ,c;.an become. so. small .. that they caused 
underflows; at least:on the IBM 360/65.computer~ To.remedy this 
problem an uncorrelated bivariate. normaL was .centered at .. the mean of 
the bivariate normal·having:the.EOD of: smallest area.in.each response 
surface, and assigned very large-variances of cri1 = cr~ 2 = 1 x 108. 
This was found t0 be adequate forpreventingunderfl0ws and at the same 
time indicating the- general- direction of a:maximum-without.significantly 
changing the function, values as they were used in the study. 
Local Optimization Techniques 
The gradient, . pattern . search; _and accelerated: gradient local 
optimization techniques·, are •. three: different-- basic approaches_ to locating 
a relative maximum which are basically different._ However, within each 
method there are any-number:of-variables which must assume.fixed values 
before the techniques:can be-.implemented, e.g .. step sizes to determine 
local response _.surf.ace .characteristics, step .sizes, for computed 
directional moves; convergence--criteria; etc ... Surely those variables 
at different conditions ·.would affect_ the performance E>f any of the 
techniques. Fortunately; · .. the- experiences in .. applications by Scherich, 
et. al. (12) .and Zellnik, et. aL. {14) provided insight to .solving this 
problem for the gradient,_,and .accelerated gradi~nt techniques. 
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Ea.eh ,of .the cthxee:·:.leealc"teclmiques ·will "now.cbe,.:..o:u.tlined and the 
actual paths·-ef-.optimizatien:·on·Surface l will· be .pletted·~te .. demonstrate 
the· actual· pr.ecess-,ef ·.eptimiz.atien · .. in each case. 
Gradient-.:· The-,gFadi-entc .. precedure·. as .used cby,Scherich, .et. al. (12) 
begins by evaluating--,the-:.r.esponse surface at <K(O) .= .c = (3. O, 2. 5). 
- -
The range ·ef·:each· variable.:.is .. div.ided::.into :ten ... un.its,.where·:each unit is 
t::.x. = R./10 · in length::for· · L::: l·,.2. ·Steps are made::.in: .. the gradient 
1 1 . 
direction by computingc:the .. ceordinates ·.of· the :point . :.xJm+ l) at the 
mth step according to 
where· 01.. (m) is--the--:direction::cosine·of the: .i~~ .c.va:dable.computed as 
1· 
and where 
. ··.·.. (m) 
( ") :. . t::.f . 
. · m·."-"~-·:· ,.·:.:. ::-.·:'"-"-' .... :.: .. ·:.1 .. 
a.. -
i Jafl C.m))2 . + (!::.£ _.(m))2 
2 
i = 1,2' 
• .c = ffx (m) + t::.x x (m)) - f(x (m) x (m)) 
L.l.J..l ~ 1 l' 2 1 ' 2 ' 
and t::.f 2 is similarly defined. A reduction in xi is made when 
(a. (m)/a. (m~l)) < O, or when there is a reversal in the direction of the 
1 1 
1.th var1"able. Th · t · th t to •x /2 e new 1ncremen 1s en se o i . 
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Tenninatien.-ef··:the-,graaient-·.:p:r.ocedur.e-beginS-c;:after·:the: a1 and a2 
have changed sign· at·· least-·enee--for''. each··variable ., , ·:Final . termination 
results when, for -m·.~·2; ,the·.relationships 
f (m) · .. f(m-1) . . , . ·.f(m+l) f(m) 
1 · c- r) . 1 < ·: cc1 · ·and·. , 1 · · .. 0 ~r __ , . 1 < cc2 f m- . ·. . f m 
are both satisfied for-valuescof·· CCl and CC2. The values CCl and 
CC2 are proportional changes in the response surface at the m ~ 1st 
and mth step. Specific values-for CCl and CC2 were respectively 
. 02 and .. 01 as suggested-, by·.Scherich·, ·.et. al. . (12). 
· Table ,.IV-.and Figure ·-9 -illustrate the- path of· .the· gradient .technique 
on surface· L The-initial-step-:is· quite large-going from.coded point 0 
to 1. The, fun.etien ;ev~luatiens needed for :computing. the .direction 
cosines· are not ·listed and .are-not included ,as .. candid.ates, for .the max-
imtun value. Frem point Lto-2 the direction· of· .x1 has· changed causing 
ruc1 to be halved, ·follewedby·gr-adient:calcµlations, and .a move to 
point .3. .. I~ :.appears· from, the figu~e · that . ti.x1 . : is .again halved while 
l::J.x2 has received its· first reduction.:.This.is .likely-the reason for 
the large stepin-the.negative-x2 -direction from apoint.that is very 
close to the maximtun te· point A., -The ·procedure .recovers; .. terminating 
at point 7 where 
and 
. ,,. 1-·~15.9~7 -~. :15837_,_::;;; .. ,.,0082 < • 02 
.15837 
lil5973 ~ .159671-~-~0004 < .01 . 
. 15967 
TABLE IV 
TABULATED MOVES FOR GRADIENT 
ON SURFACE 1 
Code f(x1,x2) xl x2 
0 .09783 3.0000 2.5000 
1 .11091 1. 2032 2. 4104 
2 .13754 2.0922 2.1766 
3 .15884 1. 9047 2.8584 
4 .15375 1.9600 2.4949 
5 .15837 1.9443 2.6805 
6 .15967 1. 9547 2.8649 
7 .15973* 1. 9803 2.7814 
*-Denotes maximum fotllld 
Total number of evaluations = 22 
Figure 9. Plotted Moves of Gradient on 
Surf ace 1 
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Termination will also come about if after sixteen gradient calcula-
tions and moves the above criteria have not yet-been satisfied. 
Accelerated GradienL-The accelerated gradient in Zellnik, et. al. 
(14) begins by computing tif ~O) . based on variable increments from the 
l 
initial point x(O) of tix. = R./50, i = l, 2. The first step in a 
l l 
gradient direction is computed as 




where f3 is equal to ,025 or 2.5% of the.range of the,variable in-
dicating the most rapid change. In Figure 10 and Table V the relative 
positions of the-initial·point, O, and the first step to point 1 are 
illustrated on the sa.mesurface·as the-gradient technique for comparison. 
There will be some variation in these plots due to the tracing of the 
computer output which is accomplished by plotting only at discrete 
points. 
Since point 1 was a successful move (meaning a better point was 







S.F. is a step factor initially set equal to 1.5 in order to 
"accelerate" the distance between-successive points along the gradient 
TABLE V 
TABULATED J\DVES FOR ACCELERATED GRADIENT ON SURFACE 1 
Code f (x1 ,x2) xl X2 Code f (x1 ,x2) xl X2 
0 .09783 3.0000 2.5000 c .15730 1. 9992 2.6222 
1 .10855 2.8500 2.4864 D .15628 2.2242 2.8622 
2 .12436 2.6250 2.4661 E .15811 2.0555 2.6822 
3 .14341 2.2875 2.4355 F .15823 2.1061 2.7362 
4 .14771 1.7813 2.3897 G .15784 2.1516 2.7848 
5 .09270 1.0219 1.0219 H .15847 2. 0971 2.7507 
6 .13967 1.5914 2.3726 I .15890 2.0791 2.7411 
7 .14618 1. 7338 2.3854 J .15953 2.0431 2.7699 
8 .14817 1. 7883 2. 3972 K .15982* 1. 9711 2.8085 
9 .14906 1. 8023 2.4122 L .15633 1. 8271 2.8855 
A .15072 1.8305 2.4422 M .15946 1. 9351 2. 8277 
B .. 15359 1. 8867 2.5022 N .15359 1. 8867 2.5022 
*-Denotes maxinn.un found Total number of evaluations = 30 
Figure 10. Plotted Moves of Accelerated 




direction. Thesemeves are-illustrated in Figure 10 by the points 
2, 3, 4 (which is- later superimposed by -9), and S, .the first failure in 
the sequence. A subs<:;an of the .last interval is made by reducing the 
increment 
. AX~m+l) = (R.F.) AX~m) 
1 1 
by a reduction factor (R.F .. } equal to 1/4. If this point is a success 
(point 6) a scan is made again with equations (10) and (11) where 
S.F. = .9. These steps.are decelerated steps. This process continues 
until another failure occurs-at.which time the gradient-direction is 
recomputed from the last.successful point •.. The steps involved in the 
above discussion are referred. to _by Zellnik, _et. al ...... (14) .as the high 
range search. 
In Figure 10, point 6 was -not, however, a success. . In this case 
another 1/4 reduction of the last interval is made resulting in point 7. 
Point 7 was also a failure. Two successive failures of the subscan 
cause the gradient to.go into a low range search. The Lif. are now 
1 
calculated on independent variable increments of 0.02% of their 
respective ranges, and the basic.step calculated with s = .0015. 
Zellnik points out that.these successive failures are-caused by (1) a 
maximum has been approached, .. ,or. (2) a.point is situated on a ridge. In 
order to recover from .the . 1.'f iner" search in low range. that are not for 
the former .reason, the .. S.-F. _ value_-is increased. to 2.0. Returning to 
Figure 10, the gradient direction is computed in low range and a basic 
step is made to point 8 followed by accelerated moves to 9, A, B, C, 
and D. Point D was a failure. in this sequence of moves. A subscan 
produces points E, F, and.G. Two failures call for re .. evaluation of the 
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gradient and the process continues. Points M and .. N result fr;om two 
successive failures in a sabscan. This is the.secondtime this has 
' 
occurred causing the: procedure to terminate. 
The max:imum is·-,taken- to ~be ··the. largest .0£ .all .. values .. excluding the 
function evaluations .needed ;.for computing gr.adient~-directions. The 
number of evaluations·, · however:; . includes .. the six· .value.s .. cneeded for this 
purpose. 
Pattern Search, · This technique consists of two.types of searches. 
As developed by Hooke· and Jeeves ·(7), the basic search is made in the 
vicinity of . the initial·· ·point by changing. one variable at a time. After 
the surface has been examined:in .this manner, pattern moves are made in 
the direction indicated by the successful moves in .the first search. 
Table VI· and Figure 11 will be helpful in following this technique 
again on Surface L The. search begins .. at 0 _moving variable x1 in 
the positive direction by an amount lix1 = R/50. This move resulted in 
a failure (and was not· plotted) and consequently moved in the negative 
direction by the same amount to point 1, a success. From point 1 the 
search begins on x2 to point 2 which was also a success. The direc~ 
tion of these moves is noted for two reasons. Since the successful 
moves were in the negative direction for x1 and positive for x2, 
future searches of this type will begin in these same directions, hope-
fully minimizing the· number .of·.funct;ion evaluations .. The second reason 
is to make pattern moves. ·Using only the direction of the moves (and 
not incorporating· the.magnitude of.the diffe.rence in function values as 
in the·gradient routines)· the procedure increments eachvariable that 
produced successful searches by 1.Slix~m) to the new coordinates 
1 
TABLE VI 
TABULATED MOVES FOR PATTERN SEARQ-I ON SURFACE 1 
Code f (xl'x2) xl X2 Code f (x1 ,x2) xl X2 
0 .09783 3.0000 2.5000 8 .15415 2.1450 3.2125 
1 .10639 2.8800 2.5000 9 .15190 2.3250 3.0625 
2 .10650 2.8800 2.6000 A .15669 2.1450 3 .1125 
3 .12278 2.7000 2.7500 B .15861 2.1450 2.9625 
4 .14616 2.4300 2.9750 c .15735 2.1450 2.7375 
5 .14960 2.0250 3.3125 D .15958 2.0250 2.9625 
6 .07505 . 1..4175 3.8188 E .16009* 2.0250 2.8625 
7 .15063 2.1450 3.2125 F .15708 1.8450 2. 7125 
*-Denotes maximum found Total number of evaluations = 33 
5 
0 6 
Figure 11, Plotted Moves of Pattern Search 
on Surf ace 1 
47 
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x~m+l) = x~m) + l.Sllx~m), i = 1, 2. The pattern moves give points 3, 
1 1 1 
4, 5 and 6. Point 6 was a failure. This causes.the :search process to 
restart from point S, the·new base point. 
Tennination: efr the'· precedure :begins.:·Mhen the .. sea.r:eh about the base 
point in all variable· ,directions does not pI'o¢luce a .success.. . This causes 
the initiation of a new search with a· new increment of. 6.x./2, i = 1, 2. 
1 
If this brings abeut a'·suscess·, the· process .of making pattern moves con-
tinues. If this does not locate a .success,.then the last increment is 
reduced by 1/4. The .intervals· are continually decreased by powers of 
2 until the largest 6.x. < .001. 
1 
Restart Strategies 
Introduction:.· 'The application of a local. optimization technique 
and any of the nonnal,· uniform, or- 4..,-point.strategies.constitutes a 
technique to approximate the .. global max:imum (g-max). The application 
of these global techniques· will fall into one of the two procedures for 
global· optimization-··as·· described belowo 
Nonna.I or· Uniform. Global techniques employing the nonnal or 
uniform restart strategies-all follow this basic procedure: 
1. A local optimization·.teclmique (accelerated gradient, pattern 
search, or· gradient) is selected and initialized.at the point 
c = (3.0, 2.5). This precess· is allowed to converge to a point 
2. Points, x, are .selected from the -.chosen distribution (nonnal 
or unifonn) sequentially comparing z(x) to z(x1). This 
process continues,until_a·point ~2 is found where z(~2 ) is 
greater than z(~1) or until 16 points have been chosen. If 
16 points do not produce· a better z, the pr:ocedure tenninates. 
If an- ~2 . is found; the _procedure· restarts,with---the selected 
technique in step 1. 
4-Point. · The-global -proeedure using the 4-point-.s-trategy begins 
49 
by selecting one of the methods- from the list of local optimization 
techniques. This selected local technique-is initiated in the four 
comers of the region X with· the-approximation to-the g.,,ma.x resulting 
from the largest value observed during the four searches, 
E;x:perimental Error 
' ( ' . 
The optimization-techniques are:applied.toresponse surfaces that 
are deterministicand stochastic._ This is accomplished.by constructing 
response values as 
where · f(xp x2). ,r,epresents _the.,-.function value of one of the twelve 
surfaces and "e" ·is-a random-deviate from a n{O, cr~) _ distribution. 
Three levels of "experimental error" were used by choosing the values 
of a"' 0.0, .01, and,05o. A-deterministic response-surface results 
.when cr = 0. 0-. - The response is equal to f (x1, x2) in this case. The 
other two values of · cr represent stochastic situations where the obser-
vation is assumed to consist ofa "true" average value plus a normally 
distributed random component. 
Summary 
c 
The factors.that were varied arerespense surfaces, response sur-






The purpose of this chapter is to present and analyze the data 
obtained from all combinations of the nine global optimization tech-
niques, twelve response surfaces, and response surface error levels of 
cr = O.O, ,01, and ,05 with replication, A computer program written 
by Collier (4) was very helpful in the acquisition of the data, This 
program was the options to implement any or all of the nine g-max pro-
cedures on any surface constructed by surmning bivariate normal density 
functions. The program can also plot contours of surface function 
values and paths of search by any of the g~max procedures, 
Replication 
t - . ' • -
The number in the cells of Table VII indicates the number of repli-
cations obtained at the experimental conditions with a = 0,0, Two 
starts of any procedure at the same point on a deterministic surf ace 
(cr = 0,0) will produce exactly the same results, Since the techniques 
involving the 4-point strategy have all starts determined a priori, rep~ 
lication is not necessary with a = 0.0. Techniques with the normal and 
uniform strategies were replicated since alternative starts subsequent to 
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distribution. The number of replicates was detennined by the available 
resources. 
Three replications were-obtained for the cr = .01 and .OS cases 
from all the g-max techniques and surfaces. Making the observations 
from. response surfaces· stochastic prevents even- the techniques utiliz·-
ing the 4-point method from-producing identical experimental results. 
The resulting data is .listed in Appendix A where each experimental 
point (condition) is identified by a code for the appropriate g-max 
technique, surfaee number-, .e:xperimental-error(cr}.level and rep(repli-
cation) number. ·The inf<i:>nnation given in eaeh case consists of the 
number of "function'' evaluations (NFE}, the approximated .g.lobal maximum 
(g-max z. (x) = -z (x ) ) , the true response surface· value f (x .. ) evaluated 
_ _a _a 
at the point :::a determined by the approximated g-max · z(:::), and the 
true global maximum (g-max f(x)). The value f(x } .. at the point x 
_a _a 




The results from eaeh data point -are .reduced .. to. two measures of 
performance. These are: 
and 
y(lJ - the 0totaLnumber of .response surface evaluations 
y (ZJ - the proportion of -the true global.maximum attained 
y (2) -




The mnnerator is the· ftmction value at the point obtained from the 
global optimization of z(:) , : in X. 
To illustrate the above, the perfonnance from .. one.replication of the 
nonnal/gradient (13) on surface 2 will be.obtained when a= 0.0 and 
when a = .01. 
Table VIII-and Figure .. 12 illustrate; .respectiv.ely, .. the.numerical 
and graphical infonnation from rep 1 of g·max technique 1 3 on surface 
2 with a= 0.0. Beginning at center c = (3.0, 2.5}, the gradient 
method locates a maximum at·· x·=· (2.8008, .1.6105) .with. z(xD = f(x) -
.16307. The number of evaluations·· was · 28. - The· ''random search" 
(nonnal distribution} process· almost fails; ·.but ·a·. better value of 
z(3.0221; 3,7880) = ,16640 is feund.on.the sixteenth-peint,.the maximum 
number allowed. The ·.gradient. restarts at· this point .and terminates for 
the second time-at·. z.(4.2117, 3. 8122) = . 25463 .. _ This ·.latter search re-
quired thirty~one evaluations, The -next· sixteen ·.points : selected from 
the nonnal. distribution-; procecl.ure all· fail . to find ca·; better. value' 
terminating the·g~max procedure. The measures .y(l) and y(2) are 
calculated to be 
y (l) = · 28 +. .16 .+. .31.+ 16 =. 91 NFE 
and 
. ; .....• 25463 . 99965 ..!._ 1 y ·=· ·.= 
C2) . ~25472 
TABLE VIII 
COMPUTER OUTPUT OF NORMAL/GRADIENT 
ON SURFACE 2 WI1H cr = 0.0 
F(X) x 
0.07755 3.0000 2.5000 
0.03754 1.2084 2.3556 
0.11336 2.0908 2.5029 
0.13655 2.3299 2.1414 
0.15754 2.7532 1.8104 
0.13134 2.3497 1.6445 
0.15323 2.5606 1.7097 
0.16044 2.7842 1.7305 
0.16164 2.7478 1.6418 
0.16307 2.8008 1.6105 
MAXIMUM NFE 28 
F(X)= 0.16307 X= 2.8008 1.6105 . 
RANlXlM SEARCH 
F(X) x 
0.00323 5.3180 2.3891 
0.08761 2.1035 3.4119 
0.00188 5.0463 2.2407 
0.04126 1.1144 2.7791 
0.01741 0.9623 2.1901 
0.07770 6.0000 3.5358 
0.01055 0.3118 3.4045 
0.01786 2.3962 4.7095 
0.00361 5.0143 2.3663 
0.00003 0.0000 1.2053 
0.00253 6.0000 2.4628 
0.00058 0.7341 1.0352 
0.03010 5.2683 2.8591 
0.13917 3.3603 0.6680 
0.04777 1.6121 1. 7449 
0.16640 3.0221 3.7880 
RANDCM SEARCH PRODUCED A CANDIDATE 
FOR ALTERNATE MAXIMA 
F(X) x 
0.16640 3.0221 3.7880 
0.02564 4.2785 2.7139 
0.20298 4.2368 3.4630 
0.18302 4.1022 4.2046 
0.25312 4.0803 3.8297 
55 
56 
TABLE VIII (Continued) 
F(X) x 
0.19833 3. 9728 3.4579 
0.23999 4.0092 3.6444 
0.25433 4.1564 3.8216 
0.25157 4.1052 3.7304 
0.25415 4.1467 3.7739 
0.25463 4.2117 3.8122 
MAXIMUM NFE 31 
F(X)= 0.25463 X= 4. 2117 3.8122 
RANDCM SEARCH 
F(X) x 
0.04748 1. 7199 1.5555 
0.04923 4.9529 4.6550 
0.01164 5.0018 5.0000 
0.04200 2.3661 0.6128 
0.03983 6.0000 3.1602 
0.00896 1.2524 1.3134 
0.07797 2.8420 3.0235 
0.05147 3.5309 2.8749 
0.01418 4.0421 5.0000 
0.00438 1.8818 0.2184 
0.01055 3.2245 5.0000 
0.04540 3.0335 0.0000 
0.00138 1.1971 0.6821 
0.00009 1.1422 0.0000 
0.00700 2.6954 5.0000 
0.00024 0.0000 1.8695 
RANDCN SEARCH PRODUCED NO 








The results of a similar experimental situation, .but with cr = .01, 
is illustrated in.Table.IX.and Figure.13. The effect.of.the cr = .01 
"noise" level-in the .response·.is .reflected.in :.the .. z .. value at 
c = (3.0, 2.5). A compenent of. -.00055 was selected from the 
2 n(O, (.01)) distril:mtionand.added .. to . .f(.c} resulting in z(c) = 
. 07700 (compare z (c) in Tables ·.VIILand IX). .The .. gradient . technique 
terminates in this instance-with NEE .=·31.and ,a . .max.imum.._surface response 
of z (2. 8078, · 1, 6090) = .16317. . Sixteen points from the normal distri-
bution procedure all .failed to .. locate .a ,better value causing the entire 
procedure to terminate. .The perfennance·v:alues .in this. instance are 
and 
.y (I} . . 31 + 16 = 4 7 NFE 
....... ,f(Z,,8078, 1.6090) 




or the maximum value· found was 64.,1%, of ;the true: . .global maximum. 
Graphical illustratien of· the paths of .optimization for a sample of 
experimental conditions .. are. c.ontained in Appendix B •.. These figures are 
cross referenced with thepreper·datapoints in Appendix A so that the 
reader canget.abetter understanding,of.thenumerical values in Appendix 
A. 
An Analysis of the Data 
The data in Appendix-A are reduced to Tables X, XI, and XII by con-
verting the original data to y(l) and y(2) and averaging over rep-
lication. For a comparison, .the value of· y(2) at .the lower maximum of 
each of the bimodal surfaces is given in Table XIII. 
TABLE IX 
COMPUTER OUTPUT OF NORMAL/GRADIENT 
ON SURFACE 2 WI1H cr = .01 
F(X) x 
o. 07700 3.0000 2.5000 
0.03889 1.2066 2.3712 
0.11337 2.0899 2.5154 
0.12953 2.2137 2.1439 
0.11325 3.0991 2.0766 
0.15147 2.6791 1.9418 
0.14341 2.4897 1.6017 
0.16030 2.6987 1. 6712 
0.16098 2.9129 1.6425 
0.16317 2.8078 1.6090 
0.16286 2.8279 1.5215 
MAXIMUM NFE 31 
F(X)= 0.6317 X= 2.8078 1.6090 
RANDCM. SEARGI 
F(X) x 
0.02323 4.8434 2.7210 
0.00626 2.5155 5.0000 
0.06092 2.0702 4.0803 
o. 00719 5.0044 1. 2518 
0.05116 1.3403 3.6839 
0.00636 6.0000 5.0000 
0.02769 5.8695 2.9932 
0.00534 4.4759 2.2841 
0.00001 0.0000 0.0411 
0.12733 2.3772 1.5627 
0.06968 2.6548 0.5964 
0.04693 2.1180 4.2631 
0.01040 5.7651 4.8743 
0.00201 0.3684 5.0000 
0.02128 4.0642 2.0104 
0.03237 0.9855 2.8924 
RANDCM SEARGI PRODUCED NO 









l 1 l 
1 l 2 
1 l 3 
l 1 4 
l 1 5 
1 l 6 
l l 7 
1 l 8 
1 l 9 
l l 10 
1 l 11 
l l 12 
AVERAGE 
2 1 l 
2 l 2 
2 l 3 
2 1 4 
2 l 5 
2 l 6 
2 1 1 
2 l 8 
2 l 9 
2 l 10 
2 1 11 
2 l 12 
AVERAGE 
3 l 1 
3 l 2 
3 1 ·3 
3 l 4 
3 1 5 
3 l 6 
3 1 7 
3 l 8 
3 l 9 
3 l 10 
3 l 11 
3 1 12 
AVERAGE 
TABLE X 
G-MAX TECHNIQUE PERFORMANCE AVERAGES 
OVER REPS FOR cr = 0.0 
Opt. Opt. 
y Cl) y (2) Code s y (12 y (2) Code s 
46 0.998 l 2 l 49 1.000 1 3 l 
71 0.984 l 2 2 99 l.ooo l 3 2 
66 0.976 1 2 3 48 1.00-0 l 3 3 
54 0.807 1 2 4 60 0.877 l 3 4 
76 0.892 l 2 5 88 0.895 l 3 5 
50 0.825 l l 6 71 0.826 l 3 6 
31 o. 995 l 2 7 52 l .ooo l 3 7 
55 o. 840 1 2 8 66 0.883 l 3 8 
48 0.887 l 2 9 62 1.000 l 3 9 
69 o. 889 l 2 10 93 0.901 l 3 10 
76 0.898 1 2 11 78 0.930 l 3 11 
99 0.994 1 2 12 115 1.000 l 3 12 
62 o. 915 AVERAGE 73 0.943 AVERAGE 
134 o. 998 2 2 1 140 1.000 2 3 1 
148 0.992 i 2 2 149 1.000 2 3 2 
148 0.992 2 2 j 163 1.000 2 3 3 
170 0.959 2 2 4 167 1.000 2 3 4 
160 1.000 2 2 5 189 1.000 2 3 5 
204 0.826 2 2 6 238 0.827 2 3 6 
125 1.000 2 2 7 l!i8 1.000 2 3 7 
173 0.927 2 2 8 174 l.000 2 3 8 
160 o. 977 2 2 9 186 1.000 2 3 9 
168 0.999 2 t!. 10 188 1.000 2 3 10 
172 1.000 2 2 11 194 1.000 2 J 11 
153 0.758 2 2 12 222 1.000 2 3 12 
160 0.952 AVERAGE 181 0.986 AV ER AGE 
46 0.998 3 2 1 49 1.000 3 3 l 
70 0.860 3 2 2 89 0.884 3 3 2 
60 0.83& 3 2 3 51 l.ooo 3 3 3 
54 0.807 3 2 4 bO 0.877 3 3 4 
75 0.923 3 l 5 101 0.930 3 3 5 
sa o.a83 3 2· 6 84 0.884 3 3 6 
37 0.995 3 2 7 52 1.000 3 3 7 
as o.998 3 2 8 57 0.884 3 3 8 
73 0.910 3 2 9 62 1.000 3 3 9 
100 0.900 3 2 10 106 0.901 3 3 10 
87 0.949 3 2 11 78 0.930 3 3 11 
51 0.825 3 2 12 78 0.827 3 3 12 
66 0.907 AVERAGE 72 0.92b AVERAGE 
61 










































l l l 
l l 2 
l 1 3 
l 1 4 
l l 5 
1 l 6 
l 1 1 
l l 8 
1 1 9 
1 l 10 
l 1 11 
l l 12 
AVERAGE 
2 l l 
2 l 2 
2 l 3 
2 1 4 
2 l 5 
2 l 6 
2 1 7 
2 l' 8 
2 l 9 
2 1 10 
2 1 11 
2 l 12 
AVERAGE 
3 l l 
3 l 2 
3 1 3 
3 1 4 
3 l 5 
3 l 6 
3 1 7 
3 l 8 
3 1 9 
3 l 10 
3 l 11 
3 l 12 
AVERAGE 
TABLE XI 
G-MAX TECHNIQUE PERFORMANCE AVERAGES 
OVER REPS FOR a = .01 
Opt. Opt. 
y (1) y (2) Code s y (1) y (2) Code s 
49 0~936 l 2 1 68 0.912 l 3 l 
54 0.791 l 2 2 98 0.816 l 3 2 
72 0.681 l 2 3 110 0.845 l 3 3 
5 2 o. 769 l 2 4 oO 0.101 l 3 4 
86 0.961 l 2 5 137 0.928 l 3 5 
45 0 .853 1 2 b 123 0.884 1 3 6 
52 0.832 l 2 7 66 0.848 l 3 7 
49 0.971 l 2 8 83 o. 952 l 3 8 
11 0.926 1 2 9 168 0.973 l 3 9 
6 7 o. 754 l 2 10 81 0.780 l 3 10 
69 0.865 1 2 11 111 0.889 l 3 11 
59 0.921 l 2 12 124 0.927 l 3 12 
61 0.855 AVERAGE 102 o. 877 AVERAGE 
12 0.760 2 2 1 185 o •. 9 21 2 3 l 
74 0.811 2 2 2 171 0.988 2 3 2 
74 0.723 2 2 3 163 0.865 2 3 3 
68 0.119 2 2 4 194 0.930 2 3 4 
70 0.663 2 2 5 160 0.667 2 3 5 
79 o.ss1 '4 2 6 222 0.823 2 3 6 
63 0.669 2 2 7 180 0.793 2 3 7 
82 0.633 2 2 8: 177 0.969 2 3 8 
66 o. 598 2 2 9 168 0.958 2 3 9 
70 0.427 2 2 10 195 0.960 2 3 10 
77 0.660 2 2 11 205 0.996 2 3 11 
73 0.457 2 2 12 172 0.547 2 3 12 
72 0.645 AVERAGE 183 0. 869· AV ER AGE 
62 o. 924 3 2 1 61 0.984 3 3 l 
73 0.972 3 2. 2 103 0.869 3 3 2 
12 o. 874 3 2 3 109 0.958 3 3 3 
78 0.871 3 2 4 77 o.789 3 3 4 
64 0.771 3 2 5 84 0.724 3 3 5 
74 0.818 3 2· 6 l 01 0.880 3 3 6 
42 0.979 3 2 7 95 0.956 3 3 7 
79 0.822 3 2 8 96 0.846 3 3 8 
50 o. 959 . 3 2 9 106 0.844 3 3 9 
102 0.895 3 2 10 98 0.868 3 3 10 
42 0.554 3 2 11 87 0.877 3 3 11 
53 0.813 3 2 12 112 0.882 3 3 12 
66 o. 854 AVERAGE 94 0.873 AV ER AGE 
62 
y (1) y (2) 
65 0.913 
85 0.984 







































l l l 
l l 2 
l l 3 
l l 4 /l l 5 
1 l 6 
l l 7 
l 1 8 
1 l 9 
l l 10 
l l 11 
l l 12 
AVERAGE 
2 l l 
2 1 2 
2 1 3 
2 l 4 
2 l 5 
2 1 6 
2 1 7 
2 l' 8 
2 1 9 
2 l 10 
2 l 11 
2 l 12 
AVERAGE 
3 1 l 
3 l 2 
3 1 3 
3 1 4 
3 l 5 
3 l 6 
3 l 1 
3 l 8 
3 l 9 
3 l 10 
3 1 11 
3 l 12 
AVER AGE 
TABLE XII 
G-MAX TECHNIQUE PERFORMANCE AVERAGES 
OVER REPS FOR cr = . 0 5 
Opt. Opt. 
y ~l) y h22 Code s y (1) y (22 Code s 
66 0.971 1 2 1 82 0.994 1 3 l 
54 0.710 l 2 2 107 0. 766 1 3 2 
63 0.946 l 2 3 75 0.997 l J 3 
59 0.858 l 2 4 79 0.796 1 3 4 
51 0.594 l 2 5 77 0.121 1 3 5 
59 0.866 l 2 6 116 0.884 l 3 b 
't9 0.979 l 2 1 73 0.999 l 3 7 
56 0.866 l 2 8 105 0.883 l j 8 
62 0.992 1 2. 9 74 0.996 l 3 9 
11 0.912 l 2 10 ·124 0.914 l 3 10 
(>5 o. 765 l 2 11 88 0.894 l 3 11 
45 0.826 l 2 12 72 0.825 l 3 12 
59 0.859 AVERAGE 89 0.889 AV ERA GE 
79 0.909 2 2 1 206 0.999 2 3 1 
95 0.931 2 2 2 223 0.998 2 3 2 
102 0.985 2 2 3 274 0.998 2 3 3 
99 0.792 2 2 4 231 0.994 2 3 4 
89 o •. 399 2 2 .5 180 1.000 2 3 5 
79 o. 520 2 2 6 238 0.826 2 3 6 
76 0.873 2 2 1 216 0.998 2 3 7 
7 8 o. 951 2 2 8 206 0.998 2 3 8 
87 0.758 2 2. 9 263 0.999 2 3 9 
78 0.755 2 2 10 234 0.998 2 3 10 
82 o. 5 75 2 2 ll 239 1.000 2 3 11 
a2 o.581 2 l. 12 221 0.884 2 3 12 
85 0. 753 AVERAGE 227 0.974 AVERAGE 
41 0.970 3 2 l 69 0.988 3 3 l 
74 0.991 3 2 2 130 0.995 3 3 2 
51 0.816 3 2 3 81 0.996 3 3 3 
65 0.867 3 2 4 112 0.917 3 3 4 
56 o. 596 3 2 5 116 0.762 3 3 5 
46 0.697 3 2· 6 88 0.826 3 3 6 
81 0.954 3 2 7 71 0.993 3 3 7 
64 0.901 3 2 8 128 0.997 3 3 8 
65 0.944 3 2 9 67 0.992 3 3 9 
53 o. 939 3 2 10 107 0.953 3 3 10 
42 0.492 3 2 11 92 0.894 3 3 11 
47 0.819 3 2 12 85 0.826 3 3 12 
57 0.832 AVERAGE 96 0.928 AVERAGE 
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y (1) y (2) 
40 1.000 





















130 o. 991 
167 0.999 
















Yc2) VALUES FOR LOWER :MAXIMUM 
Surfaces ~ 
1 and 7 .886 
2 and 8 .651 
3 and 9 .665 
4 and 10 .878 
5 and 11 .895 
6 and 12 .826 
Average .800 
One might be inclined to think that y(l) and y(2) are somehow 
related. It seems reasonable to expect that the more evaluations re-
quired by a procedure, ·the closer the approximation should be to L 0 
by making use of the more.information concerning the response surface. 
A demonstration of this is the comparison between the results from 
Figure 12 and 13. However;· in Table X; for example; there are some in-
teresting cases·that will·now·be considered. 
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Optimization technique 2 2 (4-cpoint/pattern search) from Table X 
produced a value less· than LO only on surface·6. The interesting com-
parison is that on the rotated "cousin'' of 6, . surface· 12, the global 
maximtnn was found in fewer evaluations. To explain this apparent 
anomaly, consider the results from one of the four starts of the 4-point 








Figure 14. Results of 4-Point/Patte111 Search, 





0 ___ .__ ___ . ____ _.__ _ _.__ _ ......_  ___, 
0 6 
Figure 15. Results of 4-Point/Patte111 Search, 
Surface 6, a = 0,0 
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the global maximlllil·, all-others cenverged to. the lower maximlllil. All four 
starts on surface ·6produeed the lower value ·accounting for. the value 
y (2) = • 877. The analegous starting point .on surface .6, .except for an 
apparently significant .alteration .in. the coordinates .due to .. the rotation 
and change in- range, is lecated·.in• the·lower right hand-.cc.mer of Figure 
15. A comparison.of the figures shows point 8 as the turning point. 
Point 8, the last.successful.point in the pattern.move .. sequence from 
point o, is.different enough in location relative.to.the.response sur-
face contours,· so that a search for new pattern moves from 8 leads to 
different maxima inthe two cases. 
Another interesting comparison in Table Xis between the.average 
responses attained for the three.reps on surfaces 4 and 10 for the uni-
form/gradient (3 3). · The averages over replicates for y (I), y (2) are 
41, .:877 for surfaee 4, and .84, "'890 for surface 10. Again, these 
surfaces are similar except.for the change in.ranges.achieved by rota-
tion. It appears-strange that forty,-,three more evaluations on the aver-
age were needed for surfaee .. 10 to-achieve about the same average pro-
portion of the g'"max •. Appendix A.indicates that .in .this situation, the 
performance· results. wel'.e'identical·for all three :1:eplicates with 
y(l) = 41 and y(2) = ,887; thelower-maximlUil.according to Table XIII. 
The uniform distribution" seleetion-procedure. failed to locate a better 
value in all three replicq.tes ewen though the.,random.nlUilber generator 
had three separate starts. 
The results of the· three replicates of surface .10 are much more 








'IHREE REPS OF UNIFORM/GRADIENT ON 
SURFACES 4 AND 10 WITH q = 0.0 
Surf ace 4 Surf ace 10 
~ y~(Z) y (1) y (2) 
~~
41 ,877 73 ,994 
41 .877 137 ,974 
41 ,877 41 .702 
-.............. 
41 .877 84 .890 
= 0 0 2389.3 ,0266 
= 0 0 28.2 ,094 
Figure 16 shows how the values y(l) = 73 and y(2) = ,994 for the 
first rep crune about on surface 10. The convergence from the first 
start was at neither maximt1lll, but on a ridge leading to the lower max~ 
imlilll. A better value was then located in the region of the g~max 
accounting for y(2) = .994 in seventy~three evaluations. 
The second rep was also successful in locating the g~max, but the 
path was quite different after the first convergence, In this case 
Figure 17 shows that the first restart occurred in the region of the 
67 
lower maximlilll. After convergence to the lower optimlilll, another restart 
5 
Figur~. 16. Graphic Results of Rep 1 of Unifonn/Gradient on Surface 10 




Figur.e 17. Gra~hic Results of Rep 2 of Unifonn/Gradient on Surface 10 




is found . .in .. the :g--max·-:region: accounting fo.r y (2} = • 97 4 and 
y(l) = 137· evaluations. 
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The third· rep· .. is:J:Ult .. illusti:ated;.·:but:..ne .. r.estar.ts .were .found after 
the initial .convergenee·tecthe·.r.idge .. point .owing to:,.a.,. -Y(z) value of 
only .. 702 with y(l) = 41, 
Also included in Table XIV are-the .respective .estimates-.. of the var-
"2 iance; cry(k), k = l, .2, :fer Y(l) and y(Z) .. for each-.. surface, ·and the 
" 
estimates of the· standard errors,.of.the averages .calculated as cry(k/v'!· 
With only three.replicates; --the infonnation on.the .uniform/gradient pro-
vided by these surfaces.separ.ately·seemsincons.istent with respect to 
the precision-·ef the-.av:er.age.s •... ·.Although the .true .v.aria.nces · . .of y (k) 
may not be identical fer- each .ef the surfaces, .. it .is .. unlikely that ad-
.ditienal ·replicates on-.surface · 4 · ..wo.u.lcl . .£ail .. te .. r.es.tart;. or·. that the var-
iance is as·large as:.indieated·for surface IO. (Recall·these two cases 
were selected for·an:apparent·anomaly·inthe first.place.) 
If the concern was -only· to measure the perfonnance .. of .. the uniform/ 
gradient on these twe.·:surfaces•.separateiy, ·then more replication would 
be desirable to obtain· more, . .accuratec and/or .precise .estimates. If the 
user· does· net·· know-:whe.the.r- he: will· encounter-. .surface-A . .or.-.10, say, then 
the average perfonnanee·- of a· technique ::ever .both . .surfaces. would be an 
infonna ti ve measure, -e.speeially--. for ·.the -.purpose ,_.of ·.comparing another 
technique on the· same surfaces. 
To examine · the· preeisien · .of-.the performance· of .a technique by 
averaging over .surfaces-. .as-well as-replication, consider the represen-
tat ion of the true meaIJ: .. or, .expected. value· of" y i (kJ .for.· ... k .::. 1, 2 and 
each surface i =· l·, · 2, • ·. . , 12 as 
where 
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= ]..I (k) + s i (k) 
I .]..li(k) 
Each surface mean is ,dec0mpo.sed .into a con-
12 
stant µ (k) plus a-''fixed'-' deviation fr:om the .. constanLdue to surface 
i. An observation from a single application of a· g""max technique on 
surface i might be .modeled as 
(12) 
j = 1, 2, 3, where ·t:ij(k) is·a random-component with E(t:ij(k)) = O 
for every i, j, and. k and where 
The average 
has variance 
02 .. = (k) 
{
cr 2 for i = i' and J0 = J0 1 
- i(k) 







'· (k) -.2 36 where cr·(k) 12 
The estimated variance of y(k) is given by 
2:~2 
" 0 i (k) 
"2 a • (k) i 
o(k) = = 36 (12) 36 
where 
I (yij (k) - 2 "2 - y i· (k)) 0: i (k) = j 2 
is a measure of the·within surface variation. 
Returning to the information provided in Table XIV, the average 
performance for the unifonn/gradient as measured from these data is 
y (I) = 
41 + 82 
2 
= 63 and y = (2) 
These quantities calculated br 
are used in obtaining the estimates 
.877 + .890 
2 
= .936. 
~ = jl194. 7 = 14 1 d ; = j· 0133 = 047 
u (1) . 6 • an u (2) 6 . • 
To surmnarize, ·the m0del··clescribed above in equation (12) provides 
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a measure of the average performanceof ag ... max technique on all twelve 
surfaces by the. average·· Y(k}" An estimate of the precision of this 
73 
(\ 
estil11ate· isprovided:by o(k)" 
" While o(k) ·measures·the·precision.of y (k) for the.surfaces 
examined·, another purpose of this study is to gain some information on 
the best techniques -for·::the·-.surfaees ·net:yet· . .eneounter.ed .•... In .other 
words, the . average,·. -y (K) ·:.-.. is . taken over a variety cOf :. r.espon.se surf~ces, 
but the standard error -cS·· does not·. reflect· this·:vuiability .among 
. . - . . . . . (k) 
these surfaces. 
The perfonnance·measure.s-mightalso·be modeled as 
Yij(k) = ·ll +.Si+· e:l.j' i = 1, 2, ••• , 12, j = .1, 2, 3 
where 
E(S.) = .E(e: .. ) = O, 
. 1 1J 
and where 
E (e: • . e: . I • I ) 1J 1 J 
.f ~ for i ' = i' , j .;,, j 1 





E (S. , e: •• ) = 0 for all i' , i, and j . 
1 . 1J 
The variance -of· Y'(k) 2 expressed as -· T (k) 
-2 .2 
2 o. 'ki. 0 S(k) · .> 2 + 
't" (k) - . . + - cS(k) 36 12 




The variance 2 T (k) in this·· second model contains not only the 
variance from model 1, but also an additional component to reflect the 
added variability due te the response surfaces. 
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Variation among:.the. observations "within'' .the·.surfaces and var-
iation ''among'' .the .surface-means may be used-'to.-estima:te c~k) and 
2 
crS(k). The expected mean squares for 11am0ng11 . and ''within'.! surfaces are 
E[ (Sum of squares -.. among,,.surfaces) /11] = E [I (Yi' (k} -Y, • (k))' 2 J 
0 0 11 lJ 
-2 2 
= a• (k) + 3crs (k) 
and 
E [ (Slll!I of squares cwi thin surfaces/24) l = E I I (rij(kf Yi.. cd 21 L.. 24 j 
. l.J 
-2 
= a. (k) • 
These two expected values suggest the estimates 
and 




= a· C§J + crS(k) 
36 12 
In the second model; the parameter, 2 crS(k)' is included to give a 
better ,measure .of .thee.precision on the averages :for the purpose for 
which they were· ebtained·,-:namely; ·.tocobtain empirical .evidence in order 
to select a g-max tedmi.El,Ue for ''future'' usage·.on any surface. Certain-
ly the precision of .the,average performance .of·.a .g.,max. technique on the 
" 
experimental-response surfaces is meas1:1red by .. Q.(k)' but surface to sur~ 
face variability· becemes. a relevant: quanti ty--when .. .averages are to be 
used to infer about-respense·surfaces-thathave-not·yet.been sampled. 
The quantity er~ (k}' .is a .parameter reflecting the var.iabili ty in 
the -conceptual distribution of· y (k) as imposed by the. application of 
a g-max technique on surfaces .encountered by-the.potential uses. This 
must be-a quantity that in many situations can never-by known and cer-
tainly no claim is-ma.de he:re.that .. the sur.faces employed .in .. this~study 
are a representative sample.of possible response surfaces-giving unbiased 
estimates of cr~. What was attempted, however, .. was.the construction of 
a wide variety of· response surface . shapes• The .reader will. recall that 
surface 1 had sirnple:looking:.eontours while .. sur£ace.6---had .. flat regions 
and complex looking .contours:abeat- the .maxima.-_____ .lf .this variety of re-
spons~ surface shapes :has -in· ~tum produced .. a .sample .. of·- sur£ace averages 
that are at least as~variab1e from sarface to surface as in the concept-
ual situation, then ~-~ - will .be. over estimated .-velative ... to .the true 
" 
situation •. This in-tam WilLcatise "(k) .-.to'.be .. an overestiJpa.te or an 
upper limit'to·the·standard error-of a.g~max technique.performance 
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~ . 
average.. The o (k) . which does not .incorporate. sur.face to. surface 
variability (or · cr~ = O) can be considered as an estimated lower botmd 
to T (k). 
The averages over surfaces from.Tables X, XI, and XII are listed in 
Tables XV, XVI, and XVII. The respective.estimates .of the standard 
" errors, o (k) . and .. -T (K} ,. ef .these .. averages .are also . listed. In a few 
instances the variation.within.surfaces was estimated-to be larger than 
the among surfacesmeansquare. For these situations the.two mean 
squares for within and between.surfaces were.pooled to give a single 
estimate of precision 6 (k) = ;. (k) = ;pooled/1!6. Recall techniques 
2 1, 2 2, .and 2 3 were not .replicated for the.situation.described in 
Table XV in which case a: = O. In.these instances '~) = cr~/12 and 
an estimate of -r (k) may be .. obtained from.the surface to .surface 
variability as 
( - .) 2 
"'"' ·. ~i(k) -y. (k) . 
~ 11(12) 
1 
T (k) = 
TABLE XV 
G-MAX TEClINIQUE AVERAGES AND PRECISION 
ESTIMATES FOR cr = 0.0 
A A 
Opt. y (1) 





















62 2.4 4.9 .9f5 .0135 
73 2.0 6.2 .943 .0130 
52 1. 7 3.7 .953 .0127 
160 5.9 .952 
181 8.3 .986 
116 6.0 .992 
66 4.6 5.4 .907 .0198 
72 3.0 5.7 .926 .0172 
56 3.3 3.7 .943 .0162 
TABLE XVI 
G-MAX TEClINIQUE AVERAGES AND PRECISION 
ESTIMATES FOR cr = .01 
y (1) 8 (1) T (1) y (2) 8 (2) 
59 2.9 2.9 .859 .0290 
89 4.3 5.4 .889 .0220 
53 1.8 3.4 .926 .0156 
85 3.4 3.4 .753 .0350 
227 5.2 7.3 .974 .0047 
137 2.9 6.3 .981 .0076 
57 3.0 3.7 .832 .0260 
96 3.0 6.5 .928 .0163 


































G-MAX TECHNIQUE AVERAGES AND PRECISION 
ESTIMATES FOR cr = .OS 
y (1) 0 (1) T (1) y (2) 0 (2) 
61 2.9 3.8 .855 .0218 
102 6.4 9.4 .877 .0222 
78 4.7 5.8 .909 .0107 
72 1.9 1.9 .645 .0500 
183 4.3 5.4 .869 .0376 
172 2.2 3.4 .944 .0113 
66 3.1 s.o .854 .0230 
94 4.8 4.8 .873 .0247 











To illustrate the importance of the difference in the two pre-
cision estimates, consider, for example, the results of techniques 
1 1 and 1 2 in Table XV. The difference of the y(2) means for 
78 
these techniques, .943 - .915 = .028, with an estimated standard error 
A2 
of the difference (ESED) based on_ o(2) of 
is . 028 = 1. 5 
.0187 
r- .. - -· -· 
I 
ESED = V (.0135) 2 + (.0130) 2 = .0187, 
standard deviations. Similar calculations with the 
larger estimates '(2) makes the difference .028 only 
.028 1.0 standard deviation. Fo.r purposes of 
(.9295) 2 + Go1ss) 2 
selecting a one ubest11 .g•·mructechnique, the statistical .evidence for 
comparing these two· techniques··. as well as .. comparisons· between most any 
other· two . techniques·,,_is .not overwhelming, 
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Fortunately, the:.appar.ent lack.of statistical .precision is far from 
being disasterous.· ·There .appearcto be .patterns .in:.the.:data.frorn which 
one can conclude that the·"best" performing·g-max techniques include 
only the gradient local optimization technique.regardless of the per-
f ormance measure y(l) . or· . y (2) . There is also evidence to indicate 
that the 4-point strategy is different in some sense fr.om .the uniform 
or normal restart procedures. More-will be· discussed about this later. 
First cons;ider the ·y(Z). averages of the.local techniques within 
the various starting point strategies. Without exception, the largest 
y(2) averages are produced by the appropriate .restart strategy with 
the gradient in all· three tables (XV, XVI, and XVII). In fact the 
accelerated gradientis·always·last with pattern search.producing the 
middle averages. 
Returning to Table .xv, comparisons wi.thin restart .strategies with 
respect to y(l) show gradient again the best-with the normal, 4-point, 
and the uniform. 
In Table XVI the . .aecelerated .. gradient .appear.s .to .be.more desirable 
on surface--.responses·which are stochastic (er= .01) •. The accelerated 
gradient and the gradient-appear to perform equally.well with respect 
to y(l) on the normal and uniform restart procedures, but the acceler-
ated gradient becomes: the winner for its performance with the 4-point. 
The accelerated gradients' new position, hawever, is.short lived. 
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Although· the· 4·-point/accelerated gradient perfonns· best-with respect to 
y (l), the value of-· Y(z) -=-, 753 · is hardly acceptable. The- ,753 aver· 
age is even befow the average value of- • 8 for the· lower· maxima of all 
twelve of' the·- response surfaces·. -Because of this-the .gradient is de-
clared the better performer. 
In the final-table; Table XVIII; .. the,.superier per£ormance of the 
gradient·again appears to:be.challenged,hy.the .accelerated gradient with 
respect to yCli· In-all three restart strategies the accelerated 
gradient requires the· fewest number of evaluations. Its performance 
with respect to Yc2) .is,.cas mentioned earlier,. the poorest of the 
three·· local techniques. - .· In the -4.'.'".point strategyc.the . .perfonnance of the 
accelerated gradient· is completely unsatisfactory with an average of 
Ycz) = .645. 
Since .the gradientleeal optimization technique -appears to give 
the best results, the restart strategies are now examined-by comparing 




... TABLE XVII I 
GRADIENT.PERFORMANCE AVERAGES 
Normal 4-Point 1 Unifonn 
, . y (1) . Yc21. .. y (1) y (2) y Cl) y (2) 
O.D 52 ,953 116 .992 I 56 .943 
·/ 
;Ol 53 .926 137 .981 60 .954 
• OS 78 . .909 172 .944 75 .905 
61 .929 1~3 .972 64 .934 
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The data does not pennit a clear ranking of these three procedures, 
but each may be placed in one of two categories depending on the needs of 
the potential user, The 4-point/gradient is the better technique if a 
premium is placed on the necessity of accurately locating the g-max. If 
response surface evaluations are a costly item, then either the nonnal/ 
gradient or unifonn/gradient is the better type of g ... max technique. The 
data do not allow the latter two techniques to be further differentiated. 
Discussion 
The patterns in the y(2) averages displayed by the different 
optimization techniques,within re~tart strategies can largely be 
attributed to the performance of the -local optimization procedures, . 
The following general observations on the performance of the local 
techniques seem to be consonant with the data, The reader is reminded 
that the observations given here might very well be characteristic only 
of the experimental conditions adopted for this study, 
l, The accelerated gradient had the highest frequency of 
starts which resulted in tennination at a non-maximum 
point with an increase in this frequency caused by an 
increase in the magnitude of the experimental error 
level, Pattern search and the gradient procedures 
were less guilty of this with the gradient giving 
the best perfonnance of the three, 
2, Given that a technique was in the "neighborhood" of 
a maximum, pattern search seemed to give the most 
accurate approximation with gradient second in this 
category, Accelerated gradient was the most in~ 
consistent in this category, 
3. The biggest disadvantage of pattern search was not its 
inability to attain a maximum, but that a large number 
of response surface evaluations were needed to both 
locate and then tenninate the search at an optimum 
point. 
4, Initial step sizes of the gradient were much larger 
than the accelerated gradient or pattern search which 
depended on "accelerated" moves in order to progress 
to a maximum. Consequently, the first steps of the 
gradient were observed to be away from a maximum 
point when the starting point was in its neighborhood. 
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CHAPTER V 
S~Y AND SUGGESTIONS FOR FlITURE STUDY 
Summary· 
The purpose of this study was to construct and compare optimization 
techniques which would provide an approximation to the glo~;il rnaximtun of 
a response surface over a region of independent variables X, 
Global optimization techniques were constructed by incorporating 
various restart strategies with existing optimization techniques which 
locate local maxima.·· Three local optimization techniques combined in all 
combinations with three restart strategies provided nine global optimi-
zation techniques. The three local techniques were the gradient, 
accelerated gradient, and a direct search procedure called pattern 
search •. The restart strategies were the normal, lllliform, and 4-point 
techniques. The normal or uniform strategies were so named to identify 
the probability distribution which provided the basis for selecting 
random.points subsequent to the convergence of a local technique, Random 
. ! 
points were selected for purposes of finding a larger response surface 
value than was previously located by a chosen local optimization tech-
nique, The 4-point strategy consisted of four starts in X chosen 
prior to the application of a selected local optimization technique. 
Performance data on each of the nine global optimization were ob-
tained for a variety of experimental conditions, Attempts were made to 
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construct experimental conditions which would provide inferences from 
the experimental data to the situation where the potential user of such 
techniques does not know the response surface characteristics that he 
might encounter. .. 
Each of the global optimization techniques was applied to response 
surfaces constructed by sunnning bivariate normal probability density 
functions •. A criterion for specifying the parameters in the bivariate 
normal density functions were extended from results obtained from 
Eisenberger (6) on the weighted sum of two univariate normal probability 
densities. The criterion can provide rapid construction of response 
surface contours to conform to desired shapes, Each of the response 
surfaces contained two relative maxima. 
The average performances of the global techniques were not obtained 
with a high degree of statistical precision, The consequences of this 
statistical imprecision, however, were not felt to be disastrous since 
there appear to be clear patterns in these data that point out the "best" 
techniques depending on the needs of the user, Good approximations to 
the global maximum were obtained by the gradient local optimization 
technique with points selected according to either the uniform or normal 
probability distributions. These two technique~, the normal/gradient 
and uniform/gradient, seem to be the "best" techniques .if there is a 
high premium on the cost of response surface evaluations. The 4-point 
strategy with the gradient local optimization technique produces the 
most accurate average approximations to the global maximum, The con-
sequence, however, of these improved approximations is that the 4-point/ 
gradient requires about twice as many response surf ace evaluations as 
the normal/gradient or uniform/gradient, 
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Suggestions For Future Study 
Topics of further investigation related to this study might consist 
of other local optimization techniques as well as different restart 
strategies. Extensions .could be made to the situations where the global 
maximtun is to be selected from response surfaces where there are three 
or more.maxima, Extensions could also be made to then-dimensional 
situation where response surfaces are a function of n independent 
variables. The following suggestions might be helpful in future studies 
in any of the general areas discussed above: 
l, Aside from other local optimization techniques, 
the gradient procedure and possibly the pattern 
search might be considered as likely candidates 
for local optimization techniques to assist in 
locating global maxima.· Of the accelerated 
gradient and pattern search procedures, pattern 
search is possibly the more likely competitor 
to the gradient. This can result if the total 
number of response surf ace evaluations is 
"significantly'' reduced without 11significantlyu 
reducing the accuracy of maxima approximations, 
One way this might be done is to increase the 
~x. increments in the basic search portion of 
1 
this procedure and increase the rate of acceler-
ation in the pattern moves, .Another way might be 
to increase the rate of reduction on the ~-1. 
increments in the final stages of convergence, 
Presently the technique requires that a basic 
search must fail in both the positive and neg· 
ative directions of all the independent variables 
before a reduction is made, This becomes diffi-
cult to achieve near maxima when the response 
surfaces are stochastic, These two alterations 
might bring about an improvement in this technique, 
2, Introducing response surfaces with three or more 
maxima might produce results different from 
those observed in this study, With only two 
maxima the large initial step sizes of the 
gradient seemed in general to be advantageous, 
On responses surfaces with several maxima, re-
starts near a large maxima would more likely 
result in first steps to regions where surface 
contours would lead.the gradient back to smaller 
maxima. The more cautious systematic techniques 
such as an accelerated or pattern search may well 
perform better in these situations than with sur-
faces having but two maxima unless, possibly, 
smaller step sizes were used with the gradient. 
3, Characterizing response surfaces from sunnned 
multivariate normal probability distributions. 
would be beneficial for constructing a ''variety'' 
of surface shapes, Graphical procedures are 
helpful for the bivariate case, but a charac-
terization of the surfaces, if possible, might 
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provide some insight into the general case of 
n independent variables. 1he precision on averages. 
of optimization technique performances will in part 
depend on the experimental response surfaces. Charac-
teristics of surfaces that could· be useful for assessing 
this-precision prior·to experimentation are the prob-
ability of a restart subsequent to the locations of a 
maximum, and the relative sizes of the' ·maxima of each 
surface. 
4. Further experimentation might be .. to investigate the 
effects of varying the 0maxiinum number of points 
selected in the ·random··restart strategies,· 
5. Procedures might also be investigated-where the initial 
starting point ·is selected· :from an initial search of 
the response surface. Points might be selected again 
according to some probability distribution of points 
from the independent variables (e.g. nonnal, unifonn) 
or possibly points chosen· from a statistical exper-
imental design(e;g. factorial or fractional factorial). 
Undoubtedly this study has produced more questions than it has 
answered. 1his was not unexpected in light of the relatively.small 
amount of literature devoted·to·technique which approximate a global 
opti.mum.. Hope£qlly the methods used in this study will be useful for 
further work in this area. 
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APPENDIX A 
LIST OF DATA 
Q() 
Table XIX contains a .list of the data where the :.column headings 
represent the following: 
DATA POINf - a. Restart strategy; l - Normal, 2 - 4-point, 
·3 - Uniform. 
91 
b. LocaLoptimization tecimique; .1 - Accelerated 
gradient, 2 - Pattern Search, 3 - Gradient, 
c .. Experimental error. lev:e.L.on .response surface 
1 - cr = O.O, 2 -'.'" .cr .. = ... Ol, 3 - cr = .OS. 


























e. Replication Nlililber - 1, 2, and 3 
NFE - Total nlililber of response surface (function) 
evaluations 
f (x ) - True response surface value at point of 
_a approximated global maximlilil, (~8) as determined 
by the selected g-max procedure. 
z(x ) - Maximlilil observe(j. surface response for that 
_a . particular opt:Unization. 
x1 - First .coordinate . of. x , .the point of the 
a approximated~global ma&imum. 
-: Secondcoordinate of x • 
_a 
f (~t) - The· true global maximum. 
x1 -: First coordinate of xt,. the point .of the true 
t . global maximlilil. -
x2t . -: .. Seccmd coordinate of ~t, 
TABLE XIX 
LIST OF DATA 
Data Point NFE f (x ) z(x.) xl X2 f(~t) xl Xz 
_a _a 
ab c d e a a t t 
-----1 l l l 2 l 046 I) .15982 0.15982 l.9711 2.80b5 0.11>009 2. 02 50 2. 8 62 5 
l l 1 1 2 2 046 .159t!2 .159d2 1.9711 2.8085 O. lb''JJ9 2 .0250 2.8625 
111123 046 • 159 8 2 .15982 1.9711 2. 8%5 0.16009 2.0250 2.U625 
111131 080 0 .25<t32 0.25432 4.2281 3.8255 0.25472 4.1992 3. 7998 
l l l l 3 2 C69 .24::.75 .24575 :i.8948 3. 742 7 0.25't72 4.1992 3. 7 c;,9 d 
111133 01>5 .25181 .25181 4. 3 703 3. 832 7 0.25472 4. 1992 3.7991; 
111141 072 0.24182 0.24182 2.8408 4. 2134 0.24lt!3 2.8200 4. 2 000 
111142 072 .24107 .24107 2.9474 4.1762 0.24183 2.b~OO 4.2 001) 
l l l l 4 3 Q55 • 22501 .22501 2.0423 4. 2512 o. 24183 2. 8200 4.20"0 
l 1 1 1 5 1 054 0 .1 d3 s ., O.Ui357 1.4086 2 .980 3 0.22743 5.0GOO 3. 0005 
111152 054 • l 83 :> 7 .18357 1.4080 2.9803 0.2<:743 5.0000 3.:)01)5 
111153 054 .18357 .18357 1. 't086 2.9803 0.22743 s.oooo 3.0005 
l l 1 l 6 1 070 0. %942 O. So942 4.00 36 3 .1165 0.53f>73 4 .GJOO l. 0 coo 
llllo2 Od'.) .56993 .56993 3. 9931 3.0989 0.63673 4. O'.'.'.'JO 1.-JOJ'.> 
1 1 1 l 6 3 077 .5o:> 17 .56517 4.071>0 3.0784 0.63673 4.0000 l. ocoo 
111171 050 0.62836 o. 62 836 2.90b7 3. 3 80 l 0.76175 2.5986 4 .4 95 l 
111172 0 50 .62836 .62830 2.9087 3.3861 o. 761 75 2.59b6 4.4951 
l l l l 7 3 050 .62836 .62836 2.9087 ;,.3861 0.76175 2.5980 4.4951 
111221 37 O.lS934 0.15934 2. 6388 l.4314 0.16009 2 .63 77 1.5200 
l 1 l 2 2 2 037 .159 34 .15934 2.6388 l.4314 0.16009 2.6377 l. 5 20 6 
111223 037 .15934 • 15934 2.6388 l.4314 r:l.loOD9 2.6377 1. 5206 
l 1 1 2 3 l 35 0.15607 0.15o07 3.6515 2.2048 0.254 72 1.7001 3. 0 99 l 
l l l 2 3 2 066 .25435 .2S435 l. 7104 3.o370 0.25472 l. 700 l 3.6991 
1 1 1 2 3 3 065 • 2 31 o4 • 2 3164 1.8369 4.1235 0.25472 l.7JJ1 3.6991 
111241 0 38 0.20915 o. 20915 1.0606 2.7064 0.24183 1.2900 2.3437 
1112't2 067 .22!';)13 .22513 l.23d2 1.5572 0.24183 1.2900 2.3437 
1 l l 2 4 3 038 • 2 0915 • 20915 l.OoQ6 2. 7064 0.241!:13 l .2900 2 .H37 
111251 79 O.ZL::i80 0.22381) 2.2815 4.4138 0.22743 2.4993 4.4995 
111252 C83 .22403 .22403 2.6433 4.6420 0.22743 2.4993 4.4995 
l l l 2 5 3 045 .15892 .1589L" 3. 7546 2. 1102 0.22743 2.4993 4 .<t995 
l l l 2 6 l 107 0.63673 0 .6'367J 4.4994 3.5000 o.<>3673 4.5000 3.5000 
l l l 2 6 2 060 • 53946 • 53946 2.4676 3.3610 O.b3H3 4.5:>00 3 .5000 
1 l l 2 6 3 060 .53946 .53946 2. 4676 3.~1>10 o. 636 73 4.5000 3.5000 
111271 110 0.76175 o.76175 1.0036 2.0989 o. 76176 1.0035 2.1000 
l 1 1 2 7 2 074 • 74 734 • 74 734 • 9438 2. 2057 o.76176 1.0035 2 .100 0 
l 1 l 2 7 3 112 .76175 .76175 1.0042 2. 0971 o. 761 76 1.0035 2.1000 "° N 
TABLE XIX (Continued) 
121121 049 0.16009 0.16009 2.0250 2.d625 0.16009 2.0250 2. 8 62 5 
l 2 1 1 2 2 049 .16009 .16009 2.0250 2.d625 0.160:l9 2 .0250 2.8625 
l 2 l 1 2 3 ')49 .lo009 .16009 2. 0250 2. 862 5 0.16009 2.02so .::'. .8 62 5 
.. 2 l l J 1 115 0.25472 0 .254 72 4.2000 3.8000 0.25'f-72 4.19<12 3. 7998 
1 2 l 1 J 2 090 • 254 72 • 254 72 4.2000 3.8000 0.25472 4.1992 3. 7998 
l 2 1 l 3 3 '.)91 .25472 .25472 4.2000 3.800') o. 254 72 4.1992 3. 7998 
121141 048 0.24176 0.24171> 2.8200 4.2000 0.24183 2.a200 4. 2 noo 
l 2 1 1 4 2 048 • 241 7o • 24 l 7o l..0200 4.2000 0.24183 2.8200 4 .20'.)') 
1 2 l 1 4 3 048 .24176 .24176 2.8200 4.2000 o. 24183 2. 8200 4. 2 000 
1211::)1 060 0.19955 o. 19955 1.1831 2. 7141 0 .22743 5 .0:>00 3. 0 00 5 
121152 060 .19955 .19955 1.1831 2. 7141 0.22743 5.0000 3.::>005 
1 2 1 l 5 3 060 .19955 .19955 1.1831 2. 714 l 0.22743 5.0000 3.0005 
l 2 1 1 6 l 088 0.5o989 o. 56989 3.9994 3.0969 0.53.673 4 .o:rno l .oooo 
l 2 1 1 6 2 088 .56989 .56989 3.9994 3.0969 0. 63613 4.0000 1.0000 
1 2 1 l 6 3 08tl .5o989 .56989 3.9994 3.0969 o .63o73 4.0000 1 ~0000 
121171 071 0.62953 0.62953 3. 0225 3.4062 o.76175 2.5986 4 .4951 
l 2 l l 1 2 071 .62953 .02953 3.0225 3.4062 0.76175 2. 5986 4.4951 
1 2 l 1 7 3 1)71 .62953 .62953 3.0225 3.4062 0.76175 2.5986 4.4951 
121221 52 0.16010 0.16010 2. 6400 1. 5000 0.16009 2 .63 77 1.5206 
l 2 l 2 2 2 052 .1600 'j .16005 2.6400 1.5000 0.16009 2.6377 1.5206 
1 2 l 2 2 3 052 • l 6005 • l 60C5 2.6400 1.5000 0.16009 2 .63 77 l. 5206 
121231 44 0.16580 0.16580 .... uoo 2.5000 0.25472 1.7001 3.6991 
l 2 l 2 3 2 075 .25467 .25467 1. 7100 3. 7000 0.25472 1.7001 3. 6991 
1 2 1 2 3 3 078 • 2 5466 .25466 1. 7100 3.6875 0.25472 l.7:>01 3 .6 991 
l 2 1 2 4 l 062 0.24175 0.24175 1.3050 2.3625 0.24183 1.2900 2. 3437 
1 2 1 2 4 2 %2 .24175 • 2417 5 l. 30 50 2.3625 0.24183 l .290 0 2.3437 
1 2 1 2 4 3 · r102 .24175 .24175 l. 3050 2.3625 0.24183 1. 2 900 2.~437 
l 2 l 2 5 1 108 ').22742 0 .22.742 2.5050 4.5000 0.22743 2.4993 4. 4995 
1 2 1 2 5 2 108 .22742 • 22742 2.5050 4.5000 0.22743 2.4993 4.4995 
121253 064 • 15986 .1598b 3.8850 2.3125 o. 22743 2.4993 4.4995 
121261 103 'J.63b73 0.63673 4.5000. 3.5000 0.63673 4.5000 3.5000 
1 2 1 2 6 2 066 • 56991 .56991 2.4000 3.5000 0.63673 4 .5000 3 .'.:> 000 
121263 066 .56991 .56991 2.4000 3.5000 0.63673 4.5000 :) • 5 000 
l 2 1 2 7 l 112 0.10175 0.76175 1.0050 ~ .1000 o.7ol7o 1.0035 2.1000 
1 2 1 2 1 2 121 • 76175 .76175 l.0050 2.1000 0.76176 l .0035 2.1010 
121273 111 .76175 .76175 1.0050 2.1000 0.76176 lo 00 35 2.1000 
\.0 
VI 
TABLE XIX (Continued) 
l 3 l l 2 l 038 "'l.15973 0 .l 5973 1.9803 2.7814- 0.10009 2.0250 2. b 62 5 
l 3 1 l 2 2 03d • 15973 .15 973 l.9ti03 2.78H 0.160'.)9 2 .o 250 2. 862 5 
1 3 l 1 2 3 038 .1 !:>973 .15973 l. 9803 2.7814 0.10009 2.0250 i.. 8 62 5 
1 3 l l 3 1 ')91 0.25463 0.25463 4.2117 3.dl22 0.25472 4.1992 3. 799d 
1 3 l 1 3 2 071 .25399 .25399 4. 1132 3. 8158 0.25472 4.1992 3. 7 99 8 
1311~3 072 .25::112 .25312 4.1943 3.7437 0.25472 4.1992 3. 7998 
l 3 l l 4 l 050 :J.24153 c. 24153 2.8823 4. l 821 0.24183 2.8200 4. 2000 
l 3 l l 4 2 0 5.') .2415:?. .241!:>3 2.8823 4.182 l 0.24183 2. 8200 4. 2 0('0 
l 3 l l 4 3 050 .24153 .24153 2.8823 4.1821 0.24183 2.8200 4. 2 000 
1 3 1 1 5 1 041 '). l '194 7 o. l 994 7 1.1807 2.7435 0.22743 5.0:>00 3 .0005 
l 3 1 l 5 2 041 .19947 • l 994 7 1.1807 2..7435 o. 22743 5.0000 ::>. 0 00 5 
l 3 l l 5 3 041 • l 994 7 .19947 1.1807 2.7435 0. 22743 5. MOO j.0005 
131161 041 D.56803 o. 56803 3. 9449 3. l3 86 0.63673 4 .O:'.lJO l.'.)O'.)J 
l 3 l 1 6 2 041 .5o803 .5o803 3.9449 .:s. Ubo 0. 636 73 4.0000 l. 0 000 
l 3 l 1 0 3 041 • 568'.)3 .5o8C3 3.9<t49 3 .138& O.b3b73 4 .0')00 1.0000 
l 3 1 1 7 l 053 0.7595.2 o.7595.2 2.5oo0 4.4706 0.76175 .2 .5986 4. 4951 
l 3 l l 7 2 053 • 7 59 5 2 .75952 2.5660 4.4706 a. 1011s 2.5986 4.49:>1 
l 3 l 1 7 3 05 3 • 759S2 .75952 2.5660 4.'t-706 !).76175 2.59d6 4. 4951 
131221 35 0.15856 0.15856 2.5739 l.4lol 0.16009 2. 63 77 l.5200 
1312.::'.2 035 .1:>857 .15857 2.7987 1.4327 0.16009 2 .63 77 l. 5 200 
l 3 l 2 2 3 035 • 15 85 7 • 15857 2. 7987 4. 132 7 0.16009 2 .63 77 l .5 206 
l 3 l 2 3 1 44 Q .lo302 I) .16302 3.9125 2.2.927 o. 254 72 1. 7001 3. 6991 
1 2 l 2 3 2 077 .25440 • 2?44') 1.6790 3.6653 0.25472 1.7'.>0l 3.6991 
131233 077 .25464 .25464 l. 692 5 3.6748 0.25472 1.7:'.l'H 3.6991 
l 3 l 2 4 l 05 !) 'J.24UO CJ .24130 l.2602 2.2624 0.24183 1.2900 2. 343 7 
l 3 l 2 4 2 !) 51) .24130 .24130 1.2602 2.2624 0.24183 1.2900 2.3437 
1 3 1 2 4 3 050 • 241.30 • 24130 I. 2.002 2.2624 0.24183 1.2900 2. 343 7 
1 3 1 2 5 1 81 0.22439 0.22<t-39 2.2965 4.3938 0.22743 2. 499~ 4. 4995 
1 3 l 2 5 2 '.)68 .21243 .21243 2.0517 4.2363 J.22743 2.4993 4.4995 
1 3 l 2 5 3 041 .15966 .15966 3.8497 2. 2754 11.22743 2.4993 4.4995 
I 3 1 2 6 l 82 0.63670 0.63670 4. 5014 3. 50 46 0 .o36 73 4.5000 3. 5000 
l 3 l 2 6 2 047 .56976 .':>6976 2. 3 9 70 3.4771 0.0367:-3 4 .5000 3.5000 
1 3 l 2 6 3 047 .51:>976 .56976 2.. 39 70 3. 4 771 0.6.>673 4.5000 3.5000 
l.>127 1 50 o. 75992 o. 75992 0.9798 2.1152 0.76170 1.00 35 2 .1000 
131272 '.) 5') .76103 .76103 1.0054 2.. 1248 0.76176 1.0035 2 .1000 
1 3 l 2 7 3 0,5 ('\ • 761')3 • 76103 l .'.1054 2 .124d "l.76176 1.0035 2.1000 
\.0 
~ 
TABLE XIX (Continued) 
211121 134 0.159tH 0.15981 1.9632 2.a445 0.16009 2.0250 2. 8 62 5 
211131 148 o. 25266 o. 25266 4.3209 3.7589 0.25472 4.1992 3. 7998 
2 l 1 l 4 1 148 0.23991 o. 23991 2.9954 4.2375 0.24183 2.8200 4. 2 000 
211151 l 7 () o.zurn:; 0.21803 4.d786 2.919b o. 22743 5.0000 3.0005 
211161 160 0.6366'..l 0.63665 4.00dl 0.9995 0 .636 73 4.0000 l .::>0n 
211171 204 ').02955 0.62955 3.0203 3.4054 0.76175 2.5986 4. 4951 
2 1 1 2 2 l 125 O.lo009 0.16009 2 .6352 1.5253 0 .16009 2.6377 1. 5 206 
2 l l 2 3 l l 73 o. 2364' l 0.23621 l. 82 98 4.0o07 0.25472 1.7001 3 .6 991 
2 l l 2 4 1 160 0.23621 0.23621 1.3464 2.02.31 0.24183 1. 2900 2.343 7 
211251 168 o. 22714 o. 22714 2.5428 4.5405 0 .22743 2 .499 3 4.4995 
2 l l 2 6 l 172 o. 636 73 0.63673 4. 5000 3. 4996 o.o3o73 4.5000 3.5000 
2 1 1 2 7 1 153 1).57763 o.~7763 2. 1953 1.9141 0.76176 1 .:>035 2.1000 
2 2 1 1 2 1 140 0.16008 0.16008 2.0325 2.8687 0.16009 2.0250 2. 862 5 
221131 149 0.25472 0.25472 4.2000 3.8000 0.25472 4.1992 3. 7998 
221141 163 0.24183 0.24183 z. 842 5 4.2062 0.24183 2.8200 4. 2000 
2 2 l 1 5 1 167 0.22742 0.22742 4.9950 3.0000 0.22743 5.0000 3. 0005 
2 2 l l 6 l ld9 0.63668 O~o3668 3.9975 1.0062 o.&3673 4.0000 1.0000 
2 2 1 1 7 l 238 0.62962 o. 62962 3.0000 3. 40 31 0.76175 2.5986 4.4951 
221221 158 0.16009 0.16009 2.0325 1.5187 0.16009 2.6377 1.5206 
221231 174 o. 2 54 71 0.25471 1.7025 3. 6937 0.25<t72 1. 7')01 3 .o99 l 
2 2 1 2 4 l 180 0.24183 0.24183 1.2900 2.3437 o. 24183 1.2900 2. 3 43 7 
221251 188 0.22141 o. 22741 2.5125 4.5062 0.22743 2. .499 3 4.4995 
221261 194 0.63661 0.63661 4. 492 5 3. 493 7 0.63673 4.5000 3 .5 000 
221271 222 0.76173 0.76173 1.0031 2..1047 0.76176 '1.0035 2.1000 
2 3 l l 2 l 100 0. l 599 b o. 15996 l.9920 2.8172 0.16009 2 .0250 2. 8 62 5 
2 3 l l 3 l 127 0.25447 0.25447 4. 2523 3.8055 0.25472 4.1992 3.7998 
2 .J l l 4 1 109 0.24109 0 .24lC'9 2.7702 4 .1779 0.24183 2.d200 4. 2 000 
2 3 1 1 5 l 097 0.2251 7 0.22517 4. 8877 3.1572 0.22743 :i .ono 3.0005 
23llol 074 0.63570 0.63570 3. 9718 0.9':i5i o. 63b 73 4.0000 l. 0000 
2 3 1 l 7 l 154 0.76156 0.7ol5tl 2.5867 4.4894 J.76175 2.5ct86 4.4951 
231221 109 0.16005 0.16005 2. 6264 1.5049 0.10009 2 .6377 l • :i 20 6 
2 3 l 2 3 l 133 0.25440 0.2544'.) l.69'66 3.6370 0.25472 1. 7001 3.6991 
231241 118 0.22734 o. 22 734 l. 2961 2.8166 Q.24183 l .zc;:rn 2.343 7 
2 3 l 2 5 l 106 0.22652 0.22052 2.. 5939 4. 5 716 0.2 2743 2.4993 4.4995 
2 3 1 2 6 1 130 0.63144 0.63144 4.5485 3.4573 0.63673 4.5000 3. 5000 
2 3 l 2 7 l 130 o.76174 o. 76l 7't 1.0034 2.1041 0.10116 l .o:ns 2 .1000 
\D 
Vt 
TABLE XIX (Continued) 
3 1 l l 2 l 046 0.15982 0.15982 1.9711 2. 8085 0.16009 2 .02 5 0 2 .8 62 5 
311122 04b .15982. .15982 l.9711 2.d0&5 0.16009 2.0250 2. 862 5 
::>11123 046 .15982 .lS98Z 1.9711 2 .d085 0.16'.)09 2 .0250 2. 0625 
3 1 1 l 3 1 045 0.15391 0.15391 z. 5661 1. 7986 0.25472 4.1992 3. 7 998 
3 l l l 3 2 097 .25469 .25469 4.1828 3. 7981 0.25472 4.1992 3. 7998 
3 l 1 1 3 3 067 • 24849 .24849 4.4374 3.8576 o.25472 4.1992 3. 7998 
311141 079 0.23162 0.23162 2.3824 4.3135 0.24183 2. 8200 4.2000 
3 1 1 l 4 2 067 .24134 .24134 2 .9379 4.1905 0.24183 2 .8200 4. 2000 
3 1 1 l 4 3 034 .13322 .13322 4. 1557 2.9812 0.24183 2 .8200 4 .2000 
3 l l l 5 l 054 0.18357 0.18357 1. 4086 2.9803 0.22743 s. 0000 3.000 5 
3 l l 1 5· 2 054 .18357 .18357 1.4086 2.9803 0 .22743 5 .o:ioo 3 .0005 
3 l l l 5 3 054 • l 83 5 7 • 18357 1. 4086 2.9803 0.22743 5.0000 3.0005 
3 l 1 1 6 1 075 o.56922 0.56922 4.0128 3.0785 0.63673 4.0000 1. 0000 
311.162 061 .55753 .55753 3.8568 3.1263 0.1>3673 4.0000 1.0000 
311163 090 .63673 .b 3673 3.9999 • 9995 0.63673 4.0000 1. ')000 
;) l l l 1 l 075 0.76065 o.76065 2.6345 4.4988 0.76175 2.5986 4.4951 
3 1 l l 7 2 050 • 62836 .62836 2.9087 3. 3 86 l 0.76175 2.5986 4.49')1 
3 l 1 l 7 3 050 .62836 .6283b 2.9087 3.3861 0.76175 2.5986 4.4951 
3 l l 2 2 1 037 O.l .:>934 0.15934 2.6388 l.4314 0.16009 2.6377 1. 5206 
3 1 1 2 2 2 037 .159j4 .15934 2. 6388 1.4314 0.16009 2 .63 77 l .5 2% 
3 l 1 2 2 3 037 .l59j4 .15934 2.6388 1.4314 0.16009 2. 63 77 1. 5 20 6 
311231 088 0.25389 0.25389 1.7243 3. 7797 0.25472 l. 700 l 3 .6 991 
311232 063 .25467 .25467 1.6969 3.7223 o. 25472 1.7001 3 .b 991 
3 l l 2 3 3 104 .2'.>412 .25412 1.7111 3.7800 0.25472 1. 700 l 3.6991 
311241 038 0.20915 0.20915 1.0606 2.7064 0.24183 l .2900 2.3437 
3 l l 2 4 2 143 .24183 .24183 l.2907 2.3384 o. 24183 1.2900 2.3437 
3 1 1 2 4 3 038 .20915 .2091'.> 1.0606 2.7064 0.24183 1.2900 2.3437 
3 l l 2 5 l 111 0.22743 o. 22743 2.4970 4.4980 0.22743 2.4993 4.4995 
3 l l 2 5 2 144 .22742 • 22742 2.5040 4.5065 0.22743 2. 499 3 4. 4995 
3 l 1 2 5 3 045 • 15892 • 15 892 3.7546 2 .1102 0 .22743 2 .4993 4.4995 
311261 l)[:j 9 0.63670 0.03670 4. 494 7 3.50ld 0.63b73 4.5000 3. 5000 
3 l l 2 6 2 111 .6367 3 .63673 4.5000 3.4996 o.63673 4.5000 
-'• 5000 
3 l l 2 6 3 060 • 53946 • 53946 2.4676 3.3610 0.63673 4 .5'.)00 3. 5000 
3 l l 2 7 l 048 I). 62823 0.62823 2.1241 2.4172 0.76176 1.0035 2 .1000 
3 l l 2 7 2 048 .62 823 .62823 2 .1241 2.4172 0.76176 1.0035 2.1000 
3 l l 2 7 3 058 • 62 823 .62823 2.1241 2.4172 0.76176 l.0035 2.1000 
l.O 
CJ\ 
TABLE XIX (Continued) 
321121 ') 49 '.).lb009 C.l6CC9 2:.0250 2.3625 0.16009 2.0250 2.8625 
321122 049 • l 600 9 .10009 t..OL50 2.8625 0.16009 2.0250 2. 862 5 
321123 049 .16009 .l60C'9 2.0250 2.8625 0.16009 2 .02 50 2.8625 
3 2 1 l 3 l 0 58 0.16579 ;) .16579 3. 0225 1.3812 0.25472 4.1992 3. 7998 
3 2 l l 3 2 l 02 .2-i47i .t.5472 4.2000 3.8000 0.25472 4.1992 3. 7998 
3 2 l 1 3 3 106 • 2 54 72 .i547l. 4.2000 3.8000 0.25472 4 .1992 3 .7998 
j 2 l l 4 l O<tB 0 .24176 0.24176 2.8200 4.2000 0.24183 2.8200 4. 2000 
3 2 l l 4 2 048 .24176 .<:417:., 2.8200 4.2000 0.24183 2 .8200 4.2000 
3 2 1 1 4 j 058 .24176 • 24l 7b 2. 8200 4.2000 0.24183 2 .li200 <+.2000 
321151 ')6') ") .19955 0~19955 1.1831 2. 7141 o. 22743 !.>. 0000 3.0005 
3 L l l 5 2 060 .19955 • 1 9955 1.1831 2.7141 0.22743 5 .oooo 3.0005 
3 2 l l 5 3 060 .19955 • l 9955 1. 1831 2. 7141 0.2274.3 s.oooo 3.0005 
3 2 1 l 6 1 088 0.56989 o.56989 3.9994 3.0~69 0.63673 4.0000 l.0000 
321.162 088 • 56989 • 56989 3.9994 3. 0969 0.03673 4.0000 l .0000 
321163 126 • 6.36 70 .63670 4. 00 50 1.0000 o. 63673 4.0000 1.0000 
3 2 l 1 7 l 11 IJ o. 7bl66 o. 7b 166 2.6100 4.5000 0.76175 2.5986 4.4951 
32117.i'. 071 • 629.53 .62953 3. 022 5 3. 4062 0.76175 2.5986 4.4951 
3 2 l l 1 3 071 .62953 .62953 3.0225 3.4062 0.76175 2.5986 4. 4951 
3 2 l 2 2 l 052 o.16005 a. 16005 2. 6400 1.5000 0.16009 2.6377 l. 5 ZOb 
321222 052 • l 6005 .16005 2. 6400 1.5000 0. 16009 2. 63 77 l.':>.2.06 
.321223 052 .16005 .16005 2..6400 1.5000 0.16009 2.0377 1.5206 
3 2 l 2 3 l 044 0.16580 0.16580 4.1100 2.5000 0.25472 1.7001 .3.6991 
321232 062 .25470 .25470 1. 6950 3.7000 I). 254 72 1.7001 .j. 6 991 
3 2 l 2 3 3 060 .25470 .2 54 70 1.0950 3. 7000 0.25472 1.7001 3.6991 
321241 062 0.24175 0.24175 1. 3050 2.3625 0.24183 1 .2900 2.3437 
3 2 1 2 4 2 062 .24175 .2:4175 l. 3050 2.3625 0.24183 l.2900 2. 343 7 
3 2 l 2 4 3 062 .24175 • .l4 l 7'.J 1.3050 2.3625 0.24183 l .2900 2.3437 
3 2 l 2 5 l 10 7 0.22742 0.22742 2. 5050 4. 500'} 0.22743 2.4993 4.4995 
3 2 1 2 5 2 140 .22738 .22738 2.4750 4.4875 o. 22743 2.4993 4. 4995 
3 2 l 2 5 3 064 • 15986 • 15 986 3.8850 2.3125 0 .22743 2.4993 4.4995 
3 2 1 2 6 l 101 0 .636 7 3 0 .03673 4.5000 3.5000 0.63673 4.5000 3.5000 
3 2 l 2 6 2 066 .56991 .5b991 2.4000 3.5000 1).63673 4 .s:rno 3. 5000 
321263 066 .56991 .56991 2.4000 3.500') 0.63673 4.5000 3.5000 
3 2 l 2 1 l 078 J.62963 0.62963 2.1000 2.5000 0.76176 l. 00 35 2.1000 
3 2 l 2 7 2 078 • 62 963 • 62963 2.1000 2.'JOOO o.76176 i .oo 35 2.1000 
321273 078 .62963 .6296j 2.1000 2.5000 0.76176 l. 0035 2 .1000 
\-0 
-..J 
TABLE XIX (Continued) 
3 3 l l 2 l 038 0.15973 0.15973 l.9d03 2.7814 0.16009 2.0250 ~. 8 62 5 
3 3 l l 2 2 038 • l 5973 .15973 l.98Q3 2.7ol4 0.16009 2.02':>0 2.8625 
3 3 l l 2 3 038 .15973 • 15 97 3 1. 9803 2. 7814 0.16009 2.02'.>0 2.8625 
3 3 l 1 3 1 044 0 .16307 0.16307 2.8008 l.6105 0.25472 4. l 992 3. 7 998 
3 3 1 l 3 2 082 .25468 !25468 4.2125 3.7937 0.25472 4.1992 3. 7998 
3 3 l l 3 3 075 .25416 ~25416 4. 1169 J. 7957 0.25472 4.19% 3. 7998 
3 3 1 1 4 1 050 0 .241'.>3 0.24153 2.8823 4.1821 0.24183 2.8200 4. 2 000 
331142 050 .24l:i3 .24153 2.8823 4 .1821 0.24183 2.8200 4. 2000 
3 3 l l 4 3 c 5!) .241S::: .24l5j 2. 8823 4.1821 0.24183 2. d2 00 4. 2 coo 
3 3 l l 5 l '.hl 0.1':1'147 0.19947 l.lo07 z.7435 0.22743 5 • •'.):'.) () 0 3.0005 
3 3 l 1 5 2 041 .19947 .19947 l. 180 7 2.7435 0.22743 5.0000 3. '.}co 5 
3 3 l l 5 3 041 .19947 .19947 l.ld07 2.7435 o. 22 743 :i.ocoo 3. 0005 
3 3 l l 6 l 041 ~.56803 O.S6803 3.9449 3 .1386 0.63673 4 .0:>00 1.0000 
33ll62 041 .5b803 .5o803 3. 9449 .). 1386 0.63673 4.00:)0 l .J 000 
331163 096 0. 58770 0.58770 4. 077 2 0.0153 0.63673 4.0000 1. 0000 
3 3 l l 7 1 053 0.75952 o. 75952. 2.5o60 4.4700 ).76175 2.5986 4.4951 
j 3 l 1 7 2 '.)53 .75952 .75952 2.5660 4.4706 'J. 701 75 2.59d6 4.4951 
331173 053 .75952 .75952 2.5o60 4.4706 o.76175 2.5986 4.4951 
3 3 l 2 2 l 035 o.:5a:,1 O.l:>o57 2.7987 1. 432 7 O. l 6'.)::l9 2 ob3 71 l .5 206 
3 3 l 2 2 2 03'.:i .1::>857 • l 5857 2.7987 l.4327 o. 16009 2. 63 77 l.'.:i206 
3312.23 061 .15~ 9 2 .lS992 ~.5806 l. 5089 0.16009 2 .6377 l.'.:i206 
3 3 l 2 3 l 044 0.16302 o. 16302 .3. 912 5 2. 2927 0.25472 1. 7001 3 .6991 
331232 174 .25450 .25450 l.6868 3.o'.:i98 '.). 254 72 lo 700 l 3. 6991 
~ j l 2 j 3 '"J7 'j .25424 .25424 l.6711 3.6737 0.25472 l.7JOl 3. 699 l 
3 3 l 2 4 1 ') 50 0.24130 ':.24130 l.2602 2. 2624 o. 24183 1.2900 2. 3 43 7 
331242 050 .24130 .24130 l.2o02 2.2624 0.24133 1.2900 2 • .)43 7 
3 3 l 2 4 3 CS':' .24130 .24130 l. 2602 2.2024 J. 241 i:i3 1.2900 2 .3 43 7 
3 3 1 2 5 1 073 0.22615 0.2261:> 2.3686 4.4418 o. 22743 2.4993 4.4995 
3 3 l 2 5 2 137 .£'.2152 .22152 2.2269 4.3296 i) .22743 2 .499 3 4. 4 99'.:i 
3 3 1 2 5 3 )41 • 15906 • 15966 3.8497 2.2754 J.22743 2.4993 4. 4 99 5 
3jl26l 064 0.58379 '). 58 3 79 4.5501 3.29rt 0.03673 4.5000 3.5000 
3 3 l 2 6 2 047 • 56976 • 56976 2.3970 3.4771 o.~3673 4 .5:rno 3. 5000 
3 :3 1 2 0 3 047 .56976 • 56976 2.3970 j. 4 771 o. 6 36 73 4. 5000 3. 5000 
j 3 l 2 7 l 05 ') ').76103 0.10103 l.'.)054 2.1248 0.76176 1. 00 35 2. 1000 
3 3 1 2 7 2 050 • 76103 .7610 1.0054 2.1240 0.76176 l .C03'.> '-•lOOQ 
331273 0 51) .76103 .761('3 1.0054 2.1248 0.76176 1. ')0:35 2 .1000 
\.D 
00 
TABLE XIX (Continued) 
l l 2 l 2 1 070 0.14629 0.14785 2. 3774 2.6994 0.16009 2.0250 2.8b25 
l l 2 l 2 2 06& 0.15993 0.16176 l.9800 2.d675 0.11:>0'.)9 2 .0250 2. ti 62 5 
112123 059 0.16003 0.16224 2..0487 2. 86 7c3 0.16009 2.0250 2.8625 
l l 2 l 3 l 036 0 .129 2 5 0.13172 2.2869 2.2922 0.i5472 4.1992 3.7~98 
l l 2 l 3 2 082 0.25424 0.25505 4.2184 3. 77C2 0.25472 4.1992 3. 7 998 
l 1 2 l 3 3 044 'J.15898 0.16031 2.6965 l.56o9 o. 25472 4.1992 3. 7998 
i l 2 l 4 l 061 0.23780 0.23948 3.0256 4.1120 0.24183 2.a200 4. 2000 
1 l 2 l 4 2 064 0.21451 0.21641 3.4894 4.1746 0.24183 2.8200 4 .2000 
l l 2 l 4 3 063 0 .23416 0.23557 2. 4072 4.1638 o. 24183 2. 8200 4.2000 
l l 2 l 5 l 090 0.19912 0.20118 1.2503 2 .6927 0.22743 5 .oooo 3.0005 
112152 035 0.15917 0.16046 2.1609 l. 9709 0.22743 5.0000 j .0005 
l l 2 l 5 3 052 0.22101 0.22.918 5.0056 2.9467 0.22743 !:i.0000 3. 0005 
112161 034 0.24872 o. 24951 2.5406 2.6657 o.&3673 4 .oooo 1.0000 
112162 047 0.24951 c. 25155 2.5563 2.6617 o. 6367 3 4.0000 1.0000 
l l 2 l 6 3 072 0 .6 3652 0.&3698 <t.CH04 0.9919 0.63673 4.0000 l. 0000 
1 i 2 1 7 1 063 0.61503 o. 61631 2.7829 3.3139 o.76175 2.59d6 4.49:>1 
112172 ') 32 0.60330 0 .60394 3.1631 3.5171 o. 761 75 2.5986 4. 4 951 
11217.j 082 o.76165 '). 76441 2.5881 4.4952 o.76175 2.5986 4. 4 951 
l 1 2 2 2 l 049 0.15'135 0.16046 2. 7349 l. 4448 0.16009 2. 63 77 1.5 20 6 
112222 :)6 '; 0 .159 60 0 .15991 2. 5 85 0 1.4703 0.16009 2.6377 l.5206 
112223 039 0.15111 O. l52ld 3.0142 l .2861 0.16009 2.6377 l. 5 206 
l l 2 2 3 1 069 0.25378 0.25492 l. 6592 3.7329 o. 254 72 1. 7001 3. 6991 
l 12.232 037 0.15518 0.15661 3. 77 26 2.0904 0.25472 1.7001 3. 6 <791 
1 l 2 2 3 3 063 0.25281 0.25517 l. 7339 3.8272 0.25472 1.7001 3 .&99 l 
1 1 2 2 4 l 077 0.24127 0.24215 l. 2 558 2. 2744 o. 24183 l.2900 2. 3 43 7 
l l 2 2 4 2 072 0.24061 0.241&9 1.2565 2.4419 0.24183 1.2910 2.3437 
l 1 2 2 4 3 037 0.237~0 o. 23975 1. 3009 2.6098 0.24183 l .2 900 2 .3 43 7 
l l 2 2 5 1 082 0 .19896 0.20083 2. 7315 o. 7113 o. 22743 2.4993 4. 499 5 
1 l 2 2 5 2 081 D.19886 o. 20075 2. d446 0.6832 0 .22743 2 .499 3 4.4995 
112253 069 0.22<t24 0.22592 2.5349 4.6104 0.22743 2.4993 4.4995 
l l 2 2 6 1 03 7 C.29818 0.29939 l.9793 2. 3 388 o. 636 73 4.5000 3.5000 
l 1 2 2 6 2 083 o. 56461 0.56525 2.4116 3.4230 J.63673 4.5000 3.5000 
112203 074 0.63604 0.63691 4. 4 770 3.5049 0.63673 4.5000 3 .5000 
l l 2 2 7 l 042 0.62911 o. 62964 2.0843 2 • .5087 0.76176 l .oo 35 2.1000 
l 1 2 2 7 2 047 0.62852 0.02950 2.0808 2.4912 0.76176 1 .Q,')35 2 .1000 
1 l 2 2 7 3 040 0.62899 0.62999 2.1042 2.4381 0.76176 1. oc 35 2.1000 
~ 
~ 
TABLE XIX (Continued) 
122121 104 () .15972 0.16260 2.0325 2 .9500 0.16009 2.0250 2. 862 5 
122122 07'.) o. 15893 o. 16137 l.9051 2.8000 O.lb009 2.0250 2 .8625 
l .2 2 l 2 3 () 71 0 .1Sd59 O.lo029 2.. i<t50 2.. 8500 0.16009 2. 0250 2 .862 5 
l 2 2 l 3 1 Jao 0.16567 0.16749 2.9700 l.3969 o. 25472 4 .1992 3.7998 
1 2 2 1 3 2 145 o. 2 5425 C.25653 4.1550 3. 7750 0.25472 4.1992 3. 7 99 8 
1 2 2 l 3 3 089 1).16558 0.16764 2.9400 l.4562 o. 25472 4.1992 3. 7998 
l 2 2 l 4 1 062 0.24150 o. 24299 2.7600 4.2250 0.24183 2.8200 4.2000 
l 2 2 l 4 2 085 0 • .,:4120 0~24261 2. 8125 4.2500 0.24183 2.8200 4 .20JCl 
l 2 2 1 4 3 079 0 .24059 0.24239 2.9250 4.2500 0.24183 2. 8200 4. 2000 
l 2 2 l 5 l 080 0.15840 c. 16070 2.3100 l .9133 0.22743 5 .ono 3. ') 00 5 
l;:'.2152 047 O.lSd<tl 0.16064 2 •. 3100 1.9250 o. 22 743 5.0000 ~.o oos 
l 2 2 l 5 3 110 0.22632 0.22845 4.9200 3.1062 0.22743 s.oooo 3.0C05 
122161 097 0.56988 0.57144 3. 9900 3. 0969 0.63673 4.0000 l.3CJO 
l 2 2 1 6 2 '.)54 0.249b8 0.25136 2.5800 2.6000 o. 636 73 4.0000 1.0000 
l 2 2 1 6 3 ')79 o. 5o89b 0.57147 3.9600 3.1000 0.63673 4 .oooo 1.0000 
1 2 2 l 7 l 100 0.62892 0.63070 2. 9550 3.3812 0.76175 2.5986 4.4951 
l 2 2 l 7 2 089 0.62924 0.63167 3.0450 3.4125 0.76175 2.5986 4. 4951 
l 2 2 1 7 3 160 0.70137 o. 76371 2. 6211 4.5000 0.76175 2.5986 4.4951 
l z 2 2 2 1 J7C, 0.15972 O.l6,j22 2.s500 l.5500 0.16009 2. 6377 1.5200 
l 2 2 2 2 2 058 0.1':>991 0.16191 2.5800 l.5500 0.16009 2.6377 l.5206 
122223 082 O. l 60Ctl 0.16190 2.6550 l.5125 0.16009 2 .63 71 l .5 206 
l 2 2 2 3 1 l <t3 1).25408 0.2':>659 l. 6969 3.6766 0.25472 l.7001 3. 6991 
1 2 2 2 3 2 061 0.16564 0.16815 4 .138 l 2.4984 0.25472 1.7'.)0l 3.6991 
1 2 2 2 3 3 lll 0.25471 0.25665 l. 702 5 3.6875 0.25472 l. 7:)01 3 .699 l 
l 2 2 2 4 1 059 0.24059 0.24249 1. :n5o 2.2625 0.24183 1. 2900 2.343 7 
122242 071 0.24066 0.24286 1. 3331 2.2025 0.24183 1.2930 2. 343 7 
1222'i-3 09 l 1).24110 0.24270 l. 3050 2.4625 G.24183 1.2900 2.3437 
122251 151 O.l9't32 0.20152 2.7666 0. 7125 0.22743 2.4993 <t.4995 
1 2 2 2 5 2 108 0.1S777 0.19963 2.7019 0.7500 0. 22743 2.4993 4 .4995 
l 2 2 L j 3 113 0.22648 0.22112 2.4300 4.4251) 0.22743 2.4993 4.4995 
l 2 2 2 6 1 l O'.:> 0.56969 0.57133 2.3831 3.4750 0.63673 4 .5300 3 .5000 
l 2 2 i 6 2 J8 l 1).56855 C.57050 2.4300 3.5000 0.03673 4.5000 3 .5000 
1 2 2 2 b j 078 a .5b907 0.56924 2.3775 3.4562 0.63673 4.5000 3.5000 
l 2 2 2 7 l 059 0.62782 o. 62939 2 .1300 2.4250 :).76170 l .OD 35 2.1000 
122272 099 0.62953 0.63169 2.0944 2.4nZ 'J.76176 1.0035 2.1coo 




TABLE XIX (Continued) 
l 3 2 l 2 l 041 !) .16003 0.1607 7 1.9935 2.8541 0.16009 2.0250 2. 862 5 
1 3 2 l 2 2 041 0.16004 o. 160.38 2. 02 51 2. 83li:I 0.16009 2.0250 2 .8625 
132123 03b 0.15996 0.16129 ·2. 0302 2.!3162 o. 16009 2. 0250 2. 862 5 
132131 047 O.l632C 0.16317 2. 0078 l.6090 0.25472 4 .1992 3.7998 
l 3 2 l 3 2 085 0.25452 0.25532 4. 1874 3. 8194 0.25472 4.1992 3. 7998 
l 3 2 l 3 3 044 :'.l .15826 0.15894 2.6600 1.7328 0.25472 4.1992 3.7<;98 
132141 053 0.2.3693 0.23689 3.0462 4.101~ 0.24183 2.d200 4 .2 000 
132142 050 0.23796 o. L38o5 J.0592 4.2473 o. 24183 2.8200 4.2000 
1 3 2 l 4 3 050 0.24004 0.24040 3 .0273 4 .1961 0.24183 2.8200 4.2 000 
l 3 2 l 5 l 044 0.19427 0.19434 lo 4169 2.0182 . 0.22743 s.oooo 3.::>005 
1 3 2 l 5 2 035 0.19895 0 .19807 1.2312 2.7590 o. 22 743 5.0000 3.0005 
l 3 2 1 5 3 076 0.21610 0.21755 4.8416 2.9556 0 .22743 5 .oooo 300005 
132161 044 0.56937 0.56976 4.0204 3.0990 0.63673 4.0000 1.0000 
1 3 2 1 6 2 041 0.56637 0.56717 3.9392 J.1572 o. 63673 4.0000 lo OCOO 
l 3 2 l 6 3 04't 0.56985 o. 56965 3.9800 3.1046 o .a3o73 4 .:moo 1.0000 
l 3 2 l 7 1 0 53 o. 75341 0.75247 2. 5361 4.5188 o. 76175 2. 59 86 4.495 l 
1 3 2 l 7 2 053 0.75954 0.76026 2.5479 4o4dl7 0.76175 2.5986 4.4951 
l 3 2 l 7 3 053 0.76054 o. 76110 2.5650 4.4809 o.76175 2.5986 4.4951 
1 3 2 2 2 1 035 O.l::i850 0.16045 2.5517 l. 425 7 0.16009 2. 63 77 lo 5 206 
132222 038 0.15986 0.16085 2.5901 l.4945 0.16009 2 .63 77 1.5206 
l 3 2 2 2 3 035 0.15802 0.15748 2. 8218 1.5565 0.16009 2 .63 77 l .5 206 
l 3 2 2 3 1 084 0.25308 0 .2 5427 1.7298 3 .5771 0.25472 1.7001 3 .699 l 
132232 050 0.16122 0.16372 3. 8910 2.2336 0.25472 l. 7001 3 .6 99 l 
l 3 2 2 3 3 075 J.25423 0.25492 1.7042 3.6216 0.25472 1.7001 3.699 l 
1 3 2 2 4 l 056 0.24157 o. 24076 1.3156 2 .3 855 0.24183 1.29'.)Q 2.3437 
l 3 2 2 4 2 I) 50 0.23766 O.Z376o l. 3984 2.4376 0.24183 1.2900 2.3437 
1 3 2 2 4 3 053 0.24146 0.24123 l.3168 2.4087 0.24183 1.2900 2. 343 7 
1 3 2 2 5 l 'J74 o. 1992 9 o. 19967 2. 7769 0.6455 0.22743 2 .499 3 4.4995 
132252 081 0.19672 0.19890 Z.7427 0.6043 o. 22743 2.4993 4.4995 
1 3 2 2 5 3 076 ').21977 0.22019 2. 2116 4.2912 0.22743 2.4993 4.4995 
l 3 2 2 6 l 047 0.56430 o. 5640d 2. 3 75 5 3.3995 O.t>36 7 3 4.5000 3.5000 
132262 050 0.56883 0.5o827 2.3662 3.4636 o. 630 73 't.5000 3. 5000 
1 3 2 2 6 j 044 o.565o7 0.56626 2.3366 3.4693 0.63673 4.5000 3.5000 
l 3 2 2 7 1 056 0.15122 0.75723 0.9884 2.0506 0.76176 1.0035 2 .1000 
l 3 2 2 7 2 059 0.62282 0.623ol 2. 13 78 2.2915 0.76176 1.003~ 2.1000 
l 3 2 2 7 3 053 0.76096 0.76139 0.9880 2.1169 0.76176 l .OJ 35 2 .1000 I--' 0 
I--' 
TABLE XIX (Continued) 
2 l 2 1 2 1 089 0.13766 0.13956 3. 9073 1.2623 0.16009 2.0250 2.S625 
2 1 2 l 2 2 ')76 0 .15707 0 .15840 1.8331 2.7931 0.16009 2. 0250 2.tib25 
2 1 2 1 2 3 072 0.14185 0.14327 3.9585 l.026::S 0.16009 2.0250 2.8025 
2 l 2 1 3 1 074 0.20661 0.20621 5. 0049 3. 8309 0.25472 4 .1992 3. 7998 
2 1 2 1 3 2 090 0.25159 0.25165 4.2682 3. 7262 o. 25472 4.1992 3. 7998 
2 1 2 1 3 3 120 '). 2 533 7 o. 2!>515 4.3208 3. 7825 0.25472 4.1992 3. 7998 
2 l 2 1 4 1 097 0.23922 0.24099 2.8698 4.2881 0.24183 2.1:1200 4.2000 
2 1 2 1 4 2 102 0 .23807 0.23950 2.5328 4.1950 0.24183 2.8200 4.2000 
2 l 2 1 4 3 106 o. 23718 o. 23954 2.7422 4.112 7 0.24183 2.8200 4 .2 000 
212151 123 0.20521 0.20073 4.7739 3.5562 0.22743 s.oooo 3.0005 
2 l 2 1 5 2 068 0.13597 0.13686 1.8097 3.8567 0.22743 5.0000 3.0005 
2 1 2 1 5 3 105 0.19898 0.20049 1. 17 25 2. 785 7 0.22743 s.oooo 3 .0005 
2 l 2 1 b 1 147 0 .63155 0.63321 4.0531 0.9644 0.63673 4.0000 1.0000 
2 1 2 1 6 2 067 0.11868 0.11917 4.1812 0.1016 0.63b73 4.000() l .0000 
2 l 2 1 6 3 052 0.01282 0.01415 5. j962 1. 093 7 0.63673 4.0000 1.0000 
2 1 2 1 1 1 063 0.32588 o.n104 4.4680 3.4769 0.76175 2.5986 .4.4951 
2 l 2 1 7 2 099 o. 61971 0.62126 2.7487 3.3537 o.7ol75 z.5986 4 .495 l 
2 1 2 1 7 3 074 0.243.38 0.24372 4.0219 3. 1741 o. 761 75 2.5986 4.4951 
2 1 2 2 2 1 060 0.12180 0.12281:1 4 .1813 3.9009 0.16009 2.6377 1. 5206 
2 1 2 2 2 2 089 0.15577 o. 15771 2. 857b l.t>319 0.16009 2.6377 1 .5 206 
2 1 2 2 2 3 080 0.14186 0.14328 4. 5111 3. 4844 0.16009 2. 63 77 1. 5 206 
2 1 2 2 3 l 077 0.24812 0.24882 l.1H24 3.6397 0.25472 1.7:>01 3.6991 . 
2 l 2 2 3 2 066 0.22434 0.22559 1. 8262 4.2450 0.25472 1.7001 3. 6 991 
2 1 2 2 3 3 092 0.2542~ 0.25551 1.7250 3. 7456 0.25472 1. 7001 3. 6991 
2 l 2 2 4 1 096 O.ld769 0.18857 1.3125 o. 7394 0.24183 1.2900 2.3437 
2 1 2 2 4 2 178 0.17934 0.18027 1.3136 0.6188 0.24183 1.2900 2.3437 
2 1 2 2 4 3 086 0.18308 0.18408 1. 3125 0.6715 o. 2411:13 1.2900 2. 343 7 
2 1 2 2 5 1 076 O. l 7280 o. 1 7355 3. 2692 1.1962 0.22743 2.4993 4 .'t995 
212252 092 0.21717 0 .21892 2.5601 4.3592 0.22743 2.4993 4.4995 
2 l 2 2 5 3 006 0.12515 0.12654 1.4718 1.5231 o. 22743 2.4993 4.4995 
212261 061 ').44012 0.44012 4. 1813 3.7889 0.63673 4.5000 3.5000 
2 1 2 2 6 2 11 IJ 0.44924 0.45160 4 .1812 3.1704 0.63673 4.5000 3.5000 
2 1 2 2 6 3 076 o. 2093 l o. 21098 3. 9224 3 .9811 0.63673 4.5000 3.5000 
2 1 2 2 7 l 102 0.61042 0.01090 2.1602 2.1484 o. 761 76 1.0035 2.1000 
2 1 2 2 7 2 076 0.27623 0.27833 1.7238 4.3055 0.76176 1.0035 2.1000 
2 1 2 2 7 3 068 0.44222 0.44366 2.2991 1.3101 o.76176 1.0035 L.1000 I-' 
0 
N 
TABLE XIX (Continued) 
2 2 z l 2 l 21 'I 0.1599':> 0.1025:> 2 .025') 2 .9172 0.10009 2.0250 2. 8 62 5 
222122 217 O. l 60•J7 J. 16163 2.002~ 2.d562 0.16039 ~ .o 2 50 2.ti62:> 
2 2 2 1 2 3 19: •).15982 o.161s1 2.0.325 2.7953 'J.16009 2. 025C 2. b 62 5 
2 2 2 1 3 1 2.16 0.25439 0.25&64 4. 15 50 3.7812 0.25472 4 .1992 3. 7998 
2 2 2 1 3 2 207 o. 2542 0 0.25&88 4. 12 50 3.7875 0.25472 4.1992 3. 7 99 8 
2 2 2 1 3 3 245 0~25372 0.25563 4.3069 3.7891 0.25472 4.1992 3. 7998 
2221!.tl 25') 0.24127 o. 2'1-33:, 2.9475 4.1937 o.24183 2.a2no 4.2COO 
2 2 2 l 4 2 309 0.24172 0.24382 2. 812 5 4. 2251) 0.24183 Z.8200 4.2000 
2 2 2 1 4 3 262 0.24122 0.24342 2.9250 4.1750 0..24183 2.8200 4. 2 000 
22<:'.151 211 0.22424 0.22629 4.8750 3 .20'.)0 0 .22743 5 • ') '.)') 0 3 .0005 
2 2 2 l 5 2 259 '). 22730 0.22934 4.9725 3.025') '.). 22743 s. ono 3.0005 
2 2 2 l 5 3 222 0.22672 0.22908 4.9350 3.0625 !"\. 22.743 5.0000 3. 0005 
222-16 l 17"" 0.63654 0.63873 4.0012 0.9875 ').63673 4 .OJJO l .JO'.)'.) 
2 2 2 1 6 2 16) 0.63651 ').63810 4.0050 1.1)125 o. 636 73 4.0000 1.0000 
2 2 2 l 6 3 21 !) 0.63651 0.63884 4.0050 1.0125 0.63673 4.0000 l. ') 00 Q 
2 2 2 1 7 1 213 0.62907 0.63147 2.9400 3. 3 875 C.76175 2.5980 4.4951 
2.22172 2 5!"\ 0.02961 Cl.63152 2. 9 85 9 3.4001) o.76175 2.5986 4. 4 95 l 
2 2 2 l 7 3 252 0.62935 0.63l4b 2. 9625 3 .400!) 0.76175 2.5986 4.4951 
222221 181 0.15980 0.16330 2.6925 1. 4687 0.16009 2. 6"377 i.;,20b 
222222 217 0.16007 ').16181 2.6625 1.5187 0.16009 2.6377 1.52'.)6 
2 2 2 2 2 3 2 50 0.15956 C.16207 2.6475 1.5937 O.l6'.JJ9 2 .63 77 l.52J6 
2 2 2 2 3 1 223 0.25470 0.25709 1.6931 3.7000 0.25472 1. 7001 3 .6991 
2.22232 238 1).25416 0.25598 1.6716 3.6562 0.25472 1.7001 3. 699 l 
2 2 2 2 3 3 157 0.25365 0.25598 1. 6875 3.5875 0.25472 1. 7001 3 .6991 
2 2 2 2 4 l 228 ') .24173 0.24326 1.2900 2.2937 0.24183 l. 2900 2.3437 
2222.<t-2 299 ().24141 Q.24457 1.3116 2.2782 D.24183 1.2900 2. 3 43 7 
2 z 2 2 4 3 261 J.24170 0.24377 1.289~ 2. 3922 0.24183 1.2900 ;;..3437 
2 2 2 2 5 1 268 0.22689 0 .22911 2. 5 800 4.5250 ').22743 2.4993 4.4995 
2 2 2 2 5· 2 197 o. 22 705 o. 22858 2.4300 4.4750 '.) .22743 2.4993 4.4995 
222253 2 36 C.2.2730 J.22871 Z.<+600 4. 487 5 ().22743 2.4993 4.4995 
2 2 2 2 6 1 230 C.63647 0.63774 4.4925 3.4875 0.63673 4.5000 3.5000 
2 2 2 2 6 2 249 0.63644 0.63805 4. 4869 3.5078 0.63673 4 .5'.)Q'.) 3 .son 
2 2 2 2 6 3 238 O.b3o47 0.63807 4.S075 3.5125 o. 636 73 4.5000 :i. 5 000 
2 2 2 2 7 l 278 0.76113 0.762% 1.0087 2 .0719 o.7&176 l.0'.)35 2 .1000 
2 2 2 2 7 2 206 0.62914 o. 63130 2.0930 2. 4691 o.76176 l.0'.)35 2.10'.)0 
2 z 2 2 7 3 17.::l 0.b29jl '). 6 3120 2.0925 2.5437 ').76176 1.0035 2. 1 co') f--' 
Cl 
U-1 
TABLE XIX (Continued) 
2 3 2 l z l 112 :>.15972 0.16175 2.0225 2.9475 0.16009 2.0250 2.8625 
2 3 2 l 2 2 124 o.1s9o1 O.lbl50 l.9916 2.7617 0.16009 2.0250 2. 8625 
232123 133 0.15066 0.1610'1 1. 9201 2. 7202 0.16009 2. 02 5 0 2.8625 
2 3 2 1 3 1 148 0.2:>444 0.25o22 't.1551 3.7842 0.25472 4.1992 3. 7998 
2 3 2 1 3 2 130 0.25462 0.25477 4.1783 3. 8115 0.25472 4.1992 3. 7 998 
2 3 2 1 3 3 142 0.25337 0.25479 4.1982 3.7482 0.25472 4.1992 3. 7998 
232l'tl l 09 0.24119 0.24244 2.7648 4.1831 0.24183 2.8200 4.2000 
232142 10 3 0.24119 0.24004 2. 8606 4.1675 0.24183 2.8200 4 .2000 
232143 130 n.24155 0.24260 2. 9135 4. l.124 0.24183 2. 8200 4. 2000 
2 3 2 1 5 1 130 0.22689 0.2.2.688 4.9651 3.0853 0.22743 5 .oooo 3 .0005 
232152 115 0.21888 0.21860 4. 7745 3.2053 0.22743 5.0000 3.3005 
2 3 2 1 5 3 115 0.224ol 0.22469 4.9112 3.1%1 o. 22743 .. 5. 0000 3. 0005 
232161 118 0.63507 o. 63500 4.0025 1.0362 0.63673 4 .0::>00 1.0000 
232162 112 0.63262 0.63494 3. 94 70 0.9790 0.63673 4.0000 1.0000 
2 3 2 l 6 3 130 0.6.3430 0.63450 3.9809 0.9606 0.63673 4.0000 1. 0000 
2 3 2 l 1 1 157 o. 7593 8 o. 75974 2.5605 4.4707 0.76175 2.5986 4 .4 951 
2 3 2 1 7 2 157 o.76141 0.76078 2.5794 4.4899 o.76175 2.5986 4.4951 
2 3 2 l 7 3 172 0.10940 0.10953 2 .3942 4. 3800 0.76175 2.5986 4.4951 
232221 124 0.15952 0.16110 2.. 6682 1. 4392 0.16009 2. 63 77 1.5 206 
232222 124 0.15988 0.16188 2. 60 72 1.5704 0.16009 2. 6377 1.5206 
2 3 2 2 2 3 112 0.15979 0.16020 2.5617 l .5lbl 0.16009 2 .6377 lo 5 206 
2 3 2 2 3 1 136 0.25458 0.25508 1. 6915 3. 7356 0.25472 1.7001 3.6991 
2 3 2 2 3 2 175 '0. 2 5443 0.2545b 1. 7161 3.6547 0.25472 1. 7001 3. 6991 
2 3 2 2 3 3 227 o. 2 5220 o. 25313 1.6662 3.5442 0.25472 1. 7001 3 .6 991 
2 3 2 2 4 l 130 0.22457 0.22403 1.4706 2.8146 .!).24183 1.2900 2.3437 
2 3 2 2 4 2 103 0.16074 0.16126 4.4756 0.4941 0.24183 1.2900 2.3437 
2 3 2 2 4 3 142 o. 2235 8 c. 22367 1. 3899 2.8904 0.24183 1.29:)0 2.3437 
2 3 2 2 5 l 124 0.22639 0.22680 2. 5104 4.4511) 1).22743 2.4993 ... 4 995 
2 3 2 2 5 2 133 0.22557 0.22649 2.5999 4.6042 0.22743 2 .499 3 4.4995 
232253 133 0.22452 C.2.2667 2. 6678 4.5326 0.22743 2.4993 4.4995 
2 3 2 2 6 l 170 0 .6 3648 0 .6 3851 4.4876 3.4931) 0.63673 4.5000 3.5000 
2 3 2 2 6 2 154 0.63640 o. 63530 4.4839 3.5027 O.t>3t>73 4 .5000 3.5000 
232263 169 0.63625 0.63878 4. 4842 3.4883 o. 636 73 4.5000 3.5000 
2 3 2 2 7 l 133 o.76173 0.76196 1.0066 2.0958 1).76176 1.oo35 2 .1000 
2 3 2 2 7 2 136 o.76083 0.76214 l. 0103 2.0657 0.76176 1.0035 2.1on 
2 3 2 2 7 3 163 0.76169 o.76353 1.0073 2 .0911 0.76176 1.0035 2.1000 I-' 
0 
+:> 
TABLE XIX (Continued) 
312121 046 ').15901 'J.lol&O 1.9524 2. .~48 7 iJ.16009 2.02.50 2. 8t:2 5 
3 l 2 1 2 2 039 0.15578 o. 15715 1. 82 53 2.6467 O.lo009 2 .0250 2 .13625 
3 1 2 1 2 3 037 0.15087 0.15217 1.7338 2.5440 0. 16009 2.. 0250 2. 8625 
3 1 2 1 3 l 06 7 0.25351 0.25520 4 .3077 3. 7776 0.25472 4.199.::: 3. 7 'i98 
3 l 2 l J 2 1)58 o. 2 5195 0.25280 4.0219 3. 77713 0.25472 4.1992 3. 7998 
~ l 2 l 3 3 098 0.25159 0.25256 4.3266 3.7400 0.25472 4.1992 3. 7998 
3 l 2 l 4 l 032 O. LB06 0.13417 4.2183 2.8458 0.24183 2 .8200 4.2000 
3 l 2 l 4 2 1)88 0.23917 0~24065 2. 6852 '+. 2825 0.24183 2 .tS2 00 4 .2000 
3 l 2 l 4 3 032 0.21941 0.21967 3.442'9 4.1484 0.24183 2. 8200 4. 2 coo 
312151 081 0.226d8 o. 2 2 81 7 5.0568 2 .9354 0.22743 5 .o:rno 3.0005 
312152 1)54 0.20546 0.20663 4. 6273 3. 3859 0.22743 5.0000 3.0005 
3 l 2 1 5 3 061 0.15923 0 .16091 2.2048 2.0033 0.22743 5.0000 3.0005 
312161 034 0.24958 0.25021 2. 6249 2. 6912 0.63673 4.0000 l • :rno o 
3 l 2 l b 2 039 0 .254j9 1).25694 2.6606 2.6854 o. 636 Jj 4.0000 l.oooo 
3 1 2 l 6 3 /')94 0.03523 o. 63649 3.9738 1.0224 o.1>3073 4 .0:>00 1.0000 
312171 041 0.62484 0.62557 3. 1300 3. 3956 0.76175 £..5986 4.4951 
Jl2172 060 0.62801 () .62790 2.9006 3. 3907 o.76175 2.5986 4. 4951 
3 l 2 1 7 3 038 o. 3402 7 0.34309 l.4824 3.2507 o.76175 2.5986 4.4951 
3 l 2 2 2 l 076 0.14033 0.14243 1.9884 1. 5974 0.16009 z. 63 77 1.5206 
j l 2 2 2 2 097 O.lS852 0.16052 2.8188 1.4762 0.16009 2.6377 1.5206 
3 1 2 2 2 3 069 0.15948 0.16136 2.5247 1.5538 0.160'.}9 2 .6H7 1.5206 
3 1 2 2 3 l 049 0.18492 0 .18589 l.8694 2. 7708 o. 254 72 1. 7001 3. 6 991 
3 l 2 2 3 2 C8t> 0.25297 0.25452 1.7531 3.6345 0.25472 1.7001 3.6991 
3 1 2 2 3 3 058 0.25086 0.25157 l. 7598 3.8589 o. 254 72 l. 7001 3 .6 991 
3 l 2 2 4 l 080 0.24144 0.24427 1. 2704 2.3970 0.24183 1.2900 2. 343 7 
3 l 2 2 4 2 052 0.24109 0.24310 1. 2749 2.2098 0.24183 1.2900 2.3437 
3 1 2 2 4 3 063 0.20233 o. 2047 3 1. 6020 3.0380 0.24183 1.2900 2.3437 
3 1 2 2 5 l 048 0.19926 c. 20040 2.7436 0.6556 0.22743 2.4993 4.4995 
312252 046 0.22366 0.22484 2. 3933 4. 356 7 o. 22743 2.4993 4.4995 
3 l 2 2 5 3 065 0.21787 0.21871 2 .1398 4.2990 0.22743 2.4993 4.4995 
3 1 2 2 6 l 043 0.34oC8 0.3473ti 2.3 774 2.7988 0.63673 4 .sooo 3 .5000 
3 l 2 2 6 2 040 0.25062 0 .25302 2.7595 2. 1120 o. 636 73 4.5000 3. 5000 
3 1 2 2 6 3 044 o. 34232 0.34285 2.0244 2.5516 0.63673 4.5000 3.~coo 
3 l 2 2 7 1 051 0.62426 0.62574 2. 1144 2.J237 0.76176 1.0035 2.1000 
3 l 2 2 7 2 043 0.61891 0 .61998 2.1530 2.2419 o. 76176 l.OO.:i5 2.1000 




TABLE XIX .(Continued) 
322121 059 0.15688 0.15891 1.9200 2.6125 0.16009 2.0250 2.8625 
32.2122 074 0.15787 C.16000 2.0100 2.6500 0.16009 2. 0250 2. 862 5 
322123 074 0.15974 O.lol38 1.9650 2.8000 0.16009 2.0250 2. 8 62 5 
3 2 2 l 3 l 118 0.25444 G.25612 4.1400 3.oOOO 0.25472 4.1994:'. 3. 7998 
322132 143 0.25447 0.25654 4.1437 3.8008 0.25472 4.1992 ·'- 7 998 
322133 130 0.25169 0.25378 4 .0481 3.8484 0.25472 4.1992 3. 7998 
;, 2 z 1 4 'l 067 0.24061 0.24253 2. 8650 4. 2625 0.24183 2. 8200 4.2000 
3 2 2 l 4 2 095 0.24105 0 .24337 2. 73 75 4.1875 0.24183 2.8200 4.2 000 
3 2 2 1 4 3 080 0.2406C 0.24279 2.8669 4.2o25 o.24183 2.8200 4 .2 en 
3 2 2 l 5 1 091 0.19946 0.LO109 1.1700 2. 7000 O. L2 74j 5.0000 3.0005 
3 2 2 l 5 2 140 0.22695 0.22888 4.9496 3.0750 0.22743 5.0000 3.0005 
3 2 2 1 5 3 104 0.19943 0.20140 1.1709 2.7492 0.22743 5.0000 3 .0005 
3 2 2 1 6 1 100 0 .5698 l 0 .572.75 3.9787 3.1031 0.63673 4.0000 1.0000 
3 2 2· 1 6 2 079 0.25000 o.25161 2. 5 795 2.1000 0.631>73 4 .oooo 1.0000 
322163 168 0.63543 0.63804 4. 0200 o. 9750 o. 63673 4.0000 1.0000 
3 2 2 l 1 1 085 0.62888 0.63144 3.0150 3.3875 o.76175 2.5980 4. 4951 
3 2 2 1 7 2 099 o. 62936 o. 63115 3.0151 3.4125 o.76175 2.5986 4.4951 
3 2 2 1 1 3 079 0.62904 0.63158 
"· 9850 3.4125 o.76175 2.5980 4.4951 
3 2 2 2 2 1 080 0.15981 0.16154 2.6100 1.4750 0.16009 2. 6377 1.5206 
3 2 2 2 2 2 064 0.15725 0.15939 2.8801 1.4500 0.16009 2.6377 1.5206 
322223 070 0.15983 0 .16215 2.5CIOO 1.5000 0.16009 2. 6377 1.5206 
3 2 2 2 3 l 132 0.25452 c. 2 5~11 l.6875 3. 73 75 0.25472 l .7J01 3.6991 
322232 121 0.25312 0.25576 1. 7400 3.6500 0.25472 1.7001 3. 6991 
3 2 2 2 3 3 132 0 .25388 0.25541 1.6800 3.1815 0.25472 1. 700 l 3. 6991 
322241 062 0.23770 0.24105 1.2150 2.4875 0.24183 1.2900 2.3437 
322242 081 0.24152 C.24337 1. 2750 2.2625 0.24183 1.2900 2.3437 
3 2 2 2 4 3 059 0.24059 0.24198 1.3350 2.2625 0.24183 1.2900 2.3437 
3 2 2 2 5 l 108 o. 19869 0.20123 2. 7600 0.6000 D.22743 2.4993 4 .4995 
3 2 2 2 5 2 103 0.22536 0 •. 22.771 2.3419 4.4500 0.22743 2.4993 4.4995 
3 2 2 2 5 3 110 0.22584 0.22822 2.3991 4.5000 0.22743 2 .4993 4.4995 
3 2 2 2 6 1 088 0.56965 0.57074 2.4000 3.5125 0.03673 4.5000 3 .5o:>o 
3 2 2 2 6 2 105 o.~6994 o.57157 2.3967 3.4871 o. 63673 4.5000 3.5000 
32226'3 084 0.56797 o. 57030 2.3699 3.5125 0.63673 4.5000 3.5000 
322271 079 0.62874 0.63014 2. 1075 2.4250 0.76176 1.0035 2.1000 
322272 093 0 .62963 0.63181 2.1000 Z.4930 0.76176 l.003S 2.1000 




TABLE XIX (Continued) 
3 3 2 1 2 1 047 0.15918 O.lol21 2.0245 2. 7302 0.16009 2. 02 5 0 ~.a625 
3 3 2 1 2 2 030 0.15945 0. l oO 18 1.9384 2.8636 0.16009 2.02so 2. 8 62 5 
.:) 3 2 1 2 3 '.)44 0.16003 c. 16038 2.0419 2.8469 0.16009 2 .0250 2 .8625 
:>32131 077 0.25034 0.252C3 4.0021 3.8497 o. 25472 4.1992 3. 7998 
3 3 2 1 3 2 Old 0.25458 0.25316 4.2379 3.7938 0.25472 4.1992 3. 7998 
3 3 2 1 3 3 095 o. 251 75 o. 25369 4.0802 3. 7395 0.25472 4.1992 3. 7 998 
332141 053 0.20925 0.20862 3.5394 4.0003 0.24183 2. 8200 4.2000 
3 3 2 1 4 2 04 7 O.UH87 0.18782 3. 76 li 4.o169 0.24183 2.8200 4.2 000 
3 3 2 1 4 3 053 0.2407C a. 24000 2.9786 4.1 739 0.24183 2 .8200 4 .2000 
3 3 2 l 5 l 038 0.19353 0.19258 l.3875 2.5220 o. 22 743 5.0000 3. 0005 
3 3 2 1 5 2 044 0.19948 0.20143 1.2134 2 .7132 0.22743 5 .oooo 3.0005 
332153 056 0.198 73 0 • .20083 1. 191 7 2.6412 0.22743 5 .o::rno 3.0005 
3 3 2 1 6 l 050 0.56937 0.56959 4.0018 3.0809 0.63673 4.0000 1.0000 
3 3 2 1 6 2 041 0.56485 o. 50360 3.9029 3.1298 0 .636 73 4 .oooo 1.0000 
332163 047 o.56939 0.57058 4. 0202 3.0879 0.63673 4.0000 1.0000 
3 3 2 1 7 1 053 o. 75977 0.75843 z.5575 4.4753 0.76175 2. 59!36 4.495 l 
3 3 2 l 7 2 053 o. 76077 0.75968 2. 5 810 4.478d 0.76175 2 .5986 4 .4 95 l 
3 3 2 1 7 3 '153 (). 76004 0.76002 2.5539 4.4842 o. 761 75 2.5986 4. 4951 
j 3 2 2 2 1 038 0.15857 0.15800 2.7630 1.5882 0.16009 2 .6377 1.5206 
332222 047 0.15951 0.15957 2. 5493 1.5876 0.16009 2. 63 71 1. 5 206 
3 3 2 2 2 3 :na 0.15996 0.16072 2.6572 l .4o05 0.16009 2.6377 1.5206 
~ 3 2 2 3 1 096 0.25400 o. 25492 1.6957 3.6050 0.25472 1.7001 3 .6991 
3 3 2 2 3 2 09 l 0.25360 0.25377 l. 6 72 5 3. 603 7 o. 254 72 1. 7001 3.6991 
::>32233 107 0.2':>,j6Q 0.25390 1.6534 3.6881 0.25472 1.7001 J. 6991 
3 3 2 2 4 1 050 o. 2 3 84 7 a. 23892 1. 3 736 2.5321 0.24183 1 .2900 2.3437 
3 3 2 2 4 2 056 0.23%0 0.24217 1. 3223 2.S4o4 0.24183 l. 2 900 2 .~437 
3 3 2 2 4 3 0~3 0.24096 0.2415') 1.3359 2.423d 0.24ld3 1.2900 2.3437 
3 3 2 2 5 l 074 0.19842 0.19965 t.. 843 8 o. 6413 0.22743 2.4993 4.4995 
3 3 2 2 5 2 151 0.22663 0.226'-0 2.4152 4.4310 0.22743 2.4993 4.4995 
3 j 2 2 5 3 085 Q.22686 0.22703 2.4170 4.4451 0 .22743 2.49;_,3 4.4995 
3 3 2 2 6 1 053 0.56705 0.56786 2.3628 3.4266 0.63673 4.5000 3.5COO 
3 3 2 2 6 2 053 o. 50840 0.56906 2.4078 3. 45 77 0.63673 4.S:JOO 3 .'.> ooc 
332263 047 0.5674C 0.56631 2. 39 72 3.4368 o. 03613 4.5000 3 .5000 
332271 050 0.76003 o. 7604d 0 .997 2 2.1449 0.76176 1.0035 2.1000 
3 3 2 2 1 2 047 o. 7613 5 0.76lb2 1. 0136 2. 0811 0.76176 1 .o:ns 2. .100 0 
j 3 2 2 7 3 047 0.759cl7 0.76078 1.0106 2.0519 o. 761 76 1.0035 2.1coo 1-1 
0 
'3 
TABLE XIX (Continued) 
l 1 3 1 2 1 1)44 O.l::l290 0.16174 1.7333 2.6901 o. l 6')09 2.02~(_1 2. e c2 5 
l l 3 1 2 2 057 0.15930 o. 16220 2. 05 77 2..9908 O.loJ19 2 .O 2 SC 2. 8 62 5 
l l 3 1 2 j I) 45 0.13722 0.15233 2.2048 2.2219 0.16009 L.0250 i. d62 5 
l 1 3 l 3 1 048 0 .1331(: 0.14709 2.2551 2.0995 0.25472 4.1992 3.7S98 
l l 3 1 3 2 053 o.23364 0.24375 3. 6 772 3.80o9 0.254"/2 4.1992 .3. 7 99d 
1 l 3 1 3 3 060 0.2.H79 0.24299 '+.6472 3.8485 0.25472 4.1992 j. 7 998 
113141 104 0.23026 J.24184 3 .1363 4.2228 0.24183 2.8200 4.2 000 
1 l 3 1 4 2 059 0.12480 0.13292 4.b250 2.0476 0.24183 2.8200 4.2000 
l l 3 1 4 3 053 0 .13310 o.14040 4.2361 2.8667 0.24183 2. 8200 4.2000 
113151 035 0.15747 o.16988 2. 3966 l.d008 _o .22743 5.0000 3 .o 005 
113152 089 0.18196 0.19289 o. 7948 2. 8817 o. 22143 5.0000 3.0005 
1131'.:>3 032 O. ll:S501 0.1915d 1.0219 2.4875 o. 22 743 5.0000 3.0005 
1 l 3 l 0 1 076 0.60384 o. 60775 4.0314 1.1599 0 .b 36 73 4.0000 l.JO'JO 
113162 108 0.60177 0.60691 3.9223 o. 8510 o. 636 73 4.0000 1.0000 
l l 3 l 6 3 073 0.62930 0.63786 3.9346 0.9600 0.03673 4.0000 l.OCOO 
1 1 3 l 7 1 037 0.58956 0.60030 3. 4874 3.5160 0.76175 2 .5986 4 .4951 
1 l 3 1 7 2 031 !) .5 97 30 0.59819 3. 4098 3.5156 0.76175 2. 5986 4.4951 
1 1 3 1 7 3 066 o. 761 74 0.76992. 2.6028 4.4951 o.76175 2. .5986 4.4951 
1 1 j 2 2 l 032 O. lOU8 0.11577 3.0298 2. 36 75 0.16009 2.6H7 1.52% 
l l 3 2 2 2 048 0 .15940 0.16363 2.5233 1.5723 0.16009 2.0377 1.5206 
113223 075 o. 13310 0.14166 4.8517 3 .6107 0.16009 2.6377 1.5 206 
1 1 3 2 3 1 056 0.25044 0.25932 1.6080 3.6969 o. 254 72 1.1001 3 .6 991 
l 132.32 044 0.24057 0.24 786 1.7113 3.2754 o. 254 72 1. 700 l 3. 6991 
l l 3 2 3 3 047 0.25067 0.25261 l.6206 3. 5959 0.25472 1.7001 3 .6991 
1 1 3 2 4 l 066 0.23567 0.24995 1.3549 2.0219 0.24183 1.2900 2.. 343 7 
l l 3 2 4 2 071 0.23068 0.24445 1.1348 2 .0605 0 .24 li:l3 1.2900 2.3437 
l l 3 2 4 3 094 0.20565 0.21111 l. 0813 1.4499 0.24183 1.2900 2.34.H 
1 1 3 2 5 1 078 0.19645 0.20418 2.9309 0. 7166 o. 22743 2. 499 3 4. 4995 
l l 3 2 5 2 065 o. 1 7453 c.18138 l.6502 4.2.319 0.22743 2 .499 3 4.4995 
l l 3 2 5 3 058 0.14.;)34 C.15330 1.7858 0.9995 o. 22743 2.4993 4.4 995 
1 1 3 2 6 1 059 0.52821 0.5321& 2.3436 3.2332 0.63673 4.5000 J.5000 
1 l 3 2 6 2 1)62 o. 55646 o. 55811 2. 42 84 3.6325 0. 636 73 4.5000 3 .5 or:io 
1 1 3 2 6 3 085 0.56802 0.57074 2. 433~ 3.4933 o. 63673 4.5000 3. 5000 
l 1 3 2 7 1 050 0.60459 0.61155 2.1804 2.1030 0.7bl7b 1.OJ35 L.1000 
1 l 3 2 7 2 066 o. 76001 o. 7td62 1.0262 2. Oo85 ().76176 1.0035 2.1000 
l 1 3 2 7 3 062 0. 740 7 2 0.75025 0.9703 l.9944 0.76176 1.0035 2.1000 j-J 0 
00 
TABLE XIX (Continued) 
l 2 3 l 2 l 060 0.15047 0. l 6861 l.9Q69 2.bOOO 0.16009 2.0250 2. 862 5 
l 2 3 l 2 2 072 0.15750 0.16769 2.1900 2 .tH34 0.16009 2 .0250 2.0625 
1 2 3 l 2 3 072 O.J. 5290 0 .10598 2. 3119 2.9752 0.16009 2.0250 2. 862 5 
l 2 3 l 3 1 048 0.11161 0.13038 2 .3100 2.5000 0.25472 4.1992 3. 7998 
123132 132 o. 2!:)212 0.26303 4.0200 3. 7937 0.25472 4 .1992 3. 7998 
123133 114 I} .25411 0.26312 4.1119 3.aooo 0.25472 4.1992 3. 7'i9 8 
123141 148 0.2:;~25 o. 2 506 7 2.9100 4.1250 0.24183 2 .a2oc. 4.2000 
l 2 3 1 4 2 134 0.2.H81 0.24682 .3.0600 4.2499 0.24183 <::. 8200 4.2 000 
l 2 3 l 4 3 04·7 0.13581 O.l423ti 4.0950 3.3125 ().24163 2.8200 4. 2000 
1 2 3 1 5 l 066 o. 160.22 o. 17162 2.uo1 2.0249 0.22743 5.0000 3 .0005 
123152 058 0.16451 O. l 734d 1.9500 2.1250 o. 22743 5.0000 3.0005 
l 2· 3 1 5 3 056 0.15783 D.16474 2.3100 1.9750 0.22743 5.0000 .j.0005 
1 2 3. 1 6 l 128 o.56966 o. !:) 7965 3. 97 50 3.1006 0.63673 4.0000 1.0000 
1 2 3 l 6 2 123 o.56685 0 .57894 3.9900 3.1500 0.63673 4.0000 1.0000 
12..;163 161 0.63623 0.64765 4.0200 0.9992 0.£>3673 4 .o:>oo 1.001)0 
1 2 3 l 7 1 088 0.62935 0.64163 ·3. 0149 3.4126 0.76175 £.5986 4 .4951 
l 2 3 l 7 2 069 0 .62927 0 .64129 2.9850 3.3875 0.76175 2. 59 tib 4.4951 
l 2 3· l . 7 3 21.3 o. 7611 7 c. 77062 2.6212 4.4937 0.76175 z.5986 4.4951 
123221 085 0.11708 0 .12594 3.6000 1.8500 0.16009 2. 6377 1.5206 
l 2 3 2 2 z 063 0.14998 0.15701 2.1750 1.6750 0.16009 2.6377 1.5206 
l 2 3 2 2 3 049 0.14037 0.14805 .3. 3000 1. 4375 0.16009 2 .6377 l .5 206 
1 2 3 2 3 1 073 0.24659 0.25548 1.8000 3.5000 o. 25472 1.7001 3. 6991 
1 2 3 2 3 2 073 0.25405 0.26987 1.6800 3. 7750 0.25472 l.7:>01 3.6991 
1232.33 103 0.22680 0.24170 l.6800 4.3000 o. 25472 l. 7::>01 3. f> 991 
l 2 3 2 4 1 123 0 .24132 0.25167 1.3198 2.4250 0.24183 1.2900 2.3437 
1 2 3 2 4 2 141 0.23087 c. 24011 1.4400 2.1001 0.24183 1.2910 2.3437 
l 2 3 2 4 3 239 o. 23368 0.24312 1.3050 2.7125 0.24183 1.2900 2 •. H37 
1 2 3 2 5 1 064 0.15793 0.16656 ·3 .6937 1.9219 o. 22743 2.4993 4.4995 
l 2 3 2 5 2 109 0.21597 0.22814 2.1000 4.3000 0.22743 2.4993 4 .4 99~ 
123253 071 0.15836 0.16808 306900 2.0251 o. 22743 2.4993 4.4995 
l 2 3 2 6 l 113 0.56046 0.57124 2.4000 3 .6000 11.63673 4.5000 3.5000 
123262 097 o. 56663 0.58045 Z.3700 3.5000 0.63673 4.5000 3 .5000 
l 2 3 2 6 3 i24 0.56965 o.57560 2.4000 3.5125 o. 63673 4.5000 3.5000 
1 2 3 2 7 1 088 o. 62 711 0.63733 2.1300 2 .4937 0.76176 1.0035 2.1000 
123272 145 o.74829 0.76221 0.9450 2.2000 0.76170 1.0035 2 .1000 
l 2 3 2 7 3 141) o. 74235 0.75191 1.0800 2.000 l 0.76176 1.0035 2.1000 I-' 0 
\.0 
TABLE XIX (Continued) 
l 3 3 1 2 1 065 ').15459 0.16331 l.7i34l 2.8828 0.16009 2 .02 50 2. 862 5 
1 3 3 l 2 2 065 0.1591:30 o. 16133 l.9o33 2.. d53 9 0.16009 2 .oz 50 2 .0025 
133123 065 o .1a97 0 .11884 2.1498 3.7682 0.16009 2.0250 2.8625 
1 3 3 l 3 l 065 0.24844 0.25970 4.0104 3. 71 70 0.25472 4.1992 3.7998 
l 3 3 1 3 2 089 0.24955 C.26046 3. 9532 3.8250 0.25472 4.1992 3. 7 99 8 
l 3 3 1 3 3 102 0.25407 0.25514 4.1241 3.8196 0.25472 4.1992 3. 7991:3 
l 3 3 1 4 l 161 0.23337 o. 24959 2.3228 4.241~ 0.24183 2.b2')0 4.2 000 
l 3 3 l 4 2 102 C.21747 0.21()94 l. 8198 4.2396 0.24183 2. d2 00 't. 2 000 
l 3 3 l 4 3 065 ').17906 0.18603 J.6055 3. 709 l 0.24183 2.ti200 4. 2 coo 
133151 065 C. lol 01 0.16140 2.0546 2.1986 0 .22743 5 .')J')Q 3.:!005 
133152 109 0.1%93 0.20464 1.3244 2.7436 0.22743 5.0000 3.0005 
l 3 3 l 5 3 032 0 .18 94 7 0.19157 1.2243 2.4500 0 .l.2743 !:> .0)00 3.0005 
1 3 3· 1 6 l 059 0.56451 0.56821 3. 8998 3.1414 o. 636 73 4. JOOO 1.0000 
l 3 3 l 6 2 056 0.56657 0.57980 3.9248 3. 109 l 0.63t>B 4. 0000 . l. 0000 
133163 062 0.56782 o. 56522 3. 9715 3.1463 O.S3673 4.0000 l .oooo 
1 3 3 l 7 l 059 0.14102 0.74688 2.5414 4. 5 395 0.76175 2.5986 4.4951 
1 3 3 1 7 2 059 0.75404 0.15121 2.5918 4.4500 IJ.76175 2.5986 4.4951 
l 3 3 l 7 3 105 o. 76015 0.76508 2.5653 4.4759 0.76175 2.59eo 4 .4951 
l 3 3 2 2 l 065 0.15520 0.16772. 2.6534 1. 74 72 0.16009 2.. 63 77 l.5206 
l 3 3 2 2 2 065 0.14771 0.14760 3.0652 1.6 77 2 0.16009 2.6377 i. 5 20 6 
l 3 3 2 2 3 065 0.15673 0.16996 2. 7756 1.3290 0.16009 2.6377 l .5 206 
l 3 3 2 3 l 100 0.25386 0.26160 l.6703 3.6283 0.25472 1.7001 3. 6991 
1 3 3 2 3 2 111 o. 24654 o. 25355 l.5927 3.6303 0.25472 1.no1 3. 6 991 
13323.3 117 0.25251 o. 25205 1. 661 7 3. 8338 0.25<t72 1.1001 3 .699 l 
1 3 3 2 4 l 123 0.24128 0.24320 l.2634 2.2483 0.24183 1.2900 2. 343 7 
1 3 3 2 4 2 123 0.23618 o. 25060 1.1795 2.1413 0.24183 1.2900 2.3437 
l 3 3 2 4 3 062 0.23719 0.24648 l.1835 2.3625 o. 24183 l.2900 2.3437 
l 3 3 2 5 l 065 0.15748 0.16904 3.8932 2 .4958 0.22743 2 .499 3 4.4995 
133252 146 0.17571 0.18460 2.4554 o. 3159 0.22743 2.4993 4.4995 
1 3 j 2 5 3 053 0.15961 0.16808 3.9231 2.4406 0.22743 2.4993 4.4995 
1 3 3 2 b 1 053 0.562lC o. 5 7061 2.4794 3.5501 0 .63673 4.5000 3.5000 
133262 062 0.56462 0.56880 2.3.318 3.4246 0.63673 4.5000 3 .5000 
133263 050 0.5391:>7 0 .54292 2 .2726 3 .280 l 0.63673 4.5000 3.5000 
l j 3 2 7 1 041 o. 62810 o. 62817 2.0983 2.5dl0 0.76170 l .0035 2.1000 
l 3 3 2 7 2 05 0 0.76111 0.76725 0.9993 2. 1274 0.76176 1.0035 2 .1000 
l 3 j 2 1 3 08d 0.76129 o. 76518 J.9977 2.12.33 0.76176 1.0035 2.1000 f--J 
f--J 
0 
TABLE XIX (Continued) 
213121 081 0.11151 0.11933 4.1443 1 .6296 0.16039 2 .0250 2. 8625 
2 l 3 l 2 2 055 o. 13204 o. 13778 3. 7172 l.Jc;2a 0.16009 2.0250 2.8625 
2 l 3 l 2 3 080 0 .12130 0 .LH30 3 .9922 1.5536 0•16009 2.0250 2. 8625 
213131 065 0.16905 0.1 t:s06l 5.2901 3.9217 0.25472 4.1992 3. 7998 
2 l 3 l 3 2 083 0.22147 0.2.:W32 4. 8607 3. 7933 o. 254 72 4.1992 3. 7 998 
2 l 3 l 3 3 ')7j 0.2.:953 f) .2,j595 4.7604 3.7S79 0.2.5472 4.1992 3.7<;98 
213141 084 o.l,j49l (0.14548 095678 4.1875 0.24183 2. a200 4.2000 
2 1 3 1 4 2 071 I) .2117 l 0.21312 1.7658 4.3961 0.24183 2.8200 4. 2 000 
21.jl43 066 O. l dbC9 G.20030 1.3031 4 .1005 ') ·24183 2.0200 4.2000 
2 1 3 l 5 l 065 ".'1.21944 o.a5s0 4. 8116 3.3262 0.22743 5.0000 3 .0005 
2 l 3 l 5 2 077 0.09113 O.iOH4 4.6790 0.3515 o. 22743 s.oooc 3.0005 
2 l 3 l 5 3 061 0.22122 0.22797 4.9564 2.8525 0.22743 5 .oooo 3 .::>005 
2 1 3 l 6 l 062 0.00047 0 .o 1046 0.6335 0.3750 o. 6367J 4.0000 1.0000 
2 l 3 l 6 2 079 0.63195 0.64040 3.9557 0.9574 0.63673 4.0000 1.0000 
2 l 3 l 6 3 069 0.63430 0.04399 3. 9815 1.0398 0.63673 4.0000 1.0000 
2 1 3 1 7 l 051 0.02156 o.0314j 5.4087 4.5313 0.76175 ·2.5986 4.4951 
2 l 3 l 7 2 104 0.62230 0.62906 2.7916 3.3d06 0.76175 2 .5986 4.4951 
213173 081 0.62807 0.63686 3. 0973 ~.4183 o.76175 2.5986 4.4951 
2 l 3 2 2 l 063 ') .12316 0 .13074 4. 7330 4.1084 0.16009 2.6377 1.5206 
2 l 3 2 2 2 050 0.12915 o. 13101 2.3530 2.1484 0.16009 2 .63 77 1.5206 
2 l 3 2 2 3 069 C.0691.:> 0.07164 5.4095 4.o719 0.16009 2. 63 77 1.5206 
2 l 3 2 3 l 069 0.19015 0.20032 1.8251 4.6030 0.25472 1.7:>01 3.6991 
2 l 3 2 3 2 095 0.14639 0.15154 1. 0776 2.3500 0.25472 1.7001 3 .0991 
2 l 3 2 3 3 082 0.14736 0.15412 1. 7564 5.0000 o·.25472 1. 700 l 3. 6991 
2 l 3 2 4 l 072 o. 15351 0.15952 1.3103 0 .2 874 0.24183 l.2900 2.3437 
213242 068 0.18698 0.19266 l. 3090 o. 7283 0.24183 1.2900 2 .3437 
2 l 3 2 4 3 058 0.09315 0 .10114 5.4547 0.6701 0.24183 1.2900 2.3437 
2 l 3 2 5 l 062 o.oso98 c. 09010 5.0342 4 .4673 ) .22743 2 .499 3 4.4995 
213252 076 0.0o695 0.07405 5.4~49 4.6142 '). 22743 2.4993 4.4995 
213253 071 1).13737 O.l44o3 1.3129 3. 7057 0.22743 2.4993 4.4995 
2 l 3 2 6 l 090 ·J. 62 964 o. 63 73~ 4.4493 3.44-4d o.~3673 4.5000 j .5 0()0 
213262 076 0.62363 0.6.3392 4. 399.3 3.5165 O. b36B 4.5000 3. 5000 
2 1 3 2 0 3 066 0.00742 0.02164 5.5500 4.5602 0.63673 4.5000 3.5000 
2 l 3 2 7 l 073 o. 33543 o •. 34014 l. 9038 4. 0710 0.76176 l .0035 2.1000 
2 l 3 2 7 2 1)80 i1. 7'J62.4 0.72016 o. 928!S 2.3618 0.76176 1.0035 2.1000 
2 l 3 2 7 3 067 0.01)2.39 o. 018('2 0. 5284 4.5410 ·J.76176 leO:J35 2.1000 1--' 
1--' 
1--' 
TABLE XIX (Continued) 
2 2 3 1 2 1 178 1).14156 C.1508d 3. 9450 c. 9625 0.16009 2.0250 2. 8 o2 5 
2 2 3 1 2 2 180 ~.14419 0 .1S539 2. 332 5 2.5219 0.16009 2.0250 2. 862 ~ 
2 2 3 l 2 3 197 o. 1!>932 o. 10915 1.9875 2 .962:> 0.16009 2.0250 2. 8 625 
223131 199 0.25439 o. 266 71 4.1850 3. 7750 o. 25472 4.lS92 3. 7 998 
2 2 3 l 3 2 155 0 .25204 0.26001) 4 .0275 3. 7750 0.25472 4.1992 3. 7 998 
223133 158 0.24867 o. 26060 4.3650 3.7125 0.25472 4.1992 3. 7 998 
223141 148 'J.23920 0 .25020 2.8725 4. 1250 0.24183 2. 8200 4.2000 
2 2 3 l 4 2 13~ 0.1605 7 0.1710'.J 1.0500 0 .9734 0.24183 2.d200 4. 2 000 
2 2 3 l 4 3 206 o. 22742 o. 2.3392 2. 1300 4.1750 0.24183 2.8200 4.2000 
2 2 3 1 5 l 184 0.19648 0.20122 l.3200 2.5780 0.22743 s.oooo j .OC05 
2 2 3 l 5 2 212 0.22139 o.~3264 4.9275 3.2625 0 .22743 5 .0'.)00 3 .o 00 5 
223153 186 0.21670 0.22967 4. 7850 3. 3 812 0.22743 5.0000 3. J 00 5 
2 2 3. l 6 1 140 0 .63127 0.64034 4.0200 0.9375 0.63o73 4.0000 l.0000 
223162 168 0.00759 0.01861 5.4019 0.5000 0 .636 73 4.0000 l .COOO 
2 2 3 1 b 3 17 2 J.63579 0.64321 3.9750 0.9891 0.63o73 4.0000 1.0000 
2 2 3 l 7 l 219 0.62645 0.63826 2.8799 3.3625 0.76175 2 .5S86 4.4951 
2 2 3 l 7 2 222 0.62727 0.63848 3.0825 3. 3937 0.76175 z.5986 4 • !t 95 l 
2 2 3 l 7 3 225 0 .62703 0 .6356 7 3.0750 3.4375 0.76175 2.5986 4.4951 
2 2 3 2 2 1 244 0.14103 0.15353 4.4400 3.35!11 0.16009 2 .63 77 1.5206 
2 2 3 2 2 2 135 0.09803 0.11178 4. 8150 4. 5 QQ,) 0.16009 2. 63 77 1. 5 206 
2 2 3 2 2 3 161 Q.14158 0.15325 4.4250 3.4375 0.16009 2. 6317 l. 5.1::06 
2 2 3 2 3 l 186 0.24685 C.26050 1.5750 3 .6812 0.25472 1. 700 l 3.6991 
2 2 3 2 3 2 l7d 0.25.HO 0.26530 l.6950 3.5875 o. 254 72 l.7001 3. b 991 
2 2 3 2 .3 3 168 0.23985 0.24919 1.5750 4.0000 0.25472 l.7001 3.6S91 
2 z 3 2 4 l 182 0.23087 o. 2 :H59 1.2909 1. 72 5 0 0.24183 l.2900 2 .~437 
2 2 3 2 4 2 148 0.23802 0.25121 1.2900 2.oun 0.24183 1.2900 2.3437 
2 2 3 2 4 3 173 0.22614 0.2 3569 1. 2750 1.5625 r;.24183 1.2900 2.3437 
2 2 3 2 5 l 219 0.22545 0.23188 2.6550 4. 5 904 o.~2743 2.4993 4.4995 
2 2 3 2 5 2 193 0.20311 0.21536 1. 9087 4.1953 0.2274J 2.4993 4. 499 5 
2 2 3 2 5 3 174 o. 2266 7 0.24664 Z.4300 4.5000 0 .22743 2 .499 3 4.4995 
2 2. 3 2 6 l 214 0.6B74 0.64127 4.5~69 3.4875 o. 636 73 4.~000 3.5000 
2 2 3 2 6 2 212 0.63643 D.64833 4.5112 3 .4d9 l 1).63673 4.5000 3.5000 
2 2 3 2 6 3 190 0.632<t5 C.64676 4.~525 3.4750 0.63673 4.5000 j .5 000 
223271 197 0.0269~ 0.63609 2.0625 2.5500 o. 76176 1.0035 2.1000 
z 2 3 2 7 2 178 0.619ll o. 62864 2.0550 2.7562 I). 7b 176 l .OO 35 2.1000 
2 2 3 2 7 3 140 r..00~10 0.01525 o. 12 co o. 3984 0.76176 1.0035 2.1000 f--' 
f--l 
N 
TABLE XIX (Continued) 
2 3 3 l 2 l 196 0.15935 n.16522 1. 9278 2. 8315 0.16009 2.0250 C:.B 625 
2 j 3 l 2 2 154 0.15838 0 .l64j5 2.1128 2.7553 0.16009 2.0250 2. 8t2 .5 
2 3 3 l 2 3 163 o. 1 54 cg o. 16309 l.7t.J30 2.6809 O.loO:J9 2.0250 2.8625 
2 3 3 l 3 l 160 0.25311 0.25341 4. 2977 3.8403 0.25472 4. l 992 3.1998 
2 3 3 l 3 2 160 0.2.4170 0.25178 4.3566 3.6998 0.25472 4 .1992 3.7~98 
2 3 3 l 3 3 178 o. 2 5090 o. 25856 4. 2 863 3.878d 0.25472 4.1992 3. 7 998 
2 .j 3 1 't 1 172 C'.23o6l 0 .23494 2.5664 4.1456 0.24183 2. 8200 4. 2 000 
2 3 3 l 4 2 196 0.23919 o. z5on 2.9485 4.1255 0.24183 2. .8200 4.2000 
233143 17 2 ·J.24064 0.24495 2. 6063 4.2408 0.24183 2.8200 4. 2 00 '.) 
2 j 3 l ? l 151 0. 2140 5 0.20753 4.7969 3.4331 0.22743 5.0000 3. 0005 
2 3 3 l :; 2 142 0.22207 0.22351 4.8998 3.2515 0.22743 s.oooo 3 .0005 
233153 160 0.197d4 0.20797 4. 6716 3.6571 o. 22 743 5.0000 3.0005 
2 3 3 l 6 l 175 o.o3o30 0.6.f>97d 3.9856 0.9882 0. 636 73 4.0000 l.0000 
2 3 3 l 6 2 178 0.56741 0.56282 3.9680 3.1504 0.63673 4.0000 1 .:moo 
2 3 3 l b 3 178 0 .i:d659 'J.t.4077 3.9948 1.0094 o. 636 73 4.0000 l.0000 
2 3 3 l 7 1 163 0.69077 o. 6 8 'i46 2.2977 4.4310 0.76175 2..5986 4.4951 
2 3 3 l 7 2 181 0.62327 0.02773 2.9017 3.3430 0.76175 2.5986 4.4951 
2 3 3 l 7 3 169 0.75913 ').76216 2.5436 4.4888 0.76175 2-_5986 4. 4 951 
2 3 3 2 2 l 196 0.15636 O. lo4tl9 2.6769 lo 7130 0.16009 2.6377 l.52'J6 
2 3 3 2 2 2 172 0.15878 0.16427 2.6540 l. 3 996 0.16009 2..6377 1.5206 
2 3 3 2 2 3 187 0.15754 0.16384 2.0035 l.6067 0.16009 2. 6:H7 1.5206 
233231 178 o. 2 515 8 C.25470 l. 63 51 3.58d0 0.25472 i.7001 :; .6991 
233232 157 0.252.'.13 0.25743 l.6747 3. 8 703 0.25<+72 l. 7001 3. 6991 
2 3 3 2 3 3 184 0 .2 5~65 !).2575t> l .6616 3.d27l 0.25472 1.7001 3.6991 
2 3 3 2 4 1 196 0.20588 0.20825 l.4914 3. Od42 0.24183 1.2900 2 .3437 
233242 196 J.noa1 0.2j398 1.1755 l.8841 0.24183 1.2900 2.3437 
2 3 3 2 4 3 190 0.16074 0.10292 4.4999 0.5269 0.24183 1.2900 2.3437 
2 3 3 2 5 1 154 fl.22652 O. a4D 2.5310 4.5633 0.22743 2.499::S 4.4995 
2;j3252 196 0.20003 0.20164 l.8705 4.1710 0.22743 2.4993 4.4995 
2 3 3 2 5 3 LB 0.2'.)158 o. 2 0940 l.9019 4.1499 0.22743 2.4993 4.4995 
2 3 3 2 6 l 181 0.56601 0.5o845 2. 3550 3. 4 lb 7 0.63oB 4.5000 3.5000 
2 3 3 .2 6 2 175 0.63501 0.63897 4.4663 3.4848 0.63673 4.5000 3.5000 
2 3 3 2 0 3 169 0.56281 O. 50759 2. 3489 3. 535d 0.63673 4.5000 3.5000 
2 3 3 2 7 l 169 0.75787 0.76245 0.9844 2.0636 0.76176 1.0035 2.1000 
2 3 3 2 7 2 157 0.62630 0.62864 2.111c 2.3611 0.76170 i .o::i 35 2.1000 
233273 151 0.75712 0.75222 o. 9862 2. J535 0.76176 1.0035 2.100::> 1--' 
1--' 
v.i 
TABLE XIX (Continued) 
313121 051 0.15800 0.16619 2.0061 2.6553 0.16009 2.0250 2.8625 
313122 062 O.l<t6l0 0.15016 1.7025 3.0522 0.16009 2.0250 2. l:l625 
3 1 3 l 2 3 OH 0.13959 0.14813 2. 0201 3.49~3 0.16009 2 .oz 50 2 .8625 
3 l 3 l 3 l 098 0.247'i<t 0.25133 3.9238 3.8377 0.2 5<t 72 4. 199 2 .3. 7 99 8 
J l 3 1 3 2 06'.) 0.25355 0.27124 4.0808 3.79l't 0.25472 4.1992 3. 7998 
3 i 3 l 3 3 060 1).24131 o. 248% 4. 4391 3.9336 0.25472 4.1992 3. 7 99 8 
3 1 3 l 4 l 071 0.200b2 0.20197 1.9375 3 .91:122 0.24183 2.8200 4. 2 000 
3 1 3 1 4 2 059 0.21032 o. 2254 7 2.0460 4.3669 o.24183. 2.8200 4.2000 
3 1 3 1 4 3 087 0.21750 0.23014 2.1452 4.0547 o. 24183 . 2 .• 8200 4. i 000 
3 l 3 l 5 l Ob6 0.15606 0.16117 2.7728 1.5057 0.22743 5.0000 3.0005 
3 l 3 l 5 2 068 0.21734 0.22606 4.7872 3. 3670 0 .22743 5.0000 3 .::; 0'.)5 
3 l 3 1 5 3 101 0 .2.2:08 5 0.23264 5.1126 3.0468 o. 22743 5.0000 3.0005 
3 1 3 1 6 l 039 0.30191 o. 30222 3.0686 3.7249 0.63673 4.0000 1.0000 
3 l 3 1 6 2 060 0.5349C 0.53826 .j. 7721 3. 2486 0.63673 4.0000 1 .oooo 
3 1 3 1 b 3 094 0.63587 0.04167 4.0205 1.0162 0.63673 4.0000 l. 0000 
313171 077 o. 760 52 o. 76404 2.6012 4.478d 0.76175 2 .5986 4.4951 
3 l 3 1 1 2 10 5 0.60140 o. 60860 3.4238 3.4762 0.76175 2.5986 4.4951 
3 l 3 l 7 3 039 C.50723 0.51623 3.8983 3 .496 7 0.76175 2.5986 4. 4951 
3 l 3 2 2 1 044 0.15839 0.16758 2. 4804 1. 4 823 0.16009 2 .63 71 l .5 206 
3 l 3 2 2 2 048 0.15221 0 .16095 2.3105 1. 7703 0.16009 2. 63 77 1. 5 206 
3 l 3 2 2 3 034 0.15945 0.16773 2.5220 1.5369 0.10009 2.6377 1.5206 
3 l 3 2 3 1 066 0.21581 0.22211 1.4781 3.2404 0.25472 1. 7001 3. b 99 l 
3 l 3 2 3 2 079 0.16437 0.16827 4.0269 2.3626 0.25472 1.7001 .j.6c;91 
313233 091 0.24768 0.25426 l.6061 3.5192 0.25472 l. 7JO 1 3. 6 991 
3 1 3 2 4 l 038 0.23443 0.24021 1. l 506 2.2858 0.24183 1.2900 2.3437 
3 l 3 2 4 2 058 0 .22582 0 .23078 1.3104 1. 5610 0.241~3 1.2900 2.3437 
313243 054 0.23560 0.24340 1.2520 1. 91 75 0.24183 1.2900 2 .3 43 7 
3 1 3 2 5 l 080 0.18%3 O • .i'.0065 2. 12 73 0.3837 o. 22743 2.4993 <t.4995 
3 l 3 2 5 2 102 0.19435 0 .2 0320 2.6319 0. 7911 0.22743 2.4993 4.4995 
3 1 3 2 5 3 125 0.22101 o. 23716 2.5488 4.5492 0.2274.j 2.4993 4 .4 995 
313261 045 0.53359 0. 54339 2.5621 3.5089 0.63673 4.5000 3.SOOO 
3 l j 2 6 2 042 0.2b724 0.27065 2.2971 2.1905 O.o3o73 4.5000 3.5000 
313263 040 0.25810 0.26483 2. 5401 2. 1822 O.b3673 4.5000 j.5000 
3 l 3 2 7 1 047 0.00619 0.62039 2.0379 2.3538 0.76176 1.0035 2.1000 
3 1 3 2 7 2 071 o. 62 963 0.63224 2.0982 2.5051 0.76176 l.0035 2 .1 CJO 
313273 040 0.62212 0.62845 2.1234 2.2856 0.76176 1.0035 2 .1000 f--' 
f--' 
""" 
TABLE XIX (Continued) 
3 2 3 l 2 l 062 "'.15882 0.17060 2. 0 700 3.0250 0.16009 2.0250 2. 862 5 
3 2 3 l 2 2 058 (l. 155.H o. l 0369 ~.2500 3.0250 0.16009 2 .0250 2.8625 
;j23l23 Oo2 ().15865 0.16797 2. 1450 2.8625 0.16009 2.0250 2. 862 5 
j 2 3 l 3 1 'Jo 7 0.163.;5 0.17289 3 .1198 l.lt!l2 0.25472 4.1992 3. 7998 
3 2 3 1 3 2 113 o. 2<t85l o. 26620 4.3200 3.9000 0.25472 4.1992 3. 799t! 
3 2 3 l 3 3 130 0.25247 0.26057 4.0350 3.8125 o. 25472 4.1992. 3. 7998 
3 2 3 l 4 l 187 0.23784 0.24305 3.1087 4.1594 0.24183 2.8200 4.2000 
323142 055 '0.23278 0.24322 3.1200 4. 2 937 0.24183 2 .8t::OO 4 .2000 
3 2 3 l 4 3 085 0.22441 0.2328d 2.0100 4. 2000 0.24183 2. 8200 4.2000 
3 2 3 l 5 l 069 0.15ts24 0.11052 2.4300 1.8234 0.22743 5 .OJOO 3.0005 
3 2 3 l 5 2 102 0.22236 o • .238 ll 4. 9800 3.2016 0.22743 5.0000 3.J005 
3 2 3 l 5 3 061 0.15767 0 .17 337 2.4450 1. 7750 0.22743 5.0000 3. 0005 
3 2 3. l 6 l 063 0.25041 0.25988 2.5950 2.7500 0.63673 4.0000 l .0000 
3 2 3 l 6 2 109 0.56350 o.57381 4.0800 3.1016 0.63673 4.0000 1.0000 
3 2 3 1 6 3 079 0.56861 o.57793 3.9750 3.1375 0.63673 4.0000 1.0000 
3 2 3 l 1 l 118 0.76079 0.76869 2. 6250 4. ':>125 0.76175 2 .5986 4.4951 
3 2 3 l 7 2 091 0.62234 0.63521 3.1950 3.4129 0.76175 2.5980 4. 4951 
3 2 3 l 7 3 093 0.62811 o. 63 862 2.9545 3.4141 0.76175 2.5986 4.4951 
323221 097 0.15983 0.16773 2.5800 1.5000 0.16009 2. 63 77 l. 5 20 0 
3 2 3 2 2 2 080 0.159lo 0.16695 2.5500 1.4625 0.16009 2.t:d17 1.5206 
3 2 3 2 2 3 108 o. 14011 0.151 73 4.6501 3.5249 0.16009 2.6377 1.5206 
3 2 3 2 3 l 064 0.15158 0.16768 3.5700 2.0750 0.25472 l. 7001 3.o99l 
3 2 3 2 3 2 135 0.2'+5i2 0.26269 1.7400 3.3656 0.25472 1.7001 3. 6991 
3 2 3 2 3 3 089 o. 24946 0.25387 l.6d00 3.9500 o.25472 l • 7001 3 .6 991 
3 2 3 2 4 1 126 0.12900 0 .13675 3.2400 4.2000 0.24183 l. 2 900 2.3437 
3 2 3 2 4 2 C89 0.24152 o. 2533 7 1.2750 2.2625 0.24183 1.2900 2.3437 
3 2 3 2 4 j 103 J.24144 o. 24 732 1.2600 l..3500 0.24183 1.2900 2.3437 
3 2 3 2 5 l 089 O.lt1956 c.2oon 2.9999 0.5999 0.22743 2.4993 4.4995 
3 2 3 2 5 2 097 o. 21305 o. 22324 2.9400 4.7500 0.22743 2.4993 4 .4 995 
3 2 3 2 5 3 109 0 .18992 0.20471 2.8800 1.0000 o. 22743 2.4993 4.4995 
3 2 3 2 6 l lOo 0.5?791 0.56900 2.4600 3.6250 0.63673 4.5000 3.5000 
3 2 3 2 6 2 068 0.54819 0.55998 2.. 2 8 00 3.3250 0.63673 4.5000 3 .5 ODCl 
3 2 3 2 6 3 088 0 .56tU4 0.57980 2.4000 j.5375 o. 636 73 4.5000 3.5000 
3 2 3 2 7 l 121 0.62756 o. 636 7l 2 .1300 2.4130 0.76176 1.00 35 2.1000 
3 2 J 2 1 2 145 0. 76011 o. 77218 l. 01 91 2.0566 0.76176 1.0035 2.1000 
32327:; 071 n.62337 0 .63992 2.0850 2.5t!7;;) 0.76176 1.00.35 2.1000 I-' 
I-' 
tn 
TABLE XIX (Continued) 
333121 053 Q.15605 0.16321 2.oaao 3.1545 0.16009 2.0250 2. 8 62 5 
j 3 3 l 2 2 065 0.15221 o. 10079 2.3233 2.9307 0.16')')9 2.0250 2.8625 
3 3 3 l 2 3 065 0.15054 O.l5o32 1. 7306 2.5348 o. 16009 2. 0250 2 .8625 
3 3 j 1 3 l 065 ').16251 0.16759 2 .8069 1. 6 546 0.25472 4 .1992 3.7c:J98 
3 3 3 l 3 2 090 0.23149 0.24918 4.0479 4. 010') 0.25472 4 .1992 3. 7 998 
3 3 3 l 3 3 116 0.24.::93 0.25020 4.5743 3.7647 o. 254 72 4.1992 3. 7998 
3 3 3 l 4 l 065 0.23964 o. 2.4411 2.9704 4 .1369 0.24183 2.8200 4.2000 
3 3 3 1 4 2 059 0.22690 0.23061 3. 3428 4.1420 o. 24183 . 2. 820.0 4. 2 000 
3 3 3 1 4 3 098 0.23817 0.24899 2 .9773 4 .1110 0.24183 2.8200 4. 2000 
3 3 3 l 5 1 065 0.19779 o. 2 0413 1.1301 2.63')9 0.22743 5.0000 3.0005 
333152 109 0 .1993 3 0 .21500 1. 2138 2.6778 o. 22 743 5.0000 3 .0005 
3 3 3 l 5 3 053 0.1 7707 0.17986 1. 7116 2.3491 0.22743 5.0000 3.0005 
:S3316l 037 0.54561 0.54202 3. 9140 3.2508 0.63673 4.0000 l .OOC>O 
3 3 3 1 6 2 099 0.03592 0.64189 3. 9773 0.988ti 0.63673 4.0000 l.0000 
3 3 3 l 6 3 041 o.~634<:1 0.57040 3.9198 3. 0 82 8 0.&3673 4 .oooo 1.0000 
3 3 3 l 7 l 056 0.75915 0.76008 2.6433 4.5222 0.76175 2.5986 4. 4 95 l 
3 3 3 l 7 2 047 0.76028 0.7o687 2.5997 4.5159 o. 76175 2.5986 4. 4 9::i l 
3 3 3 l 7 3 047 o.1s1cs Q.76216 2.5723 4.4578 0.76175 2.5986 4.4951 
3 3 3 ~ 2 l 065 0.15834 0.16477 2.4586 1. 6100 0.16009 2. 63 77 1.5206 
353222 065 0.15981 0.16793 2.6109 1.5780 0.16009 2.6377 1.5206 
3 3 3 2 2 3 115 0.15958 C.16462 2.5607 · l.5864 0 .16009 2.6377 1.5206 
3 3 3 2 3 l 065 0.15602 0.16595 3. 8130 2.1111 0.25472 l. 7001 3. 6991 
3 3 3 2 3 2 115 0.24803 0.24940 l. 72 73 3.9797 0 .2547 2 l. no l 3 .6991 
3 3 3 2 3 3 098 0.25324 0.24894 l. 6522 3.6363 0.25472 1.7001 3. 0991 
333241 053 0.12893 0.13654 2.5454 3.4834 0.24183 1.2900 z. 343 7 
3 3 3 2 4 2 128 0.22167 o. 22 979 l.3930 2.9167 0.24183 l .2900 2. 3 43 7 
3 3 3 2 4 3 047 0 .222.42 0.21945 l. 31 79 2. t3947 0.24183 1.2900 2.3437 
3 3 3 2 5 1 095 0.19270 0.198&0 2.5489 0.0965 o. 22743 2.4993 4.4995 
3 3 3 2 5 2 115 0.2245') c. 2344'.> 2.3201 4.4513 0.22743 2.4993 4.4995 
3 3 3 2 5 3 118 O.lcs78l 0.1'1568 2.7585 0.3609 o. 22743 2. 499j 4.4995 
3 3 3 2 6 l 100 o.55241 0.':>4557 2.2774 3.3698 O.t>3&73 4 .5'.)00 3.5000 
3 3 3 2 6 2 056 0.56882 0.58060 2. 3 779 3.4503 0.63673 4.5000 3 .5 000 
3 3 3 2 6 3 050 0 .56927 0.56671 2.3721 3.4754 0.63673 4. 5000 3.5000 
333271 047 0.60485 o. 60597 2.1980 2.1338 0.76170 l .0'.)35 2.1000 
333272 10 3 o.75649 0.76169 1.0242 2.1451 0.76176 1.0035 2.1000 
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Figure 21. Graphic Results of Data Point 
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Figure 22. Graphic Results of Data Point 
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Figure 23, Graphic Results of Data Point 
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Figure 30, Graphic Results of Data Point 




Figure 31. Graphic Results of Data Point 
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Figure 32. Graphic Results of Data Point 
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