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CHAPTER 1. INTRODUCTION 
Historically, electric utilities have attempted to schedule generating units in an optimal 
manner. One of the main difficulties stopping them from obtaining this goal is that they are a 
monopoly and therefore must operate according to regulatory agencies. These regulatory 
agencies have made it difficult for electric utilities to sell excess fuels and have induced 
electric utilities to run generating units in a less than optimal way. An excerpt from Electric 
Power Problems: The Mathematical Challenge clarifies the above statements. 
Oversupply of fuels can be very costly and awkward to utilities, since federal and state 
regulatory policies make it difficult for electric utilities to sell excess fuels. Large 
unexpected or unavoidable deliveries of fuel can result in a saturation of the utility's 
fuel storage facilities, requiring either the payment of demurrage fees to the shipper of 
the acquisition of temporary storage capacity fi^om some third party. This writer has 
heard apocryphal accounts of utilities having burned fuels in a maximally inefficient 
manner, in order to fi-ee up inventory space for incoming deliveries; this may at times 
be the only available course of action [1]. 
The National Energy Policy Act of 1992 allows open access to transmission lines, 
which will result in increased competition in the electric utility industry. These utilities are in 
the transition from operating in a monopolistic environment to one that is less regulated. 
Therefore, the utility that can most efficiently produce electricity will make the most profit. 
For an electric utility to operate in this new environment, a new algorithm is needed to 
optimally schedule generating units in real time. Real time scheduling is necessary because to 
be able to sell something you have to know how much it is going to cost. Past methods of 
unit commitment scheduling are either too computationally slow or do not produce optimal 
unit commitment schedules. The following is Electric Power Research Institute (EPRI) 
perspective on unit commitment scheduling; "Faster and more efficient techniques are needed 
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to solve power system problems in order to be cost effective in the present day competitive 
utility environment. Practical unit commitment problems are difficult to solve because of their 
high dimensionality. Also, because the objective function is not differentiable, classical 
optimization techniques cannot be used [2]." 
In this research, a genetic algorithm was applied to the unit commitment scheduling 
problem. A genetic algorithm is being tried because it is a robust optimization technique that 
can be easily implemented into concurrent processing. It is hoped that the concurrent 
processing will enable the algorithm to operate within the needed response time of an electric 
utility power broker. The goal of this research is to determine if a genetic algorithm can be 
implemented to find good unit commitment schedules. 
The Unit Commitinent Scheduling Problem 
This section will introduce and mathematically describe the thermal unit commitment 
scheduling problem. The section will proceed as follows: first an overview of the unit 
commitment scheduling problem will be presented; second, thermal generating units being 
scheduled will be described; third, production cost of a thermal generating unit will be 
explained; fourth, the constraints of the unit commitment scheduling problem are given; fifUi, 
a mathematical description of the unit commitment scheduling problem is presented. 
Overview of the Unit Commitment Scheduling Problem 
Unit commitment scheduling is the problem of determining the optimal set of 
generating units witWn a power system to be used during the next one to seven days. The 
general unit commitment problem is minimizing operational costs (mainly fuel cost), transition 
costs (start-up/shut-down costs), and no-load costs (idle, banking or stand-by). The most 
computationally intensive part of a unit commitment program is economic dispatch. 
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Economic dispatch is the process of allocating the required load demand among generating 
units to minimize cost of operation. 
Mathematically, unit commitment scheduling is a mixed integer problem typically with 
thousands of variables and a large, complex set of constraints. The number of combinations 
of generating units at each hour is a combinatorics problem with this number raised to the 
power of the number of hours being scheduled. The example depicted in Table 1.1 will 
provide a better understandihg of how the solution space grows as the number of generators is 
increased. 
Table 1.1. Solution space example 
Number of Maximum Number of 
Number of Generator Scheduling Possible Combinations 
Generators Combinations Periods (M) for Solution Space 
(N) (2^-1) (2^-1)^ 
5 31 24 6.2*10^^ 
10 1023 24 1.73*1O'^2 
20 1048575 24 3.12*10''''^ 
As illustrated in Table 1.1, the real barrier of the unit commitment problem is the high 
dimensionality of the solution space. Previous solution techniques used many assumptions to 
simplify and reduce computational effort. Research has focused on efficient and near optimal 
unit commitment solution techniques. In fact, the literature is abundant with unit commitment 
methods that have various degrees of near optimality, efficiency and ability to handle difficult 
constraints. Exhaustive enumeration is the only technique that can find the optimal solution 
because it looks at every possible solution combination. Although optimality is important, the 
computation time for this method is far too great to make it a feasible solution technique. 
Other techniques include priority list methods, which are simple and fast, but highly heuristic 
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[5,6], At the other extreme, there is dynamic programming [24,25,26,27,28], This method is 
general and flexible, but often prone to the "curse of dimensionality". Between these two 
extremes, there is the Lagrangian relaxation method [10,11,12,13,14,15,16,17,18,19,20, 
21,22,31,32], which seems to be a desirable compromise. This method is efficient and well 
suited for large scale unit commitment problems; however, the dual solution is generally 
infeasible (the relaxed system-wide constraints are not satisfied) and presently, no techniques 
are available to find an optimal primal feasible solution from the dual solution. Since most 
methods require approximations to meet the size of the solution space, accuracy is sacrificed 
for computation time. Table 1.2 presents the results of a unit commitment study using four 
different unit commitment scheduling packages on three different utilities [33]. A description 
of the optimization technique of each program is given below the table. 
Table 1.2. Example of different unit commitment algorithms 
Scheduling Period = 24 Hours 
Program 
Big Edison Electric Co. 
9 Generators 
Peak Load=1850 MW 
Municipal Electric Co. 
9 Generators 
Peak Load=l 149 MW 
Rural Electric Exchange 
9 Generators 
Peak Load=775 MW 
UCEPRI $741,035 $353,483 $204,051 
NRXUC $540,373 $311,583 $279,597 
ICARUS $539,867 $317,929 $285,601 
DYNAMICS $540,000 $331,000 $207,000 
UCEPRI - emulates the actions of an informed power system operator in 
arriving at a unit commitment schedule. 
NRXUC - uses a priority list directed dynamic programming technique in 
arriving at a unit commitment schedule. 
ICARUS - uses the Lagrangian relaxation technique in arriving at a unit 
commitment schedule. 
DYNAMICS - uses the Lagrangian relaxation technique in arriving at a unit 
conmiitment schedule. 
5 
From Table 1.2, it can be seen that even though all three utilities have the same 
number of generators and the same number of scheduling periods, no program finds the 
cheapest unit commitment schedule for all three utilities. This example is for only 9 
generators and only 24 hours, but it clearly shows why a robust unit commitment algorithm is 
needed. 
Thus, a new paradigm is needed that will exploit the use of cheap computer processing 
units and will find an optimal solution in a very difficult search space (a robust optimization 
algorithm). 
Thermal Generating Units and Modes of Operation 
The two main types of thermal generating units are steam turbine generation units and 
combustion turbine generation units. The steam turbine generation units are fiieled by fossil 
fuel or nuclear fuel and most combustion turbine generation units use natural gas or light 
distillate oil. From a modeling viewpoint, the two types of generating units can be modeled 
similarly using different parameters and constraints. 
The modes of operation of a generating unit can consist of either being on, off, or 
banking. When a generator is on, it is producing real power between its minimum generation 
level and its maximum generation level. When a generator is ofiF, the unit is disconnected from 
the power system. For the fossil fueled steam turbine this means that the boiler is left to cool 
to the surrounding temperature. There are two approaches to treating a thermal generating 
unit while it is cycling between its on and off status. The first is to allow the unit's boiler to 
cool down and then heat back up to operating temperature before the unit is put back on line. 
The second approach is called banking, in this mode of operation a fossil fuel steam generator 
is disconnected firom the power system with the boiler maintained at a high temperature and 
pressure. 
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Production Cost of a Thermal Generating Unit 
When a thermal generating unit is on, the production cost of a thermal generating unit 
includes the production fuel, operational fuel (i.e., for a 600 megawatt generating unit it can 
take 50 megawatt of electricity just to operate), operational expense, and maintenance 
expense. 
When a thermal generating unit is shut-down, there is no fuel cost or operational 
expense. Before a steam turbine generating unit can be connected to the power system, the 
boiler needs to be brought up to operating temperature and pressure. This requires manpower 
and fuel. If the boiler of the steam turbine generating unit is still warm, the expense of starting 
the unit is an exponential function of the shut-down time of the unit [3]. The crew and start­
up fuel cost can add up very quickly for steam turbine generating units. The start-up of a 
steam turbine generation unit can take several hours and sometime even days. Gas turbine 
generating units can usually be brought on line quickly, with relatively little start-up cost. 
However, gas turbines are less efficient than steam turbine generators. 
When a steam turbine generating unit is banking, the main cost is the &el that is 
needed to maintain the temperature and pressure of the boiler. Additional expenses for 
banking are the increased maintenance cost and the crew cost. 
The input/output cost curves of a generating unit are usually modeled as a polynomial 
function or a piece-wise linear function. The function usually represents the fuel cost, plus a 
percentage of the fuel cost for the operational and maintenance expenses [30]. Figure 1.1 
shows an actual input/output curve for a generating unit. Figure 1.2 and 1.3 are the 
polynomial function and piece-wise linear representation of the generating unit's input/output 
curve [30]. 
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Figure 1.1. Actual generator cost curve 
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Constraints of the Unit Commitment Scheduling Problem 
The unit commitment scheduling problem is a highly constrained, mixed-integer 
optimization problem. Although the constraints of the problem can vary from utility to utility, 
some of the more common constraints used are [4]: 
• System demand - generator output must equal the system loads and transmission losses. 
• Generator minimum up and down time constraints - all units have a minimum up time 
(amount of time the generator must be left on before it can be shut off) and a minimum 
down time (the number of hours a unit must be oflF-line before it can be brought on-line 
again). These constraints allow the generators enough time to sufficiently heat up or cool 
down. Sudden temperature changes can be damage generating equipment. 
• Generator minimum and maximum output levels - two inequalities must be satisfied for 
each unit. The power output of each unit must be greater than or equal to the minimum 
power permitted and must also be less than or equal to the maximum power permitted for 
a particular unit. The minimum output power permitted by a generating unit is 
determined by the controls of the unit. The maximum power output is determined by the 
size of the generating unit. 
• Generator ramp rate limits - the ramp rate limits restrict the movement of a generating 
unit output between adjacent hours. This is because units cannot change their output too 
quickly, because of thermal and mechanical stresses. 
• System reserve constraints - reserves can be separated into two categories; spinning 
reserves and scheduled reserves. Spinning reserves equal the total power generation 
available minus the corresponding sum of the loads and losses. These reserves are 
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present to ensure that there will not be a large drop in system frequency if one or more 
units trip. The amount of spinning reserves that must be available is set by the reliability 
council. Scheduled reserves are off-line initially. Usually they are diesel, gas-turbine, or 
hydro units. Scheduled reserves may be counted as system reserves as long as the time to 
bring the units up to full capacity is taken into account. 
• Plant crew limitations during unit startup and shutdown - two units at the same plant 
cannot be turned on/off instantaneously if the manpower to do so is not available. 
Mathematical Description of the Unit Commitment Scheduling Problem 
The unit commitment problem can be mathematically formulated as follows: 
Minimize F 
t n 
With the following constraints: 
Unit Coupling Constraints (For ^ = 1 to T) 
2](f/„, •P„t)  = A Demand Constraint 
n 
N 
^(U„i • Pmax„)>D,+R, Capacity Constraint 
n 
N 
^ iU„,-Rsmax„ )>R, System Reserve Constraint 
n 
Individual Unit Constraints (For n=\ to N) 
P min „< P„, <P max„ Capacity limits of generating units when U„, = 1 
I Pnt ~ Pnt-i I - RcmPn Gcnerator Ramp Rate Limits 
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Variable definitions: 
^nt production cost of unit n in time period t 
Dt load level in time period t 
F total cost of unit commitment schedule 
MAINTnt maintenance cost for unit n in time period t 
N number of units 
Pnt power generation of unit n in time period t 
PmaXfj  generation high limit of unit n 
Pminfj  generation low limit of unit n 
Rt system reserve requirements in time period t 
Rampfj  rate of available MW change per hour for unit n 
RsmaXfj  maximum contribution to reserve for unit n 
SUP„t start-up cost for unit n in time period t 
SDOWNnt shut-down cost for unit n in time period t 
T number of time periods 
up/down time status of unit n at time period t 
Unt = 1 unit on 
Ufjt = 0 unit off 
Main Contributions of Ph.D. Research 
The main contributions of this Ph.D. dissertation are; 
1. True costing approach 
True costing represents a constraint using the actual cost to have the 
solution valid v^dth the constraint broken. An example of how to apply 
true costing will be given for the crew constraint. A crew can only turn 
on one unit at a time. A genetic algorithm would not understand that this is 
not possible. The constraint has to be true costed. This can be done by 
charging the unit commitment schedule approximately what it would cost 
to transport in a crew in from another plant to start the unit. This allows the 
genetic algorithm to recognize the constraint and possibly find a cheaper unit 
commitment schedule that was never allowed to exist using the old constraint. 
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2. Domain specific mutation operators 
A. Tum-ofF generator mutation turns a generating unit off for the scheduling 
period. 
B. Intelligent mutation I is a operator that realizes that a generator cannot be 
turned on and off every other hour. So the operators looks for a 0 1 or 1 0 
combination in the unit commitment schedule and randomly changes the 
schedule. 
C. Intelligent mutation II is a Lamarckian evolutionary idea. Lamarckian 
evolutionary operators extend the basic genetic algorithm by performing 
local optimization of the unit commitment schedule. 
3. Initialize population subroutine (found in economic dispatch subroutine) 
The initialization subroutine calculates the ten cheapest economic 
dispatches for a given hour that meet system demand and system reserve. 
Each unit commitment schedule then randomly selects one of the ten 
economic dispatches. This procedure is then repeated for the number of 
hours in the unit commitment schedule. 
4. Economic dispatch subroutine 
The genetic-based unit commitment algorithm has almost eliminated 
the computationally intensive economic dispatch calculation when 
searching for better unit commitment schedules. 
5. Multiple unit commitment schedules 
Classical unit commitment programs can only produce one unit 
commitment schedule for each given set of generator and load conditions. 
The genetic-based unit commitment algorithm on one run can produce 
multiple unit commitment schedules. 
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CHAPTER 2. UNIT COMMITMENT LITEJ^TURE REVIEW 
The most widely used thermal unit commitment methods in energy management 
systems for electric power utilities are priority list based methods, sequential based methods, 
Lagrangian relaxation based methods and dynamic programming based methods. In the 
following paragraphs, an overview of each method will be given, followed by the advantages 
and disadvantages of each technique. 
Priority List Method 
Priority list methods emulate the actions of an informed operator who is trying to 
minimize the production cost, while meeting the operating constraints of the system. Priority 
list methods conunit the units in the order of a priority list that is based on a method such as 
average full-load production cost. When more spinning capacity is required in the system, 
highest priority off-line units are committed until the minimum spinning reserve requirement is 
satisfied. When there is too much spinning reserve capacity, on-line units are uncommitted in 
the reverse priority order [5,6]. The advantage of the priority method is its easy 
implementation and fast computation speed with low memory requirements. The 
disadvantage of the priority method is its lack of incorporation of the start-up and shut-down 
cost of a generating unit. This can resuh in less than optimal unit commitment schedules. 
Sequential Method 
Thermal unit commitment by sequential methods was introduced by Fred Lee in his 
paper entitled Short-Term Unit Commitment - New Method [7], The technique uses a bidding 
procedure to sequentially identify the next most advantageous unit to commit. The bidding 
procedure is based on hourly prices. Sequential methods employ an iterative solution 
procedure. Each iteration consists of two phases: the sequential commitment phase and the 
parameter adjustment phase. In the sequential commitment phase, the most advantageous unit 
from the group of uncommitted units is determined. Determining factors are their respective 
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contributions and operational costs if committed. The parameter adjustment phase adjusts the 
various system parameters used in determining the respective contributions and operational 
costs of each candidate solution. This method has been tested on large-scale power systems 
and has produced good unit commitment schedules in a reasonable amount of computation 
time. The method has also been used in two other of Fred Lee's papers: A Fuel Comtrained 
Unit Commitment Method [&] and Multi-Area Unit Commitment [9], 
Lagrangian Relaxation 
Lagrangian relaxation was first applied to unit commitment scheduling by Muckstadt 
and Wilson [10] in 1968. Since then, much research has taken place to improve the method 
for unit commitment scheduling [11,12,13,14,15,16,17,18,19,20,21,22]. The method has 
been applied to power systems with a large number of generating units and produced unit 
commitment schedules in a reasonable amount of computation time. 
The Lagrangian relaxation method relaxes system-wide demand and reserve 
requirements using Lagrange multipliers. The basic idea is to decouple the generating units to 
reduce the dimensionality of the solution space. Unit commitment scheduling can then be 
decomposed into individual unit commitment sub-problems that are much easier to solve. The 
high-level problem is optimizing Lagrange multipliers lambda. The low-level problem is 
optimizing Lagrange multipliers mu and schedule each generating unit using single unit 
dynamic programming. Figure 2.1 shows the general structure of a Lagrangian relaxation unit 
commitment algorithm. 
Disadvantages of this method are; 
1. The dual solution is generally infeasible (the relaxed system-wide constraints 
are not satisfied). After finding this dual solution, can it be used to make 
16 
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Figure 2.1. General Lagrangian relaxation algorithm 
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the primal solution feasible? The current trend is the use of heuristics. 
Unfortunately, heuristics are not robust. They may work for the current 
forecast load, but may not work well for a different forecast load. 
2. For large problems, the feasibility search may go through many cycles where 
fixing the spinning deficiency for one hour causes another hour to become 
reserve deficient and vice-versa. This causes the problem to oscillate with 
no improvement in solution. [2] 
3. Adding certain types of constraints can greatly increase the dimension of the 
dual solution space. 
Lagrangian relaxation, because of its ability to handle a large number of generating 
units in a reasonable amount of time, is currently the industrial standard unit commitment. 
Dynamic Programming 
Dynamic programming is an optimization technique that decomposes a problem into 
stages of easier sub problems and recursively constructs the optimal solution fi-om the 
solutions to the sub problems [23]. 
Dynamic programming divides the unit commitment scheduling problem into stages, 
where each stage corresponds to an hour to be scheduled. Each stage has a number of states 
associated with it. For the unit commitment scheduling problem, the states correspond to the 
different combinations of generator on/ofF status for a given hour. At each stage the N 
cheapest generating unit combinations are saved, a recursive search procedure is performed 
stage by stage. Where the number is a variable determined by the user. The transition from 
one state in a stage to another state in another stage may necessitate the startup and shutdown 
of certain units. The least total cumulative cost required to arrive at the new state is the sum 
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of production cost at the new state, the transition cost from the previous state to the new 
state, and the least total cumulative cost associated with the previous state. After the least 
total cumulative cost for each combination has been found, the search procedure continues 
with the states in the next stage. The procedure terminates at the final stage of the study 
period. The cheapest unit commitment schedule determined by the search is obtained by 
backtracking the strategies of the combination with the least total accumulated cost from the 
final hour to the initial hour. Figure 2.2 is a general dynamic programming unit commitment 
algorithm [29]. 
Dynamic programming can easily handle most constraints encountered in the unit 
commitment scheduling problem. If the algorithm is applied without reducing the problem 
size, dynamic programming will find the true optimal unit commitment schedule. 
Unfortunately, the computer time and storage requirements grow exponentially with the size 
of the problem. Many variations of dynamic programming attempt to reduce the solution 
space size of the unit commitment problem [24,25,26,27,28]. One of the most famous 
techniques is priority list dynamic programming. This method reduces the number of generator 
combinations by searching in only the solution space of generators likely to be turned on or 
off The problem with this philosophy is that no one knows which units are the right ones to 
be tested. Before Lagrangian relaxation, variations of dynamic programming were the 
primary unit commitment scheduling algorithms. 
19 
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CHAPTERS. GENETIC ALGORITHM OVERVIEW 
Genetic algorithms where developed by John Holland at the University of Michigan. 
They are designed to mimic biological evolution. The process of biological evolution is used 
as a real-world model that serves as a source of ideas for solving practical and theoretical 
problems in modeling and optimization. The first book on genetic algorithms was Adaptation 
in Natural and Artificial Systems written by John Holland and published in 1975. Holland's 
formulation was motivated by the observation that sexual reproduction in conjunction with the 
pressure of natural selection could result in the development of highly adapted species. 
In 1983, under the direction of John Holland and Ben Wylie, David Goldberg 
produced a dissertation on the control of gas-pipeline transmission using a genetic algorithm 
and a classifier system. The dissertation helped David Goldberg win a 1985 Presidential 
Young Investigator Award. After Goldberg's dissertation, interest in genetic algorithms 
started to grow. In 1985, the first International Conference on Genetic Algorithms was held. 
The real explosion in genetic algorithm interest came after David Goldberg published the book 
Genetic Algorithms in Search, Optimization and Machine Learning in 1989. The interested 
reader is referred to this excellent introduction which includes all the basics of genetic 
algorithms and the computer code to implement a genetic algorithm. Since 1989, genetic 
algorithm research has continuously increased and recently Bucket Bridgade (classifier 
systems) was patented. 
Three basic operators comprise a genetic algorithm: reproduction, crossover, and 
mutation. Reproduction effectively selects the fittest of the members in the current population 
to be used in generating the next population. In this way, relevant information about the 
member is passed along to successive generations. Crossover serves as the mechanism by 
which members can exchange information, possibly creating more highly fit members and 
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allowing the exploration of new regions of the search space. The last of the genetic algorithm 
operators is mutation. It is generally thought of as a secondary operator. Mutation ensures a 
string or matrix position of a member will never be fixed at a certain value for the course of 
the process. 
Searching a large and complex solution space involves a trade-off between two 
objectives: exploiting the currently available solution and further exploring the search space 
for a possibly better solution. Hill climbing is an example of a search technique which exploits 
the best known alternative. However, because of this very reason, it is likely to get stuck in 
local maxima. Random search, on the other hand, is an extreme case of an exploring search 
technique: it is unsatisfactory because it does not make use of the best solution found so far. 
Genetic algorithms manage the trade-off between exploration and exploitation in a nearly 
optimal way - they exploit the solution found so far, while crossover and mutation operations 
provide a way of exploring the search space for better solutions. 
Since there are no optimization techniques that can guarantee an optimal solution in a 
complex solution space for every run, genetic algorithms do not always produce optimal 
solutions. Rather, genetic algorithms are intended to provide reasonable answers to problems 
where the known methods of obtaining optimal answers are unreasonable, time-consuming or 
otherwise unsuitable. They have been successfully applied to various problems that could not 
be readily solved by more conventional techniques. 
Genetic algorithms are of interest for two main reasons. One, genetic algorithms are a 
robust optimization technique that can find good solutions to very difficult problems. Genetic 
algorithms cannot compete computationally with classical techniques in the classical technique 
domain (example, linear programming problems using a linear programming software 
package). Genetic algorithm domain is on problems that have no classical technique available. 
Two, genetic algorithms are a highly parallel algorithm. The emergence of massively parallel 
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computers makes the genetic algorithm of practical interest. The implementation of the 
algorithm into concurrent processing will greatly reduce the computational time. This could 
make it possible for computer systems to be used for problems that have in the past been 
approximated by human judgment. 
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CHAPTER 4. GENETIC ALGORITHM TUTORIAL 
Introduction 
Genetic algorithms are an optimization technique based on the genetic processes found 
in nature. This chapter will describe the fundamentals of genetic algorithms, different 
subroutine options available to use with a genetic algorithm, and a practical example to show 
how a genetic algorithm works. 
Nature is very good at optimizing the evolutionary process. Those individuals with 
good traits tend to proliferate where those with bad traits tend to die out. John Holland 
founded the field of genetic algorithms from this idea. His book discusses the idea of 
representing complicated structures with a simple representation of bit strings and the power 
of simple transformations to improve these bit strings. These transformations are based on the 
mechanics of natural selection and survival of the fittest. They are reproduction, crossover, 
and mutation. His idea is that a model of the natural evolution process is applicable to 
standard optimization problems. 
Genetic Algorithm Overview 
Genetic algorithms are randomized population base search technique that closely 
emulate the natural process of evolution. They are predominantly string or integer-based 
searches with each member of the population represented by a string or matrix of bits. The 
evolution process is accomplished by reproducing a new generation of members from the 
previous generation. Each member of the new population is derived fi^om two members of the 
previous generation. Hence, the new member is the child of two parent members from the 
previous generation. This process of reproduction is driven by a fitness value associated with 
each member. The problem specifics play a role in genetic algorithms only in decoding the 
string or matrix of bits and constructing its fitness value from the string or matrix of bits. 
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There are no restrictions on the domain of the decoded design space or the solution space. 
This flexibility and the robust nature of genetic algorithms make them very powerful 
optimization tools. 
A traditional genetic algorithm is given in Figure 4.1. An explanation of each 
subroutine is given with the different techniques used for each subroutine given after each 
subroutine explanation. 
Each part of the traditional genetic algorithm can be explained as follows : 
Problem Encoding 
Before a genetic algorithm can be initialized, a representation for the problem must be 
developed. The representation usually uses a binary alphabet to encode the parameters of the 
problem. 
Initialization 
The initial population is randomly generated according to a uniform random 
distribution over the set of possible solutions. The solution set may be altered if background 
information indicates that the search should be biased toward certain areas of the solution 
space. 
Generation 
Maximum generation is the number of times a new population will be created from the 
old population. Generation is a loop counter. The number of generations a genetic algorithm 
should be executed is population size dependent and problem dependent. 
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Initialization 
Generation < 
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generations > 
No 
Done 
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Calculate fitness of 
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Elitist strategy 
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Crossover 
Mutation 
1^^  
Generation = 
generation + 1 
Figure 4.1. A traditional genetic algorithm 
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Calculation of Fitness 
The calculation of fitness of each member is determined by a fitness fiinction. The 
fitness fijnction returns a single numerical value that represents how fit the member is 
compared to the rest of the members of the population. 
Elitist Strategies 
Elitist strategies ensure that the best individuals are never lost in moving fi-om one 
generation to the next. Two techniques to accomplish this are elitism and elitist. 
Elitism is a technique used to create early convergence by ensuring the survival of the 
most fit members in each population. Elitism compares the members of the most recent 
generation to the members of the previous generation. It then combines the two generations 
and determines the best members fi'om both generations in order of decreasing fitness value. 
If a duplication is found, elitism eliminates this duplication. This combination of the most fit 
members becomes the best previous generation. 
If no increasingly fit individual is discovered between generations, the elitist policy 
simply carries forward the most fit individuals fi'om the previous generation into the next. 
Reproduction 
Reproduction is where individuals are selected fi'om the population. Members are 
selected randomly fi-om the population using a scheme that favors more fit members. There 
are many techniques that can be used for reproduction. The two most popular techniques are 
roulette wheel selection by fitness and roulette wheel selection by fitness ranking. 
The roulette wheel selection by fitness technique allocates reproductive trials to 
members in proportion to their relative fitness. The roulette wheel selection by fitness ranking 
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technique sorts members by their raw fitness, then reproductive fitness values are assigned 
according to their rank. The assigning of reproductive fitness values can be done linearly, or 
exponentially. 
Crossover 
Crossover is the primary genetic operator which promotes the exploration of new 
regions in the search space. Crossover is a structured, yet randomized mechanism of 
exchanging information between strings. Crossover begins by selecting two members 
previously placed in the mating pool during reproduction. A crossover point is then selected 
at random and information fi-om parent one, up to the crossover point, is exchanged with the 
other member. This creates two new members for the next generation. 
Members before crossover Member 1 1111111 
one point crossover Member 2 0000000 
New members after New Member 1 11110 0 0 
crossover at point 4 New Member 2 0 0 0 0 1 1 1 
Members before crossover Member 1 1111111 
two point crossover Member 2 0 0 0 0 0 0 0 
New members after crossover New Member 1 1 1 0 0 0 1 1 
at point 2 and point 5 New Member 2 0 0 1 1 1 0 0 
Standard crossover is usually not applied to all selected pairs of members for mating. 
The standard probability of crossover is usually held fixed between 0.6 and 1.0. When 
standard crossover is not applied, the new members are just duplicates of their parents. This 
allows genetic diversity to remain low in the population. 
28 
Exponential crossover is a technique used to increase the convergence rate without 
much loss in solution optimality. This technique uses an exponentially decreasing probability 
of crossover. In early generations, when the population is very diversified, the crossover rate 
is high. In later generations, when the population diversity is lower, the crossover rate is 
reduced. An example of an exponentially decreasing crossover rate is probability of crossover 
= exp(-generation / maximum generations). 
Mutation 
Mutation is generally thought of as a secondary operator. This operator ensures that 
all points in the solution space have a chance of being searched. Mutation operates by 
toggling any given binary position using the probability of mutation. 
Standard mutation randomly changes a bit of an array or matrix if the random number 
for the bit or matrix position is less than the probability of mutation. A commonly used value 
for probability of mutation is 0.01. 
Exponential mutation is a technique to increase the convergence rate without much 
loss in solution optimality. Initially a probability for mutation is entered. For every generation 
thereafter, the probability of mutation is exponentially increased. The reason for an increasing 
mutation probability is that in early generations the members of the population are very 
distinct and do not need mutation. In later generations when the genetic algorithm is locating 
good solutions, a method is needed to keep finding better solutions in these areas. This 
method is mutation. An example of an exponentially increasing mutation rate is probability of 
mutation = -1 + exp(.5*generation / maximum generations). 
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Genetic Algorithm Example 
An example will now be presented to illustrate how a genetic algorithm would search 
for a minimum in a muhimodal solution space. The steps involved in the genetic algorithm 
optimization of the function will follow the flow chart given in Figure 4.1 (a traditional genetic 
algorithm). The function to minimize is F(X)= 2-lsin((.9425)X)l - (0.05)X where 0<=X<=10. 
This function is given in Figure 4.2. Using classical optimization techniques (gradient 
methods) on this function would result in the optimal answer if the algorithm was started in 
the third valley from the left. This is the drawback of using a classical technique, they perform 
well on functions with one valley (unimodal functions), but will perform poorly on muhimodal 
functions when started in the wrong valley. This example was chosen for simplicity and not 
because it is a hard function to minimize, genetic algorithm problems are mainly problems 
that are so difficult that there are no other optimization techniques available that can solve 
them in a reasonable amount of time. To keep the example manageable a population size of 
six will be used. A more commonly used population size is 100 members. 
Problem Encoding 
Before a genetic algorithm can be initialized, a representation for the problem must be 
developed. For our example we want to minimize F(X) for values of X between 0 and 10. 
Assume the problem calls for accuracy of 0.01 or better. In bit representation this would 
require 10 bits for each value of X. Then X = [0 00000000 1] = 10(1/1024) = 0.009765 
or if X = [0 00000001 0] = 2 (10)(1/1024) = 0.01953 
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Figure 4.2. Multimodal function 
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Initialization 
In the initialization subroutine the X array is randomly filled with zeros and ones. This 
procedure is repeated for the number of members in the population. 
X[l].array = [0 1 1 I 00 1 000] 
X[2].array = [0 10 1001011] 
X [ 3 ] . a r r a y  =  [ 1 1 0 0 1 0 1 0 1 0 ]  
X[4].array = [l 0 1 1 00 1 000] 
X[5].array = [0 1 0 1 1 1 1 000] 
X[6].array = [l 1 00 1 00 1 1 1] 
Calculate Fitness of Each Member 
The X arrays are taken from initialization and given a numerical value according to the 
encoded representation. 
X[l].number = (10)(l/1024) * (0*2^ +1*2^+ 1*27 + 1*2^ + 0*25+0*24 + 1*23 + 
0*22 + 0*21 +0*20) = 4.4531 
X[2].number = 3.2324 
X[3].number= 7.9102 
X[4].number = 6.9531 
X[5].number = 3.6719 
X[6].number = 7.8809 
The next step is to calculate the function value when X[ ].number is substituted into 
the fianction. The inverse of the function value is taken because this is a minimization 
problem. 
X[l].fitness = 1 / (-|sin((.9425)X[0].number)l + 2 - (0.05)X[0].number) = 1.1025 
X[2].fitness= 0.5735 
X[3].fitness = 1.4649 
X[4].fitness = 0.7220 
X[5].fitness = 0.6656 
X[6].fitness = 1.4385 
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The total fitness of the population is calculated so each members iitness can be 
normalized. 
Total_Sum = X[l].fitness +... + X[6].fitness = 5.9669 
X[l].fitness = X[0].fitness / Total_Sum =1.1025 / 5.9669 =0.1848 
X[2] .fitness = 0.0961 
X[3].fitness = 0.2455 
X[4].fitness = 0.1210 
X[5].fitness = 0.1116 
X[6].fitness = 0.2411 
Note the above members with the lowest function value have the highest fittest 
(Member 3 and Member 6). 
Elitist Strategy 
For this example, the elitist technique will be used. In this subroutine the best N 
members of the population are saved into the next generation. Arbitrarily, the elitist number is 
set equal to 2 (N=2) for this example. 
The new generation of members is called New_X[] and all information of the best 
members of the current generation are then saved into the next generation. Since Member 3 
and Member 6 have the highest fitness they are saved into the next generation. 
New_X[l] = X[3] New_X[2] = X[6] 
Reproduction 
For this example, roulette wheel selection by fitness will be used. To choose a 
member to be reproduced in the next generation a random number between 0 and 1 is 
produced. The member on the roulette wheel that corresponds to the random number is then 
put in the mating pool to be used for crossover and mutation. Figure 4.3 depicts the 
reproduction roulette wheel. The number of members selected for the mating pool is equal to 
the population size minus the elitist number. 
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0.5264 
Figure 4.3. Reproduction roulette wheel 
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The random number and the member corresponding to it for this example are: 
Random Number Obtained Corresponding Member 
Random_Number =0.8088 Member 6 
Random_Number =0.3387 Member 3 
RandomNumber =0.8312 Member 6 
Random_Number =0.6222 Member 4 
These are the members of the mating pool that will be used by the crossover and 
mutation to create new members for the next generation. 
Crossover 
For this example, standard crossover will be used. Two members in the mating pool 
are selected to create two new members for the next generation. Arbitrarily, the probability of 
crossover was set to .9 (Crossover Probability = 0.9). 
Random Number Obtained 
Random_Number =.1093 
Since the Random_Number is less than 0.9 crossover will be applied to the two 
members. Crossover_Point = (int)(Random_Number * 10) = (int)(.700 * 10) = 7. Now, the 
first two members of the mating pool (member 6 and member 3) have crossover applied at 
position 7. 
X[3].array = [l 1 00 1 0 110 1 0] 
X[6].array = [1 1 0 0 1 0 0 | 0 1 1] 
New_X[3].array = [1 1 0 0 1 0 1 | 0 1 1] 
New_X[4].array = [1 1 0 0 10 010 1 0] 
Random Number Obtained 
Random_Number =.7843 
Since the Random_Number is less than 0.9 crossover will be applied to the next two 
members. Crossover_Point = (int)(Random_Number * 10) = (int)(.300 * 10) = 3. Now, the 
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third and fourth members of the mating pool (member 6 and member 4) have crossover 
applied at position 3. 
X[6].array=[l 1 010 1 000 11] 
X[4].array = [1 0 11 1 0 0 1 0 0 0] 
New_X[5].array = [1 1 0 | 1 0 0 1 0 0 0] 
New_X[6].array = [1 0 110 1 0 0 0 1 1] 
The next generation of members created from the old members of the population using 
the elitist technique and standard crossover. 
New_X[l]. array = [1 100101010] 
New_X[2]. array = [1 1 00 1 00 1 1 1] 
N e w _ X [ 3 ] . a r r a y  =  [ 1 1 0 0 1 0 1 0 1 1 ]  
New_X[4]. array = [1 10010001 0] 
New_X[5].array = [1 1 01001000] 
New_X[6].array = [1 0 1 0 1 000 1 1] 
Mutation 
For this example, standard mutation will be used. Arbitrarily, the mutation probability 
was set to .05 (Mutation Probability =0.05). A random number is generated for each bit. If 
the random number is less than Mutation_Probability the bit is changed. 
Before Mutation 
N e w _ X [ 3 ] . a r r a y  =  [ 1 1 0 0 1 0 1 0 1 1 ]  
Random Number Obtained 
Random_Number =0.3014 
Random_Number =0.0450 
Random_Number =0.2767 
Random_Number =0.4932 
Random_Number =0.4716 
Random Number =0.9264 
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Random_Number =0.8950 
Random_Number =0.9103 
Random_Number =0.9462 
Randotn_Number =0.7621 
Since Random_Number two is less than 0.05, bit two is changed to a zero. 
After Mutation 
New_X[3].array = [1 000 1 0 1 01 1] 
This is repeated for the number of members in the mating pool. 
Generation = generation + 1 
The loop counter is incremented. The new generation created is then saved as the old 
generation and the process is repeated for the desired number of generations. 
Summary 
Genetic algorithms are optimization techniques based on natural selection. Chapter 4 
has described the fundamentals of genetic algorithms, different subroutine options available to 
use with a genetic algorithm, and a practical example to show how a genetic algorithm works. 
If this tutorial has increased your interest in genetic algorithms, read David Goldberg's book 
[34]. The other references give more advanced techniques and assume an understanding of 
genetic algorithms [35,36,37,38,39,40,41,42,43], 
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CHAPTER 5. GENETIC-BASED UNIT COMMITMENT ALGORITHM 
METHODOLOGY 
The genetic-based unit commitment algorithm presented in this chapter evolved from 
experimentation with different ideas and keeping the approaches that worked the best. This 
Ph.D. research started out using penalty methods with a genetic algorithm on the unit 
commitment scheduling problem constraints. This algorithm implementation and the problems 
encountered are presented in the paper Unit Commitment by Genetic Algorithm with Penalty 
Methods, which can be found in Appendix D of this dissertation. From the penalty methods 
paper, an approach on how to handle the constraints of the unit commitment problem was 
developed. The approach is called true costing and is discussed in section four of this chapter. 
Using the true costing approach and an expert system, unit commitment schedules were 
produced that were cheaper than DYNAMICS. The main problem encountered was the 
inability of the genetic algorithm to turn off generating units for a scheduling period. The 
above implementation and results can be found in Appendix E, Unit Commitment by Genetic 
Algorithm and Expert System. The last paper in the Appendix, Evolving a Unit Commitment 
Schedule with a Genetic Algorithm, presents a mutation technique that allows a genetic 
algorithm to decide if a generating unit should be off for a scheduling period. The paper also 
uses rank-based fitness as the mechanism for parent selection. This parent selection technique 
allowed the genetic algorithm to maintain a more diverse population that resulted in a better 
unit commitment schedule. Results are presented for a 9-generator, 48-hour unit commitment 
schedule. 
In this chapter, two new intelligent mutation operators, a new initialization subroutine, 
and a different elitist strategy were added to the algorithm. The two mutation operators were 
discovered through experimentation with the expert system. In the beginning of this research, 
the expert system was used on the resulting genetic algorithm unit commitment schedule. The 
expert system checked the banking hours to see if a cheaper schedule could be produced if a 
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generator was turned on instead of banking for a given hour. This idea then evolved into 
looking for a 0 1 or 1 0 combination in the unit commitment schedule, then randomly 
changing them to 1 1 or 0 0 (intelligent mutation I). The idea worked so well that another 
mutation technique was created that used heuristics to determine which combination was 
cheaper (intelligent mutation II). The initialization technique was changed from being 
random, to randomly choosing 1 of the 10 cheapest economic dispatches for a given hour. 
The elitism technique changed from saving a few members of the current population into the 
next generation, to comparing the two generations and saving the cheapest, most distinct 
members of both generations. With the two intelligent mutation operators, the initialization 
subroutine, and the elitism technique, the genetic-based unit commitment algorithm can 
consistently find good unit commitment schedules in a reasonable amount of computation 
time. The resulting algorithm of this research is presented in this chapter. 
This chapter presents a new unit commitment scheduling algorithm called the genetic-
based unit commitment algorithm. The first section defines the unit commitment model used 
in the genetic-based unit commitment algorithm. The second section defines the economic 
dispatch model used in the genetic-based unit commitment algorithm. The third section 
develops the genetic-based unit commitment algorithm. The fourth section explains the true 
costing approach. The research presented in this chapter represents original work conducted 
at Iowa State University by the author. 
Unit Commitment Model 
The general unit commitment model can be found in Chapter 1. The models included 
in the genetic-based unit commitment algorithm will be defined in the following paragraphs. 
The first equation in Figure 5.1 is the objective function which includes the production 
cost (Cut), start-up (SUPnt) cost and shut-down (SDOWN^t) cost. The production cost is 
the cost of the fuel consumption while the generating unit is running. The start-up cost and 
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shut-down cost are the cost of fuel and manpower to start-up or shut-down a generating unit. 
In this research, the start-up cost and shut-down cost were assumed to be constant. If more 
modeling detail was called for in the start-up and shut-down of a unit, it could easily be 
included in the genetic-based unit commitment algorithm. 
The constraints included in the genetic-based unit commitment algorithm are the 
demand constraint, capacity constraint, capacity limits of the generating units, minimum-up 
time constraint, and minimum-down time constraint. 
The demand constraint is the generation must equal the load. The capacity constraint 
is a percentage of the load. The minimum-up time constraint and minimum-down time 
constraint were enforced by allowing a unit to bank for the number of hours needed to meet 
the constraint. 
Economic Dispatch Model 
The economic dispatch model is given in Chapter 1. The economic dispatch model 
used in this research for the generating units is given in Figure 5.2. This model represents the 
cost of producing electricity, the generation capability of each individual unit, and the spinning 
reserve requirement. The function used to represent the energy conversion curve for each 
generating unit was a polynomial. The first function in Figure 5.2 represents the input/output 
characteristics of a generating unit. If a different representation for the generator input/output 
characteristics is used, only the economic dispatch algorithm must be changed in the genetic-
based unit commitment algorithm. The constraints for the economic dispatch algorithm are 
that the summation of the generators' output must equal the demand and that there must be 
enough generation on-line to meet the demand plus the spinning reserve requirement. The 
capacity limits of each generating unit were enforced by the economic dispatch algorithm. 
The economic dispatch algorithm used in this research was the lambda iteration method and is 
given in Figure 5.3, 
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r n 
With the following constraints; 
Unit Coupling Constraints ( For r = 1 to 7) 
(f/„, •P„,)  = D, Demand Constraint 
tt 
max„)>D,+R, Capacity Constraint 
n 
Individual Unit Constraints ( For /; = 1 to ) 
/^min^ < P„, < Pmax„ Capacity limits of generating units when U„,= 1 
Variable definitions: 
Cfit • production cost of unit n in time period t 
Di - load level in time period t 
F - total cost of unit commitment schedule 
N - number of units 
Pfj( - power generation of unit n in time period t 
PmaXfj - generation high limit of unit n 
Pminfj - generation low limit of unit n 
Rf - system reserve requirements in time period t 
SUPfjt - start-up cost for unit n in time period t 
SDO^fjt - shut-down cost for unit n in time period t 
T - number of time periods 
Ufj(  -  upldovm time status of unit n at time period t 
Ufit = 1 unit on 
Ufji = 0 unit off 
Figure 5.1. Genetic-based unit commitment algorithm model 
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Generator cost function: 
Fn(Pn) = A + B*Pn + C*Pn2 
With the following constraints; 
(U„ •P„) = D Demand Constraint 
^{U„-Pmax„)>D +R Capacity Constraint 
n 
Individual Unit Constraints ( For m = 1 to ) 
P min „<P„,<P max„ Capacity limits of generating units when 
Variable definitions: 
A - constant production cost term 
B - linear production cost term 
C - quadratic production cost term 
D - load level 
F„ - production cost of unit n 
N - number of units 
Pfj - power generation of unit n 
PmaXf, - generation high limit of unit n 
Pmirifj - generation low limit of unit n 
R - system reserve requirements 
Ufj - up/down time status of unit n 
Ufi - 1 unit on 
Ufj = 0 unit off 
Figure 5.2. Genetic-based unit commitment economic dispatch model 
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No 
Yes 
Set lambda 
Print power output 
of each generating unit 
Calculate new lambda 
|Error| < tolerance 
Calculate power output for 
each generating unit 
corresponding to given lambda 
units 
Error = demand - total power 
output of all operating generating 
Figure 5.3. Lambda iteration economic dispatch algoiithm 
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Genetic-Based Unit Commitment Implementation 
The genetic-based unit commitment algorithm implementation consists of initialization, 
cost calculations, elitism, reproduction, crossover, standard mutation, economic dispatch 
calculations, and intelligent mutation of the unit commitment schedules. A flowchart of the 
algorithm is given in Figure 5.4. 
No 
Yes 
Generation < 
maximum generations? Done 
Calculate cost of UC schedule 
Elitism 
Reproduction 
Crossover 
Standard mutation (call ED for 
the hour that mutation has 
occuntd.) 
Generation"generatiofH 1 
Intdbgent mutation 11 (call 
ED for hour mutation occured) 
Tiim generator off mutation 
(call ED) 
Intdligent mutation I (call 
ED foe hour mutation occured) 
Figure 5.4. Genetic-based unit commitment algorithm flowchart 
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An explanation of each part of the genetic-based unit commitment algorithm implementation 
follows : 
• The initialization will be explained for one member of the population (one unit 
commitment schedule). A member of the population consist of a matrix with dimension 
equal to the number of generators by the number of scheduling periods. This matrix 
represents the on/off status of the generating units. The first step of initialization consists 
of finding the 10 cheapest economic dispatches for each hour that meet system demand 
and a 10% spinning reserve. A member of the population is then created by randomly 
choosing one of the 10 cheapest economic dispatches for each hour. Figure 5.5 presents 
an example of the initialization procedure. 
• The calculation of cost of the unit commitment schedule consists of the following: 
1. If a unit breaks the minimum-up time constraint, the unit is charged as if it were on 
stand-by for those hours. A temporary matrix is then created fi-om the original unit 
commitment schedule, except the stand-by hours are set to 1 instead of 0. 
2. If a unit breaks the minimum-down time constraint in the temporary matrix created in 
(1), the unit is charged as if it were on stand-by for the additional number of hours 
needed to satisfy the constraint. The temporary matrix then has those hours set to 1 
instead of 0. 
3. Using the temporary matrix created fi-om (1) and (2), the start-up cost, shut-down 
cost, and banking cost are calculated for each unit. 
4. The iliel cost for each unit commitment schedule is calculated by summing the 
economic dispatch cost for each hour. 
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1. Run all economic dispatch combinations for a given hour. 
Example: Three generator (for hour 1) 
Generator 1 1 0 0 1 0 1 1 
Generator 2 0 1 0 1 1 0 1 
Generator 3 0 0 1 0 1 1 1 
2. Save the N cheapest economic dispatch that meet load + reserve for that hour. N=3 for 
this example. 
Generator 1 1 0 1 
Generator 2 1 1 0 
Generator 3 0 1 1 
3. For each member of the population, randomly choose one of the N cheapest economic 
dispatches from step 2. 
Random()*N=. 1*3=3=1 
Vlember 1 
Hour 1 2 3 4 
Generator 1 1 
Generator 2 1 
Generator 3 0 
Random()*N=.9*3=2.7=3 
Member 2 
Hour 1 2 3 4 
Generator 1 1 
Generator 2 0 
Generator 3 1 
Continue for the number of members (unit commitment schedules) in the population. 
4. Repeat for the number of hours in scheduling period. 
Figure 5.5. Initialization procedure 
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• Elitism ensures that the best individuals are never lost in moving from one generation to 
the next. The elitism subroutine combines the two populations and determines the best 
results from both populations in order of decreasing fitness value. It then saves distinct 
members with the highest fitness into the next generation. The amount of distinction 
between members was determined by the difference in the generators on/off matrices 
(hamming distance). The elitism procedure is given in Figure 5.6. 
• Reproduction is the mechanism which the most highly fit members in a population are 
selected to pass on information to the next population of members. The fitness of each 
member was determined by taking the inverse of the cost of each members unit 
commitment schedule and then ordering the population members by increasing cost. Then 
each member was assigned a fitness according to its rank. The members that were kept 
for reproduction were determined by roulette wheel selection. This type of reproduction 
is called rank-based fitness and can be found in [44]. 
• Crossover is the primary genetic operator which promotes the exploration of new regions 
in the search space. Crossover is a structured, yet randomized mechanism of exchanging 
information between strings. Crossover begins by selecting at random two members 
previously placed in the mating pool during reproduction. A crossover point is then 
selected at random and information from one parent, up to the crossover point, is 
exchanged with the other member. Thus creating two new members for the next 
generation. An example of the crossover operator is depicted in Figure 5.7. Note how 
the crossover operator eliminates the need to recalculate economic dispatch for each new 
unit commitment schedule member created. 
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1. Combine the old population of members and the new population of members into a 
temporary population of members. 
old population of members 
Member 1 
Member 2 
Member M 
new population of members 
Member 1 
Member 2 
Member M 
temporary population of members 
Member 1 
Member 2 
Member 3 Ordered in increasing unit commitment schedule cost. 
Member 2*M 
2. Set old population member 1 = temporary population member 1 
Set n = 2 
3. Calculate hamming distance between old population member 1 and temporary population 
member 2. 
Hamming distance > pre specified number 
old population member n = temporary population member 2 
n = n+ 1 
4. Calculate hamming distance between old population member 1 and temporary population 
member 3. 
Hamming distance > pre specified number 
if n= 2 
old population member n = temporary population member 3 
n = n+ 1 
else 
Calculate hamming distance between old population member 2 and 
temporary population member 3. 
Hamming distance > pre specified number 
old population member n = temporary population member 3 
n = n+ 1 
5. Continue procedure until n = M+1. 
Figure 5.6. Elitism procedure 
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Before Crossover 
Unit commitment member 1 
Generator/Hour 1 2 3 4 
Generator 1 1 1 1 1 
Generator 2 1 1 1 1 
Generator 3 0 0 0 0 
Generator 4 0 0 0 0 
Unit commitment member 2 
Generator/Hour 1 2 3 4 
Generator 1 0 0 0 0 
Generator 2 0 0 0 0 
Generator 3 1 1 1 1 
Generator 4 1 1 1 1 
Crossover point = random number * number of hours in scheduling period = .5*4 = 2 
After Crossover 
New unit commitment member 1 
Generator/Hour 1 2 3 4 
Generator 1 1 1 0 0 
Generator 2 I 1 0 0 
Generator 3 0 0 1 1 
Generator 4 0 0 1 1 
New unit commitment member 2 
Generator/Hour 1 2 3 4 
Generator 1 0 0 1 1 
Generator 2 0 0 1 1 
Generator 3 1 1 0 0 
Generator 4 1 1 0 0 
Figure 5.7. Crossover operator 
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Standard mutation is generally thought of as a secondary operator. This operator ensures 
that no string position will ever be fixed at a certain value through the course of the 
search. Standard mutation operates by toggling any given binary weight matrix position 
using the probability of mutation. The probability of mutation used in this research was a 
function of the generation number. Initially a probability for mutation was entered. For 
every generation thereafter, the probability of mutation is exponentially increased [45]. 
An adaptive mutation operator is needed because in early generations the members of the 
population are very distinct and do not need mutation. In later generations when the 
genetic algorithm is locating good solutions, a method is needed to keep finding better 
solutions in these areas. This method is mutation. 
Economic dispatch is the subroutine that calculates the real power output of each 
generating unit to meet a given load and to minimize the total operating costs. 
Turn-off generator mutation - this mutation operator turns off a generator for the 
scheduling period. The generator to be turned off was randomly determined. This 
operator allowed the genetic algorithm to figure out if a generating unit should be off for a 
scheduling period. An example of turn-off generator mutation is given in Figure 5.8. 
Intelligent mutation I is a operator that realizes that a generator cannot be turned on and 
off every other hour. So this operator looks for 0 I or 1 0 combinations in the unit 
commitment schedule. The mutation operator then randomly changed the combination to 
0 0 or 1 1. Intelligent mutation I was applied to half of the newly created population 
members. The generator to have this technique applied to it was determined randomly. 
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1. Probability of tum-oflF generator mutation = .03 
2. Random number < probability of tum-ofFgenerator mutation 
Membe 1 (unit commitment schedu 
Hr 1 2 3 4 5 6 7 8 9 10 
G1 1 1 1 1 1 1 1 1 1 1 
G2 1 1 1 1 1 1 1 1 1 1 
G3 1 1 1 1 1 1 1 1 1 1 
04 1 1 1 1 1 1 1 1 1 1 
Select generator = random number * number of generators = 1 
Hr 1 2 3 4 5 6 7 8 9 10 
G1 0 0 0 0 0 0 0 0 0 0 
G2 1 1 1 1 1 1 1 1 1 1 
G3 1 1 1 1 1 1 1 1 1 1 
G4 1 1 1 1 1 1 1 1 1 1 
3. Random number > probability of tum-ofF generator mutation 
Do nothing 
4. Repeat for the number of members (unit commitment schedules) in the population. 
Figure 5.8. Tum-ofF generator mutation 
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• Intelligent mutation II is a operator that realizes that a generator cannot be turned on and 
off every other hour. So this operator looks for 0 1 or 1 0 combinations in the unit 
commitment schedule. The mutation operator then figures out which schedule would be 
cheaper (00 or 11 or stay the same). Intelligent mutation II was applied to half of the 
newly created population members. The generator to be mutated was determined 
randomly. The intelligent mutation II operator is based on Lamarckian evolutionary ideas. 
Lamarckian evolutionary operators extend the basic genetic algorithm by performing local 
optimization of the chromosome produced by reproduction and crossover [46], 
True Costing Approach 
A genetic-based algorithm can easily handle any constraint that can be true costed. 
True costing is representing a constraint by the actual cost to have the solution valid with the 
constraint broken. An example of how to apply true costing will be given for the crew 
constraint. A crew can only turn on one unit at a time at a plant. The genetic-based unit 
commitment algorithm would not understand that it is not possible to turn on two units at a 
given plant at the same time. We must true cost the constraint by charging the unit 
commitment schedule approximately what it would cost to transport a crew in and have them 
start the second unit. This allows the genetic-based unit conmiitment algorithm to understand 
the constraint and possibly find a cheaper unit commitment schedule never before allowed to 
exist using the old constraint. 
The drawback of using true costing is that a cost has to be determined for a given 
constraint. In the past this would have emancipated the use of the genetic-based unit 
commitment algorithm. But, with the less regulated utility environment, utilities are going to 
be veiling to determine the cost of constraints to try to find more financially intelligent ways to 
operate. 
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A genetic-based unit commitment algorithm reproduces the next generation of 
members (unit commitment schedules) by selecting the cheapest members of the current 
population. Adding true costed constraints allows the genetic-based unit commitment 
algorithm to differentiate between members and pick the cheaper members to be reproduced 
in the next generation. Thus, the genetic-based unit commitment algorithm's performance 
increases with the addition of true costed constraints. 
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CHAPTER 6. EXPERIMENTAL RESULTS 
This chapter presents the results of the genetic-based unit commitment algorithm. The 
first section gives the parameters used for the genetic-based unit commitment algorithm. The 
second section compares the results of the genetic-based unit commitment algorithm to 
DYNAMICS. The third section illustrates the multiple solutions produced with the genetic-
based unit commitment algorithm. 
The advantages of using the genetic-based unit commitment algorithm over currently 
used unit commitment scheduling programs are that it finds cheaper unit commitment 
schedules, has a comparable computer execution time, produces multiple unit commitment 
schedules in one execution, a different initial random number seed will probably produce a 
different unit commitment schedule, and adding true costed constraints increases the 
performance of the genetic-based unit commitment algorithm. 
Genetic-Based Unit Commitment Algorithm Parameters 
Maximum generations = 100 
Population size = 50 
Number of economic dispatches saved for each hour = 10 
Probability of crossover = 1 
Probability of mutation = -1 + exp(.05*generation/maximum generations) 
Genetic-Based Unit Commitment Algorithm Results 
The proposed genetic-based unit commitment algorithm is tested on three different 
utilities. Each utility has 9 thermal generators. Schedules for 24 and 48 hours are compared 
to DYNAMICS, a Lagrangian relaxation unit commitment program. All generating units are 
initially off at the beginning of the scheduling period. DYNAMICS was run on a Sun system 
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while the genetic-based unit commitment algorithm was run on a DEC system. To compare 
computer system execution time an algorithm was created and executed on both systems. The 
computer execution time given in the tables of the genetic-based unit conunitment algorithm 
has been converted to the equivalent computer execution time it would take on a Sun system. 
Spinning reserve was not taken into consideration for the test runs, but would not require any 
additional computation time for the genetic-based unit commitment algorithm. The results for 
Big Edison Electric Company are given in Table 6.1, results for Municipal Electric Company 
are given in Table 6.2, and results for Rural Electric Exchange are given in Table 6.3. 
Empirical resuhs illustrate that the genetic-based unit commitment algorithm is a 
robust method that can produce good unit conmiitment schedules in a reasonable amount of 
computation time. Computer execution time of the genetic-based unit commitment algorithm 
will vary from run to run (different random number seed) because it is a probabilistic 
technique. 
Multiple Unit Commitment Schedules 
The genetic-based unit commitment algorithm has the ability to produce multiple unit 
commitment schedules in one execution. Multiple unit commitment schedules would allow an 
electric utility to compare different schedules with different amounts of spinning reserve for 
each hour and choose the unit commitment schedule that best meets the utility's needs. 
Multiple unit commitment schedules could also be used as an analysis tool in system security 
and to determine the best time to do maintenance. Figure 6.1 presents DYNAMICS unit 
commitment schedule. Figure 6.2 and Figure 6.3 present two unit commitment schedules 
from the genetic-based unit commitment algorithm. The genetic-based unit commitment 
algorithm schedule 1 dispatches generators 1,2,3,4,5,6 while schedule 2 dispatches generators 
1,2,3,4,5,7,8. Schedule 2 cost $1124.35 more than schedule 1, but schedule 2 has more 
spinning reserve on line for certain hours. Figure 6.4 compares the two unit commitment 
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schedules by total generation available for each hour. If an electric utility wanted to sell 
electricity on the spot market, knowing the opportunity cost to have ejrtra spinning reserve 
could reap an electric utility large financial rewards. 
Table 6.1. Big Edison Electric Company results 
24 hour unit commitment schedule 
PROGRAM COST ($) 
COMPUTER 
EXECUTION 
TIME (SEC) 
DYNAMICS $674,103.00 54 
GBUCA(.15) $673,283.09 53 
GBUCA (.35) $673,884.92 62 
GBUCA(.55) $673,191.97 52 
GBUCA (.75) $673,359.67 51 
GBUCA (.95) $672,663.72 53 
48 hour unit commitment schedule 
PROGRAM COST ($) 
COMPUTER 
EXECUTION 
TIME (SEC) 
DYNAMICS $1,298,050.00 82 
GBUCA (.15) $1,299,732.45 95 
GBUCA (.35) $1,296,609.04 90 
GBUCA (.55) $1,295,223.27 94 
GBUCA (.75) $1,297,201.48 96 
GBUCA (.95) $1,294,993.87 99 
Table 6.2. Municipal Electric Company results 
24 hour unit conunitment schedule 
PROGRAM 
DYNAMICS 
COST($) 
$319,577.00 
COMPUTER 
EXECUTION 
TIME (SEC) 
49 
GBUCA(.15) $318,434.45 43 
GBUCA(.35) $318,640.83 49 
GBUCA(.55) $318,168.51 48 
GBUCA(.75) $318,467.00 43 
GBUCA(.95) $318,542.22 46 
48 hour unit conunitment schedule 
PROGRAM COST ($) 
COMPUTER 
EXECUTION 
TIME (SEC) 
77 DYNAMICS $643,112.00 
GBUCA(.15) $624,434.50 77 
GBUCA(.35) $617,453.05 81 
GBUCA(.55) $616,444.10 79 
GBUCA(.75) $619,962.46 78 
GBUCA(.95) $624,750.03 82 
58 
Table 6.3. Rural Electric Exchange results 
24 hour unit commitment schedule 
PROGRAM 
DYNAMICS 
COST ($) 
$247,489.00 
COMPUTER 
EXECUTION 
TIME (SEC) 
50 
GBUCA(.15) $246,588.66 48 
GBUCA (.35) $250,806.04 56 
GBUCA(.55) $246,452.50 57 
GBUCA (.75) $246,854.09 52 
GBUCA (.95) $245,971.22 51 
48 hour unit commitment schedule 
COMPUTER 
PROGRAM COST ($) EXECUTION 
TIME (SEC) 
DYNAMICS $496,331.00 79 
GBUCA (.15) $486,598.23 87 
GBUCA (.35) $486,122.93 85 
GBUCA (.55) $485,638.45 85 
GBUCA (.75) $487,431.66 90 
GBUCA (.95) $488,676.30 87 
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Total cost of schedule = $674,103.00 
Hour 1 2 3 4 5 6 7 8 9 1 1 1 
/ 0 1 2 
Generator 
gl 1 1 1 1 1 1 1 1 1 1 1 1 
g2 1 1 1 1 1 I 1 1 1 1 I 1 
§3 1 1 1 1 1 1 1 1 1 1 1 1 
g4 0 1 1 1 1 1 1 I 1 1 1 1 
g5 0 0 0 1 1 1 I I 1 1 1 1 
g6 0 0 0 0 1 1 1 1 1 1 1 I 
87 0 0 0 0 0 0 0 0 0 0 0 0 
g8 0 0 0 0 0 0 0 0 0 0 0 0 
R9 0 0 0 0 0 0 0 0 0 0 0 0 
Hour 1 1 1 1 1 1 1 2 2 2 2 2 
/ 3 4 5 6 7 8 9 0 1 2 3 4 
Generator 
gl 1 1 1 1 1 1 1 1 1 1 1 1 
g2 1 1 1 1 1 1 1 1 1 1 1 1 
g3 1 1 I 1 1 1 1 1 1 1 1 1 
g4 1 1 1 1 1 1 1 1 1 b b b 
g5 1 1 1 1 1 1 1 1 b b b b 
g6 1 1 1 1 1 1 1 1 1 1 1 1 
g7 0 0 0 0 0 0 0 0 0 0 0 0 
88 0 0 0 0 0 0 0 0 0 0 0 0 
g9 0 0 0 0 0 0 0 0 0 0 0 0 
0 = generator is off 
1 = generator is on 
b = generator is banking 
Figure 6.1. DYNAMICS unit conunitment schedule 
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Total cost of schedule = $673 ,884.92 
Hour 1 2 3 4 5 6 7 s 9 1 1 1 
/ 0 1 2 
Generator 
Rl 1 1 1 1 1 1 1 1 1 1 1 1 
S2 I 1 1 1 1 1 1 1 1 1 1 1 
g3 1 1 1 1 1 1 1 1 1 1 1 1 
84 1 I 1 1 1 1 1 1 1 1 1 1 
g5 0 0 0 1 1 I 1 1 1 1 1 1 
g6 0 0 0 0 0 I 1 1 1 1 1 1 
g7 0 0 0 0 0 0 0 0 0 0 0 0 
g8 0 0 0 0 0 0 0 0 0 0 0 0 
«9 0 0 0 0 0 0 0 0 0 0 0 0 
Hour 1 1 1 1 I 1 1 2 2 2 2 2 
/ 3 4 5 6 7 s 9 0 1 2 3 4 
Generator 
gl 1 1 1 1 1 1 1 1 1 1 1 1 
«2 1 1 1 1 J 1 1 1 1 1 1 1 
g3 1 1 1 1 1 1 1 1 1 1 1 1 
g4 1 1 1 1 1 1 1 1 1 1 1 1 
85 1 1 1 1 1 1 1 1 b b b b 
86 1 1 1 1 1 1 1 1 1 1 1 1 
87 0 0 0 0 0 0 0 0 0 0 0 0 
88 0 0 0 0 0 0 0 0 0 0 0 0 
g9 0 0 0 0 0 0 0 0 0 0 0 0 
0 = generator is off 
1 = generator is on 
b = generator is banking 
Figure 6.2. Genetic-based unit commitment schedule one 
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Total cost of schedule = $675,009.27 
Hour 1 2 3 4 5 6 7 8 9 1 1 1 
/ 0 1 2 
Generator 
gl 1 1 1 1 1 1 1 1 1 1 1 1 
82 1 1 1 1 1 1 I 1 1 1 I 1 
83 1 I 1 1 1 1 1 1 1 1 I 1 
84 1 1 1 1 1 1 1 1 1 1 1 1 
g5 0 0 0 1 1 1 1 1 1 1 1 1 
86 0 0 0 0 0 0 0 0 0 0 
87 0 0 0 0 0 0 I 1 1 1 1 1 
88 0 0 0 0 0 0 0 0 0 1 I 1 
g9 0 0 0 0 0 0 0 0 0 0 0 0 
Hour 1 1 1 1 1 1 1 2 2 2 2 2 
/ 3 4 5 6 7 8 9 0 1 2 3 4 
Generator 
8l 1 1 1 1 1 1 1 1 1 1 1 1 
82 1 1 1 1 1 1 1 1 1 1 1 1 
83 1 I I 1 1 I 1 1 1 1 1 I 
84 1 1 1 1 1 1 1 1 1 1 1 1 
85 1 1 1 1 1 1 1 1 1 1 I 1 
86 0 0 0 0 0 0 0 0 0 0 0 
87 1 1 1 I 1 1 1 1 b b b b 
g8 I 1 1 1 1 1 1 1 1 1 b b 
89 0 0 0 0 0 0 0 0 0 0 0 0 
0 = generator is off 
1 = generator is on 
b = generator is banking 
Figure 6.3. Genetic-based unit commitment schedule two 
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Schedule 1 Schedule 2 Cost 
difference = 
= $672556.59 =$673680.74 $1124.15 
(2-1) 
Hour Total generation Total generation Differen 
1 1170 1170 0 
2 1170 1170 0 
3 1520 1410 -110 
4 1520 1410 -110 
5 1870 1410 -460 
6 1870 1985 115 
7 1870 1985 115 
8 1870 1985 115 
9 1870 1985 115 
10 1870 1985 115 
11 1870 1985 115 
12 1870 1985 115 
13 1870 1985 115 
14 1870 1985 115 
15 1870 1985 115 
16 1870 1985 115 
17 1870 1985 115 
18 1870 1985 115 
19 1870 1985 115 
20 1870 1985 115 
21 1870 1985 115 
22 1870 1985 115 
23 1870 1985 115 
24 1870 1985 115 
Figure 6.3. Comparison of total generation available for genetic-based unit commitment 
schedule one and schedule two 
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CHAPTER?. CONCLUSION 
In this research, a genetic algorithm was applied to the unit commitment scheduling 
problem. A genetic algorithm was developed because it is a robust optimization technique 
that can easily be implemented into concurrent processing. It is hoped that concurrent 
processing will enable the algorithm to operate within the needed response time of an electric 
utility power broker. The goal of this research was to determine if a genetic algorithm can be 
implemented to find good unit commitment schedules. 
The empirical results of this research indicate that the genetic algorithm can be 
implemented to find good unit commitment schedules. The genetic-based unit commitment 
algorithm can consistently produce cheaper unit commitment schedules than DYNAMICS in a 
comparable amount of computer execution time. It was thought at the beginning of this 
research that the genetic-based unit commitment algorithm would have to be implemented into 
concurrent processing for unit commitment scheduling. Comparable computer execution time 
indicates the genetic-based unit commitment algorithm could be used on a single processor as 
well. 
The genetic-based unit commitment algorithm uses a population of unit commitment 
schedules to produce the next generation of unit commitment schedules. Many different unit 
commitment schedules can provide data that can be used by an analysis tool for spinning 
reserve comparison, security analysis, and transaction evaluation and selection. 
The final attractive feature of the genetic-based unit commitment algorithm is its ability 
to handle problems of increasing complexity. Spinning reserve constraints, crew constraints, 
emission constraints, and other constraints given to the genetic-based unit commitment 
algorithm by the true costing approach allow the algorithm to come up with better unit 
commitment schedules. 
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It is impossible to predict the future, but with the genetic-based unit commitment 
algorithm's ability to find good unit commitment schedules, reasonable computer execution 
time, easy implementation into concurrent processing, multiple unit commitment schedules in 
one run, and its ability to handle increasingly complex problems using the true costing 
approach, it is hard to imagine future unit commitment scheduling programs not using it. 
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CHAPTER 8. SUGGESTIONS FOR FUTURE RESEARCH 
The genetic-based unit commitment algorithm has demonstrated its ability to find good 
unit commitment schedules. The next logical research would be to implement the algorithm 
for transaction selection. Transaction selection is the process of determining what offers for 
electricity should be accepted, out of the different possible buying opportunities available. 
The biggest improvement that could be made to the genetic-based unit commitment 
algorithm to implementation into concurrent processing. Concurrent processing should 
drastically reduce the computer execution time. 
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APPENDIX A: BIG EDISON ELECTRIC GENERATOR DATA 
UNIT 1 
F(P) = 0.00305100 * + 12.65 * P + 128.35 
Pmin= 45 
Pmax= 240 
Bankcost per hour = 175.50 
Start up cost = 10869.00 
Shut down cost = 7500.00 
Minimum up time = 4.00 
Minimum down time = 4.00 
UNIT 2 
F(P) = 0.00292050 * P'^2 + 12.65 * P + 142.98 
Pmin= 45 
Pmax= 240 
Bankcost per hour = 180.00 
Start up cost = 10941.00 
Shut down cost = 7500.00 
Minimum up time = 4.00 
Minimum down time = 4.00 
UNIT 3 
F(P) = 0.00214650 * P'^2 + 12.36 * P + 427.90 
Pmin= 275 
Pmax= 450 
Bankcost per hour = 1005.00 
Start up cost =29152.00 
Shut down cost = 10000.00 
Minimum up time = 8.00 
Minimum down time = 8.00 
UNIT 4 
F(P) = 0.01043525 * P'^2 + 12.11 * P + 352.47 
Pniin= 45 
Pmax= 240 
Bankcost per hour = 201.25 
Start up cost = 11868.00 
Shut down cost = 7500.00 
Minimum up time = 4.00 
Minimum down time = 4.00 
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UNITS 
F(P) = 0.01031450 * P^2 + 12.17 * P + 369.86 
Ptnin= 45 
Pmax= 240 
Bankcost per hour = 215.25 
Start up cost = 11969.50 
Shut down cost = 7500.00 
Minimum up time = 4.00 
Minimum down time = 4.00 
UNIT 6 
F(P) = 0.00362250 * P^2 + 13.10 * P + 828.05 
Pmin= 325 
Pmax= 575 
Bankcost per hour = 1365.00 
Start up cost = 64982.50 
Shut down cost = 12500.00 
Minimum up time = 12.00 
Minimum down time = 12.00 
UNIT 7 
F(P) = 0.00870075 * P^2 + 14.43 * P + 682.78 
Pmin= 150 
Pmax= 350 
Bankcost per hour = 742.50 
Start up cost = 24580.00 
Shut down cost = 10000.00 
Minimum up time = 6.00 
Minimum down time = 6.00 
UNITS 
F(P) = 0.01031850 • P'^2 + 13.78 • P + 712.49 
Pmin= 150 
Pmax= 350 
Bankcost per hour = 720.00 
Start up cost = 24429.25 
Shut down cost = 10000.00 
Minimum up time = 6.00 
Minimum down time = 6.00 
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UNIT 9 
F(P) = 0.00482625 * P'^2 + 16.70 • P + 1908.02 
Pmin= 350 
Pmax= 750 
Bankcost per hour = 2092.50 
Start up cost = 92550.50 
Shut down cost = 12500.00 
Minimum up time = 12.00 
Minimum down time = 12.00 
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APPENDIX B: MUNICIPAL ELECTRIC GENERATOR DATA 
UNIT 1 
F(P) = 0.00039600 * P'^2 + 16.83 * P + 93.35 
Pmin = 20 
Pmax = 80 
Bankcost per hour = 216.00 
Start up cost = 4055.20 
Shut down cost = 2500.00 
Minimum up time = 6.00 
Minimum down time = 6.00 
UNIT 2 
F(P) = 0.00043200 * P^2 + 16.60 * P + 98.75 
Pmin = 20 
Pmax = 80 
Bankcost per hour = 216.00 
Start up cost = 4055.20 
Shut down cost = 2500.00 
Minimum up time = 6.00 
Minimum down time = 6.00 
UNIT 3 
F(P) = 0.00010692 * P^2 + 8.51 * P + 977.23 
Pmin= 105 
Pmax= 200 
Bankcost per hour = 997.50 
Start up cost = 13326.00 
Shut down cost = 3750.00 
Minimum up time = 8.00 
Minimum down time = 8.00 
UNIT 4 
F(P) = 0.00000714 » P'^2 + 13.38 » P + 162.10 
Pmin = 80 
Pmax= 250 
Bankcost per hour = 618.00 
Start up cost = 9682.50 
Shut down cost = 3750.00 
Minimum up time = 8.00 
Minimum down time = 8.00 
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UNITS 
F(P) = 0.00000535 * P'^2 + 13.96 * P + 242.87 
Pmin= 100 
Pinax= 350 
Bankcost per hour = 822.00 
Start up cost = 16836.50 
Shut down cost = 5000.00 
Minimum up time = 12.00 
Minimum down time = 12.00 
UNIT 6 
F(P) = 0.00000133 * P^2 + 12.66 * P + 434,87 
Pmin = 90 
Pmax= 360 
Bankcost per hour = 788.20 
Start up cost = 16349.80 
Shut down cost = 5000.00 
Minimum up time = 12.00 
Minimum down time = 12.00 
UNIT 7 
F(P) = 0.00001862 * P'^2 + 10.88 * P + 142.14 
Pmin = 60 
Pmax= 190 
Bankcost per hour = 398.75 
Start up cost = 7577.50 
Shut down cost = 3750.00 
Minimum up time = 8.00 
Minimum down time = 8.00 
UNIT 8 
F(P) = 0.00000535 * P^2 + 11.19 * P + 131.70 
Pmin = 75 
Pmax= 245 
Bankcost per hour = 486.25 
Start up cost = 8417.50 
Shut down cost = 3750.00 
Minimum up time = 8.00 
Minimum down time = 8.00 
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UNIT 9 
F(P) = 0.00000326 * P^2 + 10.66 * P + 112.66 
Pmin = 75 
Pmax= 255 
Bankcost per hour = 456.00 
Start up cost = 11566.40 
Shut down cost = 5000.00 
Minimum up time = 12.00 
Minimum down time = 12.00 
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APPENDIX C: RURAL ELECTRIC GENERATOR DATA 
UNIT 1 
F(P) = 0.00001448 * P'^2 + 17.65 * P + 110.67 
Pmin = 35 
Pmax= 175 
Bankcost per hour = 364.80 
Start up cost = 7251.70 
Shut down cost = 3750.00 
Minimum up time = 8.00 
Minimum down time = 8.00 
UNIT 2 
F(P) = 0.00005795 * P'^2 + 14.54 * P + 263.17 
Pmin = 40 
Pmax= 180 
Bankcost per hour = 423.70 
Start up cost = 7817.90 
Shut down cost = 3750.00 
Minimum up time = 8.00 
Minimum down time = 8.00 
UNIT 3 
F(P) = 0.00005229 * P^2 + 14.35 » P + 192.15 
Pmin= 40 
Pmax= 180 
Bankcost per hour = 385.20 
Start up cost = 7447.20 
Shut down cost = 3750.00 
Minimum up time = 8.00 
Minimum down time = 8.00 
UNIT 4 
F(P) = 0.00009728 * P^2 + 17.64 » P + 85.96 
Pmin= 20 
Pmax= 100 
Bankcost per hour = 218.75 
Start up cost = 4075.00 
Shut down cost = 2500.00 
Minimum up time = 6.00 
Minimum down time = 6.00 
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UNITS 
F(P) = 0.00023100 * P^2 + 16.58 * P + 110.36 
Pmin = 20 
Pmax= 100 
Bankcost per hour = 222.25 
Start up cost = 4099.50 
Shut down cost = 2500.00 
Minimum up time = 6.00 
Minimum down time = 6.00 
UNIT 6 
F(P) = 0.00017782 * P^2 + 16.63 * P + 98.72 
Pmin = 20 
Pmax= 100 
Bankcost per hour = 215.90 
Start up cost = 4053.80 
Shut down cost = 2500.00 
Minimum up time = 6.00 
Minimum down time = 6.00 
UNIT 7 
F(P) = 0.00024000 » P'^2 + 13.25 * P + 185.26 
Pmin= 30 
Pmax= 105 
Bankcost per hour = 294.40 
Start up cost = 6575.60 
Shut down cost = 3750.00 
Minimum up time = 8.00 
Minimum down time = 8.00 
UNITS 
F(P) = 0.00010704 • P^2 + 15.74 * P + 65.36 
Pmin = 30 
Pmax= 105 
Bankcost per hour = 270.40 
Start up cost = 6345.20 
Shut down cost = 3750.00 
Minimum up time = 8.00 
Minimum down time = 8.00 
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UNIT 9 
F(P) = 0.00000684 * P^2 + 14.76 » P + 82.52 
Pmin = 35 
Prnax= 175 
Bankcost per hour = 299.15 
Start up cost = 6714.80 
Shut down cost = 3750.00 
Minimum up time = 8.00 
Minimum down time = 8.00 
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APPENDIX D. UNIT COMMITMENT BY GENETIC ALGORITHM WITH 
PENALTY METHODS 
A paper accepted and to be published in the International Journal of Electric Power and 
Energy Systems. 
Tim Maifeld, Dr. Gerald Sheble 
Abstract 
A genetic algorithm is a random search procedure that is based on the survival of the 
fittest theory. This algorithm is applied to the unit commitment scheduling problem, which is 
the problem of determining the optimal set of generating units within a power system, to be 
used during the next one to seven days. This article will present an explanation of the genetic-
based algorithm, the implementation of this algorithm and a discussion of the problems 
encountered when using this algorithm with penalty methods for unit commitment scheduling. 
Introduction 
A need for optimality exists in the highly nonlinear and computationally difficuh power 
systems environment. Genetic algorithms (GAs), unlike strict mathematical methods, have the 
apparent ability to adapt to nonlinearities and discontinuities commonly found in power 
systems [1]. 
Previously, solution techniques used many assumptions to try to simplify and reduce 
computational effort in the unit commitment (UC) problem. Research has focused on UC 
techniques with various degrees of near optimality, efficiency and ability to handle diflScult 
constraints. Exhaustive enumeration is the only technique that can find the optimal solution, 
because it looks at every possible solution combination. Although, optimality is important, 
the computer execution time for this method is far too great to make it a feasible solution 
technique. Other techniques include priority list methods, which are simple and fast, but 
highly heuristic. Non-heuristic methods are dynamic programming and branch-and-bound. 
These methods are general and flexible, but as the size of the problem increases the 
computation time becomes unrealistic. Between these two extremes, there is the Lagrangian 
relaxation method, which seems to be a desirable compromise [2]. This method is efficient 
and well suited for large scale UC problems; however, the non-convexity of the UC problem 
may lead to an infeasible solution to the relaxed problem [3], Since most methods require 
approximations to meet the size of the solution space, accuracy is sacrificed for speed and 
86 
cost. Unfortunately, these techniques typically reduce the ability of the algorithm to 
consistently find a good UC schedule. 
Unit Commitment 
UC is the problem of determining the optimal set of generating units, within a power 
system, to be used during the next one to seven days. The general UC problem is to minimize 
operational costs (mainly fiael cost), transition costs (start-up/shut-down costs), and no-load 
cost (idle, banking or standby.) 
The most computationally intensive part of a UC program is economic dispatch. 
Economic dispatch is the process of allocating the required load demand among the available 
generating units such that the cost of operation is a minimum. Approximately seventy percent 
of the computer time in dynamic progranmiing based UC programs is consumed by the 
economic dispatch. The lambda-iteration method was used for the economic dispatch in the 
genetic-based UC program [4]. 
The UC problem can be formulated as follows [5]: 
Minimize F 
t n 
With the following constraints: 
Unit Coupling Constraints (For / = 1 to T) y 
^ (f/„, • P„,) = D, Demand Constraint 
n 
N 
^{U„, Pmax„)>D,+R,  Capacity Constraint 
n 
N 
2 iU„, • Rsmax„ )>R, System Reserve Constraint 
n 
Individual Unit Constraints (For // = 1 to ) 
Pmin„ < P„, < Pmax^ ft nt n Capacity limits of generating units when 1 
Generator Ramp Rate Limits 
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Variable definitions; 
Variable definitions: 
production cost of unit n in time period t 
load level in time period t 
total cost of unit commitment schedule 
maintenance cost for unit n in time period t 
number of units 
power generation of unit n in time period t 
generation high limit of unit n 
generation low limit of unit n 
system reserve requirements in time period t 
rate of available MW change per hour for unit n 
maximum contribution to reserve for unit n 
start-up cost for unit n in time period t 
shut-down cost for unit n in time period t 
number of time periods 
up/down time status of unit n at time period t 
Unt = 1 unit on 
Ufjt - 0 unit off 
Genetic Algorithms 
GAs are a global optimization technique based on the operations observed in natural 
selection and genetics. They operate on string structures, typically a concatenated list of 
binary digits representing a coding of the parameters for a given problem. Many such string 
structures are considered simultaneously, with the most fit of these structures receiving 
exponentially increasing opportunities to pass on genetically important material to successive 
generations of string structures. In this way, GAs search fi-om many points in the search space 
at once, and yet continually narrow the focus of the search to the areas of the observed best 
performance. GAs difier fi-om more traditional optimization techniques in four important 
ways [6]: 
• GAs use objective function information (evaluation of a given function using the 
parameters encoded in the string structure) to guide the search, not derivatives or 
other auxiliary information. 
• GAs use a coding of the parameters used to calculate the objective function in 
guiding the search, not the parameters themselves. 
• GAs search through many points in the solution space at one time, not a single point. 
Dt 
F 
MAINTfit 
N 
Pnt 
PmaXf j  
Pminf j  
Rt 
Rampf j  
RsmaXfi 
SUP„t 
SDOWNfj t  -
T 
Unt 
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• GAs use probabilistic rules, not deterministic rules, in moving from one set of 
solutions (a population) to the next. 
Three basic operators comprise a GA. These three operators are reproduction, 
crossover, and mutation. Reproduction effectively selects the fittest of the strings in the 
current population to be used in generating the next population. In this way, relevant 
information concerning the fitness of a string is passed along to successive generations. It can 
be shown that GAs actually allocate exponentially increasing trials to the most fit of these 
strings. Crossover serves as a mechanism by which strings can exchange information, possibly 
creating more highly fit strings in the process and allowing the exploration of new regions of 
the search space. The last of the GA operators is mutation, and is generally considered a 
secondaiy operator. Mutation ensures that a string position will never be fixed at a certain 
value for all time. 
The fundamental theorem of GAs - schemata with above average fitness values, short 
defining lengths, and low order are given an exponentially increasing number of trials as the 
search progresses. Schemata are similarity templates that describe a subset of strings with 
similarities at certain string positions. Defining length of a schema is the distance between the 
first and the last specific string position. Order of a schema is defined as the fixed number of 
positions present in a template. The highly fit, low order schemata are termed building 
blocks. Just as a building is constructed from the ground up by using many small, strong 
bricks, strings in a GA are constructed by reproducing short, low order, highly fit schemata 
and exchanging this information between strings. Thus, the best strings in a given population 
are reproduced and allowed to share, with other highly fit strings, the information that has 
allowed these strings to survive. 
One of the main benefits of using a GA is that it can easily be implemented into 
concurrent processing. Since, most of the computation involved in performing a GA is done 
on individual strings. Much of this individual work can be divided and performed in parallel 
by splitting the population into disjoint sub-populations and operating them in parallel [7,8]. 
Because of computer constraints, the GA will be performed on a single processor, but it could 
easily be implemented into concurrent processing. By doing so, the program's run time will 
decrease linearly by the number of processors being used. The maximum number of 
processors being less than or equal to the GA population. 
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Genetic Algorithm Implementation 
The GA implementation consists of initialization, penalty methods for the unmet 
constraints, calculation of cost, elitism, reproduction, crossover, and mutation of the UC 
schedules. A flowchart of the algorithm is given in Figure 1. 
No 
Yes 
GenefatioiK 
manmum geneiation? Done 
Crossovers mutation 
Calculate cost of UC schedule 
and add penalty costs 
Initialization 
Reproduction 
Elitist 
Generation ° generation -i-1 
Penalty methods 
Figure 1. GA flowchart 
Each part of the GA implementation can be explained as follows; 
• To initialize the population, a vector with dimension equal to the number of generators 
times the number of scheduling periods is randomly filled with zeros and ones. This UC 
schedule vector represents one member in the population. The vector initialization is then 
repeated for the number of members in the population. For this research, 9 generators and 
a scheduling period of 24 hours were used. The vector dimension, in this case, was equal 
to 216. This algorithm can be easily expanded to include the desired number of generators 
and hours. 
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Penalty methods are an optimization technique that take a constrained problem and 
represent it with an unconstrained problem with an extra term in the objective function 
that assigns a cost to the solutions that are not within the constrauied region [9]. The 
penalty method consisted of a constant multiplied by the generation. Thus in early 
generations the cost for violating a constraint was small, but in later generations the cost 
was quite large. The penalty method was applied to the following constraints: minimum 
down time, minimum up time, system demand, toO much generation, and spinning reserve. 
The calculation of cost of the UC schedule consists of 
1. calculating start-up and shut-down costs for each unit; 
2. calculating maintenance cost for each unit; 
3. calculating fuel cost for each UC schedule by running an economic dispatch 
algorithm for each hour and then summing this over the scheduling period for the 
total cost. 
Elitist ensures that the best individuals are never lost in moving from one generation to the 
next. The best members of each generation are saved and copied into the next generation. 
Reproduction is the mechanism in which the most highly fit members in a population are 
selected to pass on information to the next population of members. The fitness of each 
member is calculated by taking the inverse of the cost of each member's UC schedule. 
Cheaper UC schedules result in a higher fitness. The strings that are kept for reproduction 
are determined by roulette wheel selection. 
Crossover is the primary genetic operator that promotes the exploration of new regions in 
the search space. Crossover is a structured, yet randomized mechanism of exchanging 
information between strings. Crossover begins by randomly selecting two members 
previously placed in the mating pool during reproduction. A crossover point is then 
selected at random, and information fi'om one parent, up to the crossover point, is 
exchanged with the other parent. Thus, creating two new members for the next 
generation. 
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• Mutation is generally considered a secondary operator. Mutation ensures that no 
string position will ever be fixed at a certain value for all time. Mutation operates by 
toggling, in a binary alphabet, any given string position with probability of mutation, 
Pm. 
Genetic Algorithm Parameters 
Population Size =100 
Maximum Generations = 1000 
Elitism Number = 6 
Probability of Crossover = .65 
Probability of Mutation = .02 
Problems Encountered 
The main obstacle the GA encountered in solving the UC scheduling problem was with 
the constraints imposed by the UC problem. It was hoped that by penalizing each constraint, 
the GA would separate and reproduce all schedules that had violated fewer constraints. It 
was thought that the GA would resolve the easy constraints (system demand, and ready 
reserve) in early generations and the more difiicult constraints (minimum down time and 
minimum up time) in later generations. By doing so, each generation was expected to have a 
UC schedule with less violated constraints and with a higher fitness. But instead, the GA 
reproduced the UC schedules with violated constraints. This resulted in each generation 
having a population with similar fitness as the preceding generation. It seemed that there were 
too many constraints in the UC problem for the GA to decipher. 
An example with the minimum-down time constraint will be presented to illustrate the 
problem encountered. A 4 generator, 6 hour UC schedule will be used for this example. 
Generator 1 minimum-down time = 6 hours 
Generator 2 minimum-down time = 6 hours 
Generator 3 minimum-down time = 6 hours 
Generator 4 minimum-down time = 6 hours 
0 = Generator off for given hour. 
1 = Generator on for given hour. 
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Before Crossover 
Member 1 Member 2 
Hour 12 3 4 5 6 
Genl 0 0 0 0 0 0 
Gen2 0 0 0 0 0 0 
Gen3 1 1 1 1 1 1 
Gen4 I 1 I 1 1 1 
Hour 12 3 4 5 
Genl 1 1 1 1 1 
Gen2 1 1 1 1 1 
Gen3 0 0 0 0 0 
Gen 4 0 0 0 0 0 
0 
0 
6 
I 
Crossoverjjoint = random_number() * number_hours = .5*6 = 3 
After Crossover at hour 3 
New Member 1 New Member 2 
Hour 1 2 3 4 5 6 
Genl 1 1 1 0 0 0 
Gen 2 1 1 1 0 0 0 
Gen3 0 0 0 1 1 1 
Gen4 0 0 0 1 1 1 
Hour 1 2 3 4 5 6 
Genl 0 0 0 1 1 1 
Gen2 0 0 0 1 I 1 
Gen 3 1 1 1 0 0 0 
Gen 4 1 1 1 0 0 0 
Notice that before crossover the minimum-down time is satisfied for both members 
(UC schedules), but after crossover each member has broken the minimum-down time 
constraint 4 times. This is only one constraint, including the other constraints only 
compounds this problem. This example was chosen to illustrate the problem encountered; 
usually the UC schedule did not have some units on and some units oflF. A more typical GA 
population member (UC schedule) looked like Figure 2. 
Hour 1 2 3 4 5 6 
Gen 1 1 0 1 0 0 0 
Gen 2 1 1 0 0 1 0 
Gen3 0 0 1 1 0 1 
Gen 4 1 0 0 1 0 1 
Figure 2. Typical GA population member 
Another problem encountered was trying to decide the penalty assigned to each 
violation of a constraint. If a high penalty was assigned to a constraint, the constraint would 
probably be met. If a high penalty was assigned to system demand (making sure that each 
hour had enough generation to meet demand and reserves) the result was the GA just turned 
on all generating units for all hours. If a low penalty was assigned to a violation, the violation 
would be ignored. Many different penalty values were tried for each constraint, but none 
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every resulted in allowing the GA to find a good or even an acceptable unit commitment 
schedule. 
Conclusion 
A GA is a randomized optimization technique that closely emulates the natural process 
of evolution. The GA has been used to develop a 9 generator 24 hour UC schedule. Penalty 
methods were used to enforce the following constraints: minimum-down time, minimum-up 
time, system demand,excess generation, and spinning reserve. 
The two main problems encountered when using a GA with penalty methods is that 
the crossover operator can introduce new constraint violations that were not in either parent 
and selecting penalty values for 5 constraints that interact is hopeless. These two problems 
resulted in each generation of population members having similar fitness or similar unit 
commitment schedule cost as the preceding generation. 
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APPENDIX E. UNIT COMMITMENT BY GENETIC ALGORITHM AND EXPERT 
SYSTEM 
A paper published in tiie Journal of Electric Power Systems Research Journal. 
Tim Maifeld, Dr. Gerald Sheble 
Abstract 
A genetic algorithm (OA) is a random search procedure that is based on the survival of 
the fittest theory. This algorithm is applied to the unit commitment (UC) scheduling problem, 
which is the problem of determining the optimal set of generating units within a power system 
to be used during the next one to seven days. This paper will present an explanation of the 
GA, the implementation of this algorithm, and the results for a six generator 24 hour UC 
schedule. 
Introduction 
A need for optimality exists in the highly nonlinear and computationally difficuh power 
systems environment. Artificial intelligence, unlike strict mathematical methods, has the 
apparent ability to adapt to nonlinearities and discontinuities commonly found in power 
systems [1]. 
Previously, solution techniques used many assumptions to try to simplify and reduce 
computational effort in the UC problem. Research has focused on UC techniques vwth 
various degrees of near optimality, efficiency and ability to handle difficult constraints. 
Exhaustive enumeration is the only technique that can find the optimal solution because it 
looks at every possible solution combination. Although, optimality is important, the computer 
execution time for this method is far too great to make it a feasible solution technique. Other 
techniques include priority list methods, which are simple and fast, but highly heuristic. Non-
heuristic methods are dynamic programming and branch-and-bound. These methods are 
general and flexible, but as the size of the problem increases the computation time becomes 
unrealistic. Between these two extremes, there is the Lagrangian relaxation method, which 
seems to be a desirable compromise [2], This method is efficient and well suited for large 
scale UC problems; however, results receive fi'om DYNAMICS (Lagrangian relaxation based 
UC scheduling package) for a 6-generator, 24-hour UC schedule are less than optimal (see 
table 3). Since most methods require approximations to meet the size of the solution space. 
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accuracy is sacrificed for speed. Unfortunately, these techniques typically reduce the ability of 
the algorithm to consistently find a good UC schedule. 
Unit Commitment 
UC is the problem of determining the optimal set of generating units within a power 
system to be used during the next one to seven days. The general UC problem is to minimize 
operational costs (mainly fiiel cost), transition costs (start-up/shut-down costs), and no-load 
cost (idle, banking or stand-by.) 
The most computationally intensive part of a UC program is economic dispatch (ED). 
ED is the process of allocating the required load demand among the available generating units 
such that the cost of operation is a minimum. Approximately seventy percent of the computer 
time in dynamic progranmiing based UC programs is used in the calculation of ED. The 
lambda-iteration method was used for the ED in the GA UC program [4]. 
The UC problem can be formulated as follows [5]: 
Minimize F 
t n 
With the following constraints: 
Unit Coupling Constraints (For / = 1 to F) 
N 
P„,) = D, Demand Constraint 
n 
N 
max„) > D, + /?, Capacity Constraint 
n 
N 
{U„, • Rs max„ )>R, System Reserve Constraint 
n 
Individual Unit Constraints (For n = \ \ o N )  
Pmin„ < ?„, < Pmax„ 
\Pn,-Pn,-MRamp„ 
Capacity limits of generating units when U„t = 1 
Generator Ramp Rate Limits 
97 
Variable definitions: 
Rampn 
RsmaXfj 
SUPnt 
F 
MAINTnt 
N 
nit 
Pmax, 
Pmirit 
SDOWNnt 
T 
Unt 
production cost of unit n in time period t 
load level in time period t 
total cost of unit conunitment schedule 
maintenance cost for unit n in time period t 
number of units 
power generation of unit n in time period t 
generation high limit of unit n 
generation low limit of unit n 
system reserve requirements in time period t 
rate of available MW change per hour for unit n 
maximum contribution to reserve for unit n 
start-up cost for unit n in time period t 
shut-down cost for unit n in time period t 
number of time periods 
up/down time status of unit n at time period t 
Ufjt - 1 unit on 
Ufn = 0 unit off 
Genetic Algorithms 
GAs are a global optimization technique based on the operations observed in natural 
selection and genetics. They operate on string structures, typically a concatenated list of 
binary digits representing a coding of the parameters for a given problem. Many such string 
structures are considered simultaneously, with the most fit of these structures receiving 
exponentially increasing opportunities to pass on genetically important material to successive 
generations of string structures. In this way, GAs search from many points in the search space 
at once, and yet continually narrow the focus of the search to the areas of the observed best 
performance. GAs differ from more traditional optimization techniques in four important 
ways [6]: 
• GAs use objective function information (evaluation of a given function using the 
parameters encoded in the string structure) to guide the search, not derivatives or 
other auxiliary information. 
• GAs use a coding of the parameters used to calculate the objective function in 
guiding the search, not the parameters themselves. 
• GAs search through many points in the solution space at one time, not a single point. 
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• GAs use probabilistic rules, not deterministic rules, in moving from one set of 
solutions (a population) to the next. 
Three basic operators comprise a GA. These three operators are reproduction, 
crossover, and mutation. Reproduction effectively selects the fittest of the strings in the 
current population to be used in generating the next population. In this v^ay, relevant 
information concerning the fitness of a string is passed along to successive generations. It can 
be shown that GAs actually allocate exponentially increasing trials to the most fit of these 
strings. Crossover serves as a mechanism by which strings can exchange information, possibly 
creating more highly fit strings in the process and allowing the exploration of new regions of 
the search space. The last of the GA operators is mutation, and is generally thought of as a 
secondary operator. Mutation ensures that a string position will never be fixed at a certain 
value for all time. 
The fundamental theorem of GAs - schemata with above average fitness values, short 
defining lengths, and low order are given an exponentially increasing number of trials as the 
search progresses. Schemata are similarity templates that describe a subset of strings vnth 
similarities at certain string positions. These highly fit, low order schemata are termed 
building blocks. Just as a building is constructed from the ground up by using many small, 
strong bricks, strings in a GA are constructed by reproducing short, low order, highly fit 
schemata and exchanging this information between strings. Thus, the best strings in a given 
population are reproduced and allowed to share, with other highly fit strings, the information 
that has allowed these strings to survive. 
One of the main benefits of using a GA is that it could be easily implemented into 
concurrent processing. Since, most of the computation involved in performing a GA is done 
on individual strings. Much of this individual work can be divided and performed in parallel 
by splitting the population into disjoint sub-populations and operating them in parallel [7,8]. 
Because of computer constraints, the GA will be performed on a single processor, but it could 
easily be implemented into concurrent processing. By doing so, the execution time of the 
program can be drastically reduced. 
Genetic Algorithnoi Implementation 
The GA implementation consists of initialization, ED calculations, cost calculations, 
elitism, reproduction, crossover, and mutation of the UC schedules. A flowchart of the 
algorithm is given in Figure 1. 
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Economic dispatch (ED) 
Generation < 
maxitnum generations? 
No 
Yes 
Done 
Reproducton 
Elitiit 
CTOUOVCT 
Mutation (Call ED for the hour 
that mutation hat occurred.) 
Generation » generation * 1 
Calculate coit of UC ichodule 
Figure 1. GA flowchart 
Each part of the GA implementation can be explained as follows; 
• To initialize the population, a matrix with dimension equal to the number of generators by 
the number of scheduling periods is randomly filled with zeros and ones. This UC 
schedule matrix represents one member in the population. The matrix initialization is then 
repeated for the number of members in the population. For this research, 6 generators and 
a scheduling period of 24 hours were used. The matrix dimension, in this case, is equal to 
6 by 24. This algorithm can be easily expanded to include the desired number of 
generators and hours. 
• ED takes the initial matrices generated by initialization and calculates the generator output 
and cost for each hour. If the demand level for a hour is greater than the maximum output 
of the generating units, another generating unit chosen at random, is turned on. If the 
demand level is less than the minimum output of the generating units, a generating unit 
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chosen at random, is turned oif. ED is only used with the initialization and mutation 
subroutines. Since mutation is a technique that changes a small percentage of the on/ofF 
status of the generating units schedule, the only times ED is needed is for the hours where 
a mutation has occurred. Thus, ED is mainly used with the initialization subroutine. 
Basically, UC by GA searches for better UC schedules without having to calculate ED for 
each new UC schedule. An example illustrates how this is accomplished for a three 
generator 4 hour UC schedule. 
Member 1 Member 2 
Hours/ 1 2 3 4 Hours/ 1 2 3 4 Generator Generators 
0 0 0 0 gl 1 1 1 1 
g2 1 1 1 1 g2 0 0 0 0 
g3 0 0 0 0 g3 0 0 0 0 
Cll C12 C13 C14 C21 C22 C23 C24 
Cij = The cost for producing the desired output with that set of generating units for a 
given hour. 
0 = Generator is off during that hour. 
1 = Generator is on during that hour, 
Two new members are created after crossover at hour 2. 
New Member 1 New Member 2 
Hours/ 1 2 3 4 Hours/ 1 2 3 4 
Genera Genera 
tors tors 
gl 0 0 1 1 gl 1 1 0 0 
g2 1 1 0 0 g2 0 0 1 1 
g3 0 0 0 0 g3 0 0 0 0 
Cll C12 C23 C24 C21 C22 C13 C14 
Notice the cost of each hours ED has not change even though two new schedules have 
been created. This allows the GA to search for new UC schedules without having to calculate 
ED each time. 
• The calculation of cost of the UC schedule consists of the following: 
1. If a unit breaks the minimum-down time constraint, the unit is charged as if it were 
on stand-by for those hours. A temporary matrix is then created from the original UC 
schedule, except the stand-by hours are set to 1 instead of 0. 
2. Using the temporary matrix created in (1), the start-up and shut-dovm cost are 
calculated for each unit. 
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3. The fuel cost for each UC schedule is calculated by summing the ED cost for 
each hour. 
4. If in the temporary matrix the generating unit breaks the minimum-up time 
constraint, the additional number of hours that are needed to satisfy the constraint are 
multiplied by the stand-by cost and then added to the UC schedule cost. 
• Elitist ensures that the best individuals are never lost in moving from one generation to the 
next. The best members of each generation were saved and copied into the next 
generation, 
• Reproduction is the mechanism in which the most highly fit members of a population are 
selected to pass on information to the next population of members. The fitness of each 
member was calculated by taking the inverse of the cost of each members UC schedule. 
Cheaper UC schedules resulted in a higher fitness. The matrices that were kept for 
reproduction were determined by roulette wheel selection. 
• Crossover is the primary genetic operator that promotes the exploration of new regions in 
the search space. Crossover is a structured, yet randomized mechanism of exchanging 
information between strings. Crossover begins by selecting, at random, two members 
previously placed in the mating pool during reproduction. A crossover point is then 
selected at random, and information from parent one, up to the crossover point, is 
exchanged with the other member. Thus, creating two new members for the next 
generation. The probability of crossover used in this research was a function of the 
generation number. Initially a probability for crossover was entered. For every generation 
thereafter, the probability of crossover is exponentially decreased [10]. This technique 
helps the convergence of the GA without much loss of solution optimality. 
• Mutation is generally thought of as a secondary operator. This operator ensures that no 
string position will ever be fixed at a certain value for all time. Mutation operates by 
toggling any given binary weight matrix position using the probability of mutation. The 
probability of mutation used in this research was a function of the generation number. 
Initially a probability for mutation was entered. For every generation thereafter, the 
probability of mutation is exponentially increased [10]. The reason for an adaptive 
mutation operator is that in early generations the members of the population are very 
distinct, and do not need mutation. In later generations when the GA is locating good 
solutions, a method is needed to keep finding better solutions in these areas. This method 
is mutation. 
Population size = 100 
Maximum generations = 600 
Genetic Algorithm Parameters 
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Elitist number = 4 
Probability of crossover = exp(-generation / maximum generations) 
Probability of mutation = -1 + exp(.5*generation / maximum generations) 
Test System and Computation Time 
The generator and load data can be found in appendix A. UC by GA is written in C. 
The approximate computer time on a university's DEC station is 5 minutes. The approximate 
computer time for DYNAMICS run on a SUN Sparc station LX is approximately 1 minute. 
An algorithm was used to compare the execution time of the two computers. The Sun 
machine took 4/3 longer than the Dec station. It should be remembered that the GA can be 
easily implemented into concurrent processing which would greatly reduce the computational 
time. The concurrent processing also makes it possible for larger systems and longer study 
periods to be scheduled in a reasonable amount of computer time. 
Results 
The results are compared to DYNAMICS, a Lagrangian relaxation UC program 
written by Decision Focus Incorporated for EPRI. The first load profile was for a 24-hour set 
of loads that would cause all six generating units to be turned on. All generating units are 
initially off at the begitming of the scheduling period. The results are given in Table 1. 
Table 1 shows that DYNAMICS finds a cheaper UC schedule than the GA UC 
program for all 5 random number seeds. The 24 hour UC schedule for DYNAMICS and the 
best GA schedule are given in Table 2. 
Table 1. DYNAMICS and GA UC Schedule Cost 
Algorithm Random Number Seed Cost of UC Schedule 
DYNAMICS N.A. $480883.00 
GA 0.15 $483684.38 
GA 0.35 $483624.97 
GA 0.55 $484154.22 
GA 0.75 $483818.42 
GA 0.95 $483623.73 
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Table 2. DYNAMICS and GA UC Schedules 
DYNAMICS UC Schedule 
Houis 
/ 
Cener 
ators 
1 8 
0 
GA JC Schedule (Random number seed .95 
HOUIS 
/ 
Gener 
1 2 3 4 5 6 7 8 9 1 1 1 1 1 1 1 1 1 1 2 2 2 2 2 
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 
atora 
0 0 1 1 1 1 1 1 1 1 1 1 1 I 1 1 1 1 1 1 1 1 1 1 
82 0 0 0 0 0 0 0 0 1 1 1 1 1 s 1 1 1 1 1 1 1 s 1 1 
83 0 0 0 1 1 I 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
«4 1 1 1 1 1 1 1 1 1 1 1 1 I 1 1 1 I 1 1 1 1 1 1 1 
85 1 1 1 1 1 1 1 1 1 1 1 1 1 I 1 1 1 1 1 1 1 1 1 1 
§6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
0 = Generator is off during that hour. 
1 = Generator is on during that hour. 
s = Generator is on stand-by for that hour. 
It can be seen in Table 1 that the GA finds good UC schedules without the use of any 
heuristics. It can also be seen in Table 2 that the GA schedule has 2 hours that have the 
generating units on stand-by. In general, GAs are a good global search technique, but a poor 
local search technique. To compensate for this an expert system was created. The expert 
system takes the UC schedule that the GA has created and checks the stand-by hours to see if 
the cost of the schedule can be reduced by turning the generating unit on. The result of doing 
this for the 5 random number seeds is given in Table 3. 
Table 3 shows the hybrid technique of a GA and an expert system find cheaper UC 
schedules than DYNAMICS for all five random number seeds. Also, all five GA schedules 
are different. I would like to highlight this point because it shows the GA is a probabilistic 
optimization technique not a deterministic optimization technique. 
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Table 3. DYNAMICS and GA & Expert System UC Schedule Cost 
Algorithm Random Number Seed Cost of UC Schedule 
DYNAMICS N.A. $480883.00 
GA & Expert System 0.15 $477633.50 
GA & Expert System 0.35 $471655.76 
GA & Expert System 0.55 $471119.04 
GA & Expert System 0.75 $466587.52 
GA & Expert System 0.95 $474214.10 
Table 4. UC Schedule Cost of DYNAMICS and GA & Expert System where 
all Generating Units are not needed for the Scheduled Load 
Algorithm Random Number Seed Cost of UC Schedule 
DYNAMICS N.A. $316011.00 
GA & Expert System .15 $379240.42 
GA & Expert System .35 $315337.77 
GA & Expert System .55 $373864.98 
GA & Expert System .75 $375046.94 
GA & Expert System .95 $373782.25 
The second load profile was for a 24 hour load that would not need all six generating 
units on. All generating units are initially off at the beginning of the scheduling period. The 
resuhs are given in Table 4. 
DYNAMICS UC schedule consisted of not turning unit 6 on for the 24 hour schedule. 
The GA UC program did the same for random number seed .35. These two UC schedules are 
very similar. The other GA UC schedules turned on all six generating units. Appendix A 
shows the start-up cost for unit 6 to be $65866.00. Thus, the start-up cost for unit 6 is a 
major percentage of the total UC schedule cost. Obviously the optimal answer would have 
unit 6 turned off for this 24 hour UC schedule. The reason the GA has a hard time figuring 
this out is because of how the UC schedules are charged. When a unit breaks the minimum-
down time constraint, the schedule is charged as if it were stand-by for those hours. Also, 
when a unit breaks the minimum-up time constraint, the additional number of hours that are 
needed to satisfy the constraint are multiplied by the stand-by cost and then added to the UC 
schedule cost. Since the GA uses cost information to guide the search, the above UC costings 
have the GA searching for good UC schedules by trying to reduce the stand-by hours. For 
this costing technique a priority list method or DYNAMICS is needed to decide what set of 
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generating units need to be turned on for a given scheduling period. Then the GA can search 
in this solution space and probably find a cheaper UC schedule. The result of turning unit 6 
off and searching with the GA in the 5 generating unit solution space resuhed in the following 
UC schedules cost given in Table 6. 
Table 6. UC Schedule Cost of DYNAMICS and GA & Expert System 
in the 5 Generator Solution Space 
Algorithm Random Number Seed Cost of UC Schedule 
DYNAMICS N.A. $316011.00 
GA & Expert System 0.15 $315463.95 
GA & Expert System 0.35 $315774.06 
GA & Expert System 0.55 $315560.05 
GA & Expert System 0.75 $315834.72 
GA & Expert System 0.95 $315535.49 
In Table 6 all genetic-based UC algorithm random number seeds produced feasible 
UC schedules that were less than DYNAMICS UC schedule cost. 
Conclusion 
A new UC algorithm by a GA has been presented. The algorithm is a randomized 
optimization technique that closely emulates the natural process of evolution. The algorithm 
has been applied to a 6-generator, 24-hour UC schedule. The algorithm is a robust method 
and uses no heuristics in searching for superior UC schedules. The results show that when a 
hybrid technique of a GA and expert system are combmed, near optimal results are obtained. 
The advantages of the algorithm are given below followed by the disadvantage and future 
research ideas. 
ADVANTAGES OF USING A GA FOR UC 
1. UC by GA has eliminated the computational intensive ED calculation when searching for 
better UC schedules. This allows the ED algorithm to be more complex and model the 
heat rate curves closer to reality without a big increase in computation time. (i.e. valve 
point loading curves.) 
2. UC by GA can be easily implemented into concurrent processing. 
3. UC by GA can easily handle any constraint that can be true costed. True costing is 
representing a constraint by the actual cost to have the solution valid with the constraint 
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broken. An example of how to apply true costing will be given for the crew constraint. A 
crew c?n only turn on one unit at a time at a plant. A GA would not understand the constraint 
if we said it is not possible. We have to true cost the constraint. One way to do this would be 
to have the UC schedule charged approximately what it would cost to transport a crew in and 
have them start the unit. This allows the GA to figure out the constraint and maybe even find 
a cheaper UC schedule that was never allowed to exist using the old constraint. 
DISADVANTAGE OF USING A GA FOR UC 
1. Two different runs of a GA can produce two totally different UC schedules, even though 
the only thing to change is the random number seed. 
FUTURE IDEAS FOR RESEARCH 
1. The GA maintained a diverse population throughout each run. Because of this, it is 
thought there is probably a way to have the algorithm find many different UC schedules 
that are similar in cost. This would be a major help in transaction evaluation for a 
generating company that is trying to maximize profits in the less regulated utility 
environment. 
2. Develop a costing technique for minimum-up time and minimum-dovm time constraints 
that allows the GA to figure out when a unit should not be turned on for a given 
scheduling period. 
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Appendix: Generator and Load Data 
UNIT 1 
F(P)=.00482*P2+8.6354*P+75.9211 
Pmin = 45 MW Pniax=240 MW 
Bank cost per hour $234.00 
Start-up cost $9746.00 
Shut-down cost $7500.00 
Minimum-up time 8 hours 
Minimum-down time 8 hours 
UNIT 2 
F(P)=.00452*P2 +8.68309*P+86.0796 
Pmin = 45 MW Pmax=240 MW 
Bank cost per hour $ 239.00 
Start-up cost $9794.00 
Shut-down cost $7500.00 
Minimum-up time 8 hours 
Minimum-down time 8 hours 
UNIT 3 
F(P)=.0025*P2 +8.7515*P+224.94 
Pmin = 270 MW Pmax=450 MW 
Bank cost per hour $ 1329.00 
Start-up cost $29138.00 
Shut-down cost $1000.00 
Minimum-up time 12 hours 
Minimum-down time 12 hours 
UNIT 4 
F(P)=.0035»P2 +7.34518*P+231.141 
Pmin =150 MW Pmax=350 MW 
Bank cost per hour $675.00 
Start-up cost $19720.00 
Shut-down cost $ 1000.00 
Minimum-up time 12 hours 
Minimum-down time 12 hours 
UNITS 
F(P)= 0035*P2 +7.23297*P+230.881 
Pmin = 150 MW Pmax=350 MW 
Bank cost per hour $668.00 
Start-up cost $19619.00 
Shut-down cost $1000.00 
Minimum-uptime 12 hours 
Minimum-down time 12 hours 
UNIT 6 
F(P)=.00142*P2 +8.57*P+650.00 
Pmin = 3 50 MW Pmax=750 MW 
Bank cost per hour $ 668.00 
Start-up cost $65866.00 
Shut-down cost $1250.00 
Minimum-up time 24 hours 
Minimum-down time 24 hours 
HOUR LOADl LOAD 2 
1 1025 625 
2 1020 620 
3 1015 615 
4 1060 660 
5 1225 825 
6 1297 897 
7 1389 989 
8 1459 1059 
9 1528 1128 
10 1566 1166 
11 1631 1231 
12 1598 1198 
13 1640 1240 
14 1692 1292 
15 1688 1288 
16 1694 1294 
17 1618 1218 
18 1548 1148 
19 1513 1113 
20 1302 902 
21 1210 810 
22 1021 621 
23 1046 646 
24 1025 625 
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APPENDIX F. EVOLUTION OF A UNIT COMMITMENT SCHEDULE USING A 
GENETIC ALGORITHM 
A paper published in The Proceedings of the Twenty-Sixth Annual North American Power 
Symposium. 
Tim Maifeld, Dr. Gerald Sheble 
Abstract 
A genetic algorithm (GA) is a random search procedure that is based on the survdval of 
the fittest theory. This algorithm is applied to the Unit Commitment (UC) scheduling 
problem, which is the problem of determining the optimal set of generating units within a 
power system to be used during the next one to seven days. This paper will present an 
explanation of the GA, the implementation of this algorithm, and the resuhs for a nine 
generator 48 hour UC schedule. The difference between this paper and [1] is: 
1. A mutation technique has been developed that allows a GA to figure out if a generating 
unit should be off for a scheduling period. 
2. The number of generators has been increased fi'om six to nine. 
3. Parent selection is done using rank-based fitness instead of the UC schedule cost. 
4. The number of hours has been increased fi-om 24 to 48. 
Introduction 
Recently, artificial intelligence has become an interesting and rewarding research area. 
Its application to power system analysis appears to be a promising extension. A need for 
optimality exists in the highly nonlinear and computationally difficult power systems 
environment. Artificial intelligence, unlike strict mathematical methods, has the apparent 
ability to adapt to nonlinearities and discontinuities commonly found in power systems [2]. 
Previously, solution techniques used many assumptions to try to simplify and reduce 
computational effort in the UC problem. Research has focused on efficient and near optimal 
UC solution techniques. In fact, literature is abundant in UC methods with various degrees of 
near optimality, efficiency and ability to handle difBcuh constraints. Exhaustive enumeration 
is the only technique that can find the optimal solution because it looks at every possible 
solution combination. Although, optimality is important, the computer execution time for this 
method is far too great to make it a feasible solution technique. Other techniques include 
priority list methods, which are simple and fast, but highly heuristic. At the other extreme. 
I l l  
there are dynamic programming [3,4,5,6] and branch-and-bound methods. These methods are 
general and flexible, but often prone to the "curse of dimensionality". Between these two 
extremes, there is the Lagrangian relaxation method [7,8], which seems to be a desirable 
compromise. This method is efficient and well suited for large scale UC problems; however, 
resuhs receive from DYNAMICS (Lagrangian relaxation based UC scheduling package) for a 
6-generator 24-hour UC schedule are less than optimal [1]. A novel approach to UC 
scheduling can be found in [9,10]. The approach presented is to commit units by a bidding 
procedure. The idea is to identify the next unit to be committed by allowing each 
uncommitted unit to bid to be turned on. The unit that is the most economical according to 
the system's needs is the next unit to be committed. Since most methods require 
approximations to meet the size of the solution space, accuracy is sacrificed for speed. Thus, 
a new paradigm is needed that will exploit the use of cheap computer processing units (a 
concurrent processing program to reduce the execution time) and can find a near optimal 
solution in a very difficult search space (a robust optimization algorithm) [11]. 
Unit Commitment 
UC is the problem of determining the optimal set of generating units within a power 
system to be used during the next one to seven days. The general UC problem is to minimize 
operational costs (mainly fuel cost), transition costs (start-up/shut-down costs), and no-load 
cost (idle, banking or stand-by.) 
The most computationally intensive part of a UC program is economic dispatch (ED). 
ED is the process of allocating the required load demand among generating units such that the 
cost of operation is minimum. Approximately seventy percent of the computer time in 
dynamic programming based UC programs is used in the calculation of ED. The lambda-
iteration method was used for the ED in the GA UC program [12]. 
The UC problem can be formulated as follows [13]: 
Minimize F 
=iZ[(Q,+A^/A^r„,)•{/„,+5i/P,C/„,(l-i/«.,)+5Z)0»W„,.(l-C/„,)•{/„,.,] 
t n 
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With the following constraints: 
Unit Coupling Constraints (For / = 1 to T) 
;V 
P„,) = A Demand Constraint 
n 
N 
max„ ) > D , + R ,  Capacity Constraint 
n 
N 
^{U„, Rsmax„ ) > R ,  System Reserve Constraint 
n 
Individual Unit Constraints (For « = 1 to A'^) 
P min „< P„, <P max „ Capacity limits of generating units when U„, = 1 
\^nt ~ ^nt-11- Generator Ramp Rate Limits 
Variable definitions: 
Q;/ production cost of unit n in time period t 
Df load level in time period t 
F total cost of unit commitment schedule 
MAlNT„t mamtenance cost for unit n in time period t 
N number of units 
Pnt power generation of unit n in time period t 
P m a X f j  generation high limit of unit n 
PntiUfi generation low limit of unit n 
Rt system reserve requirements in time period t 
Rampfj rate of available change per hour for unit n 
RsmaXfi maximum contribution to reserve for unit n 
SUPnt start-up cost for unit n in time period t 
SDOWNnt - shut-down cost for unit n in time period t 
T number of time periods 
Unt up/down time status of unit n at time period t 
U f f f  = 1 unit on 
Ufjt = 0 unit off 
Genetic Algorithms 
GAs are a global optimization technique based on the operations observed in natural 
selection and genetics. They operate on string structures, typically a concatenated list of 
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binary digits representing a coding of the parameters for a given problem. Many such string 
structures are considered simultaneously, with the most fit of these structures receiving 
exponentially increasing opportunities to pass on genetically important material to successive 
generations of string structures. In this way, GAs search fi^om many points in the search space 
at once, and yet continually narrow the focus of the search to the areas of the observed best 
performance. GAs differ fi-om more traditional optimization techniques in four important 
ways [14]: 
• GAs use objective function information (evaluation of a given function using the 
parameters encoded in the string structure) to guide the search, not derivatives or 
other auxiliary information. 
• GAs use a coding of the parameters used to calculate the objective function in 
guiding the search, not the parameters themselves. 
• GAs search through many points in the solution space at one time, not a single point. 
• GAs use probabilistic rules, not deterministic rules, in moving from one set of 
solutions (a population) to the next. 
Three basic operators comprise a GA. These three operators are reproduction, 
crossover, and mutation. Reproduction effectively selects the fittest of the strings in the 
current population to be used in generating the next population. In this way, relevant 
information concerning the fitness of a string is passed along to successive generations. It can 
be shown that GAs actually allocate exponentially increasing trials to the most fit of these 
strings. Crossover serves as a mechanism by which strings can exchange information, possibly 
creating more highly fit strings in the process and allowing the exploration of new regions of 
the search space. The last of the GA operators is mutation, and is generally thought of as a 
secondary operator. Mutation ensures that a string position will never be fixed at a certain 
value for all time. 
The fundamental theorem of GAs - schemata with above average fitness values, short 
defining lengths, and low order are given an exponentially increasing number of trials as the 
search progresses. Schemata are similarity templates which describe a subset of strings with 
similarities at certain string positions. These highly fit, low order schemata are termed 
building blocks. Just as a building is constructed fi'om the ground up by using many small, 
strong bricks, strings in a GA are constructed by reproducing short, low order, highly fit 
schemata and exchanging this information between strings. Thus, the best strings in a given 
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population are reproduced and allowed to share, with other highly fit strings, the information 
that has allowed these strings to survive. 
One of the main benefits of using a GA is that it can easily be implemented into 
concurrent processmg. Since, most of the computation involved in performing a GA is done 
on individual strings. Much of this individual work can be divided and performed in parallel 
by splitting the population into disjoint sub-populations and operating them in parallel [15]. 
Because of computer constraints, the GA will be performed on a single processor, but it could 
easily be implemented into concurrent processmg. By doing so, the execution time of the 
program can be drastically reduced. 
Genetic Algorithm Implementation 
The GA implementation consists of initialization, ED calculations, cost calculations, 
elitism, reproduction, crossover, and mutation of the UC schedules. A flowchart of the 
algorithm is given in Figure 1. 
Each part of the GA implementation can be explained as follows; 
• To initialize the population, a matrix with dimension equal to the number of generators by 
the number of scheduling periods is randomly filled with zeros and ones. This UC 
schedule matrix represents one member in the population. The matrix initialization is then 
repeated for the number of members in the population. For this research, 9 generators and 
a scheduling period of 48 hours were used. The matrix dimension, in this case, is equal to 
9 by 48. This algorithm can be easily expanded to include the desired number of 
generators and hours. 
• ED takes the initial matrices generated by initialization and calculates the generator output 
and cost for each hour. If the demand level for a hour is greater than the maximum output 
of the generating units, another generating unit chosen at random, is turned on. If the 
demand level is less than the minimum output of the generating units, a generating unit 
chosen at random, is turned off. ED is only used with the initialization and mutation 
subroutines. 
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Economic dispslcfa (ED) 
Generation < 
manmum genenit)ont7 
No Expert 
System 
Done 
Yes 
Calculate cost of UC schedule 
Reproduction 
Crossover 
Standard mutation (call ED for 
the hour that nmtatxm has 
occurred.) 
Turn generator offmutation 
(can ED) 
(^ neration = generation * 1 
Figure 1. GA flowchart 
• The calculation of cost of the UC schedule consists of the following; 
1. If a unit breaks the minimum-down time constraint, the unit is charged as if it were on 
stand-by for those hours. A temporary matrix is then created from the original UC 
schedule, except the stand-by hours are set to 1 instead of 0. 
2. If a unit breaks the minimum-up time constraint in the temporary matrix created in 
(1), the unit is charged as if it were on stand-by for the additional number of hours 
needed to satisfy the constramt. The temporary matrix then has those hours set to 1 
instead ofO. 
3. Using the temporary matrix created from (1) and (2), the start-up and shut-down cost 
are calculated for each unit. 
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4. The fuel cost for each UC schedule is calculated by summing the ED cost for each 
hour. 
• Elitist ensures that the best individuals are never lost in moving from one generation to the 
next. The best members of each generation were saved and copied into the next 
generation. 
• Reproduction is the mechanism by which the most highly fit members in a population are 
selected to pass on information to the next population of members. The fitness of each 
member was determined by ordering the UC schedules by cost (cheapest schedule 1st, 2nd 
cheapest schedule next, etc.), then each member was assigned a fitness according to their 
rank. The members that were kept for reproduction were determined by roulette wheel 
selection. This type of reproduction is called rank-based fitness and can be found in [16]. 
• Crossover is the primary genetic operator that promotes the exploration of new regions in 
the search space. Crossover is a structured, yet randomized mechanism of exchanging 
information between strings. Crossover begins by selecting, at random, two members 
previously placed in the mating pool during reproduction. A crossover point is then 
selected at random, and information from parent one, up to the crossover point, is 
exchanged with the other member. Thus, creating two new members for the next 
generation. The probability of crossover used in this research was a function of the 
generation number. Initially a probability for crossover was entered. For every generation 
thereafter, the probability of crossover is exponentially decreased [17]. This technique 
helps the convergence of the GA without much loss of solution optimality. 
• Standard mutation is generally thought of as a secondary operator. This operator ensures 
that no string position will ever be fixed at a certain value for all time. Standard mutation 
operates by toggling any given binary weight matrix position using the probability of 
mutation. The probability of mutation used in this research was a frinction of the 
generation number. Initially a probability for mutation was entered. For every generation 
thereafter, the probability of mutation is exponentially increased [17]. The reason for an 
adaptive mutation operator is that in early generations the members of the population are 
very distinct and do not need mutation. In later generations when the GA is locating good 
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solutions, a method is needed to keep finding better solutions in these areas. This method 
is mutation. 
• Tum-ofF generator mutation - this mutation operator turns off a generator for the 
scheduling period. The probability of this operator being used on an UC schedule member 
was .01. This operator allowed the GA to figure out if a generating unit should be oflF for 
a scheduling period. 
• Expert system - this subroutine takes the UC schedule the GA has created and checks the 
banking hours to see if the cost of the schedule can be reduced by turning the generating 
unit on. 
Genetic Algorithm Parameters 
Population size = 100, 200 
Maximum generations = 500 
Elitist number = 4 
Probability of crossover = exp(-generation / maximum generations) 
Probability of mutation = -1 + exp(.5*generation / maximum generations) 
Test System and Computational Time 
UC by GA is written in C. The approximate computer time on a university's DEC 
station for a population size of 100 members is 12 minutes. The approximate computer time 
for DYNAMICS run on a SUN machine is approximately 1.5 minutes. An algorithm was 
used to compare the execution time of the two computers. The Sun machine took 4/3 longer 
than the Dec station. It should be remembered that the GA can be easily implemented into 
concurrent processing that would greatly reduce the computational time. The concurrent 
processing also makes it possible for larger systems and longer study periods to be scheduled 
in a reasonable amount of computer time. 
Results 
The results are compared to DYNAMICS, a LaGrangian Relaxation UC program 
written by Decision Focus Incorporated. All generating units are initially off at the beginning 
of the scheduling period. The population size was 100 members. The resuhs are given in 
Table 1. 
Table 1. DYNAMICS and UC by GA Schedule Cost (48 Hour) 
PROGRAM COST ($) 
DIFFERENCE 
FROM 
DYNAMICS ($) 
DYNAMICS $1,298,050.00 $ 0.00 
UCbyGA(.15) $1,317,034.06 -$18,984.06 
UCbvGA(.35) $1,297,444.22 $ 605.78 
UCbvGA(.55) $1,295,843.97 $ 2206.03 
UCbyGA(.75) $1,298,183.02 -$ 133.02 
UCbvGA(.95) $1,297,400.20 $ 649.80 
The results show that UC by GA found a cheaper UC schedule than DYNAMICS for 
three random number seeds. Since the GA is a probabilistic technique a good answer cannot 
be guaranteed for every run. This can be seen to have happened in UC by GA random 
number seed .15. 
If the GA is implemented into concurrent processing with each member in the 
population receiving a microprocessor, a bigger population size could be used with only a 
small increase in execution time. Table 2 is the same experiment as Table 1, but using a 
population size of200. 
UC by GA using a population size of200 results in UC schedules that are cheaper, on 
average, than the results of UC by GA with a population size of 100. It can be expected that 
if even bigger population sizes were used, cheaper average UC schedule cost would result. 
Table 2. DYNAMICS and UC by GA Schedule Cost (48 Hour) 
PROGRAM COST ($) 
DIFFERENCE 
FROM 
DYNAMICS ($) 
DYNAMICS $1,298,050.00 $ 0.00 
UCbvGA(.15) $1,293,393.69 $ 4,656.31 
UCbvGA(.35) $1,292,342.47 $ 5,707.53 
UCbvGA(.55) $1,297,495.75 $ 554.25 
UCbvGA(.75) $1,299,966.79 -$ 1,916.79 
UCbyGA(.95) $1,296,464.38 $ 1,585.62 
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Conclusion 
A new mutation technique (tum-ofF generator mutation) has been presented. The 
mutation technique allows a GA to figure out if a generating unit should be off for a 
scheduling period. Parent selection was done using rank-based fitness instead of roulette 
wheel parent selection. Rank-based parent selection maintained more diversity in the 
members of the population and resuUed in better UC schedules. For empirical results of rank-
based fitness see [16]. 
UC by GA is a randomized optimization technique that closely emulates the natural 
process of evolution. The algorithm has been applied to a nine generator 48 hour UC 
schedule. Using a population size of 100 members, UC by GA found better UC schedules 
than DYNAMICS for 3 of the 5 random number seeds. Increasing the population size to 200 
members resuhed in cheaper UC schedules, on average, than the results of UC by GA with a 
population size of 100 members. If even bigger population sizes were used, cheaper average 
UC schedule cost would resuh. Since the algorithm can be easily implemented into 
concurrent processing, where each member of the population would receive its own 
microprocessor, a bigger population size could be used with only a small increase in execution 
time. UC by GA is a robust method and uses no heuristics in searching for superior UC 
schedules. 
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