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The Uniform Convergence of 
Special Standardized Distributions 
Marcia Lami May 2002 66 Pages 
Directed by: David Neal, Sherrie Serros, and Bruce Kessler 
Department of Mathematics Western Kentucky University 
In this thesis, the uniform convergence of two special standardized 
distributions are examined. The Gamma distribution is standardized, and then the 
probability density function of the standardized Gamma distribution is shown to 
converge uniformly to the probability density function of the normal distribution. 
The F-distribution is standardized, and then the probability density function of the 
standardized F-distribution is shown to converge uniformly to the probability 
density function of the normal distribution. Along the way, some other interesting 
limits are observed. 
Introduction 
It was in the early nineteenth century that the idea of uniform conver-
gence was first recognized by Augustin Cauchy in his book entitled Analyse 
algebrique, published in 1821. In this book, Cauchy proved that a convergent 
series of terms, each of which is continuous, converges to a continuous function 
[6], By a careful examination of Cauchy's proof, Neils Abel discovered that the 
proof was invalid since a counterexample existed. As a result, the works of 
Philipp Seidel and George Stokes in the 1847 are usually linked to the develop-
ment of the concept of uniform convergence. Neither of the mathematicians 
defined uniform convergence; instead they provided insight into types of conver-
gence which are related to uniform convergence. 
Cauchy corrected the error in his proof in a paper published in 1853 [6]. 
In the corrected proof, Cauchy did not use the term uniform convergence. 
However, he did impose on the convergent sequence of continuous functions the 
inequality conditions on remainders that characterize uniform convergence [6]. It 
was Karl Weierstrass who, in 1859, coined the term uniform convergence in the 
lectures he gave at the University of Berlin. 
Due to the initial work of Cauchy, Seidel, Stokes, and Weierstrass, we 
now have an interesting analytic property. This property states that a sequence of 
2 
functions {fn(x)} converges uniformly on a compact subset of the real numbers if 
there is a function f(x) such that for each s > 0 there is an integer N such that for 
n> N fn{x) is within e of f{x) for all x e [-b, b] [1], Our goal is to show that the 
probability density functions of the standardized gamma distribution and the 
standardized F-distribution have this analytic property. In particular, we shall 
demonstrate that the probability density functions of these standardized distribu-
tions converge uniformly on compact sets to the standard normal distribution. 
3 
Chapter One 
Uniform Convergence of the Standardized Gamma Distribution 
1.1 Introduction of the gamma distribution 
The gamma distribution is a single-variable continuous distribution that is 
used to describe random variables bounded at one end. It is the appropriate model 
for the time required for a total of exactly a independent events to take place if 
events occur at a constant rate 1/0; this suggests numerous applications. For 
example, if a part is ordered in lots of size a and the demand for the individual 
parts arises independently at a constant rate 1/6 per week, then the time between 
lot depletions is a gamma variate. Similarly, system time to failure is gamma 
distributed if system failure occurs as soon as exactly a subfailures have taken 
place and if subfailures occur independently at a constant rate of 1/6. 
The probability density function (p.d.f.) of the gamma distribution with 
parameters a and 6 is intimately connected with the Poisson process, which 
counts the number of occurrences per unit time. To illustrate this connection, let 
Nx be the number of occurrences in a unit of measure x which follows the Poisson 
process with mean \/8. Let X be the units of measurement needed until the a 
occurrences. Then 
4 
P[NX< a] = Z 
n=0 n\ 
= P [X > x] 
= 1 - F(x), 
where F(x) is the cumulative distribution function (c.d.f.) for the unit of measure 
until the a occurrences. This result implies that 
a-l e'e I*) 
F(x) = 1 - 2 ^ 
n=0 n\ 
Since the p.d.f. is the derivative of the c.d.f., we obtain the p.d.f. of the gamma 
distribution as follows: 
Ax) = d d x 1 - 2 
n=0 n\ 
^ r i l f T l ^ W x v I 
= - 2 
n=0 
1 ' 1 r ( f ) 
JC yj-1 
e o Z 
W=1 ( " - D ! 
( I T 
= 7 e 6 
K 1 ( ^ r 1 ( f ) x \n 
Ln=l (n-1)! - Z n= 1 
1 _ 1 _ 
1 _ -I X_ 
r "J;1 ( # ) " " ' 
- y 2 i l l 
n\ 
n=\ 
+ 
jcyz-1 ^ 
0 (i) 
(a - l ) ! 
1 - (f) a-l \ (a-1)! 
xa-l 
d<*(a-1)! e 0 
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for all x > 0. Since the random variable X is defined to be the units of measure-
ment needed until the a occurrences with the average number of occurrences 
being MB per unit, X has a gamma distribution with parameters a and 6. 
1.2 Standardizing the density of the gamma distribution 
In general, the gamma distribution X ~ T [ a , 0\ with shape parameter a 
and scale parameter 6 is described by the probability density function 
for x > 0, where the gamma function is defined for a > 0 by 
r(o0 = f ^ t ^ e - ' d t . 
A graph of the p.d.f. shows that there are three basic shapes for the p.d.f. 
of the gamma distribution. The three basic shapes are as follows: when 6 = 1 and 
a e ( 0 , 1), the graph is asymptotic to thejp-axis (Figure 1); when 0 = 1 and a = 1, 
the graph has a ^-intercept and is strictly decreasing (Figure 2); and when 6 = 1 
and a > 1, the graph has a humpback shape (Figure 3). 
6 
Figure 1: The gamma distribution when 6 = 1 and a = 0.5. 
Figure 2: The gamma distribution when 6 = 1 and a = 1. 
Figure 3: The gamma distribution when 6 = 1 and a = 1.5. 
The mean and standard deviation for the p.d.f. of the gamma distribution 
are obtained using the rth moment of X [9], which is: 
7 
E[Xr] = J0c°xrfx(x)dx 
r oo xr+a~ ^ - — 
=
 Jo WTia ) e 6 d x 
_ 6 r T(a+r) 
~ r(a) 
The mean is the first moment, and is given by 
fi = E[X] 
_ e r(g+i) 
~ Ha) 
_ daT(a) 
= a0. 
To determine the standard deviation, we first must compute the variance which is 
obtained by subtracting the square of the first moment from the second moment; 
thus the variance is given by 
a
2
 = E[X2]-(E[X])2 
_ e
 2
 Y(a+2)
 (er(a+l) \2 T(a) v r(or) ) 
_ e2a{a+\)Y(a) , 
~ TO { a 6 ) 
= 6 2 a ( a + \)-e2a2 
= a62. 
Since the standard deviation cr is the square root of the variance, cr = yfa 6. 
The standardized gamma distribution Y[a, 6] is obtained by subtracting 
the mean of r[or, 6] and dividing by its standard deviation: 
6] = M i 
_ T[a,9]-ad 
^ e 
In order to determine the p.d.f. of the standardized distribution, we shall 
apply the "c.d.f. technique"; that is, we write the cumulative distribution function 
Gy of Y[a, 6] is written in terms of the cumulative distribution function Fx of 
r[or, 6] as follows: 
Gr(x) = P(Y[a, 6] < JC) 
= P(r(or, 9) < fl + o- x) 
= Fx (ad + ^ 6 x) 
= FxQi + crx). 
Next we take the first derivative to obtain the p.d.f. gy(x). Thus the p.d.f. gy(x) of 
Y[a, 9] is given by: 
gy(x) = c r f x ( f i + crx) 
= Va6 fx{ad + y[a Ox) 
a 6 
r(or) (a6 + Va" Bxf 1 e 
a 0+^fa Ox 
6 
for jc > -\[~a. Since r[ar, 6] has range [0, oo), Y[a, 6\ has range [-yfa, oo) 
(Figure 4) . 
The p.d.f. of the standard normal distribution is defined for all x by 
f(x) = J— e'*1!'1. A graph of the standard normal distribution is the common 
y2 n 
"bell-shaped curve," which is symmetric about the origin (Figure 5). 
- 3 - 2 - 1 1 2 3 
Figure 4: The Standardized T[10, 10]. 
- 3 - 2 - 1 1 2 3 
Figure 5: The standard normal distribution. 
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Henceforth, we shall hold the parameter 6 constant and consider the class 
of functions {ga(x)}, which are the p.d.f.'s of Y[a, 0]. Our ultimate goal is to show 
that {gtt(X)} converges uniformly to f{x) as a tends to infinity on any compact 
interval [ - b , b], where b > 0. We must note that in order for each function ga(x) 
to be defined on all of [-b, b], a may initially have to be large enough so that 
-sfa < -b. 
1.3 Separating the functions ga(x) 
In order to work with the functions ga(x), we must divide them into three pieces. 
Thus we rewrite ga(x) as follows 
ga(x) = 
Now we collect the constant terms and let 
VcTaa 1 e a (1.1) r (a) 
Next we define ha(x) and ka(x) by 
ha(x) = 
•yfa 
and 
11 
ka(x) = 
e^fa x 
Then ga(x) - Ca ha(x) ka(x). Lastly, we separate fix) by letting C = J— , and V2tt 
g(x) = e-x2/2. 
We will first show that {g(if(x)} converges pointwise to f{x) by showing 
the convergence of the separate pieces. 
1.4 The limit of the constants Ca 
Since each term in Ca is continuous and monotone, it suffices to allow a to 
vary over the positive integers. Then to evaluate the limit of the constants Ca, we 
shall express r ( a ) in terms of factorials. Since Via) - ( a - l ) ! for positive 
integers ar, Equation (1.1) can now be expressed as 
_ Vg aa-1 e~a
 n 
( a - l ) ! • 
To evaluate the limit of {Ca}, we shall apply Stirling's Formula [7] which 
states that for integers a , 
aZo V 2 = L 
We can therefore replace the expression a\ with ^ 2 n a (-f-)a when taking the 
1 @— J 
limit. Thus, we replace ( a - l ) ! in Equation (1.2) with s j l n i a - 1 ) 
We are now ready to take the limit of Ca in the following theorem. 
Theorem 1.1. lim Ca = J— . 
a->oo y 2 n 
12 
Proof. 
r r yfa ora_1 e~a lim Ca = lim — r -
= lim — J - r S r ( - ^ T - f - 1 
- 1 iim I f t t z l W - g - Y * 
" i ^ o o V (ar-1) I a J l a r - l ) 
= - 1 = lim ( ^ - f 
ey2n a->oo a 1 
eV2 TX or->oo (1—— 
v a 
__1 1_ 
e^j2n e-1 
V2 7T 
Since the limit of Ca as a tends to infinity is I— , the sequence {Ca} 
yljx 
converges to C 
V2 n 
1.5 Pointwise convergence of ha(x)ka(x) 
We shall now show that ha(x) ka(x) converges pointwise to g(x) by first showing 
the convergence of ha(x) and ka{x). For the sequence {ha(x)}, it is clear that for 
lim V - = 1-
Or-»oo lH p=" 
13 
There are singularities at x = \ however, the singularities are avoided on 
the interval [ - b , oo) by initially choosing a large enough. Thus, {/za(X)} con-
verges pointwise to 1 on [ -b, oo). We next show that lim ka(x) = g(x). 
a-* oo 
I I 2 
Theorem 1.2. For any interval [ - b , oo), lim -—%= = e~x /2. 
a->oo eyax 
Proof. The theorem is true for x = 0, since lim l~a = In order for the 
a—>oo 
functions to be defined for other jc, we must first let a be large enough so that 
—•\fa < -b. To evaluate the limit of ka as a tends to infinity, it will suffice to 
evaluate the limit of the natural logarithm of k a , which exists for all x since we 
have avoided the values of JC at - y f a . Simplifying the natural logarithm of ka(x) 
before hand, we have: 
a 
Now taking the limit as a tends to infinity, we have the indeterminate expression 
0/0; thus we apply L'Hopital's Rule. Taking the derivatives of both the numerator 
and the denominator with respect to a, we obtain: 
14 
d 
d a In 1 + -
x 
yfa \[a 1 + 
d r 1 
d a I a J a 
x 
2 a3/2 
x 
x+V a 
or2 
or A 
-2 (x+Va) 
Now taking the limit as a tends to infinity we have: 
, • y a X" lim 1 j=r 
a->oo -2[x+yaj 
—x 
+ 1 
—x 
Since we began by taking the natural logarithm of ka, we find that 
\Qr 
1 + -f= 
lim 
a-^00 e y a x 
= e -x
2 /2 
Therefore, {&a(x)} converges pointwise to e~x ' 1 on [ -b, 00) [See 8 for a similar 
argument ]. • 
We have shown that the separate pieces of {go;(x)} converge pointwise to 
their respective limits on [ -b, 00). Thus the product still converges pointwise, 
which allows us to state the following result. 
15 
Corollary 1.1. For any x in the interval [ -b, oo), 
lim y^or"-! L ^ r 1 / _JL_)ae-^x = _1_ e~x2/2 
r(or) \ ^ ) \ Va / V 2 7 
1.6 Uniform convergence of the standardized gamma 
distribution 
Since pointwise convergence does not imply uniform convergence, we 
will show that on [ - b , b] the sequence of functions {ha(x)} converges uniformly 
to I, the sequence of functions {ka(x)} converges uniformly to e~x / 2 , and the 
product {ha(x)ka{x)} converges uniformly to e~x1!2. We will then conclude this 
chapter by proving that the sequence of functions (ga(X)} = {Ca ha(x) ka(x)} 
1 2 
converges uniformly to , — e~x / 2 on [ -b , b\. 
y2n 
We have seen that the separate pieces of {gar(.x)} converge pointwise to 
their respective limits. However, to show that a sequence of functions converges 
uniformly to f(x), we must show that for each s > 0 there exists an integer N 
such that for a>N fa{x) is within e of f(x) for all xe[-b, b] [1], For the 
sequence of functions {ha(x)}, this result is easily shown in the following lemma. 
Lemma 1.1. On any interval [ - b , b], the sequence of functions 
^ — | converges uniformly to 1. 
'a 
Proof. Let e > 0 be given. Since lim 
16 
= 1 and 
a-> oo 1 + 
yfa 
lim 
a—>oo 
= 1, there exists an integer N such that if a > N, then 
-Va < -b, 
a> N, 
1 + 
< e, and - 1 
yfa 
< e. Then for all 
1 - £ < < 
1 + 1 + 
< 1, 
for 0 < x < b; and 
1 < < 
1 + 1 -
V~a 
for -b <x< 0. Thus for all x e [-b, b], 
1 + 
< 1 + £, 
is within £ of 1 ifa>N (see 
8 for a similar argument). Therefore the sequence of functions {ha(x)} converges 
uniformly to 1. • 
Now we consider the sequence of functions {ka{x)\ 
Lemma 1.2. On any interval [ - b , b], the sequence of functions 
V^" / 
\a 
| converges uniformly to e x2/2 
eyfa x 
Proof. At the end of Section 1.2, we stated that we are initially starting 
our sequences with a large enough so that fa <-b. Thus we have 
- 1 < < 1 for all xe [-b, b], 
ya 
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We claim that the sequence of functions is decreasing for x > 0 
and increasing for x < 0. To demonstrate this result it will suffice to show that the 
sequence {Z t^X)} = {ln(/ca(x))} is decreasing for jc > 0 and increasing for x < 0. 
The Maclaurin series expansion of ln(l + x), for - 1 < a- < 1 is given by: 
2 3 4 5 V V ln(l + = + + 
_ ~ { - \ ) k + l x k 
k= 1 K 
Thus, 
ba(x) = a ln^l + -~r j - x >fa 
oo (_l)A:+l
 xk r-
= /
 m
 x v a 
k= l k a ' 1 
- J X - 4- A'3 _ x 4 + A'5 _ ^ 
lor 1/2 2 a 3a3/2 4 or2 5 or^ /2 / 
- x y f a 
v2 y3 v5 
./V A | v^ A | ^  1 
2
 3 a l / 2 4 a 5 t t3/2 
Now for jc < 0, each term in the expression - ^ + - ^ x ^ 2 +...) is 
positive since the odd powers of x have negative coefficients. Thus as a 
increases, the terms become smaller, so the terms in the expression decrease as a 
sequence in a. Thus the sequence of functions {6aC*)} is an increasing sequence 
for* < 0. 
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In order to show that {6a(x)} decreases for x > 0, we will show that its 
derivative with respect to a is negative. When we take the derivative of ba(x) and 
use the Maclaurin series, we obtain: 
d{ba{x)) _ j 
d a \ + -4=r ) + a 1+ x 
yfa (2 J / 2 ) 2 or
3/2 ' V 2 y fa 
= ln| 1 H T=r ) X 
' 2 (x+Vo~) v 2 V~a 
JC JC | JC JC I \ JC 
< T~FT ^ T T ... QT 1/2 2 a 3^3/2 4a2 - ) 2 (x+V^) 2 V^7 ' 
xk The terms -—r-pf in the alternating series are decreasing with k, since kaK'A 
0 < - j= r < 1. Thus the series converges; but more importantly, the entire sum is 
V a 
less than any partial sum that is stopped after a negative term. Therefore for x> 0, 
d(ba(x)) / * x 2 
da < I
 a l / 2 2a) 2 ( x + V ^ ) 2y[a 
-x
J 
2 a(x+y[a} 
<0. 
Therefore as sequences in a , (6a(x)} is decreasing for x > 0, constant for x = 0, 
and increasing for x < 0. Thus, {^(x)} is decreasing for x > 0, constant for x = 0, 
and increasing for x < 0. 
If a monotone sequence of continuous functions converges pointwise to a 
continuous function on a compact set, then by Dini's theorem [4] the sequence 
19 
converges uniformly on any compact interval. Hence, the sequence {ka(x)} 
2 2 
converges uniformly to e~x / 2 on [ -b , 0] and it converges uniformly to e~x /2 
on [0, b\. Now for any e > 0, we choose a large enough so that {ka{x)} is within 
e of e~x / 2 for all xe[-b, b]. Therefore the sequence {A;a(:t)} converges uni-
formly to e~x2/12 on [ -b , b] [see 8 for a similar argument], • 
It is important to note that in general, the product of two uniformly 
convergent sequences does not necessarily converge uniformly. However if the 
two uniformly convergent sequences are bounded, we can prove the uniform 
convergence of the product [1], Thus we have the following lemma. 
Lemma 1.3. On any interval b], the sequence of functions 
\a 
x 
_x
 ey[a x J 
a ) I - • -x~/2 > converges uniformly to e 
1 + -
'a 
\a 
! + • X 
Proof. Let ha(x) = , kn(x) = — , and g(x) = e~x I . 
1 + e y a x 
ya 
Then [ | < 1 for all x. As in Lemma 1.1, there exists an N such that if a > N, 
then <-b. Thus for a > N, ha(x) is continuous, pointwise convergent, and 
hence bounded on the compact interval [ - b , b]. Now we have a uniformly 
convergent sequence of bounded functions. Thus {ha(x)} is uniformly bounded. 
Hence, there exists an M such that | ha(x) | < M for all xe[-b, b] and all a > N 
[1]. 
20 
Now let 8 > 0 be given. By Lemmas 1.1 and 1.2 there exists an N\ > N 
such that if a > N, then | ka(x) - g(x) | < y j j and | ha(x) - 1 | < ^ for all 
xe[-b, b] . Thus for a > N, and all xe[-b,b], we have the following: 
I ha(x) ka(x) - g(x) | = | ha(x) ka(x) - ha(x) g(x) + ha(x) g(x) - g(x) | 
< | ha(x) ka(x) - ha(x) g(x) | + | ha(x) g(x) - g(x) | 
= I ha(x) | | ka(x) - g(x) | + | ha(x) - 1 | | g(x) | 
<(M)jka(x)-g(x)j + jha(x)-H (1) 
= £. 
2 
Therfore the sequence of functions [ha{x)ka{x)} converges uniformly to e~x I2 
on [-b, b]. • 
We are now ready to prove our main result. 
Theorem 1.4. On any interval [-b, b], the probability density functions 
(go-Ox)} of the standardized gamma distributions converge uniformly to the prob-
ability density function fix) of the standard normal distribution. 
Proof We write ga(x) = Ca haix) ka(x) and f(x) = C g(x), where the 
product of the sequence of functions {ha(x) ka(x)} converges uniformly to g(x) 
and the sequence of constants {Ca} converges to C. The sequence {Ca} is 
bounded by some constant L, since {Ca} converges to C [4], As noted in Lemma 
1.3, g(x) is bounded by 1. Now given s > 0, there exists an N such that if a > N, 
21 
then | Ca - C \ < -j and | ha(x) ka(x) - g(x) | < for all x e [ -b , b]. Then for 
a > TV, and all x e [ -6 , , we have the following: 
I ga(x) - f(x) | = | Ca ha(x) ka(x) - Cgix) | 
= I Cn ha(x) ka(x) - Ca g(x) + Ca g(x) - Cg(x) | 
< | Ca ha(x) ka{x) - Ca g(x) \+\Ca g(x) - C g(x) | 
= \Ca\ I ha(x) ka(x) - g(x) \ + \Ca-C\ \g(x)\ 
= E. 
Therefore the p.d.f.'s {g^W} of the standardized gamma distributions converge 
uniformly on [ -b , b] to the p.d.f f{x) of the standard normal distribution. • 
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Chapter Two 
Uniform Convergence of the Standardized F-Distribution 
2.1 Introduction of the F-Distribution 
The F-distribution is a continuous statistical distribution that is used in 
making tests of hypotheses to determine the validity of the assumption of identi-
cal standard deviations of two normally distributed populations. It is also the 
distribution on which the whole analysis of variance procedure is based. 
The F-distribution has a natural relationship with the chi-square distribu-
tion. If U and V are both chi-square with m and n degrees of freedom respec-
tively, then the statistic 
v _ Ulm_ 
A
~ Vln 
is F-distributed. The two parameters m and n are the numerator and denominator 
degrees of freedom; that is, m and n are the numbers of independent pieces of 
information used to calculate U and F, respectively. 
Since U and Fare independent, their joint density is given by 
i m—2 /?—2 u+v 
f { u > v ) =
 r ( f ) r ( f )2 ( f f l +^2 u 2 v 2 e~ 2 ' 
23 
for u,v> 0. To find the distribution function of X, we must employ a change of 
variables; that is, we let u and v be transformed to new variables x and w by the 
t/t-j vi f -y-
transformations u - — a n d v = w. 
Then 
d u _ m w d u _ mx 
clx ~ n ' 0w ~ n ' 
4 ^ = 0 , and 4 ^ = 1, 
ox aw ' 
so that the Jacobian of the inverse transformation from x and w to u and v is . 
Hence, the joint density function of X and Wis 
i
 mwY tUdl U=1 {mwx)ln+w 
r ( f ) r ( f ) 2 ^ ) / 2 2 w 2 e 2 
1 m m-2 , 1 , , m+n-2 -{wn+wm xVn 
' ( f ) T , — ( i ) ( f ) —
 e ! 
" r ( f ) r ( f ) v « 
We now integrate out w to obtain 
1
 m HI m-2 , , roo m+n-2 -w(n+mx)/n 
^
 =
 r ( f ) r ( f ) ^ 2 x ~ ( j U o ( f ) 2 e 5 
(2.1) 
Let 
roo/
 w \ m + " - 2 -w(n+mx)/n 
A = fi°(f) 2
 e 2 dw. (2.2) 
Next, let 
and 
24 
1. 
Then 
and 
-(m+n-2) 
( f r ^ i + f ^ - s - 1 z a . 
Also, 
d ( f ) = {l + f x T l d z . 
With these substitutions, Equation (2.2) becomes: 
-(m+n) ^ 
A = {l + f x ) - T ~ JfiPe-'dz 
-(m+n) 
Consequently, returning to Equation (2.1), we finally obtain the density function 
forX: 
W 7M+« \ 1 I —T— I m
 m m+n m-2 
r(f)r(f) (ff>T(1 + f*)~ 2 
for x > 0. A random variable having the function h(x) as its density function is 
said to follow the F-distribution with m and n degrees of freedom. 
25 
2.2 Standardizing the density of the F-distribution 
In general, the F-distribution with m and n degrees of freedom X~F[m, n] 
is described by the probability density function 
m 
2 m+n w m+n \ t m \ _ 
A M = V - J r / ' n \ ~ ^ + ^ .r) 2 r ( f ) r ( f ) 
for x > 0, m > 0, and n > 0, where the gamma function is defined for a > 0 by 
r(a) = f™ta-le-ldt. 
A graph of the p.d.f. shows that there are two basic shapes for the p.d.f. of 
the F-distribution. The two basic shapes are as follows: when n = 1 and m < 2, 
the graph is asymptotic to the y-axis (Figure 6); when n - 1 and m> 2, the graph 
has a humpback shape (Figure 7). 
l 
0.8 
0.6 
0 . 4 
0.2 
1 2 3 4 5 
Figure 6: The F-distribution when n = 1 and m - 1 
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Figure 7: The F-distribution when n - 1 and m = 5. 
The mean and standard deviation of the F-distribution are obtained using the 
rth moment ofX [9] which is 
p\yn - (JL\r v 2 > v 2 / J-Uw r(f)r(f) ' 
for n > 2 r. The mean is the first moment, and is given by 
fi = E[X] 
/ P + f W f - 1 ) 
r(f)r(f) 
(f)r(f)r(f-i) 
r(f)(f-i)r(f-i) 
-
~
{ m ) (n-2)/2 
—
 n 
~ «-2 ' 
for « > 2. Since the standard deviation is the square root of the variance, we must 
first find the variance. The variance is given by 
a
2
 = E[X2]-(E[X])2 
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n r ( 2 + f ) r ( f - 2 ) f m + f y f - l ) ( — ) \ m / > r(f)r(f) r(f)r(f) 
_
 (n_,2 (m/2) [(m/2)+l] _ _mJ2_\i [(«/2)-lJ[(n/2)-2] m > («-2)/2 ) 
_ ,n_<l m (m+2) _ Z_2L_)2 
~ ^ m > {n-2) (n-4) V
 n-2 ) 
_ 2 n2(m+n-2) 
~ m{n-2)2{n-A) ' 
for n > 4 [see 9 for a similar argument]. Thus the standard deviation of the F-
distribution is given by 
_ , 2 n2(m+n-2) 
m(n-2)L (n-4) 
2 (m+n-2) 
n-2 -\J m [n-4) 
The standardized F-distribution F[m, n] is obtained by 
F[m,n]-- n 
Y[rn, n] = ' ' J 
n / 2 (m+n-2) 
n-2 a/ m (n—4) 
In order to determine the p.d.f. of the standardized distribution, the "c.d.f. 
technique" is applied; that is, the cumulative distribution function Gy of Y[m, n] 
is written in terms of the cumulative distribution function Fx of X~F[m, n]. 
Then the first derivative of Gy is taken to obtain the p.d.f. gY(x) [see Section 1.2], 
Since F[m, n] has range [0, oo), Y[m, n] has range [-^j
 2 "mTr^Tj ' ( F i § u r e 
8). The p.d.f. of Y[m, n] is then given by 
28 
g/0) = a fx (fi + crx) 
2 n2(m+n-2) r ( M - ) < 
m(n-2)2 (n-4) r(f)r(f) « I 2 n
2(m+n-2) T I JX> 
2 1 
" - 2 A/ m(n-2)2 (n-4) 
«7 
1 + "1 
n 
n 2 n2[m+n-2) 
m+n 
n~2 V m(«-2)2(n-4) 
fo r* > 2 {m+n—2) 
The p.d.f. of the standard normal distribution is defined for all * by 
fix) = J—=- e~x1!2. A graph of the standard normal distribution is the common 
y2n 
"bell-shaped curve," which is symmetric about the origin (Figure 5, Section 1.2). 
- 3 - 2 - 1 1 2 3 
Figure 8: The Standardized F[50, 50], 
We now consider the class of functions {gm,nix)} which are the p.d.f.'s of 
the F[m, n] distributions. Our ultimate goal is to show that {gm,nix)} converges 
uniformly to fix) as m and n tend to infinity on any compact interval [ - b , b], 
where b > 0. We must note that in order for each function gnhnix) to be defined 
for all X E [~b, b], m and n may initially have to be large enough so that 
m(n-4) 
2 {m+n-2) <-b. 
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2.3 Separating the functions gm,n 00 
In order to work with the functions gm,n(x), we shall divide them into 
three pieces. Thus we rewrite g m , n ( x ) a s follows: 
r ( M - ) / \ / 2 n2(m+n-2) 
m(n-2)2 (n-4) r(f)r(f) n I 2 n
2(m+n—2) 
n-2 a/
 m(n-2)2 (n-4) * 
^ 2 1 
m 
v
 n } 
! , ffl m 2 n2(m+n-2) I T T^ + / ^ A 
« V m(n-2)2 {n-4) 
m+n 
^ 2~~ 
w n r( rn±n_\ 
2 (m+n-2) \ 2 ' , n x f - 1 / m+w-2 \~T~T 
«-2 a/ ot(«-4) r(-|-)r(f) I w-2 / 77 
W 
m (EL) T y
 n J 
( I \ T 
, / 2 (m+n-2) 
1
 -' m (n-4) X 
m+n 
1 + 2_/?z (m+n-2) (n-4) 
-( m XT ( / 2 (m+n-2) * v 2 > 
^ m+n-2 ) \ m+n-2) -y /w («—4) r ( y ) r ( - j ) 
r ( ^ p - ) 
1 / 2 qk+H-2) 
1 +
 -' m (n-4) X 
2
 / 
m+n 
1 + 2m (m+n-2) (n-4) x 
,, i r(m+n \ 
m I n-2 \2 I 2 ( m + n - 2 ) H 2 ) 
Now we collect the constant terms and write 
Til 
r -( m ^ t ( n ~ 2 \ 
''
n
 ~
 K
 m+n-2 > \ m+n-2 ) 
Next we define
 n{x) and n(x) by 
/ 
hm, n (•*) = 
and 
m (n-4) r(f)r(f)" (2.3) 
-1 
1 / 2 (m+n-2) 
1
 - ' m (n-4) X 
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( m m+n 
km, n ix) — , i 2 (m+n-2) 1 +
 -
 1
 m (n-4) X 1 + 
2 m 
[m+n-2) (n-4) 
Then gm; w(x) — n(x) n(x). 
To show that {gm,nix)\ converges pointwise to fix), we will first show 
the convergence of the separate pieces. 
2.4 The limit of the constants 
To evaluate the limit of the constants Cnh n we shall express the gamma 
functions in terms of factorials and exponentials. First we shall express r ( y ) in 
terms of factorials and exponentials in the following lemma. 
Lemma 2.1. For positive integers n, r ( y ) can be written as 
( y - l ) ! , for « even. 
r ( f ) = { V^, for « odd. 
Proof Since r(yfc) = 1)! for positive integers k, T ( y ) = ( j - l)l for n 
even. Now we use the fact that T(z) = (z - 1) T(z - 1) and r ( - j ) = V^r • 
Next, consider r ( ) = — ^ — VtT for n odd . We use induction on 
starting with « = 1. Clearly this is true when n = 1, since 
H y ) = 
_ (1-1)! r~ 
"2 . -1(0=1) , ^ 
Now we assume 
T(k _ (*-!)! r~ 
for k odd, where keN. We must show that 
r( k+2 \ _ ((£+2)-!)! r-
"
 2
 2 ( M ) - l | (^+2H_), 
for kodd, where keN. We now have 
k+2 \ _ ( k\r( k 
- I T ) ^ 
£(£+1) (it-1)! 
(£+1)! 
2*+l(*+I) ! 
((*+2)-l)! 
2(*+2)-l ^ (&+2)-l j, 
2 
Likewise we have 
IT" 
Thus by induction, we have =
 / P" • ^ yfn , for n odd. 
( y - l ) l for m even. 
2m-\ ( 
. I M 
Next, we express r (
 2 ) in terms of factorials and exponentials. 
r ( f ) - [ {rn-\)\ ^ fo rm odd. 
- /m-i 
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Lemma 2.2. For positive integers n and m, T( ) can be written as 
(( ,r i2 n ~ 1)!, for n and m even; or n and m odd. {m+n-\)\ r-
——; 7— yn, for n odd, /?zeven; or n even, m odd. 2m+n-\ ( m+n-1 
Proof. Since T(k) = (k - 1)! for positive integers k, Ti^j2-) = 
s I'M M s (—2 l j! , for m and n even or m and n odd. Now we use the fact that 
T(z) = (z - 1) T(z - 1) and ) = V^. 
Next, consider r ( m t n ) = ( m + n j)- ^ ^ ^ ^ ^ v
 2 / 2m+n~ l ( 
We use induction, starting with n = 1 and m = 2. Clearly this is true when 
n = land m = 2, since 
tv 2+1 \ 1 /— 
2 ' 2 
(2+1-1)! 
22+1-1 (2+1=1), V?r. 
Now we assume 
r(k+J'\- (k+j-l)l
 r 
for k even and j odd, where k and / are positive integers. We must show that 
/ (k+2)+ (y+2) \ _ ((k+2)+ (/+2)-1)! 
^ 2 ) | (£+2)+(/+2)-l j, ^ 
(£+7+3)!
 r -— 
2k+j+3 j; 
for k even and j odd, where k and j are positive integers. We now have 
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-y 2 ){ 2 >
 2 W - i ^ + y - 1 j, V 7 r 
_ (£+ j+3)(k+ j+2)(k+ j+\)(k+ j) (k+ y-1)! 
(£+7+3)! r -
— '7r. 2 ^ + 3 j^k+j+3 j. 
Thus by induction, we have T ( ) = (/»+/? 1). ^
 m e y e n a n c j J v
 2 y
 2m+«-l ^ m+n-1 j; 
« odd. Similarly, it can be shown that F( m t n ) — (>n+n 1)• y r f Q r m v
 2 ' 2m+n~ l ( y 
odd and n even. • 
Now that we have expressed the gamma functions in terms of factorials 
and exponentials, we substitute these values into Equation (2.3) to obtain the 
following: 
h I (m+n i\. 
r -( m \f ( n~2 U 2 (m+n-2) \ 2 lr 
^m,n-ym+n_2) I m+n-2 > -yj m (n-4) 1)» (-g-— 1)! ' 
for /72, weven. 
r -( m \ f ( n~2 12(fn+n~2) 2m+"~2 
<-»/, n - I
 m+n-2 > \ m+n-2 ) -J m (n-A) n * 
( ^ . - I j i f ^ l ) , ^ ) ! 
(m-l)\(n-l)l ' f0r'"' n0d± 
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m+n—2 
m 2 (m+n-2) (m+n-1)! 
m (n-4) 2m(n-\)\ 
for m even, n odd. 
m+n-1 
2 
m o 
r - ( m { n~2 ^ J I m+n-2 ) 
(mz±\t 
 
n_ 
n-2 \ 2 2 (m+n-2) (m+n-1)! 
m («-4) 2 " ( « - l ) ! m+n-2 
for m odd, « even. 
Now that Cm^ M has been expressed in terms of factorials and exponentials, 
we are ready to take the limit of
 n . l o evaluate the limit of {C„h n), we shall 
apply Stirling's Formula [7], in the following theorem. 
Theorem 2.1. lim Cm n = J — . 
m, n->oo ' y 2 7X 
Proof. For each case we examine, we will consider the case when m and 
n tend to infinity at the same rate, (z) First we examine the case when m and n are 
even. In order to evaluate the limit of
 n when m and n are even, we shall write 
m in terms of n. Thus we let m-n + 2c for c>-n/ 2, where n and c are 
integers. Then C/Mj n becomes: 
Now taking the limit as n tends to infinity we have: 
35 
n 
lim Cy, = lim ( (n+2 c) (n-2) \2 (n+2 4(n+c-\) ( n+l c y . 
^ 0 0 4 (ft+c-1)2 J ^2(n+c-\)! a/ (n+2 c) (n-4) * 
V27 Cn+c-\f+c~T
 e-C"+c-D 
= i im 1 / (72+2c) ( n - 2 ) AT / n + 2 c \ 
77—>00 e V 2 7 I 4(72+c-l)2 / ^2(72+C-1) / ( C-  
(n+c-\)"+°~2 
4 (n+c-\) 
(n+2 c) (72-4) 
.Uc-1 /? 1 
•V2 
lim 
7T 77~>00 
I 4(n+c-l){^-l)(f-l) 
\ (72+2 c) (72-4) (77+C-1) 
/ \C ( 
(n+2 c) (n+c— 1) (72+2 c) (n—2) (n+c—\) ^2 
:V2 
lim 
/r 72—>oo 
(77+2 c -1 ) (77-1) / n + 2 c / 72  C 1°" / 72+2 C \ 
\ n+2 c-2 J V 77+2 c-2 J Cn+2 c) (72-4) V 72+2 c-2 J V 7+2 c-2 
= — J = (1)(1) lim . 
— 
To evaluate the limit of ( " \ ) 2 a s n t e n (^ s t 0 infinity, it will suffice to 
evaluate the limit of the natural logarithm. Simplifying the natural logarithm of 
( nY2c-2 ) 2 beforehand, we have: 
77+2 C 
2 
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Now taking the limit as n tends to infinity, we have the indeterminate expression 
0/0; thus we apply L'Hopital's Rule. Taking the derivatives of both the numerator 
and the denominator with respect to n, we obtain: 
j^M n+2 c - 2 )] _ n2 
_d_\2 l (n+2 c) {n+2 c-2) ' 
dn V n \ 
The limit as n tends to infinity is now the indeterminate expression co/oo; but two 
more applications of L'Hopital's Rule yield a limit of 1. Since we had taken the 
natural logarithm of ( " j ! 32")2 , we find that 
. IL 
n+2c \2 _
 e 
n->oo 
lim ( - g ^ U 
V n+2 c-2 > 
Thus, when m and n are even: 
lim Cn = — ( 1 ) (\)e = 
«-»oo e V 2 71 V 2 7T 
(//) Next we examine the case when m and n are odd. To evaluate the limit of 
Cm, n when m and n are odd, we write m in terms of n. We again let m=n+2c 
for c > -nj2, where w and c are integers. Then Cm n becomes: 
« + 2 c w-2 I A(n+c-\) 22n+2c~2 ^ r _( n 2  \T / fl  \ 
~ V 2(«+c-l) ) \2(n+c-\)) -\l (n+2c)(n-A) ji 
(n+c- 1 ) I ( / i + 2 2 c - 1 ) ! ( ^ 1 ) I 
(h+2C-1) ! (« -1) ! 
Now taking the limit as « tends to infinity we have: 
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= ( " ( A ) ' 1 ^ ^ w _ > 0 0 x2( /z+c- l ) i V 2 ( « + c - l ) T ^ ( n + 2 c ) ( n - 4 ) * 
n+2 c-2 ^
 ( W + C_i)»+ C-T e-(«+C-D V 2 ? ( M ^ d L ) 2 + c 
T r V ^ r (n+2 c - l ) " + 2 c _ T
 e-(«+2c-l) 
V2tt ( n - l ) / 7 ~ i e-(«-l) 
- i i m / ( w + 2 c ) ( w - 2 ) \ f / » + 2 c f I n+c -1 22n+2c , 
4 I 2 ( n + c - 1 W J (n+2c)(n-4) (n+c-1) 2 ) V 2 ( n + c - 1 ) / ^ (n+2c -4) 
( n + 2 c - l ) " + 2 c 2 (n-1)" 2 
V2 
lim 
7T 
' 24 (n+2c)(n-2) (n+c- l ) 2 (> l±^^) (^)^ 2 
4 (n+c-1) 2 (n+2 c-\)2(n-\)2 
' 22 (n+2 c) (n+c-1) C _ 1 ^ (n+c-1) (n+2 c-1) (n-1) 
(n+2 c) (n-4) (n+c-1) 2 (n+c-1) (n+2 c -1 ) 2 
_ 1 ]• / ( n + 2 c - l ) ( n - l )
 ( n+2 c \c ( (n+2c)(n-2) \2 
~ s / J n n~*oo \ ( « + 2 c ) («~4) U + 2 c - l / V (n+2 c - l ) ( n - l ) / 
= — J = (1) (1) lim ( / S 2 t " 2 ) n ) f V 2 7 n^oo1 («+2C-1)(ai-1) > 
n_ 
In order to evaluate the limit of ( ( i+2 c -^ lKn- l ) ) 2 a s n t en<^ s t o infinity, it will 
suffice to evaluate the limit of the natural logarithm. Simplifying the natural 
n_ 
logarithm of ( c - \ ) ( r ^ \ ) ) 2 beforehand, we have: 
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, / (n+2 c) (n-2) \2 _
 n ] ( (n+2 c) (n-2) \ 
m\ <n+2c-l)(n-\) I ~ Tinl (n+2c-l)(n-D ) (n+2c-\)(n-\) ) 2 "  c - 1 ) (n-\) 
(n+2 c) (n-2) (w+2 c-l)(»-!) 
2 
n 
Now taking the limit as n tends to infinity, we have the indeterminate expression 
0/0; thus we apply L'Hopital's Rule. Taking the derivatives of both the numerator 
and the denominator with respect to n, we obtain: 
d IW (n+2 c) (n-2) yi 2.c){n-l) v 
L V (n+2 c-D(n-l)) dn 111^ (n+2 c-\)(n-\) )J _ -n2(n+c-\) (2 c+1) 
d_ \2] (n-2)(n-\)(n+2c)(n+2c-\)' 
dni n\ 
The limit as n tends to infinity is now the indeterminate expression oo/oo; but 
three more applications of L'Hopital's Rule yield a limit of 0. Since we had taken 
the natural logarithm of ( (^"^c-^Kk-I ) ) 2 ' w e ^ a t 
n_ (n+2 c) (n-2) \ 2 lim ( in+zc){n-z) p _ 0 _ i 
oo - (n+2c-\)(n-\) 
Thus, when m and n are odd: 
lim C n = - 7 i = ( D C D C D = —7=—-
oo V 2 n y2n 
(iii) Finally we examine the case when m is even and n is odd. In order to 
evaluate the limit of Cm^ n when m is even and n is odd, we write m in terms of n. 
Thus we let m = n + 2 c + 1 for c > -(n + l ) / 2 , where n and c are integers. Then 
Cm n becomes: 
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r _( n+2c+\ \2+c+2 ( n-2 \2 2 (2 n+2 c-1) 
^
n
~\2n+2c-\) \2n+2c-\) (n+2 c+1) {n-4) 
(2n+2c)\(^-)\ 
Now taking the limit as n tends to infinity we have: 
lim r - lim ( n+2c+\ \2+c+2 ( n-2 w 2 (2 n+2 c-1) 
i™ Ln~ ll™\2n+2c-l ) V 2 n+2 c-1 / a (n+2 C+1) (n-4) * >oo «-» oo 
V2^(2«+2c) 2 " + 2 c 4e - (2»+2c) 
, « / n 1 \ 
V27T r l 2 - 2 ) 
2^ +2 c+1 ^ 2 7 («+c)"+c+T 
lim f ^ +2 C+1 77-2 I 2 (2 77+2 c-1) 
^ ^ V 2 77+2 c-1 / v 2 77+2 c-1 / V (n+2c+\) (n-4) 
(2 77+2C)2"+2c4(^1)2 
2/.+2C+1
 e ( 7 7 - l f - i (W + 2 2 C~1 )2 +C (77+c)"+C+i 
lim ' n~X 
( \C 
(n+2 c+1) (2 n+2 c)2 
22 (2 72+2 c-1)[n+2c-\ y n + c ) • ^[2n n^oo \ n 4 
(72+2 C+1) (72-2) (2 72+2 C)4 (-^3-) 
22 (272+2c-1) (272+2 c-1)(77-1 )2 (n+2c- \ j ( / J + c ) 
» 
_1 / 72=L f 2 (72+2 C+1) (72+c) \ 
f V ^ T T ^ C o V ^ 1 (2 77+2 C-1) (72+2 C-1) J 
f 22 (72+2 C+1) (77-2) (72+c)2 \ 
V (2 72+2 c-1)2 (72—1) (77+2 c-1) / 
c 
* 
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_J n u n lim f ( n + 2 c + 1 ) ( "~ 2 ) 
7? 
1) > 
n+c 
n+c--j 
To complete the evaluation of this limit as n tends to infinity, it will suffice to 
!L 
evaluate the limit of the natural logarithm of ( ) 2 anc* 
l)(*-2) 
(n~h(n+2 c-1) 
/ \n n_ 
n + c
] . First we shall examine the limit of ( ^nA^m+lc -h ) 2 ' s i m P l l f V i n g 
V. 2 
the natural logarithm beforehand, we have 
„ , j (n+2c+\)(n-2) \ 
, ((n+2 c+l)(w-2) \2 _ v (n-\)(n+2c-\) ) 
1,11 (n-\)(n+2c-\) ) ~ 2 
Now taking the limit as n tends to infinity, we have the indeterminate expression 
0/0. Thus we apply L'Hopital's Rule to obtain: 
d n ( (n+2 c+\) (n-2) \i 
~dn L V (n-\)(n+2c-\) )\ _ n2(n2-4 cn-6 n-4 c2+5) 
_d_[ 2.1 2 (n-1) (n-2) (n+2 c+1) (n+2 c-1) ' 
dn V n J 
As « tends to infinity, the limit is now the indeterminate expression oo/oo; 
however, repeated applications of L'Hopital's Rule yield a limit of j . Since we 
had taken the natural logarithm of ( 1) ) 2 ' w e 
lim {(n+2c+\)(n-2)vk 
(n-\)(n+2c-\) ) e ' n-^oo 
Next we shall examine the limit of 
beforehand, we have: 
( \n 
n+c 
n+c-4- . Simplifying the natural logarithm 
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In 
/ 
n+c-\ 
In n+c 
n+c-
1 
n 
Taking the limit as n tends to infinity, we have the indeterminate expression 0/0. 
Thus we apply L'Hopital's Rule to obtain: 
( 
A. 
dn In 
n+c 
n+c- 2 r _ 
JL\±) 
dni n J 
(2 n+2 c—1) (n+c) ' 
As n tends to infinity, the limit is now the indeterminate expression oo/oo. Two 
more applications of L'Hopital's Rule yield a limit of Since we had taken the 
natural logarithm of In 
( \» 
n+c 
n + c - 4 - / 
we find that 
lim In 
Thus, when m is even and n is odd: 
/ \n 
n+c 
n+c—Jr 
1 
e 2 . 
lim C „ = — ^ ( l X D e T g i z : - ^ 
Similarly, it can be shown that when m is odd and n is even, the limit of Cm^n is 
. Since the limit of Cm^n as m and n tend to infinity is C, the sequence V2tt 
{Cm,n} converges pointwise to C. • 
2.5 Pointwise convergence of hmi n(x) kmi n(x) 
We shall now show that hm^n(x)km n(x)converges pointwise to g(x) by first 
showing the convergence of the separate pieces hms n(x) and knij n(x). 
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Theorem 2.2. For any interval [ -b, oo), lim hm^ n{x) = 1. 
m, «->oo 
Proof. Let hm n(x) = , 1 =—. Thus there are singularities at 
1+ 2 F + n - 2 ) 
•y m (n-4) 
x = - -y However, the singularities are avoided on the interval 
[ - 6 , oo) by initially choosing m and « large enough. Now to evaluate the limit of 
h>n, n(x) as m and n tend to infinity at the same rate, we write m in terms of n. 
Thus we let m = n + p for p > -n, wherep is an integer. Then hnh n(x) becomes : 
1 hn(x) = 
, 2(2n+p-2) 
1
 a/ («+/?) (n-4) x 
Now taking the limit as n tends to infinity we have: 
1 lim hn(x) = lim 
oo w->oo , j 2 (2n+p-2) 
(n+p)(n-4) 
lim 
«-»oo 1+— 
V n 
= 1. 
Thus { / ^ converges pointwise to 1 on the interval [-b, oo). 
km, n\x) = e 
m, n->oo 
We next show that lim knh (x) = e -v2/2. 
- X 2 / 2 Theorem 2.3. For any interval [ -b, oo), lim km5 = e 
m, oo 
/« / /
 x — m+n 
Proof Let k„h n(x) = 1 / 2 (m+n-2) 1
 - ' m (n-4) * 
I
 + I 2 m 
[m+n-2) [n-4) ' 
In order for the functions to be defined for x, we must let m and n be large enough 
43 
so that m(n-4) < -b. To evaluate the limit of km n(x) as m and n tend to 2 [m+n-2) 
infinity at the same rate, we write m in terms of n. Thus we let m = n + p for 
p> —n. Then km^ n(x) becomes 
n+p 
kn(x) — / 2 (2 n+p-2) 1
 - ' (n+p) (n-4) * 1 + 
2 (n+p) 
(2 n+p-2) (n-4) 
P_ 
2 
Now taking the limit as n tends to infinity we have: 
lim kn(x) = lim 
77->00 A7->00 
2 (2 n+p-2) 
1
 - ' (n+p) (n-4) * 
n 
\2 ( 
1 , 2 (2 n+p-2) 
1 + 1
 (n+p) (n-4) x 
IL 
\ 2 
1 + 2 (n+p) 
> —n 
(2 n+p-2) (n-4) x 1 + 
2 (n+p) 
P 
(2 n+p-2) (n-4) 
= lim 11 + x)2 11 + 
fl—>oo ^fn 
i + 
yfn 
x 
n—>oo 
_2_ 
= lim (1 + -4= x)2 | l + 1 
'fn 
x 
In order to complete the evaluation of this limit as n tends to infinity, it suffices to 
evaluate the limit of the natural logarithm of 1 H 
^ V n ' \ yn 
Simplifying the natural logarithm beforehand, we have: 
In 1 + 1 + x 
-n In 1 + 2 x ]_2ln(l + - i ^ ) yn ' 1 yn ' 
2 
n 
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Now taking the limit as n tends to infinity, we have the indeterminate expression 
0/0. Thus we apply L'Hopital's Rule to obtain: 
d_ 
dn 
In 1 + -2* 1-2 In 1 + 1 x \ 
Vn ' 
d_\ 2 
dn i n 
-n 
2 
x
 + x 
\ n (V«"+ 2x) n(sfn+x) 
2 
n x2+n3l2 x-2 n x2—n3^2 . 
n2[y[n +2 x) 
nx 
[y[n+2x) (yfn+x) 
-x 
\ / 
1 + 2x 
Vn 
Now taking the limit as n tends to infinity we have: 
x 1+
 r 
lim 
n—>oo 
-x
2 
/ \ 
1 
/ \ 
1 
2 
v ll+2r) { y n ' J V f 1 + 1 H I in ' J 
—x 
Since we had taken the natural logarithm of H—%=? x) 2 (1 H—\=r x | , we 
find that 
yfn 
lim 11 + -?=- x)2 (l + - 4 = x) " = e 2 
yfn 
n-^oo yfn 
Therefore
 n(x)} converges pointwise to e 2 on the interval [-b, oo). • 
We have shown that the separate pieces of {gm,n(x)} converge pointwise 
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to their respective limits on [ -b, oo). Thus the product still converges pointwise, 
which allows us to state the following result. 
Corollary 2.1. For any x in the interval [ - b, oo), 
n I r(m+n) 
lim ( m )T f n~2 / 2 {m+n-2) \ 2 ) 
J™0o ^ m+n-2 > ' m+n-2 > ^ m {n-4) r ( f ) T(§) * 
(
* I 2 (m+n-2) ^ 
1
 -' m (n-4) x 
-^--1 m+n 2
 ( 
V [m+n-2) [n-4) J 
2.6 Uniform convergence of the F-Distribution 
We will now show that on [-b, b], the sequence of functions {hnhn{x)} 
converges uniformly to 1, the sequence of functions {km n(x)} converges uni-
formly to e~~x / 2 , and the product {hmn(x)kmij(x)} converges uniformly to 
e~
x
 We will then conclude this chapter by proving that the sequence of 
-x
2 
functions {g„hn(x)} = {Cm, n hm, n(x) km, converges uniformly to r-— e 2 
V 2 n 
on [ - b , b]. 
We have seen that the separate pieces of
 n(x)} converges pointwise to 
their respective limits. As stated in the introduction, to show that a sequence of 
functions converges uniformly to fix), we must show that for each s> 0 there 
exists an integer N such that for m, n> N, fm,n(x) is within s of / (x ) for all 
xe[-b, b] [1], For the sequence of functions {hmn{x)} this result is easily shown 
in the following lemma. 
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Lemma 2.3. On any interval [ - b , b], the sequence of functions {hmjn(x)} 
1 
1 + 2 (m+n-2) 
converges uniformly to 1, when m — n. 
m (n-4) 
Proof. Let m = n. Then hmn(x) becomes: 
1 h»(x) 
1+2 x n-1 
n (n-4) 
1 
= lim 2b Now let s > 0 be given. Since lim 
«->oo
 1 l h j n - \ «->oo 1 + -
l+Z0Jn(n-4) V" 
= 1 and 
lim * = lim = 1, there exists and integer N such that 
n(n-4) 
2b 
if m, n > N, then ^ ^ < -b 
1+2 b n-1 
n (n-4) 
- 1 < and 
1 
- 1 
1-2 b / - ^ L 
< s. Then for all n> N, 
1 -e< 1 < 
1+2 b 
v n(n-4) \+2x 
n-1 
n (n-4) 
< 1. 
for 0 < * < and 
1 < 1 
l+2x 
< 1 
n-1 
n (n-4) 
for -b <x< 0. Thus for all xe [-b, b] 
1 - 2 b n-1 
n (n-4) 
1 
< 1 +E, 
\+2x 
is within s of 1 if 
n-1 
n (n-4) 
n>N. Therefore the sequence of functions {hm>n(x)} converges uniformly to 1. 
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Now we consider the sequence of functions {knhn(x)}. Before we show 
the uniform convergence of {km^n{x)}, we shall first show that two sequences of 
functions bound {km n(x)} when m = n, in the following proposition. 
Proposition 2.1. If m = n, {Tn(x)} = 1 + 
n 
2 x \ 2 
and {£/„(*)} = (l + - 7 = ) 2 (l + - 7 = 
v V n-4 ) V V n-4 
x > 0, and Un(x) < kn{x) < Tn(x), for x < 0. 
^fn+4 
1 + 
-(n+4) 
^fn+4 
-n 
then Tn(x) < k„(x) < Un(x) for 
n 
Proof. Let m = n, {Tn(x)} = (l + y = ) 2 (l + - j = ) 
-(n+4) 
{£/„(*)} = 1 + 
n 
2x \ 2 
^fn+4 ' 
V n-4 
1 + x 
^ n-4 
Then km^n(x) becomes: 
and 
kn(x) — 1 + 2x n-1 
n (n-4) 1 +x (n-1) (n-4) 
-n 
First we consider the relationship between the sequences of functions {U„(x)} and 
{kn(x)}. Forx > 0, 
( 
kn(x) — 
n 
~>2 
l+2x n-1 
n (n-4) 
1+x (n— 1) (n-4) 
n ^ 
4) 
1+x n-1 (n-1) (n-4) ) 
1 + 
n 
2x \2 
V(w-4) 
1 + 
= Unix)-
For x < 0, the inequality is reversed. Figures 9 and 10 demonstrate the relation-
ship between Un(x) and kn(x). 
1. .2 
10/ 8 
^ N ^ U s (X) 
6 \ \ 
r 
4 
j 0 2 k 5 
- 0 . 5 0 . 5 1 1 . 5 2 2 . 5 3 
Figure 9: kn(x) and Unix), when n = 5. 
i 2 
/ r 8 
U 5 0 (X) 
/ 0 6 
J 0 4 
// 0 2 k50 ( x p ^ ^ ^ 
- 2 - 1 1 2 3 
Figure 10: kn(x) and Un(x), when n = 50. 
Next we shall employ the use of Mathematica to examine the relationship 
between the sequences of functions {Tn(x)} and {kn(x)}. We load the following 
Mathematica package, which provides a means for solving inequalities. 
<< A l g e b r a * I n e q u a l i t y S o l v e " 
The Mathematica command InequalitySolve [expr, x] finds conditions 
that must be satisfied by real values of * in order for the expression expr to be 
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true. To use this command we shall formulate a table that will assign values to n 
and find the conditions necessary for the expression expr to be true. For 
k„(x) > Tn(x) we have 
f = I n e q u a l i t y S o l v e [ 
I 4 * (n - 1) 2 
1 + J x 
y n * (n - 4) 
/ \ n l 
l + 
n 
1 + 
V n + 4 , 
(n - 1) * (n - 4) 
-(n+4) 
1 + 
V n + 4 , 
/ x] ; 
T a b l e F o r m [ T a b l e [ { n , f } , {n, 5 , 5000, 5 0 0 } ] , 
T a b l e H e a d i n g s -» {Automat i c , { "n" , "x" } } ] 
n X 
1 5 x > 0 
2 505 x > 0 
3 1005 x > 0 
4 1505 x > 0 
5 2 0 0 5 x > 0 
6 2 5 0 5 x > 0 
7 3 0 0 5 x > 0 
8 3 5 0 5 x > 0 
9 4 0 0 5 x > 0 
10 4 5 0 5 x > 0, 
and for k„(x) < T„(x) we have 
f = I n e q u a l i t y S o l v e [ 
1 + 
1 + 
4 * (n - 1) 
n * ( n - 4 ) 
\ n 1 
1 + n 
V n + 4 
1 + 
V n + 4 , 
f x] ; 
T a b l e F o r m [ T a b l e [ { n , f } , {n, 5 , 5000, 5 0 0 } ] , 
T a b l e H e a d i n g s {Automat i c , { "n" , "x" } } ] 
x 
(n - 1) * (n - 4) 
-(n+4) 
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n X 
1 5 X < 0 
2 505 X < 0 
3 1005 X < 0 
4 1505 X < 0 
5 2005 X < 0 
6 2505 X < 0 
7 3005 X < 0 
8 3505 X < 0 
9 4005 X < 0 
10 4505 X < 0 
The two tables show numerically that as the value of n increases, kn(x) > T„(x) for 
x > 0 and kn(x) < Tn(x) for x < 0. We can see graphically that this relationship 
holds in Figures 11,12 and 13. 
A 1 . 7 5 
/ \ "5 
/ """'A5 
/ o . 75 
/ 0.5 \ \ k i o (x) 
/ 0.25 
. . . Tin 
-1 1 2 3 
Figure 11: kn(x) and Tn{x), when n = 10. 
i 2 
kioo (x) 
/ /0 8 
/ / 0 6 
/ / 0 4 
// 0 2 Tioo ( x ) \ \ 
- 2 - 1 1 2 3 
Figure 12: kn(x) and T„(x), when n = 100. 
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1 2 
^ k 5 0 5 (x) 
//° 8 // 0 6 
// 0 4 
/ / 0 2 Tsos 
- 2 - 1 1 2 3 
Figure 13: k„(pc) and T„(x), when n = 505. 
The numerical and graphical evidence supports the assumption that kn{x) > T„(x) 
for x > 0 and kn(x) < T„{x) for x < 0; however, the analytical proof that this 
relationship holds eludes the author at this time. Henceforth we will assume that 
the relationship between {Tn} and {kn(x)} can be proven analytically. Thus 
Tn(x) < kn(x) < U„(x) for x > 0, and Un(x) < kn{x) < T„(x), for x < 0. • 
Figure 14 demonstrates the relationship between Tn(x), k„(x) and U„(x). 
A 1 . 7 5 
/ \-5 
/ 1-\5 
/ Y - L B 
// °-5 
/ / 0 . 2 5 
- 1 1 2 3 
Figure 14: Tn(x), kn(x) and U„(x), when n - 10. 
We now show that the two sequences of functions that bound [kn(x)} are 
uniformly convergent. First we consider the sequence of functions {Un(x)}. 
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Lemma 2.4. On any interval [-b, b], the sequence of functions U„(x) 
= (l + ) 2 + ) c o n v e r g e s uniformly to e~ x l l 2 . 
Proof. First we show that Un(x) converges pointwise to e~x1!2. For any 
interval [-b, oo), 
lim U„(x) = lim f l + l^—)2 (l + — 
«->oo «-*oo V V n-4 ' \ y n-4 
— i 
= lim fl + - |= - x)2 1 + - L x) 
n->oo V Vn ' \ Vn ' 
x
2 
-n 
= e 2 . 
V 2 + 4 
show that the sequence of functions {Uv(x)} - j ( l + 2 (1 + + 4 ) | 
[See argument in Theorem 2.3]. Now by letting v = V « - 4 , it will suffice to 
2 
converges uniformly to e~x I2, as v tends to infinity. We initially start our 
sequences with n large enough so that -yj n-4 < —b. Thus for our new 
sequence written in terms of v, we have that v > b. Thus for all [ - b , b\, we have 
that - 1 < ^ < 1. It is also the case that this new sequence still converges 
pointwise to e~x !2 . 
To show that the sequence of functions {Uvix)} converges uniformly to 
_ r 2 / ? 
e ' , we shall divide {Uv{x)} into two pieces. Thus we rewrite {t/vCf)} a s 
follows: 
Uvix) = (1 + f (1 + i)-4 (l + (l + i ) ^ . 
Now we define avix) and bvix) by 
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av(x) = {\ + 2f) (1 + fr4, 
and 
We shall first consider the uniform convergence of the sequence of functions 
{tfvCx)}. Let e > 0 be given. Since lim (l + = 1 and lim ^
 4 = 1, 
v->oo V V->00 ( j j . A j 
,2 
there exists an integer N such that if v > N, then -v <-b, | (l ± - j p ) - 1 J < s, 
and - r - 1 < e. Then for 0 < x < b and v> N, 
l - e < W s 
(1 + 4 ) 
and 
l£(1 + ¥)2<(1 + ir)2<1+£-
Now multiplying the inequalities we have 
(1
 + 
(1 + f ) 
( 1 + — f for 0 <x<b. Similarly it can be shown that is within s of 1 lor for 
O + V) 
(1 + — f 
-b <x< 0 and v> N. Thus for all xe [-b, b], 1L-4- is within £ of 1 if (1 + - ) v
 V ' 
v > N. Therefore the sequence of functions {av(x)} converges uniformly to 1. 
We now consider the uniform convergence of the sequence of functions 
{bv(x)}. It is our assertion that the sequence of functions { 6 V ( X ) } i s decreasing for 
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x > 0 and increasing for x < 0. To demonstrate this result it will suffice to show 
that the sequence 0?v(x)} = (ln(^v(jc))} is decreasing for x > 0 and increasing for 
x<0. 
The Maclaurin series expansion of ln(l + x), for - 1 < x < 1 is given by 
00
 (_-i\k+l
 rk 
ln(l + x) = £ { l ) , x [Section 1.6], Thus, 
k= 1 K 
2x p v ( x ) = ^ l n ( l + ^ ) - v 2 l n ( l + f ) 
= vi £ {-\)k+h2xf 
2
 k=l kvk k=l kvk 
v2 ( 2x 2x2
 + 8 x 1 _ 4x f . + 32x 5 
2 I v
 v2 ^ 3 V 3 V4 5 V 5 
_ ,,2 ( x_ _ X2 , _XI xj_ , X5 
V 2 v2 3 v3 4 v4 5 v5 
= I vx - x2 + 4 x
3 
3 v 
2 x4 
V2 
, 16x 5 
+
 5 v3 
2 + 
X 3 
3 v 4 v2 + 
X 5 vx • x 
*L - M _ 3 X 1 4 . I 
2 v 4 v 2 v 3 
/
 x 2 ,-3 
Now for x < 0, each term in the expression I V + 4
 v2 v3 
positive since the odd powers of x have negative coefficients. Thus as v increases, 
the terms become smaller, so the expression decreases with respect to v. Thus the 
sequence of functions {pv(x)} increases for x < 0. 
To show that {pv(x)} decreases for x > 0, we shall show that its derivative 
with respect to v is negative. Taking the derivative of pv(x) and using the 
Maclaurin series, we obtain: 
7 x 4 3 x 5
 + ...I is 
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d(py(x)) 
dv 1+ 2 x 
v / 
- v 
1 + -
v v y 
- 2 JC 
- 2 * _ 2x^_ , . 8x1 _ 4x^ , 32x5 
— V I . O I -3 A • 
VZ 3v3 v^  5 V 5 • 
x4
 + A-5 
2 v2 3 v3 4 v4 5 v5 + 
2 2 V6 xz
v(v+x) (v+2 x) 
= ( - 4 + 2 x
3
 7 x 4 
2 v3 
+ 
2 2 V^ X 
v(v+x) (v+2 x) ' 
(2 x)^-2 x^ The terms -——j—— in the alternating series are decreasing with k, since kvK~l 
0 < < 1. Thus the series converges; but more importantly, the entire sum is 
less than any partial sum that is stopped after a negative term. Therefore for x > 0, 
2 2 d(pv(x)) x2 
dv v v(v+x) (v+2 x) 
_ -x
2 (v+x) (v+2 x)+v2 x2 
~~ v(v+x) (v+2 x) 
_ -xL (vz+3 vx+2x 2)+v 2 x2 
~~ v(v+x) (v+2 x) 
3 
- 2 x 4 - 3 vx 
v(v+x) (v+2 x) 
<0. 
Thus as sequences in v, {/?VC*0}, and therefore {6v(x)} decreases for x > 0, 
increases for x < 0, and is constant for x = 0. 
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By Dini's Theorem [4], the sequence converges uniformly to 
2 2 
e-x /2 o n QJ a n c j c o nverges uniformly to ! 2 on [0, 6]. Now for any 
£ > 0, we choose v large enough so that {6v(x)} is within e of e~x !2 for all 
xe[—b, b]. Therefore the sequence converges uniformly to e~x / 2 on 
[-b, b]. In Section 1.6 we noted that in general, the product of two uniformly 
convergent sequences does not necessarily converge uniformly. However if the 
two uniformly convergent sequences are bounded, we can prove the uniform 
convergence of the product [1], Thus we show that {Uv(x)} = {av(x) bv(x)} 
converges uniformly to e~x !2. 
Since av{x) is uniformly convergent, there exists an N such that if v > N, 
then -v < -b. Thus for v > N, av(x) is continuous, pointwise convergent, and 
hence bounded on the compact interval [ - b , b]. Now we have a uniformly 
convergent sequence of bounded functions. Thus {av(x)} is uniformly bounded. 
Hence, there exists a K such that [ av(x) \ < K for all xe[-b, b] and all v > N. 
Now let s>0 be given and let g(x) = e~x I2. Then |g(X)| < 1. Since 
av(x) and bv(x) are uniformly convergent, there exists an Nq > N such that if 
V>NQ, then < 2 X an(* I a v 0 0 - l | < "f f ° r xe[-b,b] . 
Thus for v > NQ, and all xe[-b, b], we have the following: 
| av(x) bv{x) - g(x) | = | av(x) bv(x) - av(x) g(x) + av(x) g(x) - g(x) \ 
< | av(x) bv(x) - av(x) g(x) | + | av(x) ^(x) - g{x) \ 
= | av(x) | | bv(x) - g(x) | + | av(x) - 1 | | g(x) \ 
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< (iO | Av(*) - g(*) | + | av(*) - 1 | (1) 
_ JL 
~ 2 + 2 
Therefore the sequence {t/v(jc)} = {av(x) bv(x)) and also our original sequence 
{Un(x)} converges uniformly to e-A"2/2 on [-b, b]. • 
We now consider the sequence of functions {Tn{x)\. 
Lemma 2.5. On any interval [-b, b], the sequence of functions 
{Tn(x)} = {(l + y = " ) 2 (1 + ) ("+4)} c o n v e r S e s uniformly to e~x2/2. 
Proof. First we show that Tn(x) converges pointwise to e~x / '2. For any 
interval [-b, oo), 
H 
lim T„(x) = lim (1 + ~ i = )2 (1 + 
n—>oo n->oo V n+4 > v yn+4 > 
lim ( 1 + X ! 2 f l + -4=- JC) " 
n-^oo \ -y n ' \ yfn 
e 2 . 
[See argument in Theorem 2.3], Now by letting w = y/n + 4 , it will suffice to 
w2—4 
show that the sequence of functions {Tw(x)} = j ( l + 2 (1 + -j^-)-1 > 
converges uniformly to e~x ' , as w tends to infinity. We initially start our 
sequences with n large enough so that -sjn + A <-b. Thus for our new 
sequence written in terms of w, we have that w > b. Thus for all [-b, b], we have 
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that - 1 < < 1. It is also the case that this new sequence still converges w 
2 
pointwise to e~x !2 . 
To show that the sequence of functions {Tw(x)} converges uniformly to 
2 
e~
x
 I2, we shall divide {Tw(x)} into two pieces. Thus we rewrite {^(JC)} as 
follows: 
= + 0 + i t ) 2 o + w ' 
Now we define rw{x) and sw(x) by 
and 
-w2 
From the argument in Lemma 2.4, we know that the sequence of funci-
tons = (l + 2 (1 + converges uniformly to e~ x l ! 2 . Now we 
consider the uniform convergence of the sequence of functions [rw(x)}. Let e > 0 
1 _ 1 „ „ j i.-.„ 1 j = 1, there exists an be given. Since lim
 2 lt>-»00 /i , 2 b ' (1 + — ) V w / 
=  and lim 
W'-»00 
integer TV such that if w> N, then -w <-b, 
1 
- 1 
- 1 
< and 
< s. Then for all w>N, 
1 1 - £ < 1 
( 1 + 2 A ) 2 (1+ 
v w / v w / 
< 1. 
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for 0 < x < and 
1 < i — T < ! T < 1 + e, 
for -b < x < 0. Thus for all xe [ -6 , b], j within e of 1 if w > N. 
h+l2L) 
V w ) 
Therefore the sequence of functions {rw(x)} converges uniformly to 1. 
We have shown that the separate pieces of {Tw(x)} are uniformly conver-
gent. We now show that the product converges uniformly to e~x / 2 . Since rw(x) 
is uniformly convergent, there exists an N such that if w > N, then -w < -b. 
Thus for w> N, rw(x) is continous, pointwise convergent, and hence bounded on 
the compact interval [ -b , b\. Now we have a uniformly convergent sequence of 
bounded functions. Thus {rw(x)} is uniformly bounded. Hence, there exists a B 
such that | rw(x) | < B for all xe[-b, b] and all w > N. 
Now let s> 0 be given and let g(x) - e~x2!2. Then[g(jc)| < 1. Since 
rw(x) and ^ ( x ) are uniformly convergent, there exists an > N such that if 
w > Ny, then | - g(x) | < and | rw(x) - 1 | < -j for all xe[-b, b] . 
Thus for 
w > and all x € [—b, , we have the following; 
I rw(x) sw(x) - g(x) | = | rw{x) 
- rw(x) g(x) + r j x ) g(x) - g(x) | 
< | rw(x) sw(x) - rw(x) g(x) \ + | rw(x) g(x) - g(x) | 
= I rw(x) | | sw{x) - g(x) | + | rw(x) - 1 | | g(x) \ < (B) 15v„(x) - g(x) | + | rw(x) - 1 | (1) <( )( 2%) + ( f ) ( D • 
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- JL j . JL 
~ 2 + 2 
= a. 
Therefore the sequence {Tw(x)} = {rw(x) and also our original sequence 
2 / 9 {Tn(x)} converges uniformly to e~x ' on [-b, b]. • 
We are now ready to show the uniform convergence of {km^n(x)} when 
m — n in the following lemma. 
Lemma 2.6. On any interval [ - b , b], the sequence of functions 
M+N 
{km, n(x)} = { 1 , I 2 (m+n-2) 1 +
 -
 1
 m (n-4) X 1 + 
2M 
(m+n-2) (n-4) X 
converges uniformly to g(x) = e~x ' , when m = n. 
Proof. Let g(jt) = e~x and let m = n. Then km n(x) becomes: 
KN(X) — 1 +2x n-1 
N 
' \ 2 
n (n-4) 1 
n 
in-1) (n-4) 
-n 
Now let s > 0 be given. By Lemmas 2.4 and 2.5 there exists an N such that if 
n> N, then | Tn(x) - g(x) j < e and | Un{x) - | < s for all xe[-b, b\. This 
implies that g(x) - e < T„(x) < g{x) + s and g(x) - s < U„(x) < g(x) + s, for all 
xe[-b, b] and n > N. Now by Proposition 2.1 we have Tn(x) < kn{x) < Un(x) 
for x > 0, and Un(x) < kn( x) < Tn(x), for x < 0. Thus forn>N and x e [0, b], 
g(x) - s < T„ix) < k„ix) < Un(x) < g(x) + s 
which implies that 
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g(x) -s< kn(x) < g O ) + e . 
Thus | kn(x) - g(x) | < s for n> N and for all xe [0, b]. Now for n> N and 
xe[-b, 0], we have 
g(x) - £ < Unix) < kn(x) < Tn(x) < g(x) + s , 
which implies that 
g(x) -e< kn(x) < g(x) + s . 
Thus | kn(x) - g(x) | < s for n > N and for all xe[-b, 0], Therefore the sequence 
2 
of functions {kn(x)} converges uniformly to e~x / 2 on [-b, b]. • 
As previously stated, the product of two uniformly convergent sequences 
converges uniformly if the sequences are bounded. Thus we have the following 
lemma. 
Lemma 2.7. On any interval [ -b , b], the sequence of functions 
1 / 2 (m+n-2) 
m (n-4) 
m+n 
1+ 1 ( ^ 2 ) 
yj m (n-4) 
2 
converges uniformly to e~x / /2, when m - n. 
Proof. Letg(x) = e~x2/1, hm>n(x) = 
1 + 2 m (m+n-2) (n-4) x 
^ 2 (m+n-2)
 x 
V m (n-4) 
k (X) - 1 + / 2 (m+n-2) Km,n\X) - i + /
 m { n _ A ) X 
m = n. Then hm n(x) becomes: 
m 
2 / 
and 
m+n 
1 + 2 m (m+n-2) (n-4) x Now let 
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hm, n(x) — 
1+2* 
and km n(x) becomes: 
n 
kn(x) = I + 2x 
( 
(n-\) (in-4) 
n 
—11 
Clearly | g(x) j < l for all x. As in Lemma 2.3, there exists an N such that if 
convergent, and hence bounded on the compact interval \-b, b]. Now we have a 
uniformly convergent sequence of bounded functions. Thus {hn{x)} is uniformly 
bounded. Hence, there exists an W such that | hn(x) | < W for all xe[-b, b] and 
all«> N[ l ] . 
Now let s > 0 be given. By Lemmas 2.3 and 2.6 there exists an NO > N 
such that if n > NQ, then | k„(x)-g(x) | < - ^ r and | h„(x) - I \ < j for all 
xe[-b, b] . Thus for n> NQ, and all xe[-b, b], we have the following: 
| h„(x) kn(x) - g(x) [ = | hn{x) kn{x) - hn(x) g(x) + hu(x) g(x) - g(x) | 
n > N, then - 2 r^- < -b. Thus for n>N, hn(x) is continuous, pointwise 
< | h„(x) kn(x) - h„(x) g(x) | + | hjx) g(x) - g(x) j 
hu(x) | I kn(x) - g(x) ] + | hn(x) - 1 | | | 
<{W)\kn(x)-g(x)\ + \hn(x)-\\ (1) 
< ( ^ ) ( 2 f r ) + ( f ) ( 1 ) 
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Therfore the sequence of functions {hmn(x)knh„(x)} converges uniformly to 
e-x /2 o n ^ when m = n. • 
We are now ready to prove our main result. 
Theorem 2.4. On any interval [ - b , b~\, the probability density functions 
{gm,n{x)} of the standardized F-distributions converge uniformly to the prob-
ability density function f(x) of the standard normal distribution, when m-n. 
Proof. Let m = n. Then we write g„(x) = Cn hn(x) k„(x) and 
f(x) = Cg(x), where the product of the sequence of functions {h„(x) k„(x)} 
converges uniformly to and the sequence of constants {C,,} converges to C. 
The sequence {C„} is bounded by some constant R, since {Cn} converges to C 
[4], As noted in Lemma 2.7, gO) is bounded by 1. Now given s > 0, there exists 
an N such that if n > N, then | C„ — C j < -j and | hn(x) kn(x) - | < for 
all xe[-b, b]. Then for n> N, and all xe[-b, b] , we have the following: 
I gii(x) - fix) | = | C„ h„(x) k„(x) - C g(x) | 
= | C„ hn{x) kn(x) - C„ g(x) + Cn g(x) - Cg(x) | 
< | C„ hn{x) kn(x) - C„ g(x) | + | C„ g(x) - C g(x) \ 
= \Cn\ | hn{x) kn(x) - g(x) | + | C„ - C | | g(x) | 
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Therefore the p.d.f.'s {gm,n(x)} of the standardized F-distributions converge 
uniformly to the p.d.f fix) of the standard normal distribution when m = n. • 
We can pose the question do the probability density functions {gm,n(x)} of 
the standardized F-distributions converge uniformly to the probability density 
function / (x) of the standard normal distribution when m + ril It is possible to 
use the previous argument to show that the sequence of functions {gm,n(x)} 
converges uniformly to fix) when m > n, that is for m - n + p, where p > 0 if 
we can show that Tn(x) < kn+p{x) < Un(x) for x > 0, and Un(x) < kn+p{x) < Tn(x), 
for x < 0. Figures 15 and 16 indicate that it is possible to show analytically that 
this relationship holds for n, p> 0. 
Figure 15: Tn(x), kn+p(x), and Un(x) when n = 5 and p - 1. 
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Figure 16: Tn(x), kn+p(x), and Un(x) when n- 30 and p = 10. 
Figures 17 and 18 examine the relationship between {gmyn{x)} and f(x) 
m < n. 
1 2 
/7 0 8 \ \ ( x ) 
/ / 0 6 
/ 0 4 kg,10 (x) / 0 2 
-1 1 2 3 
Figure 17: f(x) and k„hn{x) when m = 9 and n = 10. 
1 2 
Jo 
8 
6 
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Figure 18: f(x) and km^(x) when m = 100 and n = 50. 
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These graphs suggest that {gm,n(x)} converges uniformly to f(x) when m < n . 
Thus it is conceivable that one can show that the probability density functions of 
the standardized F-distributions converge uniformly to the probability density 
function of the standard normal distribution when m < n. 
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