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Abstrakt
Tato práce obsahuje popis základních systému pouºívaných pro sledování hlídaného pro-
storu. Ve st¥ºejní £ásti práce jsem p°edstavil metody po£íta£ového vid¥ní vhodné pro detekci
a klasiﬁkaci objekt·. Dále jsem na základ¥ metody ode£ítání pozadí realizoval algoritmus
pro detekci lidí, který vyuºívá pro popis objekt· histogram orientovaných gradient· a pro
klasiﬁkaci SVM klasiﬁkátor. V poslední £ásti práce se zabývám porovnáním deskriptoru
zaloºeného na histogramu orientovaných gradient· se SIFT deskriptory a vyhodnocením
preciznosti detek£ního algoritmu.
Abstract
This bachelor thesis contains a description of the basic system for perimeter monitoring. The
main part of the thesis introduces the methods of computer vision suitable for detection
and classiﬁcation of objects. Furthermore, I devised an algorithm based on background
subtraction which uses a Histogram of Oriented Gradients for description of objects and an
SVM classiﬁer for their classiﬁcation. The ﬁnal part of the thesis consists of a comparison of
the descriptor based on the Histogram of Oriented Gradients and the SIFT descriptor and
an evaluation of precision of the detection algorithm.
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Kapitola 1
Úvod
as od £asu se vyskytne pot°eba sledovat hlídaný prostor, m·ºe se nap°íklad jednat o pro-
dejnu v nákupním st°edisku nebo i o oblast v areálu armádního prostoru. kála typ· objekt·
pop°. oblastí, kde vzniká pot°eba provád¥t sledování nebo jen hlídání, je ²iroká a pestrá.
Cílem sledování je získat p°ehled o tom, co se v takovém prostoru odehrává. Obvykle se
vyhodnocuje, zda byl sledovaný prostor naru²en, v pozitivním p°ípad¥ m·ºe být ºádoucí
provést identiﬁkaci naru²itele.
Tato práce se zabývá analýzou existujících °e²ení pro hlídání sledovaného prostoru, dále
pak návrhem, implementací a testováním algoritm· pro detekci naru²itele sledovaného pro-
storu pomocí analýzy videodat získaných ze stacionární kamery. e²ení je realizováno pro-
st°ednictvím metod z oboru po£íta£ového vid¥ní. Pomocí ²iroké ²kály technik lze analyzovat
obrazová data a získávat z nich informace o tom, jaké objekty se pravd¥podobné ve scén¥
nacházejí. Algoritmus navrºený v této práci umoº¬uje ve video záznamu detekovat objekty,
které poté pomocí binárního klasiﬁkátoru klasiﬁkuje a vyhodnocuje, zda je klasiﬁkovaným
objektem £lov¥k nebo ne. Jednou z nezbytných vlastností algoritmu je moºnost detekce
naru²itele v reálném £ase. Mezi dal²í d·leºité vlastnosti pat°í invariantost v·£i zm¥nám
snímané oblasti. Výsledek této práce je ur£en pro zabezpe£ovací a sledovací systémy, které
vyuºívájí pro získávání obrazových dat stacionární CCTV kameru. Dále jsou v této práci
porovnány t°i metody popisu objekt· pro jejich klasiﬁkaci.
Do sledovacích systém· m·ºeme zahrnout trackovací systémy, kamerové systémy nebo
dokonce i nejr·zn¥j²í systémy pro sledování sí´ové komunikace (internetu). Kamerové sle-
dovací systémy (ozna£ované jako CCTV) slouºí k vizuálnímu sledování prostoru. V prvopo-
£átku se tyto systémy pouºívaly nejvíce v privátním sektoru. V posledních dvou desetiletích
dochází k velké expanzi t¥chto kamer do ve°ejného sektoru a to p°edev²ím z d·vod· elimi-
nace kriminality a zvy²ování ve°ejné bezpe£nosti. Na trhu je moºné nalézt n¥kolik provedení
t¥chto kamer nap°. kamera ve tvaru pouli£ního osv¥tlení. Výstup z t¥chto kamer by m¥l slou-
ºit jako p°ípadný d·kazní materiál pro dokázání trestného £inu. S nástupem výkonn¥j²ích
hardwarových prost°edk· dochází k vývoji algoritm·, které jsou schopné detekovat osoby
nebo obli£eje osob ve sledovací oblasti kamery. Na základ¥ tohoto pokroku do²lo k roz²í°ení
vyuºití kamerových systém· v zabezpe£ovací technice, kde se ve v¥t²in¥ p°ípad· pouºívá
kombinace se senzorem nebo jinou technologii. Nap°íklad existují kamery s PIR senzorem
pro vizuální potvrzení poplachu. Zpracování takto získaných dat a jejich uchovávání, se musí
°ídit dle platných právních norem, které se v jednotlivých státech m·ºou od sebe radikáln¥
li²it. Roz²i°ování sledovacích systému, p°edev²ím pak t¥ch, ve kterých dochází k identiﬁ-
kaci osob, vyvolává kontroverze z d·vodu naru²ování soukromí a moºnosti zneuºití takto
získaných dat.
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Práce je rozd¥lená do t°í v¥t²ích tematických celk·, tvo°ených jednou nebo i více kapito-
lami. První z nich popisuje existující pouºívané technologie pro detekci a sledování pohybu
(senzory, infrakamery,. . . ) v zabezpe£ovací technice, jedná se p°edev²ím o technologie ur-
£ené pro detekci pohybu objektu naru²ujícího hlídaný prostor. Dal²í celek se zabývá principy
po£íta£ového vid¥ní, metodám detekce a klasiﬁkace objekt·, p°edev²ím pak klasiﬁka£ních
a extrak£ních algoritm·. Poslední £ást této práce popisuje implementovaný program a vy-
hodnocuje, na základ¥ provedeného testování, vlastnosti algoritmu.
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Kapitola 2
Analýza existujících °e²ení
Cílem této kapitoly je seznámit se s °e²eními, která jsou dostupná na trhu pro detekci
naru²ení sledovaného prostoru. N¥které uvedené °e²ení umoº¬ují ur£it, zda p°ípadným na-
ru²itelem je osoba. Algoritmus pro sledování hlídaného prostoru s moºností detekce výskytu
£lov¥ka je zárove¬ p°edm¥tem této práce, jedná se o oblast, která se vyuºívá p°edev²ím v ob-
lasti zabezpe£ovací techniky nebo pr·myslu. V¥t²ina uvedených °e²ení je ur£ena jenom pro
vyhodnocení, zda byl hlídaný prostor naru²en nebo ne. Rozpoznávání typu naru²itele není
v dne²ní dob¥ p°íli² roz²í°eno. Za jeden z d·vod· minoritního roz²í°ení se dá povaºovat to, ºe
se jedná o relativn¥ novou oblast. První prakticky pouºitelný detektor pro detekci objekt·
v reálném £ase Viola-Jones byl publikován v roce 2002. Do té doby byly algoritmy £asov¥
velmi náro£né s tím, ºe výkon dostupného hardwaru byl ve srovnání s výkonem v dne²ní
dob¥ zna£n¥ malý.
2.1 Detekce pohybu pomocí PIR £idel
Jedná se o aktivní detektor pohybu pracující na principu pyroelektrického jevu. Na základ¥
tohoto jevu se p°i vniknutí nevyºádané osoby do sledovaného prostoru, na pyroelektrickém
elementu uvnit° senzoru generuje elektrický náboj, p°ímo závislý na vyza°ovaném infra-
£erveném zá°ení prostoru a naru²itele. Osoba ve sledované poli senzoru vyza°uje ur£ité
infra£ervené zá°ení, které tepeln¥ ovliv¬uje jednu £ást senzoru, p°i£emº druhá £ást senzoru
p°ijímá teplotu okolí. Na základ¥ pyroelektrického jevu vznikne na £idle £asov¥ prom¥nný
náboj. Tento náboj je p°iveden na rezistor s vysokým odporem (z d·vod·, ºe náboj má
jednotky pA), následn¥ je elektrické nap¥tí na rezistoru zkoumáno pomocí nap¥´ového sle-
dova£e. Schéma jednoduchého nap¥´ového sledova£e s MOSFET tranzistorem je znázorn¥no
na obrázku 2.1.
Jednotlivé typy PIR senzoru se li²í p°edev²ím sledovací oblasti a sledovacím úhlem, který
m·ºe být aº 360 stup¬· (dosaºeno kombinací více PIR senzor·). Maximální dosah PIR £idel
bývá kolem 60 metr·.
Nevýhodou t¥chto senzor· je p°edev²ím zhor²ující se moºnost detekce s nar·stající vzdá-
lenosti naru²itele od senzoru. Mezi dal²í nevýhody pat°í ovlivnitelnost teplotou okolí nebo
fale²ný poplach p°i proud¥ní teplého vzduchu. První verze t¥chto senzor· pozitivn¥ reago-
valy i na p°ímé slune£ní sv¥tlo, nyn¥j²í generace pouºívá ﬁltry, které vliv p°ímého slune£ního
sv¥tla nebo jiného stacionárního zdroje infra£erveného zá°ení eliminují [4]. V praxi se tento
senzor pouºívá jako spína£ pro zabezpe£ovací systémy nap°. u vchodových dve°í nebo jako
schodi²´ový spína£.
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Rozd¥lení PIR senzor· dle typ· sledovaných oblastí [10]:
• Typ "v¥jí°"- Horizontální snímání oblasti v ²irokém krátkém výseku
• Typ "záclona"- Vertikální snímání oblasti v ²irokém krátkém výseku
• Typ "dlouhý dosah"- Horizontální snímání oblasti v úzkém dlouhém výseku
Obrázek 2.1: Nap¥´ový sledova£ PIR senzoru
Komer£ní °e²ení
Na základ¥ po£tu ﬁrem zabývajících se vývojem a výrobou t¥chto senzor·, lze tvrdit, ºe se
jedná o pom¥rn¥ roz²í°ený typ bezpe£nostních senzor·. Podle zp·sobu p°ipojení m·ºeme
moduly s PIR senzorem rozd¥lit na drátové a bezdrátové. Bezdrátové jsou zejména vhodné
do objekt·, kde doposud nebyl instalován ºádný bezpe£nostní systém. Výrobou PIR sen-
zoru se zabývá nap°íklad tuzemská ﬁrma EVOLE, která se zaobírá výrobou bezdrátových
provedení t¥chno sníma£·. Dal²í tuzemskou ﬁrmou je ﬁrma Elko, zabývající se mimo jiné
vývojem a výrobou modul· pro inteligentní domy, v jejímº produktovém sortimentu lze rov-
n¥º nalézt n¥kolik provedení PIR senzor·. V¥t²ina nabízených produkt· dokáºe nereagovat
na malé ºivo£ichy (my²i, potkany, atd.). Firma Jablotron vyrábí PIR senzory s kamerou pro
vizuální potvrzení poplachu. V p°ípad¥, ºe PIR senzor detekuje pohyb, kamera po°ídí sek-
venci snímku, ty jsou následn¥ uloºeny do interní pam¥ti detektoru a p°ená²eny do úst°edny.
Kamera je vybavena bleskem a infra£erveným p°isvícením pro focení v noci.
2.2 Duální senzory
Jelikoº se PIR senzory nehodí na aplikace, kde je v¥t²í pravd¥podobnost vzniku fale²ných
poplach·, vznikly tzv. duální senzory. Tyto senzory pracují se dv¥ma senzory s rozdílnými
typy detekce. Ve v¥t²in¥ p°ípad· se jedná o pyroelektrický senzor (viz 2.1) a mikrovlnný
senzor pop°. ultrazvukový senzor, který pracuje na stejném principu. Mikrovlnný senzor se
skládá z p°ijíma£e a vysíla£e. Vysíla£ vy²le rádiovou vlnu o frekvenci ftx, která se odrazí od
objektu a p°ijíma£ ji následn¥ p°íjme. Po té se vyhodnotí, jak se frekvence zm¥nila (rozdíl ftx
a frx). Princip je zaloºený na základ¥ Dopplerova jevu, popisující zm¥nu frekvence odraºené
rádiové vlny od pohybujícího se t¥lesa.
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frx = ftx(1 +
2v0
c
) (2.1)
kde : c− rychlost sv¥tla, v0 − rychlost pohybujícího se t¥lesa
Nam¥°ená frekvence p°ijíma£em [23]
Aby bylo moºné tyto senzory pouºívat, musí být st°eºený prostor uzav°en. Pokud je vy-
ºadováno pouºití více senzor· v jedné místnosti, musí se p°i instalaci provést synchronizace,
aby bylo vylou£eno vzájemné ovliv¬ování.
Komer£ní °e²ení
Výrobou duálních senzor· se zabývá polská ﬁrma Satel. Produkt APMD-150 obsahuje dva
pyroelementy a jeden mikrovlnný senzor, detektor je velice citlivý a zárove¬ imunní v·£i
fale²ným poplach·m. Detektor má také prost°edky pro kompenzaci vlivu tepla, £ímº se zvý²í
pracovní teplotní rozsah. Z £eských ﬁrem tyto senzory vyrábí sv¥toznámá ﬁrma Jablotron.
2.3 Infra£ervené závory
Infra£ervené závory neboli sv¥telné závory detekují p°eru²ení sv¥telného paprsku. Jedna
sv¥telná závora tudíº není schopná pokrýt ²iroký rozsah, jak vý²e zmín¥né PIR nebo du-
ální senzory. V p°ípad¥ pouºití sv¥telných závor pracujících s více paprsky ve venkovním
prost°edí, musí být rozsah a tvar paprsku zvolen tak, aby v p°ípad¥ p°eletu ptactva nebo pa-
dajícího listí nedo²lo k fale²nému poplachu. Existují dva druhy infra£ervených závor, jeden
z nich má odd¥lený p°ijíma£ a vysíla£. Druhý z typ· obsahuje p°ijíma£ a vysíla£ v jednom
za°ízení, p°i£emº paprsky vysílá proti odrazové plo²e. Maximální vzdálenost mezi vysíla£em
a p°ijíma£em bývá n¥kolik desítek metr·.
Komer£ní °e²ení
Infra£ervené závory jsou stejn¥ jako PIR senzory velice dob°e dostupné na tuzemském i za-
hrani£ním trhu. Jedním z výrobc· je ﬁrma Optex, která vybírá celou ²kálu infrazávor pro
rozsahy od 20m aº 340m. Firma své infrazávory postavila na dvou pulsních infra£ervených
paprscích.
2.4 Analýza dat z termovize
Touto metodou se pomalu dostáváme do oblasti analýzy obrazu, ve které ur£ujeme, kdo
vnikl do sledovaného prostoru. V p°ípad¥ této metody se ur£uje, zda jde o potencionáln¥
ºivý objekt nebo neºivý, rozhodování probíhá na základ¥ obrazové analýzy snímku zachycu-
jícího tepelné zá°ení. Pravd¥podobnost správné detekce ºivého objektu je relativn¥ vysoká,
jelikoº teplotní kontrast ºivého objektu v·£i prost°edí je daleko v¥t²í neº barevný kontrast
ze standardních RGB kamer. Z kaºdého povrchu t¥lesa se uvol¬uje tzv. infra£ervená radiace,
kterou je moºné zachytit, aniº by byl senzor v p°ímém kontaktu s t¥lesem. Obvyklá délka
vlny, kterou sníma£ zachycuje je 2 − 5µm. Tímto zp·sobem lze zjistit, jakou teplotu má
t¥leso.
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Komer£ní °e²ení
Kamery pracující na principu zachytávání tepelného zá°ení vyrábí americká ﬁrma FLIR.
Jeden z vyráb¥ných typ· kamer je SR-124, dokáºe zachytit radiozitu objektu aº do rozsahu
205 m. V porovnání s p°edchozími moºnostmi je °e²ení s pouºitím termovize zna£n¥ nákladné
a pouºívá se p°edev²ím pro sledování perimetru na rozsáhlých územích (nej£ast¥ji kolem
armádních oblastí).
2.5 Detekce objekt· analýzou obrazu
Nyní se dostáváme k metod¥, kterou °e²í i tato práce. Cílem této metody je pokusit se
vyhodnocovat objekty stejným zp·sobem, jakým to provádí lidský mozek, tzn. vizuálním
zhodnocením. V dne²ní dob¥ se tato technologie postupn¥ roz²i°uje, na vývoji se podílejí
nap°íklad ﬁrmy IBM a Microsoft. Vyuºití této detekce nachází uplatn¥ní v armád¥, zabezpe-
£ovací technice a automobilovém pr·myslu. Potenciál na roz²í°ení této technologie pro b¥ºné
komer£ní vyuºití je u posledn¥ zmín¥ného oboru, jelikoº do n¥kterých typ· aut se pomalu
za£ínají instalovat systémy pro detekci chodce p°ed vozidlem. Toto vyhodnocování probíhá
práv¥ na základ¥ analýzy obrazu. Za nevýhodu této metody lze povaºovat pot°ebu výkon-
ného hardwaru, protoºe na kaºdý snímek videosekvence musí být aplikovaný algoritmus
(mnohdy n¥kolik algoritm·). Jedno z °e²ení m·ºe být pouºití FPGA obvodu pro provád¥ní
výpo£etn¥ náro£ných £ásti spole£n¥ s procesorem, který vykonává hlavní program. P°i pou-
ºití po£íta£e platformy (x86, x64, atd.), jsou moºnosti pro provád¥ní výpo£tu daleko v¥t²í.
Do budoucna se dá p°edpokládat, ºe se tato metoda roz²í°í na prostorovou detekci objektu
pomocí po£íta£ového vid¥ní. Nap°íklad pouºitím n¥kolika jádrového procesoru nebo akce-
lerací n¥kterých výpo£tu p°es GPU (Graphic Processor Unit). Tato práce obsahuje popis
°e²ení na po£íta£i architektury (x86, x64) s výpo£ty provád¥nými standardn¥ p°es CPU.
S detekci pomocí analýzy obrazu se moºná nev¥domky uº n¥kte°í obyvatelé setkali,
pon¥vadº se tato metoda pouºívá pro automatickou identiﬁkaci obli£ej· z dat n¥kterých
ve°ejných bezpe£nostních kamer (v R se identiﬁkace zatím neprovádí).
V komer£ním sektoru se zatím analýza obrazu pouºívá relativn¥ málo, pln¥ automati-
zované vyhodnocování zda se jedná o osobu nebo jiný objekt naru²ující prostor se prav-
d¥podobn¥ neprovádí. Existují v²ak systémy s enkodéry umoº¬ující získávat informace pro
operátory, kte°í sledují prost°ednictvím bezpe£nostních kamer dané prostory o tom, ºe do-
²lo k naru²ení prostoru nespeciﬁkovaným objektem. Vyhodnocování o jakého naru²itele se
jedná, provádí operátor.
Komer£ní °e²ení
Systém pro sledování naru²ení hlídaného prostoru analýzou obrazu prodává ﬁrma logicB-
RICKS, která vyrábí kity logiPDET 1 zaloºená na FPGA £ipu od ﬁrmy Xilinx. Tento kit
obsahuje i systém pro detekci výjezdu auta z jízdního pruhu. Produkt· a informací ohledn¥
bezpe£nostních systém· s vyuºitím detekce pomocí analýzy obrazu je v síti internet relativn¥
malý po£et.
Pro online identiﬁkaci osob z obrazu získaného pomocí CCTV existuje systém secu-
eFACE [14] od ﬁrmy VÍTKOVICE IT SOLUTIONS a.s.. Celé °e²ení je postavené na n¥ko-
lika biometrických algoritmech, data z kamer jsou zpracovávaná na po£íta£ích architektury
x86 pop°. x64. On-line analýza snímaného obrazu realizuje rozpoznání osoby v obraze, kde
zpracovaná data ve form¥ vý°ezu (tokenu) obli£eje jsou porovnávána metodou 1:N. Následné
1http://www.logicbricks.com/Products/logiPDET.aspx
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akce systému (nap°. p°enos alarmu konkrétnímu bezpe£nostnímu dohledu) jsou zcela para-
metrizovatelné podle konkrétního p°ípadu uºití. Firma pro tento rozpoznávací systém dále
poskytuje otev°ená API rozhraní a SDK.
Komer£ní °e²ení, které se alespo¬ trochu blíºí tématu této práce, vyrábí ﬁrma BOSCH.
Dnes se jiº jedná o systém ve své £tvrté verzi s názvem Bosch Intelligent Video Analysis
(IVA), jedná se o bezpe£nostní asistent pro venkovní i vnit°ní pouºití umoº¬ující detekci
pohybujících se objekt· s potla£ením fale²ných poplach· zp·sobenými ru²ivými zdroji v ob-
raze. Celé °e²ení je postavené tak, ºe po zaznamenání obrazu je provedena analýza obrazu
z níº se získají tzv. metadata. Proces analýzy obrazu obsahuje algoritmy pro detekci zmizení
statického objektu z prostoru, vniknutí/opu²t¥ní objektu z prostoru, detekci jakou rychlostí
se objekt pohybuje, jakým sm¥rem a zda se nem¥ní jeho velikost pop°. o kolik se zm¥nila
a mnoho dal²ích podobn¥ informativních algoritm·. Systém dále umoº¬uje provád¥t tracko-
vání se záznamem trajektorie pohybujícího se objektu a detekci hlavy. Metadata se jednak
uchovávají a zárove¬ slouºí operátorovi, jako informace na jaký prostor se má aktuáln¥
zam¥°it.
Konﬁgurace celého sytému probíhá prost°ednictvím ﬁltr·, jejichº nastavením se ur£uje,
jaké dynamické objekty bude systém brát jako relevantní a jaké bude ignorovat. Mezi vlast-
nosti pro konﬁguraci pat°í nastavení minimální velikosti objektu, velikost, rychlost a sm¥r.
Prost°ednictvím systému VCA (Video Content Analysis) dokáºe rozhodnout, jaké video
bude nahráno. Jedná se o tzv. poplachová videa a jenom ty p°i pouºití tohoto systému
budou vybrána pro záznam nebo streaming. O tom jaké video se ozna£í jako poplachové
neboli kritické, rozhodují uºivatelem deﬁnované podmínky. P°i vyhodnocování systém zjistí,
zda metadata spl¬ují zadané kritéria a video ozna£í nebo neozna£í jako poplachové.
Cílem celého systému je uleh£it práci operátorovi, zefektivnit ji a zamezit p°ehlédnutí
kritických situací. Firma BOSCH uvádí, ºe operátor b¥hem 20 minut p°ehlédne 90% aktivit
ve sledované oblasti. S pomocí tohoto systému lze tuto nep°íli² p°íznivou statistiku vylep²it.
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Kapitola 3
Po£íta£ové vid¥ní
Obecn¥ m·ºeme o po£íta£ovém vid¥ní tvrdit, ºe se snaºíme napodobit lidské vid¥ní pro-
st°ednictvím technických prost°edk·. Kdyº se podíváme podrobn¥ji, co po£íta£ové vid¥ní
vlastn¥ je, zjistíme, ºe se jedná o získávání, zpracování, analýzu a porozum¥ní obrazovým
dat·m. Existuje n¥kolik zdroj·, ze kterých lze získávat obrazová data, nej£ast¥ji se pouºívají
data získaná z kamer. V oboru léka°ství se lze setkat s obrazovými daty získanými z mag-
netické rezonance (MRI) nebo po£íta£ové tomograﬁe (CT). Z t¥chto dat m·ºeme získat
symbolickou (pro podporu rozhodování) nebo £íselnou informaci. Nabytá data bývají ob-
vykle zpracována pomocí znalostních systém· a technik um¥lé inteligence. Mezi hlavní úkoly
po£íta£ového vid¥ní pat°í rozpoznávání, nej£ast¥ji se °e²í problém rozpoznání objekt·, iden-
tiﬁkace a detekce. Dal²ím úkolem m·ºe být nap°íklad detekce pohybu ve scén¥, konkrétn¥
pak tracking objektu. Obor po£íta£ového vid¥ní prochází v poslední dob¥ neustálým roz-
vojem, k tomuto jevu p°isp¥la dostupnost dostate£ného výpo£etního výkonu a dostupnost
mnoha knihoven nap°. knihovna OpenCV, která obsahuje n¥kolik stovek optimalizovaných
algoritm·. V praxi se dále pouºívají matematické programovací jazyky, jakým je nap°íklad
komer£ní MATLAB.
Postup provád¥ní po£íta£ového vid¥ní m·ºe být u r·zných aplikací odli²ný, nej£ast¥ji je
ov²em tvo°en t¥mito £ástmi:
• Získání obrazových dat
• P°edzpracování obrazových dat - Cílem této £ásti je odstran¥ní ²umu a vyﬁltrování
obrazu, tak aby byl co nejlépe p°ipraven pro dal²í zpracování.
• Detekce/segmentace objekt· - Segmentování obrazových dat na data reprezentující
jednotlivé objekty.
• Extrakce charakteristických rys· - Slouºí pro vytvo°ení struktury, která v dal²ích
krocích reprezentuje objekt.
• Zpracování dat - Data se zpracovávají podle aplikace, v p°ípad¥, ºe chceme provést
klasiﬁkaci objekt·, zjistíme, jak je objekt podobný se svým vzorem, nej£ast¥ji pomocí
klasiﬁkátoru natrénovaného na mnoºin¥ dat.
• Provedení rozhodnutí - Tato £ást se pouºívá v p°ípad¥, ºe je pot°eba provád¥t rozhod-
nutí nap°. zda objekt odpovídá nebo neodpovídá vyhledávanému objektu. Provádí se
na získaných datech z rozpoznávacího algoritmu.
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3.1 Získavání obrazových dat
Pro získání dat se nej£ast¥ji pouºívají obrazové senzory, které zaznamenávají pro jednot-
livé obrazové body (pixely) hodnoty jasu. N¥které typy senzor· ov²em dokáºou místo jasu
zachytit jinou fyzikální veli£inu (propustnost, hloubku, elektromagnetické vln¥ní atd.).
3.1.1 Kamera
Mezi hlavní typy kamer pat°í vidicon, CCD a CMOS kamera [17]. Nejstar²í typy kamer
vyuºívali k zachycování obrazu takzvanou vidicon trubici, fungující na principu zachycení
dopadajícího sv¥tla na fotocitlivou vrstvu, které je následn¥ naskenováno pomocí elek-
tronového paprsku. Tato analogová technologie je v dne²ní dob¥ nahrazená CCD a CMOS
digitálními senzory. Technologi CCD a CMOS pouºívají pro zachycení jednotlivých bod·
pole senzor·, které je moºné rozli²it podle toho, jestli jsou postavené na pasivní techno-
logii nebo aktivní (nejpouºívan¥j²í). První uvedenou technologií (CCD) vynalezli pánové
W. Boyle a George E. Smith v roce 1969. Samotný sníma£ funguje na základ¥ fotoefektu,
jevu, p°i kterém foton nárazem do atomu dokáºe dostat elektron do vy²²í energetické hla-
diny. Tyto elektrony jsou pak p°itahovány k elektrod¥, která je ve spodní £ásti £ipu, p°i£emº
v polovodi£i vznikají tzv. díry. Za t¥chto okolností vznikne elektrický náboj o velikosti zá-
vislé na mnoºství dopadnutého sv¥tla. Konstrukce £ipu je tvo°ena sérií posuvných registr·,
kde elektrické náboje z jedné snímací °ady se postupn¥ pomocí synchroniza£ních signál·
p°esouvají sm¥rem k zesilova£i.
CMOS senzory se li²í od CCD senzor· technologií sb¥ru elektrického náboje, v¥t²ina dnes
vyráb¥ných aktivních £ip· má u kaºdého obrazového bodu tranzistor pro zesílení elektric-
kého signálu. Vzniklý elektrický signál je odveden do pam¥´ové matice £ipu. Hlavní výhodou
CMOS technologie je moºnost vyuºití podobné technologie jako pro výrobu mikroprocesoru,
£ímº se sniºuje výrobní cena senzoru. Protoºe v £ásti jednotlivých obrazových bod· je umís-
t¥n zesilovací tranzistor, je plocha pro dopadající sv¥tlo zmen²ena, proto mají tyto senzory
hor²í sv¥telnou citlivost. V poslední dob¥ se pouºitím nejr·zn¥j²ích technologií da°í tento ne-
dostatek eliminovat, v budoucnu pravd¥podobn¥ CMOS z v¥t²í £ásti CCD nahradí. V praxi
jsou tyto £ipy daleko více komplikovan¥j²í, nap°. obsahují u jednotlivých obrazových bod·
miniaturní £o£ky nebo mají ve struktu°e p°idané dal²í elektrody nebo dokonce dal²í aktivní
elektronické sou£ástky.
Pro bezpe£ností kamery se vyuºívají CMOS i CCD senzory s rozli²ením obvykle do
2 MPix. Výstup kamer je obvykle ukládán pomocí videorekordéru do datového úloºi²t¥, na
trhu lze v²ak najít i kamery, které ukládají videozáznam na pam¥´ovou kartu umíst¥nou
p°ímo na kame°e. Jestliºe je zapot°ebí sledovat, zda do sledovaného prostoru nevniknul
naru²itel, musí se video zpracovávat v reálném £ase.
3.2 Segmentace objekt·
Segmentace obrazu tvo°í první krok pro detekci objektu ve videu nebo obrazu. Cílem je
nalézt tzv. oblast zájmu, ve které se nachází objekt, se kterým chceme dále pracovat (Region
Of Interest - ROI). V p°ípad¥ této práce je cílem nalézt objekt, který naru²il hlídaný prostor
a rozpoznat, zda se jedná o £lov¥ka.
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3.2.1 Metoda od£ítání pozadí
Od£ítání pozadí je jeden z proces· po£íta£ového vid¥ní pro segmentaci objekt· umíst¥ných
v pop°edí scény. Základní metoda vychází z toho, ºe máme zachycené pozadí scény, od
kterého od£ítáme aktuáln¥ získaný snímek. Od£ítají se vºdy jednotlivé pixely a do nového
snímku se ukládá rozdíl, který je v¥t²í neº prahová hodnota. Prahování musí být nasta-
veno tak, aby byly správn¥ zachyceny objekty, nikoliv v²ak minoritní zm¥ny ve scén¥. Dal²í
moºností je vyuºití algoritmu, který na základ¥ vstupních dat nastavuje hodnotu prahování
automaticky (automatické prahování). Výsledkem je pozitivní maska vymezující jednotlivé
objekty v obraze. Aby bylo moºné tuto metodu prakticky pouºít je zapot°ebí n¥jakým zp·-
sobem reagovat na zm¥ny intenzity sv¥tla ve scén¥, pohyby kamery (by´ jen vibrace) a zm¥nu
geometrie pozadí nap°. p°eparkování aut.
| framei − framei−1 |> Th (3.1)
Obecný vzorec základní metody od£ítání pozadí
Jednou z takových pokro£ilých metod je metoda vyuºívající tzv. medián ﬁltr. Tento ﬁltr
pracuje s více obrazy pozadí, které jsou uloºené v pam¥ti. Pro kaºdý pixel se provede vý-
po£et mediánu z pixel·, který leºí na stejném míst¥ ve snímcích ve vyrovnávací pam¥ti.
Výhodou tohoto ﬁltru je, ºe odstra¬uje ²um z pozadí. Jako nevýhodu lze povaºovat v¥t²í
pam¥´ovou náro£nost, která je p°ímo úm¥rná po£tu snímk·. Mezi dal²í metody pat°í me-
toda s vyuºitím Kalmanova ﬁltru (vyuºívá Gaussova ²umu) nebo metoda kombinující sm¥s
Gaussiánu (Mixture of Gaussians - MoG).
B(x, y, t) = median{I(x, y, t− i)} (3.2)
| I(x, y, t)−median{I(x, y, t− i)} |> Th kde i ∈ {0, n− 1} (3.3)
Metoda vyuºívající tzv. Medián ﬁltr [24]
Obrázek 3.1: Na tomto obrázku je vizuální porovnání metod od£ítání pozadí [11].
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Algoritmus 1: Algoritmus pro od£ítání pozadí
Získání dat pozadí
Detekce pop°edí
Validace dat
if nastal £as obnovy pozadí a nebyl detekován ºádný objekt then
vra´ se na bod £.1
end
Vra´ masku
Jelikoº je £asto v oblasti masky, která vymezuje objekt na pop°edí, n¥kolik míst ve
kterých je oblast nespojitá, je moºné tyto defekty odstranit pomocí morfologického ﬁltru
dilatace/eroze, tak aby vznikla spojitá oblast vymezující objekt. Filtr eroze o°ezává okraje
masky, zatímco ﬁltr dilatace roz²i°uje. Pouºití nebo nepouºití tohoto ﬁltru závisí jakým
zp·sobem je nastavený algoritmus pro ozna£ování spojitých oblastí.
A ⊕B =
⋃
b∈B
Ab (3.4)
Morfologická operace - dilatace
A 	B = {z ∈ E|Bz ⊆ A} (3.5)
Morfologická operace - eroze
Obrázek 3.2: a) p°ed aplikací morfologického ﬁltru, b) po aplikaci morfologického ﬁltru.
Vlastnosti metody
Hlavní výhodou této metody je rychlost zpracování a jednoduchost na implementaci. Nevý-
hodou m·ºe být hor²í kvalita získané masky, kterou ovliv¬uje nastavená prahovací hodnota.
Tato metoda je i p°es tyto nedostatky velice vhodná pro zpracování videa v reálném £ase.
P°edev²ím je tato metoda roz²í°ená pro detekci pohybujících se objekt· na videu po°ízeného
statickou kamerou.
3.2.2 Segmentace pomocí Graph-cut
Tato metoda umoº¬uje rozd¥lit obraz do dvou segment· pozadí a objekt. Princip spo£ívá
v tom, ºe kaºdý pixel obrazu zna£í jeden uzel grafu, který je k sousedním pixel·m p°ipojen
hranami. Kaºdá hrana má svou cenu, která odpovídá rozdílu kapacit intenzity uzl·. Zdrojový
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uzel je spojený s pixely objekt· na pop°edí. Na tento graf se aplikuje metoda maximálního
toku/minimálního °ezu. Výsledkem je mnoºina uzl· deﬁnující objekt nebo pozadí, p°i£emº
musí být nasycená kapacita minimálního °ezu.
Vlastnosti metody
Kvalita výsledné masky je p°ímo závislá na intenzit¥ p°echodu jas· jednotlivých £ástí ob-
jekt· na pop°edí, v p°ípad¥ t¥les, které mají hodn¥ odli²ný jas oproti pozadí a minimum
p°echodu jas· v oblasti objektu je získaná maska velice kvalitní. Nevýhodou tohoto algo-
ritmu je výpo£etní náro£nost.
3.2.3 Získávání oblastí jednotlivých objekt·
Získaná maska vý²e uvedenou metodou, vymezuje jednotlivé objekty na pop°edí. Aby bylo
moºné s jednotlivými objekty pracovat, je zapot°ebí popsat oblasti, kde se jednotlivé ob-
jekty nacházejí a vymezit je (pop°. je moºné provést vyzna£ení kontur). Toto °e²í algoritmus
pro ozna£ování spojitých oblastí vycházející z matematické oblasti teorie graf·. Jedna z va-
riant algoritmu je implementována v knihovn¥ OpenCV. V programu se aplikuje pomocí
metody cvContour, ke které je dostupná metoda cvBoundingRect pro vymezení oblasti ob-
jektu (vrací strukturu popisující obdélník). Dal²í moºnosti je pouºití dopl¬kové knihovny
k OpenCV cvBloob [15], hlavní její p°ednosti je optimalizovan¥j²í algoritmus a ²ir²í výb¥r
moºností.
Obrázek 3.3: Vymezení oblasti jednotlivých objekt· (£erven¥), vykreslení kontur (mod°e),
vykreslení obálky objektu (konkávní, konvexní) (zelen¥) [15]
3.2.4 Sliding Window
V p°ípad¥, ºe se nedá získat pozadí scény a jednotlivé objekty nelze ani pomocí jiných me-
tod rozli²it, pouºívá se tato metoda. Na rozdíl od p°edchozích metod se nesnaºí o separaci
objekt· a vyzna£ení jejích oblastí. Idea metody je taková, ºe se podle vstupních parametr·
vytvo°í pat°i£n¥ velké okno, které se postupn¥ posouvá a vyhodnocuje se, zda se v získa-
ném podokn¥ nachází vyhledávaný objekt, pokud se pomocí klasiﬁkátoru ur£í, ºe se jedná
o rozpoznávaný objekt, vrátí se toto okno jako hranice objektu. V n¥kterých implementa-
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cích se po kaºdém pr·chodu okno zmen²í (omezeno parametrem minimálního okna). Tuto
metodu vyuºívají detektory Schneiderman-Kanade, Viola Jones a mnoho dal²ích.
Vlastnosti metody
Obrovskou výhodou této metody je její univerzálnost, protoºe funguje se statickými i dy-
namickými snímky. Tato výhoda je ov²em vykoupena tím, ºe se pro kaºdé okénko musí
vypo£ítat p°íznaky a provést klasiﬁkace. Z tohoto faktu vyplývá i vy²²í pravd¥podobnost
neºádané pozitivní klasiﬁkace.
3.3 Extrakce charakteristických rys·
Lidský mozek dokáºe vnímat spoustu faktor·, mezi n¥ nap°íklad pat°í barva, tvar, struktura
povrchu, hloubkový vjem apod... Ov²em lze t¥ºko ur£it jakým zp·sobem mozek s t¥mito
informacemi pracuje a nakládá, i kdyº moderní technologie jako pozitronová emisní tomo-
graﬁe nebo impedan£ní tomograﬁe m·ºou p°i pr·zkum této oblasti pomoci [17]. Z tohoto
d·vodu existují pouze psychologické modely popisující, jak lidský mozek funguje. Jednou
dob°e známou funkcí lidského vizualního systému je to, ºe vyuºívá hrany a hranice objekt·.
I p°esto, ºe by existovala studie detailn¥ popisující, jakým zp·sobem lidský mozek zpra-
covává pop°. rozpoznává objekty, pravd¥podobn¥ by z d·vodu extrémní výpo£etní náro£-
nosti nebylo moºné tento systém výpo£etn¥ realizovat. Proto se prost°ednictvím algoritm·
z obrazových dat získávají jednoduchá data, která slouºí pro popis objektu.
Proces probíhá tak, ºe se s pomocí n¥kterého algoritmu pro extrakci z obrazových dat
získají ur£ité prvky popisující objekt. Ve v¥t²in¥ p°ípad· se jedná o body nebo konkrétní
prvky (hrany, rohy, oblasti objektu,. . . ). Pro získávání hran, roh· nebo oblastí se pouºívají
nízko úrov¬ové algoritmy zpracování obrazu. Cílem tohoto procesu je získat deskriptor 1
obrazových dat.
3.3.1 Local Binary Pattern (LBP)
Local Binary Pattern (LBP) [19] operátor je obrazový operátor pro získání deskriptoru
obrazových dat. Z dat získaných po aplikaci tohoto operátoru se obvykle vytvá°í histo-
gram popisující obrazová data. První verze tohoto operátoru byla popsána v roce 1996 [12].
V dne²ní dob¥ existuje jiº n¥kolik modiﬁkací tohoto operátoru li²ících se nap°. ohodnocovací
funkcí.
Základní idea originální verze tohoto operátoru je zaloºena na popisu obrazových bod·
prahováním sousedních pixel· proti aktuáln¥ zpracovávanému pixelu, výsledkem je binární
vzor reprezentovaný binárním £íslem. V originální verzi se pro tento ú£el pouºíval blok 3×3
pixely, p°i£emº okrajové pixely byly prahovány v·£i hodnot¥ prost°edního pixelu. Hodnota
získaného vzoru je u této metody rovna kombinaci osmi binárních £ísel, proto je moºné
dosánout 28 kombinací. Tento algoritmus p°edpokládá, ºe obrázek se kterým se pracuje je
p°eveden do odstín· ²edi. Na základ¥ kaºdého lokálního binárního vzoru u pixelu, je moºné
pixel ozna£it (podle typu v obrázku), jako potecionální plochu, hranu, roh nebo konec £áry.
V roce 2001 publikovali Timo Ojala, Matti Pietikäinen, Topi Mäenpää [18] roz²í°ený LBP
operátor o moºnost pouºití okolí odli²ných rozm¥r·. Ve své verzi pouºívali radiální okolí
s pomocí bilineární interpolace necelo£íselných sou°adnic, p°i£emº mohli pouºívat libovolný
1struktura popisující data
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rádius a po£et sousedních pixel·. Pro popis jednotlivých variant vznikla (P, R) notace, kde
P znamená po£et pixel· v okolí a R znamená vzdálenost od st°edového pixelu (rádius). Pro
tento roz²í°ený LBP operátor platí tato ohodnocovací funkce:
LBPP,R =
P−1∑
p=0
s(gp − gc)2P (3.6)
s(x) =
{
1 pokud x ≥ 0
0 jinak
(3.7)
Pro praktické pouºití je zapot°ebí rozd¥lit obrázek na bu¬ky, kaºdou bu¬ku bude ve
výsledném deskriptoru reprezentovat jeden histogram. Stejné nebo podobné rozd¥lení bude
pouºito i u ostatních deskriptor·.
Vlastnosti
Mezi základní vlastnosti LBP pat°í p°i pouºití jistých úprav rota£ní invariantnost, efektivní
diskriminace rozdílných typ· textur, odolnost v·£i zm¥nám osv¥tlení. Dal²í d·leºitou vlast-
ností je moºnost rychlého výpo£tu, která umoº¬uje provád¥t analýzu obrazu v reálném £ase.
Pouºívá se nap°íklad pro rozpoznávání obli£ej·, otisk· prst· nebo pro rozli²ování struktury
povrchu.
3.3.2 Scale-invariant feature transform (SIFT)
Jedná se o algoritmus pro extrakci obrazových deskriptor· klí£ových bod· [22]. Mezi zá-
kladní vlastnosti pat°í invariantnost v·£i zm¥n¥ m¥°ítka nebo nasvícení. Cílem algoritmu
je nalézt stabilní body na obrázku, jako jsou nap°íklad rohy nebo skvrny a vypo£ítat jejich
deskriptor. Ten je tvo°en histogramy gradient· v okolí jednotlivých bod·.
Algoritmus je moºné rozd¥lit do p¥ti £ásti:
• Vytvo°ení scale space
• LoG aproximace
• Nalezení klí£ových bod·
• P°i°azení orientace klí£ovým bod·m
• Extrakce deskriptor·
Jak uº bylo vý²e uvedeno, obrazová data obsahují vysokofrekven£ní sloºky se kterými
nechceme dále pracovat. Cestou je postupn¥ aplikovat ﬁltr Gaussovského rozost°ení, tím do-
jde k postupném odstra¬ování detail· z obrazu, pokud se kaºdý mezikrok zachová, vznikne
sekvence snímku. Tato metoda vychází z tzv. teorie Scale-space umoº¬ující reprezentovat
signál ve více m¥°ítcích, s rostoucím scale jsou v obraze potla£ovány vysokofrekve£ní sloºky.
Odﬁltrováním vysokofrekve£ních sloºek m·ºeme efektivn¥ pracovat s nízkofrekven£ními sloº-
kami. V p°ípad¥ extraktoru SIFT se vytvá°í Scale-space pyramida, kaºdá sekvence p°itom
tvo°í jednu sekvencí snímku s postupným aplikovaným gaussovský ﬁltrem. Dal²í sekvence
vznikne zmen²ením snímku na polovinu a op¥tovnou aplikaci ﬁltru.
V dal²ím kroku se vezmou z kaºdé oktávy dva sousedící obrazy a provede se jejich rozdíl,
jelikoº byl na snímky aplikovaný Gaussovský ﬁltr, získá se rozdíl dvou Gaussiánu (DoG 2).
Tímto zp·sobem lze získat ekvivalentní výsledek, jaký by vznikl p°i pouºití LoG 3 ﬁltru.
2Diﬀerence of Gaussians
3Laplacian of Gaussian
14
P°ímá aplikace tohoto ﬁltru se nepouºívá z d·vodu výpo£etní náro£nosti druhých derivací,
proto se výpo£et provádí prost°ednictvím rozdílu Gaussiánu.
Klí£ové body jsou takové, které tvo°í lokální maxima nebo minima v DoG snímku. Musí
se v²ak vylou£it body, které leºí na hranách nebo mají nízký kontrast. Aby bylo moºné
dosáhnout rota£ní invariance jednotlivých klí£ových bod·, musí se ur£it jejich orientace.
Idea je taková, ºe pro kaºdý klí£ový bod je vytvo°en histogram gradient· (kaºdý sloupec
reprezentuje 10◦ z 360◦) v jeho okolí. Z histogramu se vybere sloupec s nejvy²²í hodnotou
a podle n¥ho se p°i°adí orientace. Ze sloupc· majících 80% z nejvy²ího sloupce se vytvo°í
nový klí£ový bod s orientací p·vodn9ho sloupce.
Posledním krokem je vytvo°it deskriptor klí£ových bod·. Nej£ast¥ji je pouºivaný deskrip-
tor histogram· gradient· v okolí klí£ového bodu. Okolí bod· se rozd¥lí na 16×16 bod·,
p°i£emº klí£ový bod bude mít polohu uprost°ed, tato sí´ se dále rozd¥lí velikost na 4×4.
V kaºdé takto vznikle bu¬ce se vytvo°í histogram gradient· o osmi sloupcích. Výsledný
vektor popisující jeden klí£ový bod tudíº bude mít 4×4×8=128 rozm¥r·. Pro zvý²ení ro-
bustnosti popisova£e se provádí váhování jednotlivých gradient·, aby ty co jsou vzdálen¥j²í
od klí£ového bodu mén¥ p°ispívaly do histogramu a naopak, ty co jsou blíºe, m¥ly v¥t²i
váhu.
Vlastnosti
Algoritmus se p°edev²ím pouºívá pro vyhledávaní objekt· v obraze, rozpoznávání gest v ob-
li£eji nebo vytvá°ení fotograﬁckých panoramat snímk·. Mezi základní nevýhody algoritmu
pat°í výpo£etní náro£nost. SIFT algoritmus umoº¬uje vytvo°it rota£n¥ invariantní deskrip-
tor, který je nezávislý na osv¥tlení.
3.3.3 Speeded Up Robust Features (SURF)
Jedná se o pom¥rn¥ nový algoritmus (poprvé publikován v roce 2006 [2]) pro získávání
klí£ových bod·, £áste£n¥ je inspirován SIFT algoritmem, ale na rozdíl od n¥j se p°i výpo£tu
nevytvá°í pyramida ²kálovaných obraz· s aplikovaným gaussovským ﬁltrem. Scale-space se
vytvá°í pomocí zm¥ny rozm¥ru Gaussovského jádra, protoºe zv¥t²ení Gaussovského ﬁltru
vyjad°ující jednu z derivací je ekvivalentní výpo£tu derivace na úm¥rn¥ zmen²eném obraze.
Gauss·v ﬁltr se aplikuje na integrální obraz, doba tohoto výpo£tu je nezávislá na rozm¥rech
Gaussovského jádra. Tento p°ístup ve výpo£tu Scale-space vedl ke zna£nému zrychlení. Pro
popis klí£ových bod· ve výsledném deskriptoru se pouºívá sou£et odezev Haarova ﬁltru
v okolí bodu.
K detekci klí£ových bod· se vyuºívá výpo£et determinantu Hessovou matici, která je
tvo°ena pomocí druhých parciálních derivací skalární funkce. Pro praktický výpo£et jsou
hodnty funke f(x, y) nahrazeny hodnotami jasu obrazových bod· a ze druhé parciální deri-
vace se dosadí hodnota pixelu vzniklá konvoluci p·vodního obrazu s vhodným Gaussovským
jádrem. Po získání matice s Hessovými hodnotami je moºné provést lokalizaci klí£ových
bod·. Pomocí prahování se nejd°íve odstraní nejmén¥ významné body, po té se naleznou
lokální maxima a ur£í se pozice maxim do subpixelové p°esnosti. Pro konstrukci deskriptoru
je okolí klí£ových bod· rozd¥leno na 16 £tverc·, p°i£emº kaºdý £tverec je popsán vektorem
o £ty°ech poloºkách. Výsledný vektor pro jeden klí£ový bod má 64 rozm¥r·.
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H(x, σ) =
(
Lxx(x, σ) Lxy(x, σ)
Lxy(x, σ) Lyy(x, σ)
)
(3.8)
Hessova matice
Vlastnosti
Algoritmus pro výpo£et tohoto deskriptoru má oproti SIFT algoritmu výhodu p°edev²ím
v rychlosti, protoºe konvoluce Gaussovského jádra probíhá s integrálním obrazem. Dále
je invariantní v·£i zm¥nám rozm¥ru a je moºné nalézt implementace s rota£ní invariancí
(p·vodní verze U-SURF není rota£n¥ invariantní).
3.3.4 Histogram of Oriented Gradients (HOG)
Základní idea deskriptoru histogramu orientovaných gradient· je zaloºená na vektorovém
popisu objektu pomocí distribuce sm¥ru hran do sloupc· histogramu. Jednotlivé vektory
popisují orientaci hran objektu nebo rozloºení intenzity gradient·, kombinace jejich histo-
gram· tvo°í samotný deskriptor. Tento deskriptor p°edstavili pánové Navneed Dalal a Bill
Triggs v roce 2005 [6], kte°í vyzkou²eli n¥kolik typ· tohoto popisova£e s r·znými metodami
výpo£tu gradient· a normalizace.
Samotné provád¥ní detekce za£íná tím, ºe se vypo£ítají pomocí níºe uvedených matic
aplikovaných na obrazová data derivace ve sm¥ru x a y, tato operace probíhá s obrázkem
nebo snímkem p°evedeného do odstín· ²edi. Následn¥ se pro kaºdý pixel provede výpo£et
gradient·. Dalal a Trigs vyzkou²eli výpo£et gradient· provést pomocí aplikace Sobelovy
(velikost 3×3) nebo diagonální masky, experimentáln¥ ov²em zjistili, ºe prost°ednictvím
p°edchozího výpo£tu je dosaºeno lep²ích výsledk·.
Dx =
[
−1 0 1
]
(3.9)
Dy =
 10
−1
 (3.10)
Matice pro výpo£et derivací ve sm¥ru x a y
Dx =
−1 0 1−2 0 2
−1 0 1
 (3.11)
Dx =
−1 −2 −10 0 0
1 2 1
 (3.12)
Sobel·v ﬁltr 3×3
Orientace gradient· se ur£í ze vztahu θ = arctan IyIx , kde Ix = IDx a Iy = IDy [1],
I znamená obraz a Dx,y reprezentuje konvolu£ní matici.
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V rámci experimentování s tímto algoritmem bylo zji²t¥no, ºe p°i detekci osob, je dosa-
hováno lep²ích výsledk·, kdyº se p°ed aplikací deriva£ní matice, aplikoval na obraz Gauss·v
ﬁltr. Vychází to p°edev²ím z toho, ºe Gauss·v ﬁltr rozost°ení dokáºe zamaskovat n¥které
mén¥ podstatné detaily p°i ponechání detail· podstatn¥j²ích.
Dal²ím krokem pro získání deskriptoru je rozd¥lení matice gradient· (velikosti ekviva-
lentní rozm¥ru snímku) do bun¥k. Velikosti gradient· obsaºených v jednotlivých bu¬kách se
rozd¥lí do n¥kolika t°íd (nej£ast¥ji do 9), z kterých se následn¥ vytvo°í histogram pro kaºdou
bu¬ku. Pro barevné RGB obrázky je zapot°ebí vypo£ítat HOG pro kaºdý kanál, pro kaºdou
bu¬ku se ze t°í kanál· vybere nejv¥t²í hodnota histogramu a ta se zvolí pro popis. V tomto
p°ípad¥ bude výsledný deskriptor obsahovat histogramy zkombinované ze t°í kanál·.
Protoºe jednotlivé £ásti obrazu mají v¥t²inou rozdílné hodnoty jasu, je zapot°ebí provést
normalizaci jednotlivých bun¥k ve v²ech blocích, která se provede rozvinutím p°ekrývajících
se blok· nad bu¬kami. Existuje n¥kolik zp·sob·, jakými lze rozd¥lit obraz do blok·, nej£as-
t¥ji se pouºívá R-HOG deskriptor (podobný SFIT deskriptoru). P°i pouºití tohoto deskrip-
toru mají jednotlivé bloky tvar obdélníku (odtud taky název R(ECTANGEL)-HOG). Dal²ím
mén¥ pouºívaný typem je deskriptor typu C-HOG jehoº bloky reprezentují kruºnici. Zvolený
typ blok· musí zárove¬ odpovídat typu pouºitých bun¥k. Pánové Dalal and Triggs zkoumali
£ty°i odli²né normaliza£ní metody L1-norm, L2-norm, L1-sqrt a L2-hys. Výsledkem experi-
mentování [6] bylo zji²t¥no, ºe pouºití posledních t°í metod p°iná²í podobný výkon, zatímco
první metoda je o n¥co mén¥ výkonná. P°i vynechání normalizace bylo dosaºeno výrazného
zhor²ení výkonu detektoru. Výsledný deskriptor tvo°í vektor histogramu orientovaných gra-
dient· jednotlivých bun¥k.
L1− norm : f = v||v||22 + e
(3.13)
L1− sqrt : f =
√
v
||v||1 + e (3.14)
L2− norm : f = v√||v||22 + e2 (3.15)
Metody pro normalizaci [6]
Obrázek 3.4: Zobrazení jednoho bloku a bun¥k [7].
Histogram orientovaných gradient· nelze pouºít v p°ípad¥, ºe je objekt nato£ený, protoºe
nastává zm¥na tvaru okna a charakteristických rys·.
Knihovna OpenCV [3] (verze 2.4) obsahuje dv¥ sady podobných metod pro práci s HOG
deskriptorem, li²í se v tom, ºe výpo£ty jedné sady metod jsou akcelerovány p°es GPU
podporující technologii NVIDIA CUDA. V akcelerovaných metodách (prost°edictvím GPU)
je moºné nalézt implementovaný detektor chodc· vhodný pro pouºití v reálném £ase.
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Vlastnosti
Deskriptor vyuºívající histogram gradient· dokáºe dob°e popsat tvar objektu prost°ed-
nictvím hran nebo struktury gradient·. Po provedení normalizace je invariantní v·£i zm¥n¥
osv¥tlení a kontrastu. Dále je tento deskriptor £áste£n¥ invariantní v·£i zm¥n¥ geomet-
rie, hodnota HOG se nezm¥ní po oto£ení bun¥k, do kterých jsou obrazové data rozd¥lena.
Hlavní nevýhodou je výpo£etní náro£nost deskriptoru. Velikosti gradient· m·ºou být dále
ovlivn¥ny ²umem v nízkointezivních oblastech pop°. nelineární gama korekci v obraze.
Na základ¥ provedených experiment·, lze tvrdit, ºe HOG deskriptor v kombinaci s kla-
siﬁka£ním SVM algoritmem podává lep²í výsledky p°i detekci osob neº detektor s Haar
p°íznaky [6]. Na základ¥ tohoto porovnání byl pro detektor implementovaný v této práci
vybrán klasiﬁka£ní algoritmus SVM spole£n¥ s HOG deskriptorem.
3.3.5 Porovnání deskriptor·
Vý²e zmín¥né extrak£ní algoritmy pro získávání deskriptoru existují v n¥kolika modiﬁka-
cích, p°i£emº jednotlivé modiﬁkace m·ºou mít odli²né vlastnosti. Následující porovnání
bude vycházet z p·vodních publikací, v jiném p°ípad¥ bude explicitn¥ uvedeno o jakou
verzi deskriptoru se jedná. Porovnávání rychlosti vy£íslování p°íznak· je problematické a ja-
kýkoliv konkrétní údaj by byl zna£n¥ subjektivní. Proto údaj rychlosti je znázorn¥n jako
relativní porovnání k jinému pop°. jiným deskriptor·m. U n¥kterých deskriptor· se tento
údaj nepoda°ilo získat.
LBP SURF SIFT HOG
Popisuje texturu body body hrany
Invariantní v·£i zm¥nám rotace* rotace rotace velikosti
jasu velikosti velikosti jasu**
pohledu pohledu geometrie***
Rychlost >SIFT <SIFT <LBP
Vhodné pro rozpoznávaní obli£ej· sledování sledování rozpoznávání
* - nov¥j²í verze LBP je rota£n¥ invariantní
** - v p°ípad¥ provedení normalizace
*** - krom¥ rotace
Z vý²e uvedených deskriptor· jsou si nejvíce podobné deskriptory vypo£ítané na základ¥
algoritmu SURT a SIFT, oba popisují klí£ové body snímku. SURF algoritmus dokáºe toto
vy£íslování provád¥t daleko rychleji. Pouºívá se p°edev²ím pro sledování objekt·, mapování
prostoru nebo i pro rozpoznávání.
Popisova£ zaloºený na histogramech orientovaných gradient· se p°edev²ím vyzna£uje
moºnosti popsat tvar objekt·, z tohoto d·vodu je vhodný pro klasiﬁkací objekt· primárn¥
se vyzna£ujícími hranami. Hlavní nevýhodou ov²em je výpo£etní náro£nost.
3.4 Klasiﬁkace a rozpoznávání objekt·
Klasiﬁkace slouºí pro za°azení objekt· do p°íslu²ných t°íd. V p°ípad¥ tzv. klasiﬁkace s u£ite-
lem, p°i níº je klasiﬁkátor natrénován na mnoºin¥ znalosti (trénovací mnoºin¥) jsou objekty
za°azeny s ur£itou pravd¥podobností do t°íd prost°ednictvím klasiﬁkátoru. V p°ípad¥, ºe
neexistuje znalostní mnoºina (trénovací) jedná se o tzv. u£ení bez u£itele, p°i kterém se
shlukují data se spole£nými vlastnostmi a jednotlivé shluky reprezentují t°ídy. Klasiﬁkované
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objekty je zapot°ebí popsat, bu¤ to pomocí p°íznak· nebo pomoci struktur. V p°edchozí
kapitole bylo uvedeno n¥kolik algoritm· jak získat deskriptory pro popis konkrétních p°í-
znak·. Pro klasiﬁkaci existuje n¥kolik metod nap°. neuronové sít¥ (inspirované biologickým
modelem), boosting algoritmy (skládání slabých klasiﬁkátor·), rozhodovací stromy (ID3)
nebo algoritmus pouºity v této práci SVM.
Klasiﬁkaci lze rozd¥lit do dvou fázi, první fáze je tzv. u£ící a druhá vybavovací. Trénovací
mnoºinu tvo°í ohodnocené p°íklady, v p°ípad¥ binární klasiﬁkace jsou p°íklady rozd¥lené do
dvou t°íd na pozitivní a negativní. Mnoºiny trénovacích p°íklad· jsou pro n¥které typy ob-
jekt· dostupné na internetu, nap°íklad mnoºinu p°íkladu reprezentujících chodce lze nalézt
na stránkách MIT 4 nebo INRIA 5. Velikost trénovací mnoºiny musí být zvolená tak, aby
klasiﬁkátor m¥l dostate£n¥ vysokou p°esnost a nebyl tzv. p°eu£ený. V p°ípad¥ p°eu£ení se
stává klasiﬁkátor málo generalizovaný 6 a zhor²ují se jeho klasiﬁka£ní vlastnosti.
3.4.1 Algoritmu AdaBoost
Algoritmus AdaBoost (Adaptive Boosting) vychází z obecné metody strojového u£ení Bo-
osting. Metoda Boosting je speciﬁcká p°edev²ím tím, ºe se snaºí o dosaºení vy²²í p°esností
u£ícího algoritmu a to pomocí kombinace n¥kolika slabých klasiﬁkátor· (se ²patnou detekcí)
do jednoho silného. Trénovací mnoºinou jsou dva typy objekt· (vzor·) a to negativní a pozi-
tivní. Negativní vzor popisuje prost°edí, £ili obrazové vzory, které nejsou objektem. Pozitivní
vzory tvo°í opak negativních, tudíº se jedná o obrazové vzory detekovaného objektu nap°.
o postavy v r·zných pozicích. Ze vstupních obrazových ﬁltr· se vytvo°í p°íznaky. Od základ-
ního Boost algoritmu se AdaBoost dále li²í tím, ºe ²patn¥ zaklasiﬁkované body mají v dal²í
iteraci v¥t²í váhu Di, tímto se zajistí, ºe algoritmus bude postupn¥ konvergovat. Z tohoto
také vyplývá, ºe jednotlivé trénovací body mají v kaºdé iteraci odli²nou váhu. Chyba algo-
ritmu je daná sou£tem vah ²patn¥ kvaliﬁkovaných vzork·, trénovací chyba se s rostoucím
po£tem vzork· redukuje exponeciáln¥.
Tento algoritmus byl publikován v roce 1995 Yoavem Freundem a Robertem Schapirem
[8]. V roce 1997 tento algoritmus upravili (zobecnili) Robert Schapire a Yoram Singer.
V dne²ní dob¥, je moºné v r·zných publikacích najít nespo£et variant tohoto algoritmu,
základ ale z·stal stejný.
Cílem následujícího algoritmu je získat hodnotu vah pro jednotlivé slabé klasiﬁkátory,
které vzniknou z prvk· trénovací mnoºiny αt.
4http://cbcl.mit.edu/cbcl/software-datasets/PedestrianData.html
5http://pascal.inrialpes.fr/data/human/
6zobecn¥ný
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Algoritmus 2: Alogritmus AdaBoost [9]
Vstup: Trénovací mnoºina správn¥ ohodnocených bod·
xi, yi, xi ∈ RD, yi ∈ {+1,−1}, i = 1, . . . ,m
Výstup: Finální klasiﬁkátor Hfinal(x) = sign(
∑T
t=1 αtht(x))
Inicializuj váhy trénovacích p°íklad·: D1(i) = 1m
for t = 1,. . . ,T do
Najdi slabý klasiﬁkátor s minimální chybou distribuce Dt ht : X → {−1,+1}
Spo£ti váºenou chybu:
t =
m∑
i=1
Dt(i)I(yi 6= ht(xi))
Spo£ti váhu modelu αt:
αt =
1
2
ln(
1− t
t
) > 0
Uprav váhy trénovacích bod·:
Dt+1(i) =
Dt(i)
Zt
× exp(−αtyiht(xi))
kde Zt je normaliza£ní konstanta
end
Ukon£ení, výstup
Knihovna OpenCV obsahuje n¥kolik typ· AdaBoost algoritmu nap°íklad diskrétní nebo
reálný AdaBoost. Trénování se spou²tí metodou train z t°ídy CvBoost.
Obrázek 3.5: Znázorn¥ní poskládaného výsledného klasiﬁkátoru [13].
3.4.2 Algoritmus SVM (Support Vector Machine)
Algoritmus SVM [21] neboli algoritmus podp·rných vektor· je metoda strojového u£ení
vyuºívající podp·rné vektory a pat°ící do kategorie tzv. jádrových algoritm· (v tomto je
popsána varianta s lineárním jádrem). Úlohou SVM algoritmu je vyhledávání optimální
nadroviny, reprezentovanou lineární funkcí, která rozd¥luje trénovací data. Jednodu²e lze
°íct, ºe lineární funkcí odd¥líme do dvou dimenzí objekt reprezentovaný sloºit¥j²í funkcí.
Optimální nadrovina je taková, která má maximalizovanou vzdálenost nejbliº²ích prvk·
z obou t°íd. Podp·rné vektory leºící v plusové nebo mínusové rovin¥, pouze tyto mají vliv
na hranici mezi t°ídámi, ve výsledku se jedná o ty vstupní vektory, které mají nulový pa-
rametr α. Výhodou tohoto algoritmu je, ºe dokáºe °e²it i lineárn¥ neseparabilní problémy.
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Zm¥nou jádra je moºné pomocí tzv. kernel trick mapovat vstup do vícerozm¥rného prostoru.
Zjednodu²en¥ lze °íct, ºe kaºdý dvourozm¥rný vektor lze p°evést na t°írozm¥rný, p°idáním
t°etího atributu závislého na p·vodních dvou atributech. Tyto atributy jsou pomocí funkcí
p°evedeny do nového vektoru. Cílem algoritmu je tudíº najít váhový vektor ω a parametr
b (bias).
f(x) = wTx+ b (3.16)
Obecný popis lineárního klasiﬁkátoru [16]
Pokud pouºijeme tento lineární klasiﬁkátor pro °e²ení binárního klasiﬁka£ního problému,
budeme p°edpokládat pozitivní klasiﬁkaci y=1, jestliºe f(x) ≥ 0 a negativní y = -1 v p°ípad¥
f(x) < 0.
Následující rovnice znázor¬ují podrobn¥ji rozepsaný klasiﬁkátor zahrnující váhy pro jed-
notlivé prvky z trénovací mnoºiny. Jádro k je lineární.
f(x) = sign(
∑
i
αiyi(xi>x) + b) (3.17)
k(x, x′) = (x ∗ x′) (3.18)
Protoºe pot°ebujeme nalézt takový separátor, který maximalizuje vzdálenosti prvku
dvou t°íd (p°i binární klasiﬁkaci). Výraz se maximalizuje prost°ednictvím minimalizace vá-
hových koeﬁcient·.
maxα W (α) =
m∑
i=1
αi − 1
2
m∑
i,j=1
αiαjyiyj(xt · xj) (3.19)
kde : αi ≥ 0,
m∑
i
αiyi = 0, i = 1, . . . ,m (3.20)
min
1
2
m∑
i,j=1
αiαjyiyj(xt · xj) (3.21)
kde : xi>− podp·rný vektor, αi − váhový koeﬁcient, xi − vstupní p°íklad,
yi − klasiﬁkace vstupního p°íkladu yi{−1,+1}
Prakticky se minimalizace vý²e zmín¥ného výrazu °e²í pomocí n¥které z metod kvad-
ratického programování. Toto odv¥tví °e²í optimalizaci (minimalizaci nebo maximalizaci)
vybrané kvadratické a konvexní funkce, p°i£emº omezující podmínky jsou lineární.
Knihovna OpenCV 2.4 obsahuje SVM algoritmus zaloºený na knihovn¥ LibSVM [5].
Knihovna vyuºívá pro trénování klasiﬁkátoru pomocných vektor· algoritmus SMO (Sequen-
tial Minimal Optimization) [20]. Jedná se o iterativní algoritmus pro efektivní °e²ení opti-
maliza£ního problému kvadratického programování, zaloºený na rozd¥lení °e²ené úlohy na
n¥kolik men²ích pod £ástí, které lze °e²it analyticky.
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Podle n¥které heuristiky se postupn¥ volí Langrangeovy multiplikátory αi a αi tak, aby
vý²e uvedený výraz dosahoval maximální hodnoty. Pro zji²´ování zda, algoritmus konverguje
k optimálnímu bodu jsou pouºity tzv. KarushKuhnTucker podmínky.
Jednotlivé provedení algoritmu SMO se mohou navzájem zna£n¥ li²it, p°edev²ím proto,
ºe jednotlivé verze obsahují jiné optimaliza£ní metody a heuristiky.
Zjednodu²ený SMO algoritmus
Následující verze SMO algoritmu [16] je zjednodu²ena p°edev²ím tím, ºe pro výb¥r
Lagrangeova multiplikátoru α nepouºívá ºádnou heuristiku, nýbrº indexy (i,j) identiﬁku-
jící multiplikátory volí náhodn¥.
Algoritmus za£íná výpo£tem hranice L a H mezi kterýma leºí (L ≥ αj ≤ H) hodnota
multiplikátoru αj .
L = max(0, αj − αi), H = min(C,C + αj − αi) pokud y(i) 6= y(j) (3.22)
L = max(0, αj + αi − C), H = min(C,αj + αi) pokud y(i) = y(j) (3.23)
Vypo£ítání hranic L a H
Následn¥ se vypo£te nová hodnota αj pro maximalizaci 3.17. Jestliºe nov¥ získaná hod-
nota leºí mimo hranice L a H, bude novou hodnotu hodnota nejbliº²í hranice. Po získání
nové hodnoty αj je moºné dopo£ítat novou hodnotu αi.
αj := αj − y
(j)(Ei − Ej)
η
(3.24)
Ek = f(x
(k))− y(k) (3.25)
αj :=

L pokud αj > H
αj pokud L ≤ αj ≤ H
H pokud αj < L
(3.26)
η = 2 < x(i), x(j) > − < x(i), x(i) > − < x(j), x(j) > (3.27)
αi = αi + y
(i)y(j)(α
(old)
j − αj) (3.28)
Nakonec maximaliza£ního kroku se aktualizuje bias hodnota. V p°ípad¥, ºe αi leºí na inter-
valu 0 < αi < C bude b = b1, pokud bude leºet αj na intervalu 0 < αi < C bude b = b2. Za
ostaních okolností tato hodnota bude pr·m¥rem b1 a b2.
b1 = b− Ei + y(i)(αi − αoldi )− < x(i), x(i) > −y(j)(αj − αoldj )− < x(i), x(j) > (3.29)
b2 = b− Ej + y(i)(αi − αoldi )− < x(i), x(j) > −y(j)(αj − αoldj )− < x(j), x(j) > (3.30)
(3.31)
b =
b1 + b2
2
(3.32)
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Algoritmus 3: Pseudokód trénovacího algoritmu SMO
Vstup:
C: regula£ní parametr
tol: tolereance
max_passes: maximální po£et kroku pri nezm¥n¥né váze αi
(x(1), y(1)), . . . , (x(m), y(m)): mnoºina trénovacích dat
Výstup:
α ∈ Rm: Langrangovy multiplikátory
b ∈ Rm: práh
Inicializace vah: αi = 0, ∀i, b = 0
Inicializace passes=0
while passes < max_passes do
num_changed_alphas = 0
for i,. . . ,m do
Vypo£ítej Ei = f(x(i) − y(i)) pomocí 3.17
if (y(i)Ei < −tol && αi < C)||(y(i)Ei > tol && αi > 0) then
Náhodný výb¥r i 6= j
Vypo£ítej Ej = f(x(j) − y(j)) pomocí 3.17
Uloºení p·vodních α: α(old)i = αi, α
(old)
j = αj
Vypo£et L a H podle 3.22 3.23
if L== H then
pokra£ování na dal²í i
end
Výpo£et η podle 3.27
if η ≥ 0 then
pokra£ování na dal²í i
end
Výpo£et nové hodnoty pro αj podle 3.24
if |αj − α(old)j | < 10−5 then
pokra£ování na dal²í i
end
Výpo£et hodnoty αi pomocí 3.28
Výpo£et b1 a b2 podle 3.29 3.30
Výpo£et b podle 3.32
num_changed_alphas := num_changed_alphas+ 1
end
end
if num_changed_aplhpas == 0 then
passes := passes+ 1
else
passes := 0
end
end
Ukon£ení
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Vlastnosti
Mezi hlavní nevýhody pat°í del²í doba u£ení neº u p°edchozího algoritmu a v¥t²í sloºi-
tost. Statistickou nevýhodou m·ºe být, ºe nelze ur£it pravd¥podobnost správné klasiﬁkace.
Sloºitost algoritmu roste s N3.
Testování zdali se jedná o klasiﬁkovaný objekt se provádí pomocí aplikace funkce h(x) na
obraz neklasiﬁkovaného objektu. Pokud je h(x) ≥ 0, pravd¥podobn¥ se jedná o klasiﬁkovaný
objekt.
3.5 Detektory
3.5.1 Viola-Jones detektor
Tento detektor pat°í do skupiny detektor· pro identiﬁkací objektu v reálném £ase. Princip
této metody popsali v roce 2001 Paul Viola a Michael Jones [25], do té doby existovala pro
detekci objekt· metoda Schneiderman-Kanade (1998), která byla o n¥kolik °ád· pomalej²í.
Detektor Viola-Jones je primárn¥ ur£ený pro detekci obli£ej·, pouºívá se ov²em i pro
detekci jiných typ· objekt·. V principu je zaloºený na metod¥, která je speciﬁcká p°edev²ím
tím, ºe vyuºívá kaskádu klasiﬁkátoru, ve které se rozhoduje sekven£n¥. Detekovaný objekt
je popsán pomocí p°íznak·, nej£ast¥ji Haarových.
Zjednodu²en¥ se dá °íct, ºe Haarovy p°íznaky jsou zaloºený na rozdílu jasu obdélníko-
vých oblastí. Zmín¥né p°íznaky vycházejí z Harrových vlnek, které jsou popsány dle funkce
uvedené níºe. D·vodem pouºití t¥chto p°íznak· je rychlost vy£íslení, p°i£emº rozli²ovací
schopnosti p°íznaku jsou jen o n¥co málo hor²í. Vy£íslení se provádí nad integrálním obra-
zem, díky kterému probíhá výpo£et p°íznaku v konstantním £ase s minimem operací. U£ení
probíhá na základ¥ algoritmu AdaBoost.
ψ(t) =

1 0 < t ≤ 1/2
−1 1/2 < t < 1
0 jinde
(3.33)
Harrova funkce [26]
Obrázek 3.6: Obrázek znázor¬uje výpo£et hodnoty plochy s integrálním obrazem.
Vlastnosti
Hlavní výhodou je p°edev²ím rychlost algoritmu a dostate£ná p°esnost p°i rozpoznávání
obli£ej·.
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3.5.2 Detektor s SVM algoritmem
Detektor navrºeny v této práci je zaloºeny na p·vodním výzkumu binární klasiﬁkace na
základ¥ histogram· orientovaných gradient· pro detekci osob publikovaného v roce 2004 [6].
Mezi základní p°edpoklady pro tento detektor pat°í p°edev²ím p°esnost zpracování a rychlost
umoº¬ující zpracování v reálném £ase. Nejkriti£t¥j²í £ásti výpo£tu je extrakce p°íznaku pro
HOG deskriptor, oproti p·vodnímu výzkumu je proto pouºita metoda výpo£tu HoG z inte-
grálního obrazu. Navrºený detektor je tvo°en HOG p°íznaky pro popis charakteristický rys·
a SVM klasiﬁkátorem s lineárním jádrem. Na internetu je moºné nalézt n¥kolik porovnání,
jak jednotlivých deskriptor·, tak klasiﬁka£ních algoritm·. Ov²em výsledky t¥chto výzkumu
jsou vºdy vázané na konkrétní implementaci a speciﬁkaci uºití, tudíº generické speciﬁkování,
který deskriptor ze zmín¥ných podává lep²í výsledky nebo hor²í je de facto nemoºné.
Jelikoº video je získáváno ze statické kamery a dá se zachytit pozadí scény, byla pro
segmentaci objekt· zvolená metoda od£ítání pozadí. Výhodou této metody oproti metod¥
vyuºívající Sliding Window je p°edev²ím to, ºe se provádí klasiﬁkace pro konkrétní objekt.
V p°ípad¥ Sliding Window by se musela provád¥t klasiﬁkace pro kaºdé podokno a tím by se
zvý²ila výpo£etní náro£nost i riziko fale²ných poplach·.
3.5.3 Shrnutí
V této kapitole byly popsané základní techniky pouºívané pro vytvo°ení detektoru speciﬁc-
kých objekt·, v p°ípad¥ této práce se jedná o detektor osob. První kapitola shrnuje proces
analýzy obrazu v po£íta£ovém vid¥ní a zjednodu²en¥ popisuje, jaké techniky se v po£íta£o-
vém vid¥ní pouºívají, d·leºité techniky jsou dále rozepsány v jednotlivých podkapitolách.
Uvedené informace vycházejí z p·vodních prací a n¥kolika obsáhlých zdroj·, které jsou mezi
sebou ov¥°ené. Za nejd·leºit¥j²í £ásti z hlediska dal²ího vývoje této práce lze povaºovat £ásti
o SIFT a HOG deskriptoru.
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Kapitola 4
Implementace algoritmu
Dal²í majoritní £ástí této práce je implementace algoritmu pro detekci objekt· v jednotli-
vých snímcích videa s moºnosti binární klasiﬁkace, zda zji²t¥ným objektem je osoba nebo
ne. Algoritmus je navrºen na základ¥ metod po£íta£ového vid¥ní rozebraných v p°edchozí
kapitole. Striktn¥ se p°edpokládá, ºe vstupní video data jsou získaná statickou kamerou a pro
správnou funkci algoritmu bude moºné zachytit z n¥kolika prvních snímk· pozadí scény.
Detekce osob je zaloºena na klasiﬁkaci prost°ednictvím HOG deskriptoru z £ásti obrazu
zachycující neznámý objekt, klasiﬁkátor je natrénovaný pomocí SVM algoritmu (na mnoºin¥
negativních a pozitivních p°íklad·). V implementaci je dále zahrnuta moºnost vyuºití dal²ích
dvou deskriptor· zaloºených na klí£ových bodech extrahovaných pomocí SIFT algoritmu.
První z nich je reprezentován histogramem vektor· popisujících jednotlivé klí£ové body
a druhý vyuºívá histogram poloh klí£ových bod·. Na t¥chto dvou typech deskriptor· není
tato práce primárn¥ zaloºena, slouºí pouze pro experimentování a zhodnocení výhod HoG
deskriptoru.
Program je naprogramovaný v programovacím jazyku C++ s vyuºitím knihoven OpenCV
(verze 2.4) a cvBloB (verze 0.10.4). I p°esto, ºe nebyla vyuºitá akcelerace n¥kterých výpo-
£t· pomocí graﬁckého procesoru (GPU), dokáºe algoritmus za jistých p°edpoklad· zpra-
covávat video v reálném £ase. Pro vývoj programu bylo pouºité vývojové prost°edí Visual
Studio 2010 ve verzi Express s p°íslu²ným kompilátorem. Pro uºivatelské prost°edí je vy-
uºitá knihovna Qt, protoºe jsou pouºité knihovny platform¥ nezávislé, je moºné p°eloºit
program i pod jinými opera£ními systémy. Výsledný program slouºí jako detektor objektu
s moºnosti p°ípadné klasiﬁkace osob. Vstupní snímky musí odpovídat formátu struktury
IplImage, která je ur£ena pro práci s obrázky.
4.1 Segmentace objekt·
Pokud je moºné získat pozadí scény a následn¥ scénu s objekty, nabízí se pro první krok
segmentace objekt· metoda od£ítání pozadí 3.2.1. P°ed prvním volání metody detect se
musí nastavit pomocí metody setBackground pozadí, jejímº jediným vstupním paramet-
rem je snímek zachycující pozadí. Jestliºe se tak nestane, vykonávání metody detect se po
vypsání chyby na standardní chybový výstup ukon£í. Základní varianta metody od£ítání
pozadí dokáºe data zpracovávat v konstantním £ase, provedení této metody je moºné rea-
lizovat prost°ednictvím jednoho pr·chodu obrazových dat, coº je vlastnost pro zpracování
v reálném £ase více neº vhodná. Jedním ze vstupních parametr· algoritmu je hodnota prahu
rozdílu pixel·, který se nastavuje tak, aby maska neobsahovala nepodstatné detaily a zá-
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rove¬ obsahovala data o poºadovaných objektech. Ov²em ani pouºití prahování nezabrání
mnohým defekt·m ve výsledné masce, proto se jako pot°ebné ukázalo pouºití morfologických
ﬁltr·. Jako první se na masku získanou pomocí metody od£ítání pozadí aplikuje ﬁltr eroze,
který odstra¬uje nejmen²í objekty a mnohdy eliminuje i ²um, který se dostal p°es prahování.
Po aplikaci tohoto ﬁltru dojde k neºádoucímu po²kození masky vymezující objekt, kdyº se
k tomuto p°idá skute£nost, ºe maska objekt· není dokonalá ani p°ed aplikací tohoto ﬁltru,
je zapot°ebí pouºít dal²í morfologický ﬁltr, kterým je ﬁltr typu dilatace. V drtivé v¥t²in¥
p°ípadu ov²em nesta£í jedna aplikace t¥chto ﬁltr·, ale n¥kolik aplikací, £ímº se ú£innost
násobí. Po£et aplikací ﬁltr· eroze a dilatace, tvo°í dal²í dva parametry algoritmu.
K segmentaci jednotlivých objekt· se pouºívá knihovna cvBlob, získání oblasti zájmu
(ROI) probíhá volaním metody cvLabel, která vrátí v datové ²ablon¥ typu vektor informace
o objekterch v obraze. Následn¥ se odﬁltrují metodou cvFilter malé objekty, které jsou pro
dal²í £innost algoritmu nepot°ebné (prakticky se jedná o padající listí, malé hlodavce atd.).
Dále jsou ignorovány objekty, jejíchº pom¥r stran neodpovídá vzp°ímené lidské postav¥, je
t°eba poznamenat, ºe klasiﬁkátor je trénovan na mnoºin¥ chodc·, takºe klasiﬁkovat osobu,
která se plazí je zna£n¥ problematické. P°i díl£ím testování se ov²em ukázala tato £ást
jako výpo£etn¥ nejnáro£n¥j²í a p°i segmentaci více objekt· docházelo k drtivému poklesu
celkového výkon·. Aby bylo moºné, alespo¬ £áste£n¥ tento problém eliminovat, je maska
v p°ípad¥ vy²²ích rozli²eních obrazových dat p°evzorkovaná na niº²í rozli²ení. Sou°adnice
ROI jsou následn¥ vynásobeny koeﬁcienty získaných z pom¥ru p·vodních rozm¥r· snímku
ku rozm¥r·m p°evzorkovaného snímku ur£eného pro vytvo°ení masky.
Jestliºe by byla segmentace ukon£ena v této fázi, dostali bychom sou°adnice oblasti,
které s n¥jakou tolerancí vymezují objekt ve scén¥. Pokud se podíváme na trénovací pozi-
tivní snímky ze sady INRIA, zjistíme, ºe kolem zachycených osob se vyskytuje okraj. Aby
klasiﬁkátor mohl pracovat s co nejv¥t²í p°esnosti, je zapot°ebí vytvo°it podobné podmínky.
Z tohoto d·vodu se oblast kolem segmentovaného objektu o ur£itou velikost zv¥t²uje podle
pom¥rové konstanty. Tuto konstantu je moºné zm¥nit pouze ve t°íd¥ detektoru, nejedná
se totiº o vstupní parametr detektoru. Hodnota této konstanty byla získaná experimento-
váním a odhadem pr·m¥rné vzdálenosti osoby od okraje snímku. Po implementaci tohoto
drobného vylep²ení se výrazn¥ zlep²ila p°esnost klasiﬁkace.
V p°ípad¥, ºe se na scén¥ del²í dobu neobjeví ºádný nový objekt nebo objekt minimální
velikosti, uloºí se nový snímek pozadí. Tato funkce p°iná²í £áste£nou invarianci v·£i zm¥nám
osv¥tlení a zm¥nám jasu. Nevýhodou ov²em je, ºe pokud dojde k náhle zm¥n¥ pozadí,
algoritmus tuto zm¥nu bude stále detekovat jako objekt, tudíº nedojde k obnov¥ pozadí.
e²ením by bylo ukládat do seznamu polohu objekt· a v p°ípad¥, ºe objekt bude setrvávat
del²í dobu na stejném míst¥, provede se i p°es tuto skute£nost uloºení nového pozadí.
4.2 Klasiﬁkace objekt·
Tato £ást slouºí k binární klasiﬁkaci, zda naru²itelem je £lov¥k nebo ne. Výsledné rozhod-
nutí ov²em nelze brát jako absolutní, protoºe klasiﬁkace se vºdy provádí s jistou pravd¥-
podobností. V p°edchozím kroku se poda°ilo získat pozici a rozm¥ry jednotlivých objekt·
v obraze. Pomocí iterátoru se postupn¥ prochází data o kaºdém objekt·, p°i£emº se pro-
vádí jeho klasiﬁkace. Ze vstupního obrázku p°evedeného do odstínu ²edi se vybere objekt,
který se následn¥ p°evede do rozli²ení 64×128 px (na základ¥ [6]), poté následuje vypo£et
HOG deskriptoru. Pro dal²í zlep²ení klasiﬁkace je p°ed výpo£tem HOG deskriptoru pro-
vedeno Gaussovské rozost°ení. Knihovna OpenCV obsahuje t°ídu s metodou umoº¬ující
jednoduchý výpo£et histogramu gradient·. Takto získané hodnoty se vynásobí s koeﬁcienty
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získanými z klasiﬁka£ní funkce, celková suma t¥chto koeﬁcient· tvo°í výslednou hodnotu pre-
dikce. Koeﬁcienty pro klasiﬁkaci byly získaný z výchozího detektoru pro detekci lidi, který
je obsaºen v knihovn¥ OpenCV. Vznikly trénováním pomocí algoritmu SVM na snímcích
z databáze osob a pozadí INRIA. Na základ¥ t¥chto fakt· bylo moºné pouºít koeﬁcienty de-
tektoru, jako hodnoty klasiﬁka£ní funkce. Pokud je výsledná hodnota v¥t²í nebo rovná nule
jedná se patrn¥ o osobu. Stejným zp·sob se postupn¥ aplikuje i na ostatní objekty. Vstup-
ním parametrem lze aktivovat moºnost vykreslení ohrani£ení kolem detekovaného objektu
a objektu klasiﬁkovaného jako osoba.
Na záv¥r této malé podkapitoly je t°eba °íct, ºe knihovna OpenCV obsahuje hotový
detektor osob, který dokonce dokáºe zpracovat i video data z nestatické kamery s vyuºitím
metod Sliding Window. Tento detektor ov²em má úskalí v rychlosti zpracování (pokud se
nevyuºije verze s moºnosti akcelerace p°es GPU), n¥které £ásti tohoto detektoru byly pouºity
i v prvních verzích algoritmu, ov²em jejich pouºití se ukázalo jako zna£n¥ komplikované
s výrazn¥ hor²ím výsledkem. Jediný prvek, z detektoru obsaºeného v knihovn¥ OpenCV,
pouºitý v tomto algoritmu je t°ída obsahující koeﬁcienty pro klasiﬁkátor.
4.3 Deskriptory zaloºené na SIFT
Vytvo°ení deskriptoru zaloºeného na klí£ových bodech extrahovaných pomocí algoritmu
SIFT, je komplikovan¥j²í neº v p°ípad¥ HOG deskriptoru. Aby bylo moºné obraz popsat, je
zapot°ebí vytvo°it reprezentaci v podob¥ histogramu. První deskriptor bude tvo°en popisují-
cími vektory klí£ových bod·, p°ímé vytvo°ení histogramu je ov²em prakticky neproveditelné.
Proto se prakticky vyuºívá rozd¥lení celkové mnoºiny trénovacích dat do shluku pomocí al-
goritmu strojového u£ení bez u£itele k-means. Pomocí tohoto algoritmu je moºné získat tzv.
shluky (anglicky cluster), do kaºdého z nich je p°i°azena £ást z trénovací mnoºiny. Konkrétn¥
v OpenCV lze nalézt algoritmy pro techniky zvané Bag of Words, které slouºí pro vytvo°ení
histogramu z vícenásobných vektorových deskriptor·. P°i vytvá°ení tohoto deskriptoru se
získané klí£ové body z obrázku p°i°azují do jednotlivých shluk·, £ímº vzniká histogram, je-
hoº jednotlivé t°ídy jsou reprezentovány shluky. P°i°azování do jednotlivých t°íd histogramu
probíhá pomocí objektu t°ídy BruteForceMatcher. Velikost výsledného popisova£e je ekvi-
valentní po£tu t°íd v hisotgramu, v p°ípad¥ této implementace je mapa clusteru natrénovaná
do 500 t°íd. Deskriptor je vypo£ítán na obrázku objektu o rozm¥rech 64×128 pixel· v odstí-
nech ²edi, d·vodem pouºití takového nastavení je snaha vytvo°it stejné vstupní podmínky
pro v²echny deskriptory, aby výsledné porovnání m¥lo co nejv¥t²í vypovídající hodnotu.
V p°ípad¥ vytvo°ení deskriptoru na základ¥ klí£ových bod· je obraz rozd¥len do bun¥k
o velikost 8×8 obrazových bod·. Kaºdá z bun¥k tvo°í jednu sloºku histogramu. Tento typ
popisova£e nebyl popsán v ºádném z prohledávaných zdroj· a je pouze implementován
jako experimentální. Klasiﬁkátor je natrénovaný pomocí algoritmu SVM, koeﬁcienty získané
z trénování byly uloºeny do zvlá²tního souboru a p°i inicializaci detektoru jsou pokaºdé
na£teny. Po£áte£ní °e²ení, ºe by koeﬁcienty byly p°idány p°ímo do zdrojového kódu, nebylo
moºné provést z d·vodu, ºe t°ída CvSVM dovoluje uloºení pouze do externích XML soubor·.
Pokud se tyto soubor nepoda°í najít v adresá°i odkud je program spou²t¥n, dojde k vypsání
chyby na standardní chybový výstup a klasiﬁkace se pomocí SIFT popisova£· neprovede.
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4.4 GUI
Z hlediska pouºitelnosti je nejlep²ím °e²ením odd¥lení detek£ního algoritmu od uºivatelského
rozhraní pro nastavování parametr·. V podstat¥ se dá °íct, ºe detektor tvo°í samostatnou
knihovnu, která je staticky linkovaná. Nabízí se i moºnost vytvo°it dynamickou knihovnu a tu
p°ilinkovat k programu a volat její ve°ejné metody. Pro otestování algoritmu bylo vytvo°ené
uºivatelské rozhraní s vyuºitím knihovny Qt. Tato knihovna je jedna v dob¥ psaní této
práce jedna z nejroz²í°en¥j²ích multiplatformních open source knihoven. Dal²ím d·vodem
pro pouºití této knihovny, je její neustálý vývoj a ²iroká komunita, která se stará o testování,
dola¤ování chyb a nabízí na internetu mnoho £lánk· o tom, jak knihovnu pouºívat.
4.4.1 Prost°edí
Obrázek 4.1: Uºivatelské rozhraní
Samotné uºivatelské prost°edí je navrºené tak, aby mohly být nastaveny ve²keré d·leºité
parametry algoritmu a aby umoº¬ovalo vizuální kontrolu zpracovávaného obrazu. Jestliºe
nastane úsp¥²ná detekce naru²itele (osoby) je objekt ohrani£en £ervenou barvou, v opa£-
ném p°ípad¥ je objekt detekovaný objekt ozna£en zelenou barvou. Vykreslování ohrani£ení
objekt· nebo osob lze v uºivatelském rozhraní vypnout. Výstupní snímky z detektoru jsou
zobrazovány na plo²e widgetu QLabel.
Pro moºnost porovnání deskriptor· je v uºivatelském rozhraní moºnost krokování po
daném po£tu snímku, aby bylo moºné získat výsledky do porovnávacího grafu (viz. kapitola
Testování 5).
4.4.2 Získávání obrazu prost°ednictvím vlákna
Dle popisu v p°edchozí sekci je detektor, zaloºen na postupném zpracování snímku získa-
ných ze snímacího za°ízení. Proto je zapot°ebí vytvo°it proces, který bude postupn¥ snímky
získávat a p°edávat je knihovn¥ detektoru. Jelikoº hlavní vlákno aplikace má na starosti zá-
kladní b¥h uºivatelského rozhraní, musí se £innost zachytávání delegovat do dal²ího vlákna.
Knihovna Qt obsahuje pro práci s vlákny t°ídu QThread umoº¬ující jednoduché vytvo°ení
nového vlákna s mnoha metodami pro °ízení b¥hu. Vlákno pro zachytávání je ovládáno
prost°ednictvím GUI, které má volby pro pozastavení a obnovení b¥hu zachytávání a tím
i detektoru. Pokud se vlákno neukon£í samostatn¥, tzn. v p°ípad¥ zpracování celého videa,
dojde k jeho ukon£ení se zav°ením aplikace.
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Protoºe výsledná aplikace by mohla b¥ºet neustále online, nezbytn¥ dochází k uvol¬ování
pam¥ti po kaºdém provedení £innosti detektoru.
4.5 Shrnutí
Algoritmus pro detekování objekt· a detekci osob je implementován v programovacím jazyce
C++ jako t°ída HumanDetector, jejíº metoda detect se volá na kaºdý získaný snímek ze
zachytávacího zdroje, tzn. datový proud z kamery nebo videosouboru. P°ed voláním této
metody musí být nastaveno pozadí pomocí setBackground.
Rychlost algoritmu je závislá na po£tu objekt· ve scén¥, vstupnímu rozli²ení obrazu,
nastavení po£t· aplikací ﬁltru a maximální velikosti objektu. Výhodou tohoto algoritmu
pat°í, ºe provádí klasiﬁkací segmentovaných objekt·, na rozdíl od metody Sliding Window.
Z toho pramení výhoda men²í pravd¥podobností fale²ných poplach·. Nevýhodou je nemoº-
nost pouºití za situace v které nelze získat pozadí.
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Kapitola 5
Testování
Pro otestování detektoru °e²eného v této práci byly pouºité videozáznamy po°ízené static-
kou HD kamerou. Aby se zmen²ila výpo£etní náro£nost na zpracování, byly tyto záznamy
p°evedeny do rozli²ení 640×480 obrazových bod·. Testovací záznamy obsahují pohyby osob
v r·zných sm¥rech a pozicích. Cílem testování je získat poznatky na reálných scénách, p°ede-
v²ím je zapot°ebí ur£it jaká je úsp¥²nost detekce osob. Dal²ím cílem testování je porovnání
implementovaných deskriptoru. Nejd·leºit¥j²ím aspektem pro správnou funkci algoritmu
a pro dosaºení nízké chybovosti klasiﬁkátoru je pot°eba správného nastavení parametr·.
P°edev²ím se jedná o parametr prahování, pouºívaný p°i aplikaci metody od£ítání pozadí
a dále o parametry po£tu aplikací ﬁltru eroze a dilatace. Parametr minimální velikosti ob-
jektu není z hlediska funk£nosti algoritmu nikterak kritický, hlavní jeho úkol je ignorování
nepodstatných objekt·. Pokud je parametr ²patn¥ nastavený, m·ºe dojít k ovlivn¥ní vý-
sledných statistik.
Pro porovnání klasiﬁkátoru se v praxi pouºívá n¥kolik metodik. V p·vodní práci de-
tektoru zaloºeného na základ¥ histogramu orientovaných gradient· byla pouºitá metodika
pro porovnávání na základ¥ DET k°ivky (Detection Error Tradeoﬀ). Tato k°ivka je tvo°ena
pravd¥podobnosti, ºe bude správn¥ detekovaná hledaná osoba v závislosti na FPPW (False
Positives Per-Window). Metodika je ov²em vhodná pouze v p°ípad¥, ºe se detekce osob pro-
vádí pomocí metody Sliding Window a pouºitých oken je n¥kolik desítek, ve výsledku aº
n¥kolik tisíc. V p°ípad¥ algoritm· se segmentací objekt· pomocí metody od£ítání pozadí se
jeví jako lep²í pouºit DET k°ivku v závislosti na FPPI (False Positives Per-Image). Jedná
se o podobnou metodiku jako v p°edchozím p°ípad¥, akorát se ur£uje po£et fale²ných de-
tekcí negativních snímku na jeden snímek. Protoºe videosekvence obvykle obsahují obrovské
mnoºství snímk·, je moºné vybírat jen snímky, podle daného kroku. Jak uº to tak bývá,
toto zjednodu²ení p°iná²í také své úskalí v p°ípad¥, ºe krok bude nastaven tak, aby po£í-
tal se snímky, kde zrovna nedochází k ºádné detekci, m·ºe být chybovost podstatn¥ vy²²í.
Toto úskalí lze eliminovat pouºitím men²ího kroku. Zmín¥né metody se pouºívají p°edev²ím
pro porovnávání klasiﬁkátoru, p°i£emº statistické data se získávají pomocí automatického
testování. Následující rovnice zachycují výpo£et FPPW, v p°ípad¥ výpo£tu by se po£et
detekovaných oken nahradil po£tem snímk·.
FPPW =
Po£et pozitivních detekcí
Po£et detekovaných oken
(5.1)
Výpo£et FPPW - False Positives Per-Window
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Recall rate =
Celkový po£et pozitivních oken
Po£et pozitivn¥ ozna£ených oken
(5.2)
Úsp¥²nost pozitivn¥ ozna£ených oken
Precision =
Správn¥ pozitivn¥ detekovaná okna
Po£et v²ech pozitivn¥ detekovaných oken
(5.3)
Preciznost
DET =
1-Recall Rate
FPPW
(5.4)
Vývoj chybovosti detekce
Pro porovnání deskriptor· je zvolená závislost preciznosti v závislosti na fale²ných detek-
cích za jeden snímek (FPPI). Preciznost vyjad°uje pravd¥podobnost, ºe pozitivní detekce je
provedená na správný objekt. D·vod pouºití této metodiky pro porovnání je ten, ºe v p°í-
pad¥ vyobrazení DET k°ivky by hodnota pravd¥podobnosti získání pozitivního výsledku
byla u SIFT deskriptoru neustále 1, protoºe klasiﬁkátor zaloºený na t¥chto ozna£uje za po-
zitivní skoro v²echny objekty, takºe by takto získaný výsledek nem¥l ºádnou vypovídající
hodnotu.
Program byl p°eloºen i spu²t¥n na notebooku s CPU Core i5 a opera£ním systémem
Microsoft Windows 7 Professional 64bit, p°i£emº program je zkompilovaný ve Visual Studiu
2010 SP1 32 bit s optimalizaci na výkon.
Algoritmus pro otestování detektoru, byl nastaven s t¥mito parametry:
Testovací video Prahovací hodnota Eroze Dilatace
Video £.1 8 2 3
Video £.2 8 2 3
Video £.3 8 2 4
Hodnota pom¥ru, od kterého se nebudou objekty klasiﬁkovat, byla nastavena prost°ed-
nictvím konstanty ve t°íd¥ HumanDetector na hodnotu 1 (vý²ka k ²í°ce).
P°i£emº video £. 1 a video £. 2 znázor¬uje prostor, kde se pohybují osoby a psi. Zatímco
video £. 3 znázor¬uje scénu, kde se vyskytují pouze psi (jediná osoba je na okraji videa).
5.1 Detekce na videu s výskytem osob
Video £. 1 zachycuje scénu s výskytem více osob a zví°aty, zárove¬ zobrazuje osoby ve více
m¥°ítcích. Na tomto videu je moºné detekovat n¥kolik osob v r·zných situacích. Toto testo-
vací video bylo zárove¬ pouºité pro porovnání deskriptoru, na následujícím grafu je moºné
vid¥t vývoj preciznosti, graf byl vytvo°en z n¥kolika snímku získaných s krokem 20 snímk·
za sekundu. ím je k°ivka níºe, tím hor²í dosahuje detektor preciznosti. V p°ípad¥ k°ivky
reprezentující detektor s vyuºitím HOG deskriptoru, lze vid¥t jen výsek k°ivky, protoºe
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tém¥° nedocházelo k fale²ným detekcím, zatímco u SIFT deskriptor· byl po£et fale²ných
detekcí relativn¥ vysoký. U detektoru s HOG deskriptorem je preciznost kolem 82%, z £ehoº
lze usoudit, ºe k fale²ným detekcím tém¥° nedochází. Ov²em detekce osob probíhá u ma-
lého mnoºství snímku, nejd°íve u 21%, v p°ípad¥ výskytu dvou osob v 17 % p°ípad· a
v situaci, kdy se osoba vzdálí daleko od kamery, je tato hodnota cca 14%. V reakci na
tuto situaci byla do detektoru implementována moºnost aplikace detek£ních oken s r·znými
vzdálenostmi okraj· od objekt·, ale toto °e²ení zlep²ilo výsledek odhadem o n¥kolik málo
procent.
Obrázek 5.1: Graf zachycující vývoj preciznosti detektoru.
(a) Video £. 1 (b) Video £. 2
Obrázek 5.2: Ukázky z testovacích videií (zelen¥ - detekovaný objekt, £erven¥ - detekovaná
osoba)
Video £.2 je podobné jako první video, zachycuje ov²em jinak situované pohyby. Preciz-
nost HOG detektoru se u tohoto videa pohybovala kolem 87 - 95%. Detekce byla provedena
v 17% p°ípad·.
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5.2 Detekce na videu bez výskytu osoby
Na tomto videu se vyskytují pouze psi, kte°í se pohybují ve sledovaném prostou. V této
situaci by nem¥lo teoreticky dojít k ºádné pozitivní detekci. V p°ípad¥ SIFT deskriptor· se
op¥t potvrzuje mnoºství fale²ných detekcí. Mnoºství pozitivních detekcí se v p°ípad¥ tohoto
videa sniºuje tím, ºe jsou ﬁltrovány objekty o pom¥ru, který neodpovídá vzp°ímené postav¥.
S klasiﬁkátorem zaloºeným na HOG deskriptoru do²lo k zachycení fale²ných detekcí na t°ech
snímcích. V p°ípad¥, ºe byl krok nastaven na 20 snímk·, nebyla zachycená ºádna fale²ná
detekce. Detektor aplikovaný na toto video pracuje s p°esnosti blíºící se 100%.
Obrázek 5.3: Ukázka z videa £. 3 na které je zachycen pes detekovaný jako objekt.
5.3 Souhrn
Na základ¥ n¥kolika testovacích videí byl otestován detektor osob. V p°ípad¥ pouºití SIFT
deskriptor· zaloºených na rozloºení klí£ových bod· v okn¥ klasiﬁkovaného objektu a na zá-
klad¥ vektor· popisující klí£ové body, byla úsp¥²nost klasiﬁkace velice ²patná. Tato situace
m·ºe být zp·sobena nap°íklad tím, ºe u kaºdého pozitivního trénovacího snímku jsou za-
chyceny jak klí£ové body osoby, tak i pozadí. Navíc klí£ové body jednotlivých snímku mají
malý spole£ný pr·niku vlastností (pozic, vektoru). V p°ípad¥ dvou r·zných osob, které se
snaºí vystihnout stejnou polohu v jiném prost°edí a za jiných sv¥telných podmínek, nemusí
být rozloºení klí£ových bod· stejné. Z t¥chto d·vod· klasiﬁkátor zaloºený na t¥chto rysech
dosahuje hor²ích výsledku neº klasiﬁkátor natrénovaný na mnoºin¥ deskriptor· histogramu
gradient·. Dal²ím d·leºitý aspekt je fakt, ºe po£et klí£ový bod· nalezených v p°ípad¥ snímku
s osobu je pr·m¥rn¥ kolem t°iceti (zji²t¥no výpisem klí£ových bod· p°i lad¥ní programu),
pokud obrázek zachycuje £lenité a geometricky sloºit¥j²ího pozadí je tento po£et vy²²í. SIFT
deskriptory v této konﬁguraci, lze hodnotit jako prakticky nepouºitelné.
V p°ípad¥ pouºití HOG deskriptor· byla preciznost detekce pr·m¥rn¥ 85%. Obecn¥ se
dá tvrdit, ºe detekce je úsp¥²ná v p°ípad¥ jasn¥ zachytitelné vzp°ímené postavy, pokud se
povede segmentace. V p°ípad¥, ºe je postava osoby naru²ená n¥jakým objektem, nap°íklad
sloupkem plotu, je detekce neúsp¥²ná. Z testování vyplývá také jedna záporná vlastnost
detektoru, detekce je provedena jen u cca 18% snímk·. Tato vlastnost by se dala zlep²it
natrénováním klasiﬁkátoru pro konkrétní prost°edí, kde by se algoritmus pouºíval. Ve²keré
uvedené £íselné údaje slouºí pouze jako orienta£ní získané p°i konkrétním nastavení na kon-
krétních videích. Detektor byl také vyzkou²en na testovacích videích v p·vodním rozli²ení,
detektor ov²em tak°ka nefungoval. D·vod ²patného fungování je pravd¥podobn¥ v nevhod-
ném algoritmu pro p°evzorkování obrazu nebo v nedosta£ujícím kodeku.
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Kapitola 6
Záv¥r
V rámci této práce vznikl detektor osob a objekt· pro pouºití v reálném £ase. Program byl
navrºen tak, aby byl pouºitelný v oblasti sledování hlídaného prostoru a detekci naru²itele.
Pro otestování detek£ního algoritmu byla vytvo°ena aplikace s uºivatelským rozhraním se-
staveným za pomocí knihovny Qt, ve²kerý zdrojový kód je napsán v programovacím jazyce
C++ s vyuºitím knihovny OpenCV verze 2.4.. Knihovna pro segmentaci objektu z masky
cvBlob (verze 0.10.4) je linkovaná k programu staticky. V této práci byly porovnány t°i
r·zné deskriptory, p°i£emº nejlep²í výsledky podával deskriptor zaloºený na histogramu ori-
entovaných gradient·. Podle teoretických p°edpoklad· klasiﬁkátor zaloºený na deskriptorech
vyuºívající klí£ových bod· získaných pomocí extrakce algoritmem SIFT, nedosahoval preciz-
nosti klasiﬁkátoru zaloºeného na HOG. HOG deskriptor byl zvolen hlavn¥ proto, ºe dokáºe
popsat objekt pomocí vektor·. Kaºdý objekt je p°evzorokován do rozli²ení 64×128 obrazo-
vých bod·, v p°ípad¥, ºe by oblast vymezující objekt byla vzdálena pom¥ru 1:2, docházelo
by k radikální deformaci tvaru. Tento problém °e²í odﬁltrování objekt· s ur£itým pom¥rem.
Moºnost pouºití v reálném £ase, byla dosaºena na základ¥ pouºití metody od£ítání pozadí.
Aplikace klasiﬁkátoru se provádí jen na segmentované objekty, £ímº se ²et°í výpo£etní
£as. Oblast segmentovaných objekt· bylo t°eba o ur£itou pom¥rnou £ást z celkového obrazu
roz²í°it, aby získaný objekt p°ibliºn¥ korespondoval se snímky, na kterých byl klasiﬁkátor
natrénovaný. I p°esto, ºe detektor nedokáºe detekovat osobu na v²ech snímcích, zachytí
její pohyb alespo¬ na tolika snímcích, aby bylo moºné prohlásit, ºe sledovaný prostor byl
naru²en osobou. Pro zvý²ení po£tu správných pozitivních detekcí byl algoritmus roz²í°en
o moºnost vícenásobné detekce objektu r·zn¥ velkými okny (zm¥nou velikosti okraj· od
oblasti objektu). Toto °e²ení ov²em nep°ineslo výrazné zlep²ení. V p°ípad¥, ºe by se osoba
potencionáln¥ pohybovala v od¥vu barevn¥ blízkému pozadí, byla by detekce neúsp¥²ná.
Oblast segmentace objekt· a detekce osob je pom¥rn¥ rozsáhlá, tato práce se zabývá
pouze její malou £ásti. Teoretická £ást práce obsahuje popisy základních metod a algo-
ritm· pro klasiﬁkaci osob. Na základ¥ implementovaného algoritmu byly získané poznatky
o segmentaci objekt·, extrakci charakteristický p°íznak· a klasiﬁkaci osob. N¥které z nich
korespondovaly s poznatky uvedenými v p·vodní práci detektoru s vyuºitím HOG, p°ede-
v²ím aplikace ﬁltru pro odstran¥ní vysokofrekven£ních sloºek (Gaussovské rozost°ení) na
klasiﬁkovaný obraz. Z vlastních poznatk· uvedených v této práci se dá zmínit moºnost
segmentování objekt· na obrazu p°evedeného do niº²ího rozli²ení.
I p°esto, ºe algoritmus spl¬uje zadané poºadavky této práce, nabízí spoustu moºností
roz²í°ení. V £ásti segmentování objekt· je moºné zlep²it, jak vlastní segmentaci, tak ﬁltro-
vání oblastí, ve kterých nem·ºe být £lov¥k atd.. Klasiﬁkaci je moºné zlep²it implementování
kaskády klasiﬁkátoru nap°. v kombinaci dvou HoG klasiﬁkátoru natrénovaných na jiné mno-
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ºin¥ dat. Ov²em moºnosti roz²í°ení je ve skute£nosti daleko více. Deskriptory zaloºené na
klí£ových bodech získaných pomocí SIFT pro detekci osob v reálném £ase, nemá moc velký
vyznám dále roz²i°ovat, tato cesta se jeví jako slepá.
Kdyº celou práci shrneme, zjistíme, ºe byl vytvo°en detektor pro detekci osob s rota£ní
invariantnosti a £áste£nou invariantnosti v·£i sv¥telným zm¥nám. S tím, ºe dokáºe p°i roz-
li²ení 640×480 obrazových bod· (hypoteticky i p°i vy²²ím rozli²ení) zpracovávat snímky
v reálném £ase. Nutnou podmínkou pro správnou funkci je pouºití videozáznamu získaného
ze statické kamery.
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