Anthropogenic activities homogenize biodiversity by increasing extinction risk, while simultaneously 46 facilitating the transition of species through each stage of the invasion pathway (Romagosa et al., 47 2009; Blackburn et al., 2011; Schmidt et al., 2012) . Identifying biological traits that influence a 48 species' response to anthropogenic activities is thus a shared goal of conservation and invasion 49 biology (Fisher & Owens, 2004; Bradshaw et al., 2008) . Indeed, both disciplines are concerned with 50 understanding the factors that determine the fate of small populations (Blackburn & Jeschke, 2009; 51 Blackburn et al., 2009) . General rules of thumb developed from trait-based analyses can be used to 52 predict extinction or invasion risk of poorly-known species, providing a rapid, cost-efficient approach 53 to the allocation of limited conservation resources (Bradshaw et al., 2008; Böhm et al., in press) . 54
55
Traits that predispose species to become either threatened or invasive are often assumed to lie on 56 opposite ends of a continuum: trait values that render a species more vulnerable to extinction are 57 thought to be opposite in sign to those that facilitate invasion, and vice-versa (Bradshaw et al., 2008; 58 Jeschke & Strayer, 2008; Schmidt et al., 2012) . The assumption that threatened and invasive species 59 are 'two sides of the same coin' (Jeschke & Strayer, 2008) has strong links to life-history theory 60 (Jeschke & Kokko, 2008) , which posits that species can be classified along a fast-slow continuum 61 (i.e., that invasive species have fast life histories and threatened species have slow ones). Most trait-62 based analyses have examined the characteristics that influence whether a species becomes threatened 63 or invasive in isolation, and thus provide limited inference regarding the validity of that hypothesis 64 (Bradshaw et al., 2008; Jeschke & Strayer, 2008) . Furthermore, studies that have jointly analyzed 65 traits that influence a species' fate have produced equivocal results. Studies of plants (Bradshaw et al., 66 2008; Pandit et al., 2011; Schmidt et al., 2012) and crayfish (Larson & Olden, 2010) support the 'two 67 sides of the same coin' hypothesis, whereas studies of fishes and birds (Jeschke & Strayer, 2008 ; 68
Blackburn & Jeschke, 2009) contradict it. However, these tests have either failed to account for 69 shared evolutionary history among species (Blackburn & Jeschke, 2009) , arguably used inappropriate 70 source pools for contrasting invasive with non-invasive species (Bradshaw et al., 2008; Jeschke & 71 Strayer, 2008; Larson & Olden, 2010; Pandit et al., 2011) To account for the fact that some species have been introduced more than others, we included either 133 (i) the total number of locations to which a species has been introduced, or (ii) the total number of 134 introduction attempts (summed across all locations; Bomford et al., 2008) . The two measures were 135 positively correlated, but the latter was a stronger predictor of establishment success, and was retained 136 for further analyses. Using the former measure produced qualitatively similar results. We also re-ran 137 our analyses excluding propagule pressure as a covariate, as some previous tests of the 'two sides of 138 the same coin' hypothesis have not controlled for its effect (e.g., Larson & Olden, 2010) . 139
140
We refer to successfully established species as 'invasive' for brevity, but acknowledge that the term 141 invasive typically implies an ability to spread widely (Blackburn et al., 2011) or have adverse 142 ecological or economic impacts (Davis & Thompson, 2001) . Taxonomy followed the Reptile 143
Database (Uetz & Hallermann, 2008) . 144 145
Species-level traits 146
We investigated whether the probability of a reptile species becoming either threatened or invasive 147 was correlated with the following groups of species-level traits: 148 149
Life-history and ecology 150
We started with a life-history trait database collected from primary sources and maintained at Utah 151 State University (Myhrvold et al., 2014) , which includes data on adult snout-vent length (SVL), 152 clutch size, and number of clutches per year for select reptile species. We augmented this database by 153 including diet type, reproductive mode, presence or absence of parthenogenesis, and annual fecundity 154 (clutch size * clutches per year). When possible, we incorporated missing life-history data using a 155 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   F  o  r  P  e  e  r  R  e  v  i  e  w   7 combination of primary and grey literature (see Mahoney et al. 2015) . We gave priority to the primary 156 literature and averaged values from multiple sources when more than one value was found. 157
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158
For SVL, we prioritized data in the following order: females, sex not given, and males. In cases where 159 we had either clutch size or the number of clutches per year but not both, we derived complete annual 160 fecundity estimates using multiple imputation with conditional models in a Bayesian framework [R 161 package mi (Su et al., 2011)] . 162
163
The majority of threatened reptile species have been listed by the IUCN on the basis of their extent of 164 occurrence or area of occupancy (Red List Criterion B) (Böhm et al., in press ). Thus, failing to 165 account for range size could lead to spurious conclusions regarding the importance of other predictor 166 variables. We therefore included range size as a covariate in our analyses of extinction risk -we did 167 not seek to make inferences regarding its effects. Because the majority of reptile species are listed on 168 the basis of Criterion B, it was not possible to run a second analysis excluding all Criterion B species. 169
170
We estimated native geographic range size using equal-area Behrmann projections of IUCN extent of 171 occurrence range maps. When an IUCN range map was not available for a species, we used range 172 maps from WWF Wildfinder (www.worldwildlife.org/pages/wildfinder), or manually georeferenced 173 range maps from published literature. These range maps were also used to calculate the spatial and 174 environmental attributes described below. While these maps undoubtedly contain errors at local 175 spatial scales, these errors are expected to have negligible effects on our general conclusions given the 176 global scale of our analyses. Furthermore, these maps were derived by species experts with the best 177 available information. 178
Geographic origin 180
We used two variables to describe a species' geographic origin: (i) distance to the equator (defined as 181 the absolute value of the latitude of the native geographic range centroid), and (ii) insularity (i.e., 182 whether a species' native geographic range occurred exclusively on one or more islands). Islands were 183 
Environmental niche breadth 188
To estimate niche breadth, we calculated the standard deviations of mean annual temperature and 189 annual precipitation across a species' native geographic range, using long-term climate grids with ~1 190 km spatial resolution (Hijmans et al., 2005) . 191
192
Anthropogenic factors 193
We calculated three anthropogenic factors that have been shown to correlate with either threat status 194 or invasion success in a wide range of taxa (Cardillo et al., 2004; Sodhi et al., 2008; Pyšek et al., 195 2010; Murray et al., 2011) (Romagosa et al., 2009; Robinson et al., 2015) , and U.S. Fish and Wildlife Service 206 (USFWS) declaration forms that accompany all imports and exports of animals or their products 207 (Form 3-177) provide an unparalleled level of detail on trade frequency and intensity (García-Díaz et 208 al., 2014) . These data will of course under-estimate global trade in reptiles (and under-estimate more 209 in some geographic areas than others, e.g., chelonian trade between Asian countries) but can serve as 210 a proxy for the volume of globally traded species (Romagosa et al., 2009 We requested all importation and exportation records of living and dead reptiles from the USFWS 213 covering the period 1999-2014. Taxa that were not identified to species-level were removed from the 214 USFWS database. From these data, we estimated the total number of animals of each species 215 imported and exported from 1999-2014. The total number of live animals traded was used as a 216 predictor in the model of invasion probability (see Statistical analysis), whereas the number of both 217 live and dead animals was used in the model of threat probability. 218
219
Statistical analysis 220
We conducted two separate analyses to determine whether threatened and invasive reptile species are 221 two sides of the same coin. Specifically, we used Hierarchical Bayesian generalized linear models 222 with a binomial error distribution to determine whether 10 species traits (represented by 11 model 223 coefficients due to the categorical nature of our diet variable) and four anthropogenic factors were 224 correlated with whether a species was: (i) threatened vs. non-threatened, and (ii) invasive vs. non-225 invasive. The 'two sides of the same coin' hypothesis predicts that model coefficients for each trait 226 should be opposite in sign between these two models. Models were fit in Stan v2.7.0 (Stan 227 Development Team, 2015) through the R interface 'rstan' (R Development Core Team, 2015) . 228
229
To account for shared evolutionary history among species, taxonomic categories (genus, family, and 230 order) were included as random effects. Snakes and lizards were treated as separate Orders to account 231 for differences in establishment success between these two groups (Mahoney et al., 2015) . All other 232 traits were included as fixed effects. Continuous variables were either centered and scaled (by the 233 mean and 2 SDs, respectively) or log-transformed to improve model performance and parameter 234 estimation. Log transformation was used for variables commonly log-transformed in the literature and 235 that exhibit large ranges typical of log-linear data (SVL, range size, total number of introduction 236 attempts). Trade metrics were also log transformed, but required 0.5 to be added to all values due to 237 the presence of zeros in the data. and their 95% credible intervals (CIs). Quadratic relationships for all non-log-transformed continuous 241 variables and two-way interactions were evaluated by examining whether 95% CIs for quadratic and 242 interaction coefficients overlapped zero when they were added to the global model. To avoid overly 243 complex models, we added quadratic relationships one variable at a time, and only tested for 244 interactions between anthropogenic variables and geographic range size. No interaction terms were 245 retained in global models of threat or invasion probability. We built global (i.e. saturated) models for 246 each response variable, as our primary goal was to compare directionality in model coefficients. 247
248
To reduce collinearity between variables, we first removed all variables with Pearson's correlation 249 coefficients >|0.7| (Dormann et al., 2012) . The choice of which variable to use from a correlated pair 250 was determined through exploratory modeling (e.g., univariate models, degree of confounding 251 through more complex model specifications) and via assessments of variance inflation. We retained 252 all variables with variance inflation factors less than 3 (see Appendix S2 in Supporting Information 253 for correlations and variance inflation factors). 254
255
We used diffuse univariate normal priors (µ = 0, σ = 100) for all fixed effects, and expanded normal 256 priors (µ = 0) with uniform hyperpriors (min = 0, max = 100) on σ for all random effects. We 257 estimated posterior distributions using Markov chain Monte Carlo simulation (MCMC) with a No-U-258
Turn sampler (NUTS). We evaluated MCMC chain convergence following warm-up by using a 259 combination of trace diagnostics, assessments of sample independence (thinning = 10), ratios of the 260 posterior mean standard errors to sample standard deviations (≤ 1/10), and estimates of R-hat and 261 effective samples sizes with the aid of shinyStan (Gabry, 2015) . 262
263
RESULTS 264
Species-level traits 265
Comparisons of trait values between threatened and invasive reptiles revealed limited support for the 266 'two sides of the same coin' hypothesis (Figs. 1, 2). Seventy-three percent (8/11) of model 267 niche breadth were opposite in sign between the two groups; however, most effect sizes for variables 269 that were opposite in sign were small and/or highly uncertain (Fig. 3) . The only variable that showed 270 somewhat strong and opposing relationships with threat status vs. invasion success was SVL. Larger-271 bodied species were more likely to be threatened, whereas smaller-bodied species were more likely to 272 be invasive (although 95% CIs for the latter coefficient only excluded zero when propagule pressure 273
was not included as a covariate; Appendix S3 in Supporting Information). Furthermore, the positive 274 relationship between body size and threat status was only apparent after accounting for taxonomy and 275 additional confounding characteristics (cf Figs. 2 & 3) . 276
277
Variation in precipitation across a species' native geographic range (a measure of environmental niche 278 breadth) and native geographic range size were negatively correlated with threat probability. This 279 latter finding is expected, given that IUCN uses range size to assign threat status. Native geographic 280 range size also was negatively correlated with invasion success (but only after controlling for 281 propagule pressure), whereas parthenogenicity, oviparity, and herbivory (relative to carnivory) were 282 all positively correlated with invasion. However, 95% CIs for the latter two coefficients slightly 283 overlapped zero. Effects of parthenogenicity, oviparity, and herbivory were much more certain when 284 propagule pressure was excluded from the model (Appendix S3). 285
286
Anthropogenic factors 287
Coefficient estimates for anthropogenic variables revealed opposite relationships with threat status vs. 288 invasion success for three of the four variables tested (Fig. 3) . However, in all three cases where 289 opposite relationships were evident, at least one coefficient estimate from each model was small and 290 had 95% CIs that overlapped zero. The only variable that did not show an opposing relationship -291 mean human population density across a species' native geographic range -had a positive linear 292 relationship with invasion success, and a positive quadratic relationship with threat probability. 293
Probability of invasion also increased with propagule pressure, and decreased with the proportion of 294 urban area within a species' native geographic range (although 95% CIs overlapped zero when 295 We did not find strong support for the hypothesis that trait values that predispose species to become 300 threatened or invasive lie on opposite ends of a continuum. Although nearly 75% of the species-level 301 traits that we considered showed opposite relationships with threat status vs. invasion success, effect 302 sizes for those traits were generally small and/or uncertain. These findings are consistent with the 303 results of previous analyses of Holarctic fish and bird species; both Jeschke & Strayer (2008) and 304 Blackburn & Jeschke (2009) found that ~50% of traits showed opposite relationships in comparisons 305
of trait values between species listed as threatened by the IUCN and species that have established 306 non-native populations. Additionally, effect sizes in both previous studies were weak for traits that 307 differed between threatened and established species, as we observed here. The number of traits that 308 have opposite relationships with threat status vs. invasion success, as well as the magnitude of the 309 observed effects, will clearly depend on the specific traits that are considered. Furthermore, the broad 310 taxonomic and geographic diversity of our analysis, coupled with the coarse resolution of some of the 311 input variables used (e.g., geographic range maps and associated variables) likely contributed to some 312 of the uncertainty in our analyses. Nonetheless, the fact that we contrasted species at opposite ends of 313 the threat continuum (i.e., Least Concern vs Endangered/Critically Endangered species), means that 314 our analyses had a high sensitivity to detect trait differences between threatened and non-threatened 315
species -yet we still find little support for the 'two sides of the same coin' hypothesis. The overall 316 consistency between our results and those of Jeschke and Strayer (2008) (Bradshaw et al., 2008; Pandit et al., 2011; Schmidt et al., 2012) and crayfish 321 (Larson & Olden, 2010) , on the other hand, provide stronger support for the 'two sides of the same 322 coin' hypothesis. The extent to which this disparity reflects true taxonomic differences in the validity 323 contrast invasive and non-invasive taxa (e.g., all species within a family or region vs. only introduced 327 species). As highlighted by Cassey et al. (2004) and Blackburn & Jeschke (2009) , the latter 328 consideration is critical. Established or pest species typically represent a biased subset of all species in 329 a region or taxonomic group (Tingley et al., 2010; García-Díaz & Cassey, 2014) , and thus tests of the 330 'two sides of the same coin' hypothesis will be most informative when studies can control for 331 characteristics associated with earlier or later stages of invasion, as we have done here by comparing 332 successful vs. unsuccessful introduced species. 333
334
The trait that differed most between threatened and invasive species in our analysis was body size. 335
Large species were more likely to be threatened, whereas small species were more likely to be 336 invasive. Similar positive relationships between body size and threat status have been found in a wide 337 array of vertebrate taxa, including amphibians (Sodhi et al., 2008) , mammals (Cardillo, 2003) , birds 338 (Bennett & Owens, 1997), and squamate reptiles (Tingley et al., 2013; Böhm et al., in press ). Body 339 size has also been found to correlate negatively with establishment success in insects (Lester, 2005) , 340 fishes (Ruesink, 2005) , mammals (Jeschke & Strayer, 2006) , and herpetofauna (Allen et al., 2013; 341 Mahoney et al., 2015) . Blackburn and Jeschke (2009) found that measures of body size (mass and 342 length) had opposite effects on threat status vs. invasion success in birds and fishes as well (although 343 effects were relatively weak for at least one response variable). Collectively, these findings suggest 344 that although there is little support for the 'two sides of the same coin' hypothesis in vertebrates 345 overall, there do appear to be weak (but consistent) diametric relationships with body size. 346
Small body size may facilitate invasion success by reducing the probability that a species is detected 348 by biosecurity personnel, by increasing propagule pressure, or by increasing niche opportunities upon 349 introduction (Mahoney et al., 2015) . Alternatively, differences in body size between threatened vs. 350 invasive species may reflect the fact that large species typically exhibit lower reproductive rates, 351 al., 1988; Cardillo, 2003) . Thus, large species may be slower to recover from anthropogenic 353 disturbance, and have a reduced likelihood of establishing populations from low numbers of founders 354 (Pimm et al., 1988; Owens & Bennett, 2000) . This rationale is consistent with the idea that threatened 355 and invasive species lie at opposite ends of a 'fast-slow continuum', in which invasive species have 356 fast life histories and threatened species have slow ones (Jeschke & Strayer, 2008) . Nonetheless, other 357 aspects of the fast-slow continuum that we predicted would be important, such as annual fecundity, 358 diet, reproductive mode, and the presence or absence of parthenogenesis, did not conform to the 359 predictions of the 'two sides of the same coin' hypothesis (although the latter three variables were 360 correlated with invasiveness). Using a similar dataset, Mahoney et al. (2015) also found that reptile 361 establishment success was higher for species with parthenogenesis; however, our findings regarding 362 fecundity and oviparity are at odds with the results of Mahoney et al. (2015) . This disparity may be 363 due to the fact that we aggregated introductions at the species level, whereas Mahoney et al. Unlike previous tests of the 'two sides of the same coin' hypothesis, we also examined whether 368 anthropogenic variables influenced threat and invasion probabilities. In line with our prediction, 369 human population density had strong, positive effects on probabilities of both outcomes -species with 370 high human densities in their native ranges were more likely to be both threatened and invasive than 371 species from less populated areas. High human population densities have been shown to correlate with 372 a high risk of extinction in global studies of mammals (Cardillo et al., 2004 (Cardillo et al., , 2008 , birds (Davies et 373 al., 2006) , and amphibians (Sodhi et al., 2008) , and in New Zealand reptiles (Tingley et al., 2013) . 374 Additionally, our finding that invasive reptile species tend to originate from regions with high human 375 population densities accords with the results of Jeschke & Strayer (2008) , who found species affiliated 376 with humans were more likely to be invasive. Positive effects of human population density on reptile 377 extinction risk likely reflect more direct impacts of habitat loss, pollution, and/or over-exploitation. 378
Similarly, in the context of invasions, human population density plausibly integrates more proximal 379 (Pyšek et al., 380 2010) . It is also important to note that potential filtering of species pools caused by historic human 381 activities means that our results likely underestimate effects of human population density on 382 extinction and invasion risk. 383
Our analyses also revealed effects of additional anthropogenic variables on threat and invasion 385 probabilities. Firstly, we found that GDP within a species' native range was negatively correlated with 386 its threat status. Several studies have found that regions with higher GDP host fewer threatened plant 387 and vertebrate species (Davies et al., 2006; Vamosi & Vamosi, 2008; Holland et al., 2009) . Our 388 results build upon these earlier studies by demonstrating that effects of GDP can also be apparent at 389 the level of individual species. This correlation may reflect a greater focus on economic growth at the 390 cost of environmental protection in developing countries, or conversely, the fact that many species 391 that are sensitive to development have already been extirpated from regions with high GDP. 392
Secondly, we found that the extent of urban area within a species' native range was negatively 393 correlated with its invasion success. Thus, sufficient amounts of native habitat may be required to 394 provide enough propagules for species to successfully establish. The fact that GDP and urban extent 395 did not have strong effects on both response variables, however, contradicts our hypothesis that 396 anthropogenic variables have similar effects on threat and invasion probability. 397
398
Incorporating anthropogenic variables can not only improve the explanatory power of threat and 399 invasion models (as we have shown here), but may also help resolve contradictions between studies 400 testing the 'two sides of the same coin' hypothesis (Schmidt et al., 2012) . Species-level traits may be 401 confounded by anthropogenic variables, or traits may interact with anthropogenic variables to create 402 context-dependent pathways to decline or invasion (Cardillo et al., 2004; Murray et al., 2011 our results demonstrate that despite the fact that anthropogenic variables, such as GDP and human 410 population density, are not causally related to invasion and extinction processes, they can serve as 411 useful surrogates of anthropogenic impact in the absence of more detailed data on introduction effort 412 and key threatening processes (Cardillo et al., 2004; Pyšek et al., 2010) . 413
414
By jointly analyzing correlates of both threat and invasion probability, we have shed new light on the 415 factors that lead to biotic homogenization in a diverse, but poorly understood vertebrate group. Our 416 study also builds on previous tests of the 'two sides of the same coin' hypothesis by considering a 417 broad range of species characteristics in a multivariate context, while controlling for shared 418 evolutionary history among species, anthropogenic factors, and biases involved in the introduction 419 stage of the invasion pathway. Despite these statistical and methodological advances, our results 420 accord with those of previous studies of other vertebrate taxa in failing to support the 'two sides of the 421 same coin' hypothesis. Thus, the assumption that threatened and invasive species lie on opposite ends 422 of a continuum, while consistent with life-history theory, appears to be an oversimplification. 423 However, our results do strongly support the findings of previous studies demonstrating that 424 anthropogenic variables can be important predictors of a species' fate (e.g., Murray et al., 2014) . 425
Measures of anthropogenic impact should, therefore, be more routinely incorporated in trait-based 426 analyses of extinction and invasion risk. 427 Appendix S3. Regression coefficients illustrating effects of species traits and anthropogenic 438 factors on reptile invasion success and threat status. Unlike the results presented in Fig. 3 in  439 the main text, the model of invasion probability does not include the total number of 440 introduction attempts (i.e. propagule pressure). 441
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