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En el presente reporte se present an los resultados obtenidos por el grupo de trabajo que
estudio el problema de disenar de manera optima, una red de distribucion de agua potable.
Esencialmente se discuten dos clases de estrategias. En primer lugar, aquellas cuya finalidad
es reducir significativamente los recursos computacionales requeridos por los algoritmos im-
plementados por el IMTA. Estos algoritmos son de caracter heuristico y generan una solucion
factible que no es optima. En ciertos casos se sabe que las soluciones obtenidas por dichos
algoritmos estan relativamente lejos del optima y no son aceptables desde el punto de vista
del disenador. La segunda clase de estrategias propuestas, esta destinada precisamente a
aliviar este problema. Se sugieren tecnicas originadas en optimizacion continua yen flujo en
redes.
Por diferentes razones es necesario realizar grandes inversiones en la proyeccion, extension
y rehabilitacion de redes de distribucion de agua destinada al consumo humano. En con-
secuencia, es de vital importancia utilizar metodos eficientes para generar diseiios de costo
mfnimo que a la vez que satisfagan un cierto conjunto de especificaciones tecnicas.
El problema a resolver consiste en asignar diametro a cada tramo de una red de agua
potable con m tramos de tuberfa y n nodos de consumo y abastecimiento, de tal manera que
el costo total de la red resulte mfnimo. Se supone que la red tiene una topologfa prestablecida
y que la funcion de costo depende del diametro y de la longitud de los tubos utilizados. Por
otra parte, el diseiiador solamente dispone de un numero limitado de diametros accesible en
el mercado. Finalmente, las especificaciones del diseiio requieren que la presion de entrega
en los nodos de consumo sea superior a un cierto valor lfmite y que la velocidad del flufdo
en cada tramo de la tuberfa no rebase cierta tolerancia establecida por el fabricante.
En la literatura especializada el problema anterior esta ampliamente document ado y se
Ie ha reportado como una tarea extremadamente compleja, ver por ejemplo [9J. Dado el
astronomico numero de asignaciones posibles y las restricciones impuestas por el diseiio, la
enumeracion exhaustiva no es un metodo recomendable en casos de aplicaciones concretas.
Por otra parte, desde el punto de vista computacional, el problema ha sido clasificado como
N"P completo; 10 cual significaen terminos practicos, que el numero de operaciones requerido
para obtener la solucion exacta es probablemente de orden exponencial. Por estas razones,
diversos autores han propuesto algoritmos que obtienen solamente una aproximacion a la
solucion. En general, los metodos descritos en la literatura pueden ser clasificados de acuerdo
al siguiente esquema
• Tecnicas basadas en optimizacion continua que resuelven casos relativamente pequeiios
con un nivel aceptable de cercanfa al valor optimo.
Una vez present ado el problema, el grupo de trabajo se concentro en el estudio de los
algoritmos implantados en el IMTA. Estos algoritmos pueden ser clasificados dentro de la
primera categoria, es decir obtienen un conjunto de valores para los diametros que cumple
con la especificaciones de diseiio. Sin embargo, por experiencia se sabe que en ciertos casos
la aproximacion obtenida esta relativamente lejos del optimo, careciendo en consecuencia
de valor practico. Por 10 tanto la primera meta del grupo de estudio consistio en obtener
mejoras en los algoritmos existentes. Posteriormente, el grupo propuso y discutio algunas
estrategias pertenecientes a la segunda categorfa.
El reporte esta organizado de la siguiente manera: en la seccion 2 formulamos el pro-
blema desde un punto de vista ligeramente diferente al presentado en [9],pero que creemos
contribuye a la concepcion de nuevos metodos de resolucion. En la seccion 3 discutimos
las estrategias para mejorar los algoritmos existentes, asf como su implementacion compu-
tacional. En la seccion 4 discutimos dos propuestas. Una de ellas basada en programacion
cuadnl.tica recursiva y la otra en flujo en redes.
Antes de iniciar la discusion, introduciremos alguna notacion que sera de utili dad durante
el resto del documento. Los conjuntos seran denotados con letras caligraficas mayusculas.
Todos los vectores seran vectores columna, la transpuesta de una matriz A sera denotada
por AT. El simbolo 11·11 denotara ala norma-2. Finalmente, dado un vector x, el simbolo
X denotara a la matriz diagonal cuyas entradas son las componentes de x.
Matematicamente, la topologia de una red de m tramos y n nodos se puede representar por
medio de una matriz A de m X n, en la cual la entrada ai,j esta definida como sigue
ai,j = { ±~
si existe conexion entre i, j
en otros casos,
en donde el signa se escoge dependiendo de la direccion del flujo entre los nodos i, j. Las
especificaciones de diseno as! como el cumplimiento de ciertas leyes fisicas, se pueden agru-
par en un conjunto de restricciones que se imponen a una funcion de costos que depende
esencialmente de los diametros de los tubos. Por 10 tanto el problema se puede formular
como el siguiente problema de optimizacion mixta entera
minimizar
sujeta a
c(d)
ATq - qo
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en donde c es una funcion, no necesariamente lineal, de d el vector de diametros, d E Rn.
El primer bloque de restricciones represent a el balance de gastos en cada nodo; qo E Rn
es el vector de gastos (conocido) y q E Rrn es el vector de descargas (desconocidas). El
segundo bloque de restricciones represent a la caida de presion en cada tramo de la red, la
cual depende de la descarga en los tramos y del diametro del tubo (a traves de la funcion
emp!rica k( di)). El ultimo bloque establece la dependencia entre velocidad (desconocida) y
descarga (desconocida) en cada tramo de la red. Finalmente, se imponen restricciones sabre
las presiones y las velocidades, as! como el hecho de que los valores que pueden tomar los
diametros se encuentran discretizados, es decir V = {d1, d2, ... , dT}.
Entre algunas de las dificultades reportadas para la resolucion de (1), la falta de un punto
inicial factible razonablemente bueno, ha motivado el desarrollo de tecnicas que parten de
una soluci6n infactible pero de costa minima (maximo) y progresivamente incrementan (de-
crementan) los diametros en aquellos tramos en los cuales ocurren violaciones severas a
las restricciones. El metodo termina cuando se alcanza factibilidad para algun juego de
diametros. Tipicamente, un metodo de esta clase se puede esquematizar de acuerdo al
siguiente
Eseoger un punto inicial d(O) de costo minimo
Desde j = a repetir
Verifiear factibilidad
Si d;jl = dk infactible entonees
dU) -+ dk+l
t
jf-j+1
En easo eontrario FIN
En terminos computacionales, el algoritmo anterior es extremadamente costoso en la fase
de verificacion. En general, esta fase implica la resolucion de un sistema de ecuaciones no
lineales con algun metodo iterativo como el algoritmo de Newton. La segunda fase, actualiza
los valores de los diametros de acuerdo a algun criterio basado en la restriccion mas violada.
De acuerdo a la referencia [9], el esquema utilizado consiste en
1. Identificar aquellos tramos con exceso de velocidad. Aumentar el diametro del tramo
en el cual la violacion es mayor
3. Identificar los nodos con deficit de presion. Aumentar el diametro del tramo con mayor
influencia sobre el deficit de presion
En el esquema anterior es claro que la fase de factibilidad puede llegar a ser invocada un
gran numero de veces durante cada iteracion del algoritmo. Por 10 tanto las modificaciones
propuestas estan enfocadas en las siguientes direcciones:
• Uso de estrategias de actualizacion de los diametros que consideren un ascenso minimo
en la funcion objetivo
• Uso de metodos eficientes para resolver los sistemas de ecuaciones no lineales involu-
crados en la fase de verificacion de factibilidad.
En 10 que resta del documento, nos concentraremos en el estudio de metodos para resolver
los sistemas de ecuaciones no lineales. Estos sistemas se pueden formular en funcion de 10s
v,tlores de los diamctros, es decir
en donde las incognitas son q,p y v, i.e. las descargas, las presiones y las velocidades
respectivamente; Iql denota al vector cuyas componentes son Iqd. Los algoritmos implantados
en el IMTA resuelven los sistemas de ecuaciones no lineales (ENLs) anteriores utilizando el
metodo de Newton, uno de los mejores para resolver sistemas de ENLs densos y pequeiios
debido a sus excelentes propiedades de convergencia cuadnitica local. En su forma basica
este algoritmo tiene la siguiente descripcion:
Escoger una aproximacion inicial Xo
Desde i = 0 hasta CONVERGENCIA
resolver para 6x
F'(Xi)6x = -F(Xi)
actualizar Xi
Xi+l = xi + 6x
en donde F' denota a la derivada de F con respecto ax.
Cuando el algoritmo anterior se aplica a (2); entonces las dificultades de tipo computa-
cional estan cercanamente asociadas con la resolucion de las llamadas ecuaciones de Newton
(3), ya que estas deben ser resueltas en cada iteracion. Bajo la hipotesis de que F(Xi) y
F'(Xi) estan disponibles en memoria de acceso aleatorio, el costo computacional involucrado
en computar una estimacion de 6x es proporcional a n3 operaciones en punto flotante y a
n2 espacios en memoria. Si la matriz F'(Xi) es hueca, como ocune en la gran mayorfa de las
aplicaciones practicas, entonces el uso de tecnicas apropiadas que explotan dicha propiedad
disminuye significativamente el costo computacional.
Sin embargo, durante las primeras iteraciones cuando las aproximaciones estan relativa-
mente lejos de la solucion, no se justifica resolver "exactamente", v.gr. a la precision de la
maquina en cuestion, el sistema (3). En [1] se propone resolver la siguiente modificacion de
el sistema de ecuaciones (3):
en donde ri es denotado como el residuo y su norma satisface la siguiente desigualdad para
alguna TJi E [0, 1)
Por 10 tanto, la secuencia {1];} determina la precisi6n con la cual se resuelven las ecua-
ciones de Newton (3). En ausencia de referencia alguna al mecanismo para computar una
soluci6n de elIas, la variante result ante del algoritmo de Newton se conoce como un metodo
de Newton inexacto. Cuando el metodo utilizado para resolverlas es de naturaleza iterativa,
entonces la variante obtenida es denotada como un metodo de Newton truncado.
El amilisis de los metodos obtenidos al introducir la perturbaci6n descrita anteriormente,
demuestra que la modificaci6n propuesta en (4) preserva las propiedades de convergencia
local del metodo de Newton. Los metodos result antes convergen localmente a diferentes
tasas dependiendo de las propiedades de la sucesi6n {1];}.
Por 10 tanto proponemos que el sistema (2) se resuelva con un metodo truncado, en
el cual los sistemas (3) son resueltos con algoritmos iterativos precondicionados basados
en subespacios de Krylov. Una descripci6n de como implantar computacionalmente una
versi6n del algoritmo de Newton truncado, se encuentra en [5]. En esta referencia se muestra
ademas una comparaci6n con la variante "exacta". Esta comparaci6n permite concluir que
la variante truncada es aproximadamente dos veces mas rapida que la variante "exacta" en
los problemas de prueba utilizados.
En esta secci6n presentamos dos alternativas para resolver (1). La primera de ellas es una
modificaci6n de una tecnica sugerida en la literatura. Esencialmente la modificaci6n esta
enfocada a acelerar la convergencia y a permitir el manejo de problemas a gran escala de
manera eficiente.
La segunda alternativa propuesta considera al problema desde un enfoque radicalmente
diferente. En consecuencia, es necesario reformular ligeramente (1) para hacer mas facil su
presentaci6n y discusi6n.
Recientemente, algunos autores han sugerido tecnicas basadas en optimizaci6n continua
para resolver (1), ver por ejemplo Hansen et al [4]. Esencialmente este enfoque consiste
en utilizar una variante de la lIamada programaci6n lineal secuencial en la cual, en cada
iteraci6n se formula un problema lineal. La soluci6n de este problema proporciona una
direcci6n de descenso para el problema original. Una vez calculada la direcci6n de descenso,
esta es ajustada para generar un nuevo iterando dentro de la zona factible. Los experiment os
reportados en [4]sugieren que la tecnica es eficiente y que solamente requiere de la resoluci6n
de unos cuantos programas lineales. Sin embargo los ejemplos utilizados son relativamente
pequeiios en comparacion con los problemas considerados como reales. Por 10 tanto es de
esperarse que con problemas cuyo mimero de nodos esta en el orden de los miles, la tecnica
resulte excesivamente costosa. Este es el caso en ciertos problemas de refinerias, en los cuales
la tecnica secuencial requiere de la resolucion de miles de program as lineales.
Como alternativa sugerimos que (1) se resuelva con una tecnica de convergencia mas
nipida, como la programacion cuadnitica recursiva, en la cual las direcciones de descenso
requieren de la resolucion de un problema cuadnitico a gran escala. Un buen indicador de
que la aproximacion lineal es insuficiente, es el hecho de que en [4]se requiere del uso de una
region de confianza para estimar el grado de ajuste del modelo lineal al problema original.
Los resultados numericos sugieren que el mimero de iteraciones lineales se puede reducir
incrementando el tamano de la region de confianza. Sin embargo, el costo computacional de
mantener a los iterandos en la zona factible es muy alto.
Existen implementaciones computacionales de diversas variantes del metodo descrito an-
teriormente capaces de resolver problemas a gran escala (ver por ejemplo [7]), sin embargo
es necesario modificarlas substancialmente para poder aplicarlas a la resolucion de (1).
En esta alternativa se considera al problema (1) desde la optica de las tecnicas de flujo en
redes. Para fines de claridad reformularemos (1) de la siguiente manera:
mmlmlzar
sujeta a
"Lc· .LJ 'I,] 1,J
Pi = Hi - Zi
Vi,j = Qi,i/Ai,j
Hi-Hj
LQi,j
> Pmin
< V· .I,}
KQT,j
en donde los indices i, j estan referidos a cada arco de la red; Li,j y Ci,j represent an longitud
de cada tramo y su costo correspondiente. Los parametros conocidos son: la velocidad
maxima en cada tramo Vi,j ; la demanda en cada nodo de la red qi y la elevacion de cada
nodo Zi. Por otra parte, los panimetros dependientes de los diametros son: la carga en el
nodo i-esimo Hi; la presion en el nodo iesimo; la velocidad del fluido en cada arco Vi,j; el
flujo en cada arco Qi,j y la capacidad de cada arco Ai,j.
Con la formulacion anterior e ignorando las restricciones
Pi = Hi - Zi > Pmin
Hi - Hj KQ:,j,
el problema se podria considerar como un problema de flujo de valor dado a costo minimo
con cotas inferiores y superiores en los arcos de la siguiente manera:
• Se fija el diametro mayor dT para todos los arcos de la red. Con esto queda determinada
la orientacion de cada uno de ellos y la cota para cada arco.
• Existen algunos nodos fuente que tienen produccion de fiujo Ii-
• En la red se cumple que L:qi = L: Ii
Crear dos nodos ficticios, uno fuente F y uno sumidero S. El nodo F se conecta
con cada uno de los nodos fuente, por medio de un arco con cota inferior 0, cota
superior Ii y costo O. El nodo S se conecta con cada nodo, de la red original,
que tenga demanda qi, por medio de un arco de cota inferior qi cota superior 00
y costo O.
En esta red 10 que se pretende entonces es determinar el fiujo de valor L: qi a costo mlnimo,
entendiendo como valores de costo las Li,j y considerando cotas inferiores y superiores en los
arcos.
Una vez resuelto, los valores del flujo en cada arco determinanin los diametros a considerar
en cada uno de elios, dependiendo de la relacion:
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