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Приведен обзор основных концепций как межсетевой, так и междоменной маршрутизации, показаны разработанные 
модели и методы маршрутизации с учетом качества обслуживания. На основе анализа преимуществ и недостатков раз-
личных методов выявлены основные тенденции развития маршрутизации с учетом качества обслуживания. 
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Вasic concepts as internetwork and interdomain routing are presented. The developed models and methods of QoS based rout-
ing are shown. Based on the analysis of the advantages and disadvantages of the different methods the main trends in the devel-
opment of QoS based routing are revealed. 
 




С ростом требований к качеству обслужи-
вания (Quality of Service) в современных мульти-
сервисных сетях все больше внимания уделяется 
средствам маршрутизации [1]. Причина этого 
состоит в том, что функционал DiffServ, осно-
ванный на приоритетной обработке пакетов на 
узлах (маршрутизаторах) телекоммуникацион-
ной сети, способен повысить уровень QoS лишь 
на отдельных элементах сети. Протокол же мар-
шрутизации в сетях телекоммуникаций нового 
поколения (NGN) должен обеспечивать расчет 
одного или нескольких путей доставки пакетов, 
вдоль которых будут выполняться все описан-
ные в SLA-договоре требования к качеству об-
служивания. Это является формулой концепции 
QoS-маршрутизации (QoS based routing) [1], оп-
ределяющей направление развития моделей, ме-
тодов, а впоследствии алгоритмов и протоколов 
маршрутизации. 
 
1 Технологические решения в области 
QoS маршрутизации 
Средства поддержки качества обслужива-
ния в современных протоколах маршрутизации в 
последнее время достаточно сильно изменились, 
прежде всего, за счет пересмотра метрик, исполь-
зуемых при выборе маршрута. Во-первых, проис-
ходит отказ от топологических метрик – числа 
переприемов (hops), характерного для протокола 
RIP, и осуществляется переход на QoS-метрики, 
основанные на учете основных показателей ка-
чества обслуживания: скорости передачи, сред-
них задержек, вариации задержек, уровня потерь 
в трактах передачи сети. В результате маршруты 
передачи пакетов того или иного трафика прокла-
дываются с учетом QoS-показателей вдоль них. 
Во-вторых, все больше протоколов поддерживают 
так называемые композитные (комбинированные) 
метрики, в рамках которых учитываются одно-
временно несколько основных QoS-показателей 
[2]. Так, в рамках протокола EIGRP в качестве 
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(1.1) 
где K1, K2, K3, K4, K5 – постоянные коэффициен-
ты; Mb, Md, Mr, Ml – отдельные метрики маршру-
та, причем Mb – величина обратной логической 
пропускной способности маршрута; Md – куму-
лятивная логическая задержка маршрута, Mr и Ml 
– надежность и загрузка маршрута соответственно. 
Весовые коэффициенты Ki, 1,5i =  (1.1) являются 
административно настраиваемыми параметрами, 
по умолчанию их значения равны K1 = K3 = 1, 
K2 = K4 = K5 =0. В результате формула (1.1) при-





M K+  как правило, не ис-
пользуется): 
[ ]1 3256 .EIGRP b dM K M K M= +           (1.2) 
 В выражение (1.1) представлены метрики 
пропускной способности, задержки и загружен-
ности маршрута. Более правильно было бы 
ИНФОРМАТИКА
QoS маршрутизация информационных потоков в сетях телекоммуникаций 
 
Problems of Physics, Mathematics and Technics, № 2 (27), 2016 91
учесть также и метрику, характеризующую ва-
риации задержки (джиттер). В этом случае фор-
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где K6 – постоянный коэффициент; Mj – метрика, 
характеризующая джиттер.  
Формула (1.2) соответственно примет сле-
дующий вид: 
1 3 6256 .EIGRP b d jM K M K M K M⎡ ⎤= + +⎣ ⎦  
Анализ показывает, что существующие на 
сегодняшний день протоколы не укладываются в 
полной мере в рамки концепции QoS-маршрути-
зации, поскольку в них заложена идея поиска 
кратчайшего пути по одной, пусть даже компо-
зитной, метрике без учета достигаемых при этом 
значений других метрик [1]. Так, например, не-
смотря на то, что в рамках EIGRP при выборе 
маршрута может учитываться множество показа-
телей качества обслуживания (задержка, загруз-
ка, надежность, пропускная способность), ис-
пользование комбинированной метрики вовсе не 
гарантирует наилучших значений других метрик, 
например, задержки, вдоль найденного маршрута.  
Другой проблемой, связанной с применени-
ем существующих протоколов маршрутизации, 
является несбалансированное использование 
сетевых ресурсов [1]. В основу всех перечислен-
ных протоколов маршрутизации положены алго-
ритмы нахождения кратчайшего пути в графе 
(Дейкстры или Беллмана – Форда), результатом 
работы которых является один, кратчайший в 
выбранной метрике, путь. Поскольку ни в одном 
из упомянутых выше протоколов в метрику не 
входит доступная (не задействованная) пропуск-
ная способность трактов передачи, всегда для 
заданной пары адресатов в качестве кратчайшего 
будет выбираться один и тот же путь, что в ко-
нечном итоге приводит к его перегрузке даже 
при наличии свободных обходных маршрутов 
[1]. Целесообразным решением в данной ситуа-
ции является многопутевая маршрутизация с 
балансировкой нагрузки не только между путями 
равной стоимости, что заложено во всех прото-
колах маршрутизации, но и между путями не-
равной стоимости [1], что присутствует только в 
протоколах IGRP, EIGRP и внутридоменной вер-
сии BGP – iBGP (interior BGP). Как правило, ба-
лансировка между маршрутами с различной 
стоимостью в рамках данных протоколов требу-
ет от администраторов сети дополнительных 
настроек и по этой причине не всегда  ими ис-
пользуется.  
Вычисление маршрута в рассмотренных вы-
ше протоколах маршрутизации как внутренних, 
так и внешних (межсетевых или междоменных), 
реализуется распределенно и в момент поступ-
ления трафика в сеть, т. е. по требованию. Одна-
ко при переходе к QoS-маршрутизации заслужи-
вают внимания следующие маршрутные концеп-
ции [5]:  
1. Концепция централизованного вычисле-
ния путей в рамках маршрутизации от источника 
(Source routing) – концепция сервера маршрутов 
(Route Server, RS).  
2. Концепция предвычисления путей (Pre-
computed routing, PR). 
При решении задач внутренней маршрути-
зации наличие единого центра управления в сети 
(домене) позволяет не только найти оптималь-
ный путь с точки зрения всей сети и ее текущего 
состояния, но и обеспечивает решение задач 
управления доступом и резервирования ресур-
сов, что немаловажно для обеспечения гаранти-
рованного QoS в целом. Масштабируемость в 
условиях централизованного принятия решения 
сервером RS обеспечивается за счет предвычис-
ления путей и для MPLS – за счет предварительно-
го установления пути коммутации меток LSP [1]. 
В области внешней (межсетевой или меж-
доменной) маршрутизации можно также выде-
лить два направления развития. Первое связано с 
использованием протокола пограничного шлюза 
BGP и его QoS-расширения [6]. Как известно, 
BGP является протоколом маршрутизации дис-
танционно-векторного типа, в котором решение 
о направлении продвижения пакета принимается 
каждым узлом в отдельности (hop-by-hop) [6]. 
Отсутствие на маршрутизаторе информации о 
текущем состоянии всей сети не позволяет в ус-
ловиях применения BGP получить в конечном 
итоге маршрут, оптимальный с точки зрения 
всей сети. 
Другой подход к межсетевой маршрутиза-
ции заключается в использовании маршрутиза-
ции от источника [7]. Как известно [1] маршру-
тизация от источника имеет свои сложности, 
связанные с необходимостью сбора подробной 
информации о топологии сети, именно она по-
тенциально способна обеспечить расчет такого 
маршрута, вдоль которого QoS-требования гаран-
тировано выполняются. Масштабируемость в этом 
случае обеспечивается за счет иерархического 
представления топологической информации [1]. 
Таким образом, хотя маршрутизация потен-
циально является одним из наиболее действен-
ных механизмов в плане предоставления качест-
ва обслуживания, на практике в рамках сущест-
вующих протоколов маршрутизации подобные 
функции остаются нереализованными в полной 
мере. В связи с переходом к сетям нового поко-
ления (NGN) вопросы совершенствования алго-
ритмов и протоколов являются особо актуаль-
ными. В целом на основании выявленных недос-
татков существующих протоколов и с учетом пер-
спективных концепций можно сформулировать 
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требования к протоколу маршрутизации в со-
временных телекоммуникационных сетях [1]:  
1. Протокол должен отвечать концепции 
QoS-маршрутизации, т. е. оперировать не только 
номинальными, но и доступными сетевыми ре-
сурсами, информация о которых должна обеспе-
чиваться путем их постоянного мониторинга, а 
также выбирать маршрут не просто минималь-
ной стоимости, а такой, вдоль которого гаранти-
рованно выполняются требования различных 
приложений к качеству их обслуживания.  
2. Протокол маршрутизации должен обес-
печивать сбалансированное использование сете-
вых ресурсов (Load-Balancing Routing), что тре-
бует перехода от однопутевых к многопутевым 
стратегиям. 
3. Задача маршрутизации должна решаться 
в комплексе с задачами управления доступом и 
резервирования ресурсов. 
На основании вышеизложенного можно 
сделать вывод, что в рамках перспективных про-
токолов маршрутизации необходимо руково-
дствоваться концепцией сервера маршрутов в 
сочетании с концепцией предвычисления путей и 
иерархическим представлением топологической 
информации как средств обеспечения масштаби-
руемости, что ориентирует на поиск новых, бо-
лее конструктивных методов управления трафи-
ком в современных мультисервисных сетях теле-
коммуникаций [1]. 
 
2 Комбинаторные и потоковые решения 
в области QoS маршрутизации 
Существуют два основных подхода к поис-
ку решений в области QoS маршрутизации: ком-
бинаторный и потоковый [1]. Представление 
прикладной задачи как комбинаторной задачи и 
решение ее путем направленного перебора явля-
ется одним из распространенных подходов в 
процессе анализа и синтеза сетей телекоммуни-
каций. При первом подходе основу существую-
щих протоколов маршрутизации составляют раз-
личные алгоритмы кратчайшего пути в графе. 
Прежде всего, это алгоритмы Дейкстры и Белл-
мана – Форда, которые обеспечивают нахожде-
ние дерева кратчайших в выбранной метрике 
путей от узла источника ко всем остальным уз-
лам, и вычислительная сложность которых при-
емлема для реализации в реальном масштабе 
времени [1]. С появлением концепции NGN и 
смещением акцентов при оценке алгоритмов 
управления трафиком на их возможности по 
поддержке функций QoS графокомбинаторные 
модели и методы были существенно пересмотрены.  
Концепция QoS-маршрутизации требует 
определения такого пути (путей), между задан-
ной парой узлов-адресатов, вдоль которого будут 
выполняться требования одновременно по не-
скольким QoS-показателям (метрикам) [1]. В 
рамках подобной маршрутизации требования к 
QoS-показателям вдоль пути выступают в каче-
стве ограничений на этапе его поиска, задача 
которого в общем случае может быть сформули-
рована двояко: как задача поиска пути с ограни-
чениями (Multi-Constrained Path, MCP) или как 
задача поиска оптимального пути с ограниче-
ниями (Multi-Constrained Optimal Path, MCOP) 
[1]. На основании описанных в литературе моде-
лей и методов в направлении снижения вычисли-
тельной сложности задач МСР и МСОР можно 
указать три основных подхода [1]:   
1. Переход от множества простых, одиноч-
ных метрик, каждая из которых соответствует 
одному QoS показателю, к одной композитной 
(комбинированной), представляющей собой не-
которую функцию отдельных метрик.  
2. Поочередное использование метрик, т. е. 
поиск всех путей, удовлетворяющих требованиям 
в первой метрике, затем поиск среди найденных, но 
уже с использованием второй метрики и т. д. 
3. Замена всего множества метрик одной, 
той, которая лежит в основе каждой из отдель-
ных метрик и определяет их значения. Так, в 
рамках первого подхода вместо r аддитивных 
метрик в качестве комбинированной стоимост-
ной функции пути р предлагается использовать 
следующие: 
1
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где di – весовые коэффициенты различных мет-
рик, Li – допустимое значение метрики wi. 
Наличие единственной метрики позволяет 
применить известные алгоритмы поиска крат-
чайшего пути и их всевозможные расширения. В 
целом задача конструирования метрик как оди-
ночных, так и комбинированных представляет 
собой отдельный предмет исследований [1].  
Учет нескольких QoS параметров и различ-
ных требований приложений к значениям этих 
параметров значительно усложняет задачу мар-
шрутизации [1]. В самом общем виде задача по-
иска необходимых телекоммуникационных ре-
сурсов может быть сформулирована следующим 
образом: телекоммуникационные ресурсы необ-
ходимо зарезервировать таким образом, чтобы 
пропускные способности каналов связи обеспе-
чивали маршрутизацию требуемого объема тра-
фика при соблюдении требований заданного ка-
чества обслуживания в безаварийной и во всех 
аварийных ситуациях [8]. 
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Рассмотрим данную задачу более подробно. 
Пусть Pfes(s,t) есть множество QoS-осуществи-
мых путей из s в t. Тогда проблема QoS-маршру-
тизации может быть сформулирована как модель 
оптимальной маршрутизации, рассматриваемая на 
множестве QoS-осуществимых путей Pfes(s,t) [8]: 
, , , , ,max min( );min ;min ;min ;
fes fes fes fesfes
s t s t s t s t s tP P P PP
Y Y X D J⇔ − (2.1) 
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где Ys,t – пропускная способность канала связи от 
s в t; Xs,t – величина, характеризующая потери 
пакетов в канале связи  от s в t; Ds,t – задержка в 
передаче информации от s в t; Jst – вариации за-
держки. 
Можно выделить следующие особенности 
модели (2.1)–(2.3), которые не позволяют  непо-
средственно применить для ее решения хорошо 
известные методы нахождения пути наименьшей 
стоимости. 
1. Критерий оптимальности (2.1), вклю-
чающий четыре QoS параметра, является вектор-
ным. Его можно свернуть, используя, например, 
аддитивную свертку и решать задачу минимиза-
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Здесь , , ,Y D J Xw w w w  – весовые коэффици-
енты, определяющие значимость соответствую-
щих параметров QoS. Тем не менее, в рассматри-
ваемом случае в силу неаддитивности полосы 
пропускания , max{ }s t ee pY Y∈=  описать каждое ребро 
графа функцией стоимости Re, такой, что 
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оказывается невозможным. 
2. Поиск решения должен осуществляться 
только на подмножестве QoS осуществимых пу-
тей, удовлетворяющих условиям (2.2). 
Для решения задачи (2.4) с учетом ограни-
чений (2.2)–(2.3) может быть применен модифи-
цированный алгоритм Дейкстры [8]. Модифика-
ция заключается в отбрасывании в процессе по-
иска тех путей, на которых не выполняются ог-
раничения (2.2), и новом способе описания и 
вычисления меток узлов. В исходном алгоритме 
Дейкстры метки каждого j-го узла, которого 
можно достичь из узла s через соседний узел i, 
имеют вид [Rs,j, i], где величина стоимости Rs,j, 
соответствующая данному пути, аддитивна и 
вычисляется по формуле Rs,j = Rs,i + Rij, где Rij – 
стоимость ребра eij, а величина Rs,i берется из 
метки i-го узла. Вместо этого введем метку, 
имеющую 6 компонент: [Rs,j, Ys,j, Ds,j, Js,j, Xs,j, i]. 
Новую метку при переходе из узла i в узел j бу-
дем вычислять следующим образом: 
Ds,j = Ds,i + Dij; 
Js,j = Js,i + Jij; 
Xs,j = Xs,i + Xij; 
Ys,j = min{Ys,i,  Yij}. 
Таким образом, получим следующую сверт-
ку, учитывающую QoS требования: 
, , , ,
min max max min ,
s j s j s j s j
Y D J X
Y D J X
r w w w w
Y D J X
= − + + +  
, если для , , ,  
     выполняются условия (2.2);
, если для , , ,
      не выполняется хотя бы 
      одно из условий (2.2).
sj sj sj sj
sj sj sj sj sj
r D J X Y
R D J X Y
⎧⎪⎪⎪= ∞⎨⎪⎪⎪⎩
  (2.5) 
Предложенный способ формирования метки 
обеспечивает вычисление параметров QoS, из-
меняющихся при прохождении пакета из узла i в 
узел j по ребру eij, не только путем суммирова-
ния, но, фактически, по любой формуле  или ал-
горитму. Это позволяет в дальнейшем уточнять 
рассматриваемую модель в части способов вы-
числения параметров QoS по пути p. Поиск оп-
тимального пути только среди QoS осуществи-
мых путей обеспечивается путем формирования 
функции вида (2.5). При этом алгоритм просмот-
ра узлов, правила замены меток узлов, предло-
женные Дейкстрой, остаются неизменными.  
Примером второго подхода является алго-
ритм решения задачи поиска пути, удовлетво-
ряющего требованиям по пропускной способно-
сти и по задержке. Алгоритм предусматривает 
два этапа: на первом этапе из графа удаляются 
все ветви, пропускные способности которых не 
отвечают выдвинутым требованиям, а на втором 
этапе в графе, полученном после удаления части 
ветвей, при помощи алгоритма Дeйкстры ищется 
путь с минимальной задержкой [1].  
Третий подход заключается в том, что для 
случая, например, использования механизма об-
служивания очередей WFQ, такие метрики как 
скорость передачи, межконцевая задержка, 
джиттер и используемый объем буферной памя-
тью не являются независимыми. Все они пред-
ставляют собой функции от зарезервированной 
пропускной способности, выбранного пути и 
характеристик трафика, а потому исходная зада-
ча нахождения пути с множеством ограничений 
на основании установленной взаимосвязи может 
быть решена, например, при помощи модифици-
рованного алгоритма Беллмана – Форда [1]. 
Рассмотрим более подробно потоковые мо-
дели маршрутизации. Такие модели, как правило, 
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формулируются в виде задачи математического 
программирования: линейного [1], [8], нелиней-
ного [9], целочисленного [10], смешанного [11] с 
использованием терминологии распределения 
потока на графах. Обязательным компонентом 
такой постановки задачи является целевая функ-
ция, которая в зависимости от вкладываемого 
физического смысла подлежит минимизации или 
максимизации при следующих условиях: сохра-
нении потока; ограниченности сетевых ресурсов, 
прежде всего пропускной способности трактов 
передачи (условия отсутствия перегрузки), и не-
отрицательности потока. В зависимости от уров-
ня рассмотрения потока и физического смысла, 
вкладываемого в используемые переменные, ка-
ждое из перечисленных условий конкретизиру-
ется. Например, в работе [12] целевая функция 




















           (2.6) 
где wij, wp – стоимость передачи единицы потока 
по тракту передачи ( , )i j ∈ε  и по пути kp∈℘  
соответственно; k℘  множество путей передачи 
k-го трафика.  
Для (2.6) необходимы следующие ограни-
чения: 
– условия сохранения потока: 
:( , ) :( , )
:( , ) :( , )
:( , ) :( , )
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– условия неотрицательности потока: 
0 1;kijx≤ ≤  
– условия отсутствия перегрузки: 
, 0 1, ( , ),kk ij ij
k
d x c i j
∈κ
≤ α ≤ α ≤∑  
где управляющей переменной служит величина 
,kijx  которая характеризует долю k-го трафика, 
протекающего в тракте ( , ) ;i j ∈ε  κ  – множество 
трафиков в сети; ε  – множество трактов переда-
чи сети; ,k ks t  – соответственно узел-источник и 
узел-получатель k-го трафика; dk – интенсив-
ность k-го трафика; cij – пропускная способность 
тракта передачи (i, j); α – динамически управ-
ляемый порог максимальной загруженности ка-
налов сети телекоммуникаций. 
Наиболее распространенными в классе за-
дач линейного программирования являются сле-
дующие критерии оптимальности [1]:  
1) минимум стоимостной функции;  
2) минимум вероятности отказа в обслужи-
вании для вновь поступающего трафика или мак-
симум суммарного обслуженного потока; 
3) минимум максимального по сети коэф-
фициента использования каналов. 
 
3 Задача о максимальном потоке мини-
мальной стоимости 
В работе [13] решается задача модификации 
методов и алгоритмов, обеспечивающих пре-
дельную загрузку и учитывающих заданные па-
раметры QoS при минимальной стоимости – так 
называемая задача «о максимальном потоке ми-
нимальной стоимости». В этой задаче находится 
не только максимальный поток, но и поток, про-
ходящий по самым «дешевым» с точки зрения 
веса путям. В результате мы получаем максими-
зацию по одной функции (максимальный поток) 
и минимизацию по второй (стоимость). Это дос-
тигается следующим образом – стоимости двух 
потоков сравниваются только при равных значе-
ниях пропускных способностей. Иначе поток с 
большей пропускной способностью считается 
лучше вне зависимости от его стоимости. 
Пусть дана произвольная сеть G(V, E) с ис-
точником s V∈  и стоком ,t V∈  где ребра 
( , )u v E∈  имеют пропускную способность c(u, v), 
по которым передается поток f(u, v). Стоимость 
пересылки единицы потока между u и v обозна-
чим через a(u, v) и задержку – через d(u, v). Та-
ким образом, стоимость пересылки всего потока 
f(u, v) будет равна f(u, v) a(u, v). 
Задача состоит в определении подграфа 
( , )G V E′ ′ ′=  графа G(V, E), который  обеспечи-
вал бы маршрутизацию трафика и обладал бы 
минимальной стоимостью ребер при следующих 
ограничениях:  
– поток не может превысить пропускную 
способность – ограничение пропускной способ-
ности: 
f (u, v) ≤ c (u, v); 
– поток из u в v должен быть противопо-
ложным потоку из v в u: 
f (u, v) = –f (v, u); 
– сохранение потока: 





для всех ,u V∈  кроме источника и стока. 
При поиске подграфа должны быть учтены 
следующие требования: 
– поток по сети является максимальным для 
данного графа G 
,




′ ′ →∑  
максимальная задержка при передаче в G′  
должна быть минимальной: 
1max( ( )... ( )) min; ,nd P d P P G′→ ∈  
где n – количество выбранных путей P подграфа 
,G′  d (Pn) – задержка передачи потока по пути Pn; 
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– стоимость потока стремится к минимальной: 
,
( , ) ( , ) min .
u v V
f u v a u v
∈
→∑  
Для решения поставленной задачи модифи-
цируем алгоритм из задачи о «Максимальном 
потоке минимальной стоимости» так, что бы при 
выборе пути учитывалась не только стоимость, 
но и задержка. Для этого нужно изменить про-
верку весов дуг в алгоритме Беллмана – Форда. 
В работе [13] представлен алгоритм решения 
поставленных задача.  
Однако представленный в [13] алгоритм не 
является оптимальным. Разработанный авторами 
модифицированный алгоритм приведен на ри-
сунке 3.1. 
Модификация состоит в объединении цик-
лов проверок на ограничения по стоимости и 
задержке, что несколько упростило работу само-
го алгоритма и, как показали расчеты, повысило 




Рисунок 3.1 – Блок-схема алгоритма 
 
Заключение 
На основании проведенного как качествен-
ного, так количественного анализа различных 
подходов к решению задач QoS-маршрутизации 
в качестве основных направлений их дальнейше-
го развития следует отметить следующие [1] . 
1. Пересмотр моделей сетей телекоммуни-
каций и смещение акцентов с графокомбинатор-
ных на потоковые модели динамического харак-
тера, что позволит в полной мере реализовать 
преимущества динамического управления тра-
фиком, основываясь на текущем состоянии сети, 
например, текущей загруженности канальных и 
буферных ресурсов. В свою очередь это потребует 
пересмотра метрик маршрутов: отказа от метрик, 
основанных на номинальных или статически 
конфигурируемых параметрах трактов передачи 
и маршрутизаторов сети, и перехода к динамиче-
ским метрикам, отражающим качество обслужи-
вания. 
2. Достигаемое качество обслуживания поль-
зователей, а также производительность сети в 
целом во многом зависят от степени сбалансиро-
ванного использования сетевых ресурсов. В этом 
плане одним из эффективных средств повыше-
ния качества обслуживания является [13] балан-
сировка трафика не только для равномерной 
загруженности сетевых ресурсов (канальных и 
Start
Работа цикла БФ 
получение следующих 
u и v
d(v) = d(u) + d(u,v) 
d(v) < d(u) + d(u,v) 
a(v) < a(u) + a(u,v)
d(v) = d(u) + d(u,v) 
a(v) = a(u) + a(u,v)
Изменение графа G’ 











Н.И. Листопад, С.Ю. Михневич, А.А. Хайдер 
 
                 Проблемы физики, математики и техники, № 2 (27), 2016 96 
буферных), но и для обеспечения QoS-требо-
ваний, достигаемых вдоль различных путей пе-
редачи трафика при реализации многопутевой 
стратегии маршрутизации.  
3. Обеспечение согласованности при выборе 
того или иного маршрута с другими задачами 
управления трафиком, например, управления до-
ступом, очередями и резервирования ресурсов, 
путем совместного их решения в рамках единой 
математической модели сетей телекоммуникаций. 
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