For sequences of independent and identically distributed random variables it is well known that the existence of the second moment implies the law of the iterated logarithm. We show that the law of the iterated logarithm does not extend to arrays of independent and identically distributed random variables and we develop an analogous rate result for such arrays under finite fourth moments.
INTRODUCTION
In traditional probability theory, the strong limit laws refer to those theorems which deal with almost sure convergence of a sequence of random variables. Let {X n } be a n sequence of independent, identically distributed random variables and let 5 n = 52 -^*> fc=i n = 1, 2, • • • . Kolmogorov [3] proved the following result, known as the strong law of large numbers:
(1) -S n -> EXi a.s. as n -> oo if and only if E \X X \ < oo. n If the {X n } are assumed, in addition, to satisfy the conditions EX n = 0 and EX^ < oo for all n ^ 1, Hartman and Wintner [1] proved another fundamental result, known as the law of the iterated logarithm:
where a n = Var(5 n ). However, many important statistical problems are concerned with arrays of random variables, thus it is also natural to consider the strong limit laws for arrays of 480 Tien-Chung Hu and N.C. Weber [2] random variables. Let {X n k} be an array of independent, identically distributed ran- Thus to extend the strong law of large numbers from sequences to arrays we have to strengthen the finite first moment condition to finite second moments. We may now ask if the law of the iterated logarithm holds for arrays of random variables if the r t h moment is finite for some r > 2. In this note we show that the law of the iterated logarithm does not hold for the arrays. Moreover, by applying results on the probabilities of moderate deviations we prove that if EX^ < oo then where a n = Var(5 n ).
MAIN RESULTS
Let {Xnk} be an array of independent and identically distributed random variables with EX n k = 0 and EX^k = 1, for all n and k. In this case Var(S n ) -n. We can now state our main result. S n hmsup -oo a.s., n-.oo \/2n log log n so the law of the iterated logarithm cannot hold in general for arrays of rowwise independent random variables. Further, we have the following partial converse to Theorem 1. THEOREM 2 . Given {X n k} as above with E \X\\ |* = oo, for some q, 2 < q < 4 , then 
Suppose that there is some 7/ > 0 such that oo \J>n > Ti-s/nlogn) < oo.
n = l
Then P(S n > r)y/n\ogn) ^ Kn 1 for some K > 0, and so from Theorem 5 of Rubin and Sethuraman [5] , E |^fn|* < oo for all q < 4. This is a contradiction so we conclude that (8) [4]
Thus if E |.Xii|' = oo for some q G (2, 4) then S n grows at a faster rate than y/nlog n. The behaviour of S n when E \X\-\. |* < oo for all q < 4, but EX^ -oo is an open problem. Using Theorem 1 of Rubin and Sethuraman [5] we have that (6) holds in this case, so at least we know that /"(limsupn^^ (S n /\/2nlogn) ^ l) = 1 .
Finally, a simple application of Theorem 1 of Rubin and Sethuraman [5] gives the following result. 
