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Abstract
In this paper we propose a new hierarchical parallel pro-
cessingmodelbasedon high-speedrealtimesensoryfeedback
to realize manipulation in a dynamically changing environ-
ment. In this model high-speed sensory feedback is used at
hierarchical three stages: (1) servo control, (2) motion plan-
ning, and (3) adaptation of the motion planner and the mo-
tion controller. Because the structure of the motion planner
and the motion controller is changed according to an external
environment at a high rate, responsiveness and ﬂexibility to
dynamic changes of the environment is achieved. And grasp-
ing and handling of a dynamically moving object is achieved
based on this model. Experimental results are shown with a
dextrous hand-arm and a high-speed active vision.
1. Introduction
A human being has an excellent ability and a difﬁcult task
is achieved suchas graspingof a ﬂyingobject. Torealizesuch
an ability to grasp in a dynamically changing environment,
realtime sensory feedback (vision, tactile sensor, and force
sensor) is one of the most important element [1].
Underthisbackground, mainlyusingvisual feedback,sev-
eral applications of realtime sensory feedback to a grasping
system have been studied. Allen et al. realized grasping of
a model train using visual feedback based on the optic ﬂow
ﬁeld [2]. Hong et al. realized grasping of a ﬂying ball using
visual feedback by stereo vision [3]. Namiki et al. realized
high-speed grasping of a dynamic moving object using visual
feedback at the cycle time of
1[ms] [4].
In these systems realtime sensory feedback is used mainly
for servo control. But because external sensors such as vision
are used to observe the state of an environment directly, real-
time sensory feedback can be used not only for servo control
but also for various uses. And a hierarchical parallel pro-
cessing architecture is appropriate for designing such a mul-
tipurpose system[5]. Conventionally, several models of hi-
erarchical processing were proposed, for example, sensory-
motor fusion[6], and multiple control, and hierarchical sen-
sory feedback[7]. However, most of these models were con-
ceptual and how to use realtime sensory feedback was not
clearly shown.
To solve this problem, in this paper, a new simple hier-
archical parallel processing model using high-speed realtime
sensory feedback. A brief outline of the paper is as follows.
In section 2 we discuss functions of realtime sensory feed-
back in a grasping task, and based on the result we propose a
simple hierarchical parallel processing model. In section 3 a
grasping algorithm for one example problem is derived from
the proposed model. At last in section 4 an experimental re-
sult is presented using a 6-axis manipulator with a multiﬁn-
gered hand and an active vision.
2. Hierarchical parallel realtime sensory feedback model
2.1. Use of realtime sensory feedback
In a grasping task realtime sensor information can be used
for various uses and main uses are as follows.
(1) Feedback for servo control
Sensory feedback is used for servo control. Fig.1 (a) is an
example in which a hand is controlled by observing the po-
sitional error with a vision. In this example a vision is used
in the same way as internal sensors which is used as merely
a measurement equipment. In this case, to achieve stable
and high responsive control, processing frequency in sensory
feedback should be more than
1[kHz] [8].
(2) Desired trajectory generation
Sensory feedback is used for desired trajectory generation.
Fig.1 (b) is an example in which using visual feedback an
optimal arm trajectory is computed by real-time against a
moving obstacle. To generate a trajectory in a dynamical
changing environment, high-speed realtime sensory feedback
is needed.
(3) Task switching according to the state of an environment
Sensory feedback is used for switching tasks. Fig.1 (c) shows
the example in which three subtasks is switched according to
the state of the environment; grasping, object handling, and
collision avoidance. To select an optimal subtask in a dy-
namical changing environment, high-speed realtime sensory
feedback is needed.
We propose a new hierarchical parallel processing model
on the basis of this classiﬁcation.Collision avoidance
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Figure 1: Use of realtime sensory feedback
2.2. Hierarchical parallel realtime sensory feedback
model
To simplify the problem, it is assumed that the state of a
system is uniquely described by a state variable
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￿. Ontheseassumptionsa hierarchicalparallelprocessing
model which consists of three layers is constructed as shown
in Fig.2.
(1) Control layer
Corresponding to the use (1), servo control is executed us-
ing high-speed realtime sensory feedback. A feedback sig-
nal is calculated by fusing some kinds of sensor information.
Concretely, if the projection of an observed value to the state
space is
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(2) Planning layer
Corresponding to the use (2), computation of a desired trajec-
tory which is given to the control layer is executed. To deal
with various types of a task, a desired trajectory is given as
an integrated value of several trajectories of subtasks. Con-
cretely, if the projection of a desired trajectory of a subtask to
the state space is
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the integrated value is given as a linear combination of them.
(3) Adaptation layer
Corresponding to the use (3), the structure of integration of
subtasks in the plan layer and the structure of sensor fusion
in the control layer are changed according to a working en-
vironment. This is realized by changing positive deﬁnition
coefﬁcient matrixes
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ing matrices in the linear combination.
z
z
z z
U
dz
q
S
d
z
z
s
z
z
U
q
S
U
s s
S K
dz
M
d
s
2 1
2
z M
2
1
d1
d2
M
1
2
s
1
dz
dM
m
z
+
+
+
+
+
_
+
+
Sensor Actuator
o
f
 
s
u
b
t
a
s
k
s
D
e
s
i
r
e
d
 
t
r
a
j
e
c
t
o
r
y
p
r
o
c
e
s
s
i
n
g
A
d
a
p
t
a
t
i
o
n
l
a
y
e
r
P
l
a
n
n
i
n
g
l
a
y
e
r
l
a
y
e
r
 
C
o
n
t
r
o
l
a
 
f
u
s
i
o
n
 
m
o
d
e
l
A
d
a
p
t
a
t
i
o
n
 
o
f
 
S
e
n
s
o
r
 
i
n
f
o
r
m
a
t
i
o
n
Figure 2: Hierarchical parallel realtime sensory feedback
model
As a result the hierarchical parallel processing model is
described as,
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Because processing in each layer is computed by high-
speed realtime sensory feedback in this model, processing
corresponding to dynamic changes of an environment is real-
ized. Moreover, it has an advantage that a design of a system
such as addition and deletion of realtime sensory feedback
is easy because processing in each layer is speciﬁcally sepa-
rated.
3. High-speed grasping algorithm
3.1. Assumption of a target system
We assume that a system has a 6-axis manipulator with a
multiﬁngered dextrous hand and one monocular vision. Andeach joint has a force sensor and contact condition can be
recognized using them.
As a goal task, a series of a general manipulation process
is assumed, namely, grasping of an object, and handling of an
object, and interaction between a handling object and another
object.
We adopt following subtasks to realize such a process: (1)
tracking to keep an optimal position for grasping by cancel-
ing the relative positional error between the hand and the
object (Fig.3 (a)) , (2) reaching to stretch the arm to the
object (Fig.3 (b)), (3) object handling to a desired position
(Fig.3 (c)), (4) collision avoidance of a manipulated object
(Fig.3 (d)). In Fig.3 these subtasks are shown. Other sub-
tasks should be needed for general-purpose manipulation, but
in this study we adopt only above subtasks to simplify the
problem.
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Figure 3: Desired subtasks
3.2. High-speed grasping algorithm
If the joint angle vector of a manipulator is described as
￿
a
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6, and the position and the orientation of the hand
derived from
￿
a is described as
x
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6, and the position
and the orientation of the object observed by vision is de-
scribed as
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force/torquesensoris describedas
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f are a positive deﬁnition diagonal matrix. In this equa-
tion the ﬁrst item means position control based on realtime
sensory feedback, and the second item means velocity feed-
back, and the third item means force feedback using the
force/torque sensors.
The variables in the ﬁrst item is calculated as follows,
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where
x
d is the desired trajectory by integrating desired tra-
jectories of subtasks. This is derived from the desired track-
ing trajectory
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o, the desired handling trajectory
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Coefﬁcient matrices are calculated as follows,
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(a) Tracking and Reaching
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the tracking subtask, Eqn.(2) is described as follows,
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(b) Handling
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(c) Collision avoidance
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where an avoidance control
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) by fusing visual infor-
mation with the internal sensor information is executed. As
for a desired trajectory for collision avoidance, for example,
it is computed as follows,
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where
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3 is an unit vector in the direction from the
obstacle to the manipulated object.
Remark 1
In this algorithm, switching from reaching to object handling
is executed using the grasping power
￿
h and switching from
object handling to collision avoidance is executed using the
distance
l observed by a vision.
Remark 2
The structure of sensor fusion changes based on hand joint
torque
￿
h. Therefore the object is recognized by only visual
information before a hand grasps an object, and it is recog-
nized by fusing visual information with internal sensor infor-
mation after it.
Remark 3
In this method it is designed that tracking and reaching are
orthogonal. But generally it is necessary to change the condi-
tion of separation according to the state of the environment.
Remark 4
As for calculation in the adaptation layer, by adopting appro-
priate coefﬁcients except Eqn.(6) and Eqn.(10), it is possible
to realize the similar operation. But the global stability of the
whole system should be satisﬁed. These problems are future
works.
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4. Experiment
4.1. Experimental system
The experimental system based on 1ms sensory-motor fu-
sion system [9] is shown in Fig.5. This system consists of a
DSP hierarchical parallel processing system, an active vision,
a 7-axis axis arm, and a 4-ﬁngered hand.
The DSP hierarchical parallel processing system is a mul-
tiprocessor system in which eleven general-purpose ﬂoating-
point DSPs (TMS320C40, Texus Instrument Ltd.) are con-
nected with each other. This is the main part to execute
high-speed sensor information processing by the cycle time
of 1[ms]. On the other hand, the active vision is a 2-DOF ac-
tuator (tilt and pan) and equips with high-speed vision chip
system SPE-256 (resolution:
1
6
￿
1
6 pixel). And the arm
is a 7-DOF actuator which loads the wrist with the 6-axis
force/torque sensor. The hand is a 4-ﬁngered 14-DOF ac-
tuator which equips with force sensors to each joint.
To avoid occlusion problems, the hand-arm and the active
vision are arranged opposite to each other and a manipulated
object is placed in the middle position. And two planes, the
beginning plane and the ending plane for reaching, is set-
tled between the hand and the active vision, and reaching
is planned so that the hand is transfered from the beginning
plane to the ending plane.
To make a trajectory which is difﬁcult to estimate, a ma-
nipulated object is optionally moved by a human hand on the
constraint plane.for reaching for reaching
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Figure 5: Experimental system
The cycle time of whole system control is
1
:
5[ms], and
the cycle time of active vision control is
1
:
0[ms] to speed up
visual processing.
4.2. Experimental result
To simplify the problem, it is assumed that in the object
handling subtask the goal is to make the object stand still at a
speciﬁed position.
In Fig.6(a)(b)(c), the time response of main parameters,
the time response of an element of coefﬁcients for adaptation
G
a and
G
m, and the time response of the grasping power
￿
h
are shown. In thisﬁgure thetrackingsubtask andthe reaching
subtask are realized from
0
:
0[s] to
4
:
0[s], and task switching
to the object handling subtask is executed after
4
:
0[s]. And
in the object handling subtask collision avoidance is executed
when an obstacle approaches to the manipulated object.
Task switching from the reaching subtask to the object
handling subtask is realized by the change of the coefﬁcient
matrix
G
m from a zero matrix to an unit matrix according to
the grasping power
￿
h. And task switching from the object
handling subtaskto thecollisionavoidance subtask is realized
by the change of the coefﬁcient matrix
G
a from a zero matrix
to an unit matrix according to the approach of the obstacle.
Because these task switchings are executed by realtime sen-
sory feedback, they are executed at high-speed according to
changes of an environment.
In Fig.7 a total manipulation process is shown as a contin-
uous sequence of pictures every
0
:
3[s]. In this picture from
0
:
0[s] to
1
:
5[s] tracking motion is executed, and from
1
:
8[s]
to
3
:
6[s] object handling (standing still in this case) is exe-
cuted, and from
3
:
9[s]to
4
:
5[s]collision avoidance is realized
at high-speed.
5. Conclusion
In this paper, a hierarchical parallel processing model
based on high-speed realtime sensory feedback is proposed.
And based on themodelgraspingand manipulationfor a mul-
tiﬁngered hand is realized which is high responsive and ﬂex-
ible to dynamic changes of an environment.
In the proposed grasping algorithm high level processing,
such as estimation and learning, is not used. But from the
experimental results it is shown that manipulation adaptable
to dynamic changes of an environment can be realized us-
ing the realtime sensory feedback algorithm. This result also
shows that high-speed realtime sensory feedback is effective
not only to realize responsive and ﬂexible manipulation, but
also to achieve reliability by preventing complicated process-
ing.
At present several applications of a hierarchical parallel
processing modelhasbeen developedto variousmanipulation
tasks.
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