The basic theory of hidden Markov models was developed and applied to problems in speech recognition in the late 1960s, and has since then been applied to numerous problems, e.g. biological sequence analysis. Most applications of hidden Markov models are based on efficient algorithms for computing the probability of generating a given string, or computing the most likely path generating a given string. In this paper we consider the problem of computing the most likely string, or consensus string, generated by a given model, and its implications on the complexity of comparing hidden Markov models. We show that computing the consensus string, and approximating its probability within any constant factor, is NP-hard, and that the same holds for the closely related labeling problem for class hidden Markov models. Furthermore, we establish the NP-hardness of comparing two hidden Markov models under the L N -and L 1 -norms. We discuss the applicability of the technique used for proving the hardness of comparing two hidden Markov models under the L 1 -norm to other measures of distance between probability distributions. In particular, we show that it cannot be used for proving NP-hardness of determining the Kullback-Leibler distance between two hidden Markov models, or of comparing them under the L k -norm for any fixed even integer k: r
Introduction
A hidden Markov model is a description of a probability distribution over a set of strings. It is convenient to consider a hidden Markov model as a generative model in which a run generates a string with a certain probability. A run starts in a special start-state, and continues by following a first-order Markov chain of states, called the path, until a special end-state is reached. A symbol from a finite alphabet is emitted according to some probability distribution each time a non-silent state is entered. The theory of hidden Markov models was developed and applied to problems in speech recognition in the late 1960s and early 1970s. Rabiner [17] gives a good overview of the theory of hidden Markov models and its applications in speech recognition. Hidden Markov models are also applied in other areas than speech recognition. One prominent area is computational biology where they have found many applications, e.g. modeling of DNA sequences [4] , protein secondary structure prediction [2] , gene finding [13] , recognition of transmembrane proteins [19] , and characterization of biological sequence families [14] .
Applications of hidden Markov models are often based on two fundamental questions. Given a hidden Markov model and a string, we might want to determine the probability of the string under the model, i.e. the probability that the model has generated the string. This can be used for classification of the string as either belonging to the family of strings represented by the model or not. Or we might want to determine the most likely path of states through the model that generates the string. This can be used for annotating the string with states from the model. Dynamic programming algorithms solving these problems are described in e.g. [17] . Constructing a hidden Markov model for analyzing a specific family of strings is stated as a third fundamental problem in [17] . This problem, referred to as the loading problem, is usually solved by finding a model adhering to some structural constraints that fit a set of known strings from the family. In general, the loading problem is hard, see e.g. [1] , but methods exist for training a model, i.e. iteratively updating its parameters to improve the fit to the known strings.
A fourth problem which is natural to state about hidden Markov models is the complementary problem of the loading problem. Given a hidden Markov model, what is the string that best fits the model, i.e. what string is the most likely string under the model. We will refer to this problem as the consensus string problem. The consensus string problem seems to be of less importance than the three abovementioned problems, at least we are not aware of any literature where the problem has been addressed previously. However, if an efficient method for determining the consensus string was available, applications could be obtaining a single string representative of a family of strings, and guiding the training of a model such that the probabilities of the strings used to train the model are close to the probability of the consensus string, or such that the consensus string has high probability (i.e. discouraging the trained model from generalizing too broadly). Furthermore, Krogh in [13] demonstrates that superior annotations of sequences can be obtained by using class hidden Markov models instead of standard hidden Markov models for gene finding. One can say that the annotation, or labeling, problem for class hidden Markov models is an instance of the consensus string problem. Unfortunately, in this paper we prove that the consensus string problem is NP-hard. But it turns out that the consensus string problem is a good basis for investigating some problems concerned with comparing hidden Markov models; indeed, this was our main motivation for studying the consensus string problem.
Comparing two hidden Markov models is an interesting theoretical problem with practical applications as well. For example, by comparing two profile hidden Markov models, e.g. from the Pfam protein families database [3] , we compare entire sequence families instead of just individual members. In [15] we present methods for comparing hidden Markov models, and describe how to compute the Euclidean distance (the L 2 -distance) between two models in polynomial time. In this paper we study the problem of comparing two hidden Markov models under the L N -and the L 1 -norms. Using the hardness of determining the consensus string, we show that comparing two hidden Markov models under the L N -norm is NP-hard. Furthermore, we link the consensus string probability for models constructed in the consensus string hardness proof to the L 1 -norm between two models. We utilize this link to show that comparing two hidden Markov models under the L 1 -norm is NP-hard but show that it cannot be used to establish the hardness of comparing models under the L 2k -norm for any kAN: The L 1 -norm is of special interest as it equals twice the variation distance, i.e. the maximum numerical difference between the probability of any set of events under two distributions, see e.g. [6] .
The rest of the paper is organized as follows. In Section 2 we discuss hidden Markov models in more detail. In Section 3 we show that computing the consensus string, and approximating its probability within any constant factor, is NP-hard. In Section 4 we show that the complexity results apply to the labeling problem for class hidden Markov models. In Section 5 we present and discuss heuristics for computing strings of high probability. In Section 6 we consider the general problem of comparing hidden Markov models, and show that comparison under the L N -and the L 1 -norms is NP-hard. In Section 7 we discuss future work and open problems and summarize the status of the tractability of comparing hidden Markov models by various well-known distance measures.
Hidden Markov models
Let M be a hidden Markov model that generates strings over some finite alphabet S with probability distribution P M ; i.e. P M ðsÞ denotes the probability of sAS n in model M: Like a classical Markov model, a hidden Markov model consists of a set of interconnected states. We use a M q;q 0 to denote the probability of a transition from state q to state q 0 in model M: These probabilities are called state transition probabilities. For convenience, we let the number of transitions of a model M denote the number of transitions with non-zero probability in M: The transition structure of a hidden Markov model is often shown as a directed graph with a node for each state, and an edge between two nodes if the corresponding state transition probability is non-zero. Models where this transition structure is acyclic except for self-loops, i.e. transitions from a state to itself, are called left-right models [11] . Fig. 1 shows a possible transition structure. Unlike a classical Markov model, a state in a hidden Markov model can emit a symbol according to a local probability distribution over all possible symbols. We use e M q;s to denote the probability of emitting symbol sAS in state q in model M: These probabilities are called symbol emission probabilities. If a state does not have symbol emission probabilities we say that the state is a silent state.
It is convenient to consider a hidden Markov model as a generative model in which a run generates a string. A run of a hidden Markov model begins in a special start-state and continues from state to state according to the state transition probabilities until a special end-state is reached. Each time a non-silent state is entered, a symbol is emitted according to the symbol emission probabilities of the state. In this paper we also use the notion of a partial run which is a run that does not necessarily start in the special start-state or end in the special end-state. We refer to the Markovian sequence of states in a run as the path followed by the run. The string generated by a run is the concatenation of the symbols emitted along its path. The name ''hidden Markov model'' comes from the fact that the Markovian sequence of states followed by a run, the path, is hidden while only the emitted symbols, the generated string, are observable. In the rest of this paper we will restrict our attention to hidden Markov models that have zero probability for infinite runs, i.e. models where states to which there is a path from the start-state of non-zero probability have a path of non-zero probability to the end-state. For convenience we will assume that all states can be reached from the start-state, and hence that we can reach the endstate from all states.
The probability P M ðpÞ of following a path p ¼ ðp 0 ; p 1 ; y; p k Þ in model M is given by the state transition probabilities as
The probability P M ðp; sÞ of following a path p ¼ ðp 0 ; p 1 ; y; p k Þ in model M and emitting string s depends on the subsequence ðp i 1 ; p i 2 ; y; p i l Þ of non-silent states on the path p: If the length of string s ¼ s 1 s 2 ?s l 0 is different from the number of nonsilent states along path p; the probability P M ðp; sÞ is zero. Otherwise, the probability of following path p and emitting string s is
Since a run r of a hidden Markov model M is identified by a path p r through the model and an emitted string s r ; we can define the probability of a run as
Finally, the probability P M ðsÞ of model M generating a string s is the probability of following any path and emitting string s; that is
In a standard hidden Markov model, a run generates just a single string. A multitrack hidden Markov model with t tracks can for each state emit a symbol to each of the t tracks, thus generating t strings by a single run. For multi-track hidden Markov models we use e M q;u;s to denote the probability of emitting symbol sAS to track u in state q in model M: If a state does not have symbol emission probabilities for a track u we say that the state is silent with respect to track u. Þ of states that are non-silent with respect to track u for all 1pupt: If l u is different from the length of s u for any 1pupt; the probability is zero. Otherwise, the probability is
Two track hidden Markov models where one track is viewed as generating the observed sequence and the other track is viewed as generating an annotation, or classification, of the symbols of the observed sequence are sometimes called class hidden Markov models, cf. [12, 13] . In these a state is either silent with respect to both tracks, or non-silent with respect to both tracks. Moreover, for class hidden Markov models one will often see that each non-silent state emits a particular symbol with probability one on the annotation track. In this case the annotation track becomes a listing of the classes which the non-silent states generating the observed sequence belong to, more than an independently generated sequence.
Hardness of finding the consensus string
Given a hidden Markov model M it is obvious to ask for the most likely string, i.e. the consensus string, in the model. In this section we will prove that answering this question is likely to be intractable as we will show that computing the probability of the consensus string generated by a hidden Markov model is NP-hard. We establish the hardness of the problem by a reduction from the problem of computing the size of the maximum clique in an undirected graph. I.e. we show that we can compute the size of the maximum clique in an undirected graph within the time it takes to compute the probability of the consensus string generated by a hidden Markov model plus the polynomial time it takes to construct a specific hidden Markov model from the given undirected graph. Since computing the size of the maximum clique is NP-hard, see e.g. [8] , this implies that computing the probability of the consensus string is also NP-hard. As the probability of a given string can be computed in polynomial time, cf. [17] , it also implies that computing the consensus string itself, and not only its probability, is NP-hard.
Let G ¼ ðV ; EÞ be the graph in which we want to find the size of a maximum clique. For simplicity, we assume that V ¼ f1; 2; y; jV jg: We will describe how to construct a hidden Markov model M G that generates strings over the alphabet S ¼ V such that the probability of the consensus string in M G is proportional to the maximum clique size of G: The model M G consists of a start-state, an end-state, and a layer for every node v in V : The layers are sub-models that are only connected to the rest of the model by a transition from the start-state and a transition to the end-state. The purpose of the layer for node u is to generate with uniform probability all strings * that are an ordered sequence of distinct nodes of G; * that contain u; and * where every node in the sequence is either u itself, or is connected to u by and edge in G:
Intuitively we can use these layers to count the number of nodes in a maximum clique of G; because the string listing the nodes in a clique can be generated by the layers corresponding to the nodes in the clique, and only by those layers.
More precisely, the layer for node u consists of a single state that generates u with probability one, and a pair of states for every node v where fu; vgAE; i.e. a pair of states for every node v connected to u by an edge. In each pair of states, one state generates v with probability one while the other state is a silent state allowing us to bypass the state generating v: The states in each layer are connected via silent states according to the ordering of V such that there is an equal probability of 1=2 for choosing either of the two states in any pair. The transition probability from the start-state to the layer that corresponds to node u is set according to the degree of node u as 2 degðuÞ =g; where g ¼ P vAV 2 degðvÞ : Thus the probability of choosing the transition from the start-state to the layer of node u is proportional to the number of different paths through that layer. Fig. 3 shows the model corresponding to the graph shown in Fig. 2 .
We observe that the probability of any run in M G is 1=g: Now consider the probability, P M G ðsÞ; of generating a string s: We observe that the probability of generating s is k=g; where k is the number of runs that generate s; and that there is at most one run through each layer that generates s: If s is generated by a run through the layer for node u; then * u must be in s; because the run that generates s must pass the single state in the layer for node u that generates u with probability one. * u must have an edge to all other nodes that occur in s; because, by construction, the states in the layer for node u can only generate nodes (i.e. symbols 1; 2; y; jV j) that u has an edge to.
Hence, if a string s is generated with probability k=g by the model M G ; it is generated by a run through the layers of k different nodes. Each of these nodes are in the string, and have an edge to all other nodes in the string, that is, they constitute a clique of size k in the graph G: On the other hand, if the graph G contains a clique of size k; the string that corresponds to the ordered list of the nodes in the clique is generated with probability k=g by the model M G : In conclusion this implies that we can compute the size of the maximum clique in the graph G within the time it takes to compute the probability of the consensus string generated by the hidden Markov model M G plus the time polynomial in the size of G it takes to construct M G ; i.e. computing the probability of the consensus string is NP-hard.
The just established NP-hardness of the consensus string problem might not seem a major concern. Most, if not all, hidden Markov models for which we might want to find the consensus string are only approximate representations of the real-world phenomenon of interest. So just finding an approximate solution to the consensus string problem will usually be almost as good as solving it exactly. But the problem of finding the maximum clique size, which we have just reduced to the consensus string problem, is likely to be computationally hard even to approximate [7, 10] . More precisely, for any e > 0 it is hard to approximate the maximum clique size in G within OðjV j 1=2Àe Þ unless P ¼ NP and within OðjV j 1Àe Þ Fig. 2 . A graph, G ¼ ðf1; 2; 3; 4g; ff1; 2g; f1; 3g; f1; 4g; f2; 3ggÞ; of four nodes.
unless ZPP ¼ NP: 4 Specifically this means that it is NP-hard to approximate the maximum clique size for graphs within any constant.
This implies that if our reduction preserves approximability, then it is NP-hard even to approximate the probability of the consensus string of a hidden Markov model within any constant. By construction of M G it follows that given an algorithm that approximates the probability of the consensus string of M G within some factor, then we only need to multiply this probability with g (and round up) to get an approximation of the size of the maximum clique in G to within the same factor. Hence, the existence of a polynomial time algorithm that guarantees to approximate the probability of the consensus string of a hidden Markov model within some constant factor would imply P ¼ NP: If we translate the bounds on the approximability of maximum clique from [10] to the approximability of the probability of the consensus string of a hidden Markov model, we further obtain a bound of Oðn 1=4Àe Þ unless P ¼ NP; and a bound of Oðn 1=2Àe Þ unless ZPP ¼ NP; where n is the number of states in the hidden Markov model. This follows as the number of states in the hidden Markov model M G is quadratic in the number of nodes of the graph G:
Before concluding this section, we will briefly consider a possible simplification of the construction of the M G hidden Markov model, as a simplified construction makes the hardness result stronger. The current construction is already quite simple, e.g. M G does not contain any cycles, and almost any reasonable restriction on allowed features is already obeyed by the constructed models. However, the alphabet of M G is identical to V ; the nodes of the graph for which we want to determine the maximum clique size. Thus our reduction, somewhat unrealistically, assumes an unbounded alphabet. It is however easy to extend the result to a binary alphabet by using a binary encoding of the alphabet; each symbol is replaced by a unique string over f0; 1g of length Jlog jV jn: Usually this would mean replacing each non-silent state of the hidden Markov model with jV jJlog jV jn new states-one stretch of Jlog jV jn states for each symbol, cf. Fig. 4 . But in our reduction each non-silent state can emit only one possible symbol, cf. Fig. 3 , so each non-silent state needs only to be replaced by Jlog jV jn new states. Thus the number of states in the modified model is OðjV j 2 log jV jÞ: This means that the bounds for approximability stated above remain valid even for hidden Markov models with a binary alphabet as jV j 2 log jV j ¼ OðjV j 2þe Þ for any e > 0:
The labeling problem
A fundamental application of hidden Markov models is to annotate, or label, strings. For standard hidden Markov models, this usually consists of associating a state from the hidden Markov model to each symbol of the string. Most often this is done by using the Viterbi algorithm, cf. [17] , i.e. by finding the most likely run in the hidden Markov model that generates the string and then annotating each symbol of the string with the state emitting it according to this run.
A class hidden Markov model is a two-track hidden Markov model where a run generates an annotation alongside the string. I.e. each non-silent state emits a symbol of the string on the string-track, and a labeling of that symbol on the annotationtrack. Instead of being a problem of finding the most likely run, the labeling problem for class hidden Markov models becomes one of finding the labeling that is most likely when summed over all runs generating that labeling of the string, i.e. for a string s and a class hidden Markov model M we want to find arg max
The only difference between the labeling problem for class hidden Markov models and the consensus string problem is the added restriction of having to generate s on the string-track. This essentially just alters the problem to one of finding the most likely string, or labeling, of a specific length, namely a labeling of the same length as s: It requires only small modifications to adapt the hardness proof in Section 3 to the labeling problem for class hidden Markov models.
Let G be a graph for which we want to determine-or approximate-the maximum clique size. We construct a class hidden Markov model M 0 G almost Fig. 4 . An example of a sub-model that can replace a non-silent state when reducing an alphabet of arbitrary size to a binary alphabet. In the example the letters A; C; G; and T are replaced by the strings 00; 01; 10; and 11: (a) A non-silent state using the alphabets fA; C; G; Tg: (b) The sub-model replacing it. All symbol emission and transition probabilities are 1 unless otherwise indicated.
identical to the standard hidden Markov model M G constructed in Section 3, cf. Fig. 3 . The entire structure of M 0 G ; i.e. the silent and non-silent states and the transition probabilities, is identical to M G : The only change is in the behavior of the non-silent states, where we have to emit symbols on both the string-and annotationtrack. On the string-track all non-silent states emit the same dummy symbol $; and on the annotation-track the emissions mimic those of M G : I.e. if a non-silent state in M G emits the symbol u (i.e. emits u with probability one, as all non-silent states in M G emit a particular symbol with probability one), then the corresponding nonsilent state in M 0 G emits $ on the string-track and u on the annotation-track. It is evident that P M G ðsÞ ¼ P M 0 G ð$ jsj ; sÞ for all strings s: Hence, finding the most likely labeling of any string in M 0 G immediately reveals the consensus string of M G : By the structure of M 0 G we know that it cannot generate strings longer than jV j where V is the set of nodes in G: Furthermore, we know that the only symbol emitted on the string-track of M 0 G is $: So the only strings that can be emitted on the stringtrack are $ i for ipjV j: Hence, given an algorithm A that determines-or just approximates-the probability of the most likely labeling of any particular string in M 0 G in polynomial time, we can device a new algorithm that similarly determines, or approximates, the probability of the most likely labeling of any string in M 0 G in polynomial time. This new algorithm would simply apply A to $ i for each ipjV j in turn, and return the maximum probability found. So the hardness results established for the consensus string problem also apply to the labeling problem for class hidden Markov models.
Heuristics for finding the consensus string
A simple method for obtaining an estimate for the consensus string of a hidden Markov model M; i.e. a string that is likely to have a high probability in M; is to find the string generated by the most likely run of the model. This is very similar to using the Viterbi algorithm for annotating a string. Determining the most likely run is like finding the shortest path in a weighted graph, and can be solved efficiently using standard graph algorithms, cf. [5, Chapter 25] .
It is however well known that a hidden Markov model possesses a lot more information about a string than just its most probable path through the model. Most often the string can be generated by a multitude of other paths that might have a probability just slightly lower than the probability of the most probable path. It seems plausible that better estimates of the consensus string might be obtained by using this information. One approach would be to construct an estimate of the consensus string in a greedy fashion. Assume that we have already decided on the prefix x; and want to determine what symbol sAS to append to x: The perfect greedy choice would be the symbol s that maximizes
as this would guarantee that if x is a prefix of the consensus string then so is xs: I.e. the greedy approach would yield the consensus string if we start with x being the empty string. Unfortunately, computing the maximum in Eq. (7) is essentially what we have just established the hardness of in the previous section. Hence, a greedy method based on Eq. (7) is most likely inefficient.
To circumvent this inefficiency we present four methods for deciding what symbol to append to the current estimate of the consensus string in the greedy construction. Each method has the advantage that the symbol can be computed efficiently.
However, this also implies that the constructed estimate of the consensus string is not necessarily the true consensus string. In the rest of this section we use n to denote the number of states in M; and m to denote the number of transitions in M:
Method 1
If we take all partial runs from the start-state to a given state q which generate the same string xs; and extend them all with the same partial run from q to the end-state, then we get a number of runs all generating the same string, a string with prefix xs: where p ðs-qÞ denotes a path form the start-state to state q in M; and r ðq-eÞ denotes a partial run from state q to the end-state in M not emitting a symbol from the initial state q; even if q is non-silent. I.e. we have lower bounded the probability of Eq. (7) by the left-hand side in Eq. (8) . This implies a possible method for deciding what symbol to append to the current estimate of the consensus string: choose the symbol s that maximizes the left-hand side probability in Eq. (8) .
The advantage of replacing Eq. (7) with the left-hand side of Eq. (8) for deciding the symbol s with which to extend x; is that the latter can be computed efficiently. The sum, P p ðs-qÞ P M ðp ðs-qÞ ; xsÞ; is the total probability of all runs emitting xs and ending in state q: But this is exactly the entity, f q ðxsÞ; computed for all states q by the forward algorithm when computing the probability of string xs in model M: The forward algorithm works in an incremental fashion, only needing f q ðxÞ for all states q in M to compute f q ðxsÞ for all states q in M: Hence, we do not have to start from scratch when computing the f q ðxsÞ values. We can reuse the f q ðxÞ values from the previous round of the greedy construction to compute the f q ðxsÞ values in time OðmÞ: The other term, max r ðq-eÞ P M ðr ðq-eÞ Þ; is the probability of the most likely run from state q to the end-state which does not emit any symbol from the initial state q: As mentioned earlier, these values can be computed by standard graph algorithms, cf. [5, Chapter 25] , in time Oðn log n þ mÞ: Furthermore, they do not change as we extend the string but only have to be computed once. Hence, the total time requirement for constructing a string of length l by this method is Oðn log n þ mljSjÞ:
One advantage of this method is that we for each candidate string x compute f e ðxÞ; i.e. the probability of x in M: Hence, we can keep track of the probabilities of the consecutive candidate strings and store the best seen so far as we proceed to construct an ever longer string. Furthermore, as we will discuss in detail for Method 2, the maximum probability in M of any string having x as a proper prefix is upper bounded by P qAM; q non-silent f q ðxÞ; a sum that is readily computed in time OðnÞ when we know the values of f q ðxÞ for all qAM: Thus, we can compute this sum and when it becomes smaller than the maximum probability for a candidate string seen so far, we know that any further extensions of the candidate string will not lead to a string more likely than the best seen so far. A drawback of this method is that it might put to large an emphasis on max r ðq-eÞ P M ðr ðq-eÞ Þ; i.e. the maximum probability partial run from state q to the end-state. Thus it might yield a result similar or identical to the result of the much simpler approach based on finding the string generated by the most likely run, i.e. the Viterbi approach, outlined in the first paragraph of this section. A method taking into account all partial runs starting in the start-state and generating xs might thus be more desirable.
Method 2
The maximum over a set of non-negative numbers is never larger than the sum of the same set of numbers. Hence, X
i.e. we have upper bounded the probability of Eq. (7) by the left-hand side in Eq. (9). Similar to Method 1, we can design a method for choosing the next symbol s of the candidate string based on maximizing the left-hand side probability in Eq. (9). When replacing Eq. (7) with the left-hand side of Eq. (9) for deciding the symbol s with which to extend x; we again obtain a method that is efficiently computable. The sum, P sAS n P M ðxssÞ; can be recognized as the probability of all strings having xs as prefix. Strings having xs as prefix are all generated by runs that can be separated into an initial partial run generating xs followed by a partial run generating any string and ending in the end-state. Hence, X 
where r ðq-eÞ again denotes a partial run from state q to the end-state in M not emitting a symbol from the initial state q; even if q is non-silent. The reason for restricting q to be a non-silent state is to avoid including the same run multiple times in the summation. We decompose a run generating a string with prefix xs into two partial runs where the first partial run generates xs and the second partial run generates the rest of the string. This decomposition can be done in several ways, if the state emitting the last symbol of xs is followed by a sequence of one or more silent states. Requiring the last state of the partial run generating xs to be non-silent ensures a unique decomposition into two partial runs. The sum P r ðq-eÞ P M ðr ðq-eÞ Þ is the probability of eventually reaching the end-state from state q: As we have assumed that the probability of an infinite run in a hidden Markov model is zero, we will eventually reach the end-state no matter what state we happen to be in M: I.e. P r ðq-eÞ P M ðr ðq-eÞ Þ ¼ 1 for all qAM: Hence we can compute the desired probability by just summing the f q ðxsÞ values of the forward algorithm from all non-silent states and the end-state. In fact, one might choose only to sum the f q ðxsÞ values for only the non-silent states as this gives the total probability of all strings having xs as a proper prefix; f e ðxsÞ; on the other hand, is the probability of the specific string xs in M: As discussed for Method 1, the f q ðxsÞ values can be computed in time OðmÞ once we know the f q ðxÞ values. Thus, the total time requirement for constructing a string of length l by this method is OðmljSjÞ:
As for Method 1, we can keep track of the most likely candidate string constructed so far, and stop further extensions of the candidate string when the total probability of all strings having the current candidate string as a proper prefix drops below the probability of the most likely candidate string constructed so far. Moreover, this method incorporates information from all runs generating strings with the current candidate string as prefix. Unfortunately, it has its drawbacks too, as it might get ''trapped'' in a high probability cycle. E.g. if the major contribution to f e ðxÞ þ P qAM; q non-silent f q ðxÞ is from a single state p with a M p;p E1 (this could for example be a state emitting bases in an intron region in a gene prediction hidden Markov model), then we will choose the s that is most likely to be emitted from p and the major contribution to P qAM f q ðxsÞ will again be from p: I.e. we will keep choosing the next symbol based on the symbol emission probabilities of p; which in turn makes f p ðxsÞ ever more predominant for the choice of the next symbol.
Method 3
A possible way to circumvent the above drawback is to consider the approach suggested in [13] . The problem addressed in [13] is the labeling problem for class hidden Markov models, cf. Section 4; but this is essentially the problem of finding the most likely string of a prespecified length, e.g. an algorithm for solving either the consensus string problem or the labeling problem, in general, only requires minor modifications to be used for solving the other problem. Instead of maintaining a global most likely candidate string, the approach suggested in [13] 
I.e. for each state we find the best string that can be obtained from extending any of the strings of the previous round with any of the symbols of the alphabet. This approach is quite similar to Method 1. But instead of choosing a candidate from a specific state we keep the best candidates from all states. A drawback of this approach is that we basically have to keep track of n concurrent forward algorithm computations, one for each candidate string maintained. This increases as well the time as the space requirements with a factor of n compared to the two previous methods (when ignoring the time requirement of Oðm þ n log nÞ of the shortest paths computations of Method 1). Hence, the total time requirement for constructing a string of length l by this method is OðnmljSjÞ: Another drawback is that it, similar to Method 1, only focuses on locally good strings. A string that can be generated by numerous very diverse runs, and thus has a high overall probability, will not be discovered unless each of its prefixes is the best choice for a specific state in M:
Method 4
In [15] we show how to compute the co-emission probability P sAS n P M ðsÞP M 0 ðsÞ for two left-right hidden Markov models M and M 0 using a method which closely mimics the forward algorithm; for each pair of states qAM and q 0 AM 0 the sum of the probabilities of all pairs of partial runs generating identical strings and ending in q and q 0 ; respectively, is computed. The time complexity of the method is Oðmm 0 Þ; where m is the number of transitions in M and m 0 is the number of transitions in M 0 : We can generalize the method to compute the co-emission probability P sAS n P M ðsÞP M 0 ðsÞ for two general hidden Markov models. The generalization is based on solving a system of linear equations and has time complexity Oððnn 0 Þ 3 Þ; where n is the number of states in M and n 0 is the number of states in M 0 : Both methods can be generalized to compute the co-emission probability P sAS n Q k i¼1 P M i ðsÞ for k hidden Markov models. This will increase time requirements to Oð Q k i¼1 m i Þ for left-right hidden Markov models with m i transitions in model M i ; and to Oð Q k i¼1 n 3 i Þ for general hidden Markov models with n i states in model M i : As for the forward algorithm, we can design a similar backward algorithm where for each k-tuple of states q ðiÞ AM i we compute the sum of the probabilities of all k-tuples of partial runs starting in states q ðiÞ and emitting identical strings. We will denote this ''backward'' probability Bðq ð1Þ ; y; q ðkÞ Þ and for convenience assume that the partial runs summed over do not include a symbol emission at the initial q ðiÞ states.
Recall that if we can determine max sAS n P M ðxssÞ; cf. Eq. (7), then we can make the perfect choice of what symbol s to append to the current estimate of the consensus string. Unfortunately, as shown in Section 3, it is unlikely that there is a feasible method for computing max sAS n P M ðxssÞ: However, it is well known that
Let us consider the right-hand side of Eq. (12) . For any kAN we can split the sum P sAS n P M ðxssÞ k into a sum over all k-tuples of runs emitting identical strings with prefix xs: These can in turn be split into a k-tuple of partial runs all emitting xs starting in the start-state and ending in non-silent states q ð1Þ ; y; q ðkÞ ; followed by a k-tuple of partial runs starting in the states q ð1Þ ; y; q ðkÞ ; but not emitting any symbol from the initial states q ðiÞ ; and ending in the end-state. Hence, (13), and remember the maximum value encountered. Hence, the total time requirement for constructing an estimate of length l by this method is Oðm k þ jSjlðn k þ mÞÞ for left-right models, and Oðn 3k þ jSjlðn k þ mÞÞ for general models. By increasing k we should obtain better and better estimates for the consensus string. Indeed, by Eq. (12) we know that by choosing k sufficiently large we will find the consensus string of the hidden Markov model. Unfortunately, a ''sufficiently large'' k will result in prohibitive time and space requirements. One can observe that Method 2 is a special case of this method, obtained by choosing k ¼ 1 and observing that Bðq ð1Þ Þ ¼ 1 for all q ð1Þ AM:
Concluding remarks
As stated above, algorithms for finding the consensus string of a standard hidden Markov model, and algorithms for finding the most probable labeling of a sequence in a class hidden Markov model are often interchangeable. All the algorithms presented in this section can be modified to handle the labeling problem for class hidden Markov models in a straightforward manner, in fact, the algorithm of Krogh [13] was designed for the labeling problem. In the labeling problem, however, we are looking for a string of a fixed length, the length of the sequence to be labeled. For all the algorithms presented in this section, except for that of Krogh [13] , a straightforward modification will result in an increase in both time and space requirements of a factor jsj; where s is the sequence to be labeled. This is due to the fact that the emitted labeling should be of the same length as s: Hence we need to restrict partial runs connecting specific states to the end-state to generate labelings of specific lengths. Utilizing techniques like repeated squaring [5, Chapter 26 .1] and checkpoints [9] can in many cases improve the efficiency, though.
If an exact solution is required for a hard optimization problem, one standard approach is to apply branch and bound technique. The branch and bound technique attempts to reduce the size of the search space by eliminating subsets that cannot contain the optimal solution. This is done by finding a lower bound for the value of the optimal solution-here the probability of the consensus string-and try to establish upper bounds for the value of any solution from a given subset. If this upper bound is smaller than the lower bound on the value of the optimal solution, we can safely ignore solutions from that subset. Eqs. (8) and (9) provide us with a lower and an upper bound on the probability of any string having a specific prefix, respectively. Hence, we could design a branch and bound algorithm that uses Eq. (8) to find increasingly better lower bounds for the probability of the consensus stringpossibly starting with the probability of the string obtained by the Viterbi approach as an initial estimate-and uses Eq. (9) to eliminate subsets consisting of all strings with a given prefix as candidates for the consensus string. As the bound obtained from Eq. (9) is the total probability of all strings with a given prefix, the bound might be far from the true maximum probability of a string with that prefix. Hence, the bound obtained from Eq. (9) A serious theoretical objection to the heuristics proposed in this section is that the produced estimate might not be a string of high probability in the model, but only a string that is likely to be a prefix of a generated string. A natural next step is thus to carry out experiments to see whether the problems identified are likely to occur for hidden Markov models representing real-world phenomena, and to examine whether the proposed heuristics are improvements compared to just using the string of the most likely run as an estimate for the consensus string. As reported in [13] , this is the case for at least Method 3 when used for gene finding.
Comparison of hidden Markov models
One of the common tasks in computational biology is that of comparing data. Usually, hidden Markov models are considered tools for analyzing data. But we may also simultaneously view hidden Markov models as a compact representation of the set of biological sequences recognized by the model, i.e. a hidden Markov model can itself be considered as data. It is thus interesting, both from a theoretical and a practical viewpoint, to investigate how to compare two hidden Markov models, i.e. how to compare the probability distributions described by the two models. In [15] we describe how to compute the L 2 -distance between two models in polynomial time. In this section we investigate the complexity of comparison of hidden Markov models by two other norms commonly encountered, the L 1 -norm and the L N -norm.
The L N -norm between two probability distributions, P and Q; defined on the same set, O; is defined as jjP À Qjj N ¼ max sAO jPðsÞ À QðsÞj: It measures the largest difference in probabilities we can obtain for any possible single observation. A possible application of comparing hidden Markov models under the L N -norm is to evaluate whether two models differ significantly in probabilities for any strings, i.e. whether it is likely that two models for closely related families are able to discriminate between strings of the two families. However, it is easy to see that we can use the L N -norm of a hidden Markov model M to determine the probability of the consensus string of M: We simply extend the alphabet of M with an extra symbol $; and construct a new model M 0 that is identical to M except that it puts a $ at the start of all strings, i.e. before entering the copy of M it has a state that always emits the symbol $: We observe that M and M 0 cannot generate identical strings, as no state in M can emit $; and that P M ðsÞ ¼ P M 0 ð$sÞ for all strings s: This implies that the probabilities of the consensus strings in the two models M and M 0 are identical. Thus max sAO jP M ðsÞ À P M 0 ðsÞj ¼ max sAS n P M ðsÞ: Hence, computing the L N -norm between two hidden Markov models is as hard as computing the probability of the consensus string of a hidden Markov model.
A common way to compare two probability distributions, P and Q; defined on the same set, O; is to consider the variation distance, see e.g. [6] , defined as jjP À Qjj ¼ max ADO jPðAÞ À QðAÞj: Though it resembles the L N -norm between probability distributions-just maximizing over subsets instead of single elements of O-it is actually closely related to another well-known norm. It is a standard observation that the variation distance between two probability distributions is half the L 1 -distance between the two probability distributions, i.e. jjP À Qjj ¼ An efficient computation of the L 1 -distance is thus of interest when comparing probability distributions. In general, the L k -norm between two hidden Markov models M and M 0 over the same alphabet S is jjP
: Unfortunately, as we will prove in this section, computing the L 1 -distance between two probability distributions given by hidden Markov models over the same alphabet is NP-hard. Similar to the hardness proof in Section 3, we will prove the hardness by a reduction from the problem of computing the size of a maximum clique in an undirected graph.
Let G ¼ ðV ; EÞ be the graph of interest and M G the hidden Markov model constructed from this graph as described in Section 3. Recall that every string generated by M G is a subsequence of 1 Á 2 Á y Á jV j; and has probability i=g for some iAf0; 1; y; jV jg; where g ¼ P vAV 2 degðvÞ : Let a i be the number of strings which M G generates with probability i=g: If we know the maximum k such that a k a0; we know that the probability of the consensus string in M G is k=g; and by the result of the previous section, that the maximum clique size of G is k:
We will show that if we can compute the L 1 -distance, jjM À M 0 jj 1 ; between two hidden Markov models, M and M 0 ; in polynomial time, then we can also determine the maximum k; where a k a0; in polynomial time. Fig. 5 shows a hidden Markov model M jV j that generates all subsequences of 1 Á 2 Á y Á jV j with equal probability of 1=2 jV j : To determine a i ; for i ¼ 0; 1; y; jV j; we perform jV j þ 1 comparisons under the L 1 -norm between slightly modified versions of M G and M jV j ; where the ith comparison is performed as one of the following two cases:
jV j Þ=gp1; we construct a model M i jV j by rescaling model M jV j using the rescaling trick illustrated in Fig. 6 for x ¼ ði2 jV j Þ=g; and perform the comparison:
The purpose of the rescaling is to make all subsequences of 1 Á 2 Á y Á jV j have probability i=g in M 
The purpose of the rescaling is to make all strings that have probability i=g in M G have probability 1=2 jV j in M i G ; i.e. the same probability as all subsequences of 1 Á 2 Á y Á jV j have in M jV j :
In summary the result, D i ðM G ; M jV j Þ; of the ith comparison is
where c i is either 1=g or 1=ði2 jV j Þ; cf. cases 1 and 2. Since we have jV j þ 1 variablesthe a i 's-and perform jV j þ 1 comparisons, this leaves us with a linear equation The new model will generate sequences of the old model with a probability that is reduced by a factor of x and a special sequence just consisting of a dummy symbol $ with probability 1 À x:
system of the form y ji À jj ŷ 
Since the d Â d matrix given by the i; jth entry being ji À jj is invertible, with inverse ð17Þ the above linear equation system has a unique solution which can be computed efficiently using standard techniques. Hence, if we in polynomial time can compute the result of the ith comparison, D i ðM G ; M jV j Þ; that is, if we can compare two hidden Markov models under the L 1 -norm, then we can also in polynomial time compute a i ; for i ¼ 0; 1; y; jV j; by solving the above linear equation system. Hence, computing the L 1 -distance between two hidden Markov models is as hard as computing the size of a maximum clique in an undirected graph.
In the above reduction, we do not directly relate the L 1 -distance between two models to the probability of the consensus string of one (or both) of the models. Hence, the approximation hardness is not preserved by the reduction, and the hardness result obtained is only for the computation of the exact L 1 -distance. In the rest of this section we examine the technique of reduction in further details.
Assume that we want to compute the distance between the probability distributions of the two models M and M 0 using a distance measure D; which is defined as a sum of point-wise comparisons, i.e. DðP M ; P M 0 Þ ¼ P 
Whether this allows us to deduce anything about the hardness of comparing two hidden Markov models under D depends on whether the resulting linear equation system, with matrix M defined by M ij ¼ dðc i i; c i jÞ; can be solved with sufficient precision to determine the maximum clique size of G in time polynomial in the size of G: As an example, let us consider the L k -norm, where k is an even integer. In general, for the L r -norm we have
Hence, when considering the L k -norm for an even integer k; the matrix M of the resulting system of linear equations has entries
cf. Appendix A, the system of linear equations defined by M ¼ ði À jÞ k ; for an even integer k; cannot be solved for a unique solution if jV j > k þ 1; and we fail to prove the NP-hardness of comparing two hidden Markov models under the L k -norm for an even integer k: This failure is no surprise because the algorithmic technique for comparing two hidden Markov models under the L 2 -norm described in [15] can easily be extended to compare models under the L k -norm, k a fixed even integer, in time Oðn 3k Þ where n is the number of states in the two models. The algorithmic technique of Lyngs et al. [15] cannot be applied to the computation of any other L r -norm than those where r is an even integer, however.
Based on the NP-hardness of comparing two models under the L 1 -norm proved above, and that the L r -norms where r is an even integer stand out as the only ones where the absolute value operation can be ignored, we conjecture that it is NP-hard to compare two hidden Markov models under any L r -norm where r is not an even integer. This claim immediately follows if we, for a fixed r; which is not an even integer, can solve a linear equation system as in Eq. (16) 
Discussion
In Section 3 we proved the NP-hardness of finding the consensus string of a hidden Markov, and the related decision problem of determining whether the probability of the consensus string is at least some target value k: But we did not show that the decision problem is NP-complete, i.e. that it is in the complexity class NP. The standard approach to prove this would be to guess a string s and verify that P M ðsÞXk for this guess. However, this only works if we can guarantee that we only need to make a polynomial number of guesses (each among a constant number of choices), i.e. if we can guarantee that the length of the consensus string is only polynomial in the size of the hidden Markov model. In Appendix B we investigate this problem. We show that in general the length of the consensus string can be super-polynomial in the size of the model. However, for left-right models with transition probabilities that fits into a word of size Oðlog nÞ bits, where n is the size of the model, we can show that the length of the consensus string is only polynomial in the size of the model. We further show that the model M G ; described in Section 3, can be transformed into a model adhering to these restrictions. Hence, the decision version of the consensus string problem for left-right models with probabilities bounded to fit in Oðlog nÞ bits is NP-complete.
When choosing how to compare two probability distributions, one important consideration is how efficiently a given distance can be computed. In [1] a number of commonly used distance measures between probability distributions are listed: the w 2 ; variation, quadratic, Hellinger and Kullback-Leibler distances. In [15] we show how to compute the quadratic distance between the probability distributions of two hidden Markov models in polynomial time. The Hellinger distance, i.e. the distance in Euclidean space between the two probability distributions after they have been normalized to 1, can also be computed in polynomial time based on the methods in [15] , as we show how to compute the angle in Euclidean space between the two probability distributions when interpreted as infinite dimensional vectors. In this paper we have proved that the variation distance is NP-hard to compute, and furthermore that the L N -distance is NP-hard even to approximate. Furthermore, we briefly mentioned that the L k -distance can be computed in polynomial time if k is an even integer. To our knowledge, the complexity of comparing the probability distributions of two hidden Markov models under the w 2 distance, the KullbackLeibler distance, and the L k -distance for any k not 1, N; or an even integer, remains open problems, though a heuristic for approximating the Kullback-Leibler distance was proposed in [18] . probability p or moves to the next state in the series with probability 1 À p: This model can only generate strings of the form A nþm where mAN 0 : The string A nþm is emitted by exactly those runs that consist of n þ m states apart from the start-state and the end-state. All of these runs have probability ð1 À pÞ n p m ; and there are ð nþmÀ1 m Þ different runs of this type, as we can identify each individual run by specifying the m self-loop transitions among the n þ m À 1 transitions not leading from the start-state or to the end-state. Hence
and the ratio between the probability of A nþmþ1 and the probability of A nþm is
For n > 1 this ratio is strictly decreasing with increasing m and equals one for m ¼ pnÀ1 1Àp : Thus, the length of the consensus string is n þ J pnÀ1 1Àp n ¼ J nÀ1 1Àp n: We immediately observe that if p is not polynomially bounded then neither is J nÀ1
2 n ; the consensus string of M will be A 2 n can be represented with 2n bits, wherefore the model in Fig. 7 can be represented in a number of bits that is polynomial in n; even if p ¼ Proof. As M is a left-right model we can order the states of M such that there is no way to get from state i to state j if i > j; i.e. if state j is prior to state i in the ordering. So for any run with non-zero probability in M; the path will consist of an increasing sequence of states. Some states may occur several times in a row in this sequence due to self-loop transitions, but once we have left a particular state we will never revisit it.
We want to limit the total probability that any specific string of length m is generated for some suitable, polynomially bounded choice of m: Thus, we need to consider the number of different runs that can generate the same length m string. Unfortunately, this number might be infinite due to self-loop transitions of silent states. To circumvent this problem we will say that two paths are equivalent if they only differ in the number of times one or more silent states occur on the path. I.e. the paths of an equivalence class are all identical if we ignore silent states and just consider the sequence of non-silent states on the paths. Two runs are equivalent if they have equivalent paths and generate the same string. We can now identify each equivalence class of runs generating a string of length m with the number of occurrences of each non-silent state on the path of the run. As there is a total of m non-silent states on the path of a run generating a string of length m and at most n non-silent states in M; the number of equivalence classes is thus ð nþmÀ1 m Þ: On a path with m non-silent states in a left-right model with at most n non-silent states, at least m À n of the transitions followed must be self-loop transitions from a non-silent state to itself. All the runs in an equivalence class share the same path when we ignore silent states. So for the runs in an equivalence class generating a string of length m; we can identify m À n steps, consisting of a self-loop transition from a non-silent state to itself followed by the emission of a symbol from that state, that are part of all runs in the equivalence class. Removing these m À n steps we obtain another equivalence class of runs. As the runs of this other equivalence class generate some string, the total probability of these runs cannot be larger than the probability p of the consensus string in M: Returning to the original equivalence class generating a string of length m; we can thus divide the runs into m À n shared steps consisting of a self-loop transition followed by a symbol emission, and the remaining parts that summed over all the runs have a probability of at most p: By the polynomial bound on the probabilities and the requirement that the probability of any infinite run is zero, the probabilities of each of the self-loop transitions of the shared steps are at most n c À1 n c for some constant c: So the total probability of all runs in the equivalence class is at most pð n c À1 n c Þ mÀn : Combining this upper bound on the total probability of each equivalence class with the number of equivalence classes of runs generating a string of length m; we obtain that n c Þ mÀn o1 for all m larger than some suitable bound polynomial in n; the consensus string in M cannot be longer than this bound.
The first element of this proof is to make the observation that for n sufficiently large, ð 
Taking the logarithm and setting m ¼ n cþ2 (actually m ¼ 2cn cþ1 log n suffices with a slightly more careful analysis) the last line of Eq. (24) becomes ðn À 1Þ logðn cþ2 þ n À 1Þ À ðn 2 À n 1Àc Þ log 2: ð25Þ
The first term of this subtraction is Yðn log nÞ while the second term is Yðn 2 Þ: For sufficiently large n this expression thus becomes negative, hence the expression of which we took the logarithm must be less than 1: Furthermore, differentiating the last line of Eq. (24) with respect to m we find 
It can be checked that for values of m larger than this, the derivative is negative. Furthermore, for n sufficiently large, n cþ2 Xðn À 1Þð n c ln 2 À 1Þ: Thus P M ðsÞop for all strings s with jsjXn cþ2 when n is sufficiently large which establishes the polynomial bound for the length of the consensus string. &
As a concluding remark it should be mentioned that by setting p ¼ n c À1
n c in the model of Fig. 7 the consensus string will have length Yðn cþ1 Þ: Hence, the bounds developed in this section cannot be improved significantly.
Proposition 4. Let M be a left-right hidden Markov model with polynomially bounded probabilities, and let k be a target probability. The problem of determining whether the probability of the consensus string of M is at least k is NP-complete.
Proof. By Proposition 3 the problem is clearly in NP: We simply nondeterministically construct a string s that is of length bounded by some polynomial in the number of states of M and check whether P M ðsÞXk: As for the hardness we can almost, but not quite, just refer to Section 3. The models constructed in the hardness proof of this section are indeed left-right models, and most of the probabilities are either zero, one half, or one. But the probabilities of the transitions from the start-state to the first state of the layer for node u are 2 degðuÞ = P vAG 2 degðvÞ which might not be representable by a logarithmic number of bits. The problem is that we want all runs to have identical probability, so we need to set the probability of choosing the transition to the layer of node u according to the number of different paths through that layer. But if there were the same number of paths through all layers, we could set the probabilities of the transitions from the start-state to the first state of each layer uniformly to 1 jV j : A way to ensure the same number of paths through all layers is in the layer for node u to have a pair of a silent and a non-silent state for all nodes vau; independent of whether there is an edge between u and v: But if there is an edge between u and v; the non-silent state of the pair will emit the symbol v with probability one; otherwise it will emit a dummy symbol $ v u with probability one, a symbol that can only be emitted by this one particular state. This way there will be 2 jV jÀ1 paths through each layer. Hence, all runs will have probability 1=jV j2 jV jÀ1 : The modified construction is illustrated in Fig. 9 .
One can observe that any string containing one or more dummy symbols can be generated by at most one run. A specific dummy symbol can only be emitted by a state in a specific layer. And as no two non-silent states in the same layer can emit the same symbol, two different runs through the same layer cannot generate identical strings. The runs generating strings not containing dummy symbols are obtained by always choosing to bypass the non-silent states emitting dummy symbols. With these choices fixed, the remaining choices are identical to those in the original model of M G constructed in Section 3-we choose the layer for a node u and for each v connected to u with an edge we choose to either enter the non-silent state emitting the symbol v; or to bypass it. So if there are k runs generating a string s in the original model M G ; there will also be k runs generating s in this modified model. Hence, the consensus string in the modified model will have probability k=jV j2 jV jÀ1 if and only if the maximal clique of G is of size k: Thus, it is NP-hard to determine whether the probability of the consensus string of this model is at least k=jV j2 jV jÀ1 : As the model is a left-right model with polynomially bounded probabilities, the proposition follows. &
