A methodology, based on time-scale transformations and Lyapunov analysis, for designing autonomous and non-autonomous dynamical systems exhibiting the predefined-time stability property is provided in this paper. Thus, the current proposal allows characterizing a broad class of predefined-time stable systems, placing them under a common framework with existing methods which use time-varying gains based on time-base generators. What follows from this construction is that the bound of the convergence time for this class of systems is the lowest possible. Moreover, it is independent of the initial conditions and is set a priori through a tuning parameter. This design procedure is a relevant contribution when compared to traditional fixed-time convergent algorithms since the current convergence time bounds are conservative. Finally, we analyze several existing and novel algorithms for autonomous and non-autonomous systems showing the effectiveness of the method.
Introduction
Recent years have seen an increasing interest in dynamical systems guaranteeing that the origin is reached at a finite-time independently of its initial condition due to its application in observation, coordination, and control with real-time constraints. This class of dynamical systems is known as fixed-time stable. Reference [1] introduced a Lyapunov condition for an autonomous system to exhibit this property, together with an upper estimate of the settling time of the system trajectory. An alternative characterization based on homogeneity theory was proposed in [2, 3] . These results have been widely exploited for the design of online differentiators [4, 5] , stabilizing controllers [6, 7] , state observers [8, 9] , multi-agent consensus [10, 11] and multi-agent coordination [12] with fixed-time convergence property, to name a few.
Fixed-time stability is a stronger notion of finite-time stability [13] [14] [15] [16] , because in the latter the settling time is an unbounded function of the initial condition of the system. However, the application based on the upper estimate of the settling time provided in [1, 3] poses a challenging design problem for real-time constrained scenarios. First, because there is not a straightforward relationship between the settling time upper bound and the parameters of the system, which allows parameter tuning according to the real-time constraints. Second, because the upper estimate of the settling time provided in [1] is often too conservative or even unknown, as is the case when the fixed-time stability property is shown following the homogeneity approach.
To cope with the tuning challenges and conservativeness on the upper bound of the settling-time in the class of fixed-time stable systems proposed in [1] , a stronger notion of stability defined as predefined-time stability has been proposed for autonomous [17] and non-autonomous systems [18, 19] . For those cases, a settling-time bound is an explicit parameter of the system. When the predefined time is the least upper bound of the settling time function, this notion is referred to as strongly predefined-time stability [17, 20] . On the other hand, some non-autonomous systems have been designed as linear systems with time-varying gains so-called Time-Base Generators (TBG), which become singular at the reaching time [18, 19] , and every non-zero trajectory converges exactly at the predefined-time, a notion referred as appointed-time stability [21] . In [22] [23] [24] , such TBG have been used to propose consensus protocols with predefined-time convergence. Hence, predefined-time stable systems allow the design of applications complying with real-time constraints; and in the case of strongly predefined-time stability, it prevents over-engineering the system.
Contributions
The main contributions of this paper are a generalization of the conditions on the Lyapunov function for a system to be predefined-time stable which allows novel predefined-time vector fields; and a methodology for designing predefined-time stable vector systems from asymptotically stable ones. This approach allows designing autonomous and non-autonomous predefined-time systems from continuous univariate Probability Density Functions (PDF ). We show that this approach, subsumes existing fixed-time and predefined-time stable systems, both autonomous and non-autonomous, and allows to generate new ones. Additionally, we derive the conditions such that a systems subject to a non-vanishing disturbance is predefined-time stable.
Regarding unperturbed autonomous systems, we show how to obtain a strongly predefined-time stable system (i.e., the lowest bound for the convergence-time is a parameter of the system) with the form of the well-known fixed-time stable system in [1] . Regarding non-autonomous systems, our approach allows designing nonlinear systems with time-varying gains in such a way that the origin is reached before a singularity occurs. Besides, we present examples of new autonomous and non-autonomous strongly predefined-time systems.
The paper is organized as follows: In Section 2, we introduce the predefined-time stability notion and the problem formulation. In Section 3, we present the methodology for designing new classes of predefined-time stable systems. In Section 4, we discuss the equivalence between autonomous (resp. non-autonomous) strongly predefined-time systems and non-autonomous (resp. autonomous) systems with gain as a function of the initial condition. In Section 5, we provide some illustrative examples of new predefined-time stable systems. Finally, in Section 6, we present the conclusion and the future work.
2 Notation, definitions and problem statement
Notation
We use the following notation: R is the set of real numbers, 
a is the class of strictly increasing differentiable functions h : [0, a) →R with a ∈R that satisfy h(0) = 0 and lim z→a h(z) = b. Moreover, K a = K a a .
Preliminaries
Consider the systemẋ = f (x, t; ρ),
where x ∈ R n is the system state and f : R n × R + → R n is nonlinear and may be discontinuous. Thus, the solutions of (1) are understood in the sense of Filippov [25] . The origin is assumed to be the unique equilibrium point of system (1) . The vector ρ ∈ R b stands for the parameters of system (1) which are assumed to be constant, i.e.,ρ = 0. Moreover, no constraint in the number b of parameters is assumed.
Although under the above assumptions the solutions of (1) may be non-unique, this study is concerned only with the case when the respective stability property holds for all solutions. Let S(x 0 , t 0 ) be the set of all solutions x(t, x 0 , t 0 ) of (1) starting from (t 0 , x 0 ). Hence, all conditions presented in the definitions below are assumed to be held for all
Definition 1 [26] (Lyapunov and asymptotic stability) The origin of system (1) is said to be Lyapunov stable if for all > 0 and t 0 ∈ R + , there exists δ := δ ,t0 such that for all x 0 ∈ B δ (0) and t ≥ t 0 , any solution x(t, x 0 , t 0 ) of (1) exists and x(t, x 0 , t 0 ) ∈ B (0). Moreover, it is said to be globally asymptotically stable if it is Lyapunov stable and for all x 0 ∈ R n and t 0 ∈ R + , every solution
Definition 2 [26] (Settling-time function) The settling-time function of system (1) is defined as
Definition 3 [26] (Fixed-time stability) The origin of system (1) is said to be globally fixed-time stable if it is Lyapunov stable and the settling-
Remark 4 In the case of autonomous systems (function f in (1) does not depend on t), the settling-time function is independent of t 0 .
Note that there are several possible choices for T max ; for instance, if T (x 0 , t 0 ) ≤ T m for a positive number T m , T (x 0 , t 0 ) ≤ λT m with λ ≥ 1 also. This motivates the definition of the least upper bound of the settling time.
Remark 5 It was shown in [2, 3] that fixed-time stability is guaranteed if the vector field of the system is homogeneous in the bi-limit. However, in this case, an estimate of the upper bound of the settling time is usually not obtained.
To distinguish this case to the one where a settling time bound T c is set a priori as a function of system parameters ρ, i.e. T c = T c (ρ), we introduce the concept of predefined-time stability. A strong notion of this class of stability is when T c is the least upper bound for the settling time.
Definition 6 [17] (Predefined-time stability) For the system parameters ρ and a constant T c (ρ) > 0, the origin of system (1) is said to be (i) Globally weakly predefined-time stable if it is fixed-time stable and the settling-time function satisfies
In this case, T c is called a weak predefined-time. In this case, T c is called the strong predefined-time. (iii) Globally appointed-time stable if it is fixed-time stable and every nonzero trajectory reaches the origin at exactly T c time units after t 0 , i.e., for all x 0 = 0, T (x 0 , t 0 ) = T c .
Remark 7
The stability property, of any kind, refers to equilibrium points of a system. However, since this study focuses on the global stability of the origin of the system under consideration, it will be referred hereafter, without ambiguity, to the stability of the system in the respective sense (asymptotic, fixed-time or predefined-time).
Time-scale transformations
In this subsection, we present some preliminaries on time-scale transformations. Similarly as [27] , trajectories corresponding to the system solutions are interpreted, in the sense of differential geometry [28] , as regular parametrized curves with parameter t. In this context, a time-scale transformation is used as a reparametrization of such curve. 
Remark 10
We will apply time-scale transformations to asymptotically stable systems. Thus, the trajectories of the system are represented by regular parametrized curves with time interval I spanning from the initial condition to the origin. Thus, for x(t) and its reparametrization (time-scaling) x(τ ), in order to belong to the same equivalence class of regular parametrized curves, it is necessary that x(t 0 ) = x(τ 0 = 0) and lim t→sup I x(t) = lim τ →sup I x(τ ), where the trajectory x(τ ) is defined on the interval I ⊆ R. If these conditions are satisfied, a time-scale transformation ϕ is a regular parameter transformation, if ϕ is strictly increasing.
Problem statement
We address the following three problems. The first one, deals with finding sufficient conditions for a nonlinear system to be predefined-time stable.
Problem 11 (Sufficient condition for predefined-time stability) Consider the systeṁ
where x ∈ R n , f : R n ×R + → R n is such that for all t ≥ t 0 and x ∈ R n \{0}, x T f (x, t) > 0. Find sufficient conditions for the system (2) to be weakly (resp. strongly) predefined-time stable, with weak (resp. strong) predefined-time T c (see Definition 6) .
Problem 11 will be addressed in Section 3.1 obtaining a Lyapunov characterization. Afterwards, as posed in the following problem, we focus on designing new classes of predefined-time stable systems derived from asymptotically stable ones.
Problem 12 (Designing predefined-time stable systems) Let the systeṁ
where y ∈ R n , be asymptotically stable (see Definition 1). Provide a methodology for designing Ω(x, t) such thaṫ
where Ω : R n × R + → R, is weakly (resp. strongly) predefined-time stable, with weak (resp. strong) predefined-time T c .
We present the solution to this problem in Section 3.2, where we show that Ω(x, t) is related to continuous univariate PDF. Thus, we will provide a method for designing a wide class of predefined-time stable systems. Based on this result, we derive the conditions such that an uncertain system is predefined-time stable.
Problem 13 (Robust predefined-time system) Consider the asymptotically stable system (3) and let δ(x, t) be a disturbance satisfying for all t ≥ 0, δ(x, t) ≤ κ(x) where κ(x) ∈ R + is a known real function. Under which conditions on v and Ω(x, t), the perturbed systeṁ
with Ω :
Problem 13 will be addressed in Section 3.3, separately for the autonomous and non-autonomous case. We provide the required relationship between δ and v for weakly predefined-time stability of the system (5).
Main Results
The method presented in this section allows to obtain novel systems with predefined-time stability, and to subsume existing fixed-time and predefined-time stable systems, both in the autonomous and in the non-autonomous cases.
Characterization of strong predefined-time stability
Lemma 14 (Time-scaling characterization of strongly predefined-time stable systems) Consider the non-autonomous systemẋ
where
for all x = 0 and
where t(τ ) is the solution of the initial value problem
with t(0) = t 0 .
PROOF.
First notice that, if the vector field of (6) is finite for all x ∈ R\{0}, then, (7) is necessary and sufficient for asymptotic stability. Now, let x(t, x 0 , t 0 ) be a non-zero trajectory of the asymptotically stable system (6) . Then, x(t, x 0 , t 0 ) is a regular parametrized curve, as in Definition 8 with parameter t defined on the interval [t 0 , T (x 0 , t 0 )), such that lim t→T (x0,t0) x(t, x 0 , t 0 ) = 0. Consider the reparametrization of the curve (time-scale transformation) defined by dt dτ = xTc Ψ(x,t)H(x) and t(0) = t 0 , where according to (7) , t goes forward if and only if τ goes forward. Under this timescale transformation, and noticing that by the chain rule dx dτ = dx dt dt dτ , then, the dynamics of (6) can be rewritten as dx dτ = −x. Thus, x(τ, x 0 , 0) = x 0 e −τ and x(t, x 0 , t 0 ) are in the same equivalence class of regular parametrized curves. In fact, x(τ, x 0 , 0) = x 0 e −τ = x(t(τ ), x 0 , t(0)), where t(τ ) is the solution of (9). In particular, since x(τ, x 0 , 0) approaches zero as τ approaches infinity, i.e. x(τ, x 0 , 0) is a regular parametrized curve with τ defined on the interval
Remark 15 Lemma 14 provides a characterization for a class of non-autonomous strongly predefined-time stable systems that extends the definition of finite-time stability provided in [29] .
The following lemma presents a time-scale transformation to reduce a scalar nonlinear system into a simpler one with asymptotic stability. Afterwards, in Lemma 17 we present the conditions on Ψ(x, t) such that system (6) is strongly predefined-time stable.
Lemma 16 (Time-scale transformation) Consider the asymptotically stable system given in (6) . Then, using the curve reparametrization (time-scale transformation)
the dynamics of (6) in the time-scale τ is given by
PROOF. Let x(t, x 0 , t 0 ) be a solution of (6) and T (x 0 , t 0 ) the settling time function. Then, the time-scale transformation (10) provides the reparametrization
Furthermore, the derivative of x with respect to τ can be obtained by means of the chain rule
Hence, the dynamics of x, with respect to τ is given by (11) .
In the rest of the paper, we analyze the cases where Ψ(x, t) is time invariant for autonomous systems or a function only of t for non-autonomous systems. To characterize a function Ψ(x, t) for an autonomous system to be predefinedtime stable, we use Lemma 16 to derive the conditions such that if the convergence of the time-scaled system (11) is asymptotically, the settling time for the original system (6) is bounded by T c .
Then, the system (6) is strongly predefined-time stable.
PROOF. From the oddness of function H(x) and xH(x) > 0, the system (11) is asymptotically stable. Thus, it follows from (10) that (6) will converge to the origin at
Note that sign(x 0 ) = sign(x(t(τ ))), therefore x(t(τ )) is a monotonic function in [0, T (x 0 , t 0 )) for x 0 = 0. Hence, it is a bijection and has an inverse map characterized by dτ dx = − 1 H(x) . Consequently, (13) can be expressed as
Finally, since Φ(z) > 0, the settling-time function satisfies
and from Definition 6, it follows that (6) is a strongly predefined-time stable system.
Remark 18
Notice that a function Φ(z) satisfying (12) is a continuous univariate PDF defined on (0, ∞). For a handbook on PDF, the reader may refer to [30] . Some results on obtaining a Φ(z) satisfying (12) are presented in Appendix A.
The following result states the construction of predefined-time stable non-autonomous systems containing timevarying gains. Notice that in this case, the structure of the system can also be derived from a PDF.
Lemma 19 (Characterization of Ψ(z, t) for predefined-time stability of non-autonomous systems) Let
where Φ(·) satisfies (12), and T (x 0 ) is the settling time of (11), therefore the system (6) is:
) is a trajectory of the system (11), it follows from (10) that the settling time function for (6) is Remark 20 As we will show hereinafter, Ψ(z, t) in Lemma 19 becomes singular at the time t = T c + t 0 , which is a classical practical issue of TBG [18, 31] . However, if item (2) or (3) in Lemma 19 is satisfied, then, for a finite x 0 , the origin is reached before the singularity occurs.
The above lemmas focused on scalar predefined-time systems. The design of predefined-time vector systems is formally stated in the following theorems. This construction, will follow by applying the comparison lemma [32, Lemma 3.4] and the above results on the time derivative of the Lyapunov candidate function.
Theorem 21 (Solution to Problem 11: Lyapunov characterization of predefined-time stable systems) Assume there exists a continuous positive definite radially unbounded function V : R n → R , and such that its time-derivative along the trajectories of (2) satisfieṡ
where Ψ(z, t) is characterized by the conditions of Lemma 17 or the ones of Lemma 19, and T c = T c (ρ) > 0 is a function of the parameters of the system (2) . Then, the system (2) is weakly predefined-time stable with predefinedtime T c . If the equality in (15) holds in the autonomous case, then the system (2) is strongly predefined-time stable with strong predefined-time T c .
PROOF.
Suppose that there exists a function w(t) ≥ 0 which satisfiesẇ = − 1 Tc Ψ(w, t)H(w) where Ψ(w, t) is such that the conditions of Lemma 17 or the ones of Lemma 19 hold, and let V (x 0 ) ≤ w(0). Then, w(t) will converge to the origin in a strong predefined-time T c . Moreover, by the comparison lemma [32, Lemma 3.4] , it follows that V (x(t)) ≤ w(t). Consequently, V (x(t)) will converge to the origin in a weak predefined-time T c . If (15) is an equality and V (x 0 ) = w(0), then, V (x(t)) = w(t) and V (x(t)) will converge in the strong predefined-time T c .
Designing a predefined-time system from an asymptotically stable one
The following theorem allows to design predefined-time vector systems from an asymptotically stable one that has a Lyapunov function satisfying (16) . Note that exponentially stable, finite-time stable and fixed-time stable systems are known to have a Lyapunov function satisfying such inequality. Notice that by construction, such V (x) will also be a Lyapunov function for system (4) with time derivative satisfying (15) .
Theorem 22 (Solution to Problem 12: Generating weakly predefined-time stable systems) Assume that there exists a Lyapunov function V (y) for system (3) such thaṫ
where H : R → R is an odd function such that for all z ∈ R \ {0}, zH(z) > 0 and |H(0)| < ∞. Then, selecting
where Ψ(z, t) is a function satisfying the conditions of Lemma 17 or Lemma 19, the system (4) is weakly predefinedtime stable with weak predefined-time T c .
PROOF. Let V (y) be a Lyapunov function candidate for (3) such that (16) holds. Therefore,V (y) = − ∂V ∂y g(y) ≤ −H(V (y)), ∀y ∈ R n . Hence, the evolution of V (x) is given byV (x) = − 1 Tc ∂V ∂x Ω(x, t)g(x) ≤ − 1 Tc Ψ(V (x), t)H(V (x)), ∀x ∈ R n . Therefore, by Theorem 21, V (x(t)) converges towards the origin in a weak predefined-time T c . Moreover, since V (0) = 0, system (4) will converge towards the origin in a weak predefined-time T c .
In general, Theorem 22 generates weakly predefined-time stable systems. However, a strongly predefined-time stable system is obtained in the autonomous case if (16) becomes an equality. To illustrate this result, let us consider this particular case in the following corollary. Remark 24 Note that the field of the system (4) may be continuous, discontinuous or even singular at the origin depending on the choice of Φ(z) and g(y). A special choice of Φ(z) is shown in Proposition 45 for a particular case of Corollary 23 which always results in systems that are continuous or finite at the origin. Similar results can be obtained for different functions g(y).
Predefined-time stable perturbed systems
In the previous subsection, the analysis has been done for the nominal case. However, if the system is affected by disturbances, the predefined-time property may be lost. In this subsection we provide sufficient conditions for a perturbed system with non-vanishing disturbances to be predefined-time stable.
Theorem 25 (Solution to Problem 13: Predefined-time robust autonomous systems) Assume there exists a Lyapunov function V (y) for system (3) satisfying (16) . Furthermore, let δ(x, t) ≤ κ(x) where κ(x) ∈ R + is a known real function, w T = ∂V ∂x (x), the function g(x) given by (3), and Ω(x, t) = Ψ(V (x), t) with Ψ(z, t) a function satisfying Lemma 17. Then, the systemẋ
is weakly predefined-time stable with weak predefined-time T c .
PROOF. Let V (x) be the Lyapunov function candidate for system (18) . Thus, the evolution of V (x) is given bẏ
Thus, by Theorem 21, the system (18) is weakly predefined-time stable with weak predefined-time T c .
The following shows an example of a class of predefined-time systems for a particular choice of g(x) using the previous result. Then,
PROOF. Note that lim τ →∞ Φ(τ ) = 0 is a necessary condition for Φ(τ ) to satisfy (12) . Therefore, the systeṁ x = −g(x) + T c Φ(t)δ is asymptotically stable. Hence, by Theorem 22, the system (19) is weakly predefined-time stable, with weak predefined-time T c .
On the equivalence between autonomous and non-autonomous predefined-time systems
It is well-known that one method for reaching the origin in appointed-time is to have an autonomous finite-time system whose gain is a function of the initial conditions such that for all x 0 = 0, the settling-time function T (x 0 , t 0 ) = T c . In this section, we provide some results on the equivalence of autonomous and non-autonomous predefined-time systems. In particular, we present the equivalence between a non-autonomous (resp. autonomous) predefined-time system and an autonomous (resp. non-autonomous) finite-time system whose gain is a function of the initial conditions. Proposition 28 (Equivalence between non-autonomous predefined-time systems and autonomous finite-time systems) Let x ∈ R n . The non-autonomous system (4) with Ω(x, t) designed as in (14), has the same time response x(t) as the autonomous systemẋ
is the time response of system (16) with equality.
PROOF. Let the Lyapunov function V (x) for (4). By Lemma 16, dV (x) dτ = H(V (x)), thus V (x(τ )) = ϕ(τ ; V (x 0 )). Hence, since ϕ(τ ; V (x 0 )) is monotonically increasing function its inverse exists and τ (t) = ϕ −1 (V (x); V (x 0 )). Thus, (4) can be written as (20) .
Proposition 29 (Equivalence between autonomous predefined-time systems and non-autonomous systems) Let
x ∈ R n . The autonomous system (4) with Ω(x, t) designed as in (17) has the same time response x(t) as the non-autonomous systemẋ
for t ∈ [t 0 , T c + t 0 ) and x(t 0 ) = x 0 , where G(z) is defined as in Proposition 49.
PROOF. Let the Lyapunov function V (x) for (4). By Lemma 16, (4) leads to (21) .
Examples of predefined-time stable systems
In this section, we describe some autonomous and non-autonomous strongly predefined-time stable systems which are designed using the proposed approach.
Examples of autonomous predefined-time stable systems
In this subsection, we provide some examples on finding autonomous predefined-time stable systems. According to Lemma 17, Ψ(x, t) is a function of Φ(·) and H(·). Nevertheless, as mentioned in Theorem 22, H(·) is associated to (3) . Hence, in this subsection, we will focus on providing examples of Φ(·) satisfying (12) , which will be used in Corollary 31 to obtain strongly predefined-time stable systems according to Theorem 22.
Proposition 30 (Examples of Φ(z) for autonomous predefined-time stable systems) Let h(z) be a K ∞ function. Then, the following functions Φ(z) satisfy (12):
, α, β, p, q, k > 0, kp < 1, and kq > 1. with 0 < p ≤ 1. (exp(2z)−1) 1/2 respectivelly.
In the following examples, we present some strongly predefined-time stable systems derived from the Φ(·) introduced in Proposition 30. For simplicity, g(x) = x for these systems. However, recall that, as stated in Lemma 14, such Φ(·) can be combined with any g(x) having a Lyapunov function for (3), satisfying (16) , to obtain a predefined-time stable system.
Corollary 31 (Examples of autonomous predefined-time stable systems) Let
Then with x ∈ R n , the following systems are strongly predefined-time stable with strong predefined-time T c :
where γ is given in Proposition 30 and α, β, p, q, k > 0, kp < 1, kq > 1.
where 0 < p ≤ 1.
where 0 < p ≤ 1 and σ ∈ R.
where 0 < p ≤ 1. Remark 32 System (25) with h(z) = z reduces to the well known fixed-time stable system proposed in [1] . Since T c is a parameter of the system, it can be set a priori to obtain a desirable least upper bound of the settling time. This feature is a significant contribution because, as illustrated in [20, 33] , the upper estimate of the settling time provided in [1] is conservative. In (26), we show that the predefined-time stable system, analyzed in [17] , is found using the proposed method with h(z) = z. Thus, one can highlight that the algorithms in (25) and (26) are subsumed in our approach.
Remark 33 System (25) with h(z) = z is known to be an homogeneous in the bi-limit vector field [2] . However, this property is not a necessary condition for fixed-time stability, as it can be verified by some of the examples provided in Corollary 31. 
is obtained from (25) with h(z) = log(1 + z). Moreover, the systemṡ
are obtained from (27) and (28), respectively with h(z) = z and p = 1. Simulations of these examples for different x 0 are presented in Figure 1 .
Examples of non-autonomous predefined-time stable systems
In the following, we provide some examples of non-autonomous predefined-time stable systems. We focus on designing appropriate functions Ψ(z, t) (mainly using Proposition 46 and Proposition 48) satisfying the condition of Lemma 19. As stated in Lemma 19, in combination of linear systems result in appointed-time stable systems and in combination of finite-time stable systems will provide predefined-time stable systems.
Proposition 35 (Time-base generator) The function
where α ≥ 0 and η(z) is a K 1 Tc function, satisfies the condition of Lemma 19. (1−η(z)) α+1 η (z) > 0. Moreover, for α = 0, it follows that lim α→0 + 1
. Therefore, h(z) is a K ∞ Tc and Proposition 46 can be used for α ≥ 0. Hence, by choosing Φ(z) as in Proposition 46 and using the fact that τ (t) = h(t − t 0 ) as result of Proposition 48, it results in Ψ(z, t)
Remark 36 Notice that, with α = 0, Ψ(z, t) in Proposition 35 reduces to the class of TBG proposed in [18] . A particular TBG, was used in [19] for the design of appointed-time stabilizing controllers with robustness analysis. Another time-varying gain also subsumed in Proposition 35, which is not a TBG was presented in [22] .
In the following proposition, we show how to design a novel non-autonomous predefined-time stable system by applying Proposition 47 to obtain a Ψ(z, t) satisfying the condition of Lemma 19.
Proposition 37 (Trigonometric non-autonomous predefined-time system) Let w(z) = tan πz 2Tc . Then, the function Ψ(z, t) = η (w(t − t 0 )) PROOF. It can be verified that Φ(z) = 2 π 1 z 2 +1 satisfies (12) . Let, h(z) = η −1 (z) be a K ∞ function. Therefore, by Proposition 47 it follows that Φ h (z) = 2 π 1 h(z) 2 +1 dh dz satisfies (12) . Furthermore, using u = h(τ ) then
. Therefore
In Proposition 32, we obtain a Ψ(z, t) from the Φ(z) given in (22) and associated to the non-autonomous system (25) proposed in [1] . This time-varying gain can be used to find novel classes of non-autonomous appointed-time and predefined-time stable systems.
Proposition 38 (Polyakov's-like non-autonomous system) Let
where where γ if given in Proposition 30, α, β, p, q, k > 0, kp < 1, kq > 1, and ; m p , m q which satisfies lim τ →∞ t(τ ) = T c . Therefore, τ (t) = η(P (t − t 0 )) and substituting this in Φ h (τ (t)) completes the proof.
Proposition 39 (Gaussian non-autonomous system) Let
Tc where η(z) is a K ∞ function. Then, (32) satisfies the condition of Lemma 19.
PROOF.
Let h(z) = η −1 (z) be a K ∞ function. Moreover, it can be verified that Φ(τ ) = which satisfies lim τ →∞ t(τ ) − t 0 = T c .
Tc and substituting this in Φ h (τ (t)) completes the proof. Corollary 40 (Examples of non-autonomous predefined-time systems) The following systems are appointed-time stable:
where γ is given in Proposition 30, α, β, p, q, k > 0, kp < 1, kq > 1, and P (z) is given in (33) .
where, η(z) is a K ∞ function.
PROOF. The proof follows from Lemma 19, item (1) .
Example 41 Corollary 40 shows that existing and new classes of non-autonomous appointed-time systems can be generated using the proposed method. As particular examples, notice that taking η(z) = z/T c and α = 0 in (34) results in the time-varying gain
From Proposition 28, it follows thatẋ = Other time-varying gains, which are not a TBG are obtained from Propositions 37-39 by taking η(z) = z, which yields to and
It follows from Lemma 19, that taking g(x) = x leads to system (4) being appointed-time stable, whereas taking g(x) = x + sign(x) leads to system (4) being strongly predefined-time stable, with strong predefined-time T c . Thus, for finite initial conditions, the origin is reached before the singularity in Ψ(z, t) occurs. Simulations for different Ψ(z, t) and x 0 are presented in Figure 2 .
Remark 42 Notice that, system (35) has solution for all t > T c + t 0 . Nevertheless, some predefined-time stable non-autonomous systems may have no solution for t > T c + t 0 as, for example, system (37). In this last case, a piece-wise vector field can be defined to overcome this drawback. Thus, the let new vector field defined as in the original system for t ≤ T c + t 0 and being zero for t > T c + t 0 . Hence, the new system will presesent predefined time stability, and it is such that its solution exists for all t.
Examples of robust predefined-time stable systems
Example 43 An illustrative simulation of robust autonomous and non-autonomous systems is provided in Figure 3 , for the perturbed autonomous systeṁ
where δ ∈ R, satisfying |δ(x, t)| ≤ κ(x), with κ(x) = 1 obtained from (31) and Corolary 26, and of the perturbed non-autonomous system (19) with Ψ(z, t) defined in (37).
Conclusions and future work
In this paper, we proposed a methodology for designing new classes of predefined-time stable systems, both autonomous and non-autonomous. Mainly, we show how to find a predefined-time system from a nonlinear asymptotically stable one. The proposed approach is derived using time-scale transformation in combination with Lyapunov analysis. The proposed differential Lyapunov inequality allows to derive conditions for a perturbed system, autonomous and non-autonomous, to be predefined-time stable.
To show the effectiveness of our approach, we show how to derive existing and novel autonomous and non-autonomous predefined-time stable systems. Moreover, we transformed a well-known fixed-time stable system with conservative settling time estimate into a strongly predefined-time stable one. Thus, our method improves the design in fixed-time applications and allows to generate novel approaches. As future work, we consider the extension of these results to derive predefined-time differentiators and control methods to stabilize a chain of integrators on a predefined-time.
A Some results on designing Φ(z) for predefined-time stable systems
As mentioned in Remark 18, any known continuous PDF can be used to construct a predefined-time stable system. This is formalized in Proposition 44 and Proposition 45. The former shows how to derive a Φ(·) satisfying (12) from a known PDF ; the latter shows how to obtain continuous vector fields.
Proposition 44 Let F (z) be an univariate continuous PDF such that where m ≥ 0, satisfy (12) . Furthermore, if g(x) = x, by using Corolary 23, system (4) is continuous for m < 1/2 and finite for m = 1/2. 2mF ( x 2m ) ≤ β x 2m for all x ∈ [0, ], where β = min 0≤z≤ F (z 2m ). Hence, system (4) is continuous for m < 1/2 and finite for m = 1/2 which completes the proof.
The following results depicts some methodologies for generating new PDF's. Proposition 47 Let h(z) be a K ∞ function and let Φ(z) a function satisfying (12) . Then, the function Φ h (z) = Φ(h(z))h (z) satisfies (12).
PROOF. Using ξ = h(z), it follows 
B Some auxiliary results
Proposition 48 Let Ψ(z, t) be given by (14) with h(z) a K ∞ Tc function and Φ(z) chosen as in Proposition 46 with a = T c . Therefore, τ (t) = h(t − t 0 ).
PROOF. From Proposition 46 and from Lemma 16 it follows dτ dt = 1
Tc 1 Φ(τ (t)) = 1 Tc 1 Φ(h(t−t0)) = dh dt . Taking into account that τ (t 0 ) = h(0) = 0 then it follows that τ (t) = h(t − t 0 ).
Proposition 49 Let Φ(z) be a finite function in the interval (0, ∞) that satisfies (12) and Φ(z) > 0. Then, there exists a diffeomorphism G : (0, ∞) → (0, ∞) that satisfies:
PROOF. Since Φ(z) is finite in the interval (0, ∞) and satisfies (12) , therefore the function G(z) = z 0 Φ(ξ)dξ is a continuous differentiable function satisfying (B.1). Furthermore, since Φ(z) > 0, then G(z) is a monotonically increasing function, thus invertible. Hence, G(z) is a diffeomorphism on (0, ∞), which completes the proof.
