ABSTRACT: Semiclassical methods to simulate both steady 9 and time-resolved photoelectron spectra are presented. These 
INTRODUCTION
23 To provide results directly comparable to experimental data is a 24 major goal in computational theoretical chemistry. This goal 25 represents a special challenge with the natural trend of dealing 26 with always larger and more complex molecular systems. 27 Whenever nonlocal quantum effects can be neglected, resorting 28 to semiclassical simulations turns out to be a good option, as it 29 allows closely emulating experimental techniques at relatively 30 modest computational costs compared to full quantum 31 simulations. 32 In the last years, within the development of the NEWTON 
161
From a semiclassical standpoint, the probability of 162 occurrence of such a process is proportional to the cross 163 section per unit of electron kinetic energy: (1) 165 where ρ Im is the probability distribution of nuclear coordinates In the particular case when the system is prepared before the 192 ionization in the electronic and vibrational ground states I = 0 193 and m = 0, it is fair to assume that the harmonic approximation 194 is valid. Under these conditions, it is more natural, 4 as well as 195 numerically efficient, to perform the sampling of the nuclear 196 200 Here, ω i is the angular frequency associated with the ith normal 201 mode with reduced mass μ i . N d is the number of normal modes 202 in the system. Once N p nuclear geometries q l are generated 203 photoelectron spectrum is then given by
[ , ( should be replaced by a normalized rectangular function 245 allowing for contribution in the whole domain: 
In the remaining paper, when using sharp w s functions, we 252 will refer to it as the peaked vibrational background (PVB) 253 model; when using rectangular w r functions, we will refer to it 254 as the constant vibrational background (CVB) model. 255 2.2.1. Nuclear Ensemble Approach for Time-Resolved 256 Spectra. Either with eq 7 or with eq 9, the integral over R is 257 solved by a Monte Carlo procedure, leading to
[ ,
259 where a set of N p nuclear geometries R l are generated according 260 to the ρ I τ distribution.
261
In practical terms, the nuclear ensemble ρ I τ (R) at time t = τ is 262 built by first running a conventional surface hopping 263 simulation, 54 and then collecting geometries R within a time 264 window τ ≤ t < τ + Δτ after the photoexcitation. For each R, 265 σ IF is computed for E k,IF max in the case of eq 7 or for n li values of E k 266 regularly spaced between zero and E 2 − ΔV IF in the case of eq 267 9. For evaluation of Γ, we search this grid for the values 268 immediately inferior (E k n−1 ) and superior (E k n ) to E k , and 269 compute Γ with the linearly interpolated cross section 
277 where ε 0 is the vacuum permittivity and c is the speed of light. 278 The quantity D IF k n (R) denotes the photoelectron transition 279 dipole matrix element as a function of the nuclear coordinates 280 R, formally defined as
282 where Φ I (r;R) and Φ F k (r;R) are the corresponding electronic 283 wave functions before and after the ionization. Note that Φ F k 284 also describes the ejected electron with wavevector k. The 285 remaining terms in eq 13 are the electric dipole operator μ and 286 the unit vector êin the direction of the electric field of the laser. 287 Integration in eq 13 is over the electronic coordinates r. 288 Naturally, eq 12 implies that we are assuming a weak radiation 289 intensity regime where the perturbative approach holds. 290 Usually, the transition dipole matrix is computed within the 291 Condon approximation at the nuclear equilibrium geometry R 0 . 292 The nuclear ensemble, however, is intrinsically a post-Condon 293 approach, as the transition moments are by construction 294 
The factor 1 / 3 stems from the isotropic averaging, while g I 331 accounts for spin and orbital degeneracies of state I. Replacing 332 eq 19 into eq 12 renders 
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In the remaining text, when using eq 20 to simulate the 344 spectrum, we will refer to it as the cross section approach, and 345 when using eq 21, it will be called the DO norm approach. 346 2.4. Dyson Orbitals. The DO associated with a particular I 347 → F transition (eq 16) is a single electron wave function 348 containing information on where the ejected electron was 349 removed from. According to our previous developments, once 350 the DOs are known, the cross sections can be evaluated, and 351 the photoelectron spectrum can be fully computed. In the 352 Supporting Information (SI-1), we provide a detailed 353 discussion on how to compute DOs. Here, we will outline 354 only a few key aspects. 355 As shown in the SI, eq 16 can be rewritten as a linear 356 combination of spin−orbitals χ q as 
362 are computed in terms of Slater determinant overlaps ⟨Ψ̃m|ψ n j ⟩ 363 and configuration interaction (CI) coefficients c n and c̃m 364 defining the electronic wave functions of the N and N-1 365 electron systems, respectively. To reduce computational costs, 366 d nj q terms with expansion coefficient c n or c̃m smaller than an 367 arbitrarily small value ε cis can be neglected. In all results 368 discussed here, we have adopted ε cis = 0.01.
369
Using eq 22, the DO norm can be easily computed as
(25) 371 which, in general, is not equal to 1. In fact, ∥ψ IF d ∥ may range 372 from 0 to 1 and, as can be inferred from eq 21, it is a measure of 373 the photoelectron ejection probability. 60 The closer is the norm 374 to 0 (1), the less (more) probable is the ionization.
375
While, the Slater determinant overlaps required in eq 24 can 376 be readily computed in terms of the overlap matrix between 377 atomic orbitals S uv = ⟨ϕ u |ϕ v ⟩, a standard output when 378 computing the electronic states, the CI coefficients in the 379 framework of linear-response TDDFT requires some additional 380 discussion, which is done in the next section. 381 2.4.1. Dyson Orbitals with TDDFT. The theory presented so 382 far in this section to compute the DOs is general and can in 383 principle be applied for any method used to solve the electronic 384 problem. The only condition is the representation of the 385 electronic wave functions as a linear combination of Slater 386 determinants. Within the frame of Hartree−Fock based 387 methods, that introduces no problem as it is a common 388 assumption of the methodology. Therefore, the expansion 389 coefficients c n and cm are directly computed. In the case of 390 TDDFT, approximated wave functions in the CI form should 391 be built. The simulated PE spectra obtained by both approaches, cross 
TIME-RESOLVED PE SPECTRA OF IMIDAZOLE
551
As in the steady case, the calculation of the time-resolved PE 552 spectrum at a given E k can also be pictured in three main steps: 567 configurations and conjugate momenta were generated and 568 projected onto the adiabatic electronic states to compute the f5 569 absorption spectrum shown in Figure 5 . 570 In the experimental setup, 15 a pump laser of energy E 1 = 6.18 571 eV (200.8 nm) was used to directly excite imidazole from the 572 electronic ground state into the 1 ππ* state. From the 573 computational side, using TDDFT at CAM-B3LYP/aug-cc-574 pVDZ level, we found out that the simulated absorption 575 spectrum is blue-shifted by 0.2 eV compared to the 576 experimental spectrum 43 ( Figure 5 ). Therefore, to excite the 577 1 ππ* state of imidazole in the same region as done in the 578 experiments, an energy E 1 = 6.4 eV is necessary in the 579 computational modeling. This value was used in the 580 simulations.
581
To initiate the dynamics, 500 phase-space points sampled for 582 the absorption spectrum were screened to select those with 583 excitation energy E I − E 0 within the narrow energy interval E 1 584 ± 0.1 eV, and resampled using their corresponding oscillator 585 strength as transition probability. 4 A set of 100 points matching 586 these energy-window and oscillator-strength criteria was 587 selected to be used as initial conditions for trajectories.
588
The number of initial conditions per adiabatic electronic t3 589 state is shown in Table 3 . This distribution reflects the 590 geometric distortions in the sampling. Although the vertical 591 excitation into the bright ππ* state is S 3 for the equilibrium 592 geometry, Table 3 shows that, depending on the geometry, this 593 state may shift as down as S 2 and as high as S 6 .
594
The electronic energies, energy gradients, and nonadiabatic 595 coupling terms were computed "on-the-fly" within the frame of 596 the TDDFT at CAM-B3LYP/aug-cc-pVDZ level. Excited 597 electronic states up to S 8 were included in the dynamics. 598 Each trajectory was propagated for a maximum of t = 500 fs, 599 with an integration step of 0.5 fs for classical equations and 600 0.025 fs for quantum equations. for the lowest I → F transitions are shown in Table 4 . As can be 
Transition dipoles were computed with Coulomb partial waves 666 (l max = 6) between the current neutral state at a certain time Figure 5 . Simulated and experimental 43 absorption spectrum of imidazole in the gas phase. The intensity of the experimental spectrum was normalized to match the simulated one. 
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669
It is clear from Figure 7 -top that the spectrum computed 670 with the PVB model poorly compares to the experimental 671 result. The simulation has several peaks at the resonant points 672 defined by E b = E 1 + E 2 − E k,IF max = E 1 + ΔV IF , with the main 673 contribution coming from ionization of S 2 and S 3 into D 0 . The 674 experimental spectrum, on its turn, is much broader and it 675 peaks at much larger binding energies than predicted by the 676 simulation.
677
The large binding energy in the experimental data shown in 678 Figure 7 -top implies that electrons are being ejected with low 679 kinetic energies, which has been attributed by Humeniuk et 680 al. 13 to a rearrangement of the nuclear wavepacket due to its 681 interaction with the probe pulse. This also means that the 682 hypothesis underlying the PVB model, that is, that electrons are 683 ejected at the maximum kinetic energy, does not hold in the 684 present case and simulations based on the CVB model may be 685 more adequate. In Figure 7 -bottom, we show the spectrum 686 simulated with this model, as given by eq 9, for times smaller 687 than 25 fs. As before, transition dipoles were computed with 688 Coulomb partial waves (l max = 6) between the current neutral 
