State-space models are a very general class of time series capable of modeling-dependent observations in a natural and interpretable way. We consider here the case where the latent process is modeled by a Markov chain taking its values in a continuous space and the observation at each point admits a distribution dependent of both the current state of the Markov chain and the past observation. In this context, under given regularity assumptions, we establish that (1) the filter, and its derivatives with respect to some parameters in the model, have exponential forgetting properties and (2) the extended Markov chain, whose components are the latent process, the observation sequence, the filter and its derivatives is geometrically ergodic. The regularity assumptions are typically satisfied when the latent process takes values in a compact space. r
Introduction
State-space models are widely used in many scientific fields. We consider here the case where the latent process is modeled by a Markov chain taking its values in a continuous space and the observation at each point admits a distribution dependent of both the current state of the Markov chain and the past observation. In this context, under given regularity assumptions, we establish that (1) the filter, and its derivatives with respect to some parameters in the model, have exponential forgetting properties and (2) the extended Markov chain, whose components are the latent process, the observation sequence, the filter and its derivatives is geometrically ergodic. The regularity assumptions are typically satisfied when the latent process takes values in a compact space. This extends the results of LeGland and Mevel [8] and Douc and Matias [5] .
Related problems have already been recently addressed in the literature (see the references) as these results have direct applications for misspecified models, identification, etc. Exponential forgetting properties of the filter have been established in [1, 2, 4, 9] . Using the Hilbert metric approach pioneered in [2, 9] , we establish here exponential forgetting properties for the filter and its derivatives for a class of models more general than those presented in the literature. We also establish geometric ergodicity of the extended chain. In the case of finite Hidden Markov models, this has been initiated by LeGland and Mevel [8] and generalized to a larger class of continuous state-space models in [5] . Simplifying the techniques introduced in [8] , we obtain results for a class of continuous state-space models which encompasses the one addressed in [5] ; in particular strong differentiability assumptions for the Markov transition kernel and the likelihood are lifted and the likelihood does not have to be compactly supported.
The paper is organized as follows. In Section 2, the state-space model analyzed in this paper is defined. The optimal filter and its derivatives are also defined in this section. In Section 3, the results on the exponential forgetting of the filter and its derivatives are presented. The results on the geometric ergodicity of the extended Markov chain whose components are the latent process, the observation sequence, the filter and its derivatives are given in Section 4. The differentiability of the optimal filter is the subject of Section 5. Proofs of the results presented in Sections 3-5 are provided in Sections 6 and 7. In [12] , the obtained general results are applied to the stability analysis of the optimal filter for non-linear AR processes with Markov switching and its derivatives.
System and the optimal filter
Let Y be an open subset of R, while ðO; FÞ is a measurable space. Let fX n g nX0 and fY n g nX0 be R p and R q -valued stochastic processes defined on ðO; FÞ, while lðÁÞ is a non-negative measure on ðR q ; B q Þ. For each y 2 Y, there exist a probability P y : F ! ½0; 1, a transition probability kernel P y : R p Â B p ! ½0; 1 and a Borelmeasurable function q y : R p Â R q Â R q ! ½0; 1Þ such that R q y ðx; y; y 0 Þlðdy 0 Þ ¼ 1 for all x 2 R p , y 2 R q , and fX n g nX0 , fY n g nX0 admit the following relations on ðO; F; P y Þ for all B x 2 B p , B y 2 B q , nX0:
P y ðX nþ1 2 B x jX n ; Y n Þ ¼ P y ðX n ; B x Þ w:p:1,
P y ðY nþ1 2 B y jX nþ1 ; Y n Þ ¼ Z B y q y ðX nþ1 ; Y n ; yÞlðdyÞ w:p:1, 
nX0. It is straightforward to verify that for nX1, F n y ðm; Y n Þ is the optimal filter for estimating X n given Y 0 ; . . . ; Y n in the probability space ðO; F; P y Þ. Under additional conditions establishing a relationship between R y ðÁ; ÁÞ andR y ðÁ; ÁÞ (see Section 5), for each nX1,F n y ðm;m; Y n Þ is a derivative of F n y ðm; Y n Þ with respect to the parameter y.
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Exponential forgetting
The problem of the exponential forgetting of fF Assumption (A3.1) corresponds to the stability of the kernel R y ðÁ; ÁÞ which itself is tightly related to the stability of the transition probability kernel P y ðÁ; ÁÞ. Assumptions of this kind have been introduced in [4] and latter used in [9] . Assumption (A3.1) is satisfied if for all y 2 Y, there exist a constant y 2 ð0; 1Þ and a measure n y 2 M p such that y n y ðBÞpP y ðx; BÞp À1 y n y ðBÞ
for all x 2 R p , B 2 B p . On the other hand, (7) holds if (1) for all y 2 Y, P y ðÁ; ÁÞ has a density p y ðÁ; ÁÞ with respect to a reference measure k 2 M p , and (2) for all y 2 Y, there exists a set X y 2 B p such that R 
Proofs of Theorems 3.1 and 3.2 are provided in Section 6. In [9] , the exponential forgetting of fF n y ðm; y n Þg nX0 has been considered, and the same results as those in Theorem 3.1 have been obtained (Theorem 3.1 has been included in the paper for the sake of completeness, since it is a crucial prerequisite for Theorem 3.2 and the results presented in the next section). The exponential forgetting of fF n y ðm;m; y n Þg nX0 has been studied in [1, 5, 8] . Compared with the results of [1, 5, 8] spaces, while the results of [5, 8] are fairly restrictive for cases where the likelihood probability density functions q y ðx; y; ÁÞ are not compactly supported. Instead of À1 y ðÁ; ÁÞ, the upper bound of the left-hand side of (8) obtained in [5, 8] 
Geometric ergodicity
Let P : F ! ½0; 1 be a probability measure on ðO; FÞ. Moreover, let P : R p Â B p ! ½0; 1 be a transition probability kernel, while q : 
The process fðX n ; Y n Þg nX0 distributed on ðO; F; PÞ (and characterized by the transition probability kernel PðÁ; ÁÞ and likelihood probability density function qðÁ; Á; ÁÞ) can be interpreted as a true system, while for y 2 Y, the processes fðX n ; Y n Þg nX0 distributed on ðO; F; P y Þ (and characterized by the transition probability kernel P y ðÁ; ÁÞ and likelihood probability density function q y ðÁ; Á; ÁÞ) can be considered as a parameterized (candidate) model of the true system. In the context of the system identification, the aim is to determine y 2 Y such that fðX n ; Y n Þg nX0 distributed on ðO; F; P y Þ approximates best fðX n ; Y n Þg nX0 distributed on ðO; F; PÞ.
The problem of the geometric ergodicity of fðX n ; Y n ; m y n Þg nX0 and fðX n ; Y n ; m y n ;m y n Þg nX0 is considered in this section. The problem is analyzed under the following assumptions: for all x 2 R p , y 2 R q , nX1, and any Borel-measurable function f : R p Â R q ! R satisfying 0pf ðx; yÞpfðx; yÞ for all x 2 R p , y 2 R q .
Assumption (A4.1) corresponds to the stability of the kernel R y ðÁ; ÁÞ and is a special case of (A3.1). It is satisfied if (7) holds. Assumption (A4.2) is related to the stability of the system fðX n ; Y n Þg nX0 . It requires the Markov chain fðX n ; Y n Þg nX0 to be uniformly ergodic (for more details on this type of geometric ergodicity see [10, Chapter14] ). It is satisfied if the system is a hidden Markov model with geometrically ergodic hidden process. Another situation where (A4.2) is satisfied is provided in [12] .
Let
The main results on the geometric ergodicity of fðX n ; Y n ; m y n Þg nX0 and fðX n ; Y n ; m y n ;m y n Þg nX0 are contained in the next two theorems. 
j f ðx; y; mÞ À f ðx; y;
Then, there exist constants K y 2 ½1; 1Þ, r y 2 ð0; 1Þ (depending on y ; C; r; sf only) such that 
Suppose that there exist constants a; b 2 ð1; 1Þ, g 2 ½0; 1Þ,K y 2 ½1; 1Þ such that a À1 þ b À1 ¼ 1 and for all x 2 R p , y 2 R q , then there exist constants f y 2 R, L y 2 ½1; 1Þ (depending on y ;K y ;L y ; C; r; sf; g only) such that
Proofs of Theorems 4.1 and 4.2 are provided in Section 7.
In [6] , the geometric ergodicity of fðX n ; Y n ; m y n Þg nX0 has been considered and similar results as in Theorem 4.1 have been obtained. However, the results of [6] have been proved using arguments which are completely different from and less transparent than those used in the proof of Theorem 4.1. The geometric ergodicity of fðX n ; Y n ; m y n ;m y n Þg nX0 has been studied in [5, 8] . Compared with the results of [5, 8] , Theorem 4.2 seems to be considerably more general. In [5, 8] , the geometric ergodicity of fðX n ; Y n ; m y n ;m y n Þg nX0 has been demonstrated under conditions which are fairly restrictive for cases where the likelihood probability density functions q y ðx; y; ÁÞ are not compactly supported. The assumptions adopted in [5, 8] (9)). However, it can easily be shown that (20) does not hold if q y ðx; y; ÁÞ are Gaussian probability density functions. On the other hand, Theorem 4.2 cover a fairly broad class of hidden Markov models and non-linear AR models with Markov switching (see [12] ) and allow the likelihood probability density functions q y ðx; y; ÁÞ to be Gaussian.
Filter derivatives
The problems of the weak differentiability of fF n y ðm y ; y n Þg nX0 with respect to y and determining the corresponding derivatives are considered in this section (see e.g. [11] for details on weak differentiability and weak derivatives). Let Remark. Assumption (A5.1) implies that for all y; y 0 2 R q , R y ðy; y 0 Þ is weakly differentiable with respect to y andR y ðy; y 0 Þ is its weak derivative. Similarly, (A5.2) implies that m y is weakly differentiable with respect to y andm y is its weak derivative.
The main results on the weak differentiability of fF n y ðm y ; y n Þg nX0 are contained in the next two theorems. 
on L c for all y 2 Y, nX0, and any bounded Borel-measurable function f : R p ! R.
Proofs of Theorems 5.1 and 5.2 are rather straightforward so are not included here. There are provided in [12] .
The results of Theorems 5.1 and 5.2 provide a general, but still simple way to check if fF n y ðm y ; Y n Þg nX0 are weakly differentiable and to calculate the corresponding derivatives. To the best of our knowledge, the weak differentiability of fF n y ðm y ; Y n Þg nX0 has not been studied in the literature on optimal filtering. 
Inequality (23) is proved in [2] , while inequalities (24) and (25) are proved in [9] . ; y n Þ, n ¼ y ðy nÀ1 ; y n Þ, t n ¼ t y ðy nÀ1 ; y n Þ for nX1. Then, in order to prove the lemma's assertion, it is sufficient to show that for nX1,
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It can easily be deduced from Lemma 6.1 that for nX0, 
for B 2 B p , 0pion (in order to get (26), notice that m n ¼ F nÀi y ðm i ; y n i Þ for 0pipn, and apply Lemma 6.3), and
F y ðm n ;m n ; y n ; y nþ1 ÞI B ¼ X n i¼0 ðm n U nþ1 IÞ À1 ðl i;n U nþ1 À ðl i;n U nþ1 IÞm nþ1 ÞI B þñ nþ1 I B
for all B 2 B p , nX1. Therefore, 
Since Àm À V 1;n IpmV 1;n Ipm þ V 1;n I for nX1, (32) implies n y ðm;m; y n Þ for nX0. Furthermore, t n ¼ t y ðy nÀ1 ; y n Þ for nX1, and V iþ1;n ¼ R nÀi y ðy n i Þ for 1pipn. Then, in order to prove the lemma's assertion, it is sufficient to show that for nX1,
It is straightforward to verify that for all B 2 B p , nX1,
while Theorem 3.1 and Lemma 6.5 imply
for nX1. Due to (33)-(35),
for all B 2 B p , nX1, while (36), (37) and (39) yield
for nX1. Since 
This completes the proof. & 
while Theorem 3.1 and Lemmas 6.5, 6.6 imply (47) and (51) imply ; y n Þ, n ¼ y ðy nÀ1 ; y n Þ, n ¼ y ðy nÀ1 ; y n Þ, t n ¼ t y ðy nÀ1 ; y n Þ, n n ¼ n y ðy nÀ1 ; y n Þ, U n ¼ R y ðy nÀ1 ; y n Þ,Ũ n ¼R y ðy nÀ1 ; y n Þ for nX1. Then, in order to prove the lemma's assertion, it is sufficient to show that for nX1,
It is straightforward to verify that for all B 2 B p , nX1, On the other hand, it can easily be deduced from Theorem 3.1 and Lemmas 6.2, 6.5 that for nX1,
minfm nÀ1 U n I; m 0 nÀ1 U n IgX n ðn n IÞ,
Due to (52) and (53), (52) and (55)- (58) imply km n kpðm nÀ1 U n IÞ À1 ðkm nÀ1Ũ n k þ jm nÀ1Ũ n Ijkm n kÞp2
for nX1, while (54) and (59) yield 
Z Z ðf
n;0 y ðm; x n ; y n ; . . . ; y 1 ; yÞ À f n;1 y ðn; x n ; y n ; . . . ; y 1 ÞÞ Â Sðx nÀ1 ; y nÀ1 ; dx n ; dy n Þ Á Á Á Sðx 1 ; y 1 ; dx 2 ; dy 2 ÞSðx; y; dx 1 ; dy 1 Þ À Z Á Á Á Z Z ðf n;0 y ðm 0 ; x n ; y n ; . . . ; y 1 ; yÞ À f n;1 y ðn; x n ; y n ; . . . ; y 1 ÞÞ Â Sðx nÀ1 ; y nÀ1 ; dx n ; dy n Þ Á Á Á Sðx 1 ; y 1 ; dx 2 ; dy 2 ÞSðx 0 ; y 0 ; dx 1 ;
n;i y ðn; x n ; y n ; . . . ; y i Þ À f n;iþ1 y ðn; x n ; y n ; . . . ; y iþ1 ÞÞ Â Sðx nÀ1 ; y nÀ1 ; dx n ; dy n Þ Á Á Á Sðx i ; y i ; dx iþ1 ; dy iþ1 ÞðS
n;n y ðn; x n ; y n ÞðS n À sÞðx; y; dx n ; dy n Þ À Z Z f n;n y ðn; x n ; y n ÞðS n À sÞðx 0 ; y 0 ; dx n ; dy n Þ. ð67Þ
On the other hand, it can easily be deduced from Theorem 3.1 and (A4. y ðm; x n ; y n ; . . . ; y 1 ; yÞ À f n;1 y ðn; x n ; y n ; . . . ; y 1 ÞÞ Â Sðx nÀ1 ; y nÀ1 ; dx n ; dy n Þ Á Á Á Sðx 1 ; y 1 ; dx 2 ; dy 2 ÞSðx; y; dx 1 ; dy 1 Þ pM y t n y Z fðx n ; y n ÞS n ðx; y; dx n ; dy n ÞpM y ðC þ sfÞt n y fðx; yÞ pN y t n y fðx; yÞ; nX1, ð69Þ Z f n;n y ðn; x n ; y n ÞðS n À sÞðx; y; dx n ; dy n Þ p Z fðx n ; y n ÞjS n À sjðx; y; dx n ; dy n Þp2Cr n fðx; yÞpN y r n fðx; yÞ ð 70Þ
for all x 2 R p , y 2 R q , m 2 M p 0 , nX1, and Z Á Á Á Z Z ðf n;i y ðm; x n ; y n ; . . . ; y i Þ À f n;iþ1 y ðn; x n ; y n ; . . . ; y iþ1 ÞÞ Â Sðx nÀ1 ; y nÀ1 ; dx n ; dy n Þ Á Á Á Sðx i ; y i ; dx iþ1 ; dy iþ1 ÞðS i À sÞðx; y; dx i ; dy i Þ 
n;0 y ðm;m; x n ; y n ; . . . ; y 1 ; yÞ À f n;1 y ðn;ñ; x n ; y n ; . . . ; y 1 ÞÞ Â Sðx nÀ1 ; y nÀ1 ; dx n ; dy n Þ Á Á Á Sðx 1 ; y 1 ; dx 2 ; dy 2 ÞSðx; y; dx 1 ; dy 1 Þ À Z Á Á Á Z Z ðf n;0 y ðm 0 ;m 0 ; x n ; y n ; . . . ; y 1 ; yÞ À f n;1 y ðn;ñ; x n ; y n ; . . . ; y 1 ÞÞ Â Sðx nÀ1 ; y nÀ1 ; dx n ; dy n Þ Á Á Á Sðx 1 ; y 1 ; dx 2 ; dy 2 ÞSðx 0 ; y 0 ; dx 1 ;
n;i y ðn;ñ; x n ; y n ; . . . ; y i Þ À f n;iþ1 y ðn;ñ; x n ; y n ; . . . ; y iþ1 ÞÞ Â Sðx nÀ1 ; y nÀ1 ; dx n ; dy n Þ Á Á Á Sðx i ; y i ; dx iþ1 ; dy iþ1 ÞðS
n;n y ðn;ñ; x n ; y n ÞðS n À sÞðx; y; dx n ; dy n Þ À Z Z f n;n y ðn;ñ; x n ; y n ÞðS n À sÞðx 0 ; y 0 ; dx n ; dy n Þ. ð74Þ
On the other hand, Theorems 3. 
for all x 2 R p , m 2 M p 0 ,m 2M p , 0pion, and any sequence fy k g kX0 from R q . Owing to the Ho¨lder inequality, Lemma 7.1 and (18), Z Z Z f 1=b ðx n ; y n Þ Àðgþ1Þ y ðy j ; y jþ1 Þ Â S nÀjÀ1 ðx jþ1 ; y jþ1 ; dx n ; dy n ÞSðx j ; y j ; dx jþ1 ; dy jþ1 ÞS jÀi ðx; y; dx j ; dy j Þ p Z fðx n ; y n ÞS nÀi ðx; y; dx n ; dy n Þ 1=b Â Z Z Àaðgþ1Þ y ðy j ; y jþ1 ÞSðx j ; y j ; dx jþ1 ; dy jþ1 ÞS jÀi ðx; y; dx j ; dy j Þ 1=a pK 1=a y Z fðx n ; y n ÞS nÀi ðx; y; dx n ; dy n Þ 1=b Z fðx j ; y j ÞS jÀi ðx; y; dx j ; dy j Þ 1=a pK y ðC þ sfÞfðx; yÞ ð 81Þ
for all x 2 R p , y 2 R q , 0pipjon, and Z f 1=b ðx n ; y n ÞjS n À sjðx; y; dx n ; dy n Þp2Cr n fðx; yÞ,
Z f 1=b ðx n ; y n ÞS n ðx; y; dx n ; dy n ÞpðC þ sfÞfðx; yÞ
for all x 2 R p , y 2 R q , nX1. Then, Lemma 7.1 yields Z Z Z Z f 1=b ðx n ; y n Þ for all x 2 R p , y 2 R q , 0pion (set j ¼ i in (81) to get (85)). Due to (80), (79) and (82)-(85), Z Á Á Á Z Z ðf n;0 y ðm;m; x n ; y n ; . . . ; y 1 ; yÞ À f n;1 y ðm;m; x n ; y n ; . . . ; y 1 ÞÞ Â Sðx nÀ1 ; y nÀ1 ; dx n ; dy n Þ Á Á Á Sðx 
Z f n;n y ðn;ñ; x n ; y n ÞðS n À sÞðx; y; dx n ; dy n Þ p Z f 1=b ðx n ; y n ÞjS n À sjðx; y; dx n ; dy n Þ p2Cr n fðx; yÞpN y r n fðx; yÞ ð87Þ
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for all x 2 R p , y 2 R q , m 2 M p 0 ,m 2M p , nX1, and Z Á Á Á Z Z ðf n;i y ðn;ñ; x n ; y n ; . . . ; y i Þ À f n;iþ1 y ðn;ñ; x n ; y n ; . . . ; y iþ1 ÞÞ Â Sðx nÀ1 ; y nÀ1 ; dx n ; dy n Þ Á Á Á 
