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Resumen
El trabajo consiste en el estudio de un modelo de valuación de opciones europeas de
compra, el cual asume que la dinámica del precio del activo ﬁnanciero subyacente está
caracterizada por un proceso de Lévy simétrico. El modelo busca capturar la evidencia
empírica mostrada por los precios de los activos ﬁnancieros. Este modelo es trabajado en
[12], artículo que será seguido de cerca. La particularidad del modelo consiste en incorporar
procesos estocásticos de salto con distribuciones marginales simétricas, lo cual reproduce
de manera más ﬁel la realidad.
En este trabajo, primero se revisa en detalle los principales resultados obtenidos en
[12], más precisamente, se revisa la deﬁnición de medida martingala equivalente natural
en el contexto del modelo. Se estudia la existencia y unicidad de la medida martingala
equivalente natural (MMEN). Luego, se usa esta medida para obtener el precio de la
opción y calcular los parámetros de la distribución simétrica bajo esta medida MMEN y
así obtener una fórmula generalizada tipo Black-Scholes. Además, se realizan aplicaciones
con procesos de Lévy especíﬁcos tales como Varianza Gamma Simétrico, Normal Inverso
Gaussiano Simétrico. Segundo, para extender las aplicaciones proporcionadas en [12], se
propone una aplicación adicional. Así, se elige el proceso de Meixner Simétrico (MS) para
describir la dinámica del activo subyacente y obtener el precio de la opción de compra
europea en el contexto del modelo MS. Finalmente, se realiza simulaciones numéricas del
precio de las opciones europeas bajo los tres modelos estudiados, para luego comparar
dichos precios con el precio obtenido en el modelo clásico de Black-Scholes.
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Introducción
En la actualidad el modelo más usado para valuar opciones en ﬁnanzas es el mode-
lo de Black-Scholes, el cual se obtiene cuando el precio del activo ﬁnanciero es descrito
mediante un proceso Browniano Geométrico y el logaritmo de los retornos del activo se
distribuye como una normal. Sin embargo, existe una extensa literatura tales como los de
[7] y [20] que mediante técnicas empíricas muestran que las distribuciones empíricas de
dichos retornos frecuentemente no son del tipo normal, aunque son simétricas con colas
diferentes a una normal. Diversos trabajos en valuación de opciones han utilizado proce-
sos de Lévy para describir la dinámica del activo subyacente. Así por ejemplo, en [3] y
[8] se propone el uso de procesos de salto puro de actividad inﬁnita para caracterizar el
movimiento del precio del activo ﬁnanciero. Por su parte, en [4] se propone un modelo
de valuación de opciones basado en procesos de difusión de saltos con riesgo de salto
sistemático para mostrar que el desplome de la bolsa de valores de todo el mundo en 1987
fue no predecible. Por otro lado, en [11] se desarrolla un modelo de valuación de opciones
de compra en tiempo discreto basado en distribuciones marginales log-simétricas para
los retornos y muestra que el modelo de Black-Scholes subestima el precio de la opción.
De esta forma, hay una extensa literatura que proponen diferentes modelos para valuar
opciones haciendo diferentes supuestos sobre el proceso de precios del activo subyacente,
sobre el proceso de la tasa de interés y sobre la aleatoriedad en la volatilidad de los retor-
nos. Considerando las evidencias empíricas mostradas en diversos trabajos, asumir una
distribución simétrica para los retornos de los activos ﬁnancieros es más apropiado.
Así, en este trabajo estudiamos un modelo de valuación de opciones europeas de compra
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en tiempo continuo, en el cual se relaja el supuesto de normalidad de los retornos del
activo y se remplaza con un supuesto más general de simetría, pero se mantienen dos de
los supuestos del modelo clásico de Black-Sholes: la independencia y la estacionariedad de
los retornos. Estos supuestos conducen a elegir procesos estocásticos de Lévy simétricos
para describir la dinámica de precios del activo. Más precisamente, el proceso de precios
del activo es dado por {St = S0eYt ; t ≥ 0}, donde {Yt; t ≥ 0} es un proceso de Lévy
simétrico. En este contexto, deﬁnimos un proceso de Lévy simétrico como un proceso que
en cada instante de tiempo tiene una distribución simétrica, es decir, para cada t > 0, la
variable aleatoria Yt es simétrica.
Otro concepto importante con lo que trataremos es el de medida equivalente natural
(MEN). En términos generales, el concepto matemático de cambio de medida es relevante
para la teoría de valuación de opciones. Formalmente, dos medidas P y Q son equiva-
lentes si: P (A) = 1 ⇔ Q(A) = 1, es decir, ambas deﬁnen el mismo conjunto de posibles
escenarios. En el presente trabajo, si Y es un proceso de Lévy simétrico bajo P , deﬁnimos
una medida equivalente Q como natural si, Yt sigue siendo un proceso de Levy simétrico
y la distribución de Yt permanece dentro de la familia de distribuciones simétricas bajo la
nueva medida Q. Adicionalmente, al requerimiento de que Q sea natural, se agrega una
condición adicional, la cual es que el proceso de precios descontados {e−rtSt; t ≥ 0} sea
una martingala bajo la medida Q, en cuyo caso a la medida Q se le denomina medida
martingala equivalente natural (MMEN).
Cabe resaltar que la medida equivalente Q no es única. Matemáticamente, hay muchas
distribuciones equivalentes a la original P . Sin embargo, para el caso de procesos de Levy
con distribuciones simétricas hay una única MMEN. La existencia de una medida mar-
tingala equivalente está relacionado a la ausencia de arbitraje, mientras que la unicidad
de la misma está relacionado a la completitud del mercado. La existencia de una MME
nos permite valuar el precio de una opción de un activo riesgoso, no con respecto a la
medida P , sino con respecto a la medida Q mediante el cálculo de los valores esperados
de los pagos descontados de la opción. En términos económicos, cuando trabajamos bajo
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Q se dice que estamos en un mundo de riesgo-neutral porque en dicho mundo el valor
esperado de los retornos de todo activo riesgoso es igual al retorno libre de riesgo de la
cuenta bancaria ert. Formalmente, se denota:
EQ[St|F0] = ertS0.
En síntesis, los objetivos de este trabajo son:
1) Primero, fundamentar la existencia y la unicidad de una medida equivalente natural
(MEN).
2) Segundo, fundamentar la unicidad de una medida martingala equivalente natural
(MMEN).
3) Tercero, fundamentar el modelo propuesto en [12] para valuar opciones europeas de
compra.
4) Finalmente, replicar las aplicaciones del enfoque teórico desarrollado en [12], pre-
sentar una aplicación adicional usando el proceso de Meixner Simétrico y luego
comparar el precio de la opción europea de compra obtenido mediante este modelo
con el modelo clásico de Black-Scholes.
La organización de este trabajo es la siguiente.
En el capítulo 1, se presentan algunas deﬁniciones y resultados clásicos sobre procesos
de Lévy y se estudian algunos resultados principales de transformación de medida para
procesos de Lévy que nos permitirán encontrar la medida equivalente bajo la cual el
proceso de Lévy continua preservando las características de un proceso de Lévy. De esta
forma, sentaremos las bases para la búsqueda formal de la MEN.
En el capítulo 2 se caracteriza un proceso de Lévy simétrico y se realiza la prue-
ba de existencia y unicidad de la MEN. La prueba de existencia se divide en dos casos
interesantes. Primero, si el proceso tiene un componente gaussiano, entonces es posible
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obtener una MEN. La existencia de esta medida se caracteriza cambiando el parámetro
de posición de la distribución simétrica de Y1. Segundo, si el proceso es de salto puro o, en
otras palabras, no tiene el componente gaussiano entonces se obtiene una MEN siempre
y cuando la medida de Lévy bajo la medida de probabilidad inicial sea equivalente a la
medida de Lebesgue. Si asumimos que se cumple dicha condición entonces una MEN se
obtiene cambiando el parámetro de escala de la distribución de Y1. Asimismo, la prueba
de unicidad depende de dos casos particulares. Primero, si el proceso tiene un componente
gaussiano entonces se encuentra una única MEN. Finalmente, se realiza un estudio deta-
llado de la unicidad de la MEN estudio de unicidad también toma una forma dicotómica.
Estos resultados de unicidad y existencia son de vital importancia para el desarrollo de
los capítulos posteriores.
En el capítulo 3, se agrega una condición a la medida equivalente natural, la cual es
que sea martingala, es decir una medida tal que el proceso de precios e−rtSt, t ≥ 0, sea
una martingala. Cuando se agrega esta condición a la MEN, se consigue que la medida
martingala equivalente natural (MMEN) sea única en los dos casos mencionados líneas
arriba. A partir de esta nueva medida, se obtiene la fórmula de valuación de opciones
de compra europea usando cambio de numerario. De esta forma se obtiene una fórmula
cerrada de valuación de opciones cuando los retornos del proceso de precios es modelado
con un proceso de Lévy simétrico.
En el capítulo 4, aplicaremos los resultados del capítulo anterior para obtener una
fórmula de valuación de opciones europeas de compra cuando el proceso de precios de
los activos es un proceso de Varianza Gamma Simétrico (VGS). Un resultado importante
en este capítulo es que la fórmula de Black-Scholes es un caso particular de la fórmula
obtenida bajo el modelo VGS. Este resultado se obtiene porque el exceso de curtosis
es un parámetro que se puede controlar en dicho modelo. Posteriormente, se realizan
simulaciones del precio de la opción obtenido mediante el modelo VGS y se compara con
el obtenido en el modelo clásico de Black-Scholes.
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En el capítulo 5, aplicaremos los resultados del capítulo 3 para obtener una fórmula
de valuación de opciones europeas de compra cuando el proceso de precios de los activos
es modelado como un proceso Normal Inverso Gaussiano Simétrico (NIGS). Al igual que
en el capítulo anterior, en este capítulo, la fórmula de Black-Scholes es un caso particular
de la fórmula obtenida bajo el modelo NIGS. Este resultado se obtiene porque el exceso
de curtosis es un parámetro que se puede controlar en el modelo NIGS. Asimismo, se
realizan simulaciones del precio de la opción obtenido mediante este modelo y se compara
con el obtenido en el modelo clásico de Black-Scholes.
Finalmente en el capítulo 6, aplicaremos los resultados del capítulo 3 para obtener
una fórmula de valuación de opciones de compra cuando el proceso de precios de los activos
es un proceso de Meixner Simétrico (MS). Un resultado importante en este capítulo es
que la fórmula de Black-Scholes es un caso particular de la fórmula obtenida bajo el
modelo MS. Este resultado se obtiene porque el exceso de curtosis es un parámetro que
se puede controlar en este modelo. Asimismo, se realizan simulaciones del precio de la
opción obtenido mediante este modelo y se compara con el obtenido en el modelo clásico
de Black-Scholes .
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Capítulo 1
Procesos de Lévy
En el presente capítulo, salvo se mencione lo contrario, (Ω,F , P ) representará un
espacio de probabilidad donde todos los procesos estocásticos con los que trabajemos
estarán deﬁnidos. Para cada tiempo t ≥ 0, la variable aleatoria · → Y (t, ·) será denotada
por Yt y Y (t). Además, cada proceso estocástico Y : [0,∞) × Ω → R será denotado
por (Yt) y {Yt ; t ≥ 0}. Por otro lado, en este capítulo enunciaremos algunos resultados
importantes de procesos de Lévy, que serán necesarios para el desarrollo de los siguientes
capítulos. Las pruebas de dichos resultados serán omitidas en el presente trabajo, pero
muchos de ellos pueden encontrarse en [1].
1.1. Funciones características
A continuación recordaremos algunos conceptos y resultados importantes de funcio-
nes características que se utilizarán a lo largo del presente trabajo. Asimismo, ﬁjaremos
algunas terminologías que se serán usadas.
Deﬁnición 1.1. Sea X una variable aleatoria. La funcion característica ψX : R→ R de
X es deﬁnida por
ψX(u) = E[exp(iuX)] =
∫
R
eixudLX(x) ,
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donde LX es la ley de X (es decir, LX(A) = P (X ∈ A), para todo A ∈ B(R) 1).
Observaciones 1.
a) La función característica de una variable aleatoria caracteriza completamente su dis-
tribución. Es decir, si dos variables aleatorias tienen la misma función característica
entonces tiene la misma ley.
b) La función característica de una variable aleatoria es siempre continua y veriﬁca que
ψX(0) = 1.
Proposición 1.2. Sean X1, X2, · · · , Xn variables aleatorias independientes. La función
característica de Sn = X1 +X2 + · · ·+Xn es el producto de las funciones características
de las variables aleatorias X1, X2, · · · , Xn:
ψSn(u) =
n∏
i=1
ψXi(u), para todo u ∈ R. (1.1)
Demostración.
ψSn(u) = E[exp(iuSn)] = E[exp(iu(X1+· · ·+Xn))] = E[exp(iuX1) exp(iuX2) · · · exp(iuXn)]
como las variables aleatorias X1, X2, · · · , Xn son independientes, se tiene que
ψSn(u) = E[exp(iuX1)]E[exp(iuX2)] · · ·E[exp(iuXn)] =
n∏
i=1
ψXi(u) .
Sea X una variable aleatoria con función característica ψX . Dada la observación 1.a)
hecha anteriormente, ψX(0) = 1 y ψX es continua en u = 0, entonces ψX(u) 6= 0 en un
1Denotamos por B(R) a la menor σ-álgebra sobre R que contiene a los abiertos de R. B(R) es conocida
como el σ-álgebra de Borel sobre R. Los elementos de B(R) se denominan borelianos de R y cualquier
medida en (R,B(R)) se denomina medida de Borel o medida boreliana.
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entorno de u = 0. Por tanto, podemos deﬁnir una versión continua del logaritmo de ψX .
Así, existe una única función continua φX tal que
φX(0) = 0 y ψX(u) = e
φX(u) , en un entorno de u = 0. (1.2)
Deﬁnición 1.3. La función φX es llamada función generatriz de cumulantes de X.
Los cumulantes de X son deﬁnidos (en caso existan las derivadas de φX) mediante:
kn(X) =
1
in
∂nφX
∂un
(0) (1.3)
Los cumulantes están relacionados con los momentos de X. En efecto, si asumimos que los
momentos de X, mk = E[X
k] existen, para k = 0, 1, 2....n, el enésimo cumulante puede
ser expresado como una función polinomial de mk.
Ejemplo 1.
k1(X) = m1(X) = E[X],
k2(X) = m2(X)−m1(X)2 = V ar(X),
k3(X) = m3(X)− 3m2(X)m1(X) + 2m1(X)3.
Observaciones 2.
a) Versiones de cumulantes libres de escalas pueden ser obtenidas normalizando kn por
la enésima potencia de la desviación estándar
s(X) =
k3
(k2)3/2
, c(X) =
k4
(k2)2
.
El número s(X) es llamado coeﬁciente de sesgo de X y la variable aleatoria X tiene
sesgo positivo si s(X) > 0. El número c(X) es llamado curtosis de X y la variable
aleatoria X es leptocúrtica o de cola pesada si c(X) > 0.
13
b) Si X tiene distribución normal, φX es un polinomio de segundo grado, en conse-
cuencia para n ≥ 3, kn = 0. Este resultado permite ver que s(X) , c(X) y otros
cumulantes de mayor orden son una medida de desviación de normalidad.
c) Por construcción, el sesgo y la curtosis son invariantes al cambio de escala:
s(λX) = s(X) c(λX) = c(X), para todo λ > 0 .
El siguiente resultado se puede deducir facilmente de (1.1).
Proposición 1.4. La función generatriz de cumulantes de una suma de variables alea-
torias independientes es la suma de cada función generatriz de cumulantes. Es decir, si
X1, X2, ..., Xn son variables aleatorias independientes, entonces :
φX1+X2+...+Xn(u) =
n∑
i=1
φXi(u) .
1.2. Divisibilidad inﬁnita
La convolución de medidas de probabilidad será útil para caracterizar la propiedad de
divisibilidad inﬁnita de una variable aleatoria.
Deﬁnición 1.5. Sean L1 y L2 dos medidas de probabilidad que pertenecen a M1(R)2, la
convolución de L1 y L2 es la función L1 ∗ L2 : B(R)→ R deﬁnida por
(L1 ∗ L2)(A) =
∫
R
L1(A− x)L2(dx) , para todo A ∈ B(R) , (1.4)
donde A− x = {y − x : y ∈ A}.
Teorema 1.6. La convolución L1 ∗ L2 es una medida de probabilidad en (R,B(R)).
2 Denotamos como M1(R) al conjunto de todas las medidas borelianas de probabilidad en R.
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Demostración. Se conoce que (L1 ∗ L2)(A) ≥ 0 para todo A ∈ B(R). Además si A = R,
se cumple que (L1 ∗ L2)(A) = 1. Ahora tomemos una sucesión (An;n ∈ N) de conjuntos
disjuntos en B(R). Luego, para todo x ∈ R, la sucesión (An − x;n ∈ N) también es de
conjuntos disjuntos. Así se tiene que
L1 ∗ L2
( ⋃
n∈N
An
)
=
∫
R
L1
[( ⋃
n∈N
An
)
− x
]
L2(dx)
=
∫
R
L1
[ ⋃
n∈N
(An − x)
]
L2(dx)
=
∫
R
∑
n∈N
L1(An − x)L2(dx)
=
∑
n∈N
∫
R
L1(An − x)L2(dx)
=
∑
n∈N
L1 ∗ L2(An)
El intercambio de la integral por la sumatoria se justiﬁca a través del teorema de la
convergencia monótona.
Teorema 1.7. Si f es una función de Borel3 acotada en R, entonces para cualesquiera
Li ∈M1(R), i = 1, 2, 3, se cumple que:
1.
∫
R
f(y)(L1 ∗ L2)(dy) =
∫
R
∫
R
f(x+ y)L1(dy) ∗ L2(dx);
2. L1 ∗ L2 = L2 ∗ L1;
3. (L1 ∗ L2) ∗ L3 = L1 ∗ (L2 ∗ L3).
Demostración. Ver [1], p. 22-23.
Deﬁnición 1.8. Para cada medida de probabilidad L ∈ M1(R), sea L∗n = L ∗ ... ∗ L (n
veces). Decimos que L0 tiene raíz n-ésima bajo convolución, si existe L ∈ M1(R) una
medida, para la cual (L)∗
n
= L0. Si existe tal medida, será denotada por L
1/n
0 .
3Una función de Borel o función boreliana es una función medible respecto al σ-álgebra de Borel.
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A continuación se presenta la deﬁnición, asi como propiedades y algunos ejemplos de
distribuciones inﬁnitamente divisibles.
Deﬁnición 1.9. Sean L ∈M1(R) una distribución y X una variable aleatoria.
1. Se dice que L es inﬁnitamente divisible si, para todo n ∈ N, existen variables alea-
torias Y
(n)
1 , ..., Y
(n)
n independientes e idénticamente distribuidas tales que la suma
Y
(n)
1 + ...+ Y
(n)
n (1.5)
tiene distribución L.
2. Se dice que X es inﬁnitamente divisible, si su distribución es inﬁnitamente divisible.
Proposición 1.10. Sean X una variable aleatoria, LX la ley de X y ψX la función
característica de X. Las siguientes aﬁrmaciones son equivalentes:
1. X es inﬁnitamente divisible.
2. Para todo n ∈ N, LX tiene raíz n-ésima bajo convolución, la cual es a su vez la
distribución de una variable aleatoria.
3. Para todo n ∈ N, ψX tiene raíz n-ésima, la cual a su vez es la función característica
de una variable aleatoria.
Demostración. Demostraremos primero (1.) ⇒ (2.). Dado n ∈ N, existen variables alea-
torias Y
(n)
1 + · · ·+Y (n)n i.i.d. tales que LX ∼ Y (n)1 + · · ·+Y (n)n . Es claro que la distribución
común de las Y
(n)
j es la convolución raíz n-ésima requerida.
Ahora probaremos que (2.)⇒ (3.). Sea Y una variable aleatoria con distribución (LX)1/n.
Se tiene de la Proposición 1.7, que para todo u ∈ R,
ψX(u) =
∫
R
· · ·
∫
R
eiu(y1+···+yn)(LX)1/n(dy1) · · · (LX)1/n(dyn) = (ψY (u))n ,
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donde ψY (u) =
∫
R e
iuy(LX)
1/n(dy).
Finalmente (3.) ⇒ (1.). Sean Y (n)1 , Y (n)2 , · · · , Y (n)n copias independientes de la variable
aleatoria cuya función característica es la raíz enésima de ψX(u). Luego, se tiene
E[eiuX ] = E[eiuY
(n)
1 )] · · ·E[eiuY (n)n )] = E[eiu(Y (n)1 +Y (n)2 +···+Y (n)n )].
De acuerdo a la observación 1.a), deducimos que Y
(n)
1 + Y
(n)
2 + · · ·+ Y (n)n tiene la misma
distribución que X.
La proposición anterior sugiere una forma equivalente de deﬁnir divisibilidad inﬁnita
de una distribución.
Corolario 1.11. L ∈M1(R) es inﬁnitamente divisible si y solo si para todo n ∈ N existe
L1/n ∈M1(R) tal que
ψL(x) = [ψL1/n(x)]
n , para todo x ∈ R.
Demostración. La prueba es inmediata a partir de la proposición anterior.
En lo que sigue se presentan algunos ejemplos de distribuciones inﬁnitamente divisi-
bles. Los ejemplos corresponden a la distribución normal, la distribución de Poisson y la
distribución de Poisson compuesta. Es importante resaltar que la función característica
tiene un rol fundamental en la propiedad de divisibilidad inﬁnita.
Ejemplo 2.
Sea X una variable aleatoria que tiene una distribución normal con media µ y varianza
σ2. Entonces X es inﬁnitamente divisible. En efecto, la función característica de X es
ψX(u) = exp
[
iuµ− σ
2u2
2
]
, para todo u ∈ R.
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Entonces
[ψX(u)]
1/n = exp
[
iu
µ
n
− σ
2u2
2n
]
,
con lo cual, X es inﬁnitamente divisible tomando Y
(n)
j , j = 1, 2, · · · , n i.i.d. con distribu-
ción común N(µ
n
, σ
2
n
).
Ejemplo 3.
Sea X una variable aleatoria que tiene una distribución de Poisson con parámetro λ > 0.
Entonces, X es inﬁnitamente divisible. En efecto, la función característica de X es
ψX(u) = exp[λ(e
iu − 1)] , para todo u ∈ R .
Entonces
[ψX(u)]
1/n = exp
[
λ
n
(eiu − 1)
]
,
con lo cual, X es inﬁnitamente divisible tomando Y
(n)
j , j = 1, 2, · · · , n i.i.d. con distribu-
ción común Poisson(λ
n
).
Deﬁnición 1.12. Sean ξ = (ξ(n);n ∈ N) una sucesión de variables aleatorias indepen-
dientes e idénticamente distribuidas con distribución común Lξ y N una variable aleatoria
independiente de ξ tal que N ∼ Poisson(λ). Se dice que una variable aleatoria X sigue
una distribución de Poisson compuesta con parámetro λ > 0 y Lξ si
X =
N∑
i=1
ξ(n) .
En este caso, utilizaremos la notación X ∼ PC(λ, Lξ).
Proposición 1.13. La función característica de X ∼ PC(λ, Lξ) es
ψX(u) = exp
[∫
R
(eiuy − 1)λLξ(dy)
]
, para todo u ∈ R.
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Demostración. Sea ψξ(u) =
∫
R e
iuyLξ(dy) la función característica de cada ξ(n). Luego,
por independencia encontramos que
ψX(u) =
∞∑
n=0
E
[
e(iuξ(1)+...+iuξ(n))|N = n]P (N = n)
=
∞∑
n=0
E
[
e(iuξ(1)+...+iuξ(n))|N = n]e−λλn
n!
= e−λ
∞∑
n=0
(λψξ(u))
n
n!
= exp[λ(ψξ(u)− 1)].
Proposición 1.14. Si X es una variable aleatoria que tiene una distribución de Poisson
compuesta con parámetros λ > 0 y Lξ, entonces X es inﬁnitamente divisible.
Demostración. Se veriﬁca que X es inﬁnitamente divisible tomando Y
(n)
j , j = 1, 2, 3, i.i.d.
con distribución común PC(λ
n
, Lξ).
A continuación revisaremos el Teorema de Paúl Lévy y A. Ya. Khintchine, que fue
establecido en 1930, el cual da una caracterización de variables aleatorias inﬁnitamente
divisibles a través de sus funciones características. Pero, primero es necesario presentar
una deﬁnición importante.
Deﬁnición 1.15. Sea ν una medida de Borel deﬁnida sobre R − {0} = {y ∈ R, y 6= 0}.
Se dice que ν∗ es una medida de Lévy si
∫
R−{0}
(y2 ∧ 1)ν(dy) <∞. (1.6)
Proposición 1.16. Si L es una medida de Lévy y 0 <  ≤ 1, entonces se cumple que
L((−, )c) <∞, para todo  > 0.
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Demostración. Se tiene que
∫
(−,)c
y2L(dy) ≤
∫
(−,)c
(y2 ∧ 1)L(dy) ≤
∫
R−{0}
(y2 ∧ 1)L(dy) <∞.
Proposición 1.17. Toda medida de Lévy en R− {0} es σ-ﬁnita4
Demostración. La prueba es inmediata a partir de la Proposición 1.16.
Existen caracterizaciones alternativas para (1.6), siendo una de ellas
∫
R−{0}
|y|2
1 + |y|2ν(dy) <∞. (1.7)
Proposición 1.18. Las condiciones (1.6) y (1.7) son equivalentes.
Demostración. Basta veriﬁcar que para todo y ∈ R,
|y|2
1 + |y|2 ≤ |y|
2 ∧ 1 ≤ 2 |y|
2
1 + |y|2 .
Teorema 1.19 (Lévy-Khintchine). Sea L ∈M1(R).
1. Si L es inﬁnitamente divisible, entonces
ψ(u) = exp
[
iuµ− c
2u2
2
+
∫
R−{0}
[
eiuy − 1− iuy1D(y)
]
ν(dy)
]
, u ∈ R; (1.8)
donde µ ∈ R, c ≥ 0, ν es una medida de Lévy en R− {0} y D = {y ∈ R; |y| ≤ 1}.
2. La representación de ψ(u) en (1.8) mediante µ, c, y ν es única.
4 Sea (S,F) un espacio medible, una medida L en (S,F) es σ-ﬁnita si existe una sucesión (An;n ∈ N)
en F tal que S = ∪∞n=1An y L(An) <∞ para cada n ∈ N.
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3. Recíprocamente, si c ≥ 0 , µ ∈ R y ν es una medida de Lévy, entonces existe una
distribución inﬁnitamente divisible L ∈M1(R) cuya función característica está dada
por (1.8).
Demostración. Ver [1], p. 61-62.
Sea X una variable aleatoria inﬁnitamente divisible. Entonces (por el resultado ante-
rior) su función característica se puede escribir como
ψX(u) = e
Λ(u) , (1.9)
donde
Λ(u) = iuµ− c
2u2
2
+
∫
R−{0}
[eiuy − 1− iuy1D(y)]ν(dy), u ∈ R.
Deﬁnición 1.20. La función Λ : R→ C es conocida como símbolo de Lévy de X.
Deﬁnición 1.21. La terna (µ, c, ν) del Teorema de Lévy-Khintchine es conocida como
terna generadora de L.
1.3. Deﬁnición y propiedades básicas de los procesos de
Lévy
Deﬁnición 1.22. Sea Y = {Yt ; t ≥ 0} un proceso estocástico deﬁnido en el espacio de
probabilidad (Ω,F , P ). Se dice que Y es un proceso de Lévy si se cumplen las siguientes
condiciones
1. Y0 = 0 c.s.;
2. Y tiene incrementos independientes, es decir, para tiempos 0 ≤ t1 ≤ t2 ≤ ... ≤ tn y
para cada n ∈ N, las variables aleatorias
Y (t1), Y (t2)− Y (t1), · · · , Y (tn)− Y (tn−1)
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son independientes;
3. Y tiene incrementos estacionarios, es decir, para cada par de tiempos t y s con
0 ≤ s < t, las variables aleatorias
Yt − Ys y Yt−s − Y0 = Yt−s
tienen la misma distribución;
4. Hay un Ω0 ∈ F con P [Ω0] = 1 tal que, para cada ω ∈ Ω0, la función t → Yt(ω) es
continua por la derecha y tiene límites por la izquierda.
Proposición 1.23. Sea Y un proceso de Lévy. Entonces, para cada t ≥ 0, Yt es inﬁnita-
mente divisible.
Demostración. Ver [1], p. 43.
Lema 1.24. Si H = {Ht; t ≥ 0} es un proceso estocástico continuo en probabilidad5
entonces la función t→ ψHt(u) es continua para todo u ∈ R.
Demostración. Ver [1], p. 44.
Proposición 1.25. Sea Y un proceso de Lévy en R. Entonces, existe una función continua
Λ : R→ R, tal que:
ψYt(u) = E[e
iuYt ] = etΛ(u) , para todo u ∈ R.
La función Λ es llamada el exponente característico de Y . Note que Λ es el símbolo de
Lévy de Y1.
Demostración. Ver [1], p. 44-45.
5 Para cada a > 0 y cada s ≥ 0, l´ım
t→sP (|Yt − Ys| > a) = 0.
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Cabe resaltar que el único grado de libertad que nosotros tenemos para especiﬁcar un
proceso de Lévy es mediante la especiﬁcación de la distribución de Yt para un solo tiempo
(por ejemplo t = 1).
El siguiente resultado es importante en la teoría de procesos de Levy y es conocido como
la representacion de Lévy-Khintchine para procesos de Lévy.
Teorema 1.26.
1. Si Y es un proceso de Lévy en R entonces
E[eiuYt ] = exp
[
t
(
iµu− c
2u2
2
+
∫
R−{0}
[
eiuy − 1− iuy1|y|≤1(y)
]
ν(dx)
)]
, (1.10)
donde µ ∈ R, c ≥ 0 y ν es una medida de Lévy en R− {0}. La terna µ, c y ν está
únicamente determinado por Y .
2. Si µ ∈ R, c ≥ 0 y ν es una medida de Lévy, entonces existe un proceso de Lévy Y
que satisface (1.10). Dicho proceso Y es único en Ley.
A la terna (µ, c, ν) se le denomina terna generadora del proceso Y y algunas veces se
le llama a Y como el proceso generado por (µ, c, ν).
Demostración. Ver [18], p. 65.
Proposición 1.27. Sea Y un proceso de Lévy en R con terna característica (µ, c, ν). Las
siguientes proposiciones son equivalentes:
1. Para algún t > 0 el n-ésimo momento de Yt, E[|Yt|n] es ﬁnito.
2. Para todo t > 0, el n-ésimo momento de Yt, E[|Yt|n] es ﬁnito.
3.
∫
|y|≥1 |y|nν(dy) <∞.
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En este caso los momentos de Yt pueden ser obtenidos a partir de su función característica
por derivación. En particular, la varianza de Yt está dada por
V ar(Yt) = t
(
c2 +
∫
R
y2ν(dy)
)
. (1.11)
Demostración. La prueba de este resultado se puede encontrar en [17], p. 103-104.
1.4. Saltos de un proceso de Lévy, medida de salto y
medida de intensidad
Deﬁnición 1.28. Sea Y un proceso de Lévy con terna característica (µ, c, ν). Se deﬁ-
ne el salto del proceso Y en el instante t ≥ 0, como ∆Y (t) = Y (t) − Y (t−), donde
Y (t−) = l´ıms↑t Y (s). Asimismo, se deﬁne el proceso de salto ∆Y = {∆Y (t); t ≥ 0}. Si
sup
t≥0
|∆Y (t)| ≤ C <∞ c.s. donde C ∈ R, diremos que el proceso Y tiene saltos acotados.
Proposición 1.29. Sea Y un proceso de Lévy con saltos acotados. Entonces, E[|Y (t)|m] <
∞ para todo m ∈ N.
Demostración. Ver [16], p. 14-15.
En lugar de explorar todos los saltos ∆Y de un proceso de Lévy Y , resulta más
favorable contar los saltos del proceso que tengan un cierto tamaño. Sea B0, la familia de
borelianos U ⊂ R cuya clausura U¯ no contiene a {0}. Para 0 ≤ t < ∞ y U ∈ B0, nos
interesa describir y estudiar las propiedades de
N(t, U) = #{0 ≤ s ≤ t; ∆Y (s) ∈ U}.
Deﬁnición 1.30. Sea Y un proceso de Lévy, la medida de salto se deﬁne como
N : Ω × R+ × B0 → N
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(w, t, U) → N(w, t, U) =
∑
0≤s≤t
1U(∆Ys(w)).
N(w, t, U) = N(t, U) representa el número de saltos de tamaño ∆(Ys) ∈ U que ocurren
antes del tiempo t. La forma diferencial de esta medida se escribe como N(dt, dz).
Proposición 1.31. La medida N(t, U) es ﬁnita para todo U ∈ B0.
Demostración. Ver [5], p. 1-2.
Corolario 1.32. La función de conjuntos U → N(ω, t, U) deﬁne una medida σ-ﬁnita
para ω y t ﬁjos.
Demostración. Ver [5], p. 3-4.
Deﬁnición 1.33. Deﬁnimos la medida de intensidad de Y o medida de Lévy como la
función ν : B0 → N dada por
ν(U) = E[N(1, U)] ,
donde E = EP denota esperanza con respecto a P .
Teorema 1.34. Si U ∈ B0 entonces NU = {N(t, U); t ≥ 0} es un proceso de Poisson
con intensidad λ = ν(U).
Demostración. Ver [1], p. 102-103.
Teorema 1.35. Si U1, U2, ..., Um ∈ B0 y son disjuntos, N(t, U1), N(t, U2), ..., N(t, Um) son
independientes.
Demostración. Ver [1], p. 104-106.
Deﬁnición 1.36. Sean (Xn; n ∈ N), una sucesión de variables aleatorias i.i.d. con
distribución común LXn = LX , y N = {N(t); t ≥ 0} un proceso de Poisson con in-
tensidad λ > 0 e independiente de (Xn; n ∈ N). El proceso de Poisson compuesto,
Z = {Z(t); t ≥ 0} se deﬁne como
Z(t) =
N(t)∑
i=1
X(i), t ≥ 0. (1.12)
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Proposición 1.37. El proceso de Poisson compuesto es un proceso de Lévy.
Demostración. Ver [1], p. 50.
Proposición 1.38. La medida de intensidad del proceso de Poisson Compuesto Z dada
en (1.12) es ν = λLX .
Demostración. Ver [1], p. 50.
El resultado anterior muestra que un proceso de Lévy puede ser representando por un
proceso de Poisson compuesto si y solo si su medida de Lévy es ﬁnita.
1.5. Integración de Poisson y Descomposición de Lévy-
Ito
En esta sección, se considera que el proceso {N(t, U); t ≥ 0} con U ∈ B0, es inducido
por un proceso de Lévy Y . Es decir,
N(t, U) =
∑
0≤s≤t
1U(∆Ys).
Asimismo, es importante resaltar que en algunas ocasiones se utilizará νU para denotar
la restricción sobre U de la medida ν.
Deﬁnición 1.39. Sea Y un proceso de Lévy, U ∈ B0 y f : U → R una función de Borel
en U . Entonces, para todo t > 0 y ω ∈ Ω, deﬁnimos la integral de Poisson de f como
∫
U
f(x)N(t, dx)(ω) =
∑
x∈U
f(x)N(t, {x})(ω).
Como N(t, {x}) 6= 0 ⇔ ∆Y (s) = x para al menos un 0 ≤ s ≤ t, se tiene
∫
U
f(x)N(t, dx) =
∑
0≤s≤t
f(∆Ys)1U(∆Ys). (1.13)
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Se puede obtener otra representación útil de las integrales de Poisson utilizando la sucesión
de tiempos en que ocurren los saltos del proceso N(t, U). Obviamente, dichos tiempos de
salto o llegada son inducidos por el proceso de Lévy Y subyacente.
Deﬁnición 1.40. Si U ∈ B0, la sucesión de tiempos de llegada τU = (τUn , n ∈ N) se deﬁne
como
τU1 = inf{t > 0; ∆Y (t) ∈ U};
τUn = inf{t > τUn−1; ∆Y (t) ∈ U} , para n ≥ 2 .
Con lo cual, a partir de (1.13), se tiene que
∫
U
f(x)N(t, dx) =
∑
n∈N
f(∆Y (τUn ))1[0,t](τ
U
n ). (1.14)
A continuación se enunciarán algunas propiedades de la integral de Poisson.
Teorema 1.41. Sea U ∈ B0.
1. Para todo t ≥ 0, ∫
U
f(x)N(t, dx) tiene una distribución de Poisson compuesta.
Además, para todo u ∈ R,
E
[
exp
(
iu
∫
U
f(x)N(t, dx)
)]
= exp
[
t
∫
R
(eiux − 1)νf,U(dx)
]
,
donde νf,U(A) = ν(U ∩ f−1(A)).
2. Si f ∈ L1(U, νU),
E
[ ∫
U
f(x)N(t, dx)
]
= t
∫
U
f(x)ν(dx).
3. Si f ∈ L2(U, νU),
V ar
(∣∣∣∣ ∫
U
f(x)N(t, dx)
∣∣∣∣) = t ∫
U
|f(x)|2ν(dx).
Demostración. Ver [1], p. 107-108.
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Teorema 1.42. Sean U1 y U2 conjuntos disjuntos que pertenecen a B0. Entonces, los dos
procesos J1 = (J1(t), t ≥ 0) y J2 = (J2(t), t ≥ 0) dados por
J1(t) =
∫
U1
xN(t, dx) =
∑
0≤s≤t
∆Y (s)1U1(∆Ys),
J2(t) =
∫
U2
xN(t, dx) =
∑
0≤s≤t
∆Y (s)1U2(∆Ys),
son procesos de Lévy independientes.
Demostración. Ver [1], p. 116-117.
Deﬁnición 1.43. Sean U ∈ B0 y f : R → R una función boreliana. La sucesión de
variables tamaño de salto (ZUf (n);n ∈ N) se deﬁne como
ZUf (n) =
∫
U
f(x)N(τUn , dx)−
∫
U
f(x)N(τUn−1, dx).
Lo que también es equivalente a
ZUf (n) = f(∆Y (τ
U
n )) , para todo n ∈ N.
Proposición 1.44. Las variables aleatorias ZUf (n), n ∈ N son i.i.d. con distribución
común dada por
P (ZUf (n) ∈ A) =
ν(U ∩ f−1(A))
ν(U)
para todo A ∈ B(R).
Demostración. Ver [1], p. 108.
Teorema 1.45. {∫
U
f(x)N(t, dx); t ≥ 0} es un proceso de Poisson compuesto.
Demostración. Ver [1], p. 109.
Deﬁnición 1.46. Sea U ∈ B0, f ∈ L1(U, νU) y para todo t ≥ 0, se deﬁne la integral de
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Poisson compensada como
∫
U
f(x)N¯(t, dx) =
∫
U
f(x)N(t, dx)− t
∫
U
f(x)ν(dx).
Proposición 1.47. La integral de Poisson compensada tiene las siguientes propiedades:
1. La integral de Poisson compensada es una martingala con respecto a la ﬁltracion
natural de N¯(t, dx).
2. La función característica de la integral de Poisson compensada es:
exp
{
t
∫
U
[eiux − 1− iux]νf,U(dx)
}
,
donde νf,U(A) = ν(U ∩ f−1(A)) y u ∈ R.
3. Si f ∈ L2(U, νU) entonces
E
[∣∣∣∣ ∫
U
f(x)N¯(t, dx)
∣∣∣∣2
]
= t
∫
U
|f(x)|2ν(dx).
Demostración. Ver [1], p. 109-110.
Uno de los principales resultados en la teoría de los procesos de Lévy es la descom-
posición de Lévy-Ito. Este resultado permite descomponer los caminos muestrales de un
proceso de Lévy en una parte continua y otra de saltos. Debemos recordar que la medida
de saltos N se encuentra asociada a un proceso de Lévy Y , el cual se quiere descomponer.
Deﬁnición 1.48. Para todo a > 0, sea el proceso de Poisson Compuesto,
{∫
|x|≥a
xN(t, dx); t ≥ 0
}
.
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Deﬁnimos un nuevo proceso estocástico Y a = {Y a(t); t ≥ 0} dado por
Y a(t) = Y (t)−
∫
|x|≥a
xN(t, dx) , para todo t ≥ 0.
Sean {τn;n ∈ N}, los tiempos de llegada del proceso de Poisson N(t, Ac), t ≥ 0, donde
A = {y ∈ R; |y| < a}. Entonces
Y a(t) =

Y (t) si 0 ≤ t < τ1 ,
Y (τ1−) si t = τ1 ,
Y (t)− Y (τ1) + Y (τ1−) si τ1 < t < τ2 ,
Y a(τ2−) si t = τ2 ,
y así recursivamente.
Teorema 1.49. El proceso estocástico Y a es un proceso de Lévy.
Demostración. Ver [1], p. 120.
Deﬁnición 1.50. Para cualquier a > 0, deﬁnimos el proceso de Lévy compensado de
eliminación de saltos, Yˆ a = {Yˆ a(t); t ≥ 0}, donde
Yˆ a(t) = Y a(t)− E[Y a(t)].
Teorema 1.51. El proceso compensado de eliminación de saltos es una martingala cadlag6
centrada y cuadrado integrable.
Demostración. ver [1], p. 120-121.
A partir de ahora consideraremos a = 1 y a los procesos Y 1 e Yˆ 1 como Y e Yˆ ,
respectivamente.
6Por cadlag entendemos caminos continuos por la derecha y que tiene límite por la izquierda.
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Teorema 1.52. Para todo t ≥ 0,
Yˆ (t) = Y c(t) + Y d(t),
donde Y c y Y d son procesos de Lévy independientes, Y c tiene caminos muestrales conti-
nuos y
Y d(t) =
∫
|x|<1
xN¯(t, dx).
Demostración. ver [1], p. 121-122.
Proposición 1.53. Para todo t ≥ 0 y u ∈ R
E[eiuY
d(t)] = exp
{
t
∫
|x|<1
[eiux − 1− iux]ν(dx)
}
.
Demostración. Ver [1], p. 123.
Deﬁnición 1.54. El proceso de Wiener o movimiento browniano estándar es un proceso
estocástico {Wt; t ≥ 0} con valores en R deﬁnido para todo t ∈ [0,∞) tal que
a) W0 = 0 c.s.;
b) Los caminos muestrales t→ Wt son continuos c.s.;
c) Para cada n ∈ N, tiempos 0 ≤ t1 ≤ t2 ≤ .... ≤ tn y conjuntos de Borel A1, ..., An ⊂ R
se cumple que
P
(
W (t1) ∈ A1, ...,W (tn) ∈ An
)
=
=
∫
A1
...
∫
An
p(t1, 0, x1)p(t2 − t1, x1, x2)...p(tn − tn−1, xn−1, xn)dx1...dxn,
donde
p(t, x, y) =
1√
2pit
e−
(x−y)2
2t
está deﬁnido para todo x, y ∈ R y t > 0. Además p(t, x, y) es llamada densidad de
transición.
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Teorema 1.55. Se cumple una de las siguentes condiciones:
a) Y ct = 0, para todo t ≥ 0.
b) Existe σ > 0 tal que
Y ct
σ
, t ≥ 0 es un movimiento browniano estándar.
Demostración. Ver [1], p. 123-126.
Teorema 1.56. Sea Y un proceso de Lévy. Entonces, existen b ∈ R, un movimiento
browniano estándar Ba (con V ar(Ba(t)) = at) y una medida de Poisson N en R+× (R−
{0}) independiente de Ba, tal que para todo t ≥ 0,
Y (t) = bt+Ba(t) +
∫
|x|<1
xN¯(t, dx) +
∫
|x|≥1
xN(t, dx).
Demostración. Este es un resultado directo de combinar los Teoremas 1.52 y 1.55. Los
detalles de la prueba están en [1], p. 126.
El proceso de Lévy Y puede ser considerado como una variable aleatoria en el espacio
D = D([0,∞),R) de caminos muestrales cadlag, equipado con su σ-álgebra FD7, la
cual nos da información de cuales eventos son medibles o no. En otras palabras, que
declaraciones pueden ser hechas sobre estos caminos muestrales. La distribución de Y
induce una medida de probabilidad P en este espacio de caminos muestrales. Ahora si
consideramos otro proceso de Lévy X, este induce otra medida de probabilidad Q en el
espacio D. En lo siguiente, analizaremos condiciones bajo las cuales P y Q son medidas
de probabilidad equivalentes, en el sentido que ellas deﬁnan el mismo conjunto de posibles
escenarios:
P (A) = 1⇔ Q(A) = 1
Si P y Q son equivalentes, entonces los modelos estocásticos X y Y deﬁnen el mismo con-
junto de posibles evoluciones. La construción de un nuevo proceso en el mismo conjunto de
7FD es el σ-álgebra generado por {ys ; 0 ≤ s < ∞}, donde yt : [0,∞) × D → R es la función de
cordenadas.
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sendas mediante la asignación de nuevas probabilidades a eventos, es decir reponderando
las probabilidades, es llamado cambio de medida.
Dada una medida de probabilidad P en el espacio D = D([0, T ),R), medidas equivalentes
podrían ser generadas de muchas formas. Por ejemplo, dada una variable aleatoria Z > 0
en D con EP [Z] = 1, la nueva medida de probabilidad Q deﬁnida mediante un ajuste a
la probabilidad de cada ω ∈ D por Z(ω), es decir,
Q(A) = EP [Z1A] , para todo A ∈ FD,
es equivalente a P . Si restringimos a eventos que ocurren entre 0 y t, entonces cada camino
muestral entre 0 y t es reponderado por Zt = E[Z|Ft]:
dQ
dP
∣∣∣∣∣
Ft
= Zt, equivalentemente Q(A) = E
P [Zt1A], para todo A ∈ Ft . (1.15)
Por construción, Zt es una martingala estrictamente positiva que veriﬁca E[Zt] = 1.
Reciprocamente, cualquier martingala estrictamente positiva (Zt)t∈[0,T ] con E[Zt] = 1
deﬁne una nueva medida en el espacio de caminos muestrales mediante (1.15). Aunque,
los procesos deﬁnidos por P y Q comparten los mismas sendas, ambos pueden tener
diferentes propiedades analíticas y estadísticas. En general, si P deﬁne un proceso de
Lévy Y , el proceso X deﬁnido por Q no es necesariamente un proceso de Lévy, porque
podría tener incrementos que no cumplan con ser independientes y/o estacionarios.
En la siguiente sección analizaremos el cambio de medida equivalente para procesos de
Lévy.
1.6. Transformación de medida para procesos de Lévy
Por conveniencia, en lo que sigue de esta sección ﬁjaremos un espacio medible (Ω,F).
Denotamos a un proceso de Lévy {Yt ; t ≥ 0} deﬁnido sobre un espacio de probabilidad
(Ω,F , P ) mediante ((Yt), P ). Para cada medida de probabilidad P sobre el espacio me-
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dible (Ω,F), nos referiremos a un proceso de Lévy con respecto a P como P -proceso de
Lévy y a todas las características del proceso antepondremos P para denotar que dichas
características están deﬁnidas bajo la medida de probabilidad P .
SeaD = D([0,∞),R), el espacio de funciones ω : [0,∞)→ R continuas por la derecha con
límite por la izquierda. Sea la función de cordenadas deﬁnida por yt : [0,∞) × D → R.
Sea FD, el σ-álgebra generado por {ys ; 0 ≤ s < ∞} y Ft, el σ-álgebra generado por
{ys ; 0 ≤ s ≤ t}. Todo proceso de Lévy ((Yt), P ) induce una medida de probabilidad PD
sobre (D,FD) tal que ((yt), PD) es un proceso de Lévy idéntico en ley con ((Yt), P ). Así
cuando decimos que ((yt), P
D) es un proceso de Lévy en R, estamos diciendo que PD es
una medida de probabilidad sobre (D,FD) y (yt) es un PD-proceso de Lévy.
En esta sección es importante tener en cuenta que cuando consideramos dos procesos de
Lévy ((yt), P ) y ((yt), Q), D,FD y (yt) son comunes y solamente las medidas P y Q son
diferentes.
Los siguientes resultados consideran procesos de Lévy de la forma ((yt), P ) donde P es
una medida de probabilidad sobre (D,FD). Además, dichos resultados proporcionan una
clase de medidas equivalentes que preserva la estructura del proceso de Lévy.
Antes de enunciar los resultados, recordemos algunas deﬁniciones y notaciones. Sean ρ1 y
ρ2, dos medidas sobre un espacio medible (M,FM).
Se dice que ρ1 es absolutamente continua con respecto a ρ2, si
{B ∈ FM; ρ2(B) = 0} ⊂ {B ∈ FM; ρ1(B) = 0}.
Denotaremos esto mediante ρ1  ρ2.
En el caso anterior, existe una función medible g : M→ R tal que
ρ1(A) =
∫
A
g(ω)ρ2(dω) , para todo A ∈ FM.
Esta función es conocida como la derivada de Radon-Nikodym de ρ1 con respecto a
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ρ2 y es denotada por
dρ1
dρ2
.
Se dice que ρ1 es equivalente a ρ2, si ρ1  ρ2 y ρ2  ρ1. Denotaremos esto mediante
ρ1 ≈ ρ2.
Si ρ1 ≈ ρ2, entonces dρ1dρ2 es estrictamente positiva y ﬁnita ρ1-c.s. o , equivalentemente,
ρ2-c.s.
Lema 1.57. Sean ((yt), P ) un proceso de Lévy en R con terna característica (µP , cP , νP ).
Sean η ∈ R y φ : R→ R una función medible positiva que satisface
∫
R
(
e
φ(y)
2 − 1)2νP (dy) <∞. (1.16)
Entonces, se cumplen las siguientes aﬁrmaciones:
a) Para cada t ≥ 0, el límite
l´ım
ε→0
 ∑
0<s≤t
|∆ys|>ε
φ(∆ys)− t
∫
|y|>ε
(
eφ(y) − 1
)
νP (dy)
 (1.17)
existe y la convergencia es uniforme en t sobre cualquier intervalo compacto, P-c.s.
b) El proceso ((Dt), P ) deﬁnido como
Dt = ηy
c
t −
η2c2P t
2
− ηµP t+ l´ım
ε→0
( ∑
0<s≤t
|∆ys|>ε
φ(∆ys)− t
∫
|y|>ε
(
eφ(y) − 1
)
νP (dy)
)
,
(1.18)
donde ((yct ), P ) es la parte continua de ((yt), P ), es un proceso de Lévy en R con
terna característica (µD, cD, νD) expresada por
µD = −1
2
η2c2P −
∫
R
(
ey − 1− y1{0<|y|≤1}(y)
)(
νPφ
−1
)
(dy),
cD = η
2c2P ,
νD =
(
νPφ
−1
)
R−{0}
.
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c) El proceso ((Dt), P ) deﬁnido en b) satisface
EP [eDt ] = 1 , para cada t ∈ (0,∞). (1.19)
d) Para cada u ∈ R,
F˜ (u) =
∫
R
(
eiuy+φ(y) − 1− iuy1{|y|≤1}(y)− φ(y)1{|y|≤1}(φ(y))
)
νP (dy).
es ﬁnito.
e) Para cada u ∈ R,
EP [eiuyt+Dt ] = exp
[
t
(
− 1
2
c2P (u)
2
+
∫
R
(
eiuy − 1− iuy1{|y|≤1}(y)
)
eφ(y)νP (dy)
+ iuµP + iuc
2
Pη + iu
∫
|y|≤1
y
(
eφ(y) − 1
)
νP (dy)
)]
.
Demostración. Ver [18], p. 221-225.
Lema 1.58. Sean ((yt), P ) un proceso de Lévy en R y ((Dt), P ) el proceso dado por (1.18).
Si 0 ≤ s < t y A ∈ Fs entonces
EP [eDt1A] = E
P [eDs1A] .
Demostración. Ver [18], p.221.
Lema 1.59. Para cada t ≥ 0, sea Qt una medida de probabilidad en el espacio medible
(D,Ft). Supongamos que
Qt|Fs = Qs , para cualesquiera 0 ≤ s < t.
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Entonces, existe una única medida de probabilidad Q sobre (D,Ft) tal que
Q|Ft = Qt , para todo t ≥ 0.
Demostración. Ver [18], p.221.
Estos dos últimos resultados garantizan que existe una única medida de probabilidad
Qη,φ en (D,Ft) tal que
Qη,φ = EP [eDt1A], para cualesquiera t ≥ 0 y A ∈ Ft. (1.20)
En particular,
Qη,φ|Ft ≈ P |Ft , para todo t ≥ 0. (1.21)
Lema 1.60. (yt) tiene incrementos estacionarios e independientes bajo la medida Q
η,φ.
Demostración. Ver [18], p-225.
Teorema 1.61. Sean ((yt), P ) un proceso de Lévy en R con terna característica (µP , cP , νP ),
η ∈ R y φ : R → R una función medible positiva que satisface (1.16). Si Qη,φ = Q es la
medida de probabilidad dada por (1.20) entonces ((yt), Q) es un proceso de Lévy con terna
característica (µQ, cQ, νQ) expresada por
νQ(dy) = e
φ(y)νP (dy),
cQ = cP ,
µQ = µP +
∫
|y|≤1
y(νQ − νP )(dy) + ηc2P .
(1.22)
Además, se tiene que
Q|Ft ≈ P |Ft , para todo t ∈ [0,∞). (1.23)
Demostración. La ecuación 1.23 es consecuencia inmediata de (1.20). Ahora probaremos
que (yt) es un Q-proceso de Lévy con terna característica (µQ, cQ, νQ) dada por (1.22).
37
Por el Lema 1.60, (yt) tiene incrementos independientes y estacionarios bajo Q. Además,
de (1.20) y del hecho que (yt) tiene trayectorias estocásticamente continuas bajo P , se
tiene que (yt) tiene trayectorias estocásticamente continuas bajo Q y y0 = 0. Esto muestra
que ((yt), Q) es un proceso de Lévy.
Por el Lema 1.57 parte e), la Q-función de distribución de yt es
ψQyt = E
Q[eiuyt ] = EP [eiuyt+Dt ] = exp
[
t
(
− 1
2
c2P (u)
2
+
∫
R
(
eiuy − 1− iuy1{|y|≤1}(y)
)
eφ(y)νP (dy)
+ iuµP + iuc
2
Pη + iu
∫
|y|≤1
y
(
eφ(y) − 1
)
νP (dy)
)]
,
la cual se reduce a
ψQyt = E
Q[eiuyt ] = EP [eiuyt+Dt ] = exp
[
t
(
− 1
2
c2Qu
2 + iµQu
+
∫
R
(
eiuy − 1− iuy1{|y|≤1}(y))
)
νQ(dy)
)]
.
(1.24)
Así, por el Teorema 1.26, la terna característica de yt bajoQ está determinada por cQ = cP ,
νQ(dy) = e
φ(y)νP (dy) y µQ = µP +
∫
|y|≤1
y(νQ − νP )(dy) + c2Pη.
Proposición 1.62. Sean P y Q dos medidas de probabilidad sobre un espacio medible
(Θ,FΘ). Sea (Θ˜, F˜Θ) otro espacio medible y sea X : Θ→ Θ˜ una variable aleatoria medible
con respecto a FΘ y F˜Θ. Sean PXy QX las medidas de probabilidad sobre Θ˜ inducida por
X bajo P y Q respectivamente. Si P ≈ Q entonces PX ≈ QX .
Demostración. Notamos que si P ≈ Q, entonces, para todo B ∈ F˜Θ, PX(B) = P [X ∈
B] = 0 y QX(B) = Q[X ∈ B] = 0 son equivalentes.
Lema 1.63. Sean ((yt), P ) y ((yt), Q) procesos de Lévy en R generados por (µP , cP , νP ) y
(µQ, cQ, νQ) respectivamente. Si P |Ft ≈ Q|Ft, para cada t ≥ 0 y la funcion φ está deﬁnida
mediante φ = ln
(dνQ
dνP
)
, entonces se cumplen las siguientes aﬁrmaciones:
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a) νP ≈ νQ.
b)
∫
R
(
e
φ(y)
2 − 1
)2
νP (dy) <∞.
Demostración. Ver [18], p. 225-229.
Lema 1.64. Sean ((yt), P ) y ((yt), Q) procesos de Lévy en R con ternas características
(µP , cP , 0) y (µQ, cQ, 0) respectivamente. Si P |Ft ≈ Q|Ft, para algún t ≥ 0, entonces se
cumplen las siguientes aﬁrmaciones:
a) cP = cQ.
b) Si cP = 0 entonces µQ = µP .
Demostración. Ver [18], p. 229-230.
Teorema 1.65. Sean ((yt), P ) y ((yt), Q) procesos de Lévy en R con ternas característi-
cas dadas por (µP , cP , νP ) y (µQ, cQ, νQ) respectivamente. Son equivalentes las siguientes
aﬁrmaciones:
1. P |Ft ≈ Q|Ft para todo t ∈ (0,∞).
2. Se cumplen las siguientes cuatros condiciones:
(a) cP = cQ;
(b) νP ≈ νQ;
(c) La función φ = ln
(dνQ
dνP
)
satisface
∫
R
(
e
φ(y)
2 − 1
)2
νP (dy) <∞;
(d) Existe η ∈ R tal que
µQ − µP +
∫
|y|≤1
y(νQ − νP )(dy) = ηc2P . (1.25)
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Demostración. (2.)→ (1.). Si se cumple la aﬁrmación (2.), cP = cQ, νQ(dy) = eφ(y)νP (dy)
y existe η ∈ R tal que µQ = µP +
∫
|y|≤1 y(νQ − νP )(dy) + ηc2P . Por el Teorema 1.61, Q y
Qη,φ (dada por (1.20)) tienen la misma terna característica. En particular,
Q[B] = Qη,φ = EP [eDt1B] para t ∈ [0,∞), B ∈ Ft ,
donde Dt es dada por (1.18). Con esto queda mostrada la aﬁrmación (1).
(1.) → (2.). Supongamos que (1.) se cumple, es decir, asumimos que P |Ft ≈ Q|Ft para
cada t ∈ [0,∞). Se mostrará que la aﬁrmación (2.) se cumple. En efecto, por el Lemma
1.63 se cumplen 2(b) y 2(c). Ahora, consideremos ((ycPt ), P ) y ((y
cQ
t ), Q) como las partes
continuas de ((yt), P ) y ((yt), Q) respectivamente. Dichos procesos de Lévy tienen ternas
características dadas por (µP , cP , 0) y (µQ, cQ, 0) respectivamente. Denotemos por Pc y
Qc las medidas inducidas sobre (D,FD) por ((ycPt ), P ) y ((ycPt ), Q) respectivamente. Por
la Proposición 1.62 se tiene que Pc|Ft ≈ Qc|Ft . La terna característica de ((ycPt ), Q) es
(µQ −
∫
|y|≤1 y(νQ − νP )(dy), cQ, 0).
Por el Lemma 1.64, cQ = cP y µQ = µP +
∫
|y|≤1
y(νQ − νP )(dy) + c2Pη para algún η ∈ R.
Con esto queda ﬁnalizada la prueba del teorema.
Corolario 1.66. Sean ((yt), P ) y ((yt), Q) procesos de Lévy en R con ternas características
dadas por (µP , cP , νP ) y (µQ, cQ, νQ) respectivamente. Suponga que se cumple la condición
(1) (y por tanto también la condición (2)) del Teorema 1.65. Sean η ∈ R y φ : R → R
la función dada por φ = ln
(dνQ
dνP
)
. Entonces, la medida Qη,φ construida en (1.20) coincide
con la medida Q.
Demostración. (yt) tiene incrementos estacionarios e independientes bajo Q y bajo Q
η,φ.
Por tanto, para probar que Q y Qη,φ coinciden, basta probar que la Q-distribución y la
Qη,φ-distribución de yt coinciden para todo t ≥ 0. Esto último se cumple ya que (por los
Teoremas 1.61 y 1.65) ((yt), Q) y ((yt), Q
η,φ) tienen la misma terna característica.
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Con el objetivo de que Y preserve la propiedad de simetría bajo la nueva medida
equivalente Q, se mostrará que una condición necesaria y suﬁciente es que la función φ
dada en el Teorema 1.65 parte (c), sea par.
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Capítulo 2
Procesos de Lévy Simétricos
A lo largo de este capítulo Y representará a un proceso de Lévy deﬁnido en el espacio
de probabilidad (Ω,F , P ) y que toma valores en el espacio de los números reales. Además
se asumirá que:
1. {Ft; t ≥ 0} es la ﬁltración natural generada por el proceso Y ;
2. σ({Ft; t ≥ 0}) = F ;
3. Y1 es cuadrado integrable;
4. La terna característica del proceso Y es (µ, c, ν).
2.1. Caracterización de un proceso de Lévy Simétrico
Deﬁnición 2.1. Se dice que una variable aleatoria X tiene distribución simétrica si existe
algún número real θ tal que las variables aleatorias
(X − θ) y − (X − θ)
tienen la misma distribución.
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Note que si X es integrable y simétrica entonces (en la deﬁnición anterior) θ debe ser
la media de X.
Lema 2.2. Sea X una variable aleatoria simétrica cuadrado integrable con medida µ
y varianza σ2. Entonces existe una única función ϕ : [0,∞] → R tal que la función
característica de X es dada por
ψX(u) = e
iuµϕ
(
u2σ2
2
)
, para todo u ∈ R. (2.1)
Demostración. X es simétrica con media µ. Entonces, por la deﬁnición anterior X˜ = X−µ
y −X˜ = −(X − µ) tienen la misma ley y se cumple que
ψX−µ(u) = E
[
eiuX˜
]
= ψ−(X−µ)(u) = E
[
eiu−X˜
]
, para todo u ∈ R.
Por su parte
E
[
eiuX˜
]
= E
[
cos(uX˜)
]
+ iE
[
sen(uX˜)
]
,
E
[
eiu−X˜
]
= E
[
cos(uX˜)
]
− iE
[
sen(uX˜)
]
.
Entonces E
[
sen(uX˜)
]
= 0. Por tanto, E
[
eiuX˜
]
= E
[
eiu−X˜
]
∈ R.
Con esto concluimos que ψX−µ toma valores reales y es par. Entonces existe un único
ϕ : [0,∞]→ R tal que
ψX−µ = ϕ
(
u2σ2
2
)
, para todo u ∈ R.
Con esto queda probado que la función característica de X es dada por (2.1).
En la situación del Lema 2.2, la ley de X se denotará por S(µ, σ2, ϕ). Los parámetros
µ, σ2 y ϕ son llamados posición, escala y generador característico de la familia simétrica,
respectivamente.
Acerca de las distribuciones simétricas es importante notar que, si ϕ es un generador
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característico entonces ϕ(0) = 1. A continuación, se muestran algunos ejemplos de varia-
bles aleatorias con distribuciones simétricas, las cuales han sido estudiadas y utilizadas
en áreas como ﬁnanzas y economía.
Ejemplos 1.
1. Distribución Normal:
Una variable aleatoria X con distribución N(µ, σ2) tiene como función característica
E[eiuX ] = eiµue−
u2σ2
2 ,
y su generador característico es ϕ(s) = e−s.
2. Distribución Varianza Gamma:
Una variable aleatoria X con distribución V G(θ, λ, σ) tiene como función caracte-
rística
E[eiuX ] =
(
1
1− iuθ
λ
+ σ
2u2
2λ
)λ
.
Si θ = 0, su generador característico es dado por ϕ(s) =
(
1
1+ s
λ
)λ
.
Proposición 2.3. Sea X una variable aleatoria simétrica con distribución S(µ, σ2, ϕ).
Suponga que X tiene momentos exponenciales ﬁnitos, es decir, E[euX ] < ∞, para todo
u ∈ R. Entonces el generador caraceristico de X puede ser extendido de manera analítica
a todo R.
Demostración. Por (2.1) se tiene que
E[ezX ] = ezµϕ
(
−z2σ2
2
)
, para todo z = ui, u ∈ R.
Probaremos que la función h : C → C dada por h(z) = E[ezY1 ] está bien deﬁnida y es
holoforma en C.
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Si z = a+ bi ∈ C entonces
E
[∣∣∣eizX∣∣∣] = E[eaX] <∞.
Esto prueba que ezX es integrable y, por tanto, h está bien deﬁnida.
Por otro lado, ﬁjemos z ∈ C. Para cada ω ∈ Ω,
ezX(ω) =
∞∑
n=0
zn(X(ω))n
n!
= l´ım
k→∞
k∑
n=0
(zX(ω))n
n!
Sea Sk(ω) =
∑k
n=0
(zX(ω))n
n!
, entonces
|Sk(ω)| =
∣∣∣ k∑
n=0
znXn(ω)
n!
∣∣∣
≤
k∑
n=0
|zX(ω)|n
n!
≤
∞∑
n=0
|zX(ω)|n
n!
= e|z||X(ω)|
≤ e|z|X(ω) + e−|z|X(ω).
Como X tiene momentos exponenciales ﬁnitos, entonces E
[
e|z|X(ω) + e−|z|X(ω)
]
< ∞.
Además, por el teorema de convergencia dominada,
l´ım
k→∞
E[Sk] =
∞∑
n=0
(E[Xn]
n!
)
zn = E
[
ezX
]
, para todo z ∈ C.
Con ello queda garantizado que la función h(z) = E[ezX ] es holoforma en C.
Por tanto, la función E[ezY1 ]e−zµ también es holomorfa en C. Finalmente, de (2.1) con-
cluimos que ϕ posee una extensión analítica a R.
Ahora en lo restante del presente capítulo, asumiremos que Y1 ∼ S(µ, σ2, ϕ). Entonces
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la varianza de Y1 está dada por la Proposición 1.27,
σ2 = V ar(Y1) = c
2 +
∫
R
y2ν(dy) (2.2)
De la expresión anterior se inﬁere que el comportamiento de las colas de la distribución
de un proceso de Lévy y sus momentos están determinados por la medida de Lévy. Por
otro lado, dado que Y1 tiene distribución simétrica, con parámetro de posición µ y escala
σ2, por (2.1) la función característica de Y1 toma la forma
ψX(u) = e
iuµϕ
(
u2σ2
2
)
, para todo u ∈ R. (2.3)
Deﬁnición 2.4. Se dice que Y es un proceso de Lévy simétrico si tiene distribuciones
marginales simétricas. Es decir, si para cada t ≥ 0, la variable aleatoria Yt tiene distribu-
ción simétrica.
Teorema 2.5. Las siguientes aﬁrmaciones son equivalentes:
1. Y es un proceso de Lévy simétrico.
2. Y1 es simétrica.
3. La medida de Lévy es simétrica, es decir,
ν(−B) = ν(B), para todo B ∈ B(R),
donde −B = {x ∈ R;−x ∈ B}.
Demostración. (1.)→ (2.). Por deﬁnición, si Y es un proceso de Lévy simétrico entonces
Y1 es simétrico.
(2.)→ (3.). Las variables aleatorias
(Y1 − µ) y − (Y1 − µ)
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son inﬁnitamente divisibles. Además, como Y1 es simétrica e integrable entonces dichas
variables aleatorias tienen la misma distribución. Por la representación de Lévy-Khintchine
dichas variables aleatorias tienen respectivamente ternas generadoras (0, c, ν) y (0, c, ν∗),
donde ν∗(B) = ν(−B) para todo B ∈ B(R). Por la unicidad de la terna generadora
ν(dy) = ν∗(dy) = ν(−dy). Por tanto, la medida de Lévy ν es simétrica.
Finalmente (3.) → (1.). Fijemos t > 0. Las variables aleatorias Yt − µt y −(Yt − µt) son
inﬁnitamente divisibles. Además, por la representación de Lévy-Khintchine, sus ternas
generadoras son (0, tc, tν) y (0, tc, tν∗) respectivamente. Como la medida de Lévy ν es
simétrica, entonces ν = ν∗. Por el Teorema de Lévy-Khintchine, Yt − µt y −(Yt − µt)
tienen la misma la distribución. Esto prueba que el proceso de Lévy Y es símetrico.
Teorema 2.6. Si Y es un proceso de Lévy simétrico, entonces su exponente característico
es de la siguiente forma:
Λ(u) = iuµ− 1
2
c2u2 − 2
∫
[0,∞)
(1− cos(uy))ν(dy). (2.4)
Demostración. De la fórmula de Lévy-Khintchine se tiene que:
Λ(u) = iuµ− 1
2
c2u2 +
∫
R
(eiuy − 1− iuy1{|y|≥1})ν(dy)
= iuµ− 1
2
c2u2 +
∫
R
(cos(uy)− 1)ν(dy) +
∫
R
(i sen(uy)− iuy1{|y|≥1})ν(dy)
= iuµ− 1
2
c2u2 +
∫
R
(cos(uy)− 1)ν(dy),
donde la última igualdad se debe a que la función h(u) = i(sen(uy)− uy1{|y|≥1}) es impar
y que la medida de Lévy ν es simétrica. Finalmente, dado que g(u) = cos(uy)− 1 es una
función par y que la medida de Lévy ν es simétrica obtenemos
Λ(u) = iuµ− 1
2
c2u2 − 2
∫
[0,∞)
(1− cos(uy))ν(dy).
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El siguiente resultado es importante porque relaciona la terna característica de un
proceso de Lévy simétrico Y con los parámetros de la distribución simétrica de Y1.
Proposición 2.7. Si Y es un proceso de Lévy simétrico entonces Y1 tiene distribución
S(µ, σ2, ϕ), con
σ2 = V ar(Y1) = c
2 +
∫
R
y2ν(dy) (2.5)
ϕ(υ) = exp
{
− c
2υ
σ2
− 2
∫
[0,∞)
[
1− cos
(
y
√
2υ
σ
)]
ν(dy)
}
, para todo υ ≥ 0. (2.6)
Además, para todo t > 0, Yt tiene distribución S(µt, σ
2t, ϕt) con
ϕt(υ) =
(
ϕ
(
υ
t
))t
, para todo υ ≥ 0. (2.7)
Demostración. La aﬁrmación (2.5) es consecuencia de la Proposición 1.27. Tomando ϕ
como en (2.6) tenemos que
eiuµϕ
(
u2σ2
2
)
= eiuµ exp
{
− 1
2
c2u2 − 2
∫
[0,∞)
(
1− cos(uy)
)
ν(dy)
}
= eΛ(u)
= ψY1(u), para todo u ∈ R,
donde la última igualdad se obtiene de (2.4).
Finalmente, por la Proposición 1.27, V ar(Yt) = σ
2t. Además por la Proposición 1.25,
ψYt(u) = E(e
iuYt) = (ψY1(u))
t = eiu(µt)
(
ϕ
(σ2u2
2
))t
= eiu(µt)ϕt
(
u2(σ2t)
2
)
.
El siguiente teorema describe cómo los nuevos parámetros de la familia simétrica se
transforman bajo el cambio de medida.
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Teorema 2.8. Suponga que Y es un P -proceso de Lévy simétrico.
Sean η ∈ R, φ : R → R una función medible que satisface (1.16) y Q = Qη,φ la medida
en (1.20). Las siguientes aﬁrmaciones son equivalentes:
1. Y es Q-proceso de Lévy simétrico.
2. φ es una función par, ν-c.s.
Además, si se satisface alguna (y por tanto ambas) de estas aﬁrmaciones y se cumple que
∫
|y|>1
y2eφ(y)ν(dy) <∞, (2.8)
entonces Y1 tiene Q-distribución S(µ˜, σ˜
2, ϕ˜), con
µ˜ = µ+ c2η (2.9)
σ˜2 = c2 +
∫
R
y2eφ(y)ν(dy) (2.10)
ϕ˜(υ) = exp
{
c2υ
σ˜2
− 2
∫
[0,∞)
(
1− cos
(y√2υ
σ˜
))
eφ(y)ν(dy)
}
(2.11)
Demostración. (1.) → (2.) Por el Teorema 2.5, las medidas de Lévy ν˜ y ν son am-
bas símetricas. Además, por el Teorema 1.61, Y tiene Q-terna característica (µ˜, c˜, ν˜) con
ν˜(dy) = eφ(y)ν(dy). Entonces,
∫
B
eφ(−y)ν(dy) =
∫
−B
eφ(y)ν(dy)
= ν˜(−B)
= ν˜(B)
=
∫
B
eφ(y)ν(dy).
En resumen, ∫
B
(
eφ(−y) − eφ(y)
)
ν(dy) = 0 .
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Esto nos permite concluir que (eφ(−y) − eφ(y)) = 0, ν-c.s., por lo que φ(−y) = φ(y), ν-c.s.
(2.) → (1.) Dado que se cumple ν˜(dy) = eφ(y)ν(dy), es claro que si φ es una función par
y la medida de Lévy ν es símetrica, entonces la medida de Lévy ν˜ es también simétrica.
Así, por el Teorema 2.5 el proceso Y es un Q-proceso de Lévy simétrico.
Además, por el Teorema 1.61, se cumple que
µ˜− µ+
∫
|y|≤1
y(ν˜ − ν)(dy) = c2η
y dado que las medidas de Lévy ν˜ y ν son ambas simétricas, se tiene que
∫
|y|≤1
yν˜(dy) =
∫
|y|≤1
yν(dy) = 0.
Por tanto, µ˜ = µ + c2η. Por su parte, el parámetro σ˜2 es obtenido de la ecuación (2.2) y
el generador característico ϕ˜ de la familia simétrica de Y1 es obtenido de (2.6).
2.2. Cambio de Medida Equivalente Natural
A lo largo de esta sección, Y representará a un P -proceso de Lévy simétrico ﬁjo y ϕ
a su generador característico.
Deﬁnición 2.9. Sea Q una medida de probabilidad en el espacio medible (Ω,F). Se dice
que Q es una medida equivalente natural (MEN) para el P -proceso de Lévy simétrico Y
si se cumplen las siguientes condiciones:
1. Q|Ft ≈ P |Ft, para todo t ≥ 0.
2. Y es un Q-proceso de Lévy simétrico.
3. El Q-generador característico de Y1 es igual a ϕ.
A continuación se presentan dos teoremas principales acerca de la existencia y unicidad
de las medidas equivalentes naturales. En la búsqueda de estas medidas surge un hecho
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interesante. La medida equivalente natural toma una forma dicotómica que depende de
la presencia del componente browniano.
Deﬁnición 2.10. Dada ρ medida de Borel y β > 0, deﬁnimos
ρβ(A) = ρ
(A
β
)
, para todo A ∈ B(R). (2.12)
Teorema 2.11.
1. Suponga que c 6= 0. Si φ0 : R→ R es la función idénticamente nula (φ(x) = 0 para
todo x ∈ R) y η ∈ R entonces la medida Q = Qη,φ0 dado por (1.20) es una MEN.
En este caso, la Q-terna característica de Y es de la forma (µ˜, c, ν), con µ˜ = µ+c2η
y la Q-distribución de Y1 es S(µ˜, σ
2, ϕ).
2. Supongamos que c = 0. Sea β > 0 tal que νβ (deﬁnido en (2.12)) es equivalente a
ν. Si η ∈ R y φ = ln
(
dνβ
dν
)
entonces la medida Q = Qη,φ dada por (1.20) es una
MEN y la Q-terna característica de Y es de la forma (µ, 0, νβ). En este caso, la
Q-distribución de Y1 es S(µ, (βσ)
2, ϕ).
Demostración. Por el Teorema 2.8 y las ecuaciónes (2.6) y (2.11), podemos concluir que
las siguientes aﬁrmaciones son equivalentes
a) Q = Qη,φ es una medida equivalente natural.
b) φ es una función par y, para todo υ > 0, se cumple la siguiente ecuación:
∫
[0,∞)
[(
1− cos
(y√2υ
σ˜
))
eφ(y) −
(
1− cos
(y√2υ
σ
))]
ν(dy)
+
c2υ
2
( 1
σ˜2
− 1
σ2
)
= 0. (2.13)
(1) Consideremos el caso c 6= 0. Como φ = 0 se cumple que ν˜ = ν y por (2.10), σ˜ = σ. Por
tanto la ecuación (2.13) se cumple. La Q-terna característica de Y esta dada por (µ˜, c, ν˜)
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con µ˜ = µ+ c2η y ν˜ = ν.
(2) Consideremos el caso c = 0. Sea φ = ln
(
dνβ
dν
)
, podemos veriﬁcar que la ecuación (2.13)
se cumple.
En efecto, si c = 0 entonces para garantizar (2.13) basta probar que
∫
[0,∞)
(
1− cos
(y√2υ
σ˜
))
eφ(y)ν(y) =
∫
[0,∞)
(
1− cos
(y√2υ
σ
))
ν(dy).
Note que eφ(y)ν(dy) = νβ(dy). Además, de (2.10) y de (2.5) se tiene que
σ˜2 =
∫
R
y2eφ(y)ν(dy)
= 2
∫
[0,∞)
y2eφ(y)ν(dy)
= 2
∫
[0,∞)
y2νβ(dy)
= 2
∫
[0,∞)
(βy)2ν(dy)
= β2σ2.
Entonces σ˜ = βσ. Con este resultado se tiene que
∫
[0,∞)
(
1− cos
(y√2υ
σ˜
))
eφ(y)ν(y) =
∫
[0,∞)
(
1− cos
(y√2υ
σ˜
))
νβ(dy)
=
∫
[0,∞)
(
1− cos
(βy√2υ
σ˜
))
ν(dy)
=
∫
[0,∞)
(
1− cos
(y√2υ
σ
))
ν(dy).
Con esto garantizamos que la ecuacion (2.13) se cumple. Además, la Q-terna característica
de Y es (µ, 0, νβ).
Corolario 2.12. Supongamos que c = 0 y ν es equivalente a la medida de Lebesgue λ en
(R,B(R)). Para todo β > 0, se cumple la conclusión de la parte (2) del teorema anterior.
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Demostración. Basta probar que νβ  ν. En efecto, sea A ∈ B(R),
ν(A) = 0↔ λ(A) = 0↔ λ
( 1
β
A
)
= 0↔ ν
( 1
β
A
)
= νβ(A) = 0.
Con esto se prueba que νβ es equivalente a ν.
Entonces, se puede concluir que la existencia de una MEN Q depende de la presencia
del componente browniano y eso implica cambiar la media de Y1 en un caso y cambiar la
medida de Lévy en el otro.
Antes de mostrar el teorema de unicidad, presentaremos el siguiente resultado que será
de utilidad en la prueba de dicho teorema.
Lema 2.13. Sean ν una medida de Lévy, η ∈ R y φ : R → R una función medible que
satisface (1.16) y (2.8). Sean σ y σ˜ dadas por (2.5) y (2.10) respectivamente. Entonces
se cumple que
l´ım
υ→∞
∫
[0,∞)
1
υ
[(
1− cos
(y√2υ
σ˜
))
eφ(y) −
(
1− cos
(y√2υ
σ
))]
ν(dy) = 0. (2.14)
Demostración. Para cada y > 0 y cada υ > 0, sea
fυ(y) =
1
υ
[(
1− cos
(y√2υ
σ˜
))
eφ(y) −
(
1− cos
(y√2υ
σ
))]
.
Para cada valor de y ﬁjo,
l´ım
υ→∞
fυ(y) = 0
Como 1− cos(z) ≤ z2
2
para todo z ∈ R, se tiene que,
|fυ(y)| ≤ y
2eφ(y)
σ˜2
+
y2
σ2
= G(y) , para todo υ > 0.
Como Y1 es P -cuadrado integrable, por la Proposición 1.27 y por ser ν una medida de
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Lévy, se cumple que ∫
R
y2ν(dy) < +∞.
Además, por (2.8) y ya que ν˜ es una medida de Lévy, se cumple que
∫
R
y2ν˜(dy) < +∞,
por tanto Y1 es Q-cuadrado integrable también.
Entonces,G es una función positiva integrable y, por el teorema de convergencia dominada,
se tiene que
l´ım
υ→∞
∫
[0,∞)
fυ(y)ν(dy) = 0.
Lema 2.14. Sean Z y Z˜ variables aleatorias positivas en el espacio de probabilidad
(Ω,F , P ) tales que
E
[ 1
λ+ Z
]
= E
[ 1
λ+ Z˜
]
, para todo λ > 0.
Enmtonces, Z y Z˜ tienen la misma ley.
Demostración. Ver [14].
Lema 2.15. Sean ν y ν˜ dos medidas en (0,+∞) con segundos momentos ﬁnitos:
k =
∫ ∞
0
y2ν(dy) < +∞ y k˜ =
∫ ∞
0
y2ν˜(dy) < +∞.
Sean β =
√
k˜
k
y νβ dada por (2.12). Suponga que
∫
[0,∞)
(1− cos(ωy))ν˜(dy) =
∫
[0,∞)
(1− cos(βωy))ν(dy), para todo ω > 0. (2.15)
Entonces ν˜ = νβ.
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Demostración. Calculamos primero las transformadas de Laplace a ambos lados de la
ecuación (2.15).
∫
(0,∞]
e−λω
(∫
[0,∞)
(1− cos(ωy))ν˜(dy)
)
d(ω) =
∫ [0,∞)(∫ ∞
0
e−λω(1− cos(ωy))(dω)
)
ν˜(dy)
=
∫ ∞
0
(
y2
λ(λ2 + y2)
)
ν˜(dy).
∫
(0,∞]
e−λω
(∫
[0,∞)
(1− cos(βωy))ν(dy)
)
d(ω) =
∫ [0,∞)(∫ ∞
0
e−λω(1− cos(βωy))(dω)
)
ν(dy)
=
∫ ∞
0
(
β2y2
λ(λ2 + β2y2)
)
ν(dy).
En ambos cálculos se utilizó la siguiente idéntidad
∫
[0,∞)
e−λω (1− cos(ωy)) d(ω) = y
2
λ(λ2 + y2)
.
Esto muetra que
∫
[0,∞)
y2
λ2 + y2
ν˜(dy) =
∫
[0,∞)
β2y2
(λ2 + β2y2)
ν(dy), para todo λ > 0.
Sean, L˜ y L las medidas de probabilidades con soporte en (0,+∞). Dichas medidas
estan dadas por L˜(dy) = 1
k˜
y2ν˜(dy) y L(dy) = 1
k˜
y2νβ(dy), respectivamente. Sean X˜ y X
las variables aleatorias con distribución L˜ y L, respectivamente. Entonces, de la última
ecuación se deduce que
E
[
1
λ2 +X2
]
= E
[
1
λ2 + X˜2
]
, para todo λ > 0.
Por el Lema 2.14, X y X˜ tienen la misma ley. En particular, L = L˜ y ν˜ = νβ.
Teorema 2.16. Sea Q una MEN. Entonces existen η ∈ R y φ : R → R que satisface
(1.16) tales que Q = Qη,φ. Más precisamente,
1. Si c 6= 0, la Q-distribución de Y1 es S(µ˜, σ, ϕ), η = µ˜−µc2 y φ = 0 ν-c.s.
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2. Si c = 0, la Q-distribución de Y1 es S(µ, σ˜, ϕ), φ = ln
(
dνβ
dν
)
, con β = σ˜
σ
y η es
cualesquier número real.
Demostración. Como Y es un Q-proceso de Lévy y Q|Ft ≈ P |Ft , para cada t ≥ 0, por el
Teorema 1.61, existen η ∈ R y φ : R → R, tales que Q = Qη,φ. Además, por el Teorema
1.61 y (2.9), la Q-terna característica de Y está dada por (µ˜, c, ν˜) con µ˜ = µ + c2η y
ν˜(dy) = eφ(y)ν(dy).
Como Y es un Q-proceso de Lévy simétrico, por el Teorema 2.8, φ es una función par y,
usando las expresiones (2.6) y (2.11), se puede notar que Q es natural si y solo se satisface
la ecuación (2.13). Dividiendo la ecuación (2.13) por υ y luego tomando límite cuando
υ →∞, se obtiene por (2.14) que
c2
2
(
1
σ˜2
− 1
σ2
)
= 0 (2.16)
Entonces, por (2.13) tenemos que para todo υ > 0,
∫
[0,∞)
[(
1− cos
(y√2υ
σ˜
))
eφ(y) −
(
1− cos
(y√2υ
σ
))]
ν(dy) = 0. (2.17)
(1) Consideremos el primer caso, cuando c 6= 0, de la ecuación (2.16) se obtiene σ = σ˜.
Reparametrizando la ecuación (2.17) usando ω =
√
2υ
σ˜
=
√
2υ
σ
conseguimos que
∫
[0,∞)
(1− cos(ωy))ν˜(dy) =
∫
[0,∞)
(1− cos(ωy))ν(dy) , para todo ω > 0.
Por el Lema 2.15, se obtiene que ν˜(dy) = ν(dy). Entonces φ(y) = 0 ν-c.s. y η = µ˜−µ
c2
. (2)
Finalmente, consideremos el caso cuando c = 0.
Podemos notar que µ˜ = µ+ c2η = µ. Sean β = σ˜
σ
y λ =
√
2υ
σ˜
. Entonces
∫
[0,∞)
(1− cos(λy))ν˜(dy) =
∫
[0,∞)
(1− cos(λy))νβ(dy) , para todo λ > 0.
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Por el Lema 2.15, se obtiene que ν˜(dy) = νβ(dy). En este caso φ = ln
(
dνβ
dν
)
57
Capítulo 3
Modelo Generalizado de Black-Scholes
En el presente trabajo se considera el siguiente modelo para el precio del activo ﬁ-
nanciero St = S0e
Yt , t ≥ 0, donde S0 es una constante y representa el precio del activo
en el instante cero y {Yt; t ≥ 0} es un proceso de Lévy simétrico. Además, se deﬁne la
medida martingala equivalente natural (MMEN) como la medida equivalente natural para
el P -proceso de Lévy simétrico Y tal que el proceso de precios e−rt, 0 ≤ t ≤ T , es una
martingala bajo dicha medida.
La MMEN es un concepto importante en este trabajo porque con ella podremos valuar
el precio de una opción. Para valuar una opción se utiliza el cambio de numerario, el cual
es una unidad de cuenta en la cual otros activos son medidos. Un modelo de valuación
de opciones puede ser complejo o simple dependiendo de la elección del numerario para
el modelo. En principio, podemos tomar cualquier activo cuyo valor sea positivo en todo
instante del tiempo como numerario y nominar a los otros activos en términos del nume-
rario elegido. Asociado con cada numerario tendremos una medida de probabilidad Q, es
decir, si la cuenta de ahorro βt = e
rt (con r > 0 ﬁjo) es el numerario, entonces el precio
St del activo ﬁnanciero es expresado en unidades del numerario y el proceso
St
ert
es una
martingala bajo Q. Sin embargo, nosotros también podemos elegir el precio del activo St
como numerario, entonces debemos cambiar la medida martingala equivalente (MME) Q
a una nueva MME Q1. Dicha medida hace que
βt
St
sea martingala. Por tanto, el precio de
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una opción en el instante t = 0 con pago H en el tiempo T es C = EQ
(
H
βT
)
. Pero también
puede ser calculado como EQ1( H
ST
).
A lo largo de este capítulo Y representará a un P -proceso de Lévy simétrico deﬁnido en el
espacio de medida (Ω,F) y que toma valores en el espacio de los números reales. Además
se asumirá que:
1. S0 es una constante y representa el precio del activo ﬁnanciero en el instante cero;
2. r > 0 es ﬁjo y representa la tasa de interés;
3. βt = e
rt, t ≥ 0, es la cuenta de ahorro;
4. St = S0e
Yt , t ≥ 0, es el proceso de precios del activo ﬁnanciero;
5. {Ft; t ≥ 0} es la ﬁltración natural generada por el proceso Y y todas las martingalas
consideradas en este capítulo son con respecto a esta ﬁltración;
6. F = σ({Ft; t ≥ 0}) ;
7. La P-terna característica del proceso Y es (µ, c, ν);r
8. Para cada t ≥ 0, Yt tiene P -momentos exponenciales ﬁnitos. Es decir, EP [euY1 ] <∞,
para todo u ∈ R.
A continuación se enuncian y se prueban algunos resultados importantes para luego
mostrar un teorema que muestra la forma de cambiar medidas y expresar los precios de
una opción bajo diferentes numerarios.
Lema 3.1. Sean Q y P dos medidas de probabilidad deﬁnidas sobre el espacio (Ω,F) y
G un sub σ-álgebra de F . Suponga que Q  P con dQ = ξdP y que X es una variable
aleatoria Q-integrable. Entonces ξX es una variable aleatoria P -integrable y Q-c.s.,
EQ[X|G] = E
P [Xξ|G]
EP [ξ|G] . (3.1)
59
Demostración. Recordemos que Z = EQ[X|G] si y solamente si se cumple que Z es
medible respecto a G y
EQ[Y X] = EQ[Y E[X|G]],
para toda variable aleatoria Y medible respecto a G talque Y X es Q-integrable
Si Y es una variable aleatoria G-medible entonces
EQ
[
EP [Xξ|G]
EP [ξ|G] Y
]
= EP
[
ξ
EP [Xξ|G]
EP [ξ|G] Y
]
= EP
[
EP [ξ|G]E
P [Xξ|G]
EP [ξ|G] Y
]
= EP [EP [Xξ|G]Y ]
= EP [XξY ] = EQ[XY ].
Esto muestra (3.1).
Lema 3.2. Sean P una medida de probabilidad sobre el espacio (Ω,F) y {ξt; t ≥ 0} una
P -martingala positiva tal que EP [ξT ] = 1. Deﬁnimos la nueva medida de probabilidad Q
mediante la relación dQ = ξTdP . Entonces, si X es una variable aleatoria Q-integrable,
EQ[X] = EP [ξTX],
EQ[X|Ft] = EP
[ξT
ξt
X
∣∣∣Ft]. (3.2)
Además, si X es Ft-medible, entonces para s ≤ t,
EQ[X|Fs] = EP
[ ξt
ξs
X
∣∣∣Fs]. (3.3)
Finalmente, 1/ξt, 0 ≤ t ≤ T es una Q-martingala.
Demostración. De la ecuación (3.1) se deduce la ecuación (3.2). Por tanto queda por
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mostrar la ecuación (3.3). De la ecuación (3.2) se tiene que
EQ[X|Fs] = EP
[ξT
ξs
X|Fs
]
= EP
[
EP
[ξT
ξs
X|Ft
]
|Fs
]
= EP
[
X
1
ξs
EP
[
ξT |Ft
]
|Fs
]
= EP
[ ξt
ξs
X|Fs
]
.
Finalmente, probaremos que 1/ξt, 0 ≤ t ≤ T es una Q-martingala. En efecto, por la
ecuación (3.2),
EQ
[ 1
ξT
|Fs
]
= EP
[ξT
ξs
1
ξT
∣∣∣Fs] = 1
ξs
.
Con ello queda ﬁnalizada la prueba.
Deﬁnición 3.3. El precio, C, en el instante t ≤ T de un reclamo contingente H con
tiempo de maduración T es
Ct = E
Q
(
βt
βT
H
∣∣∣∣∣Ft
)
,
donde Q es una medida de probabilidad martingala equivalente.
Teorema 3.4 (Cambio de Numerario). Suponga que St
βt
, 0 ≤ t ≤ T , es una Q-martingala
positiva. Sea Q1 dada por
dQ1
dQ
= ξT =
ST/S0
βT/β0
entonces βt
St
es una Q1-martingala. Además, el precio en el instante t de un reclamo
contingente H con pago tiempo de maduración T es dado por
Ct = E
Q1
(
St
ST
H
∣∣∣∣∣Ft
)
Demostración. Para cada 0 ≤ t ≤ T , sea ξt = St/S0βt/β0 . El proceso ξt, 0 ≤ t ≤ T , es una
Q-martingala positiva con EQ(ξT ) = 1. Entonces, por el lema anterior,
1
ξt
=
βt/β0
St/S0
, 0 ≤ t ≤ T,
es una Q1-martingala. En particular
βt
St
, 0 ≤ t ≤ T , es una Q1-martingala. Por el Lema
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3.2,
EQ
( βt
βT
H
∣∣∣Ft) = EQ[ξT
ξt
St
ST
H
∣∣∣Ft] = EQ1[ St
ST
H
∣∣∣Ft].
3.1. Valuación de Opciones con una MMEN
En la presente sección, se asume que Yt tiene momentos exponenciales ﬁnitos, es decir,
E[euYt] <∞, para todo u ∈ R. Recuerde de la Proposición 2.1 que bajo este supuesto, el
generador característico se puede extender de forma analítica a R.
3.1.1. Medida Martingala Equivalente Natural
Según los teoremas fundamentales de las ﬁnanzas, las opciones de acciones son va-
luadas usando una medida martingala equivalente Q bajo la cual el proceso de precios
descontados e−rtSt , 0 ≤ t ≤ T , es una martingala. En este trabajo Q no sólo es una
medida equivalente martingala, sino también natural.
Deﬁnición 3.5. Se dice que Q es una MMEN si se cumple las siguientes aﬁrmaciones:
1. Q es una MEN para el P -proceso de Lévy simétrico
2. El proceso de precios descontados e−rtSt, 0 ≤ t ≤ T es una Q-martingala Y .
El siguiente resultado proporciona la relación entre los parámetros de la distribución
de Y1 bajo las medidas Q y P y las condiciones para la existencia y unicidad de Q.
Teorema 3.6. Sea Q una MMEN para el P-proceso de Lévy simétrico Y con P-terna ca-
racterística (µ, c, ν). Entonces, la siguiente relación entre los parámetros de la Q-distribución
de Y1 debe cumplirse.
µ˜+ lnϕ
(
− σ˜
2
2
)
= r. (3.4)
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Demostración. Por la propiedad martingala de e−rtSt bajo Q, se tiene que,
EQ[e−rtSt|Fs] = e−rsSs, para 0 ≤ s ≤ t
EQ[eYt−Ys|Fs] = er(t−s)
EQ[eYt−Ys ] = er(t−s)
EQ[eYt−s ] = er(t−s).
Se utilizó el hecho que el proceso Yt − Ys es independiende de Fs y la propiedad de
incrementos estacionarios, es decir, Yt − Ys ∼ Yt−s. Por otro lado, la distribución de Y1
bajo la MMEN Q es S(µ˜, σ˜2, ϕ), con lo cual se tiene:
er = EQ[e
Y1 ] = eµ˜ϕ
(
− σ˜
2
2
)
,
la cual equivale a (3.4).
Corolario 3.7. Bajo las condiciones del teorema anterior
1. Si hay un componente Browniano (c 6= 0) entonces
µ˜ = r − lnϕ
(
− σ
2
2
)
. (3.5)
Además, Q es única.
2. Si no hay un componente Browniano (c = 0) entonces σ˜ es una raíz de la ecuación
lnϕ
(
− σ˜
2
2
)
= r − µ . (3.6)
Además, r > µ. En este caso, si σ˜ es la única raíz positiva de la ecuación (3.6)
entonces Q es única.
Demostración. Note que la ecuación (3.5) y (3.6) es consecuencia de (3.4) y del Teorema
2.16.
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Si c = 0. Por la desigualdad de Jensen se obtiene EQ[e
Y1 ] ≥ eµ, por tanto µ < r. En
este caso, si σ˜ es la única raíz positiva de la ecuación (3.6) entonces por la parte 2.) del
Teorema 2.16, Q es única.
Si c 6= 0, la unicidad de Q es consecuencia de la parte 1.) del Teorema 2.16 y de la ecuación
(3.5).
3.1.2. Valuación de opciones con una MMEN
De acuerdo al método de valuación por ausencia de arbitraje, el valor de una opción
en el tiempo 0 está dado por el valor esperado de la función de pagos:
C0 = e
−rTEQ[(ST −K)+] , (3.7)
donde T es el tiempo de vencimiento, K es llamado precio de ejercicio (strike price), y Q
es una MMEN. Deﬁnimos Q1 como la medida de probabilidad dada por
dQ1
dQ
=
e−rTST
S0
. (3.8)
Note que bajo Q1 el proceso
ert
St
, 0 ≤ t ≤ T es una martingala.
A partir de la fórmula (3.7), escribimos la fórmula de valuación de opciones usando
cambio de numerario, obteniendo
C0 = e
−rTEQ[(ST −K)+]
= e−rTEQ[(ST −K)1{ST>K}]
= S0Q1[(ST > K)]− e−rTKQ[(ST > K)].
(3.9)
Retornos para procesos de Lévy simétricos con componente browniano
Sea Y un proceso de Lévy simétrico con P -terna característica (µ, c, ν) tal que c 6= 0.
Sea S(µ, σ2, ϕ) la P -distribución de Y1 y Q la MMEN para Y . Entonces, bajo Q, Y
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continua siendo un proceso de Lévy con terna característica (µ˜, c, ν) y la distribución de
Y1 se convierte en S(µ˜, σ
2, ϕ), donde
µ˜ = r − lnϕ
(
− σ
2
2
)
.
Proposición 3.8. Sea T > 0, denotemos por FT a la P -función de distribución de la
variable estandarizada (YT−µT )
σ
√
T
, es decir,
FT (y) = P
(
YT ≤ σ
√
Ty + µT
)
.
Suponga que FT es continua. Entonces
FT (y) = Q
(
YT ≤ σ
√
Ty + µ˜T
)
.
Además, la fórmula de valuación de la opción (3.9) se transforma a
C0 = S0Q1[(ST > K)]− e−rTKFT
(
ln(S0
K
) + (r − lnϕ(−σ2
2
))T )
σ
√
T
)
Demostración. Como Q es MMEN, las distribuciones de las variables aleatorias
YT − µT
σ
√
T
,
YT − µ˜T
σ
√
T
bajo P y Q, respectivamente, son las mismas. Además, son simétricas.
Por la continuidad de FT , 1− FT (a) = FT (−a), para todo a ≥ 0. Por tanto, se tiene que
Q (ST > K) = Q
(
YT > ln
K
S0
)
= Q
(
YT − µ˜T
σ
√
T
>
ln K
S0
− µ˜T
σ
√
T
)
= Q
(
YT − µ˜T
σ
√
T
<
(
ln(S0
K
) + µ˜T
σ
√
T
))
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= FT
(
ln(S0
K
) + (r − lnϕ(−σ2
2
))T
σ
√
T
)
.
Con ello queda probada la proposición.
Retornos para procesos de Lévy simétricos sin componente browniano
Ahora, consideremos el caso cuando Y es un proceso de Lévy simétrico con P -terna
característica (µ, 0, ν). Supongamos que la tasa de interés r es mayor que el parámetro de
posición µ . Sea S(µ, σ2, ϕ) la P -distribución de Y1 y Q la MMEN para Y . Entonces, la
Q-distribución de Y1 resulta S(µ, σ˜
2, ϕ), donde σ˜ es la solución a la ecuación (3.6).
Para casos especíﬁcos considerados en el presente trabajo (Varianza Gamma simétrico,
Normal Inversa Gaussiana simétrico y Meixner simétrico) es posible identiﬁcar las distri-
buciones de (YT−µT )
σ˜
√
T
bajo Q y la de (YT−µ1T )
σ˜1
√
T
bajo Q1.
Sean FT y F
1
T sus respectivas funciones de distribución. Por tanto, podemos escribir
C0 = S0Q1[(ST > K)]− e−rTKQ[(ST > K)]
= S0
[
1− F 1T
(
− ln(
S0
K
) + µ1T
σ˜1
√
T
)]
− e−rTKFT
(
ln(S0
K
) + µT
σ˜
√
T
)
.
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Capítulo 4
Modelo de Varianza Gamma Simétrico
En este capítulo consideramos que la dinámica del precio del activo está caracterizada
por un proceso de Varianza Gamma simétrico (VGS). El proceso de precios del activo es
modelado como {St = S0eYt ; t ≥ 0}, donde {Yt; t ≥ 0} es un proceso de Varianza Gamma
(VG), con marginales simétricas (es decir, la variable aleatoria Yt es simétrica para todo
t ≥ 0).
El proceso VG es un ejemplo de un proceso de salto puro con un número inﬁnito de saltos
en cualquier intervalo de tiempo ﬁnito, muchos de los saltos son arbitrariamente pequeños
con sólo un número ﬁnito de saltos de cualquier tamaño predeﬁnido. La distribución
marginal del proceso VG fue dada originalmente en [8] en términos de funciones especiales
tales como funciones de Bessel modiﬁcadas de segundo tipo y la función hipergeometrica
degenerada. En el caso particular del proceso VGS las distribuciones marginales resultan
ser distribuciones de Bessel simétricas. Esto conlleva a una fórmula elegante.
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4.1. Procesos de Varianza Gamma Simétrico
Deﬁnición 4.1. Sea X una variable aleatoria. Se dice que X tiene distribución de Bessel
con parámetros a, b, m, si su función de densidad es dada por
f(x) =
|1− a2|m+ 12 |x|m√
pi2mbm+1Γ(m+ 1
2
)
e−
ax
b Km
( |x|
b
)
, para todo x ∈ R,
con b > 0, |a| < 1, m > 1 y donde
Km(x) =
√
pixm
2mΓ(m+ 1
2
)
∫
[1,∞)
(t2 − 1)m− 12
es la función de Bessel modiﬁcada de segundo tipo.
Dicha distribución es denotada por B(a, b,m). Para esta distribución, la función ge-
neradora de momentos es
M(t) =
[
(1− a2)(1− (c− tb)2)−1]m+ 12 (4.1)
Las expresiones explícitas para la media, varianza, coeﬁciente de asimetría y curtosis de
esta distribución son
Media = (2m+ 1)ba(a2 − 1)−1 (4.2)
Varianza = (2m+ 1)b2(a2 + 1)(a2 − 1)−2 (4.3)
Coeﬁciente de Asimetría = 2a(a2 + 3)(2m+ 1)−
1
2 (a2 + 1)−
3
2 (4.4)
Curtosis = 3 + 6(a4 + 6a2 + 1)(2m+ 1)−1(a2 + 1)−2 (4.5)
Deﬁnición 4.2. Sea X una variable aleatoria. Se dice que X tiene distribución de Bessel
simétrica con media µ, varianza σ2 y parámetro de forma λ, si X −µ ∼ B(0, σ√
2λ
, λ− 1
2
).
En este caso usaremos la notación X ∼ Bsim(µ, σ2, λ) para la distribución de X. Su
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función característica es de la forma
ψ(u) =
(
1
1 + u
2σ2
2λ
)λ
para todo u ∈ R,
y su función de densidad es
f(x) =
√
2λ
piσ2
(√
λx2
2σ2
)λ− 1
2
1
Γ(λ)
Kλ− 1
2
(
2
√
λx2
2σ2
)
.
Además, esta distribución coincide con S(µ, σ2, ϕ) cuyo generador característico es
ϕ(υ) =
(
1
1 + υ
λ
)λ
. (4.6)
La evidencia empírica muestra que grandes movimientos en los precios de los activos
ocurren con mayor frecuencia de lo que supone el modelo clásico de Black-Scholes con
incrementos de los retornos distribuidos normalmente. Esta característica está referida
al exceso de curtosis o a las colas pesadas. Esta es la principal razón para considerar
modelos con saltos. Una forma de medir este comportamiento de colas pesadas es observar
la curtosis. Para la distribución normal (mesocúrtica), la curtosis es 3. Si la distribución
es plana en la parte superior (platicúrtica) la curtosis es menor a 3, y si la distribución
tiene pico alto (Leptocúrtica), la curtosis es mayor a 3.
Nosotros notamos que la curtosis de la distribución simétrica de Bessel es 3+ 3
λ
, por tanto
el parámetro λ está relacionado al exceso de curtosis mediante λ = 3
γ
, este resultado es
debido a que el exceso de curtosis de una variable aleatoria Y es γ = E[(Y−µ)
4]
σ4
− 3.
Las marginales de un proceso VGS Y tienen función característica:
E(eiuYt) = eiuµt
(
1
1 + u
2σ2
2λ
)λt
, para todo t ≥ 0. (4.7)
Inspeccionando la función característica tenemos lo siguiente:
Proposición 4.3. Para cada t > 0, la distribución marginal en el instante t de un
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proceso VGS Y es dada por Yt ∼ Bsim(µt, σ2t, λt). En particular, para cada t > 0,
Yt ∼ S(µt, σ2t, ϕt) con el generador característico dado por
ϕt(υ) =
(
ϕ
(υ
t
))t
=
(
1
1 + υ
λt
)λt
. (4.8)
4.1.1. Valuación de opciones con un modelo VGS
Determinamos las distribuciones de Yt bajo las medidas martingalas equivalentes Q
y Q1. Por el Teorema 2.16 y el Teorema 3.6, si µ < r, la Q-distribución de Y1 es
Bsim(µ, σ˜2, λ). De las ecuaciónes (4.6) y de (3.6) se tiene que
σ˜2 = 2λ(1− e−(r−µ)λ ). (4.9)
La Q1-distribución de Y1 está determinada por el siguiente resultado.
Proposición 4.4. Sea fQYt la Q-densidad de Yt ∼ Bsim(µt, σ˜2t, λt). Entonces, la Q1-
densidad de Yt (dada por e
y−rtfQYt(y)) es dada por
fQ1Yt (y) = f(y − µt),
donde f es la función de densidad de la distribución B(−
√
σ˜2
2λ
,
√
σ˜2
2λ
, λt− 1
2
).
Demostración. De (4.9),
ey−rtfQYt(y) = e
y−rt
√
2λ
piσ˜2
(√
λ(y − µt)2
2σ˜2
)λt− 1
2
1
Γ(λt)
Kλt− 1
2
(
2
√
λ(y − µt)2
2σ˜2
)
(4.10)
Usando el generador característico en (4.8) para la distribución simétrica de Bessel, se
tiene que
ey−rt = ey−µt
(
1− σ˜
2
2λ
)λt
. (4.11)
70
Sea y∗ = y − µt. Usando (4.11), la expresion (4.10) se convierte en
ey−rtfQYt(y) = e
y∗
(
1− σ˜
2
2λ
)λt√
2λ
piσ˜2
(√
λ(y∗)2
2σ˜2
)λt− 1
2
1
Γ(λt)
Kλt− 1
2
(
2
√
λ(y∗)2
2σ˜2
)
(4.12)
Sean m = λt− 1
2
, a = −
√
σ˜2
2λ
y b =
√
σ˜2
2λ
. Obtenemos
ey−rtfYt(y) = e
y∗ (1− a2)m+ 12 1
b
√
pi
( |y ∗ |
2b
)m
1
Γ(m+ 1
2
)
Km
( |y ∗ |
b
)
=
(1− a2)m+ 12 |y ∗ |m√
pi2mbm+1Γm+ 1
2
e−
ay∗
b Km
( |y ∗ |
b
)
. (4.13)
Para cada t ≥ 0, sea Y ∗t = Yt−µt. De (4.13), Y ∗t tiene distribución B
(
−
√
σ˜2
2λ
,
√
σ˜2
2λ
, λt−
1
2
)
. Asi de (4.9), (4.2) y (4.3) tenemos que,
E[Y ∗1 ] = µ1 = 2λ(e
(r−µ)
λ − 1); (4.14)
V AR[Y ∗1 ] = σ˜
2
1 = 2λ(e
(r−µ)
λ − 1)(2e (r−µ)λ − 1). (4.15)
En particular, la media y la varianza de Yt = Y
∗
t + µt bajo Q1 son µt + µ1t y σ˜
2
1t,
respectivamente.
Denotamos con Bλt(y) a la Q-función de distribución de la variable aleatoria
Yt−µ
σ˜
√
t
y B1λt(y)
a la Q1-función de distribución de la variable aleatoria
Yt−µt−µ1t
σ˜1
√
t
.
Con lo visto anteriormente, podemos concluir el siguiente resultado.
Proposición 4.5. Suponga que Yt ∼ Bsim(µt, σ2t, λt) y µ < r. Entonces, el precio libre
de arbitraje de una opción de compra europea usando MMEN está dado por
C0 = S0
[
1−B1λT
(
− ln(
S0
K
) + µT + µ1T
σ˜1
√
T
)]
− e−rTKBλT
(
ln(S0
K
) + µT
σ˜
√
T
)
(4.16)
donde µ1 = 2λ(e
(r−µ)
λ − 1), σ˜21 = 2λ(e
(r−µ)
λ − 1)(2e (r−µ)λ − 1) y σ˜2 = 2λ(1− e−(r−µ)λ ).
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4.2. Comparaciones Numéricas
Con el objetivo de hacer algunas comparaciones numéricas, aproximaremos la distri-
bución estandarizada de Bessel de la variabla aleatoria YT−µT
σ
√
T
por la distribución estándar
normal, es decir cambiamos BλY por Φ. Asimismo, la distribución de Bessel que aparece
en el modelo trabajado es aproximada por una normal estándar porque tiene un grado
de asimetría mínimo que puede ser despreciable. Asumiremos que el valor del coeﬁciente
de asimetría es pequeño. Por otro lado recordamos que el parámetro de forma λ y el
parámetro de exceso de curtosis de la distribución de Bessel están relacionados por λ = γ
3
.
De esta manera, obtenemos una fórmula generalizada tipo Black-Scholes para la valua-
ción de opciones que toma en cuenta el exceso de curtosis. La fórmula generalizada tipo
Black-Scholes para el modelo VGS es
C0 ≈ S0
[
Φ
(
ln(S0
K
) + µT + µ1T
σ˜1
√
T
)]
− e−rTKΦ
(
ln(S0
K
) + µT
σ˜
√
T
)
(4.17)
donde µ1 =
6
γ
(e
(r−µ)γ
3 − 1), σ˜21 = 6γ (e
(r−µ)γ
3 − 1)(2e (r−µ)γ3 − 1) y σ˜2 = 6
γ
(1− e−(r−µ)γ3 ).
Es importante observar que la fórmula de Black-Scholes es un caso particular de (4.17),
ya que cuando γ → 0 se tiene lo siguiente:
µ1 =
6
γ
(e
(r−µ)γ
3 − 1)→ 2(r − µ)
σ˜21 =
6
γ
(e
(r−µ)γ
3 − 1)(2e−(r−µ)γ3 − 1)→ 2(r − µ)
σ˜2 =
6
γ
(1− e−(r−µ)γ3 )→ 2(r − µ)
La fórmula para valuar una opción de compra en el modelo Black-Scholes (BS) es la
siguiente:
C0 = S0
[
Φ
(
ln(S0
K
) + (r + σ
2
2
)T
σ
√
T
)]
− e−rTKΦ
(
ln(S0
K
) + (r − σ2
2
)T
σ˜
√
T
)
(4.18)
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En el modelo clásico de Black-Scholes, 2(r − µ) = σ2 bajo la medida Q (µ y σ son cons-
tantes). Por tanto, se puede ver que la fórmula de BS se obtiene cuando gamma tiende a
cero.
Podemos concluir que el modelo VGS es una generalización del modelo de Black-Scholes
porque considera que la distribución del logaritmo de los retornos bajo la medida mar-
tingala equivalente natural presenta un párametro adicional que es el exceso de curtosis;
es decir, toma en cuenta los saltos de los precios, lo cual no es considerado en el modelo
clásico de BS. Asimismo, podemos notar que para valores pequeños de exceso de curtosis
el modelo de VGS coincide con el modelo BS. En el siguiente gráﬁco, comparamos el pre-
cio de una opción europea de compra usando los dos modelos de valuación en un periodo
corto de un año. Podemos notar que para el mismo conjunto de parámetros, la diferencia
entre el precio de la opción obtenido bajo el modelo VGS respecto al obtenido bajo el
modelo BS aumenta a medida que el periodo de maduración de la opción aumenta. Los
precios exactos y las diferencias porcentuales son presentadas en la Tabla 4.1.
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Figura 4.1: Precios de una opción europea de compra obtenido con los modelos VGS y BS. Los
valores de los parámetros usados son: So = K = 10, r = 0,06, σ = 0,19, µ = 0,03, γ = 4.
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Tiempo de Maduración (Años) 2/52 12/52 22/52 32/52 42/52 1
Modelo BS (i) 0.160 0.434 0.622 0.782 0.927 1.062
Modelo VGS (ii) 0.192 0.511 0.724 0.903 1.064 1.212
Diferencia (ii- i) 20.00 17.74 16.40 15.47 14.78 14.12
Tabla 4.1: Diferencia porcentual del precio de la opción europea de compra bajo el modelo
VGS respecto al modelo BS. Los valores de los parámetros usados son: So = K = 10, r = 0,06,
σ = 0,19, µ = 0,03, γ = 4.
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Capítulo 5
Modelo Normal Inverso Gaussiano
Simétrico
En este capítulo, consideramos que la evolución del precio del activo subayacente está
caracterizada por un proceso Normal Inverso Gaussiano Simétrico (NIGS). Es decir, el
proceso de precios del activo es modelado como {St = S0eYt ; t ≥ 0}, donde {Yt; t ≥ 0} es
un proceso Normal Inverso Gaussiano (NIG), con marginales simétricas. Para modelar las
colas pesadas, este modelo es el adecuado porque las colas decrecen más lentamente que la
distribución gaussiana. En el modelo NIG los incrementos del proceso estan distribuidos
como una distribución normal inversa gaussiana.
La distribución marginal del proceso NIG fue originalmente estudiado en [2] como una
sub clase de la distribución generalizada hiperbólica (con parámetro de forma, λ = −1
2
).
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5.1. Proceso Normal Inverso Gaussiano
Deﬁnición 5.1. Sea X una variable aleatoria. Se dice que X tiene distribución normal
inversa gaussiana con parámetros α, β, δ, µ, si su función de densidad es dada por
fY (y) =
α
pi
eαδ
√
α2−β2+β(y−µ)
K˜1
(
αδ
√
1 + (y−µ
δ
)2
)
√
1 + (y−µ
δ
)2
, para todo y ∈ R,
con µ ∈ R, δ ≤ 0 y 0 ≤ |β| ≤ α y donde
K˜λ(x) =
√
pi
2x
1
Γ(λ+ 1
2
)
e−x
∫
[0,∞)
e−ttλ−
1
2
(
1 +
t
2x
)λ− 1
2
,
es la función modiﬁcada de Bessel de tercer tipo con índice λ.
Dicha distribución es denotada por NIG(α, β, δ, µ) y su función característica es
ψ(u) = eiuµ
eδ
√
α2−β2
eδ
√
α2−(β+iu)2
. (5.1)
Las expresiones explícitas para su media, varianza, curtosis y su coeﬁciente de asimetría
son
Media = µ+
βδ√
α2 − β2 (5.2)
Varianza =
α2δ(√
α2 − β2
)3 (5.3)
Coeﬁciente de Asimetría =
3β
α
(
δ
√
α2 − β2
) 1
2
(5.4)
Curtosis = 3
(
1 +
α2 + 4β2
α2δ
√
α2 − β2
)
(5.5)
Deﬁnición 5.2. Sea X una variable aleatoria. Se dice que X tiene distribución normal
inversa gaussiana simétrica si y solo si β = 0.
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En este caso denotaremos a la distribución NIG(α, 0, δ, µ) por NIGS (α, δ, µ). Su fun-
ción de densidad está dado por
f(y) =
α
pi
eαδ
K˜1
(
αδ
√
1 + (y−µ
δ
)2
)
√
1 + (y−µ
δ
)2
(5.6)
y su funcion característica es
ψ(u) = eiuµeαδ(1−
√
1+( u
α
)2). (5.7)
Además, de (5.2), (5.3) y (5.5), su media es µ, su varianza es δ
α
y su curtosis es 3 + 3
αδ
.
Por una simple inspección de la función característica podemos notar que el generador
característico de esta distribución es
ϕ(υ) = e
αδ
(
1−
√
1+ 2υ
ζ
)
, (5.8)
Un proceso NIG no tiene componente browniano y su terna característica está dado por
(m, 0, νNIG), donde
m =
2δα
pi
∫ 1
0
senh(βy)K˜1(αy)dy (5.9)
5.1.1. Valuación de Opciones con un modelo NIG
Supongamos que µ < r. Note que la Q- distribución de Y1 es NIGS (α, δ˜, µ), donde
δ˜
α
= σ˜2. De las ecuaciónes (3.6) y (5.8) se tiene
σ˜2 = 2(r − µ)−
(
r − µ
ασ
)2
. (5.10)
Bajo la medida Q, Yt ∼ SNIG(α, δ˜t, µt) con media µt y varianza σ˜2t = δ˜αt. La distribución
de Yt bajo la medida Q1 es determinada con el siguiente resultado.
Proposición 5.3. Para cada t > 0, la Q1 distribución de Yt es NIG(α, 1, δ˜t, µt).
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Demostración. Del cambio de numerario deﬁnido en (3.8), se puede notar que la densidad
de Yt bajo Q1 está dada por
ey−rtfQYt(y) = e
y−µt−αδ˜t+δ˜t√α2−1α
pi
eαδ˜t
K˜1
(
αδ˜t
√
1 + (y−µt
δ˜t
)2
)
√
1 + (y−µt
δ˜t
)2
= ey−µt+δ˜t
√
α2−1α
pi
K˜1
(
αδ˜t
√
1 + (y−µt
δ˜t
)2
)
√
1 + (y−µt
δ˜t
)2
(5.11)
Esto muestra lo requerido.
Este último resultado, (5.2) y (5.3), nos permiten concluir que
EQ1 [Y1] = µ1 = µ+
√
α2
α2 − 1 σ˜
2 (5.12)
V arQ1 [Y1] = σ˜
2
1 =
(
α2√
α2 − 1
)3
σ˜2 (5.13)
Denotamos por FNIGS(y) a la Q-función de distribución de la variable aleatoria estan-
darizada Yt−µt
σ˜
√
t
y por FNIG(y) a la Q1-función de distribución de la variable aleatoria
estandarizada Yt−µ1t
σ˜1
√
t
. Dadas ambas funciones de distribución se obtiene la fórmula expli-
cita para valuar una opción de compra europea cuando el proceso de los precios es un
proceso NIGS.
Proposición 5.4. Sea Yt ∼ SNIG(α, δt, µt) y µ < r. Entonces, el precio libre de arbitraje
de una opcion de compra europea usando MMEN está dado por
C0 = S0
[
1− FNIG
(
− ln(
S0
K
) + µ1T
σ˜1
√
T
)]
− e−rTKFSNIG
(
ln(S0
K
) + µT
σ˜
√
T
)
, (5.14)
donde µ1 = µ+
√
α2
α2−1 σ˜
2, σ˜21 =
(
α2√
α2−1
)3
σ˜2 y σ˜2 = 2(r − µ)− ( r−µ
ασ
)2
.
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5.2. Comparaciones Numéricas
Con el objetivo de hacer algunas comparaciones numéricas, aproximaremos la distri-
bución estandarizada de la variabla aleatoria YT−µT
σ
√
T
por la distribución estándar normal,
es decir cambiamos FNIGS por Φ. Asimismo, aproximaremos la distribución estandariza-
da de la variable aleatoria YT−µ1T
σ˜
√
T
, por la distribución normal, es decir cambiamos FNIG,
por Φ, porque tiene una grado de asimetría positivo mínimo que puede ser despreciable.
Por tanto asumimos que el sesgo es cero. Además, el parámetro de forma ζ = αδ y el
parámetro de exceso de curtosis γ de la distribución simétrica normal inversa gaussiana
están relacionados por γ = 3
ζ
. Asi, obtenemos una fórmula modiﬁcada tipo Black-Scholes
(BS) para la valuación de opciones que toma en cuenta el exceso de curtosis. La fórmula
para el modelo NIGS es
C0 ≈ S0
[
Φ
(
ln(S0
K
) + µ1T
σ˜1
√
T
)]
− e−rTKΦ
(
ln(S0
K
) + µT
σ˜
√
T
)
, (5.15)
donde µ1 = µ +
√
3
3−γσ2 σ˜
2, σ˜21 =
(
3√
3−γσ2
)3
σ˜2 y σ˜2 = 2(r − µ) − γ
3
(r − µ)2. Estos
resultados se obtuvieron del hecho que:
α2
α2 − 1 =
α2σ2
α2σ2 − σ2 =
αδ
αδ − σ2 =
3
3− γσ2 . (5.16)
Es importante observar que la fórmula (5.15) es un tipo de generalización de BS, ya que
cuando γ → 0, σ˜2 → 2(r − µ) y 3
3−γσ2 → 1. Así se tiene que
µ1 = µ+
√
3
3− γσ2 σ˜
2 → 2(r − µ)
σ˜21 =
(
3√
3− γσ2
)3
σ˜2 → 2(r − µ)
σ˜2 = 2(r − µ)− γ
3
(r − µ)2 → 2(r − µ)
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Se puede notar que el modelo NIGS a diferencia del modelo BS, considera que la distri-
bución del logaritmo de los retornos presenta valores moderados de exceso de curtosis.
Asimismo, podemos notar que para valores cercanos a cero de exceso de curtosis el modelo
NIGS converge al modelo Black-Scholes. En el siguiente gráﬁco, la brecha entre el precio
de la opción obtenida bajo el modelo NIGS y el obtenido en el modelo BS aumenta a
medida que el periodo de maduracion de la opción aumenta. Los precios exactos y las
diferencias porcentuales son presentadas en la Tabla 5.1.
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Figura 5.1: Precios de una opción europea de compra obtenido con los modelos NIGS y BS.
Los valores de los parámetros usados son: So = K = 10, r = 0,06, σ = 0,19, µ = 0,03 , γ = 4.
Tiempo de Maduración (Años) 2/52 12/52 22/52 32/52 42/52 1
Modelo BS (i) 0.160 0.434 0.622 0.782 0.927 1.062
Modelo NIGS (ii) 0.195 0.519 0.735 0.916 1.079 1.229
Diferencia (ii- i) 21.91 19.51 18.18 17.18 16.36 15.66
Tabla 5.1: Diferencia porcentual del precio de la opción europea de compra bajo el modelo
NIGS respecto al modelo BS. Los valores de los parámetros usados son: So = K = 10, r = 0,06,
σ = 0,19, µ = 0,03 , γ = 4.
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Capítulo 6
Modelo de Meixner
En este capítulo, mostramos el caso cuando el proceso de precio del activo subyacente
está caracterizado por un proceso de Lévy cuyas distribuciones marginales son distribu-
ciones de Meixner simétrico. A dicho proceso se le denomina proceso de Meixner Simétrico
(MS). Para valuar derivados ﬁnancieros, en particular opciones, es crucial tener un buen
modelo de la distribución de probabilidad del activo subyacente. El más famoso modelo
en tiempo continuo es el de Black-Scholes (BS), el cual usa la distribución normal para
modelar los log-retornos del subyacente. En este modelo el precio del subyacente está dado
por el movimiento Browniano Geométrico.
St = S0e
(µ−σ2
2
)t+σWt ,
donde Wt, t ≥ 0 es un movimiento browniano, es decir Wt tiene una distribución normal
con media 0 y varianza t. Es ampliamente conocido que los log-retornos de muchos activos
ﬁnancieros tienen una curtosis más grande que la de la distribución normal. Por tanto, en
este capítulo se propone un modelo que controla el exceso de curtosis y esta basado en la
distribucion de Meixner.
La distribución de Meixner pertenece a la clase de distribuciones inﬁnitamente divisibles
y da lugar a un proceso de Lévy. El proceso de Meixner fue introducido por primera vez
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en las ﬁnanzas teoricas y propuesto como un modelo de data ﬁnanciera en [19]. Además,
este proceso se originó en base a la teoria de polinomios ortogonales presente en [15].
6.1. Proceso de Meixner Simétrico
Deﬁnición 6.1. Sea X una variable aleatoria. Se dice que X tiene distribución de Meix-
ner con parámetros α, β, δ, m, si su función de densidad está dada por
f(x) =
(2 cos(β
2
))2δ
2αpiΓ(2δ)
exp
[
β(x−m)
α
]∣∣∣∣∣Γ
(
δ +
i(x−m)
α
)∣∣∣∣∣
2
, para todo x ∈ R,
con α > 0, |β| < pi, δ > 0 y m ∈ R.
Esta distribución es denotada por M(α, β, δ,m). El parámetro m es de posición, mien-
tras α y δ tienen inﬂuencia en la forma puntiaguda de la distribución. Asimismo, β es el
parámetro de forma el cual inﬂuye en la asimetría de la distribución.
Su función característica está dada por
ψ(u) = eium
(
cos(β
2
)
cosh(αu−iβ
2
)
)2δ
. (6.1)
Las expresiones explicitas para su media, varianza, curtosis y el coeﬁciente de asimetría
son
Media = m+ αδ tan(
β
2
) (6.2)
Varianza = α2δ cos−2(
β
2
) (6.3)
Coeﬁciente de Asimetría = sen(
β
2
)
√
2
δ
(6.4)
Curtosis = 3 +
(2− cos(β))
δ
(6.5)
Deﬁnición 6.2. Sea X una variable aleatoria. Se dice que X tiene distribución de Meix-
ner simétrica si y solo si β = 0.
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En este caso denotaremos a la distribución M (α, 0, δ, µ) por MS (α, δ, µ). Su función
de densidad está dado por
f(x) =
22δ
2αpiΓ(2δ)
α
∣∣∣∣∣Γ
(
δ +
i(x−m)
α
)∣∣∣∣∣
2
(6.6)
Ademaás, de (6.2), (6.3) y (6.5), su media es m, su varianza es α
2δ
2
y su curtosis es 3 + 1
δ
.
Por una simple inspección de la función característica dada en (6.1), podemos notar que
el generador característico de la distribución simétrica de Meixner es
ϕ(υ) =
(
1
cosh(
√
υ
δ
)
)2δ
. (6.7)
6.1.1. Valuación de opciones con un modelo de Meixner Simétrico
Supongamos que µ < r. En este caso, la Q-distribución de Y1 es dada por MS (α, δ˜,m),
donde α
2δ˜
2
= σ˜2. De la ecuación (3.6) y de (6.7) se tiene
σ˜2 =
(
arc cos(e−(r−m)κ)
)2 1
κ
, (6.8)
donde κ = α
2
4σ2
.
Bajo la medida Q, Yt ∼MS (α, δ˜t,mt) con mediamt y varianza σ˜2t = α2δ˜t2 . La distribución
de Yt bajo la medida Q1 esta determinada por el siguiente resultado.
Proposición 6.3. Para cada t > 0, la Q1 distribución de Yt es M(α, α, δ˜t, µt).
Demostración. Del cambio de numerario deﬁnido en (3.8), se puede notar que la densidad
de Yt bajo Q1 está dada por
ey−rtfQYt(y) = e
y−mte−(r−m)t
22δ˜t
2αpiΓ(2δ˜t)
∣∣∣∣∣Γ
(
δ˜t+
i(y −mt)
α
)∣∣∣∣∣
2
= ey−mt
(2 cos(α
2
))2δ˜t
2αpiΓ(2δ˜t)
∣∣∣∣∣Γ
(
δ˜t+
i(y −mt)
α
)∣∣∣∣∣
2
.
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Se ha usado el generador característico (6.7) para la distribución simétrica de Meixner y
el hecho que α
2δ˜
2
= σ˜2:
(
cosh
(√
−σ˜2
2δ˜
))2δ˜
= e−(r−m)
(
cos
(√
σ˜2
2δ˜
))2δ˜
= e−(r−m)
(
cos
(
α
2
))2δ˜
= e−(r−m).
Esto muestra lo requerido.
Este último resultado, (6.2) y (6.3), nos permiten concluir que
EQ1 [Y1] = m1 = m+
2
α
tan
(α
2
)
σ˜2 (6.9)
V arQ1 [Y1] = σ˜
2
1 =
2
1 + cosα
σ˜2 (6.10)
σ˜2 =
(
arc cos(e−(r−m)κ)
)2 1
κ
, (6.11)
donde κ = α
2
4σ2
. Denotamos por FMS(y) a la Q-función de distribución de la variable
aleatoria estandarizada Yt−mt
σ˜
√
t
por FM(y) y a la Q1-función de distribución de la variable
aleatoria estandarizada Yt−m1t
σ˜1
√
t
. Dadas ambas funciones de distribución se obtiene la fór-
mula explícita para valuar una opción de compra europea cuando el proceso de los precios
es un proceso MS.
Proposición 6.4. Sea Yt ∼ MS(α, δt,mt) y µ < r. Entonces, el precio libre de arbitraje
de una opcion de compra europea usando MMEN está dado por
C0 = S0
[
1− FM
(
− ln(
S0
K
) +m1T
σ˜1
√
T
)]
− e−rTKFMS
(
ln(S0
K
) +mT
σ˜
√
T
)
, (6.12)
donde m1 = m+
2
α
tan(α
2
)σ˜2, σ˜21 =
2
1+cosα
σ˜2 y σ˜2 =
(
arc cos(e−(r−m)κ)
)2 1
κ
.
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6.2. Comparaciones Numéricas
Con el objetivo de hacer algunas comparaciones numéricas sobre el precio de la opción
bajo los modelos Black-Scholes y Meixner Simétrico, aproximaremos la distribución de
Meixner de la variable aleatoria estandarizada YT−mT
σ
√
T
por la distribución estandár normal,
es decir cambiamos FMS por Φ. Asimismo, aproximaremos la distribución de Meixner
de la variable aleatoria estandarizada YT−µ1T
σ
√
T
por una distribución normal estándar, es
decir cambiamos FM por Φ, porque tiene una grado de asimetría mínimo que puede ser
despreciable. Además se tiene que el parámetro de forma δ y el parámetro de exceso de
curtosis de la distribución de Meixner estan relacionados por γ = 1
δ
. Así, obtenemos una
fórmula modiﬁcada de Black-Scholes para la valuación de opciones que toma en cuenta el
exceso de curtosis. La fórmula modiﬁcada de Black-Scholes para el modelo MS es
C0 ≈ S0
[
Φ
(
ln(S0
K
) +m1T
σ˜1
√
T
)]
− e−rTKΦ
(
ln(S0
K
) +mT
σ˜
√
T
)
(6.13)
donde m1 = m+
1
λ
tan
(
σ
√
γ
2
)
σ2, σ˜21 =
1
cos2(λ)
σ˜2, σ˜2 =
(
arc cos(e−(r−m)
γ
2 )
)2 2
γ
y λ = σ
√
γ
2
.
Podemos notar que el modelo MS converge al modelo de Black-Scholes cuando el pará-
metro de exceso de curtosis γ tiende a cero. En el siguiente gráﬁco se aprecia la diferencia
a través del tiempo en los precios de una opción de compra europea bajo los dos modelos
de valuación usando el mismo conjunto de parámetros. La brecha entre el precio de la
opción obtenida bajo el modelo MS y el obtenido en el modelo BS aumenta a medida
que el periodo de maduracion de la opción aumenta. Los precios exactos y las diferencias
porcentuales son presentadas en la Tabla 6.1.
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Figura 6.1: Precios de una opción europea de compra obtenidos con los modelos MS y BS. Los
valores de los parámetros usados son: So = K = 10, r = 0,06, σ = 0,19, µ = 0,03 , γ = 4.
Tiempo de Maduración (Años) 2/52 12/52 22/52 32/52 42/52 1
Modelo BS (i) 0.160 0.434 0.622 0.782 0.927 1.062
Modelo MS (ii) 0.195 0.519 0.735 0.916 1.079 1.229
Diferencia (ii- i) 21.88 19.59 18.17 17.26 16.40 15.73
Tabla 6.1: Diferencia porcentual del precio de la opción europea de compra bajo el modelo
MS respecto al modelo BS. Los valores de los parámetros usados son: So = K = 10, r = 0,06,
σ = 0,19, µ = 0,03 , γ = 4.
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Conclusiones
1. La propiedad de simetría de las distribuciones marginales del proceso de Lévy con-
sideradas en el presente trabajo es una característica crucial para poder determinar
la distribución marginal del proceso de Lévy simétrico en un instante de tiempo t
bajo la medida martingala equivalente natural (MMEN) Q. La Q-distribución de
Yt, nos permite obtener una fórmula cerrada de valuación de opciones europeas de
compra mediante el uso de cambio de numerario.
2. En el estudio de la existencia y la unicidad de la medida equivalente natural (MEN)
surgen dos hechos importantes. Primero, si el proceso de Lévy simétrico posee un
componente browniano entonces siempre es posible encontrar dicha medida. Asimis-
mo, dado el supuesto de simetría de la variable aleatoria Yt, la existencia de una
MEN se caracteriza cambiando el parámetro de posición de la distribución simétri-
ca de Y1. Segundo, si el proceso de Lévy simétrico no tiene componente gaussiano
entonces la existencia de una MEN depende del supuesto de equivalencia entre la
P -medida de Lévy y la medida de Lebesgue. Si se consideran procesos de Lévy simé-
tricos cuyas medidas de Lévy satisfacen dicho requerimiento entonces la existencia
de una MEN se caracteriza cambiando el parámetro de escala de la distribución de
Y1. Además, se concluye que para cada proceso de Lévy simétrico existe una única
MEN.
3. Para valuar un reclamo contingente, en el caso del presente trabajo, una opción
europea de compra se requiere una medida equivalente tal que el proceso de precios
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del activo subyacente sea martingala respecto a dicha medida. A dicha medida se le
denomina medida martingala equivalente. En este contexto, si se consideran procesos
de Lévy simétricos de salto puro, la MMEN podría no ser única, incluso podría no
existir.
4. En casos especíﬁcos (modelo de Varianza Gamma Simétrico, modelo Normal Inverso
Gaussiano Simétrico y modelo de Meixner Simétrico) considerados en este trabajo,
es posible asegurar la unicidad de la MMEN.
5. Los modelos que se estudian en este trabajo son: el modelo de Varianza Gamma
Simétrico, el modelo Normal Inverso Gaussiano Simétrico y el modelo de Meixner
Simétrico. En la situación de estos tres modelos se obtiene una formula generalizada
o modiﬁcada para valuar opciones de compra, que contempla a la fórmula de Black-
Scholes como un caso particular. Estos modelos nos permiten tener control sobre el
parámetro de exceso de curtosis, que es importante para controlar el comportamiento
de las colas de la distribución.
6. Mediante simulaciones numéricas del precio de la opción bajo los tres modelos seña-
lados líneas arriba y bajo el modelo clásico de Black-Scholes, se llega a la conclusión
que el precio de la opción obtenido con la fórmula modiﬁcada en cada uno de los
tres modelos trabajados es mayor al precio obtenido con la fórmula clásica de Black-
Scholes. Además, la brecha entre dichos precios aumenta a medida que el periodo
de maduración de la opción aumenta. El análisis se realiza para períodos cortos no
mayores a un año.
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