Abstract. In this note we give some identities which involve the Mertens function M (n). Our proofs are combinatorial with relatively prime subsets as a main tool.
Introduction
Mertens function given by
where µ denotes the Möbius mu function, is an important function in (analytic) number theory. Most of mathematical identities where M (n) appears are either recursive formulas for M (n) or formulas with an analytic flavor relating M (n) to other functions. For a survey on identities involving M (n) we refer to [1, 4] and for a survey on combinatorial identities involving other arithmetical functions we refer to [7, 10] and their references. In this work we will give some other identities involving the function M (n). Our proofs are combinatorial and based on relatively prime subsets of sets of positive integers. We list two of the identities which we intend to prove. Let ⌊x⌋ denote the floor of x. 1) If n > 3, then
, if (m, n) > 1 and (m, n + 1) > 1 3 + M (n + 1), if (m, n) = 1 and (m, n + 1) > 1 or (m, n) > 1 and (m, n + 1) = 1 4 + M (n + 1), if (m, n) = (m, n + 1) = 1.
relatively prime subsets of
Throughout this section let k, l, m, l 1 , l 2 , m 1 , and m 2 be positive integers such that l ≤ m, l 1 ≤ m 1 and l 2 ≤ m 2 , let [l, m] = {l, l + 1, . . . , m}, and let A be a nonempty finite set of positive integers. The set A is called relatively prime if gcd(A) = 1.
and f k (A) = #{X ⊆ A : #X = k and gcd(X) = 1}.
Nathanson in [8] introduced among other functions f (n) and f k (n) (in our terminology f ( [1, n] ) and f k ([1, n]) respectively) and found
Formulas for f ([m, n]) and f k ([m, n]) are found in [5, 9] . Recently Ayad and Kihel in [3] 
We need the following three lemmas the proofs of which can be obtained using the same sort of idea and therefore we prove only the first one.
It is clear that the set P(m 1 , l 2 , m 2 ) of cardinality 2 m1+m2−l2 can be partitioned using the equivalence relation of having the same gcd (dividing l 2 ). Moreover, the mapping A → 1 d X is a one-to-one correspondence between P(m 1 , l 2 , m 2 , d) and the set of subsets Y of [1,
which by Theorem 2 is equivalent to
We further need the following special case to prove the main theorem of this section.
Theorem 6. We have
where the second identity follows by (1) and Lemma 3.
(b) We have
This completes the proof.
We are now ready to prove the main theorem of this section.
Theorem 7. We have
where the second identity follows by Theorem 6, Lemma 4, and Lemma 5. Rearranging the triple summation in identity (3), we get
Similarly the last double summation in identity (3) gives
Appealing to identities (3), (4) , and (5) we find
This completes the proof of part (a). Part (b) follows by similar arguments.
Proof. Use Theorem 7 with l 1 = l, m 1 = m − 1, and l 2 = m 2 = m.
Combinatorial identities
Proof. Apply Corollary 8 to the interval [n, n + 1] and use the obvious fact that f ([n, n + 1]) = 1.
Proof. Combine Corollary 8 applied to the interval [n − 2, n] and the fact that 
