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Moment inequalities for matrix-valued U-statistics of order 2
Stanislav Minsker∗,‡ and Xiaohan Wei†,‡
Abstract: We present Rosenthal-type moment inequalities for matrix-valued U-statistics
of order 2. As a corollary, we obtain new matrix concentration inequalities for U-statistics.
One of our main technical tools, a version of the non-commutative Khintchine inequality
for the spectral norm of the Rademacher chaos, could be of independent interest.
1. Introduction.
Since being introduced by W. Hoeffding [16], U-statistics have become an active topic of research.
Many classical results in estimation and testing are related to U-statistics; detailed treatment
of the subject can be found in excellent monographs [7, 20, 30, 21]. A large body of research
has been devoted to understanding the asymptotic behavior of real-valued U-statistics. Such
asymptotic results, as well as moment and concentration inequalities, are discussed in the works
[8, 7, 12, 13, 18, 11, 17], among others. The case of vector-valued and matrix-valued U-statistics
received less attention; natural examples of matrix-valued U-statistics include various estimators
of covariance matrices, such as the usual sample covariance matrix and the estimators based on
Kendall’s tau [37, 15].
Exponential and moment inequalities for Hilbert space-valued U-statistics have been devel-
oped in [2]. The goal of the present work is to obtain moment and concentration inequalities for
generalized degenerate U-statistics of order 2 with values in the set of matrices with complex-
valued entries equipped with the operator (spectral) norm. The emphasis is made on expressing
the upper bounds in terms of computable parameters. Our results extend the matrix Rosenthal’s
inequality for the sums of independent random matrices due to Chen, Gittens and Tropp [5]
(see also [19, 25]) to the framework of U-statistics. As a corollary of our bounds, we deduce a
variant of the Matrix Bernstein inequality for U-statistics of order 2.
We also discuss connections of our bounds with general moment inequalities for Banach space-
valued U-statistics due to R. Adamczak [1], and leverage Adamczak’s inequalities to obtain
additional refinements and improvements of the results.
We note that U-statistics with values in the set of self-adjoint matrices have been considered
in [6], however, most results in that work deal with the element-wise sup-norm, while we are
primarily interested in results about the moments and tail behavior of the spectral norm of U-
statistics. Another recent work [26] investigates robust estimators of covariance matrices based
on U-statistics, but deals only with the case of non-degenerate U-statitistics that can be reduced
to the study of independent sums.
The key technical tool used in our arguments is the extension of the non-commutative Khint-
chine’s inequality (Lemma 3.3) which could be of independent interest.
2. Notation and background material.
Given A P Cd1ˆd2 , A˚ P Cd2ˆd1 will denote the Hermitian adjoint of A. Hd Ă Cdˆd stands for
the set of all self-adjoint matrices. If A “ A˚, we will write λmax pAq and λmin pAq for the largest
and smallest eigenvalues of A.
∗Department of Mathematics, University of Southern California
†Department of Electrical Engineering, University of Southern California
‡Authors gratefully acknowledge support by the National Science Foundation grant DMS-1712956.
1
S. Minsker and X. Wei/Tail bound for matrix U-statistics 2
Everywhere below, } ¨ } stands for the spectral norm }A} :“ aλmax pA˚Aq. If d1 “ d2 “ d,
we denote by trpAq the trace of A. The Schatten p-norm of a matrix A is defined as }A}Sp “`
trpA˚Aqp{2˘1{p . When p “ 1, the resulting norm is called the nuclear norm and will be denoted
by } ¨ }˚. The Schatten 2-norm is also referred to as the Frobenius norm or the Hilbert-Schmidt
norm, and is denoted by } ¨ }F; and the associated inner product is xA1, A2y “ trpA1˚A2q.
Given z P Cd, }z}2 “
?
z˚z stands for the usual Euclidean norm of z. Let A, B P Hd. We
will write A ľ BporA ą Bq iff A ´ B is nonnegative (or positive) definite. For a, b P R, we set
a_ b :“ maxpa, bq and a^ b :“ minpa, bq. We use C to denote absolute constants that can take
different values in various places.
Finally, we introduce the so-called Hermitian dilation which is a tool that often allows to
reduce the problems involving general rectangular matrices to the case of Hermitian matrices.
Definition 2.1. Given a rectangular matrix A P Cd1ˆd2 , the Hermitian dilation D : Cd1ˆd2 ÞÑ
C
pd1`d2qˆpd1`d2q is defined as
DpAq “
ˆ
0 A
A˚ 0
˙
. (1)
Since DpAq2 “
ˆ
AA˚ 0
0 A˚A
˙
, it is easy to see that }DpAq} “ }A}.
The rest of the paper is organized as follows. Section 2.1 contains the necessary background on
U-statistics. Section 3 contains our main results – bounds on the Hd-valued Rademacher chaos
and moment inequalities for Hd-valued U-statistics of order 2. Section 4 provides comparison
of our bounds to relevant results in the literature, and discusses further improvements. Finally,
Section 5 contains the technical background and proofs of the main results.
2.1. Background on U-statistics.
Consider a sequence of i.i.d. random variables X1, . . . ,Xn (n ě 2) taking values in a measurable
space pS,Bq, and let P denote the distribution of X1. Define
Imn :“ tpi1, . . . , imq : 1 ď ij ď n, , ij ‰ ik if j ‰ ku,
and assume that Hi1,...,im : S
m Ñ Hd, pi1, . . . , imq P Imn , 2 ď m ď n, are Sm-measurable,
permutation-symmetric kernels, meaning that Hi1,...,impx1, . . . , xmq “ Hipi1 ,...,ipim pxpi1 , . . . , xpimq
for any px1, . . . , xmq P Sm and any permutation pi. For example, when m “ 2, this conditions
reads as Hi1,i2px1, x2q “ Hi2,i1px2, x1q for all i1 ‰ i2 and x1, x2. The generalized U-statistic is
defined as [7]
Un :“
ÿ
pi1,...,imqPImn
Hi1,...,impXi1 , . . . ,Ximq. (2)
When Hi1,...,im ” H, we obtain the classical U-statistics. It is often easier to work with the
decoupled version of Un defined as
U 1n “
ÿ
pi1,...,imqPImn
Hi1,...,im
´
X
p1q
i1
, . . . ,X
pmq
im
¯
,
where
!
X
pkq
i
)n
i“1
, k “ 1, . . . ,m are independent copies of the sequenceX1, . . . ,Xn. Our ultimate
goal is to obtain the moment and deviation bounds for the random variable }Un ´ EUn}.
Next, we recall several useful facts about U-statistics. The projection operator pim,k pk ď mq
is defined as
pim,kHpxi1 , . . . ,xikq :“ pδxi1 ´ P q . . . pδxik ´ P qP
m´kH,
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where
QmH :“
ż
. . .
ż
Hpy1, . . . ,ymqdQpy1q . . . dQpymq,
for any probability measure Q on pS,Bq, and δx is a Dirac measure concentrated at x P S. For
example, pim,1Hpxq “ E rHpX1, . . . ,Xmq|X1 “ xs ´ EHpX1, . . . ,Xmq.
Definition 2.2. Let F : Sm Ñ Hd be a measurable function. We will say that F is P -degenerate
of order r (1 ď r ă m) iff
EF px1, . . . ,xr,Xr`1, . . . ,Xmq “ 0 @x1, . . . ,xr P S,
and EF px1, . . . ,xr,xr`1,Xr`2, . . . ,Xmq is not a constant function. Otherwise, F is non-degenerate.
For instance, it is easy to check that pim,kH is degenerate of order k ´ 1. If F is degenerate
of order m ´ 1, then it is called completely degenerate. From now on, we will only consider
generalized U-statistics of order m “ 2 with completely degenerate (that is, degenerate of order
1) kernels. The case of non-degenerate U-statistics is easily reduced to the degenerate case via
the Hoeffding’s decomposition; see page 137 in [7] for the details.
3. Main results.
Rosenthal-type moment inequalities for sums of independent matrices have appeared in a num-
ber of previous works, including [5, 25, 31]. For example, the following inequality follows from
Theorem A.1 in [5]:
Lemma 3.1 (Matrix Rosenthal inequality). Suppose that q ě 1 is an integer and fix r ě q_log d.
Consider a finite sequence of tYiu of independent Hd-valued random matrices. Then¨˝
E
›››››ÿ
i
pYi ´ EYiq
›››››
2q‚˛1{2q ď 2?er
››››››
˜ÿ
i
E pYi ´ EYiq2
¸1{2››››››
` 4
?
2er
ˆ
Emax
i
}Yi ´ EYi}2q
˙1{2q
. (3)
The bound above improves upon the moment inequality that follows from the matrix Bern-
stein’s inequality (see Theorem 1.6.2 in [31]):
Lemma 3.2 (Matrix Bernstein’s inequality). Consider a finite sequence of tYiu of independent
H
d-valued random matrices such that }Yi ´ EYi} ď B almost surely. Then
Pr
˜›››››ÿ
i
pYi ´ EYiq
››››› ě 2σ?u` 43Bu
¸
ď 2de´u,
where σ2 :“
›››ři E pYi ´ EYiq2›››.
Indeed, Lemma 5.8 implies, with a0 “ C
´
σ
a
logp2dq `B logp2dq
¯
for some absolute constant
C ą 0 and after some simple algebra, that˜
E
›››››ÿ
i
pYi ´ EYiq
›››››
q¸1{q
ď C2
´a
q ` logp2dq σ ` pq ` logp2dqqB
¯
,
for an absolute constant C2 ą 0 and all q ě 1. This bound is weaker than (3) as it requires
almost sure boundedness of }Yi´EYi} for all i. One the the main goals of this work is to obtain
operator norm bounds similar to inequality (3) for Hd-valued U-statistics of order 2.
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3.1. Degenerate U-statistics of order 2.
Moment bounds for scalar U-statistics are well-known, see for example the work [12] and refer-
ences therein. Moreover, in [1], author obtained moment inequalities for general Banach-space
valued U-statistics. Here, we aim at improving these bounds for the special case of Hd-valued
U-statistics of order 2. We discuss connections and provide comparison of our results with the
bounds obtained by R. Adamczak [1] in Section 4.
3.2. Matrix Rademacher chaos.
The starting point of our investigation is a moment bound for the matrix Rademacher chaos of
order 2. This bound generalizes the spectral norm inequality for the matrix Rademacher series,
see [31, 34, 35, 36]. We recall Khintchine’s inequality for the matrix Rademacher series for the
ease of comparison: let A1, . . . , An P Hd be a sequence of fixed matrices, and ε1, . . . , εn – a
sequence of i.i.d. Rademacher random variables. Then¨˝
E
››››› nÿ
i“1
εiAi
›››››
2‚˛1{2 ďaep1 ` 2 log dq ¨ ››››› nÿ
i“1
A2i
›››››
1{2
. (4)
Furthermore, Jensen’s inequality implies this bound is tight (up to a logarithmic factor). Note
that the expected norm of
ř
εiAi is controlled by the single “matrix variance” parameter››řn
i“1A
2
i
››. Next, we state the main result of this section, the analogue of inequality (4) for
the Rademacher chaos of order 2.
Lemma 3.3. Let tAi1,i2uni1,i2“1 P Hd be a sequence of fixed matrices. Assume that
!
ε
piq
j
)
jPN
, i “
1, 2, are two independent sequences of i.i.d. Rademacher random variables, and define
X “
ÿ
pi1,i2qPI2n
Ai1,i2ε
p1q
i1
ε
p2q
i2
.
Then for any q ě 1,
max
$&%}GG˚} ,
››››››
ÿ
pi1,i2qPI2n
A2i1,i2
››››››
,.-
1{2
ď `E}X}2q˘1{p2qq
ď 4?
e
¨ r ¨max
$&%}GG˚} ,
››››››
ÿ
pi1,i2qPI2n
A2i1,i2
››››››
,.-
1{2
, (5)
where r :“ q _ log d, and the matrix G P Hnd is defined via its block structure as
G :“
¨˚
˚˝˚ 0 A1,2 . . . A1,nA2,1 0 . . . A2,n
...
...
. . .
...
An,1 An,2 . . . 0
‹˛‹‹‚. (6)
Remark 3.1 (Constants in Lemma 3.3). Matrix Rademacher chaos of order 2 has been studied
previously in [29], [27] and [28], where Schatten-p norm upper bounds were obtained by iterating
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Khintchine’s inequality for Rademacher series. Specifically, the following bound holds for all
p ě 1 (see Lemma 5.4 for the details):
E }X}2pS2p ď 2
ˆ
2
?
2
e
p
˙2p
max
$’&’%
›››pGG˚q1{2›››2p
S2p
,
››››››
˜
nÿ
i1,i2“1
A2i1,i2
¸1{2››››››
2p
S2p
,/./- .
Using the fact that for any B P Hd, }B} ď }B}S2p ď d1{2p}B} and taking p “ q _ logpndq, one
could obtain a “na¨ıve” extension of the inequality above, namely
`
E}X}2q˘1{p2qq ď Cmax pq, logpndqqmax
$&%}GG˚} ,
››››››
ÿ
pi1,i2qPIn2
A2i1,i2
››››››
,.-
1{2
that contains an extra logpnq factor which is removed in Lemma 3.3.
One may wonder if the term }GG˚} in Lemma 3.3 is redundant. For instance, in the case when
tAi1,i2ui1,i2 are scalars, it is easy to see
›››řpi1,i2qPI2n A2i1,i2››› ě }GG˚}. However, a more careful
examination shows that there is no strict dominance among }GG˚} and
›››řpi1,i2qPI2n A2i1,i2›››. The
following example presents a situation where
›››řpi1,i2qPI2n A2i1,i2››› ă }GG˚}.
Example 1. Assume that d ě n ě 2, let ta1, . . . ,adu be any orthonormal basis in Rd, and
a :“ raT1 , . . . ,aTn sT P Rnd be the “vertical concatenation” of a1, . . . ,ad. Define
Ai1,i2 :“ ai1aTi2 ` ai2aTi1 , i1, i2 P t1, 2, . . . , nu,
and
X :“
ÿ
pi1,i2qPI2n
ε
p1q
i1
ε
p2q
i2
Ai1,i2 .
Then }GG˚} “ ››GGT ›› ě pn´ 2q}a}22 “ pn´ 2qn, and ›››řpi1,i2qPI2n A2i1,i2››› “ 2pn´ 1q. Details are
outlined in Section 5.4.
It follows from Lemma 5.1 that
}GG˚} ď
ÿ
i1
››››› ÿ
i2:i2‰i1
A2i1,i2
››››› . (7)
Often, this inequality yields a “computable” upper bound for the right-hand side of the in-
equality (5), however, in some cases it results in the loss of precision, as the following example
demonstrates.
Example 2. Assume that n is even, d ě n ě 2, let ta1, . . . ,adu be an orthonormal basis in
R
d, and let C P Rnˆn be an orthogonal matrix with entries ci,j such that ci,i “ 0 for all i. Define
Ai1,i2 “ ci1,i2
`
ai1a
T
i2
` ai2aTi1
˘
, i1, i2 P t1, 2, . . . , nu,
and X :“ řpi1,i2qPI2n εp1qi1 εp2qi2 Ai1,i2 . Then }GG˚} “ 1, ›››řpi1,i2qPI2n A2i1,i2››› “ 2, but
ÿ
i1
››››› ÿ
i2:i2‰i1
A2i1,i2
››››› “ n.
Details are outlined in Section 5.4.
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3.3. Moment inequalities for degenerate U-statistics of order 2.
Let Hi1,i2 : S ˆ S ÞÑ Hd, pi1, i2q P I2n, be a sequence of degenerate kernels, for example,
Hi1,i2px1, x2q “ pi2,2 pHi1,i2px1, x2q for some non-degenerate permutation-symmetric pHi1,i2 . Re-
call that Un, the generalized U-statistic of order 2, has the form
Un :“
ÿ
pi1,i2qPI2n
Hi1,i2pXi1 ,Xi2q.
Everywhere below, Ejr¨s, j “ 1, 2, stands for the expectation with respect to
!
X
pjq
i
)n
i“1
only
(that is, conditionally on all other random variables). The following Theorem is our most general
result; it can be used as a starting point to derive more refined bounds.
Theorem 3.1. Let
!
X
pjq
i
)n
i“1
, j “ 1, 2, be S-valued i.i.d. random variables, Hi,j : S ˆ S ÞÑ Hd
– permutation-symmetric degenerate kernels. Then for all q ě 1 and r “ maxpq, logpedqq,
´
E }Un}2q
¯1{2q ď4
¨˝
E
››››››
ÿ
pi1,i2qPI2n
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
2q‚˛1{2q
ď128{?e
«
16r3{2
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq
` r
››››››
ÿ
pi1,i2qPI2n
EH2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
1{2
` r
´
E
›››E2 rG rG˚›››q¯1{2q
ff
,
where the matrix rG P Hnd is defined as
rG :“
¨˚
˚˚˚˚
˚˝
0 H1,2
´
X
p1q
1 ,X
p2q
2
¯
. . . H1,n
´
X
p1q
1 ,X
p2q
n
¯
H2,1
´
X
p1q
2 ,X
p2q
1
¯
0 . . . H2,n
´
X
p1q
2 ,X
p2q
n
¯
...
...
. . .
...
Hn,1
´
X
p1q
n ,X
p2q
1
¯
Hn,2
´
X
p1q
n ,X
p2q
2
¯
. . . 0
‹˛‹‹‹‹‹‚. (8)
Proof. See Section 5.2.3.
The following lower bound (proven in Section 5.2.4) demonstrates that all the terms in the
bound of Theorem 3.1 are necessary.
Lemma 3.4. Under the assumptions of Theorem 3.1,
´
E }Un}2q
¯1{2q ě C
»–˜Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq
`
´
E
›››E2 rG rG˚›››q¯1{2q `
¨˝
E
››››››
ÿ
pi1,i2qPI2n
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
q‚˛1{2q
fiffifl
where C ą 0 is an absolute constant.
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Example 3. Let tAi1,i2u1ďi1ăi2ďn be fixed elements of Hd and X1, . . . ,Xn – centered i.i.d. real-
valued random variables such that VarpX1q “ 1. Consider Y :“
ř
i1‰i2 Ai1,i2Xi1Xi2 , where
Ai2,i1 “ Ai1,i2 for i2 ą i1. We will apply Theorem 3.1 to obtain the bounds for
`
E}Y}2q˘1{2q. In
this case, Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯
“ Ai1,i2Xp1qi1 X
p2q
i2
, and it is easy to see that˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq
ď max
i
›››››ÿ
j‰i
A2i,j
›››››
1{2ˆ
E max
1ďiďn
|Xi|2q
˙1{q
and
›››řpi1,i2qPI2n EH2i1,i2 ´Xp1qi1 ,Xp2qi2 ¯›››1{2 “ ›››řpi1,i2qPI2n A2i1,i2›››1{2. Moreover,´
E2
rG rG˚¯
i,j
“ Xp1qi Xp1qj
ÿ
k‰i,j
Ai,kAj,k,
implying that E2 rG rG˚ “ DGD, where G is defined as in (6) and D P Hnd is a diagonal matrix
D “ diagpXp1q1 , . . . ,Xp1qn qbId, where b denotes the Kronecker product. It yields that
›››E2 rG rG˚››› ď
maxi
ˇˇˇ
X
p1q
i
ˇˇˇ2 ¨ }GG˚}, hence
´
E
›››E2 rG rG˚›››q¯1{2q ď }GG˚}1{2ˆE max
1ďiďn
|Xi|2q
˙1{2q
.
Combining the inequalities above, we deduce from Theorem 3.1 that
`
E}Y}2q˘1{2q ď C«r
¨˚
˝
››››››
ÿ
pi1,i2qPI2n
A2i1,i2
››››››
1{2
`
ˆ
E max
1ďiďn
|Xi|2q
˙1{2q
}GG˚}1{2‹˛‚
` r3{2max
i1
››››› ÿ
i2‰i1
A2i1,i2
›››››
1{2ˆ
E max
1ďiďn
|Xi|2q
˙1{q ff
, (9)
where r “ maxpq, logpedqq. If for instance |X1| ď M almost surely for some M ě 1, it follows
that
`
E}Y}2q˘1{2q ď C«r
¨˚
˝M }GG˚}1{2 `
››››››
ÿ
pi1,i2qPI2n
A2i1,i2
››››››
1{2‹˛‚` r3{2M2max
i1
››››› ÿ
i2‰i1
A2i1,i2
›››››
1{2 ff
.
On the other hand, if X1 is not bounded but is sub-Gaussian, meaning that pE|X1|qq1{q ď Cσ?q
for all q P N and some σ ą 0, then it is easy to check thatˆ
E max
1ďiďn
|Xi|2q
˙1{2q
ď C1
a
logpnqσ
a
2q,
and the estimate for
´
E }Y}2q
¯1{2q
follows from (9).
Our next goal is to obtain more “user-friendly” versions of the upper bound, and we first
focus on the term E
››E2 rG rG˚››q appearing in Theorem 3.1 that might be difficult to deal with
directly. It is easy to see that the pi, jq-th block of the matrix E2 rG rG˚ is´
E2
rG rG˚¯
i,j
“
ÿ
k‰i,j
E2
”
Hi,kpXp1qi ,Xp2qk qHj,kpXp1qj ,Xp2qk q
ı
.
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It follows from Lemma 5.1 that
}E2 rG rG˚} ďÿ
i
››››´E2 rG rG˚¯
i,i
›››› “ÿ
i1
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››› , (10)
hence
´
E
›››E2 rG rG˚›››q¯1{2q ď
˜
E
˜ÿ
i1
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸q¸1{2q
ď
˜ÿ
i1
E
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸1{2
` 2
a
2eq
˜
Emax
i1
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{2q
,
where we used Rosenthal’s inequality (Lemma 5.5 applied with d “ 1) in the last step. Together
with the fact that
›››EH2 ´Xp1qi1 ,Xp2qi2 ¯››› ď E ›››E2H2 ´Xp1qi1 ,Xp2qi2 ¯››› for all i1, i2, and the inequality˜
Emax
i1
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{2q
ď
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq
,
we obtain the following result.
Corollary 3.1. Under the assumptions of Theorem 3.1,
´
E }Un}2q
¯1{2q ď256{?e«r˜ÿ
i1
E
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸1{2
` 11 r3{2
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq ff
.
Remark 3.2. Assume that Hi,j “ H is independent of i, j and is such that }Hpx1, x2q} ď M
for all x1, x2 P S. Then
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q
ď pn´ 1qqM2q,
and it immediately follows from Lemma 5.7 and Corollary 3.1 that for all t ě 1 and an absolute
constant C ą 0,
Pr
ˆ
}Un} ě C
ˆc
E
›››E2H2pXp1q1 ,Xp2q2 q››› pt` log dq ¨ n`M?n pt` log dq3{2˙˙ ď e´t. (11)
Next, we obtain further refinements of the result that follow from estimating the term
r3{2
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq
.
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Lemma 3.5. Under the assumptions of Theorem 3.1,
r3{2
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq
ď 4e
?
2
d
1` log d
q
«
r
˜ÿ
i1
E
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸1{2
` r3{2
˜
Emax
i1
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{2q
` r2
˜ÿ
i1
E max
i2:i2‰i1
›››H2i1,i2 ´Xp1qi1 ,Xp2qi2 ¯›››q
¸1{2q ff
.
Proof. See Section 5.2.5.
One of the key features of the bounds established above is the fact that they yield estimates
for E }Un}: for example, Theorem 3.1 implies that
E }Un} ďC log d
ˆ´
E
›››E2 rG rG˚›››¯1{2 `
››››››
ÿ
pi1,i2qPI2n
EH2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
1{2
`
a
log d
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸1{2¸
(12)
for some absolute constant C. On the other hand, direct application of the non-commutative
Khintchine’s inequality (4) followed by Rosenthal’s inequality (Lemma 5.5) only gives that
E }Un} ďC log d
˜ÿ
i1
E
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸1{2
ďC log d
˜˜ÿ
i1
E
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸1{2
(13)
`
a
log d
˜ÿ
i1
E max
i2:i2‰i1
›››H2i1,i2 ´Xp1qi1 ,Xp2qi2 ¯›››
¸1{2¸
,
and it is easy to see that the right-hand side of (12) is never worse than the bound (13). To
verify that it can be strictly better, consider the framework of Example 2, where it is easy to
check (following the same calculations as those given in Section 5.4) that
´
E
›››E2 rG rG˚›››¯1{2 “ 1,
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸1{2
“ 1,
››››››
ÿ
pi1,i2qPI2n
EH2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
1{2
“ 2,
while
´ř
i1
E
›››ři2:i2‰i1 E2H2i1,i2 ´Xp1qi1 ,Xp2qi2 ¯›››¯1{2 “ ?n.
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Remark 3.3 (Extensions to rectangular matrices). All results in this section can be extended
to the general case of Cd1ˆd2 - valued kernels by considering the Hermitian dilation DpUnq of
Un as defined in (1), namely
DpUnq “
ÿ
pi1,i2qPI2n
D
´
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯¯
P Hd1`d2 ,
and observing that }Un} “ }DpUnq}.
4. Adamczak’s moment inequality for U-statistics.
The paper [1] by R. Adamczak developed moment inequalities for general Banach space-valued
completely degenerate U-statistics of arbitrary order. More specifically, application of Theorem
1 in [1] to our scenario B “ `Hd, } ¨ }˘ and m “ 2 yields the following bounds for all q ě 1 and
t ě 2:
`
E}Un}2q
˘1{p2qq ď C˜E }Un} ` ?q ¨A` q ¨B ` q3{2 ¨ Γ` q2 ¨D
¸
, (14)
Pr
´
}Un} ě C
´
E }Un} `
?
t ¨A` t ¨B ` t3{2 ¨ Γ` t2 ¨D
¯¯
ď e´t,
where C is an absolute constant, and the quantities A,B,Γ,D will be specified below (see Section
5.3 for the complete statement of Adamczak’s result). Notice that inequality (14) contains the
“sub-Gaussian” term corresponding to
?
q that did not appear in the previously established
bounds.
We should mention another important distinction between (14) and the results of Theorem
3.1 and its corollaries, such as inequality (11): while (14) describes the deviations of }Un} from
its expectation, (11) states that Un is close to its expectation as a random matrix ; similar
connections exist between the Matrix Bernstein inequality [33] and Talagrand’s concentration
inequality [3]. It particular, (14) can be combined with a bound (12) for E}Un} to obtain a
moment inequality that is superior (in a certain range of q) to the results derived from Theorem
3.1.
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Theorem 4.1. Inequalities (14) hold with the following choice of A,B,Γ and D:
A “
a
logpdeq
¨˝
E
›››E2 rG rG˚›››`
››››››
ÿ
pi1,i2qPI2n
EH2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››‚˛
1{2
` logpdeq
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸1{2
,
B “
¨˝
sup
zPCd:}z}2ď1
ÿ
pi1,i2qPI2n
E
´
z˚Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯
z
¯2‚˛1{2
ď
¨˝››››››
ÿ
pi1,i2qPI2n
EH2i1,i2pX
p1q
i1
,X
p2q
i2
q
››››››‚˛
1{2
,
Γ “
d
1` log d
q
˜ÿ
i1
E1
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{2q
,
D “
¨˝ ÿ
pi1,i2qPI2n
E
›››H2i1,i2 ´Xp1qi1 ,Xp2qi2 ¯›››q‚˛
1{p2qq
`
ˆ
1` log d
q
˙˜ÿ
i1
E max
i2:i2‰i1
›››H2i1,i2 ´Xp1qi1 ,Xp2qi2 ¯›››q
¸1{2q
,
where rGi were defined in (8).
Proof. See Section 5.3.
It is possible to further simplify the bounds for A (via Lemma 3.5) and D to deduce that one
can choose
A “ logpdeq
¨˝
E
›››E2 rG rG˚›››`
››››››
ÿ
pi1,i2qPI2n
EH2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››‚˛
1{2
,
B “
¨˝
sup
zPCd:}z}2ď1
ÿ
pi1,i2qPI2n
E
´
z˚Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯
z
¯2‚˛1{2 ,
Γ “plogpdeqq3{2
˜ÿ
i1
E1
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{2q
,
D “ logpdeq
¨˝ ÿ
pi1,i2qPI2n
E
›››H2i1,i2 ´Xp1qi1 ,Xp2qi2 ¯›››q‚˛
1{p2qq
. (15)
The upper bound for A can be modified even further as in (10), using the fact that
E
›››E2 rG rG˚››› ďÿ
i1
E
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››› .
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5. Proofs.
5.1. Tools from probability theory and linear algebra.
This section summarizes several facts that will be used in our proofs. The first inequality is a
bound connecting the norm of a matrix to the norms of its blocks.
Lemma 5.1. Let M P Hd1`d2 be nonnegative definite and such that M “
ˆ
A X
X˚ B
˙
, where
A P Hd1 and B P Hd2 . Then
~M~ ď ~A~ ` ~B~
for any unitarily invariant norm ~ ¨ ~.
Proof. It follows from the result in [4] that under the assumptions of the lemma, there exist
unitary operators U, V such thatˆ
A X
X˚ B
˙
“ U
ˆ
A 0
0 0
˙
U˚ ` V
ˆ
0 0
0 B
˙
V ˚,
hence the result is a consequence of the triangle inequality.
The second result is the well-known decoupling inequality for U-statistics due to de la Pena
and Montgomery-Smith [8].
Lemma 5.2. Let tXiuni“1 be a sequence of independent random variables with values in a mea-
surable space pS,Sq, and let tXpkqi uni“1, k “ 1, 2, . . . ,m be m independent copies of this sequence.
Let B be a separable Banach space and, for each pi1, . . . , imq P Imn , let Hi1,...,im : Sm Ñ B be a
measurable function. Moreover, let Φ : r0,8q Ñ r0,8q be a convex nondecreasing function such
that
EΦp}Hi1,...,impXi1 , . . . ,Ximq}q ă 8
for all pi1, . . . , imq P Imn . Then
EΦ
¨˝››››››
ÿ
pi1,...,imqPImn
Hi1,...,impXi1 , . . . ,Ximq
››››››‚˛ď
EΦ
¨˝
Cm
››››››
ÿ
pi1,...,imqPImn
Hi1,...,im
´
X
p1q
i1
, . . . ,X
pmq
im
¯››››››‚˛,
where Cm :“ 2mpmm ´ 1q ¨ ppm´ 1qm´1 ´ 1q ¨ . . . ¨ 3. Moreover, if Hi1,...,im is P -canonical, then
the constant Cm can be taken to be m
m. Finally, there exists a constant Dm ą 0 such that for
all t ą 0,
Pr
¨˝››››››
ÿ
pi1,...,imqPImn
Hi1,...,impXi1 , . . . ,Ximq
›››››› ě t‚˛
ď Dm Pr
¨˝
Dm
››››››
ÿ
pi1,...,imqPImn
Hi1,...,im
´
X
p1q
i1
, . . . ,X
pmq
im
¯›››››› ě t‚˛.
Furthermore, if Hi1,...,im is permutation-symmetric, then, both of the above inequalities can be
reversed (with different constants Cm and Dm).
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The following results are the variants of the non-commutative Khintchine’s inequalities (that
first appeared in the works by Lust-Piquard and Pisier) for the Rademacher sums and the
Rademacher chaos with explicit constants, see [24, 23], page 111 in [27], Theorems 6.14, 6.22 in
[28] and Corollary 20 in [32].
Lemma 5.3. Let Bj P Crˆt , j “ 1, . . . , n be the matrices of the same dimension, and let tεjujPN
be a sequence of i.i.d. Rademacher random variables. Then for any p ě 1,
E
››››› nÿ
j“1
εjBj
›››››
2p
S2p
ď
ˆ
2
?
2
e
p
˙p
¨max
$’&’%
››››››
˜
nÿ
j“1
BjB
˚
j
¸1{2››››››
2p
S2p
,
››››››
˜
nÿ
j“1
B˚jBj
¸1{2››››››
2p
S2p
,/./- .
Lemma 5.4. Let tAi1,i2uni1,i2“1 be a sequence of Hermitian matrices of the same dimension, and
let
!
ε
pkq
i
)n
i“1
, k “ 1, 2, be i.i.d. Rademacher random variables. Then for any p ě 1,
E
››››› nÿ
i1“1
nÿ
i2“1
Ai1,i2ε
p1q
i1
ε
p2q
i2
›››››
2p
S2p
ď
2
ˆ
2
?
2
e
p
˙2p
max
$’&’%
›››pGG˚q1{2›››2p
S2p
,
››››››
˜
nÿ
i1,i2“1
A2i1,i2
¸1{2››››››
2p
S2p
,/./- ,
where the matrix G P Hnd is defined as
G :“
¨˚
˚˝˚ A11 A12 . . . A1nA21 A22 . . . A2n
...
...
. . .
...
An1 An2 . . . Ann
‹˛‹‹‚.
The following result (Theorem A.1 in [5]) is a variant of matrix Rosenthal’s inequality for
nonnegative definite matrices.
Lemma 5.5. Let Y1, . . . , Yn P Hd be a sequence of independent nonnegative definite random
matrices. Then for all q ě 1 and r “ maxpq, logpdqq,˜
E
›››››ÿ
j
Yj
›››››
q¸1{2q
ď
›››››ÿ
j
EYj
›››››
1{2
` 2
?
2er
ˆ
Emax
j
}Yj}q
˙1{2q
.
The next inequality (see equation (2.6) in [12]) allows to replace the sum of moments of
nonnegative random variables with maxima.
Lemma 5.6. Let ξ1, . . . , ξn be independent random variables. Then for all q ą 1 and α ě 0,
qαq
nÿ
i“1
|ξi|q ď 2p1` qαqmax
˜
qαqEmax
i
|ξi|q,
˜
nÿ
i“1
E|ξi|
¸q¸
.
Finally, the following inequalities allow transitioning between moment and tail bounds.
Lemma 5.7. Let X be a random variable satisfying pE|X|pq1{p ď a4p2`a3p3{2`a2p`a1?p`a0
for all p ě 2 and some positive real numbers aj , j “ 0, . . . , 3. Then for any u ě 2,
Pr
´
|X| ě epa4u2 ` a3u3{2 ` a2u` a1
?
u` a0q
¯
ď exp p´uq .
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See Proposition 7.11 and 7.15 in [10] for the proofs of closely related bounds.
Lemma 5.8. Let X be a random variable such that Pr p|X| ě a0 ` a1
?
u` a2uq ď e´u for all
u ě 1 and some 0 ď a0, a1, a2 ă 8. Then
pE|X|pq1{p ď Cpa0 ` a1?p` a2pq
for an absolute constant C ą 0 and all p ě 1.
The proof follows from the formula E|X|p “ p ş8
0
Pr p|X| ě tq tp´1dt, see Lemma A.2 in [9] and
Proposition 7.14 in [10] for the derivation of similar inequalities. Next, we will use Lemma 5.2
combined with a well-known argument to obtain the symmetrization inequality for degenerate
U-statistics.
Lemma 5.9. Let Hi1,i2 : S ˆ S ÞÑ Hd be degenerate kernels, X1, . . . ,Xn – i.i.d. S-valued
random variables, and assume that tXpkqi uni“1, k “ 1, 2, are independent copies of this sequence.
Moreover, let
!
ε
pkq
i
)n
i“1
, k “ 1, 2, be i.i.d. Rademacher random variables. Define
U 1n :“
ÿ
pi1,i2qPI2n
ε
p1q
i1
ε
p2q
i2
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯
. (16)
Then for any p ě 1, ´
E }Un}p
¯1{p
ď 16
´
E
››U 1n››p ¯1{p.
Proof. Note that
E}Un}p “E
››››››
ÿ
pi1,i2qPI2n
Hi1,i2pXi1 ,Xi2q
››››››
p
ďE
››››››22
ÿ
pi1,i2qPI2n
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
p
,
where the inequality follows from the fact that Hi1,i2 is P-canonical, hence Lemma 5.2 applies
with constant equal to C2 “ 4.
Next, for i “ 1, 2, let Eir¨s stand for the expectation with respect to
!
X
piq
j , ε
piq
j
)
jě1
only (that
is, conditionally on
!
X
pkq
j , ε
pkq
j
)
jě1
, k ‰ i). Using iterative expectations and the symmetrization
inequality for the Rademacher sums twice (see Lemma 6.3 in [22]), we deduce that
E}Un}p ď4p E
››››››
ÿ
pi1,i2qPI2n
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
p
“4p E
«
E1
››››› nÿ
i1“1
ÿ
i2‰i1
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
pff
ď4p E
«
E1
›››››2 nÿ
i1“1
ε
p1q
i1
ÿ
i2‰i1
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
pff
“4p E
«
E2
›››››2 nÿ
i2“1
ÿ
i1‰i2
ε
p1q
i1
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
pff
ď4p E
»–››››››4
ÿ
pi1,i2qPI2n
ε
p1q
i1
ε
p2q
i2
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
pfifl.
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5.2. Proofs of results in Section 3.
5.2.1. Proof of Lemma 3.3.
Recall that
X “
nÿ
i1“1
ÿ
i2‰i1
Ai1,i2ε
p1q
i1
ε
p2q
i2
,
where Ai1,i2 P Hd for all i1, i2, and let Cp :“ 2
´
2
?
2
e
p
¯2p
. We will first establish the upper bound.
Application of Lemma 5.4 (Khintchine’s inequality) to the sequence of matrices tAi1,i2uni1,i2“1
such that Aj,j “ 0 for j “ 1, . . . , n yields
´
E}X}2pS2p
¯1{2p ď 21{2p 2?2
e
¨ p ¨max
$’’&’’%
›››pGG˚q1{2›››
S2p
,
›››››››
¨˝ ÿ
pi1,i2qPI2n
A2i1,i2
‚˛1{2
›››››››
S2p
,//.//- , (17)
where
G :“
¨˚
˚˝˚ 0 A12 . . . A1nA21 0 . . . A2n
...
...
. . .
...
An1 An2 . . . 0
‹˛‹‹‚P Rndˆnd.
Our goal is to obtain a version of inequality (17) for p “ 8. To this end, we need to find an
upper bound for
inf
pěq
»————–
p ¨max
#›››pGG˚q1{2›››
S2p
,
››››´řpi1,i2qPI2n A2i1,i2¯1{2
››››
S2p
+
max
"›››pGG˚q1{2››› , ››››´řpi1,i2qPI2n A2i1,i2¯1{2
››››*
fiffiffiffiffifl .
Since G is a ndˆ nd matrix, a naive upper bound is of order logpndq. We will show that it can
be improved to log d. To this end, we need to distinguish between the cases when the maximum
in (17) is attained by the first or second term. Define
pBi1,i2 “ r0 | 0 | . . . | Ai1,i2 | . . . | 0 | 0s P Cdˆnd,
where Ai1i2 sits on the i1-th position of the above block matrix. Moreover, let
Bi2 “
ÿ
i1:i1‰i2
pBi1,i2 . (18)
Then it is easy to see that
GG˚ “
ÿ
i2
B˚i2Bi2 ,ÿ
pi1,i2qPI2n
A2i1,i2 “
ÿ
i2
Bi2B
˚
i2
.
The following bound gives a key estimate.
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Lemma 5.10. LetM1, . . . ,MN be a sequence of C
dˆnd-valued matrices. Let λ1, . . . , λnd be eigen-
values of
ř
j M
˚
j Mj and let ν1, . . . , νd be eigenvalues of
ř
j MjM
˚
j . Then
řnd
i“1 λi “
řd
j“1 νj.
Furthermore, if maxi λi ď 1d
řd
j“1 νj , then››››››
˜ÿ
j
MjM
˚
j
¸1{2››››››
2p
S2p
ě
››››››
˜ÿ
j
M˚j Mj
¸1{2››››››
2p
S2p
,
for any integer p ě 2.
The proof of the Lemma is given in Section 5.2.2. We will apply this fact with Mj “ Bj ,
j “ 1, . . . , n. Assuming that maxi λi ď 1d
řnd
j“1 λj, it is easy to see that the second term in the
maximum in (17) dominates, hence
E}X}2pS2p ď Cp
›››››››
¨˝ ÿ
pi1,i2qPI2n
A2i1,i2
‚˛1{2
›››››››
2p
S2p
“ Cp tr
¨˝ ÿ
pi1,i2qPI2n
A2i1i2
‚˛p
ď Cp ¨ d ¨
››››››
¨˝ ÿ
pi1,i2qPI2n
A2i1i2
‚˛p›››››› “ Cp ¨ d ¨
››››››
ÿ
pi1,i2qPI2n
A2i1,i2
››››››
p
, (19)
where the last equality follows from the fact that for any positive semidefinite matrix H, }Hp} “
}H}p. On the other hand, when maxi λi ą 1d
řnd
j“1 λj , it is easy to see that for all p ě 1,
d ą
ndÿ
j“1
λj
maxi λi
ě
ndÿ
j“1
ˆ
λj
maxi λi
˙p
,
which in turn implies that
d
ˆ
max
i
λi
˙p
ě
ndÿ
j“1
λ
p
j . (20)
Moreover, ››››››
˜ÿ
i2
B˚i2Bi2
¸1{2››››››
2p
S2p
“ tr
˜˜ÿ
i2
B˚i2Bi2
¸p¸
“
ndÿ
i“1
λ
p
i . (21)
Combining (20), (21), we deduce that››››››
˜ÿ
i2
B˚i2Bi2
¸1{2››››››
2p
S2p
ď d
›››››
˜ÿ
i2
B˚i2Bi2
¸p››››› “ d }pGG˚qp} “ d }GG˚}p ,
where the second from the last equality follows again from the fact that for any positive semi-
definite matrix H, }Hp} “ }H}p. Thus, combining the bound above with (17) and (19), we
obtain
E}X}2pS2p ď d ¨ Cpmax
$&%}GG˚}p ,
››››››
ÿ
pi1,i2qPI2n
A2i1,i2
››››››
p,.- .
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Finally, set p “ maxpq, logpdqq and note that d1{2p ď ?e, hence
`
E}X}2q˘1{2q ď `E}X}2p˘1{2p ď 4?
e
maxtlog d, qu ¨max
$&%}GG˚} ,
››››››
ÿ
pi1,i2qPIn2
A2i1,i2
››››››
,.-
1{2
.
This finishes the proof of upper bound.
Now, we turn to the lower bound. Let E1r¨s stand for the expectation with respect to
!
ε
p1q
j
)
jě1
only. Then
`
E}X}2p˘1{p2pq ě `E}X}2˘1{2 “
¨˝
EE1
››››››
¨˝ ÿ
pi1,i2qPI2n
ε
p1q
i1
ε
p2q
i2
Ai1,i2
‚˛2››››››‚˛
1{2
ě
¨˝
E
››››››E1
¨˝ ÿ
pi1,i2qPI2n
ε
p1q
i1
ε
p2q
i2
Ai1,i2
‚˛2››››››‚˛
1{2
“
¨˝
E
››››››
ÿ
i1
˜ ÿ
i2:i2‰i1
ε
p2q
i2
Ai1,i2
¸2››››››‚˛
1{2
.
It is easy to check that
nÿ
i1“1
˜ ÿ
i2:i2‰i1
ε
p2q
i2
Ai1,i2
¸2
“
˜ÿ
i2
ε
p2q
i2
Bi2
¸˜ÿ
i2
ε
p2q
i2
Bi2
¸˚
,
where Bi were defined in (41). Hence
`
E}X}2p˘1{p2pq ě ˜E ›››››
˜ÿ
i2
ε
p2q
i2
Bi2
¸˜ÿ
i2
ε
p2q
i2
Bi2
¸˚›››››
¸1{2
.
Next, for any matrix A P Cd1ˆd2 ,›››››
ˆ
0 A˚
A 0
˙2››››› “
››››ˆ A˚A 00 AA˚
˙›››› “ maxt}A˚A}, }AA˚}u “ }AA˚},
where the last equality follows from the fact that }AA˚} “ }A˚A}. Taking A “ ři2 εp2qi2 Bi2 yields
that
`
E}X}2p˘1{p2pq ěpE }BB˚}q1{2 “
¨˝
E
››››››
˜ÿ
i2
ε
p2q
i2
ˆ
0 B˚i2
Bi2 0
˙¸2››››››‚˛
1{2
ě
››››››E
˜ÿ
i2
ε
p2q
i2
ˆ
0 B˚i2
Bi2 0
˙¸2››››››
1{2
“
›››››ÿ
i2
ˆ
B˚i2Bi2 0
0 Bi2B
˚
i2
˙›››››
1{2
“max
#›››››ÿ
i2
B˚i2Bi2
››››› ,
›››››ÿ
i2
Bi2B
˚
i2
›››››
+1{2
“ max
$&%}GG˚} ,
››››››
ÿ
pi1,i2qPI2n
A2i1,i2
››››››
,.-
1{2
.
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5.2.2. Proof of Lemma 5.10.
The equality of traces is obvious since
tr
˜
Nÿ
j“1
MjM
˚
j
¸
“
Nÿ
j“1
tr
`
MjM
˚
j
˘ “ Nÿ
j“1
tr
`
M˚j Mj
˘ “ tr˜ Nÿ
j“1
M˚j Mj
¸
.
Set
S :“
ndÿ
i“1
λi “
dÿ
i“1
νi.
Note that ››››››
˜
Nÿ
j“1
M˚j Mj
¸1{2››››››
2p
S2p
“ tr
˜˜
Nÿ
j“1
M˚j Mj
¸p¸
“
ndÿ
i“1
λ
p
i ,
››››››
˜
Nÿ
j“1
MjM
˚
j
¸1{2››››››
2p
S2p
“ tr
˜˜
Nÿ
j“1
MjM
˚
j
¸p¸
“
dÿ
i“1
ν
p
i .
Moreover, λi ě 0, νj ě 0 for all i, j, and maxi λi ď 1d
řd
j“1 νj “ Sd by assumption. It is clear that››››››
˜
Nÿ
j“1
M˚j Mj
¸1{2››››››
2p
S2p
ď max
0ďλiď S2d ,
řnd
i“1 λi“S
ndÿ
i“1
λ
p
i ,
››››››
˜
Nÿ
j“1
MjM
˚
j
¸1{2››››››
2p
S2p
ě min
νiě0 ,
řd
i“1 νi“S
dÿ
i“1
ν
p
i .
Hence, it is enough to show that
max
0ďλiďSd ,
řnd
i“1 λi“S
ndÿ
i“1
λ
p
i ď min
νiě0,
řd
i“1 νi“S
dÿ
i“1
ν
p
i . (22)
The right hand side of the inequality (22) can be estimated via Jensen’s inequality as
min
νiě0,
řd
i“1 νi“S
dÿ
i“1
ν
p
i “ d ¨ min
νiě0,
řd
i“1 νi“S
1
d
dÿ
i“1
ν
p
i
ě d ¨ min
νiě0,
řd
i“1 νi“S
˜
1
d
dÿ
i“1
νi
¸p
“ d ¨
ˆ
S
d
˙p
. (23)
It remains to show that
řnd
i“1 λ
p
i ď d¨
`
S
d
˘p
. For a sequence tajuNj“1 Ă R, let apjq be the j-th small-
est element of the sequence, where the ties are broken arbitrary. A sequence tajuNj“1 majorizes a
sequence tbjuNj“1 whenever
řk
j“0 apN´jq ě
řk
j“0 bpN´jq for all 0 ď k ď N´2, and
ř
j aj “
ř
j bj .
A function g : RN ÞÑ R is called Schur-convex if gpa1, . . . , aN q ě gpb1, . . . , bN q whenever tajuNj“1
majorizes tbjuNj“1. It is well known that if f : R ÞÑ R is convex, then gpa1, . . . , aN q “
řN
j“1 fpajq
is Schur convex. In particular, gpa1, . . . , aN q “
řN
j“1 a
p
j , where a1, . . . , aN ě 0, is Schur con-
vex for p ě 1. Consider the sequence a1 “ . . . “ ad “ Sd , ad`1 “ . . . “ and “ 0 and
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b1 “ λ1, . . . , bnd “ λnd. Since maxi λi ď Sd by assumption, the sequence taju majorizes tbju,
hence Schur convexity yields that
řnd
i“1 λ
p
i ď
řd
i“1
`
S
d
˘p “ d ¨ `S
d
˘p
, implying the result. 1
5.2.3. Proof of Theorem 3.1.
The first inequality in the statement of the theorem follows immediately from Lemma 5.2. Next,
it is easy to deduce from the proof of Lemma 5.9 that¨˝
E
››››››
ÿ
pi1,i2qPI2n
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
2q‚˛1{2q ď 4´E ››U 1n››2q ¯1{2q, (24)
where U 1n was defined in (16). Applying Lemma 3.3 conditionally on tXpjqi uni“1, j “ 1, 2, we get
´
E
››U 1n››2q ¯1{2q “
¨˝
E
››››››
ÿ
pi1,i2qPI2n
ε
p1q
i1
ε
p2q
i2
Hi1,i2pXp1qi1 ,X
p2q
i2
q
››››››
2q‚˛1{p2qq
ď 4e´1{2maxpq, log dq
¨˝
Emax
$&%} rG rG˚},
››››››
ÿ
pi1,i2qPI2n
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
,.-
q‚˛1{2q , (25)
where rG was defined in (8). Let rGi be the i-th column of rG, then
rG rG˚ “ nÿ
i“1
rGi rG˚i , ÿ
pi1,i2qPI2n
H2i1,i2pX
p1q
i1
,X
p2q
i2
q “
nÿ
i“1
rG˚i rGi.
Let Qi P Hpn`1qdˆpn`1qd be defined as
Qi “
˜
0 rG˚irGi 0
¸
,
so that
Q2i “
˜ rG˚i rGi 0
0 rGi rG˚i
¸
.
Inequality (25) implies that¨˝
E
››››››
ÿ
pi1,i2qPI2n
ε
p1q
i1
ε
p2q
i2
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
2q‚˛1{p2qq ď 4e´1{2maxpq, log dq˜E ››››› nÿ
i“1
Q2i
›››››
q¸1{p2qq
.
(26)
1We are thankful to the anonymous Referee for suggesting an argument based on Schur convexity, instead of
the original proof that was longer and not as elegant.
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Let E2r¨s stand for the expectation with respect to
!
X
p2q
i
)n
i“1
only (that is, conditionally on!
X
p1q
i
)n
i“1
). Then Minkowski inequality followed by the symmetrization inequality imply that˜
E
››››› nÿ
i“1
Q2i
›››››
q¸1{p2qq
ď
˜
E
››››› nÿ
i“1
`
Q2i ´ E2Q2i
˘›››››
q¸1{p2qq
`
˜
E
››››› nÿ
i“1
E2Q
2
i
›››››
q¸1{2q
“
˜
EE2
››››› nÿ
i“1
Q2i ´ E2Q2i
›››››
q¸1{p2qq
`
˜
E
››››› nÿ
i“1
E2Q
2
i
›››››
q¸1{2q
ď
?
2
˜
E
››››› nÿ
i“1
εiQ
2
i
›››››
q¸1{p2qq
`
˜
E
››››› nÿ
i“1
E2Q
2
i
›››››
q¸1{2q
. (27)
Next, we obtain an upper bound for
`
E
››řn
i“1 εiQ
2
i
››q˘1{p2qq. To this end, we apply Khintchine’s
inequality (Lemma 5.3). Denote Cr :“
´
2
?
2
e
r
¯2r
, and let Eεr¨s be the expectation with respect
to tεiuni“1 only. Then for r ą q we deduce that
Eε
›››››
nÿ
i“1
εiQ
2
i
›››››
2r
S2r
ďC1{2r
››››››
˜
nÿ
i“1
Q4i
¸1{2››››››
2r
S2r
“C1{2r tr
˜
nÿ
i“1
Q4i
¸r
ď C1{2r tr
˜
nÿ
i“1
Q2i ¨
››Q2i ››
¸r
ďC1{2r max
i
››Q2i ››r ¨
››››››
˜
nÿ
i“1
Q2i
¸1{2››››››
2r
S2r
,
where we used the fact that Q4i ĺ }Q2i }Q2i for all i, and the fact that A ĺ B implies that
tr gpAq ď tr gpBq for any non-decreasing g : R ÞÑ R. Next, we will focus on the term››››››
˜
nÿ
i“1
Q2i
¸1{2››››››
2r
S2r
“ tr
˜˜
nÿ
i“1
rGi rG˚i
¸r¸
` tr
˜˜
nÿ
i“1
rG˚i rGi
¸r¸
.
Applying Lemma 5.10 with Mj “ rG˚j , j “ 1, . . . , n, we deduce that
• if
›››řni“1 rGi rG˚i ››› ď 1d tr´řni“1 rG˚i rGi¯, then ››››´řni“1 rGi rG˚i ¯1{2››››2r
S2r
ď
››››´řni“1 rG˚i rGi¯1{2››››2r
S2r
,
which implies that tr
´´řn
i“1 rGi rG˚i ¯r¯ ď tr´´řni“1 rG˚i rGi¯r¯, and››››››
˜
nÿ
i“1
Q2i
¸1{2››››››
2r
S2r
ď 2d ¨
››››› nÿ
i“1
rG˚i rGi
›››››
r
.
• if
›››řni“1 rGi rG˚i ››› ą 1dtr´řni“1 rG˚i rGi¯, let λj be the j-th eigenvalue of řni“1 rGi rG˚i , and note
that
d ą
tr
´řn
i“1 rG˚i rGi¯›››řni“1 rGi rG˚i ››› “
tr
´řn
i“1 rGi rG˚i ¯›››řni“1 rGi rG˚i ››› “
ndÿ
i“1
λi
maxj λj
ě
ndÿ
i“1
ˆ
λi
maxj λj
˙r
,
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where r ě 1. In turn, it implies that
tr
˜˜
nÿ
i“1
rGi rG˚i
¸r¸
ă d
››››› nÿ
i“1
rGi rG˚i
›››››
r
.
Thus ››››››
˜
nÿ
i“1
Q2i
¸1{2››››››
2r
S2r
“tr
˜˜
nÿ
i“1
rGi rG˚i
¸r¸
` tr
˜˜
nÿ
i“1
rG˚i rGi
¸r¸
ďd
››››› nÿ
i“1
rGi rG˚i
›››››
r
` d
››››› nÿ
i“1
rG˚i rGi
›››››
r
.
Putting the bounds together, we obtain that
Eε
››››› nÿ
i“1
εiQ
2
i
›››››
2r
S2r
ď2dC1{2r max
i
››Q2i ››rmax
#››››› nÿ
i“1
rGi rG˚i
›››››
r
,
››››› nÿ
i“1
rG˚i rGi
›››››
r+
(28)
ď2dC1{2r max
i
››Q2i ››r ¨
››››› nÿ
i“1
Q2i
›››››
r
.
Next, observe that for r such that 2r ě q, Eε
›››řnj“1 εjQ2j›››q ď ˆEε ›››řnj“1 εjQ2j›››2r˙q{2r by Ho¨lder’s
inequality, hence˜
E
››››› nÿ
j“1
εjQ
2
j
›››››
q¸1{2q
“
˜
EEε
››››› nÿ
j“1
εjQ
2
j
›››››
q¸1{2q
ď
¨˚
˝E
¨˝
Eε
››››› nÿ
j“1
εjQ
2
j
›››››
2r‚˛q{2r‹˛‚
1{2q
ď
¨˚
˝E
¨˝
Eε
››››› nÿ
j“1
εjQ
2
j
›››››
2r
S2r
‚˛q{2r‹˛‚
1{2q
ď
´
2dC1{2r
¯1{4r ¨˝
E
»–max
i
››Q2i ››q{2 ¨
››››› nÿ
i“1
Q2i
›››››
q{2fifl‚˛1{2q .
Set r “ q _ log d and apply Cauchy-Schwarz inequality to deduce that˜
E
››››› nÿ
j“1
εjQ
2
j
›››››
q¸1{2q
ď p8rq1{4
ˆ
Emax
i
››Q2i ››q˙1{p4qq
˜
E
››››› nÿ
i“1
Q2i
›››››
q¸1{p4qq
. (29)
Substituting bound (29) into (27) and letting
Rq :“
˜
E
››››› nÿ
i“1
Q2i
›››››
q¸1{p2qq
,
we obtain
Rq ď p8rq1{4
a
2Rq
ˆ
Emax
i
››Q2i ››q˙1{p4qq `
˜
E
››››› nÿ
i“1
E2Q
2
i
›››››
q¸1{2q
.
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If x, a, b ą 0 are such that x ď a?x` b, then x ď 4a2 _ 2b, hence
Rq ď 16
?
2r
ˆ
Emax
i
››Q2i ››q˙1{p2qq ` 2
˜
E
››››› nÿ
i“1
E2Q
2
i
›››››
q¸1{2q
.
Finally, it follows from (26) that˜
E
››››› ÿpi1,i2qPI2n ε
p1q
i1
ε
p2q
i2
HpXp1qi1 ,X
p2q
i2
q
›››››
2q¸1{p2qq
ď 64
c
2
e
r3{2
ˆ
Emax
i
››Q2i ››q˙1{p2qq ` 8?er
˜
E
››››› nÿ
i“1
E2Q
2
i
›››››
q¸1{2q
ď 64
c
2
e
r3{2
ˆ
Emax
i
››› rG˚i rGi›››q˙1{p2qq ` 8?er
˜
E
››››› nÿ
i“1
E2
rGi rG˚i
›››››
q
` E
››››› nÿ
i“1
E2
rG˚i rGi
›››››
q¸1{2q
“ 64
c
2
e
r3{2
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq
` 8?
e
r
˜
E
››››› nÿ
i“1
E2
rGi rG˚i
›››››
q
` E
››››› nÿ
i1“1
˜ ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯¸›››››
q¸1{2q
,
(30)
where the last equality follows from the definition of rGi. To bring the bound to its final form,
we will apply Rosenthal’s inequality (Lemma 5.5) to the last term in (30) to get that
˜
E
››››› nÿ
i1“1
˜ ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯¸›››››
q¸1{2q
ď
››››››
ÿ
pi1,i2qPI2n
EH2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
1{2
` 2
?
2er
˜
Emax
i1
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{2q
.
Moreover, Jensen’s inequality implies that
Emax
i1
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q
ď Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q
,
hence this term can be combined with one of the terms in (30).
5.2.4. Proof of Lemma 3.4.
Let Eir¨s stand for the expectation with respect to the variables with the upper index i only. Since
Hi1,i2 p¨, ¨q are permutation-symmetric, we can apply the second part of Lemma 5.2 and (twice)
the desymmetrization inequality (see Theorem 3.1.21 in [14]) to get that for some absolute
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constant C0 ą 0
´
E }Un}2q
¯1{p2qq ě 1
C0
¨˝
E
››››››
ÿ
pi1,i2qPI2n
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
2q‚˛1{p2qq
“ 1
C0
¨˝
E2 E1
›››››ÿ
i1
ÿ
i2:i2‰i1
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
2q‚˛1{p2qq
ě 1
2C0
¨˝
E
›››››ÿ
i1
ε
p1q
i1
ÿ
i2:i2‰i1
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
2q‚˛1{p2qq
“ 1
2C0
¨˝
EE2
›››››ÿ
i2
ÿ
i1:i1‰i2
ε
p1q
i1
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
2q‚˛1{p2qq
ě 1
4C0
¨˝
E
››››››
ÿ
pi1,i2qPI2n
ε
p1q
i1
ε
p2q
i2
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
2q‚˛1{p2qq .
Applying the lower bound of Lemma 3.3 conditionally on
!
X
p1q
i
)n
i“1
and
!
X
p2q
i
)n
i“1
, we obtain
´
E }Un}2q
¯1{p2qq ěc˜Emax#›››››ÿ
i
rG˚i rGi
››››› ,
›››››ÿ
i
rGi rG˚i
›››››
+q¸1{2q
(31)
ě 1
4
?
2C0
¨˝˜
E
›››››ÿ
i
rGi rG˚i
›››››
q¸1{2q
`
˜
E
›››››ÿ
i
rG˚i rGi
›››››
q¸1{2q‚˛
ě 1
4
?
2C0
¨˝˜
E
›››››ÿ
i
E2
rGi rG˚i
›››››
q¸1{2q
`
˜
E
›››››ÿ
i
E2
rG˚i rGi
›››››
q¸1{2q‚˛,
where rGi is the i-th column if the matrix rG defined in (8); we also used the identities rG rG˚ “řn
i“1 rGi rG˚i , řpi1,i2qPI2n H2i1,i2pXp1qi1 ,Xp2qi2 q “ řni“1 rG˚i rGi. The inequality above takes care of the
second and third terms in the lower bound of the lemma. To show that the first term is necessary,
let
Qi “
˜
0 rG˚irGi 0
¸
.
It follows from the first line of (31) that´
E }Un}2q
¯1{p2qq
ě 1
4C0
˜
E
›››››
nÿ
i“1
Q2i
›››››
q¸1{p2qq
.
Let i˚ be the smallest value of i ď n where maxi
››Q2i ›› is achieved. Then řni“1Q2i ľ Q2i˚ , hence››Q2i˚›› ď ››řni“1Q2i ››. Jensen’s inequality implies that´
E }Un}2q
¯1{p2qq ě 1
4C0
˜
E
››››› nÿ
i“1
Q2i
›››››
q¸1{p2qq
ě 1
4C0
ˆ
Emax
i
››Q2i ››q˙1{p2qq ě 14C0
ˆ
Emax
i
››› rG˚i rGi›››q˙1{2q ,
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where the last equality holds since
››› rG˚i rGi››› “ ››› rGi rG˚i ›››. The claim follows.
5.2.5. Proof of Lemma 3.5.
Note that
r3{2
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq
ď r3{2
˜
E
ÿ
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq
“ r3{2
˜
E1
ÿ
i1
E2
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq
. (32)
Next, Lemma 5.5 implies that, for r “ maxpq, logpdqq,
E2
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q
ď 22q´1
« ››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q
(33)
` p2
?
2eq2qrq E2 max
i2:i2‰i1
›››H2 ´Xp1qi1 ,Xp2qi2 ¯›››q
ff
.
We will now apply Lemma 5.6 with α “ 1 and ξi1 :“
›››ři2‰i1 E2H2 ´Xp1qi1 ,Xp2qi2 ¯››› to get that
ÿ
i1
Eξ
q
i1
ď 2p1` qq
˜
Emax
i1
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q
` q´q
˜ÿ
i1
E
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸q¸
. (34)
Combining (32) with (33) and (34), we obtain (using the inequality 1` q ď eq) that
r3{2
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{p2qq
ď 4e
?
2
«
r3{2
˜
Emax
i1
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
2
¯›››››
q¸1{2q
` r
d
1` log d
q
˜ÿ
i1
E
››››› ÿ
i2:i2‰i1
E2H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸1{2
` r2
˜ÿ
i1
E max
i2:i2‰i1
›››H2i1,i2 ´Xp1qi1 ,Xp2qi2 ¯›››q
¸1{2q ff
, (35)
which yields the result.
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5.3. Proof of Theorem 4.1.
Let J Ď I Ď t1, 2u. We will write i to denote the multi-index pi1, i2q P t1, . . . , nu2. We will also
let iI be the restriction of i onto its coordinates indexed by I, and, for a fixed value of iIc, let
pHiqiI be the array
 
Hi, iI P t1, . . . , nu|I|
(
, where Hi :“ Hi1,i2pXp1qi1 ,X
p2q
i2
q. Finally, we let EI
stand for the expectation with respect to the variables with upper indices contained in I only.
Following section 2 in [1], we define
›››pHiqiI ›››I,J “ EIzJ sup
#
EJ
ÿ
iI
xΦ,Hiy
ź
jPJ
f
pjq
ij
pXpjqij q : }Φ}˚ ď 1,
f
pjq
i : S ÞÑ R for all i, j, and
ÿ
i
E
ˇˇˇ
f
pjq
i pXpjqi q
ˇˇˇ2 ď 1, j P J+ (36)
and
›› pHiqiH ››H,H :“ }Hi}, where xA1, A2y :“ trpA1A˚2q for A1, A2 P Hd and } ¨ }˚ denotes the
nuclear norm. Theorem 1 in [1] states that for all q ě 1,
´
E }Un}2q
¯1{2q ď C
»—– ÿ
IĎt1,2u
ÿ
JĎI
q|J |{2`|I
c|
¨˝ÿ
iIc
EIc
›››pHiqiI ›››2qI,J‚˛
1{2qfiffifl ,
where C is an absolute constant. Obtaining upper bounds for each term in the sum above, we
get that ´
E }Un}2q
¯1{2q
ď C
”
E }Un} `?q ¨ A` q ¨B ` q3{2 ¨ Γ` q2 ¨D
ı
,
where
A ď2E1
¨˝
sup
Φ:}Φ}˚ď1
ÿ
i2
E2
Cÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
G2‚˛1{2 ,
B ď
¨˝
sup
Φ:}Φ}˚ď1
ÿ
pi1,i2qPI2n
E
A
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
E2‚˛1{2
` 2
¨˝ÿ
i2
E2
˜
E1 sup
Φ:}Φ}˚ď1
Cÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
G¸2q‚˛1{2q ,
Γ ď2
˜ÿ
i2
E2
˜
sup
Φ:}Φ}˚ď1
ÿ
i1
E1
A
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
E2¸q¸1{2q
,
D ď
¨˝ ÿ
pi1,i2qPI2n
E
›››Hi1,i2pXp1qi1 ,Xp2qi2 q›››2q‚˛
1{2q
.
The bounds for A,B,Γ,D above are obtained from (36) via the Cauchy-Schwarz inequality. For
instance, to get a bound for A, note that it corresponds to the choice I “ t1, 2u and J “ t1u or
J “ t2u. Due to symmetry of the kernels, it suffices to consider the case J “ t2u, and multiply
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the upper bound by a factor of 2. When J “ t2u,
¨˝ÿ
iIc
EIc
›››pHiqiI ›››2qI,J‚˛
1{2q
“
›››pHiqit1,2u›››t1,2u,t2u
“ E1 sup
$&%E2 ÿpi1,i2qPI2nxHi1,i2pX
p1q
i1
,X
p2q
i2
q,Φy ¨ f p2qi2
´
X
p2q
i2
¯
: }Φ}˚ ď 1,
ÿ
i2
E
ˇˇˇ
f
p2q
i2
´
X
p2q
i2
¯ˇˇˇ2 ď 1
,.-
“ E1 sup
#
E2
ÿ
i2
Cÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
G
¨ f p2qi2
´
X
p2q
i2
¯
: }Φ}˚ ď 1,
ÿ
i2
E
ˇˇˇ
f
p2q
i2
´
X
p2q
i2
¯ˇˇˇ2 ď 1+
ď E1 sup
Φ,f
p2q
1
,...,f
p2q
n
$&%ÿ
i2
gffe
E2
Cÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
G2c
E
ˇˇˇ
f
p2q
i2
´
X
p2q
i2
¯ˇˇˇ2,.-
ď E1 sup
$’&’%
¨˝ÿ
i2
E2
Cÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
G2‚˛1{2 : }Φ}˚ ď 1
,/./-
“ E1
¨˝
sup
Φ:}Φ}˚ď1
ÿ
i2
E2
Cÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
G2‚˛1{2 .
It is not hard to see that the inequality above is in fact an equality, and it is attained by setting,
for every fixed Φ,
f
p2q
i2
´
X
p2q
i2
¯
“ αi2
Ař
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
E
c
E2
Ař
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
E2 ,
where αi2 “
c
E2
Ař
i1
Hi1,i2 pX
p1q
i1
,X
p2q
i2
q,Φ
E
2
cř
i2
E2
Ař
i1
Hi1,i2 pX
p1q
i1
,X
p2q
i2
q,Φ
E
2
are such that
ř
i2
α2i2 “ 1. The bounds for other terms
are obtained quite similarly. Next, we will further simplify the upper bounds for A,B,Γ,D by
analyzing the supremum over Φ with nuclear norm not exceeding 1. To this end, note that
Φ ÞÑ E
A
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
E2
is a convex function, hence its maximum over the convex set tΦ P Hd : }Φ}˚ ď 1u is attained at
an extreme point that in the case of a unit ball for the nuclear norm must be a rank-1 matrix
of the form φφ˚ for some φ P Cd. It implies that
sup
Φ:}Φ}˚ď1
E
A
Hi1,i2pXp1q1 ,Xp2q2 q,Φ
E2 ď sup
φ:}φ}2ď1
E
A
Hi1,i2pXp1q1 ,Xp2q2 q, φφ˚
E2
ď
›››EH2i1,i2pXp1q1 ,Xp2q2 q››› . (37)
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Moreover,
ÿ
i2
E2
˜
E1 sup
Φ:}Φ}˚ď1
Cÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
G¸2q
“
ÿ
i2
E2
˜
E1
›››››ÿ
i1
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸2q
ď
ÿ
i2
E2 E1
›››››ÿ
i1
Hi1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
2q
ď
ÿ
i2
E2
˜
2
?
er
›››››ÿ
i1
E1H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
1{2
` 4
?
2er
ˆ
E1max
i1
›››Hi1,i2 ´Xp1qi1 ,Xp2qi2 ¯›››2q˙1{2q
¸2q
, (38)
where we have used Lemma 3.1 in the last step, and r “ q _ log d. Combining (37),(38), we get
that
B ď
¨˝››››››
ÿ
pi1,i2qPI2n
EH2i1,i2pX
p1q
i1
,X
p2q
i2
q
››››››‚˛
1{2
` 4?er
˜ÿ
i2
E2
›››››ÿ
i1
E1H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{2q
` 8
?
2er
˜ÿ
i2
Emax
i1
›››Hi1,i2 ´Xp1qi1 ,Xp2qi2 ¯›››2q
¸1{2q
. (39)
It is also easy to get the bound for Γ: first, recall that
Φ ÞÑ
ÿ
i1
E1
A
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
E2
is a convex function, hence its maximum over the convex set tΦ P Hd : }Φ}˚ ď 1u is attained at
an extreme point of the form φφ˚ for some unit vector φ. Moreover,A
Hi1,i2pXp1qi1 ,X
p2q
i2
q, φφ˚
E2 “ φ˚Hi1,i2pXp1qi1 ,Xp2qi2 qφφ˚Hi1,i2pXp1qi1 ,Xp2qi2 qφ
ď φ˚H2i1,i2pX
p1q
i1
,X
p2q
i2
qφ
due to the fact that φφ˚ ĺ I. Hence
sup
Φ:}Φ}˚ď1
ÿ
i1
E1
A
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
E2 ď sup
φ: }φ}2“1
ÿ
i1
E1
´
φ˚H2i1,i2pX
p1q
i1
,X
p2q
i2
qφ
¯
“ sup
φ: }φ}2“1
φ˚
˜
E1
ÿ
i1
H2i1,i2pX
p1q
i1
,X
p2q
i2
q
¸
φ “
›››››E1ÿ
i1
H2i1,i2pX
p1q
i1
,X
p2q
i2
q
››››› ,
and we conclude that
Γ ď 2
˜ÿ
i2
E2
˜
sup
Φ:}Φ}˚ď1
ÿ
i1
E1
A
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
E2¸q¸1{2q
ď 2
˜ÿ
i2
E2
›››››ÿ
i1
E1H
2
i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
q¸1{2q
. (40)
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The bound for A requires a bit more work. The following inequality holds:
Lemma 5.11. The following inequality holds:
A ď 2E1
¨˝
sup
Φ:}Φ}˚ď1
ÿ
i2
E2
Cÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
G2‚˛1{2 ď
64
?
e logpdeq
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸1{2
` 8
a
2e logpdeq
¨˝
E
›››››ÿ
i
E2
rGi rG˚i
›››››`
››››››
ÿ
pi1,i2qPI2n
EH2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››‚˛
1{2
,
where rG was defined in (8).
Combining the bounds (39), (40) and Lemma 5.11, and grouping the terms with the same
power of q, we get the result of Theorem 4.1.
It remains to prove Lemma 5.11. To this end, note that Jensen’s inequality and an argument
similar to (37) imply that
E1
¨˝
sup
Φ:}Φ}˚ď1
ÿ
i2
E2
Cÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
G2‚˛1{2
ď
¨˝
E sup
Φ:}Φ}˚ď1
ÿ
i2
Cÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q,Φ
G2‚˛1{2
ď
¨˝
E
››››››
ÿ
i2
˜ÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q
¸2››››››‚˛
1{2
.
Next, arguing as in the proof of Lemma 3.3, we define
pBi1,i2 “ r0 | 0 | . . . | Hi1,i2pXp1qi1 ,Xp2qi2 q | . . . | 0 | 0s P Rdˆnd,
where Hi1,i2 sits on the i1-th position of the block matrix above. Moreover, let
Bi2 “
ÿ
i1:i1‰i2
pBi1,i2 . (41)
Using the representation (41), we have
¨˝
E
››››››
ÿ
i2
˜ÿ
i1
Hi1,i2pXp1qi1 ,X
p2q
i2
q
¸2››››››‚˛
1{2
“
˜
E
›››››
˜ÿ
i2
Bi2
¸˜ÿ
i2
Bi2
¸˚›››››
¸1{2
“
¨˝
E
››››››
˜ÿ
i2
ˆ
0 B˚i2
Bi2 0
˙¸2››››››‚˛
1{2
ď 2
¨˝
E
›››››
˜ÿ
i2
εi2
ˆ
0 B˚i2
Bi2 0
˙¸›››››
2‚˛1{2 ,
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where tεi2uni2“1 is sequence of i.i.d. Rademacher random variables, and the last step follows from
the symmetrization inequality. Next, Khintchine’s inequality (4) yields that
A ď4
a
ep1` 2 log dq
˜
E
›››››ÿ
i2
ˆ
B˚i2Bi2 0
0 Bi2B
˚
i2
˙›››››
¸1{2
“4
a
ep1` 2 log dq
˜
Emax
#›››››ÿ
i2
B˚i2Bi2
››››› ,
›››››ÿ
i2
Bi2B
˚
i2
›››››
+¸1{2
“4
a
ep1` 2 log dq
¨˝
Emax
$&%››› rG rG˚››› ,
››››››
ÿ
pi1,i2qPI2n
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››
,.-‚˛
1{2
.
Note that the last expression is of the same form as equation (25) in the proof of Theorem 3.1
with q “ 1. Repeating the same argument, one can show that
A ď 64?e logpdeq
˜
Emax
i1
››››› ÿ
i2:i2‰i1
H2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯›››››
¸1{2
` 8
a
2e logpdeq
¨˝
E
›››››ÿ
i
E2
rGi rG˚i
›››››`
››››››
ÿ
pi1,i2qPI2n
EH2i1,i2
´
X
p1q
i1
,X
p2q
i2
¯››››››‚˛
1{2
,
which is an analogue of (30).
5.4. Calculations related to Examples 1 and 2.
We will first estimate }GG˚}. Note that the pi, iq-th block of the matrix GG˚ is
pGG˚qii “
ÿ
j:j‰i
A2i,j “
ÿ
j:j‰i
`
aia
T
j ` ajaTi
˘2 “ pn´ 1qaiaTi `ÿ
j‰i
aja
T
j .
The pi, jq-block for j ‰ i is
pGG˚qij “
ÿ
k‰i,j
Ai,kAj,k “
ÿ
k‰i,j
`
aia
T
k ` akaTi
˘ `
aja
T
k ` akaTj
˘ “ pn´ 2qaiaTj .
We thus obtain that
GG˚ “ pn´ 2qaaT `Diag
¨˚
˚˝˚˚ nÿ
j“1
aja
T
j , . . . ,
nÿ
j“1
aja
T
jlooooooooooooomooooooooooooon
n terms
‹˛‹‹‹‚,
where Diagp¨q denotes the block-diagonal matrix with diagonal blocks in the brackets. Since
Diag
˜
nÿ
j“1
aja
T
j , . . . ,
nÿ
j“1
aja
T
j
¸
ľ 0,
it follows that
}GG˚} ě pn´ 2q}a}22 “ pn´ 2qn.
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On the other hand,››››››
ÿ
pi1,i2qPI2n
A2i1,i2
›››››› “
››››››
ÿ
pi1,i2qPI2n
`
ai1a
T
i2
` ai2aTi1
˘2›››››› “
››››››
ÿ
pi1,i2qPI2n
`
ai1a
T
i1
` ai2aTi2
˘››››››
“ 2pn ´ 1q
›››››ÿ
i
aia
T
i
››››› “ 2pn ´ 1q.
where the last equality follows from the fact that ta1, . . . ,anu are orthonormal.
For Example 2, we similarly obtain that
pGG˚qii “
ÿ
j:j‰i
c2i,j
`
aia
T
j ` ajaTi
˘2
“
˜ ÿ
j:j‰i
c2i,j
¸
aia
T
i `
ÿ
j:j‰i
c2i,jaja
T
j “ aiaTi `
ÿ
j:j‰i
c2i,jaja
T
j ,
pGG˚qij “
ÿ
k‰i,j
ci,kcj,k
`
aia
T
k ` akaTi
˘ `
aja
T
k ` akaTj
˘ “ 0, i ‰ j,
hence }GG˚} “ maxi }pGG˚qii} “ 1. On the other hand,››››››
ÿ
pi1,i2qPI2n
A2i1,i2
›››››› “
››››››
ÿ
pi1,i2qPI2n
c2i1,i2
`
ai1a
T
i2
` ai2aTi1
˘2››››››
“
››››››
ÿ
pi1,i2qPI2n
c2i1,i2
`
ai1a
T
i1
` ai2aTi2
˘›››››› “ 2
›››››ÿ
i
aia
T
i
››››› “ 2,
and
ÿ
i1
››››› ÿ
i2:i2‰i1
A2i1,i2
››››› “ÿ
i1
››››› ÿ
i2‰i1
c2i1,i2
`
ai1a
T
i2
` ai2aTi1
˘2›››››
“
ÿ
i1
››››› ÿ
i2:i2‰i1
c2i1,i2
`
ai1a
T
i1
` ai2aTi2
˘››››› “ÿ
i1
›››››ai1aTi1 ` ÿ
i2:i2‰i1
c2i1,i2ai2a
T
i2
››››› “ n.
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