In recent years, discrete spaces such as graphs attract much attention as models for physical spacetime or as models for testing the spirit of non-commutative geometry. In this work, we construct the differential algebras for graphs by extending the work of Dimakis et al and discuss linear connections and curvatures on graphs. Especially, we calculate connections and curvatures explicitly for the general nonzero torsion case. Several examples are given.
Introduction
In the last few years, there has been a rapid increase of interest in non-commutative geometry. Non-commutative geometry is the geometry of quantum spaces, which are generalized spaces replacing classical smooth manifolds [1, 3] . One of the motivations for studying quantum spaces is to understand the small scale structure of spacetime and quantum gravity [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . A quantum space is an associative algebra A, which is not necessarily commutative, with possibly more structures on it [1, 3] . Even though A is commutative, however, there can be interesting quantum spaces such as discrete sets. In recent years, discrete spaces attract much attention as models for physical spacetime or as models for testing the spirit of quantum spaces [2, 4, 5, [7] [8] [9] [10] [11] [12] [13] [14] . Differential calculi on commutative algebras have already been investigated by some authors [8] [9] [10] [11] [12] [13] [14] .
On the other hand, it is important to understand the non-commutative version of Riemannian geometry and many authors try to understand the geometric concepts of non-commutative geometry corresponding to those of the ordinary geometry. However, non-commutative Riemannian geometry is not a straightforward extension of the ordinary one. In fact, contrary to the ordinary Riemannian geometry, non-commutative Riemannian geometry has no unique definition of a connection. Several definitions of a connection have been proposed [1, 4, 18, 19, 23, 24] . It seems that there should be many examples and physical motivations for the most appropriate definition of a connection in non-commutative geometry.
In this work, we shall extend the formulation of Dimakis et al [10] on graphs in order to make them suitable for calculation of connections and curvatures. Our main concern shall be Mourad's linear connection on graphs. For the bimodule structure of differential forms, Mourad's linear connection [19] is usually regarded as general compared with others and has been applied to almost all known examples of quantum spaces [20] [21] [22] . We shall calculate Mourad's connections and curvatures on graphs explicitly. Graphs seem to be quite friendly examples for quantum spaces since the differential algebra built on a graph has the structure of a finite-dimensional vector space.
In sec. 2, we shall have a review of the universal differential algebra [10, 15, 16] , necessary in the sequel. And differential caculi on graphs [10] is extended toward the construction of the differential algebra for a graph. In sec. 3, we shall calculate explicitly linear connections and curvatures on graphs. Nonzero torsion connections and bilinear curvatures shall be discussed.
2 Differential algebras for graphs
Universal differential algebra
Let A be an associative algebra with 1 over the field C of complex numbers. Let a direct sum of vector spaces Ω = ⊕ ∞ n=0 Ω n be a differential complex so that there are
such that d 2 = 0. The homomorphism d is usually called the differential operator of the complex Ω. If there is a gradation-respecting multiplication · in Ω so that Ω is an algebra over C and the homomorphisms d's satisfy the Leibniz rule
where ω ∈ Ω n , then the algebra is called a differential algebra over C. There is an important example for a differential algebra, which is constructed from an associative algebra A with 1 over C as follows [10, 15, 16] . Let Γ be an A-bimodule. Let there be a map d : A → Γ such that for any a, b ∈ A and λ ∈ C, d(a + b) = da + db, d(λa) = λda and d(ab) = (da)b + a db. If every element of Γ is of the form
) is said to be a 1st order differential calculus over A. We have a special 1st order differential calculus over A. Let m :
) is a 1st order differential calculus over A. Since A ⊗ C A also carries an A-bimodule structure and the multiplication map m : A ⊗ C A → A is a bimodule homomorphism, we have an exact sequence of bimodule homomorphisms
It is well known that the 1st order differential algebra (Ω 1 , d) over A is universal, i.e. if there is another 1st order differential calculus (Γ, δ) over A then there exists a unique A-bimodule homomorphism φ :
We note that φ(
Thus the map φ is surjective. As a consequence, every 1st order differential calculus (Γ, δ) over A is isomorphic, as A-bimodules, to a quotient of Ω 1 by the A-submodule ker φ. We can extend the 1st order differential calculus Ω 1 to higher orders:
where m i is the multiplication acting in the i, (i + 1)th place. Then Ω n is an A-bimodule and
n where Ω 0 ≡ A. And we define a multiplication · in Ω(A) as follows:
a n ) and define a multiplication of two elements in Ω n and Ω m−1 to get an element in Ω n+m−1 by
(ii) Extend this multiplication to the whole of Ω(A) using the distributive rule in an obvious manner.
(iii) Extend d to the whole space Ω(A) as follows:
and
Then Ω(A) is a differential algebra. This differential algebra is universal [15] . It is straightforward to see that if
Differential algebras on graphs
A graph is a set of points (vertices) which are interconnected by a set of lines (edges). A complete graph is a graph for which every pair of distinct vertices are connected. In some applications, it is natural to assign a direction to each edge of a graph [17] . Diagrammatically, the direction of each edge is represented by an arrow. A directed graph or digraph is a graph augmented in this way. A symmetric digraph is a digraph in which any connected pair of distinct vertices is connected in both directions. In this work, we shall be concerned only with digraphs and hence every graph is a digraph unless otherwise stated. Let V be a set of N vertices x 1 , · · · , x N (N < ∞). Let A be the algebra of complex functions on V with (f g)(x i ) = f (x i )g(x i ). Let e i ∈ A be defined by
Then it follows that e i e j = δ ij e i , i e i = 1 (12) and each f ∈ A can be written as f = i f (x i )e i where f (x i ) ∈ C. It is obvious that A is not only a commutative algebra with 1 but also an N-dimensional complex vector space. Now let us introduce the differential operator d as in the previous section. Then the differentials satisfy the following relations.
Ω 1 is generated by {de i | i = 1, 2, · · · , N} as a left A-module although the generators {de i } are not linearly independent. In this work, we emphasize that Ω 1 is a finite-dimensional complex vector space with a basis {e i de j } = {e i ⊗ e j } where i, j = 1, 2, · · · , N and i = j. Thus any 1st order differential calculus Γ over A is isomorphic to a complementary subspace of kerφ and the homomorphism φ is the projection map from Ω 1 to Γ, i.e.
n is a complex vector space with a basis
Let K 1 be a subspace of the universal 1st order differential calculus Ω 1 . The pair (A, K 1 ) determines a graph and vice versa if we assume that every point in V is a vertex of an edge in K 1 . Then (A, Ω 1 ) represents a complete symmetric graph since every two vertices are connected by arrows in both directions. A graph (A, K 1 ) is obtained by deleting some of the arrows in a complete symmetric graph (A, Ω 1 ). In this case, the graph (A, K 1 ) is said to be a subgraph of (A, Ω 1 ). Now we shall construct a differential algebra from K 1 . We set φ = φ 1 and define K n to be the quotient space:
for n = 2, 3, 4, · · ·, where φ n−1 is the projection map from Ω n−1 to K n−1 and the bracket < X > means the A-bimodule generated by the set X. So < d(kerφ n−1 ) > is the vector space generated, as A-bimodules, by the subspace d(kerφ n−1 ) of Ω n , and kerφ n =< d(kerφ n−1 ) >. We define δ :
n and for n = 1, 2, · · ·. This is well-defined since if
n is a finite-dimensional vector space for n = 1, 2, · · ·, we have a splitting map  n :
Lemma 1:
The following diagram
commutes and δ 2 = 0.
Proof: The commutativity of the diagram is a consequence of Eq. (4) and the definition of δ. Let us put Ω
Then the operator δ satisfies the Leibniz rule as d in Eq.(2).
Proof: For the case n = m = 0, it follows directly from Eq.
where the fifth equality comes from the lemma 3 in appendix A. QED Thus we have proved the following.
From now on, we shall write e i 1 i 2 ···in for e i 1 ⊗ e i 2 ⊗ · · · ⊗ e in for simplicity [10] with the convention that e i 1 i 2 ···in = 0 if i k = i k+1 for some k, and shall often write δx for δ(x + < d(kerφ n−1 ) >) if there is no confusion. Note that the two elements e 124 and e 134 are not linearly independent in K 2 since e 124 + e 134 belongs to < d kerφ >. Rather, e 124 = −e 134 modulo < d kerφ >.
It is well known that < dΩ n >= Ω n+1 [10] . The same relation holds for δ. In fact, since
is an A-bimodule homomorphism. Thus we have < δK n >= K n+1 .
In the case of the universal differential algebra Ω(A), it is also known that the sequence
is exact [10] . This is also true for δ.
Proposition 2:
The following sequence is exact.
Thus d n+1 ω = du for some u ∈ kerφ n+1 . Hence we have d( n+1 ω − u) = 0. Now by the exactness of the sequence in Eq. (18), there is an element θ ∈ Ω n such that
One may classify the basis elements e ijk 's of Ω 2 into three kinds.
(i) Those e ijk 's which belong to kerφ 2 and are linearly independent. This is the case where either e ij or e jk belongs to kerφ 1 .
(ii) Sums of elements of the form l α=1 e ijαk , for some natural number l, which belong to kerφ 2 , and hence those e ijαk 's (α = 1, 2, · · · , l) are linearly dependent in K 2 ( See Example 2 above). This is the case where e ij , e jk ∈ K 1 , but e ik ∈ kerφ 1 . (iii) Those e ijk 's which belong to K 2 and are linearly independent. This is the case where not only e ij , e jk ∈ K 1 , but also e ik ∈ K 1 .
Lemma 3: Let x ∈ Ω n and let u ∈ kerφ m , where n = 0, 1, 2, · · · and m = 1, 2, · · ·. Then → Ω 2 is based on the following observation: Any member ψ = ij e ij ψ ij in Ω 1 with dψ = 0 is such that the coefficients ψ ij satisfy ψ ij = ψ ik − ψ jk . From this, we have ψ ij = −ψ ji and hence ψ ij = ψ ik + ψ kj . This relation may be interpreted as a kind of vector sum. Hence if we put ξ i = ψ ki for any fixed vertex x k , it is straightforward to see that d( i e i ξ i ) = ψ. Now if we let
and δψ is decomposed into two parts in K 2 . From (iii) in appendix A, we have the following terms e ijk (ψ
And from (ii), the remaining terms of δψ are of the following form
Thus if δψ = 0, then the coefficients of each term in Eqs. (19) , (20) should vanish.
Thus when e ij , e jk , e ik ∈ K 1 :
and when e ij , e jk ∈ K 1 but e ik is not in K 1 :
in other words, for each such j α
Now we define ξ i as follows.
for any fixed vertex x 1 . If we interpret Eq. (21) Hence if we put ξ
3 Linear connections on graphs
Linear connections
Let A be an associative algebra and let E be an A-module. Let (Ω * (A), d) be a differential calculus over A. If both E and Ω(A) are A-bimodules, one can define a left connection on E to be a linear map
such that for any f ∈ A and ω ∈ E,
One can also define a right connection on E to be a linear map
In Ref. [19] , a definition of a bimodule connection is proposed: A bimodule connection D on E is a left connection D such that for any f ∈ A and ω ∈ E, D(ωf ) is of the form
where σ is a map from E ⊗ Ω 1 to Ω 1 ⊗ E generalizing the permutation. In particular, if we take E = Ω 1 , the bimodule connection is called a linear connection, which we are mainly concerned with in this work. Let Ω 2 be the A-module of two-forms and let π : Ω 1 ⊗ A Ω 1 −→ Ω 2 be a linear map satisfying π(ω⊗ω ′ ) = ω·ω ′ where · is the multiplication map between forms. Now we put π 12 = π ⊗ 1 and σ 12 = σ ⊗ 1.
A linear connection D can be extended to two linear maps
In special cases where σ = 1 − ı • π as in commutative geometry or σ = −1 as in the universal algebra [19, 22] , it is easy to see the relationship between them:
where 
Linear connections on complete symmetric graphs
Let (Ω 1 , d) be the universal 1st order differential calculus over A, which corresponds to a complete symmetric graph. For a linear connection, let us choose a linear map
1 is a vector space with a basis {e ij ≡ e i de j | i = j}, we may put
for some numbers Γ klm ij 's. Here Γ klm ij = 0 if i = j or k = l or l = m. Since (A, Ω 1 ) is a complete symmetric graph, it is invariant under any permutation τ , in other words,
.
Now from the following two equations
we have Γ abc ij = 0 except for
with Γ iaj ij (a = i, j) undetermined. Hence if we note that de i ⊗de j = a (e aij −e iaj +e ija ), we have Lemma 4: For any i, j (i = j),
Thus it is obvious that the torsion T is 0 if and only if Γ iaj ij = −1. And it is well known that if the torsion T is 0, the curvature D 1 • D = 0 in a complete symmetric graph [22] . However, we shall calculate the form of a curvature for the nonvanishing torsion T . We shall do this with
We can have a general form of the curvature D 1 • D for any linear connection D obeying Eq.(33):
where
And
where Ω
However, we can obtain a more explicit form of a curvature D 1 • D from Lemma 4. First, let us put 1 + Γ iaj ij = γ since Γ iaj ij satisfies Eq.(34). Then from the following observations
and for a = i, j,
we obtain
We note that e i 1 i 2 i 3 i 4 is assumed to be zero if i k = i k+1 for some k. Now if we factor out the second term of D 1 De ij [25] , we have an A-bilinear curvature, D 2 , which is a map from Ω 1 to Ω 2 ⊗ Ω 1 .
The parameter γ determines a connection and hence a curvature D 2 e ij . This property of a complete symmetric graph is also carried over to subgraphs, which is shown in the next subsection.
Linear connections on graphs
Let (A, K 1 ) be a subgraph of (A, Ω 1 ). Now we define a linear connection ∇ :
We extend ∇ to ∇ 1 and ∇ 2 , respectively, by defining
Proof: First, we observe that
. Also, we can show (4), (5), and (6) in a similar method. QED If we define the torsion of ∇ by
Let us choose ∇ 1 •∇ for our curvature and compute the curvatures of some examples of graphs for the nonzero torsion case. As D 1 •D for complete symmetric graphs, ∇ 1 •∇ is left A-linear and not right A-linear. We note that De ij = de i ⊗ de j + a =i,j γe iaj for e ij ∈ K 1 . Then it follows that
Example 4: Let V be a set {x 1 , x 2 } of two points as in the Connes-Lott's model [2] . Let K 1 be the space generated by {e 12 }. Then kerφ =< e 21 > and < d kerφ >=< {e 121 , e 212 } >= Ω 2 . Thus K n = 0 for n = 2, 3, · · ·. Thus ∇ 1 ∇ = 0. The graph of two points seems to be too simple to have a nonzero curvature.
Example 5:
Let V be a set {x 1 , x 2 , x 3 } of three points and let K 1 be the space generated by {e 12 
Conclusions
The poor understanding of physics at the Planck scale might lead one to expect that our description of spacetime as Euclidean at that scale is inadequate. Quantum spaces arise as models for the description of the small scale structure of spacetime. In this work, we have treated graphs as quantum spaces and constructed their differential algebras by extending the formulation of Dimakis et al [10] in such a manner that the calculation of connections and curvatures can be done. We have shown explicitly the form of a left A-linear curvature of a given complete symmetric graph for the nonzero torsion case. Also it has been shown that an A-bilinear curvature can be obtained for any graph by factoring out the unwanted terms from a left A-linear curvature. Even though the torsion vanishes and hence the curvature is zero for a complete symmetric graph, a graph obtained from it by deleting some arrows can have a nonzero curvature as expected. We have given some examples. One of the important problems in non-commutative geometry is how to define an A-bilinear curvature such that it can be applicable to any quantum spaces. Although the curvature calculated through the definition of a connection proposed by Cuntz and Quillen [18] is A-bilinear for a graph, its application is restricted only to projective modules. At this moment, it seems that one of the possible ways to obtain an A-bilinear curvature is to elaborate the process of factoring out the unwanted terms from a left A-linear curvature.
