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Abstrat
We onsider the well-known following shape optimization problem:
λ1(Ω
∗) = min
|Ω|=a
Ω⊂D
λ1(Ω),
where λ1 denotes the rst eigenvalue of the Laplae operator with homogeneous Dirihlet
boundary ondition, and D is an open bounded set (a box). It is well-known that the solution
of this problem is the ball of volume a if suh a ball exists in the box D (Faber-Krahn's theo-
rem).
In this paper, we prove regularity properties of the boundary of the optimal shapes Ω∗ in any
ase and in any dimension. Full regularity is obtained in dimension 2.
Keywords: Shape optimization, eigenvalues of the Laplae operator, regularity of free
boundaries.
1 Introdution and main results
Let D be a bounded open subset of Rd. For all open subset Ω of D, we denote by λ1(Ω) the
rst eigenvalue of the Laplae operator in Ω, with homogeneous boundary onditions, and by uΩ
a normalized eigenfuntion, that is
−∆uΩ = λ1(Ω)uΩ in Ω,
uΩ = 0 on ∂Ω,∫
Ω
u2Ω = 1.
We are interested here in the regularity of the optimal shapes of the following shape optimization
problem, where a ∈ (0, |D|) (|D| denotes the Lebesgue measure of D):{
Ω∗ open, Ω∗ ⊂ D, |Ω∗| = a,
λ1(Ω
∗) = min{λ1(Ω); Ω∗ open, Ω ⊂ D, |Ω| = a}.
(1)
By a well-known theorem of Faber and Krahn, if there is a ball B ⊂ D with |B| = a, then this ball
is an optimal shape and it is unique, up to translations (and up to sets of zero apaity).
Here we adress the question of existene of a regular optimal set in all ases.
Existene of a quasi-open optimal set Ω∗ may be dedued from a general existene result by
G. Buttazzo and G. Dal Maso (see [5℄) for an extended version of (1), where the variable sets Ω
are not neessarily open. An optimal shape Ω∗ may not be more than a quasi-open set if D is not
∗
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onneted (we reprodue in the appendix the example mentioned in [4℄). On the other hand, it is
proved in [4℄ or [13℄ that suh an open optimal set Ω∗ always exists for (1) and, if moreover D is
onneted, then all optimal shapes Ω∗ are open. More preisely, it is proved in [4℄ that, for any D,
uΩ∗ is loally Lipshitz ontinuous in D. If moreover D is onneted, then Ω
∗
oinides with the
support of uΩ∗ (and is therefore open). Let us summarize this as follows (see also [14℄):
Proposition 1.1 Assume D is open and bounded. The problem (1) has a solution Ω∗, and uΩ∗ is
nonnegative and loally Lipshitz ontinuous in D. If D is onneted, Ω∗ = {x ∈ D, uΩ∗ > 0}.
Moreover, we have
∆uΩ∗ + λ1(Ω
∗)uΩ∗ ≥ 0 in D, (2)
whih means that ∆uΩ∗ + λ1(Ω
∗)uΩ∗ is a positive Radon measure.
Here, we are interested in the regularity of ∂Ω∗ itself, and we prove the following theorem:
Theorem 1.2 Assume D is open, bounded and onneted. Then any solution of (1) satises:
1. Ω∗ has loally nite perimeter in D and
Hd−1((∂Ω∗ \ ∂∗Ω∗) ∩D) = 0, (3)
where Hd−1 is the Hausdor measure of dimension d− 1, and ∂∗Ω∗ is the redued boundary
(in the sense of sets with nite perimeter, see [9℄ or [11℄).
2. There exists Λ > 0 suh that
∆uΩ∗ + λ1(Ω
∗)uΩ∗ =
√
ΛHd−1⌊∂Ω∗,
in the sense of distribution in D, where Hd−1⌊∂Ω∗ is the restrition of the (d− 1)-Hausdor
measure to ∂Ω∗.
3. ∂∗Ω∗ is an analyti hypersurfae in D.
4. If d = 2, then the whole boundary ∂Ω∗ ∩D is analyti.
We use the same strategy as in [3℄ (where the regularity is studied for another shape optimization
problem). Theorem 1.2 essentially relies on the proof of the equivalene of (1) with a penalized
version for the onstraint |Ω| = a, as stated in Theorem 1.5 below. One we have this penalized
version, we an use tehniques and results from [1℄ (see also [12℄ and [3℄).
Remark 1.3 Aording to the results in [1℄, the third point in Theorem 1.2 is a diret onsequene
of the seond one whih says that uΩ∗ is a weak solution in the sense of [1℄. To obtain the full
regularity of the boundary for d = 2, the fat that uΩ∗ is a weak solution is not suient, and more
information has to be dedued from the variational problem. The approah is essentially the same
as in Theorem 6.6 and Corollary 6.7 in [1℄. The neessary adjustments are given at the end of this
paper.
Remark 1.4 Aording to the result of [15, 16, 6, 8℄, it is likely that full regularity of the boundary
may be extended to higher dimension (d ≤ 6 ?), and therefore that the estimate (3) an be improved.
But this needs quite more work and is under study.
By a lassial variational priniple, we know that, for all Ω ⊂ D open,
λ1(Ω) =
∫
Ω
|∇uΩ|2 = min
{∫
Ω
|∇u|2, u ∈ H10 (Ω),
∫
Ω
u2 = 1
}
. (4)
Here, λ1(Ω
∗) ≤ λ1(Ω) for all open set Ω ⊂ D with |Ω| = a. Sine
[
Ω ⊂ Ω˜ ⇒ λ1(Ω) ≥ λ1(Ω˜)
]
,
it follows that λ1(Ω
∗) ≤ λ1(Ω) for all open set Ω ⊂ D with |Ω| ≤ a. Coupled with (4), this
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leads to the following variation property of Ω∗ and uΩ∗ (see [4℄ for more details), where we denote
u = uΩ∗ , λa = λ1(Ω
∗), and Ωv = {x ∈ D; v(x) 6= 0}:
λa =
∫
D
|∇u|2 = min
{∫
D
|∇v|2; v ∈ H10 (D),
∫
D
v2 = 1, |Ωv| ≤ a
}
. (5)
Let us rewrite this as follows. For w ∈ H10 (D), we denote J(w) =
∫
D
|∇w|2 − λa
∫
D
w2. Then
applying (5) with v = w/(
∫
D
w2)1/2, we obtain that u is a solution of the following optimization
problem:
J(u) ≤ J(w), for all w ∈ H10 (D), with |Ωw| ≤ a. (6)
One of the main ingredient in the proof of Theorem 1.2 is to improve the variational property (6)
in two diretions, as stated in Theorem 1.5 below. The approah is loal.
Let BR be a ball inluded in D and entered on ∂Ωu ∩D. We dene
F = {v ∈ H10 (D), u − v ∈ H10 (BR)}.
For h > 0, we denote by µ−(h) the biggest µ− ≥ 0 suh that,
∀ v ∈ F suh that a− h ≤ |Ωv| ≤ a, J(u) + µ−|Ωu| ≤ J(v) + µ−|Ωv|. (7)
We also dene µ+(h) as the smallest µ+ ≥ 0 suh that,
∀ v ∈ F suh that a ≤ |Ωv| ≤ a+ h, J(u) + µ+|Ωu| ≤ J(v) + µ+|Ωv|. (8)
The following theorem is a main step in the proof of Theorem 1.2:
Theorem 1.5 Let u,BR and F as above. Then for R small enough (depending only on u, a and
D), there exists Λ > 0 and h0 > 0 suh that,
∀ h ∈ (0, h0), 0 < µ−(h) ≤ Λ ≤ µ+(h) < +∞,
and, moreover,
lim
h→0
µ+(h) = lim
h→0
µ−(h) = Λ. (9)
Remark 1.6 We an ompare the existene of µ+(h) with Theorem 2.9 in [4℄. This theorem shows
that there exists µ+ suh that∫
D
|∇u|2 ≤
∫
D
|∇v|2 + λa
[
1−
∫
D
v2
]+
+ µ+(|Ωv| − a),
for v ∈ H10 (D) and |Ωv| ≥ a. The dierene with [4℄ is that, in (8), we have the term λa[1−
∫
D v
2]
(not only the positive part), but we allowed only perturbations in BR. We annot expet to have
something like (8) for perturbations in all D (beause we may nd v with |Ωv| > a and J(v) < 0,
so limt→+∞J(tv) = −∞).
In the next setion, we will prove Theorem 1.5. In the third setion, we will prove Theorem
1.2. In the appendix, we disuss the ase D non-onneted.
2 Proof of Theorem 1.5
In the next lemma, we give an Euler-Lagrange equation for our problem. The proof follows the
steps of the Euler-Lagrange equation in [7].
Lemma 2.1 (Euler-Lagrange equation) Let u be a solution of (6). Then there exists Λ ≥ 0
suh that, for all Φ ∈ C∞0 (D,Rd),∫
D
2(DΦ∇u,∇u)−
∫
D
|∇u|2∇ · Φ + λa
∫
D
u2∇ · Φ = Λ
∫
Ωu
∇ · Φ .
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Proof. We start by a general remark that will be useful in the rest of the paper. If v ∈ H10 (D)
and if Φ ∈ C∞0 (D,Rd), we dene vt(x) = v(x + tΦ(x)); therefore, for t small enough, vt ∈ H10 (D).
A simple alulus gives (when t goes to 0),
|Ωvt | = |Ωv| − t
∫
Ωv
∇ · Φ+ o(t),
J(vt) = J(v) + t
(∫
D
2(DΦ∇v.∇v)−
∫
D
|∇v|2∇ · Φ + λa
∫
D
v2∇ · Φ
)
+ o(t).
Now we apply this with v = u and Φ suh that
∫
Ωu
∇ ·Φ > 0. Suh a Φ exists, otherwise we would
get, using that D is onneted, Ωu = D or ∅ a.e. We have |Ωut | < |Ωu| for t ≥ 0 small enough and,
by minimality,
J(u) ≤ J(ut)
= J(u) + t
(∫
D
2(DΦ∇u,∇u)−
∫
D
|∇u|2∇ · Φ+ λa
∫
D
u2∇ · Φ
)
+ o(t),
and so, ∫
D
2(DΦ∇u,∇u)−
∫
D
|∇u|2∇ · Φ+ λa
∫
D
u2∇ · Φ ≥ 0. (10)
Now, we take Φ with
∫
Ωu
∇·Φ = 0. Let Φ1 be suh that
∫
Ωu
∇·Φ1 = 1. Writing (10) with Φ+ηΦ1
and letting η goes to 0, we get (10) with this Φ and, using −Φ, we get (10) with an equality
instead of the inequality. For a general Φ, we use this equality with Φ − Φ1(
∫
Ωu
∇ · Φ) (we have∫
Ωu
∇ ·
(
Φ− Φ1
(∫
Ωu
∇ · Φ
))
= 0), and we get the result with
Λ =
∫
D
2(DΦ1∇u,∇u)−
∫
D
|∇u|2∇ · Φ1 + λa
∫
D
u2∇ · Φ1 ≥ 0,
using (10). 
Remark 2.2 We will have to prove that, in fat, Λ > 0.
Let us remind our notations: let u be a solution of (6), and let BR be a ball inluded in D and
entered on ∂Ωu ∩D. We dene
F = {v ∈ H10 (D), u − v ∈ H10 (BR)}.
Before proving Theorem 1.5, we give the following useful lemma:
Lemma 2.3 Let u,BR and F as above. Then there exists a onstant C suh that, for R small
enough,
∀v ∈ F , J(v) ≥ 1
2
∫
BR
|∇v|2 − C.
Proof. We know that λ1(BR) = λ1(B1)/(R
2) (we just use the hange of variable x→ x/R). If R
is small enough we have:
λ1(BR) ≥ 1, 4λa
λ1(BR)
≤ 1/2. (11)
Let v ∈ F ; so u− v ∈ H10 (BR), and using the variational formulation of λ1(BR), we get
‖u− v‖2L2(BR) ≤
‖∇(u− v)‖2L2(BR)
λ1(BR)
.
We dedue that,
‖v‖2L2(BR) ≤ 2
‖∇(u− v)‖2L2(BR)
λ1(BR)
+ 2‖u‖2L2(BR)
≤ 4
‖∇v‖2L2(BR)
λ1(BR)
+
C
λa
,
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(we use (11)) where C depends only on the L2 norms of u and his gradient. Now we have
J(v) ≥
∫
D
|∇v|2 − λa
(
4
‖∇v‖2L2(BR)
λ1(BR)
+
C
λa
)
,
and we get the result using (11). 
Remark 2.4 This lemma is interesting for two reasons. The rst one is that J is bounded from
below on F . The seond one is that, if vn ∈ F is a sequene suh that J(vn) is bounded, then
‖∇vn‖L2(BR) is also bounded. Sine vn = u outside BR we dedue that vn is bounded in H10 (D)
(and so weakly onverges up to a sub-sequene...).
Proof of Theorem 1.5: We divide our proof into four parts. Let Λ ≥ 0 be as in Lemma 2.1.
First part: Λ ≤ µ+(h) < +∞.
We start the proof by showing that µ+(h) is nite. Sine BR is entered on the boundary on
∂Ωu, we rst show:
0 < |Ωu ∩BR| < |BR|.
The rst inequality omes from the fat that Ωu is open. The seond one omes from the following
lemma:
Lemma 2.5 Let ω be an open subset of D, and let u be a solution of (6). If |Ωu ∩ ω| = |ω|, then
−∆u = λau in ω,
and therefore ω ⊂ Ωu.
Proof of Lemma 2.5. Sine u > 0 a.e. on ω, we dene v ∈ H10 (D) by v = u outside ω and
−∆v = λau in ω. From the strit maximum priniple, we get v > 0 on ω and |Ωv| = |Ωu|. By
minimality (J(u) ≤ J(v)) we have,∫
ω
(∇u −∇v).(∇u −∇v + 2∇v)− λa
∫
ω
(u− v)(u+ v) ≤ 0∫
ω
|∇u−∇v|2 + λa
∫
ω
(u− v)(2u− u− v) ≤ 0,
(we use that u− v ∈ H10 (ω) and −∆v = λau in ω). We get that u = v a.e. in ω and by ontinuity
u = v > 0 everywhere in ω. 
If |Ωu ∩ BR| = |BR|, applying this lemma to ω = BR, we would get Ωu ∩ BR = BR, whih is
impossible sine BR is entered on ∂Ωu. If R is small enough we an also suppose,
0 < |Ωu \BR| < |D \BR|.
For the rst inequality, we need that |BR| < a, and for the seond one we need a < |D| − |BR|.
Let h > 0 be suh that h < |BR| − |Ωu ∩ BR| (and so, if v ∈ F with |Ωv| ≤ a + h, then
|Ωv ∩ BR| < |BR|). Let (µn) an inreasing sequene to +∞. There exists vn ∈ F suh that
|Ωvn | ≤ a+ h and,
J(vn) + µn(|Ωvn | − a)+ = min
v∈F ,|Ωv|≤a+h
{
J(v) + µn(|Ωv| − a)+
}
. (12)
For this we use remark 2.4, and so the funtional J(v) + µn(|Ωv| − a)+ is bounded by below for
v ∈ F . Moreover, a minimizing sequene for this funtional is bounded in H10 (D) and so weakly
onverges in H10 (D), strongly in L
2(D) and almost everywhere (up to a sub-sequene) to some vn.
Using the lower semi-ontinuity of v → ∫D |∇v|2 for the weak onvergene, the strong onvergene
in L2(D) and the lower semi-ontinuity of v → |Ωv| for the onvergene almost everywhere we see
that vn is suh that (12) is true.
5
If |Ωvn | ≤ a then (8) is true with µn, so we will suppose to the ontrary that |Ωvn | > a for all
n.
Step 1: Euler-Lagrange equation for vn. If we set bn = |Ωvn |, then vn is also solution of
J(vn) = min
v∈F ,|Ωv|≤bn
J(v).
With the same proof as in lemma 2.1, we an write an Euler-Lagrange equation for vn in BR. That
is, there exists Λn ≥ 0 suh that, for Φ ∈ C∞0 (BR,Rd),∫
D
2(DΦ∇vn.∇vn)−
∫
D
|∇vn|2∇ · Φ+ λa
∫
D
v2n∇ · Φ = Λn
∫
Ωvn
∇ · Φ. (13)
Step 2: Λn ≥ µn. There exists Φ ∈ C∞0 (BR) suh that
∫
Ωvn
∇ · Φ = 1. Let vtn(x) =
vn(x+ tΦ(x)). We have v
t
n ∈ F for t ≥ 0 small enough, and using derivation results realled in the
proof of lemma 2.1 and |Ωvn | > a, we get
a < |Ωvtn | = |Ωvn | − t+ o(t) ≤ a+ h,
J(vtn) = J(vn) + tΛn + o(t).
Now we use (12) with v = vtn in order to get,
J(vn) + µn(|Ωvn | − a) ≤ J(vn) + tΛn + o(t) + µn(|Ωvn | − t− a),
and dividing by t > 0 and letting t goes to 0, we nally get Λn ≥ µn.
Step 3: vn strongly onverges to some v. Using (12) with v = u, we get
J(vn) + µn(|Ωvn | − a) ≤ J(u) (14)
and so, using Remark 2.4, we an dedue that vn weakly onverge in H
1
0 (up to a sub-sequene)
to some v ∈ F with |Ωv| ≤ a + h. We also have the strong onvergene in L2(D) and the
onvergene almost everywhere. Sine J is bounded from below on F , we see from (14) that
µn(|Ωvn | − a) is bounded and we get limn→∞ |Ωvn | = a, and so |Ωv| ≤ a. From J(vn) ≤ J(u), we
get J(v) ≤ lim inf J(vn) ≤ J(u) and so v is a solution of (6). Finally we an write, using (12), that
J(vn) ≤ J(v) and we get, using the strong onvergene of vn in L2,
lim sup
n→∞
∫
D
|∇vn|2 ≤
∫
D
|∇v|2.
We also have, with weak onvergene in H10 (D) that∫
D
|∇v|2 ≤ lim inf
n→∞
∫
D
|∇vn|2.
We dedue that limn→∞ ‖∇vn‖L2(D) = ‖∇v‖L2(D). With the weak-onvergene, this gives the
strong onvergene of vn to v in H
1
0 (D).
Step 4: limΛn = Λ. We see that v is a solution of (6), so we an apply Lemma 2.1 to get that
there exists a Λv suh that
∀ Φ ∈ C∞0 (D,Rd),
∫
D
2(DΦ∇v.∇v)−
∫
D
|∇v|2∇ · Φ + λa
∫
D
v2∇ · Φ = Λv
∫
Ωv
∇ · Φ.
We have u = v outside BR so, using this equation and the Euler-Lagrange equation for u we see
that Λv = Λ. Now, we write the Euler-Lagrange for vn and Φ ∈ C∞0 (D,Rd) suh that
∫
Ωv
∇·Φ 6= 0,∫
D
2(DΦ∇vn.∇vn)−
∫
D
|∇vn|2∇ · Φ+ λa
∫
D
v2n∇ · Φ = Λn
∫
Ωvn
∇ · Φ,
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and, using the strong onvergene of vn to v, we get that
lim
n→∞
Λn = lim
n→∞
∫
D 2(DΦ∇vn.∇vn)−
∫
D |∇vn|2∇ · Φ + λa
∫
D v
2
n∇ · Φ∫
Ωvn
∇ · Φ
=
∫
D
2(DΦ∇v.∇v)− ∫
D
|∇v|2∇ · Φ+ λa
∫
D
v2∇ · Φ∫
Ωv
∇ · Φ
= Λ.
Sine limµn = +∞ we get the ontradition from Steps 2 and 4, and so µ+(h) is nite.
To onlude this rst part, we now have to see that Λ ≤ µ+(h). Let Φ ∈ C∞0 be suh that∫
Ωu
∇ · Φ = −1, and let ut(x) = u(x + tΦ(x)). Using the alulus in the proof of Lemma 2.1 we
have, for t ≥ 0 small enough,
a ≤ |Ωut | = a+ t+ o(t) ≤ a+ h,
J(ut) = J(u)− tΛ + o(t).
Now, using (8), we have
J(u) + µ+(h)a ≤ J(u)− tΛ + µ+(h)(a+ t) + o(t),
and we get Λ ≤ µ+(h).
Seond part: limµ+(h) = Λ.
We rst see that µ+(h) > 0 for h > 0. Indeed, if µ+(h) = 0 we write
for every ϕ ∈ C∞0 (BR) with |{ϕ 6= 0}| < h, J(u) ≤ J(u + tϕ),
so
−∆u = λau in BR,
whih ontradits 0 < |Ωu ∩BR| < |BR|.
Let ε > 0 and hn > 0 a dereasing sequene tending to 0. Beause h→ µ+(h) is non-inreasing,
we just have to see that limµ+(hn) ≤ Λ + ε for a sub-sequene of hn. If Λ > 0, let ε ∈]0,Λ[ and
0 < αn := µ+(hn)− ε < µ+(hn); if Λ = 0, let 0 < αn = µ+(hn)/2 < µ+(hn). There exists vn suh
that
J(vn) + αn(|Ωvn | − a)+ = min
v∈F ,|Ωv|≤a+hn
{
J(v) + αn(|Ωv| − a)+
}
.
Sine αn < µ+(hn) we see that |Ωvn | > a (otherwise we write J(u) ≤ J(vn) + αn(|Ωvn | − a)+).
We now have 4 steps that are very similar to the 4 steps used in the previous part to show that
µ+(hn) is nite.
Step 1: Euler-Lagrange equation for vn. If v ∈ F is suh that |Ωv| ≤ |Ωvn |, we have
J(vn) ≤ J(v). Then, as in Lemma 2.1 we an write the Euler-Lagrange equation (13) for vn in BR
for some Λn.
Step 2: Λn ≥ αn. Sine |Ωvn | > a the proof is the same as step 2 in the rst part, with αn
instead of µn.
Step 3: vn strongly onverge to some v. As in step 3 above, we just write,
J(vn) + αn(|Ωvn | − a)+ ≤ J(u),
to get (up to a sub-sequene) that vn weakly onverges in H
1
0 (D), strongly in L
2(D) and almost-
everywhere to v ∈ F . We have a < |Ωvn | ≤ a+ hn and so limn→∞ |Ωvn | = a. As in step 3 above,
we dedue that v is a solution of (6), and using
J(vn) + αn(|Ωvn | − a) ≤ J(v),
7
we get the strong onvergene in H10 (D).
Step 4: limΛn = Λ. The proof is the same as in step 4 of the rst part of the proof. We write
the Euler-Lagrange equation for v in D and use u = v outside BR. We get that limΛn = Λ by
letting n go to +∞ in the Euler-Lagrange equation for vn in BR (using the strong onvergene of
vn).
We an now onlude this seond part: if Λ > 0, we have, for n large enough,
µ+(hn)− ε = αn ≤ Λn ≤ Λ + ε,
and so µ+(hn) ≤ Λ + 2ε.
If Λ = 0 we have
µ+(hn)/2 = αn ≤ Λn ≤ ε,
and so 0 ≤ µ+(hn) ≤ 2ε.
In both ases, we have Λ ≤ µ+(hn) ≤ Λ + 2ε.
Third part: limµ−(h) = Λ.
Let hn be a sequene dereasing to 0, and let ε > 0. Beause h → µ−(h) is inreasing, we just
have to show that limn→∞ µ−(hn) ≥ Λ− ε for a sub-sequene of hn.
We rst see that µ−(h) ≤ Λ. Let Φ ∈ C∞0 (BR,Rd) be suh that
∫
BR
∇ · Φ = 1 and let
ut = u(x+ tΦ(x)) for t ≥ 0. We have (using the proof of Lemma 2.1),
a− h ≤ |Ωut | = a− t+ o(t) ≤ a,
J(ut) = J(u) + tΛ + o(t).
Now, using (7), we have
J(u) + µ−(h)a ≤ J(u) + tΛ + µ−(h)(a− t) + o(t),
and we get µ−(h) ≤ Λ.
Let vn be a solution of the following minimization problem,
J(vn)+(µ−(hn)+ε) (|Ωvn | − (a− hn))+ = min
w∈F , |Ωw |≤a
{
J(w) + (µ−(h) + ε) (|Ωw| − (a− hn))+
}
.
(15)
We will rst see that,
a− hn ≤ |Ωvn | < a.
If |Ωvn | = a we have,
J(u) + (µ−(hn) + ε)|Ωu| ≤ J(vn) + (µ−(hn) + ε)|Ωvn | ≤ J(w) + (µ−(hn) + ε)|Ωw|,
for w ∈ F with a− hn ≤ |Ωw| ≤ a whih ontradits the denition of µ−(hn).
Now, if |Ωvn | < a − hn, we have J(vn) ≤ J(vn + tϕ) for every ϕ ∈ C∞0 (BR) with |{ϕ 6= 0}| <
a− hn − |Ωvn |. And we get that −∆vn = λavn in BR and so, we have vn ≡ 0 on BR or vn > 0 on
BR, but this last ase ontradits |Ωvn | < a. If vn ≡ 0 on BR, beause vn = u outside BR, we get
u ∈ H10 (BR), and using J(u) ≤ J(vn),∫
BR
|∇u|2 − λa
∫
BR
u2 ≤ 0.
We now dedue (u 6≡ 0 on BR) that λa ≥ λ1(BR), whih is a ontradition, at least for R small
enough.
We now study the sequene vn in a very similar way than above.
Step 1: Euler-Lagrange equation for vn. J(vn) ≤ J(v) for v ∈ F with |Ωv| ≤ |Ωvn |, so we
have an Euler-Lagrange equation (13) for vn in BR for some Λn.
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Step 2: Λn ≤ (µ−(hn) + ε). Sine |Ωvn | < a, we take Φ ∈ C∞0 (BR,Rd) with
∫
BR
∇ · Φ = −1
and vtn(x) = vn(x + tΦ(x)) for t ≥ 0 small. We have |Ωvtn | = |Ωvn | + t + o(t) ≤ a and
J(vtn) = J(vn)− Λnt+ o(t) and writting (15) with w = vtn we get the result.
Step 3: vn strongly onverge to some v. As in step 3 above we just write that
J(vn) + (µ−(hn) + ε) (|Ωvn | − (a− hn)) ≤ J(u) + (µ−(hn) + ε)hn,
to get (up to a sub-sequene) that vn weakly onverge in H
1
0 (D), strongly in L
2(D) and almost-
everywhere to v ∈ F . We have a− hn < |Ωvn | ≤ a and so limn→∞ |Ωvn | = a. As in step 3 above,
we dedue that v is a solution of (6), and using
J(vn) + (µ−(hn) + ε) (|Ωvn | − (a− hn)) ≤ J(v) + (µ−(hn) + ε) (|Ωv| − (a− hn))+ ,
we get the strong onvergene in H10 (D).
Step 4: limΛn = Λ. The proof is exatly the same as in step 4 above in the study of the limit
of µ+(hn).
Now we have, using steps 2 and 4, for n large enough,
Λ− ε ≤ Λn ≤ µ−(hn) + ε ≤ Λ + ε,
and so limn→∞ µ−(hn) = Λ.
Fourth part: Λ > 0. We would like to show that Λ > 0 (whih implies µ−(h) > 0 for h
small enough). We argue by ontradition and we suppose that Λ = 0. The proof is very lose to
the proof of Proposition 6.1 in [3℄. We start with the following proposition:
Proposition 2.6 Assume Λ = 0. Then, there exists η a dereasing funtion with limr→0 η(r) = 0
suh that, if x0 ∈ BR/2 and B(x0, r) ⊂ BR/2 with |{u = 0} ∩B(x0, r)| > 0, then
1
r
∫
−
∂B(x0,r)
u ≤ η(r). (16)
Proof of Proposition 2.6. Let x0, r be as above, and we set Br = B(x0, r). Let v be dened
by, { −∆v = λau in Br
v = u on ∂Br,
and v = u outside Br. We have v > 0 on Br. We get, using (8),∫
Br
(|∇u|2 − |∇v|2)− λa
∫
Br
(u2 − v2) ≤ µ+(ωdrd)|{u = 0} ∩Br|, (17)
we also get (using −∆v = λau in Br),∫
Br
(|∇u|2 − |∇v|2)− λa
∫
Br
u2 − v2 =
∫
Br
∇(u − v).∇(u − v + 2v)− λa
∫
Br
u2 − v2
=
∫
Br
|∇(u − v)|2 + λa
∫
Br
(u− v)2. (18)
Now, with the same omputations as in [1℄,[12℄ (with λau instead of f) we get,
|{u = 0} ∩Br|
(
1
r
∫
−
∂Br
u
)2
≤ C
∫
Br
|∇(u − v)|2. (19)
Now, using (17), (18) and (19) we get the result. 
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End of proof of Theorem 1.5. Now, the rest of the proof is the same as Proposition 6.2 in [3℄
with λau instead of fχΩu . The idea is that, from the estimate (16) of Proposition 2.6, ∇u tends
to 0 at the boundary, and onsequently the measure ∆u does not harge the boundary ∂Ωu. It
follows that −∆u = λau in BR, whih, by strit maximum priniple, ontradits that u is zero on
some part of BR. 
3 Proof of Theorem 1.2
Let Ω∗ be a solution of (1). Then u = uΩ∗ is a solution of (6), and thus satises Proposition
1.1 and Theorem 1.5; moreover, Ω∗ = Ωu. Like in the previous setion, we work in B, a small ball
entered in ∂Ωu. Sine the approah is loal, we will show regularity for the part of ∂Ωu inluded
in B; but B an be entered on every point of ∂Ωu ∩D, so this is of ourse enough to lead to the
announed results in Theorem 1.2.
Coupled with Remark 1.3, we onlude that it is suient to prove:
(a) Ω∗ has nite perimeter in B and Hd−1((∂Ω∗ \ ∂∗Ω∗) ∩B) = 0
(b) ∆uΩ∗ + λ1(Ω
∗)uΩ∗ =
√
ΛHd−1⌊∂Ω∗ in B,
(c) if d=2, ∂Ω∗ ∩B = ∂∗Ω∗ ∩B.
 (20)
We use the same arguments as in [1℄ and [12℄, but we have to deal with the term in
∫
u2 instead
of
∫
fu (in [12]). So we rst start with the following tehnial lemma.
Lemma 3.1 There exist C1, C2, r0 > 0 suh that, for B(x0, r) ⊂ B with r ≤ r0,
if
1
r
∫
−
∂B(x0,r)
u ≥ C1 then u > 0 on B(x0, r),
if
1
r
∫
−
∂B(x0,r)
u ≤ C2 then u ≡ 0 on B(x0, r/2).
(21)
Proof. The rst point omes diretly from the proof of Proposition 2.6. We take the same
v and, using equation (19), we see that there exists C1 suh that if
1
r
∫

∂B(x0,r)
u ≥ C1, then
|{u = 0} ∩B(x0, r)| = 0.
For the seond part we argue as in Theorem 3.1 in [2℄. We will denote Br for B(x0, r). In this
proof, C denotes (dierent) onstants whih depend only on a, d,D, u and B, but not on x0 or r.
Let ε > 0 small and suh that {u = ε} is smooth (true for almost every ε), let Dε = (Br \
Br/2) ∩ {u > ε} and vε be dened by
−∆vε = λau in Dε
vε = u in D \Br
vε = u in Br ∩ {u ≤ ε}
vε = ε in Br/2 ∩ {u > ε}.
We see that u− vε is harmoni in Dε.
We now show that (vε − u)ε is bounded in H1(D), for small ε > 0. Let ϕ be in C∞0 (Br) with
0 ≤ ϕ ≤ 1 and ϕ ≡ 1 on Br/2. Let Ψ = (1− ϕ)u + εϕ = u+ ϕ(ε− u). We have:
Ψ− u = 0 = vε − u on ∂Br ∪ (∂Dε ∩ (Br \Br/2)),
and
Ψ− u = ε− u = vε − u ≥ −‖u‖∞ on ∂Dε ∩ ∂Br/2,
so using that vε − u is harmoni, we get −‖u‖∞ ≤ vε − u ≤ 0 on Dε and,∫
Dε
|∇(vε − u)|2 ≤
∫
Dε
|∇(Ψ − u)|2.
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Now, using that ∇Ψ = ∇u(1− ϕ)− (∇ϕ)u + ε∇ϕ and the L∞ bounds for u and ∇u, we see that
vε − u is bounded in H1(D).
Now, up to a subsequene, vε weakly onverges in H
1
0 (D) to v suh that:
−∆v = λau in (Br \Br/2) ∩ Ωu
v = u in D \Br
v = 0 in Br/2 ∪ (Br ∩ {u = 0}).
Using (7) with h = |Br/2|, and u = v in D \Br, we have:∫
Br
|∇u|2 − λa
∫
Br
u2 + µ−(h)|Ωu ∩Br| ≤
∫
Br
|∇v|2 − λa
∫
Br
v2 + µ−(h)|Ωv ∩Br|,
and so,∫
Br/2
|∇u|2µ−(h)|Ωu ∩Br/2|
≤
∫
Br\Br/2
∇(v − u).∇(u − v + 2v)− λa
∫
Br\Br/2
(v2 − u2) + λa
∫
Br/2
u2
≤ lim inf
ε→ 0
2
∫
Dε
∇(vε − u).∇vε − λa
∫
Dε
(v2ε − u2) + λa
∫
Br/2
u2
= lim inf
ε→ 0
2
∫
∂Br/2∩{u>ε}
(ε− u)∂vε
∂n
+ 2λa
∫
Dε
(vε − u)u− λa
∫
Dε
(v2ε − u2) + λa
∫
Br/2
u2
= lim inf
ε→ 0
2
∫
∂Br/2∩{u>ε}
(ε− u)∂vε
∂n
+ λa
∫
Dε
(2uvε − u2 − v2ε ) + λa
∫
Br/2
u2
≤ lim inf
ε→ 0
2
∫
∂Br/2∩{u>ε}
(ε− u)∇vε.−→n + λa
∫
Br/2
u2, (22)
where
−→n is the outward normal of Dε and so the inward normal of Br/2. Let wε be suh that, −∆wε = λau on Br \Br/2wε = u on ∂Br ∩ {u > ε}
wε = ε on (∂Br ∩ {u ≤ ε}) ∪ ∂Br/2.
Beause wε ≥ ε on ∂(Br\Br/2) and super-harmoni in Br\Br/2, we get that wε ≥ ε in Br\Br/2. In
partiular wε ≥ vε = ε in ∂Dε∩(Br\Br/2). Moreover, we also have wε ≥ vε on ∂Dε∩(∂Br∪∂Br/2),
and sine wε− vε is harmoni in Dε, we get wε ≥ vε in Dε. Using wε = vε = ε on ∂Br/2∩{u > ε},
we an now ompare the gradients of wε and vε on this set,
0 ≤ −∇vε.−→n ≤ −∇wε.−→n on ∂Br/2 ∩ {u > ε}. (23)
Let now w0ε be dened by w
0
ε = wε on ∂(Br \ Br/2) and harmoni in Br \ Br/2. We use now
the following estimate:
0 ≤ −∇w0ε .−→n ≤
C
r
∫
−
∂Br
(u − ε)+ ≤ Cγ on ∂Br/2, (24)
where γ = 1r
∫

∂Br
u (to get this estimate, we an rst prove, using a omparison argument, that
|∇w0ε | ≤ Cr ‖w0ε − ε‖∞,B3r/4\Br/2 , and then onlude using again maximum priniple and Poisson
formula for funtions that are harmoni in a ball). Let w1ε = wε − w0ε , we have w1ε = 0 on
∂(Br \Br/2) and −∆w1ε = λau in Br \Br/2 and so,
‖∇w1ε‖∞,Br\Br/2 ≤ Cr‖u‖∞ ≤ Cr. (25)
Now using (22), (23), (24) and (25) we get,
L :=
∫
Br/2
|∇u|2 + µ−(h)|Ωu ∩Br/2| ≤ C(γ + r)
∫
∂Br/2
u+ λa
∫
Br/2
u2. (26)
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Our goal is now to bound from above the right-hand of this inequation with CL(γ + r): and so if
γ and r are small enough we will get L = 0 and so u ≡ 0 in Br/2.
We now give an estimate of ‖u‖∞,Br/2 in term of γ. Let w = 0 on ∂Br and −∆w = λau in Br.
We have (using (2)) ∆(u− w) = ∆u+ λau ≥ 0 in Br and u− w = u on ∂Br so,
‖u− w‖∞,Br/2 ≤ C
∫
−
∂Br
u ≤ Cγr.
We also have that
‖w‖∞,Br ≤ Cr2‖u‖∞,Br ≤ Cr2,
and nally,
‖u‖∞,Br/2 ≤ C(γr + r2). (27)
We now write (using (27)),∫
∂Br/2
u ≤ C
(∫
Br/2
|∇u|+ 1
r
∫
Br/2
u
)
≤ C
(
1
2
∫
Br/2
|∇u|2 + 1
2
|Ωu ∩Br/2|+ 1
r
|Ωu ∩Br/2|‖u‖∞,Br/2
)
.
Here we use Theorem 1.5 to see that there exists h0 suh that
Λ
2
≤ µ−(h) ≤ Λ, 0 < h ≤ h0.
And so, we have∫
∂Br/2
u ≤ C
(∫
Br/2
|∇u|2 + µ−(h)|Ωu ∩Br/2|+ C|Ωu ∩Br/2|(γ + r)
)
≤ CL(1 + γ + r), (28)
with C independent of r for every r small enough suh that h = |Br/2| ≤ h0. We also have (using
(27)) ∫
Br/2
u2 ≤ C|Ωu ∩Br/2|(γr + r2) ≤ CL(γr + r2). (29)
We now get, from (26), (28) and (29), if γ ≤ 1 and r ≤ 1,
L ≤ C(γ + r)L(1 + γ + r) + CL(γr + r2) ≤ CL(γ + r),
and, if we suppose r ≤ 12C we get,
L ≤ CLγ + L
2
,
and so, if γ < 12C we get L = 0 and u ≡ 0 on Br/2. 
With the help of this lemma, we are now able to suessively prove the three properties (a),(b)
and () of (20).
Proof of (a). The proof is now, using (21) in lemma 3.1, the same as in [12℄ or in [1℄. Here
are the main steps: we rst show that there exists C1, C2 and r0 suh that, for every B(x0, r) ⊂ B
with r ≤ r0,
0 < C1 ≤ |B(x0, r) ∩ Ωu||B(x0, r)| ≤ C2 < 1,
and
C1r
d−1 ≤ (∆u + λau)(B(x0, r)) ≤ C2rd−1.
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The proof is the same as in [12℄ with λau instead of f . It gives diretly (using the Geometrial
measure theory, see setion 5.8 in [9℄) the rst point of Theorem 1.2.
Proof of (b). For the seond point, we see that ∆u+λau is absolutely ontinuous with respet to
Hd−1⌊∂Ωu whih is a Radon-Measure (using the rst point), so we an use Radon's Theorem. To
ompute the Radon's derivative, we argue as in Theorem 2.13 in [12℄ or (4.7,5.5) in [1℄. The main
dierene is that here, we have to use (9) in Theorem 1.5 to show that, if u0 denotes a blow-up
limit of u(x0 + rx)/r (when r goes to 0), then u0 is suh that,∫
B(0,1)
|∇u0|2 + Λ|{u0 6= 0} ∩B(0, 1)| ≤
∫
B(0,1)
|∇v|2 + Λ|{v 6= 0} ∩B(0, 1)|,
for every v suh that v = u0 outside B(0, 1). To show this, in [1℄ or in [12℄ the authors use only
perturbations in B(x0, r) with r goes to 0, so using (9), we get the same result. We an ompute
the Radon's derivative and get (in B)
∆u+ λau =
√
ΛHd−1⌊∂Ωu.
Now, u is a weak-solution in the sense of [12℄ and [1℄ and we diretly get the analyti regularity of
∂∗Ωu (this regularity is shown for weak-solutions).
Proof of (). If d = 2, in order to have the regularity of the whole boundary, we have to
show that Theorem 6.6 and Corollary 6.7 in [1℄ (whih are for solutions and not weak-solutions)
are still true for our problem. The Corollary diretly omes from the Theorem. So we need to
show that, if d = 2 and x0 ∈ ∂Ωu, then
lim
r→0
∫
−
B(x0,r)
max{Λ− |∇u|2, 0} = 0. (30)
We argue as in Theorem 6.6 in [1℄. Let ζ ∈ C∞0 (B) be nonnegative and let v = max{u − εζ, 0}.
Using (7) with this v and h = |0 < u ≤ εζ| ≤ |{ζ 6= 0}| we get,
µ−(h)|0 < u ≤ εζ| ≤
∫
|∇v|2 −
∫
|∇u|2 + λa
∫
(u2 − v2)
=
∫
|∇min{εζ, u}|2 − 2
∫
∇u.∇min{εζ, u}
+λa
∫
{u<εζ}
u2 − λa
∫
{u≥εζ}
(εζ)2 + 2λa
∫
{u≥εζ}
uεζ.
Using −∆u = λau in Ωu we get:∫
∇u.∇min{εζ, u} = λa
∫
umin{εζ, u} = λa
∫
{u<εζ}
u2 + λa
∫
{u≥εζ}
uεζ,
and so,
µ−(h)|0 < u ≤ εζ| ≤
∫
{u<εζ}
|∇u|2 +
∫
{u≥εζ}
ε2|∇ζ|2 − λa
∫
{u<εζ}
u2 − λa
∫
{u≥εζ}
(εζ)2,
and so, we an dedue that,∫
{0<u<εζ}
(Λ− |∇u|2) ≤
∫
{u≥εζ}
ε2|∇ζ|2 + (Λ − µ−(h))h.
The only dierene now with [1℄ is the last term. Using Theorem 1.5, we see that (Λ− µ−(h))h =
o(h), so we an hoose the same kind of ζ and ε as in [1℄ to get (30) (see Theorem 5.7 in [3℄ for
more details). 
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4 Appendix
In this appendix, we disuss the hypothesis D is onneted. We begin with the following
example, taken from [4℄.
Example 4.1 (from [4℄) We take D = D1 ∪ D2, where D1, D2 are disjoint disks in R2 of radius
R1, R2 with R1 > R2. If a = piR
2
1+ε, then the solution u of (5) oinides with the rst eigenfuntion
of D1 and is identially 0 on D2, and thus Ωu = D1 and |Ωu| < a.
In this ase, we an hoose an open subset ω of D2 with |ω| = ε. Then Ω∗ := D1 ∪ ω is a solution
of (1). Sine ω may be hosen as irregular as one wants, this proves that optimal domains are not
regular in general.
However, we are able to prove the following proposition.
Proposition 4.2 (The non-onneted ase) If we suppose that D is not onneted, the prob-
lem (5) still has a solution u whih is loally Lipshitz ontinuous in D. If ω is any open onneted
omponent of D, we have three ases:
1. either u > 0 on ω,
2. or u = 0 on ω,
3. or 0 < |Ωu ∩ ω| < |ω|, and ∂Ωu has the same regularity as stated in Theorem 1.2.
If |Ωu| < a, then only the rst two ases an appear.
Remark 4.3 It follows from Proposition 4.2 that we obtain the same regularity as in the onneted
ase. Indeed, in the rst two ases, ∂Ω∗ ∩ ω = ∂Ωu ∩ ω = ∅.
Remark 4.4 To summarize, in all ases, there exists a solution Ω∗ to (1) whih is regular in
the sense of Theorem 1.2, but there may be some other non regular optimal shape. And if D is
onneted, any optimal shape is regular.
Proof. The existene and the Lipshitz regularity are stated in Proposition 1.1.
If u = 0 a.e. on ω, then we get u = 0 on ω by ontinuity.
If u > 0 a.e. on ω, by Lemma 2.5, u > 0 everywhere in ω.
If 0 < |Ωu ∩ ω| < |ω|, the restrition of u to ω is of ourse solution of (6) with ω instead of D and
|ω ∩ Ωu| instead of a. We then may apply Theorem 1.2.
Finally, if |Ωu| < a, we may write J(u) ≤ J(u+ tϕ) for all t ∈ (−ε, ε) and for all ϕ ∈ C∞0 (D) suh
that |Ωϕ| < a− |Ωu| and so:
0 =
dJ(u + tϕ)
dt
∣∣∣∣
t=0
= 2
∫
D
(∇u.∇ϕ)− 2λa
∫
D
uϕ.
That is −∆u = λau in D and the third ase is not possible sine by maximum priniple u > 0 or
u = 0 on eah onneted omponent of D. 
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