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1. Introduction
In the last few years several results on the central limit theorem (CLT for short) for multiple stochastic integrals were
established (see, for example, [11,14] by using the random time change [9] by using the Malliavin calculus).
Recently, a combination between the Stein method and the Malliavin calculus allowed explicit bounds in the normal
approximation of random variables which are Malliavin derivable (in particular for multiple integrals) in different standard
metrics. Such estimates are given in terms of the Malliavin derivative of the random variable and the Malliavin derivative of
the pseudo-inverse of the Ornstein–Uhlenbeck generator (see [12,13]).
In particular such an approach implies that on any ﬁxed Wiener chaos each one of the well-known distances (Kol-
mogorov, total variation, Wasserstein) generates the weak topology when the limit is a Gaussian random variable (see
Corollary 3.5 of [12]).
Some important non-linear functionals of Gaussian processes can be written as multiple stochastic integrals.
An important particular example is the quadratic variation which lies in the second Wiener chaos.
In the case of fractional Brownian motion (fBm for short) Breuer and Major [6] proved the CLT for the quadratic variation
when the Hurst parameter H ∈ (0, 34 ), Breton and Nourdin [5] did it for H = 34 and recently, by using Stein method and
Malliavin calculus, Nourdin and Peccati [12,13] derived explicit bounds in the Kolmogorov distance.
An alternative to the fBm in models with long-range dependence property and which are self-similar, but not with
stationary increments, is the sub-fractional Brownian (sub-fBm for short) which was proposed by Bojdecki et al. [2].
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covariance
CH (s, t) = s2H + t2H − 1
2
[
(s + t)2H + |t − s|2H ], s, t  0, (1.1)
H ∈ (0,1) (H = 12 corresponds to Bm).
For H  12 the sub-fBm arises from occupation time ﬂuctuations of branching particle systems (see [2–4]).
The sub-fBm has properties analogous to those of fBm (self-similarity, Hölder paths and it is neither a Markov processes
nor a semimartingale).
Some basic properties of sub-fBm are given by Bojdecki et al. [2], Dzhaparidze and Van Zanten [7], and Tudor [15].
The paper is organized as follows.
In Section 2 we present standard elements of Malliavin calculus for Gaussian processes and recall some recent results on
the normal approximation and almost sure CLT of multiple stochastic integrals.
In Section 3, like in the fBm case, we use the Stein method and the Malliavin calculus, to derive Berry–Esséen bounds
in the Kolmogorov distance for the quadratic variation of the sub-fBm (Theorem 3.1). The bounds are similar to the ones in
the fBm case.
In Section 4, by using a criterion for almost sure CLT for multiple integrals obtained recently by Bercu et al. [1], we show
the almost sure CLT for the sub-fBm and its quadratic variation (Proposition 4.1 and Theorem 4.2).
2. Preliminaries
Let (Xt)t0 be a real valued centered Gaussian process deﬁned on a probability space (Ω,F , P ) and let E be the family
of elementary deterministic functions, i.e., of functions of the form f =∑n−1j=1 f j1[t j ,t j+1) , f j ∈ R and t0 = 0 < t1 < · · · < tn .
We assume that F = B(Xt : t ∈ T ).
For f ∈ E we deﬁne
I( f ) =
n−1∑
j=1
f j(Xt j+1 − Xt j ), (2.1)
and the symmetric bilinear form on E ,
〈 f , g〉X = E
(
I( f )I(g)
)
.
The closure of E with respect to the above inner product is denoted by ΛX and we call it the domain of the Wiener integral.
For f ∈ ΛX we denote by
∫
T f (t)dXt or X( f ) the extension by continuity of (2.1) to ΛX and we call it the Wiener integral
of f with respect to X .
The description of ΛX and the explicit expression of X( f ) is not easy in the most cases.
The process {X( f )} f ∈ΛX is a centered Gaussian process, the so called an isonormal process.
For an integer q  1 we denote by Λ⊗qX the symmetric tensor product equipped with the modiﬁed norm
√
q!‖.‖
Λ
⊗q
X
. In
some important cases ΛX = L2(A,A,μ), where μ is a σ -ﬁnite and non-atomic measure and in this context Λ⊗qX can be
identiﬁed with L2s (A
q,A⊗q,μ⊗q), the space of symmetric square integrable functions on Aq .
Next, for any unexplained concept or result on Malliavin calculus, the reader is referred to [8]. For f ∈ Λ⊗qX we denote by
Iq( f ) the multiple stochastic integral of f with respect to X . Recall that in the case ΛX = L2(A,A,μ), the random variable
Iq( f ) agrees with the multiple Wiener–Itô integral.
If (ek)k1 is a CONS in ΛX and f ∈ Λ⊗pX , g ∈ Λ⊗qX , then for any r = 0, . . . , p ∧ q, we deﬁne the rth contraction f ⊗r g as
the element of Λ⊗(p+q−2r)X deﬁned as
f ⊗r g =
∞∑
i1,...,ir=1
〈 f , ei1 ⊗ · · · ⊗ eir 〉Λ⊗rX 〈g, ei1 ⊗ · · · ⊗ eir 〉Λ⊗rX .
In the special case where ΛX = L2(A,A,μ), one has for 1 r  p ∧ q,
f ⊗r g =
∫
Ar
f (t1, . . . , tp−r, s1, . . . , sr)g(tp−r+1, . . . , tp+q−2r, s1, . . . , sr)dμ(s1) . . .dμ(sr),
and f ⊗0 g = f ⊗ g .
The following product (multiplication) formula is very useful: if f ∈ Λ⊗pX , g ∈ Λ⊗qX , then
I p( f )Iq(g) =
p∧q∑
r=0
r!CrpCrq I p+q−2r( f ⊗r g). (2.2)
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transfer principle from the standard Brownian motion (see [16,17]).
Next, for a random variable F we denote by DF its Malliavin derivative (it exists).
Recall that for two real valued random variables Y , Z the Kolmogorov distance is deﬁned by
dKol(Y , Z) = sup
z∈R
∣∣P (Y  z) − P (Z  z)∣∣.
The following result due to Nourdin and Peccati (see Theorem 3.1 and Proposition 3.2 of [12]) is very useful and reduces
the problem of the normal approximation of multiple stochastic integrals (more general of random variables which are
Malliavin derivable) in the Kolmogorov distance (and other standard metrics) to the estimation of the variance of the
Malliavin derivative of the multiple integral (of the random variable, respectively).
Theorem 2.2. Let Z be a standard Gaussian variable (Z ∼ N(0,1)), q 2 be an integer and f ∈ H⊗q with E(|Iq( f )|2) = 1. Then
dKol
(
Iq( f ), Z
)

√
Var
(
1
q
∥∥D(Iq( f ))∥∥2ΛX
)
. (2.3)
Deﬁnition 2.3. We say that a sequence (Gn)n of random variables satisﬁes the almost sure central limit theorem (ASCLT for
short) if a.s.,
1
logn
n∑
k=1
1
k
ϕ(Gk) → E
[
ϕ(Z)
]
, as n → ∞,
for every ϕ : R → R bounded and continuous, where Z ∼ N(0,1).
A very convenient criterion which extends the convergence in law to almost surely convergence (in particular for ASCLT)
is due by Ibragimov and Lifshits [10] and states the following:
Theorem 2.4. Assume that Gn converges in law to G.
If for any r > 0,
sup
|t|r
∑
n
1
n logn
E
[
1
log2 n
∣∣∣∣∣
n∑
k=1
1
k
(
eitGk − E(eitG))
∣∣∣∣∣
2]
< ∞,
then, a.s.,
1
logn
n∑
k=1
1
k
ϕ(Gk) → E
[
ϕ(G)
]
, as n → ∞,
for every ϕ : R → R bounded and continuous.
Applying the above criterion to multiple stochastic integrals, Bercu et al. [1] proved the following ASCLT:
Theorem 2.5. Let Gn = Iq( fn), q 2, fn ∈ Λ⊗qX be such that E(G2n) = 1 and Gn converges weakly to Z ∼ N(0,1).
If the following two conditions are satisﬁed:
(A1) For every 1 r  q − 1,
∞∑
n=2
1
n log2 n
n∑
k=1
1
k
‖ fk ⊗r fk‖Λ⊗2(q−r)X < ∞, (2.4)
(A2)
∞∑
n=2
1
n log3 n
n∑
k,l=1
1
kl
∣∣E(GkGl)∣∣< ∞, (2.5)
then (Gn)n satisﬁes the ASCLT.
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Proposition 2.6. Let (Gn)n be a sequence of centered Gaussian random variables of unit variance which converges in law to
Z ∼ N(0,1).
If the condition (2.5) holds, then (Gn)n satisﬁes the ASCLT.
3. Berry–Esséen bounds in the CLT for the quadratic variation of the sub-fBm
Let (SHt )t0 be a sub-fBm. Deﬁne
αk(H) = H(2H − 1)
1∫
0
1∫
0
(2k + x+ y)2(H−1) dxdy, k 0,
Zn =
n−1∑
k=0
[
n2H
(
SH
(
nk
))2 − 1+ αk(H)].
Theorem 3.1. Let Z be a standard Gaussian random variable (Z ∼ N(0,1)) and suppose that H ∈ (0, 34 ]. Then Zn√Var(Zn) converges in
distribution to Z and the following Berry–Esséen bounds hold for every n 1,
dKol
(
Zn√
Var(Zn)
, Z
)
 cH ×
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1√
n
, H ∈ (0, 12 ),
n2H− 32 , H ∈ [ 12 , 34 ),
1√
logn
, H = 34 ,
where cH is a constant depending only on H.
Proof. Assume ﬁrst that H ∈ (0, 34 ). Deﬁne the sequences (ank)n2,0kn−2, (bn)n2 by
ank =
1∫
0
1∫
0
[
(k + x+ y)2(H−1) − (2n − k − 4+ x+ y)2(H−1)]dxdy,
bn =
n−2∑
k=0
a2nk.
Note that ank > 0, an+1,k > ank and therefore the sequence (bn)n is non-decreasing. Since
bn 
n−2∑
k=0
[ 1∫
0
1∫
0
(k + x+ y)2(H−1) dxdy
]2

[
22H−1 − 1
H(2H − 1)
]2
+
n−2∑
k=1
k4(H−1) <
[
22H−1 − 1
H(2H − 1)
]2
+
∞∑
k=1
k4(H−1) < ∞,
it follows that bn → b ∈ (0,∞).
Next, we have the relations
n2HVar
(
SH
(
nk
))= 1+ 22H−1[2(k + 1
2
)2H
− (k + 1)2H − k2H
]
= 1− αk(H),
and for k < l,
n2Hcov
(
SH
(
nk
)
, SH
(
nl
))= (k + l + 1)2H − 1
2
(k + l + 2)2H − (l − k)2H
+ 1
2
(l − 1− k)2H + 1
2
(l + 1− k)2H − 1
2
(l + k)2H
= H(2H − 1)
1∫ 1∫ [
(l − 1− k + x+ y)2(H−1) − (l − 1+ k + x+ y)2(H−1)]dxdy.
0 0
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n2HVar
(
SH
(
nk
))
 1,
n2Hcov
(
SH
(
nk
)
, SH
(
nl
))
 H(2H − 1)
1∫
0
1∫
0
(l − 1− k + x+ y)2(H−1) dxdy. (3.1)
The multiplication formula for multiple integrals yields
SH
(
nk
)2 = I21(1nk ) = I2(1⊗2nk )+ ‖1nk‖2ΛSH = I2(1⊗2nk )+ n−2H(1− αk(H)),
and then we can write
Zn = n2H
n−1∑
k=0
I2
(
1⊗2
nk
)= I2( fn), fn = n2H n−1∑
k=0
1⊗2
nk
.
Therefore we have
Var(Zn)
n
= 1
n
E
[
I22( fn)
]= 2
n
‖ fn‖2
Λ⊗2
SH
= 2n4H−1
n−1∑
k,l=0
〈
1⊗2
nk
,1⊗2
nl
〉
Λ⊗2 = 2n4H−1
n−1∑
k,l=0
cov2
(
SH
(
nk
)
, SH
(
nl
))
= 2n−1
n−1∑
k=0
(
1− αk(H)
)2 + 4n4H−1 ∑
1k<ln−1
cov2
(
SH
(
nk
)
, SH
(
nl
))
= 2An + 4Bn. (3.2)
It is clear that limn→∞ An = 1. Next, by Stoltz’s criterion it follows
lim
n→∞ Bn = limn→∞
1
n
∑
1k<ln−1
H2(2H − 1)2
∣∣∣∣∣
1∫
0
1∫
0
[
(l − 1− k + x+ y)2(H−1) − (l − 1+ k + x+ y)2(H−1)]dxdy
∣∣∣∣∣
2
= H2(2H − 1)2 lim
n→∞
n−2∑
j=0
∣∣∣∣∣
1∫
0
1∫
0
[
(n − 2− j + x+ y)2(H−1) − (n − 2+ j + x+ y)2(H−1)]dxdy
∣∣∣∣∣
2
= H2(2H − 1)2 lim
n→∞
n−2∑
k=0
∣∣∣∣∣
1∫
0
1∫
0
[
(k + x+ y)2(H−1) − (2n − k − 4+ x+ y)2(H−1)]dxdy
∣∣∣∣∣
2
= H2(2H − 1)2 lim
n→∞
n−2∑
k=0
a2nk = H2(2H − 1)2b,
and hence
lim
n→∞
Var(Zn)
n
= 2+ 4H2(2H − 1)2b. (3.3)
According to Theorem 2.2 we need to estimate
Cn := Var
(
1
2
∥∥∥∥D
(
Zn√
Var(Zn)
)∥∥∥∥
2
ΛSH
)
.
We have
Cn = 4
Var2(Zn)
‖ fn ⊗1 fn‖2
Λ⊗2
SH
= 4n
4H
Var2(Zn)
∥∥∥∥∥
n−1∑
k,l=0
1⊗2
nk
⊗1 1⊗2nl
∥∥∥∥∥
2
Λ⊗2
SH
= 4n
4H
Var2(Zn)
∥∥∥∥∥
n−1∑
k,l=0
cov
(
SH
(
nk
)
, SH
(
nl
))
1nk ⊗ 1nl
∥∥∥∥∥
2
Λ⊗2
SH
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4H
Var2(Zn)
n−1∑
i, j,k,l=0
cov
(
SH
(
nk
)
, SH
(
nl
))
cov
(
SH
(
ni
)
, SH
(
nj
))
× cov(SH(ni ), SH(nk))cov(SH(nj), SH(nl ))= DnVar2(Zn) , (3.4)
Dn  2n4H
n−1∑
i, j,k=0
cov
(
SH
(
ni
)
, SH
(
nj
))
cov
(
SH
(
ni
)
, SH
(
nk
))
×
n−1∑
l=0
cov2
(
SH
(
nk
)
, SH
(
nl
))+ 2n4H n−1∑
i, j,k=0
cov
(
SH
(
ni
)
, SH
(
nj
))
× cov(SH(ni ), SH(nk))
n−1∑
j=0
cov2
(
SH
(
nj
)
, SH
(
nl
))
= 2(Dn,1 + Dn,2). (3.5)
By using (3.1) we obtain
Dn,1 
n−1∑
i, j,k=0
∣∣cov(SH(ni ), SH(nj))cov(SH(ni ), SH(nk))∣∣
×
[
n4HVar2
(
SH
(
nk
))+ 2∑
k<l
n4Hcov2
(
SH
(
nk
)
, SH
(
nl
))]

n−1∑
i, j,k=0
∣∣cov(SH(ni ), SH(nj))cov(SH(ni ), SH(nk))∣∣
×
[
1+ 2H2(2H − 1)2
n−1∑
l=k+1
∣∣∣∣∣
1∫
0
1∫
0
(l − 1− k + x+ y)2(H−1) dxdy
∣∣∣∣∣
2]
=
n−1∑
i, j,k=0
∣∣cov(SH(ni ), SH(nj))cov(SH(ni ), SH(nk))∣∣
×
[
1+ 2(22H−1 − 1)2 + 2H2(2H − 1)2 n−1∑
l=k+2
∣∣∣∣∣
1∫
0
1∫
0
(l − 1− k + x+ y)2(H−1) dxdy
∣∣∣∣∣
2]

n−1∑
i, j,k=0
∣∣cov(SH(ni ), SH(nj))cov(SH(ni ), SH(nk))∣∣
×
[
1+ 2(22H−1 − 1)2 + 2H2(2H − 1)2 n−1∑
l=k+2
(l − 1− k)4(H−1)
]

n−1∑
i, j,k=0
∣∣cov(SH(ni ), SH(nj))cov(SH(ni ), SH(nk))∣∣
×
[
1+ 2(22H − 1)2 + 2H2(2H − 1)2 k−1∑
l=1
l4(H−1)
]
.
Therefore
Dn,1  C
n−1∑
i, j,k=0
∣∣cov(SH(ni ), SH(nj))cov(SH(ni ), SH(nk))∣∣
(
1+
n−k−2∑
l=1
l4(H−1)
)
. (3.6)
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Dn,2  C
n−k−2∑
i, j,k=0
∣∣cov(SH(ni ), SH(nj))cov(SH(ni ), SH(nk))∣∣
(
C +
k−1∑
l=1
l4(H−1)
)
. (3.7)
In particular
Dn,i  C
n−1∑
i, j,k=0
∣∣cov(SH(ni ), SH(nj))cov(SH(ni ), SH(nk))∣∣ (3.8)
for some positive constant C .
The sum in the right-hand side of (3.8) can be estimated in a similar manner as for Dn,i and this yields
n−1∑
i, j,k=0
∣∣cov(SH(ni ), SH(nj))cov(SH(ni ), SH(nk))∣∣=
n−1∑
i=0
[
n−1∑
j=0
∣∣cov(SH(ni ), SH(nj))∣∣
]2

n−1∑
i=0
[
2
n−1∑
j=1
1
j2(1−H)
+ Var(SH(ni ))
]2
,
and therefore
Cn  C
[
n
(
n−1∑
j=1
1
j2(1−H)
)2
+ n−4H+1
]
. (3.9)
If H ∈ (0, 12 ] then from (3.9), the boundedness of ( n
2
Var2(Zn)
)n (by (3.3)) and the convergence of the series
∑∞
j=1 1j2(1−H) ,
we have
Dn
Var2(Zn)
 Cn
Var2(Zn)
[ ∞∑
j=1
1
j2(1−H)
]2
+ Cn
−4H+1
Var2(Zn)
= Cn
2
Var2(Zn)
[( ∞∑
j=1
1
j2(1−H)
)2
+ 1
]
1
n
∼ O
(
1
n
)
. (3.10)
Assume now 12 < H <
3
4 . Since in this case
n−1∑
j=1
1
j2(1−H)
∼ O (n2H−1),
and ( n
2
Var2(Zn)
)n is bounded, we obtain
Cn 
Cn2
Var2(Zn)
[
1
n
(
n−1∑
j=1
1
j2(1−H)
)2
+ n−4H−1
]
∼ O (n4H−3). (3.11)
Note that from (3.10) and (3.11) it follows the inequality
Cn  Cn−1 if H ∈
(
0,
3
4
)
. (3.12)
Assume now that H = 34 . Deﬁne
Un =
∑n−2
k=0 |
∫ 1
0
∫ 1
0 [(k + x+ y)−
1
2 − (2n − k − 4+ x+ y)− 12 ]dxdy|2
logn
.
We show that
lim
n→∞Un = 1. (3.13)
Since
1∫ 1∫
(k + x+ y)− 12 dxdy ∼ k− 12 , lim
n→∞
∑n
k=1 k−1
logn
= 1,0 0
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Un 
∑n−2
k=0 |
∫ 1
0
∫ 1
0 (k + x+ y)−
1
2 dxdy|2
logn
∼
∑n
k=1 k−1
logn
→ 1.
On the other hand
Un 
∑n−2
k=0 |
∫ 1
0
∫ 1
0 [(k + x+ y)−
1
2 − (n − 2+ x+ y)− 12 ]dxdy|2
logn
→ 1− 2 lim
n→∞
∫ 1
0
∫ 1
0 (n − 2+ x+ y)−
1
2 dxdy√
logn
+ lim
n→∞
| ∫ 10 ∫ 10 ( n−2n−2+x+y ) 12 dxdy|2
logn
= 1.
Then from (3.6), (3.7), (3.9), (3.13) and the fact that for H = 34 ,
n−1∑
j=1
1
j2(1−H)
= O (√n ), n−1∑
l=1
l−1 = O (logn),
we get that
lim
n→∞
Var(Zn)
n logn
= 9
32
. (3.14)
From (3.9) and (3.14) we get for H = 34 the estimate
Cn  C
1
logn
.
We conclude by Theorem 2.2. 
Remark 3.2. The speed of convergence in Theorem 3.1 is the same as for the case of fBm (see Theorem 3.10 of [13]).
Remark 3.3. By using similar arguments, one can treat the more general case where Zn is replaced by
Z (q)n =
n−1∑
j=0
Hq
(
nH SH
(
nj
))
,
where Hq (q 3) is the Hermite polynomial of order q. In this case the extreme point 34 is replaced by 1− 12q .
4. Almost sure CLT for the sub-fBm and its quadratic variation
Proposition 4.1 (ASCLT for sub-fBm). The sequence (n−H SHn )n satisﬁes ASCTL.
Proof. We apply Proposition 2.6. Since n−H SHn has the same distribution as SH1 ∼ N(0,1), we have trivially that n−H SHn
converges weakly to N(0,1).
We prove the estimate
CH (s, t)
3
2
min
(
s2H , t2H
)
. (4.1)
Assume ﬁrst that H < 12 . If s t , by using the inequality
b2H − a2H  (b − a)2H , b a > 0,
we get
CH (s, t) = s2H + t
2H
2
+ 1
2
(
t2H − (t − s)2H)− 1
2
(s + t)2H
 s2H + t
2H
2
+ s
2H
2
− 1
2
(s + t)2H = 3
2
s2H + 1
2
(
t2H − (t + s)2H) 3
2
s2H .
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CH (s, t) = t2H
[
a2H + 1− 1
2
(
(a + 1)2H + (1− a)2H)],
so that it is enough to show that
1 1
2
(
(a + 1)2H + (1− a)2H).
The last inequality is a consequence of Jensen’s inequality applied to f (x) = x2H .
From (4.1) we obtain
∞∑
n=2
1
n log3 n
n∑
l=1
1
l
l∑
k=1
k−H−1l−H
∣∣E(SHk SHl )∣∣ 32
∞∑
n=2
1
n log3 n
n∑
l=1
1
l1+H
l∑
k=1
1
k1−H
 C
∞∑
n=2
1
n log3 n
n∑
l=1
1
l
 C
∞∑
n=2
1
n log2 n
< ∞. 
Theorem 4.2. If H ∈ (0, 34 ] then the sequence ( Zn√Var(Zn) )n satisﬁes ASCLT.
Proof. We check the hypotheses of Theorem 2.5. From Proposition 4.1 we know that ( Zn√
Var(Zn)
)n satisﬁes the CLT. Next we
check (A1) and (A2).
Assume ﬁrst that H ∈ (0, 34 ). Utilizing (3.12) we obtain
∞∑
n=2
1
n log2 n
n∑
k=1
1
k
‖ fk ⊗1 fk‖Λ⊗2
SH
 C
∞∑
n=2
1
n log2 n
n∑
k=1
1
k1+ 32−2H
< ∞.
Now we show that
〈 fk, fl〉Λ⊗2
SH
 C
√
k
l
, ∀k > l. (4.2)
We have, by using, (3.1), (3.3) and Lemma 4.3 of [13],
〈 fk, fl〉Λ⊗2
SH
= n
4H
√
Var(Zk)
√
Var(Zl)
k−1∑
i=0
l−1∑
j=0
cov2
(
SH
(
ni
)
, SH
(
nj
))
 C n
4H
√
kl
k−1∑
i=0
l−1∑
j=0
cov2
(
SH
(
ni
)
, SH
(
nj
))
= C n
4H
√
kl
[
k−1∑
i=0
cov2
(
SH
(
ni
)
, SH
(
ni
))+ k−1∑
i, j=0, i< j
cov2
(
SH
(
ni
)
, SH
(
nj
))
+
k−1∑
i=0
l−1∑
j=k
cov2
(
SH
(
ni
)
, SH
(
nj
))]
 C
[√
k
l
+ 1√
kl
(
k−1∑
i, j=0, i< j
+
k−1∑
i=0
l−1∑
j=k
)∣∣∣∣∣
1∫
0
1∫
0
( j − i − 1+ x+ y)2(H−1)
∣∣∣∣∣
2]
 C
[√
k
l
+ 1√
kl
(
k−1∑
i=0
k−1∑
j=i+1
+
k−1∑
i=0
l−1∑
j=k
)
( j − i)4(H−1)
]
 C
[√
k
l
+ 1√
kl
k−1∑
i=0
k−1−i∑
r=1
r4(H−1) +
k−1∑
i=0
l−i−1∑
j=k−i
j4(H−1)
]
 C
(√
k
l
+ 1√
kl
k−1∑
(k − i)4H−3
)
 C
(√
k
l
+ 1√
kl
k−1∑
j4H−3
)
i=0 j=0
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(√
k
l
+ 1√
kl
k−1∑
j=0
j4H−3
)
 C
(√
k
l
+ 1√
kl
k4H−2
)
 C
√
k
l
.
Like in the proof of Theorem 5.1 of Bercu et al. [1] it follows that (4.2) implies (A2).
Now assume that H = 34 . From (3.12) it follows easily (A1). We show that in this case
〈 fk, fl〉Λ⊗2
SH
 C
√
k log l
l logk
, ∀k > l. (4.3)
From (3.14) and using
∑n
r=1 r−1 ∼ logn, we get
〈 fk, fl〉Λ⊗2
SH
 C 1√
k logk
√
l log l
k−1∑
i=0
l−1∑
j=0
n4Hcov2
(
SH
(
ni
)
, SH
(
nj
))
= C 1√
k logk
√
l log l
[
k−1∑
i, j=0
n4Hcov2
(
SH
(
ni
)
, SH
(
nj
))+ k−1∑
i=0
l−1∑
j=k
cov2
(
SH
(
ni
)
, SH
(
nj
))]
 C 1√
k logk
√
l log l
(
k +
k−1∑
i=0
log(l − i)
)
 C
(√
k
l logk log l
+ k log l√
k logk
√
l log l
)
 C
√
k log l
l logk
.
Again, from the proof of Theorem 5.1 of Bercu et al. [1] it follows that (4.3) implies (A2). 
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