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STABILITY ANALYSIS FOR STATIONARY SOLUTIONS OF THE
MULLINS-SEKERKA FLOW WITH BOUNDARY CONTACT
HARALD GARCKE AND MAXIMILIAN RAUCHECKER
Abstract. We first give a complete linearized stability analysis around sta-
tionary solutions of the Mullins-Sekerka flow with 90◦ contact angle in two
space dimensions. The stationary solutions include flat interfaces, as well as
arcs of circles. We investigate the different stability behaviour in dependence of
properties of the stationary solution, such as its curvature and length, as well
as the curvature of the boundary of the domain at the two contact points. We
show that the behaviour changes in terms of these parameters, ranging from
exponential stability to instability.
We also give a first result on nonlinear stability for curved boundaries.
1. Introduction
In this article we study the two-phase Mullins-Sekerka problem inside a bounded,
smooth domain in two space dimensions with boundary contact. The sharp interface
separating two phases is allowed to meet the boundary of the domain at a constant
ninety degree angle. This leads to a contact angle problem for the free boundary.
Let us precisely state the problem. We consider a fixed, smooth, and bounded
domain in two space dimensions Ω ⊂ R2. We assume that the domain can be
decomposed as Ω = Ω+(t) ∪˙ Γ˚(t) ∪˙ Ω−(t), where Γ˚(t) denotes the interior of Γ(t), a
smooth one-dimensional curve with two boundary points on ∂Ω.
The interpretation is that Γ(t) is the sharp interface curve separating the two
phases, Ω±(t), which we assume both to be connected. The two boundary points
of Γ(t) will be denoted by ∂Γ(t), the unit normal vector field on Γ(t) pointing from
Ω−(t) to Ω+(t) will be denoted by nΓ(t).
The Mullins-Sekerka problem with ninety degree angle condition then reads as
VΓ = −JnΓ · ∇µK, on Γ(t),
µ|Γ = HΓ, on Γ(t),
∆µ = 0, in Ω\Γ(t),
n∂Ω · ∇µ|∂Ω = 0, on ∂Ω\∂Γ(t),
nΓ · n∂Ω = 0, on ∂Γ(t),
Γ(0) = Γ0.
(1.1)
Harald Garcke, Fakulta¨t fu¨r Mathematik, Universita¨t Regensburg, 93053 Regens-
burg, Germany
Maximilian Rauchecker, Fakulta¨t fu¨r Mathematik, Universita¨t Regensburg, 93053
Regensburg, Germany
1
2 HARALD GARCKE AND MAXIMILIAN RAUCHECKER
Here, VΓ denotes the normal velocity and HΓ the (mean) curvature of Γ(t) with
respect to nΓ, where we use the sign convention that H is negative for convex
spheres. In particular, the sphere of radius R > 0 and center x0 ∈ R2 has negative
curvature −1/R.
The jump brackets J·K are defined by means of
JfK(x) := lim
ε→0+
[f(x+ εnΓ(t))− f(x− εnΓ(t))], x ∈ Γ(t).
Equation (1.1)5 prescribes the ninety degree angle at which the interface Γ(t) has
contact with the fixed boundary ∂Ω.
We recall, cf. [3], that the volume of each of the two phases is conserved, whereas
the surface area of the free interface is non-increasing,
d
dt
|Ω±(t)| = 0,
d
dt
|Γ(t)| ≤ 0, t > 0.
Existence of strong solutions to the Mullins-Sekerka problem with 90◦ contact
angle (1.1) in an Lp − Lq-setting was shown recently in [3]. The strategy there was
to pick some reference surface Σ inside the domain, also intersecting the boundary at
a ninety degree angle, and write the moving interface as a graph over Σ by a height
function h, depending on space and time. Then pulling back the equations to a
time-independent domain, the problem is reduced to a nonlinear evolution equation
for h. The height function h in [3] belongs to
h ∈W 1p (0, T ;W
1−1/q
q (Σ)) ∩ Lp(0, T ;W
4−1/q
q (Σ)), (1.2)
where p and q are different. For further discussion we refer to the article [3]. We
recall that the trace space of h in (1.2) is given by means of real interpolation,
Xγ := (W
4−1/q
q (Σ),W
1−1/q
q (Σ))1−1/p,p = B
4−1/q−3/p
qp (Σ),
and continuously embeds into C2(Σ), cf. Amann [6]. Hence the family of graphs
given by h in class (1.2) belongs to BUC([0, T ];C2(Σ)).
Preliminaries and function spaces. Let d ∈ N. The classical Lp-Sobolev spaces
on Rd are denoted by W kp (R
d), where k ∈ N and 1 ≤ p ≤ ∞. For s ∈ R, the
Sobolev-Slobodeckij spaces are denoted by W sp (R
d). By Bspr(R
d) we understand the
classical Besov spaces on Rd, where s ∈ R, 1 ≤ p, r ≤ ∞. We denote by BUC(Rd)
the space of all bounded and uniformly continuous functions.
These function spaces on a bounded, smooth domain Ω ⊂ Rd are as usual de-
fined by restriction. For a given Banach space X , the X-valued versions of these
spaces are denoted by Lp(Ω;X),W
k
p (Ω;X),W
s
p (Ω;X), B
s
pr(Ω;X), and BUC(Ω;X),
respectively. For further discussion we refer to [20].
For results on embeddings, traces, interpolation and extension operators we refer
to [1], [7], [23], [27], [28].
Let us recall the definition of maximal regularity.
Definition 1.1. Let X be a Banach space, J = (0, T ), 0 < T <∞ or J = R+. Let
A be a closed, densely defined operator on X with domain D(A) ⊂ X. Then the
operator A has maximal Lp-regularity on J , if and only if for every f ∈ Lp(J ;X)
STABILITY ANALYSIS FOR MULLINS-SEKERKA WITH 90◦ ANGLE 3
there is a unique solution u ∈W 1p (J ;X) ∩ Lp(J ;D(A)) to
d
dt
u(t) +Au(t) = f(t), t ∈ J, u|t=0 = 0,
in an almost-everywhere sense in Lp(J ;X).
For a discussion on maximal regularity we refer to [21], [22], [11], [8], [5], and [6].
Outline of paper. In Section 2 we introduce curvilinear coordinates and transform
the problem to a fixed configuration. In Section 3 we derive the full linearization of
the Mullins-Sekerka problem at a stationary solution, which may be flat or curved.
Section 4 is devoted to stability and instability results for flat stationary solutions,
whereas Section 5 deals with stationary solutions which are arcs of circles. We give
an overview of the results on linearized stability in Section 6. Section 7 contains a
result on nonlinear stability for the case of flat stationary solutions.
2. Curvilinear coordinates and Hanzawa transform
In this section we transform the moving free boundary problem (1.1) to a fixed
reference configuration, cf. [3].
Let Σ ⊂ Ω be a smooth reference surface such that ∠(Σ, ∂Ω) = π/2 on the
boundary points ∂Σ ⊂ ∂Ω. Proposition 3.1 in [29] states the existence of curvilinear
coordinates at least in a small neighbourhood of Σ. More precisely, there is some
possibly small a = a(Σ, ∂Ω) > 0, such that
X : Σ× (−a, a)→ R2, (p, w) 7→ X(p, w),
is a smooth diffeomorphism onto its image and X(., .) is a curvilinear coordinate
system, see also [9], [15]. In particular,
X(p, 0) = p, p ∈ Σ,
hence DpX = I on Σ, as well as
DwX(p, 0) = nΣ(p), p ∈ Σ.
Furthermore, points on the boundary ∂Ω only get transported along the boundary,
X(p, w) ∈ ∂Ω, p ∈ ∂Σ, w ∈ (−a, a).
We need to make use of these coordinates since the boundary ∂Ω may be curved
and therefore a transport only in normal direction is not sufficient.
We may now parametrize the free interface as follows. We assume that the free
interface is given as a graph over Σ, that is, there is some height function h, such
that
Γ(t) = Γh(t) := {X(p, h(p, t)) : p ∈ Σ},
for small t > 0, at least. With the help of this coordinate system we may construct
a Hanzawa-type transform as follows. The idea goes back to Hanzawa [16].
Let χ ∈ C∞0 (R) be a fixed bump function satisfying χ(s) = 1 for |s| ≤ 1/3,
χ(s) = 0 for |s| ≥ 2/3 and |χ′(s)| ≤ 4 for all s ∈ R. Set Σa := X(Σ× (−a, a)). For
a given height function h define
Fh(p, w) := (p, w − χ((w − h(p))/a)h(p)) , p ∈ Σ, w ∈ (−a, a),
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and set
Θh(x) :=
{
(X ◦ Fh ◦X−1)(x), x ∈ Σa,
x, x 6∈ Σa.
The set of admissible height functions is given by
U := {h ∈ Xγ : |h|L∞(Σ) < a/5},
where Xγ := B
4−1/q−3/p
qp (Σ). The following result can be found in [3].
Theorem 2.1. Given h ∈ U , the transformation Θh : Ω→ Ω is a C1-diffeomorphism
satisfying Θh(Γh) = Σ.
We can then express the equations in the fixed reference configuration by means
of the Hanzawa transform Θh, cf. [3], [26], [25], [30], [23], [13], [2]. The transformed
system reads as
∂th = −a(h)JnΓh · ∇hηK, on Σ,
η|Σ = K(h), on Σ,
∆hη = 0, in Ω\Σ,
nh∂Ω · ∇hη|∂Ω = 0, on ∂Ω,
nh∂Ω · nΓh = 0, on ∂Σ,
h|t=0 = h0, on Σ.
(2.1)
Hereby, K(h) is the transformed (mean) curvature operator, cf. [3], nh∂Ω := n∂Ω◦Θ
t
h,
and the transformed differential operators are given by
∇h := (DΘ
t
h)
⊤∇, divh := Tr∇h, ∆h := divh∇h.
Furthermore, h0 is a suitable description of the initial configuration at time t = 0
and a(h)(t) depends only on h(t) and satisfies a(0) = 1.
3. The linearized problem
Let Σ∗ be a stationary solution to the Mullins-Sekerka problem with boundary
contact (1.1). In particular, the (mean) curvature of Σ∗ is constant and Σ∗ is a flat
surface or part of a circle intersecting ∂Ω perpendicularly. We now consider the full
linearization of (1.1) at any stationary solution Σ∗.
Referring to [9], [10], given an equilibrium solution Σ∗, the linearization of the
transformed mean curvature operator at h = 0 is given by
K ′(0) = ∆Σ∗ + |κ∗|
2,
where κ∗ is the constant curvature of Σ∗. Furthermore, the linearization of the
nonlinear ninety degree angle condition at the boundary at h = 0 is given by
∇Σ∗h · n∂Σ∗ = −S∂Ω(nΣ∗ , nΣ∗)h, on ∂Σ∗.
Here S∂Ω(nΣ∗ , nΣ∗) is the second fundamental form of ∂Ω with respect to the outer
unit normal n∂Ω, cf. [9], [10]. In particular, we have the formula
S∂Ω(nΣ∗ , nΣ∗)h = −(nΣ∗ · ∂nΣ∗n∂Ω)h = −(nΣ∗ · [Dn∂ΩnΣ∗ ])h,
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cf. the proof of Lemma 3.7 in [9]. Note that if e.g. Ω is a convex sphere, S∂Ω < 0.
The linearized problem around a stationary solution Σ∗ now reads as
∂th = −JnΣ∗ · ∇µK, on Σ∗,
µ|Σ∗ = ∆Σ∗h+ κ
2
∗h, on Σ∗,
∆µ = 0, in Ω\Σ∗,
n∂Ω · ∇µ|∂Ω = 0, on ∂Ω\∂Σ∗,
∇Σ∗h · n∂Σ∗ = −S∂Ω(nΣ∗ , nΣ∗)h, on ∂Σ∗,
h(0) = h0, on Σ∗.
(3.1)
Regarding the stationary solution we note that κ∗ is constant and either equal to
zero or −1/R, because Σ∗ is flat or part of a circle with radius R > 0, respectively.
To identify relevant quantities in the stability analysis, let us formally consider
the corresponding eigenvalue problem
λh = −JnΣ∗ · ∇µK, on Σ∗,
µ|Σ∗ = ∆Σ∗h+ κ
2
∗h, on Σ∗,
∆µ = 0, in Ω\Σ∗,
n∂Ω · ∇µ|∂Ω = 0, on ∂Ω\∂Σ∗,
∇Σ∗h · n∂Σ∗ = −S∂Ω(nΣ∗ , nΣ∗)h, on ∂Σ∗,
(3.2)
for some λ ∈ C. Multiplying (3.2)1 with ∆Σ∗ h¯+ κ
2
∗h¯ in L2(Σ∗) gives
λ
∫
Σ∗
h(∆Σ∗ h¯+ κ
2
∗h¯)dH
1 =
∫
Ω
|∇µ|2dx.
Here, dHd denotes the d-dimensional Hausdorff measure, d ∈ N0. An integration by
parts invoking the boundary conditions entails
λ
[∫
Σ∗
|∇Σ∗h|
2dH1 +
∫
∂Σ∗
S∂Ω(nΣ∗ , nΣ∗)|h|
2dH0 − κ2∗
∫
Σ∗
|h|2dH1
]
+
+
∫
Ω
|∇µ|2dx = 0.
(3.3)
In particular, (3.3) implies that λ is necessarily real.
We now note that the term in brackets may changes its sign in dependence of the
curvature κ∗, the values of the form S∂Ω(nΣ∗ , nΣ∗) on the two boundary points of
∂Σ∗, and the length of the curve Σ∗. The last dependence is somewhat hidden and
stems from the scaling properties of the first term involving the gradient of h.
Referring to [15], we want to introduce a bilinear functional by
I∗(h, h) :=
∫
Σ∗
|∇Σ∗h|
2dH1 +
∫
∂Σ∗
S∂Ω(nΣ∗ , nΣ∗)|h|
2dH0 − κ2∗
∫
Σ∗
|h|2dH1.
Note that for λ 6= 0, integrating (3.2)1 over Σ∗ yields that necessarily
∫
Σ∗
hdH1 = 0,
for any eigenfunction h to the eigenvalue λ 6= 0.
Hence it stems from (3.3) that positivity of I∗ on mean value free functions gives
λ ≤ 0 for any possible eigenvalue λ. Hence studying the sign of I∗ for mean value free
functions is the crucial point in our stability analysis. We want to remark that I∗ is
the second derivative of the length functional [Γ 7→
∫
Γ dH
1] for variations keeping the
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areas of the phases conserved, at the point Σ∗, cf. Proposition 3.3 in [17] for a related
computation. If now I∗ is positive on functions having mean zero, the surface Σ∗ is
a minimum point in the energy landscape shaped by the length functional, hence we
expect stability of Σ∗. Note that since the volumes of the phases are conserved in
time, the set of admissible variations of Γ naturally corresponds to mean value free
functions h.
If on the other hand I∗ is not positive anymore, the stationary point Σ∗ is no
longer a minimum, hence we expect instability of Σ∗.
As a trivial consequence to (3.3) we want to point out that if κ∗ = 0 and S is
identically zero on ∂Σ∗, we obtain that λ ≤ 0. This corresponds to the geometri-
cal situation of a flat solution Σ∗ and flat, perpendicular walls, which was already
investigated in [3].
4. Flat stationary solutions
Let us start with the simpler case when the stationary solution is flat, κ∗ = 0.
Then by rotation, we can assume that Σ∗ = (0, L) for some L > 0. Let us rewrite
(3.1) as an abstract evolution equation in the setting of [3]. Let 3/2 < q < 2 and
X0 :=W
1−1/q
q (Σ∗), X1 :=W
4−1/q
q (Σ∗).
Define a linear operator A : D(A) ⊂ X1 → X0 as follows. Let Bu := JnΣ∗ · ∇uK and
T0v be the unique solution of the two-phase elliptic problem
JµK = 0, µ|Σ∗ = v, on Σ∗,
∆µ = 0, in Ω\Σ∗,
n∂Ω · ∇µ|∂Ω = 0, on ∂Ω\∂Σ∗.
(4.1)
Then we define A by Ah := BT0(∆Σ∗h), with domain
D(A) := X1 ∩ {h : ∇Σ∗h · n∂Σ∗ = −S∂Ω(nΣ∗ , nΣ∗)h, on ∂Σ∗}.
We can then rewrite (3.1) as
h˙+Ah = 0, t > 0, h(0) = h0. (4.2)
The main benefit of this formulation is now the fact that A has maximal regularity.
More precisely, let p ∈ (6,∞), q ∈ (19/10, 2) ∩ (2p/(p + 1), 2), and J = (0, T ),
0 < T < ∞. Then, by a perturbation argument, the operator A has maximal Lp-
regularity on J with respect to the base space X0, cf. Theorem 4.8 in [3]. Define
the trace space as Xγ := B
4−1/q−3/p
qp (Σ∗). Then it holds that
Xγ = (X0, X1)1−1/p,p.
We now want to apply the generalized principle of linearized stability to deduce
stability or instability results for (4.2), cf. [23], [24].
Let us simplify notation first. Since ∂Σ∗ = {0, L}, we may rewrite the boundary
conditions as
∂xh(0) = −ω1h(0), ∂xh(L) = ω2h(L),
where
ω1 := −S∂Ω(nΣ∗ , nΣ∗)(0), ω2 := −S∂Ω(nΣ∗ , nΣ∗)(L).
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In particular again if Ω is a convex sphere, we have ω1, ω2 > 0 since S∂Ω < 0. We
now want to analyse different geometries and their respective stability properties.
Σ∗Σ∗Σ∗ ∂Ω∂Ω ∂Ω
Figure 1. Different signs of ω1, ω2. Left: ω1 = ω2 < 0. Middle:
ω1 = ω2 = 0. Right: ω1 = ω2 > 0.
4.1. Stability and instability results. Let us start with the left hand side case,
where we can show exponential stability of h∗ = 0 for (4.2).
Theorem 4.1. Let ω1, ω2 ≤ 0. Then h∗ = 0 is normally stable, that is,
(1) The set of equilibria of (4.2) is the kernel of A, which is one-dimensional.
(2) The eigenvalue zero is semi-simple, X0 = N(A)⊕R(A).
(3) The spectrum satisfies σ(−A)\{0} ⊂ R− := {z ∈ C : Re z < 0, Im z = 0}.
In particular, h∗ = 0 is stable in Xγ and there is some δ > 0, such that if |h0|Xγ ≤ δ,
the unique solution h of (4.2) exists globally in time,
h ∈ W 1p (R+;X0) ∩ Lp(R+;D(A)),
and converges to some equilibrium solution in Xγ at an exponential rate.
Proof. Consider some λ ∈ σ(−A) ⊂ C and the corresponding eigenvalue problem
for the eigenfunction h ∈ D(A),

λh = −JnΣ∗ · ∇µK, on Σ∗,
JµK = 0, µ|Σ∗ = ∂x∂xh, on Σ∗,
∆µ = 0, in Ω\Σ∗,
n∂Ω · ∇µ|∂Ω = 0, on ∂Ω\∂Σ∗,
∂xh(0) = −ω1h(0),
∂xh(L) = ω2h(L).
(4.3)
Testing equation (4.3)1 with ∂x∂xh¯, an integration by parts invoking the boundary
conditions yields
λ
[∫ L
0
|∂xh|
2dx− ω1|h(0)|
2 − ω2|h(L)|
2
]
+
∫
Ω
|∇µ|2 = 0. (4.4)
Let us characterise the kernel of A. Pick some h ∈ N(A). Then (4.4) for λ = 0
entails that µ has to be constant, whence ∂x∂xh = c on (0, L) for some c ∈ R. In
particular, by the fundamental theorem of calculus,
h(s) = h(0) + s∂xh(0) +
∫ s
0
∫ τ
0
∂x∂xh(τ
′)dτ ′dτ, s ∈ [0, L],
whence invoking the boundary condition gives
h(s) = h(0)− ω1h(0)s+ cs
2/2, s ∈ [0, L]. (4.5)
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Let us start now with the case where ω1, ω2 < 0. By differentiating (4.5) and
invoking the boundary condition at x = L we obtain that
∂xh(L) = −ω1h(0) + cL = ω2h(L).
Also from (4.5) we obtain that h(L) = [1− ω1L]h(0) + cL2/2. The linear system[
h(0)
h(L)
]
=
[
0 −ω2/ω1
1− ω1L 0
] [
h(0)
h(L)
]
+
[
cL/ω1
cL2/2
]
(4.6)
now has a unique solution since 1+(1−ω1L)ω2/ω1 ≥ 1 for any ω1 < 0, ω2 < 0, L > 0.
Explicitly solving the linear system gives
h(0) =
c(L− ω2L2/2)
ω1 + ω2 − ω1ω2L
,
which gives in combination with (4.5) a unique solution h which depends linearly on
c. Hence the kernel of A is truly one-dimensional.
With this at hand we may now prove that zero is a semi-simple eigenvalue. Since
D(A) compactly embeds into X0, the resolvent of A0 is compact on the resolvent set.
Therefore the spectrum only consists of at most countably many isolated eigenvalues.
Furthermore, every spectral value in σ(A) is a pole of finite algebraic multiplicity.
Using Remark A.2.4 in [18] it suffices to show that N(A) = N(A2). Then the
range of A is closed and X0 = N(A) ⊕ R(A). So pick some h ∈ N(A2). Then
h1 := Ah ∈ R(A) ∩N(A). Then h1 is mean value free on (0, L) and there is some
c1 ∈ R such that
h1(x) = c1
[
(L− ω2L
2/2)(1− ω1x)
ω1 + ω2 − ω1ω2L
+
x2
2
]
, x ∈ [0, L].
A straightforward integration gives∫ L
0
h1(x)dx = c1
6L2 + ω1ω2L
4/2− 2(ω1 + ω2)L3
6(ω1 + ω2 − ω1ω2L)
.
Now for any L > 0, ω1, ω2 < 0 the right hand side can only be zero if c1 = 0. But
then h1 = 0 and Ah = 0. Hence h belongs to the kernel of A. Then N(A) = N(A
2)
and zero is semi-simple. Furthermore, equation (4.4) yields that necessarily λ is
real and λ ≤ 0. Hence the third assertion is proved. The rest of the statement is
a consequence of the generalized principle of linearized stability of Pru¨ss, Simonett,
and Zacher [24].
For completeness we shall show that zero is also semi-simple in the simpler case
where ω1 = 0, ω2 < 0. The case ω1 < 0, ω2 = 0, follows the same lines. In
the case ω1 = 0, ω2 < 0, the kernel of A consists of functions h of form hc(s) =
c(L/ω2 − L2/2 + s2/2) for c ∈ R. Then the same arguments give that zero is semi-
simple. Note that in the case ω1 = ω2 = 0, the kernel of A consists of the constant
functions, cf. [3]. 
Let us now be concerned with the case when ω1, ω2 > 0, cf. Figure 1. We will show
the following result for (4.2). For simplicity we will assume that ω1 = ω2 =: ω+ > 0.
Theorem 4.2. (1) For fixed L > 0, there exists some δ = δ(L) > 0, such that
if ω+ ≤ δ, the solution h∗ = 0 is stable in Xγ . Furthermore, there exists
some η > 0, such that if |h0|γ ≤ η, the solution to the initial value h0 exists
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on R+ and converges to the equilibrium point h∞ :=
1
L
∫ L
0
h0dx in Xγ at an
exponential rate.
(2) For fixed L > 0, there exists some K = K(L) > 0, such that if ω+ ≥ K, the
solution h∗ = 0 is normally hyperbolic and unstable in Xγ.
(3) For fixed ω+ > 0, there is some δ > 0 such that if L0 ≤ δ, the interface
Σ = (0, L0) corresponding to h∗ = 0 is stable in Xγ. Moreover, the second
statement of (1) holds.
(4) For fixed ω+ > 0, there is some K > 0, such that if L ≥ K, the interface
Σ∗ = (0, L) corresponding to h∗ = 0 is normally hyperbolic and unstable in
Xγ .
Proof. Let L, ω+ > 0 and Σ∗ = (0, L). Let A be the linear operator of (4.2). Let
us be concerned with the kernel of A. Again if Ah = 0, the corresponding chemical
potential µ = T0∂x∂xh is constant and therefore ∂x∂xh = c for some c ∈ R. As
before, h can be written as h(s) = (1 − ω+s)h(0) + cs2/2 for all s ∈ [0, L]. The
corresponding linear system for [h(0), h(L)] ∈ R2 in (4.6) can be uniquely solved
whenever 2 − Lω+ 6= 0. Note that for either fixed L > 0 or ω+ > 0, this can be
ensured by choosing δ > 0 sufficiently small or K > 0 sufficiently large. In any case,
h(s) = h(0)[1− ω+s] + cs
2/2, s ∈ [0, L], h(0) = c
L− ω+L2/2
ω+(2− ω+L)
. (4.7)
Arguing as in the proof of Theorem 4.1 we can show that the kernel of A is truly one
dimensional, given by functions of type (4.7) for c ∈ R. Hence, X0 = N(A)⊕ R(A)
and the eigenvalue zero is semi-simple.
(1) For some 0 6= λ ∈ σ(−A) ⊂ C and a corresponding eigenfunction h ∈ D(A),
the eigenvalue problem again reads as
λh = −JnΣ∗ · ∇µK, on Σ∗,
JµK = 0, µ|Σ∗ = ∂x∂xh, on Σ∗,
∆µ = 0, in Ω\Σ∗,
n∂Ω · ∇µ|∂Ω = 0, on ∂Ω\∂Σ∗,
∂xh(0) = −ω+h(0),
∂xh(L) = ω+h(L).
(4.8)
Necessarily,
λ
[∫ L
0
|∂xh|
2dx − ω+|h(0)|
2 − ω+|h(L)|
2
]
+
∫
Ω
|∇µ|2 = 0.
We aim to show that the term in brackets is still positive if ω+ ≤ δ and δ > 0 is
small. Integrating (4.8)1 over (0, L) yields that h is mean value free. Hence we can
use the Poincare-Wirtinger inequality to deduce∫ L
0
|∂xh|
2dx− ω+|h(0)|
2 − ω+|h(L)|
2
≥ c0(L)|h|
2
H1
2
(0,L) − ω+|h(0)|
2 − ω+|h(L)|
2
≥ c˜0(L)|h|
2
C0([0,L]) − ω+|h(0)|
2 − ω+|h(L)|
2,
(4.9)
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for some c0, c˜0 > 0, since H
1
2 (0, L) →֒ C
0([0, L]). Hence the first claim follows if
δ > 0 is sufficiently small.
(2) Again we fix L > 0. We need to show that if ω+ ≥ K for K > 0 large, there is
a positive eigenvalue λ > 0 of −A. For λ > 0 we can rewrite the eigenvalue problem
(4.8) as
λh−DMS∆˜h = 0, (4.10)
where ∆˜ : D(∆˜) ⊂ X1 → X0 is given by ∆˜h := ∂x∂xh with domain D(∆˜) :=
W
4−1/q
q (Σ∗)∩ {∂xh(0) = −ω+h(0), ∂xh(L) = ω+h(L)}. Furthermore, we define the
Dirichlet-to-Neumann operator DMS as follows. For given g ∈ W
2−1/q
q (0, L), we
solve the two-phase elliptic problem
∆θ = 0, in Ω\Σ∗,
JθK = 0, θ|Σ∗ = g, on Σ∗,
n∂Ω · ∇θ|∂Ω = 0, on ∂Ω\∂Σ∗,
uniquely by θ ∈W 2q (Ω\Σ∗) and define DMSg := −JnΣ∗ ·∇θK. The inverse Neumann-
to-Dirichlet operator
NMS = [DMS ]
−1 :W
1−1/q
q,(0) (Σ∗)→W
2−1/q
q,(0) (Σ∗)
then admits a compact, selfadjoint extension to L2,(0)(Σ∗), cf. [25]. It is also shown
there that NMS is injective on L2,(0)(Σ∗). Note however that ∂x∂xh is not mean
value free on Σ∗, even though h is. We may however rewrite (4.10) as
λh−DMS(I − P0)∆˜h = −DMSP0∆˜h,
where P0v is the mean value of v. Next note that DMSP0∆˜h = 0, since P0∆˜h is
constant. Applying NMS then gives that (4.10) is equivalent to
λNMSh− (I − P0)∆˜h = 0.
Hereby we understand ∆˜ as the natural extension to H22 (Σ∗). We may now follow
the lines of [25], [30], [23]. Define Bλ := λNMS − (I − P0)∆˜ with natural domain
D(Bλ) := H
2
2,(0)(Σ∗) ∩ {∂xh(0) = −ω+h(0), ∂xh(L) = ω+h(L)}. We will now show
that
Bλ is
{
positive definite, if λ ≥ λ0 for some λ0 > 0,
not positive definite, if λ > 0 is sufficiently small.
(4.11)
In [25] it is shown that NMS is positive definite on L2,(0)(Σ), hence there is some
d0 > 0 such that
(Bλh|h)2 = λ(NMSh|h)2 − (∂x∂xh|h)2 + (P0∂x∂xh|h)2
≥ λd0|h|
2
2 + |∂xh|
2
2 − ω+[h(0)
2 + h(L)2],
since (P0∂x∂xh|h)2 = 0. It remains to show that
(λ− 1)d0|h|
2
2 + |∂xh|
2
2 − ω+[h(0)
2 + h(L)2] ≥ 0, (4.12)
if only λ ≥ λ0 for λ0 > 0 sufficiently large. Then Bλ is positive definite for λ ≥ λ0.
We now claim the following Young-type inequality. Note that the following lemma
immediately implies (4.12).
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Lemma 4.3. For every δ > 0 there is a constant Cδ > 0, such that
h(j)2 ≤ δ|∂xh|
2
2 + Cδ|h|
2
2, j = 0, L,
for any h ∈ H12 (Σ∗).
Proof. The proof follows the lines of [14]. Assume there is some δ > 0 such that the
statement is not true. Then there is a sequence (hn)n ⊂ H12 (Σ∗), such that
1 = hn(0)
2 > δ|∂xhn|
2
2 + n|hn|
2
2, for all n ∈ N. (4.13)
In particular, |∂xhn|22 < 1/δ and |hn|
2
2 < 1/n for each n. Hence (hn)n is bounded
in H12 and there is a subsequence again denoted by (hn)n converging weakly to
some h in H12 . Furthermore, hn converges strongly to zero in L2. By uniqueness, hn
converges weakly to zero inH12 . By the compact embeddingH
1
2 (Σ∗) →֒→֒ C
0([0, L]),
hn converges strongly in C
0-norm to zero as n → ∞. This implies hn(0) → 0 as
n→∞, which is a contradiction to (4.13). 
We now show the second part of (4.11). Note that
lim
λ→0,λ>0
(Bλh|h)2 = −(∂x∂xh|h)2 = |∂xh|
2
2 − ω+[h(0)
2 + h(L)2], h ∈ D(Bλ),
since limλ→0,λ>0 λ(NMSh|h)2 = 0 for any fixed h ∈ D(Bλ). It now remains to
construct a function h¯ ∈ D(Bλ) such that
|∂xh¯|
2
2 − ω+[h¯(0)
2 + h¯(L)2] < 0. (4.14)
We start with the following construction. Let ε > 0 and define
g¯(s) :=


1− ω+s, s ∈ [0, ε],
1− ω+ε− (1 − ω+ε)(s− ε)/(L/2− ε), s ∈ [ε, L/2],
−g(s− L), s ∈ [L/2, L],
(4.15)
cf. Figure 2. Then g¯ satisfies the boundary conditions ∂xg¯(0) = −ω+g¯(0) and
x
g¯(x)
ε L/2
L− ε
L
−1
1
Figure 2. Construction of g¯.
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∂xg¯(L) = ω+g¯(L). Clearly, g ∈ H12,(0)(Σ∗). Furthermore a direct calculation shows
|∂xg¯|
2
L2(0,L/2)
− ω+g¯(0)
2 =
∫ ε
0
ω2+dx+
∫ L/2
ε
(1− ω+ε)2
(L/2− ε)2
dx− ω+
= εω2+ +
(1− ω+ε)2
L/2− ε
− ω+.
In particular, the first two terms converge to 2/L as ε → 0. If now ω+ > 2/L, the
right hand side will be negative whenever ε = ε(ω+) > 0 is small enough. Note that
the critical value for ω+ is 2/L, which is exactly the degeneracy of the linear system
for [h(0), h(L)] ∈ R2 in (4.6): 2 − Lω+ = 0. By approximating g¯ with a smoother
function in D(Bλ) we have shown (4.14). Following [30] using (4.11) we obtain that
there is indeed a positive eigenvalue λ > 0 as claimed.
(3) Fix now ω+ > 0. We now need to understand the dependence on L in estimate
(4.9). Let us calculate the embedding constant of H12,(0)(0, L) →֒ C
0([0, L]). Firstly,
h(t) = h(s) +
∫ t
s
∂xh(τ)dτ, s, t ∈ [0, L].
Integrating over s ∈ [0, L] and using that h is mean value free on (0, L) gives
h(t) =
1
L
∫ L
0
∫ t
s
∂xh(τ)dτds, s, t ∈ [0, L].
Hence
sup
t∈[0,L]
|h(t)| ≤
∫ L
0
|∂xh(τ)|dτ.
Ho¨lders inequality gives
sup
t∈[0,L]
|h(t)|2 ≤ L
∫ L
0
|∂xh(τ)|
2dτ.
In particular, ∫ L
0
|∂xh|
2dx− ω+h(0)
2 − ω+h(L)
2
≥
1
L
|h|2C0([0,L]) − ω+[h(0)
2 + h(L)2].
Again we see that if L = L(ω+) > 0 is sufficiently small,∫ L
0
|∂xh|
2dx− ω+[h(0)
2 + h(L)2] ≥ (
1
L
− 2ω+)|h|
2
C0([0,L]) ≥ 0.
Hence (3) follows.
(4) We fix ω+ > 0. Following the lines of the proof of (2), we only need to justify
(4.11)2, where Bλ is defined as before. In particular, we need to show that there is
a function h¯ ∈ D(Bλ) such that
|∂xh¯|
2
L2(0,L)
− ω+[h¯(0)
2 + h¯(L)2] < 0,
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where now ω+ > 0 is fixed, if we only choose L > 0 large enough. Let us consider
the function g¯ defined in (4.15). Again for ε > 0,
|∂xg¯|
2
L2(0,L/2)
− ω+g¯(0) = εω
2
+ +
(1− ω+ε)2
L/2− ε
− ω+.
Since ω+ > 0 is fixed, we may choose ε > 0 so small, such that εω
2
+ ≤ ω+/2. Then
choosing L = L(ω+) > 0 sufficiently large we obtain that |∂xg¯|2L2(0,L/2)−ω+g¯(0) < 0.
We can then follow the lines of the proof of (2) to conclude (4). 
Remark 4.4. For monotonicity considerations of the spectral properties we refer
to [14].
5. Curved stationary solutions
In this section we consider stationary solutions Σ∗ with constant curvature κ∗ =
−1/R, for some R > 0. In particular, Σ∗ is part of a circle. We can therefore
introduce a parametrization by arc length,
ψ : (0, l)→ Σ∗, σ → ψ(σ),
where l > 0 is the length of the curve and σ the arc length parameter. Note that
l < 2πR = 2π/|κ∗|. Note that this induces an extra restriction on κ∗ and l,
|κ∗|l < 2π. (5.1)
Corresponding to (3.1) we now want to make a linear stability analysis for
∂tρ = −JnΣ∗ · ∇µK, on Σ∗,
µ|Σ∗ = ∂σ∂σρ+ κ
2
∗ρ, on Σ∗,
∆µ = 0, in Ω\Σ∗,
n∂Ω · ∇µ|∂Ω = 0, on ∂Ω\∂Σ∗,
∂σρ(0) = −ω1ρ(0),
∂σρ(l) = ω2ρ(l),
ρ(0) = ρ0, on Σ∗.
(5.2)
Note that by some abuse of notation we may identify σ ∈ (0, l) and ψ(σ) ∈ Σ∗, since
there is no danger of confusion.
Let us rewrite (5.2) again as an abstract evolution equation, cf. [3]. Let 3/2 <
q < 2, X0 := W
1−1/q
q (0, l), and X1 := W
4−1/q
q (0, l). Define now a linear operator
A : D(A) ⊂ X1 → X0 by means of Aρ := BT0(∂σ∂σρ+κ2∗ρ), where Bu := JnΣ∗ ·∇uK
and T0v is the unique solution of the two-phase elliptic problem (4.1).
The domain of A is thereby given by
D(A) := X1 ∩ {ρ : ∂σρ(0) = −ω1ρ(0), ∂σρ(l) = ω2ρ(l)}. (5.3)
We can then rewrite (5.2) as the abstract evolutionary problem
ρ˙+Aρ = 0, t > 0, ρ(0) = ρ0. (5.4)
Let again p ∈ (6,∞), q ∈ (19/10, 2)∩ (2p/(p+ 1), 2) and Xγ := B
4−1/q−3/p
qp (0, l).
We start with a positive result on exponential stability for (5.4) of the trivial
solution ρ∗ = 0.
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Theorem 5.1. Let l > 0 be fixed. Then there is some δ = δ(l) > 0, such than when-
ever |κ∗| ∈ (0, δ) and ω1, ω2 ∈ (−∞, δ), the trivial equilibrium ρ∗ = 0 is normally
stable, that is:
(1) A has maximal Lp-regularity.
(2) The set of equilibria of (5.4) is the kernel of A, which has finite dimension
m ∈ N ∪ {0},m <∞.
(3) The eigenvalue zero is semi-simple, X0 = N(A)⊕R(A).
(4) The spectrum satisfies σ(−A)\{0} ⊂ C− := {z ∈ C : Re z < 0}.
In particular, ρ∗ = 0 is stable in Xγ and there is some δ1 > 0, such that if |ρ0|Xγ ≤ δ1
the unique solution to (5.4) with respect to the initial value ρ0 exists globally in time,
ρ ∈W 1p (R+;X0) ∩ Lp(R+;D(A)),
and converges to some equilibrium solution in Xγ at an exponential rate.
Proof. For any κ∗ constant we note that the term κ∗ρ is a compact perturbation
of ∂σ∂σρ in W
2−1/q
q (0, l), whence A has maximal Lp-regularity by a perturbation
argument, cf. [3]. Let us now characterize the kernel of A. Since the domain D(A)
compactly embeds into X0, the resolvent of A is compact. The spectrum then
consists solely of isolated eigenvalues of finite multiplicity. In particular, the kernel,
if it is nontrivial, has finite dimension m < ∞, cf. [12], [18], [19]. Pick some ρ ∈
D(A) such that Aρ = 0. Then the solution of the corresponding elliptic problem is
constant, hence ∂σ∂σρ + κ
2
∗ρ is constant. Therefore the kernel of A is given by the
solutions ρ of
∂σ∂σρ+ κ
2
∗ρ = c, on (0, l),
∂σρ(0) = −ω1ρ(0),
∂σρ(l) = ω2ρ(l),
where c is any constant c ∈ R. The next thing we show is that zero is semi-simple.
By Remark A.2.4 in [18] it suffices to prove that N(A2) = N(A). To this end pick
some ρ ∈ N(A2). Let ρ1 := Aρ. Then Aρ1 = 0 and hence ρ1 ∈ N(A) ∩R(A). Note
that then necessarily ρ1 is mean value free,
∫ l
0
ρ1 = 0. Since ρ1 also belongs to the
kernel of A,
∂σ∂σρ1 + κ
2
∗ρ1 = c1, on (0, l),
∂σρ1(0) = −ω1ρ1(0),
∂σρ1(l) = ω2ρ1(l),
(5.5)
for some constant c1. Note that c1 is determined by ρ1. Since ρ1 is mean value free,
we can test (5.5)1 with ρ1 to the result∫ l
0
∂σ∂σρ1ρ1 + κ
2
∗
∫ l
0
ρ1ρ1 = c1
∫ l
0
ρ1 = 0.
An integration by parts then gives
−
∫ l
0
|∂σρ1|
2 + κ2∗
∫ l
0
|ρ1|
2 + ω1ρ1(0)
2 + ω2ρ1(l)
2 = 0.
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Since ρ1 is mean value free, we can use Poincare´-Wirtinger inequality to find some
constant c0 = c0(l) > 0, such that
−c0|ρ1|
2
H1 + κ
2
∗|ρ1|
2
L2 + ω1ρ1(0)
2 + ω2ρ1(l)
2 ≥ 0.
In particular, if κ2∗ is sufficiently small and ω1, ω2 are negative or positive but small,
the second, third and fourth term may be absorbed by the first one and we obtain
−c˜0|ρ1|
2
H1 ≥ 0,
for some c˜0 > 0. Hence ρ1 = 0, which implies Aρ = ρ1 = 0 and ρ ∈ N(A). This
shows zero is a semi-simple eigenvalue.
Let us now consider the general eigenvalue problem λρ = −Aρ for some ρ ∈ D(A),
which reads as
λρ = −JnΣ∗ · ∇µK, on Σ∗,
µ|Σ∗ = ∂σ∂σρ+ κ
2
∗ρ, on Σ∗,
∆µ = 0, in Ω\Σ∗,
n∂Ω · ∇µ|∂Ω = 0, on ∂Ω\∂Σ∗,
∂σρ(0) = −ω1ρ(0),
∂σρ(l) = ω2ρ(l).
(5.6)
Testing (5.6)1 with ∂σ∂σρ + κ
2
∗ρ in L2 and invoking boundary and transmission
conditions gives
λ
[
|∂σρ|
2
L2 − κ
2
∗|ρ|
2
L2 − ω1ρ(0)
2 − ω2ρ(l)
2
]
+ |∇µ|2L2 = 0. (5.7)
If λ 6= 0, any eigenfunction ρ to an eigenvalue λ is necessarily mean value free,
whence again Poincare´-Wirtinger inequality gives that[
|∂σρ|
2
L2 − κ
2
∗|ρ|
2
L2 − ω1ρ(0)
2 − ω2ρ(l)
2
]
≥ 0,
provided |κ∗| ∈ [0, δ) and ω1, ω2 ∈ (−∞, δ) for δ > 0 sufficiently small. Equation
(5.7) then gives that λ is real and λ ≤ 0. Hence (3) follows. The generalized principle
of linearized stability of Pru¨ss, Simonett, and Zacher [24] then gives the result. 
Let us show instability results for the evolution equation (5.4).
Theorem 5.2. Let A,X0, Xγ , X1 be as above in (5.3).
(1) For fixed l > 0 and any small κ∗, there is some K = K(l, κ∗) > 0 such that
if ω1 = ω2 ≥ K, the trivial solution ρ∗ = 0 is unstable in Xγ.
(2) For fixed l > 0 and any ω1 = ω2 small, there is some K = K(l, ω1) > 0 such
that if κ2∗ ≥ K, the trivial solution ρ∗ = 0 is unstable in Xγ .
(3) For any κ∗ and ω1 = ω2 small, there is some K = K(κ∗, ω1) > 0 such that
if l ≥ K, the trivial solution ρ∗ = 0 is unstable in Xγ.
(4) In (2) and (3) the constant K is not too large to violate the geometric con-
dition between length and curvature of a circle (5.1), that means there are
(κ∗, l) fulfilling (2) or (3) which at the same time fulfil |κ∗|l < 2π.
In particular, in any of these cases, σ(−A) ∩ [ζ + iR] = ∅ and σ(−A) ∩ {z ∈ C :
Re z > ζ} 6= ∅ for some ζ ∈ R, ζ ≥ 0.
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Proof. By the compact embedding D(A) →֒→֒ X0 we know that A has a compact
resolvent. Hence the spectrum of A is isolated, consists only of eigenvalues and each
eigenvalue has finite multiplicity. Furthermore, any eigenvalue λ is real and satisfies
λ
[
|∂σρ|
2
L2 − κ
2
∗|ρ|
2
L2 − ω1ρ(0)
2 − ω2ρ(l)
2
]
+ |∇µ|2L2 = 0,
cf. (5.7), where µ = T0(∂σ∂σρ+ κ
2
∗ρ) and ρ is a corresponding eigenfunction to λ.
We now follow the lines of the proof of (2) in Theorem 4.2. For λ > 0 we can
rewrite the eigenvalue problem λρ = Aρ as
λρ−DMS(I − P0)Sρ = 0, (5.8)
where DMS is as before the corresponding Dirichlet-to-Neumann operator with in-
verse NMS = [DMS ]
−1, P0f the mean value of f , and Sρ := ∂σ∂σρ + κ
2
∗ρ with
domain D(S) := D(A). We can then extend the operators in a natural way and
rewrite (5.8) as
λNMSρ− (I − P0)Sρ = 0.
Define Bλ := λNMS − (I − P0)S with natural domain
D(Bλ) := H
2
2 (0, l) ∩ {ρ :
∫ l
0
ρ = 0, ∂σρ(0) = −ω1ρ(0), ∂σρ(l) = −ω1ρ(l)}.
Let us show that there is some λ0 > 0 such that Bλ is positive definite on L2,(0) for
all λ ≥ λ0. Since NMS is positive definite on L2,(0), cf. [25], and ρ is mean value
free,
(Bλρ|ρ)2 = λ(NMSρ|ρ)2 − ((I − P0)(∂σ∂σρ+ κ
2
∗ρ)|ρ)2
= λ(NMSρ|ρ)2 − (∂σ∂σρ+ κ
2
∗ρ|ρ)2
≥ λd0|ρ|
2
2 + |∂σρ|
2
2 − ω1ρ(0)
2 − ω2ρ(l)
2 − κ2∗|ρ|
2
2,
for some d0 > 0, for any ρ ∈ D(Bλ). Lemma 4.3 then gives that for any ω1, ω2, and
κ∗, the last three terms may be absorbed if λ ≥ λ0 for some λ0 = λ0(ω1, ω2, κ∗) > 0.
Hence Bλ is positive definite on L2,(0) for all λ ≥ λ0.
It remains to construct a function ρ¯ ∈ D(Bλ), such that (Bλρ¯|ρ¯)2 < 0, if λ > 0
is sufficiently small. Since λ(NMSρ|ρ)2 → 0 as λ → 0, it is enough to find some
ρ¯ ∈ D(Bλ) such that
|∂σ ρ¯|
2
2 − ω1ρ¯(0)
2 − ω2ρ¯(l)
2 − κ2∗|ρ¯|
2
2 < 0. (5.9)
We now want to find such ρ¯ in all three cases stated in the theorem. To this end
we start again with the prototype introduced in (4.15). Let ε1 > 0 small. Define
g¯ : [0, l]→ R, σ 7→ g¯(σ) by means of
g¯(σ) :=


1− ω1σ, σ ∈ [0, ε1],
1− ω1ε1 − (1− ω1ε1)(σ − ε1)/(l/2− ε1), σ ∈ [ε1, l/2],
−g(σ − l), σ ∈ [l/2, l].
Note that g¯(0) = 1, g¯(l) = −1, g¯ fulfils the boundary conditions, is mean value
free, and piecewise smooth and continuous, hence in H12 (0, l). We then explicitly
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calculate
|∂σg¯|
2
L2(0,l/2)
− ω1g¯(0)
2 − κ2∗|g¯|
2
L2(0,l/2)
=
= ε1ω
2
1 +
(1− ω1ε1)2
l/2− ε1
− ω1 − κ
2
∗
[
ε1
3
(3− 3ω1ε1 + ω
2
1ε1) +
1
6
(1− ω1ε1)
2(l − 2ε1)
]
.
Note that by symmetry it suffices to calculate the expressions on (0, l/2). We now
let formally ε1 → 0. The expression on the right hand side then converges to
2
l
− ω1 − κ
2
∗
l
6
. (5.10)
We now distinguish the three cases in the theorem.
(1) Here we fix l > 0 and κ∗. It is clear that there is some K > 0 such that
the expression in (5.10) gets strictly negative if ω1 ≥ K. It even holds that
2/l− ω1 − κ2∗l/6→ −∞ if ω1 →∞.
(2) Here we fix l > 0 and |ω1| small. Note that in this case there is a geometric
condition, |κ∗|l < 2π, so we can not choose |κ∗| arbitrarily large. However,
taking the limit as |κ∗| → 2π/l of (5.10), we obtain
lim
|κ∗|→2pi/l
[
2
l
− ω1 − κ
2
∗
l
6
]
=
2
l
[
1−
π2
3
]
− ω1 < 0,
provided |ω1| is small enough.
(3) In this case we fix κ∗ and |ω1| small. Again we have to fulfil the relation
|κ∗|l < 2π. Taking limits l → 2π/|κ∗|,
lim
l→2pi/|κ∗|
[
2
l
− ω1 − κ
2
∗
l
6
]
= |κ∗|
[
1
π
−
π
3
]
− ω1 < 0,
provided again |ω1| is small.
This way we now obtain the following result in all three cases: By choosing ε1 > 0
very small, we can construct g¯ as above such that the strict inequality (5.9) holds
true. Since g¯ is only H12 and not H
2
2 we need to approximate g¯ by a more regular
function ρ¯, which then belongs to the domain D(Bλ) and also fulfils the strict in-
equality (5.9). This then shows that (Bλρ¯|ρ¯)2 < 0 for some ρ¯ ∈ D(Bλ) if λ > 0 is
sufficiently small, whence Bλ is not positive definite for this small λ > 0. Following
the arguments of [30] we then obtain the existence of a positive eigenvalue.
The fact that then ρ∗ = 0 is unstable in Xγ follows from the generalized principle
of linearized stability, cf. [23]. 
6. summary on linearized stability and instability
In this section we shall summarize the results on linearized stability.
Σ∗Σ∗Σ∗
∂Ω∂Ω ∂Ω
Figure 3. κ∗ = 0. Exponential stability for all ω1, ω2 ≤ 0 regard-
less of L > 0.
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Σ∗ ∂Ω Σ∗ ∂Ω
Figure 4. κ∗ = 0 and fixed ω1 = ω2 > 0. Exponential stability for
small L > 0, instability for large L > 0.
Σ∗ ∂Ω Σ∗ ∂Ω
Figure 5. κ∗ = 0 and fixed L > 0. Exponential stability for small
ω1 = ω2 > 0, instability for large ω1 = ω2.
Σ∗
∂Ω
Σ∗
∂Ω
Figure 6. Fixed l > 0 and small κ∗ 6= 0. Exponential stability for
ω1, ω2 ≤ 0.
Σ∗
∂Ω
Σ∗
∂Ω
Figure 7. Fixed l > 0 and small κ∗ 6= 0. Exponential stability for
ω1, ω2 > 0 small. Instability for ω1, ω2 > 0 large.
7. Nonlinear stability
In this section we show a first nonlinear stability result for the case of a flat
stationary solution. We are concerned with the full transformed nonlinear problem
(2.1) for the height function, which reads as
∂th = −a(h)JnΓh · ∇hηK, on Σ,
η|Σ = K(h), on Σ,
∆hη = 0, in Ω\Σ,
nh∂Ω · ∇hη|∂Ω = 0, on ∂Ω,
nh∂Ω · nΓh = 0, on ∂Σ,
h|t=0 = h0, on Σ,
(7.1)
where a(h)(t) = a(h(t)), a(h(t)) depends smoothly on h(t), and a(0) = 1. For a
complete deduction of (7.1) we refer to [3].
We want to rewrite the full nonlinear system (7.1) as an abstract evolution equa-
tion in an Lp-setting. By the generalized principle of linearized stability [24] we then
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Σ∗
∂Ω
Σ∗
∂Ω
Figure 8. Fixed l > 0 and ω1, ω2 = 0. Exponential stability for
κ2∗ small. Instability for κ
2
∗ large.
Σ∗
∂Ω
Σ∗
∂Ω
Figure 9. Fixed κ∗ 6= 0 and ω1, ω2 = 0. Exponential stability for
l > 0 small. Instability for l > 0 large.
deduce nonlinear stability and convergence to an equilibrium solution at exponential
rate.
First we need to analyze the boundary condition (7.1)5. Since we work in two
space dimensions, the condition (7.1)5 can be rewritten as
n∂Ω(Θ˜(h(t)) ·Rτh = 0,
where Θ˜(h(t)) is defined by means of Θ˜(h(t))(x) := Θth(x), R is the rotation of
90 degrees counterclockwise, and τh is the tangent vector to the graph of h. In
particular,
τh(p) = ∂pX(p, h(p)) + ∂wX(p, h(p))∂ph(p), p ∈ Σ.
Clearly, Rτh is parallel to the unit normal nΓh . Then (7.1)5 is equivalent to
n∂Ω(Θ˜(h(t)) ·R∂pX(h(t)) + n∂Ω(Θ˜(h(t)) ·R∂wX(h(t))∂ph(t) = 0,
where we surpress the dependence of p ∈ Σ in the notation. To economize notation,
define
G(h(t)) := n∂Ω(Θ˜(h(t)) · R∂pX(h(t)), H(h(t)) := n∂Ω(Θ˜(h(t)) ·R∂wX(h(t)).
Note that by properties of the curvilinear coordinate system X ,
G,H ∈ C∞(Xj ;R), j ∈ {0, γ, 1}, G(0) = 0, G
′(0) = 0, |H(0)| = 1, on ∂Σ.
Since we are interested in stability properties around h = 0, we can assume that
|h|Xγ ≤ δ1 for some uniform δ1 > 0 such that |H(h)| ≥ 1/2 for all |h|Xγ ≤ δ1.
Therefore we can define
G(h) := −
G(h)
H(h)
, h ∈ Xγ , |h|Xγ ≤ δ1.
Then G ∈ C∞(Xj ;R), j ∈ {0, γ}, G is also quadratic in zero, and the semilinear
boundary condition
∂ph(t) = G(h(t)), on ∂Σ,
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is equivalent to (7.1)5, for |h|Xγ ≤ δ1.
Let us introduce notation. Define the operator C by means of
C(h)[g] := −a(h)JnΓh · ∇hgK.
We remark that in particular C(0)[g] = −JnΣ · ∇gK. Denote by T fg the unique
solution of the two-phase elliptic problem
η|Σ = g, on Σ,
∆fη = 0, in Ω\Σ,
nf∂Ω · ∇fη|∂Ω = 0, on ∂Ω,
cf. Appendix A in [3]. Furthermore, define the boundary operator B by means of
Bg := ∂pg. Then (7.1) can be rewritten as
∂th(t) = −C(h(t))[T
h(t)K(h(t))], on Σ, t > 0,
Bh(t) = G(h(t)), on ∂Σ, t > 0,
h(0) = h0, on Σ, t = 0.
(7.2)
Let O be a sufficiently small neighbourhood of zero in Xγ . Then we can decompose
K(h) = P (h)h+Q(h), h ∈ O ∩X1,
where P ∈ C1(O;B(X1;W
2−1/q
q (Σ))), Q ∈ C1(O;W
2−1/q
q (Σ)), cf. [3], [13]. Fur-
thermore, since Σ is flat, P (0) = ∆Σ, the derivative of K at point zero is given by
[h 7→ ∆Σh], cf. Lemma 6.1 in [3], and Q is quadratic in zero.
Define now the operator A by means of A(h) := C(h)T hP (h). Then (7.2) is
equivalent to the evolutionary problem
∂th(t) +A(h(t))h(t) = F (h(t)), on Σ, t > 0,
Bh(t) = G(h(t)), on ∂Σ, t > 0,
h(0) = h0, on Σ, t = 0,
(7.3)
where F (h) := −C(h)T hQ(h). In particular, let us note that
A ∈ C1(O;B(X1;X0)), F ∈ C
1(O;X0), (7.4)
cf. [3], [13]. We now want to apply the generalized principle of linearized stability [24]
to problem (7.3). To this end we need to rewrite (7.3) as a single local-in-time
evolution equation for h, cf. [4].
Recall that the trace space is given by Xγ = B
4−1/q−3/p
qp (Σ). Let E be the
corresponding extension operator to B in space, satisfying
Eg ∈ Xγ , BEg = g, on ∂Σ, Eg = 0, on ∂Σ.
Recall that in two space dimensions, ∂Σ only consists of two isolated points. Hav-
ing this operator at hand, we define h˜(t) := EG(h(t)), which is a function in
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C0([0, T ];Xγ). Set v := h− h˜. Then we can rewrite (7.3) as
∂tv(t) +A(v(t) + h˜(t))v(t) = F (v(t) + h˜(t))− ∂th˜(t)
−A(v(t) + h˜(t))h˜(t), on Σ, t > 0,
Bv(t) = 0, on ∂Σ, t > 0,
v(0) = v0 := h0 − h˜(0), on Σ, t = 0.
Now,
h˜(t) = EG(h(t)) = EG(v(t) + h˜(t)) = EG(v(t)),
since h˜ vanishes on the boundary ∂Σ. Therefore (7.3) can be recast as
∂tv(t) + A˜(v(t))[v(t)] = F˜ (v(t)), on Σ, t > 0,
B[v(t)] = 0, on ∂Σ, t > 0,
v(0) = v0, on Σ, t = 0,
(7.5)
where
A˜(v)v := A(v + EG(v))v,
F˜ (v) := F (v + EG(v)) −A(v + EG(v))[EG(v)]
− E(G′(v + EG(v))[F (v) − A(v)v]),
and v0 := h0 − EG(h0).
It is then clear that the linear boundary condition (7.5)2 can be absorbed into
the domain of the operator. Indeed, define A˜B ∈ C1(O;B(X1;X0)) by means of
A˜B(f)[g] := A˜(f)[g], where the domain of the linear operator A˜B(f) is given by
D(A˜B(f)) := X1 ∩ {g ∈ X1 : Bg = 0}.
Then (7.3) is finally equivalent to the abstract evolution problem
∂tv(t) + A˜B(v(t))[v(t)] = F˜ (v(t)), t > 0, v(0) = v0, (7.6)
whenever v(t) ∈ O for t > 0.
We shall now analyse the transform in dependent variables [h 7→ v], given by
v(h) := (I − EG)(h) = (I + EG)−1(h). (7.7)
Lemma 7.1. There is a small neighbourhood O′ around zero in Xγ, such that
[h 7→ v] is bijective. This bijection maps zero to zero and is also a local isomorphism
around zero between the equilibrium sets of the equations for h and v, corresponding
to the equations (7.3) and (7.6), respectively.
Proof. By (7.7), the operator [h 7→ (I − EG)h] is invertible as a mapping from Xγ
to Xγ . Furthermore, it maps zero to itself.
Pick some v in the equilbrium set of (7.6). Then Bv = 0 and A˜(v)v = F˜ (v).
Hence
A(v + EG(v))[v + EG(v)] = F (v + EG(v)) − E(G′(v + EG(v))[F (v) −A(v)v]).
Define ρ := v + EGv. Then, since EGv vanishes on the boundary ∂Σ,
A(ρ)ρ− F (ρ) = −E(G′(ρ)[F (ρ) −A(ρ)ρ]). (7.8)
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Now ρ is small whenever v is small, hence I + EG′(ρ) is a bounded, linear, and
invertible operator if v is small in Xγ-norm. Hence (7.8) implies ρ satisfies A(ρ)ρ =
F (ρ). Since Bv = 0, we have Bρ = G(ρ). This shows that ρ is a stationary solution
to (7.3). The proof is complete. 
The next theorem states conditions in which the set of equilibria Eh is a one-
dimensional C1-manifold in X1, at least locally around zero. In such a case we can
parametrize Eh over the kernel of the linearization, again at least locally around zero.
We refer to [14] and [15] for similiar considerations regarding surface diffusion flow.
Theorem 7.2. Let p ∈ (6,∞), q ∈ (19/10, 2) ∩ (2p/(p + 1), 2), and v∗ = 0. Let
Xc := Xγ ∩ {u : u = const.},
X0γ := Xγ ∩ {u :
∫
Σ
udx = 0},
and
Z := Z1 × R× R, Z1 := B
2−1/q−3/p
qp (Σ) ∩ {u :
∫
Σ
udx = 0}.
Define the functional I∗ : X
0
γ → R by
I∗(u) :=
∫
Σ
|∂xu|
2dx− ω+|u(L)|
2 − ω−|u(0)|
2,
and the nonlinear function F : Xc ×X0γ → Z by means of
F (m,u) :=
(
κ(Γ)−
1
|Γ|
∫
Γ
κ(Γ),∠(∂Ω,Γ)+ − π/2,∠(∂Ω,Γ)− − π/2
)
.
Hereby, Γ denotes the curve parametrized by m+ u ∈ Xγ, κ(Γ) the curvature com-
puted for that curve, and ∠(∂Ω,Γ)± denote the angles of Γ with the outer boundary
at the two contact points, whereby + refers to the right contact point x = L.
Assume that I∗ is positive on X
0
γ , that is, I∗(u) ≥ 0 for all u ∈ X
0
γ and I∗(u) = 0,
if and only if u = 0.
Then DuF (0, 0) is invertible, and there exists a small neighbourhood Uc of zero in
Xc, such that the set of of solutions to F (m,u) = 0 with m ∈ Uc can be parametrized
by a C1-function u ∈ C1(Uc;X0γ), that is, F (m,u) = 0, m ∈ Uc, if and only if
u = u(m).
Proof. Note that F (0, 0) = 0. As in Theorem 5.2 in [15] we see that the derivative
at zero is given by
DuF (0, 0)v = (∂x∂xv − P0∂x∂xv, (∂x + ω+)v(L), (∂x − ω−)v(0)), v ∈ X˚γ .
Here, P0u :=
1
|Σ|
∫
Σ
udx denotes the mean value of u ∈ L2(Σ). We now show that
DuF (0, 0) ∈ B(X0γ ;Z) is invertible. For given g = (g1, g2, g3) ∈ Z we first reduce to
the case g = (g1, 0, 0) by solving auxiliary problems first. Define the linear operator
A0 : D(A0) ⊂ X0γ → Z1 by means of A0v := ∂x∂xv − P0∂x∂xv, with domain
D(A0) := X
0
γ ∩ {v : (∂x + ω+)v(L) = (∂x − ω−)v(0) = 0}. (7.9)
It is now enough to show that A0 ∈ B(D(A0);Z1) is invertible. Since the embedding
D(A0) →֒ Z1 is compact, the resolvent of A0 is compact and the spectrum of A0 only
consists of isolated eigenvalues. Consider some eigenvalue λ ∈ C with corresponding
STABILITY ANALYSIS FOR MULLINS-SEKERKA WITH 90◦ ANGLE 23
eigenfunction u ∈ D(A0). Testing the resolvent equation λu = A0u with u in L2(Σ),
we obtain
λ|u|22 =
∫ L
0
(∂x∂xu)u¯dx−
1
L
∫ L
0
∂x∂xudx
∫ L
0
u¯dx =
∫ L
0
(∂x∂xu)u¯dx,
since u is mean value free. By an integration by parts invoking the boundary con-
ditions of (7.9) we see
λ|u|22 = −
∫ L
0
|∂xu|
2dx+ ω+|u(L)|
2 + ω−|u(0)|
2 = −I∗(u).
Since I∗ is positive on X
0
γ , λ is real and strictly less than zero, provided u 6= 0.
Hence zero belongs to the resolvent set of A0. The rest of the claim now follows
from the implicit function theorem, cf. [15], [31]. 
∂Ω
Σ∗
Γm+u(m)
Figure 10. Parametrization by [m 7→ m+ u(m)] in Theorem 7.2.
Remark 7.3. For situations in which I∗ is positive on X
0
γ , we refer to the arguments
of Section 4.1.
We now apply the generalized principle of linearized stability [24] to the nonlinear
evolution problem (7.6).
Theorem 7.4. Let p ∈ (6,∞), q ∈ (19/10, 2) ∩ (2p/(p + 1), 2), v∗ = 0, and I∗
positive on X0γ . Let Ev be the set of equilibrium solutions to (7.6) and U ⊂ Xγ
a sufficiently small neighbourhood of zero in Xγ. Then we have that (A˜B, F˜ ) ∈
C1(U ;B(X1;X0) × X0) and A˜B(v∗) has maximal Lp-regularity with respect to X0.
Set A0 := A˜B(0), the linearization at v∗. Then v∗ = 0 is normally stable, that is,
(1) near v∗ = 0, the set of equilibria Ev is a C1-manifold in X1 of dimension 1,
(2) the tangent space of Ev at v∗ = 0 is isomorphic to the kernel of A0,
(3) zero is a semi-simple eigenvalue of A0,
(4) the spectrum σ(A0) satisfies σ(A0)\{0} ⊂ C+ := {Re > 0}.
In particular, v∗ = 0 is stable in Xγ and there exists some δ > 0, such that the
unique solution v to the initial value v0 ∈ Xγ with |v0|Xγ ≤ δ exists on the half line,
v ∈ W 1p (R+;X0) ∩ Lp(R+;D(A˜B)), (7.10)
and v(t) converges to some v∞ ∈ Ev in Xγ at an exponential rate as t→∞.
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Remark 7.5. Note that the solution v in (7.10) naturally satisfies Bv(t) = 0 for all
t ∈ R+.
Proof. Let U ⊂ Xγ be a sufficiently small neighbourhood of zero in Xγ . Then by
(7.4), (A˜B, F˜ ) ∈ C1(U ;B(X1;X0) × X0). We have already shown (3) and (4) and
that A0 has maximal regularity. Let us show (1) and (2).
Note that Theorem 7.2 gives a characterization of the equilibrium set Eh around
zero. Indeed, the function u of Theorem 7.2 induces a C1-parametrization of Eh,
locally around zero, over a one-dimensional parameter family. Moreover, u(0) = 0.
Note that we have already shown that the kernel of A0 consists of a one-parameter
family of parabolas, whence we can, at least locally around zero, parametrize Ev over
the kernel of A0.
The rest of the claim follows from [24]. 
We then obtain a result for the solution h of (7.3) in a natural way.
Theorem 7.6. The trivial equilibrium h∗ = 0 of (7.3) is stable in Xγ, and there
exists some δ1 > 0, such that the unique solution h to the initial value h0 ∈ Xγ with
|h0|Xγ ≤ δ1 exists on the half line R+, and h(t) converges to some h∞ ∈ Eh in Xγ
at an exponential rate as t→∞.
Proof. This is a direct combination of Theorem 7.4 together with Lemma 7.1. 
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