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A bstract
Promising new directions have been opened up for content-based visual retrieval in recent 
years. Object-based retrieval which allows users to manipulate video objects as part of 
their searching and browsing interaction, is one of these. It is the purpose of this thesis to 
constitute itself as a part of a larger stream of research that investigates visual objects as a 
possible approach to advancing the use of semantics in content-based visual retrieval
The notion of using objects in video retrieval has been seen as desirable for some years, but 
only very recently has technology started to allow even very basic object-location functions 
on video. The main hurdles to greater use of objects in video retrieval are the overhead of 
object segmentation on large amounts of video and the issue of whether objects can actually 
be used efficiently for multimedia retrieval. Despite this, there are already some examples 
of work which supports retrieval based on video objects.
This thesis investigates an object-based approach to content-based visual retrieval. The 
main research contributions of this work are a study of shot boundary detection on com­
pressed domain video where a fast detection approach is proposed and evaluated, and a 
study on the use of objects in interactive image retrieval. An object-based retrieval frame­
work is developed in order to investigate object-based retrieval on a corpus of natural image 
and video. This framework contains the entire processing chain required to analyse, index 
and interactively retrieve images and video via object-to-object matching. The experimen­
tal results indicate that object-based searching consistently outperforms image-based search 
using low-level features. This result goes some way towards validating the approach of al­
lowing users to select objects as a basis for searching video archives when the information 
need dictates it as appropriate.
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1. Introduction
C hapter 1
Introduction
Information technology has a vast impact on human society. New technologies for commu­
nication and information sharing shape novel ways for human creativity and interaction. 
This trend is likely to continue over future decades since what we see nowadays is just its 
embryonic stages. Nowadays digital video is one of the areas which attracts the spotlight 
when information sharing conies in discussion and in this dissertation we focus on accessing 
information stored under digital video format.
1 . 1  C hallenges of v isu a l co n ten t re tr iev a l
Until a few years ago the content on the Internet was predominantly textual information, 
however, recently the amount of visual data, in all its forms, is expanding at an amazing 
rate. While it is not expected that visual data will ever supersede textual information, 
at least in terms of number of documents, the opportunities and challenges raised by this 
fast-growing visual content cannot be ignored.
Today digital video is the focus of much debate in particular over aspects related to sharing 
and copyright management of video content. However, beside these aspects which regularly 
feature in the news broadcasts, there are many other issues related to the management of 
video content, hardly ever known to the wider public.
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Many Internet users experiencing the efficiency and reliability provided by web search en­
gines such as Google would find it puzzling that current visual retrieval performance is 
very poor in comparison to text retrieval. Indeed, text-based search engines have proved 
invaluable tools in navigating the Web. However, when it comes to searching for visual or 
audio content results seldom match expectations.
Text documents contain semantic information in a pure form, often organised into a clear 
and rigorous structure. Within this structure there are well-defined markers such as punc­
tuation marks, interword spaces and typographical marks, which unambiguously delimit 
the semantic units (i.e. words). Stop words, stemming and dictionaries further improve 
indexing making the implementation of basic text search and retrieval a straightforward 
statistical problem. In fact, considering all the above-mentioned factors it comes as a sur­
prise that text retrieval does not successfully perform yet at the semantic level.
Visual documents reflect semantic information but the information is not organised into a 
semantic structure. Moreover, in the case of video, beyond the level of frame and sequence 
of frames, the structure is largely variable and sometimes ambiguous. From a text retrieval 
perspective visual content looks like a surreal book where all punctuation marks, spaces and 
interword spaces and typographical marks have been removed, and the letters (equivalent 
to the pixels) are conglomerated all together. Nevertheless, the paragraphs (equivalent to 
the frames) are clearly delimited. Ironically, in the case of video, humans do not notice the 
paragraphs markers but can clearly decipher the words (objects appearing in the frames). 
This is exactly contrary to what a reader of our hypothetical book would experience, who 
would face a tenfold more complex challenge than Champollion by trying to structure foreign 
text (the reader has no knowledge about the book or how to separate it into words) without 
a lexicon of terms.
Imagine the custodian of a vast library containing a few millions of such surreal volumes 
being asked to recommend a few books on the same topic as a given one. This is the 
challenge faced by content-based visual information retrieval systems. The parallel drawn 
here between textual and visual media is somehow forced and inaccurate since each of these 
media have specific attributes and formats which do not equate each other, however it gives 
an intuitive understanding 011 the complexity of visual retrieval. The discussion in this thesis 
focuses on object-based retrieval as a modality to incorporate semantics into content-based 
visual retrieval.
2
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1 . 2  O b j e c t i v e s  o f  t h i s  r e s e a r c h
The first objective of this thesis is to place in context the investigation carried out here. 
To achieve this objective, an overview of content-based visual retrieval is first presented. 
The low-level visual descriptors that form the core of indexing and matching are then intro­
duced. Although, low-level features can be automatically extracted from the content they 
are largely disconnected from the semantic concepts intuitive to the user. Image segmenta­
tion is introduced as an approach to organising visual descriptors into semantic structures, 
namely objects, which are afterwards used in the retrieval process. The background review 
ends with an overview of relevance feedback.
The second objective is to investigate an object-based approach to content-based visual 
retrieval. The approach incorporates a novel relevance feedback mechanism. A object- 
based retrieval framework is developed by the author in order to experimentally validate 
the proposed approach. This framework contains the entire processing chain required to 
analyse, index and interactively retrieve images and video via object-to-object matching. A 
set of experiments are carried out to illustrate its performance.
An implicit objective of any research work is to indicate directions for further research. The 
final objective of this thesis is to consider the proposed approach and to present possibilities 
for improvement.
1 . 3  S t r u c t u r e  o f  t h i s  t h e s i s
The structure of this thesis is as follows. The next chapter gives an overview of content- 
based visual information retrieval. It covers aspects specific to image and video retrieval. 
First, issues such as search, browsing and user interaction are summarised. Then the role 
played by visual features such as colour, texture and shape are briefly reviewed. The use of 
objects in retrieval is discussed in reference to previous work done in the field. The chapter 
also presents aspects related to the evaluation of retrieval systems and a brief overview of 
a few well known content based image and video retrieval systems.
The third chapter details the commonly used visual content descriptors for image and video. 
It covers the descriptors associated with colour, shape and texture features. A section of
3
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this chapter is dedicated to the MPEG-7 descriptors. The similarity measures frequently 
used in computing features are then introduced. The chapter ends with a presentation on 
video sequence segmentation, which is the starting point in any video analysis process.
Image segmentation as an approach to organising visual descriptors into semantic structures 
is introduced in chapter four. This chapter provides a review of segmentation covering the 
main techniques reported in the research literature and issues related to the evaluation 
of segmentation output. The problem of semantic segmentation is also discussed from an 
interactive perspective.
An overview of relevance feedback is given in chapter five. It covers the general principle 
and also aspects specific to the use of relevance feedback mechanisms in content-based 
image and video retrieval. The presentation focuses on utilisation scenarios, data models 
and selection strategies in the feedback process. The evaluation of retrieval with relevance 
feedback is also described in this chapter.
The sixth chapter describes an approach to using semantic objects in content-based vi­
sual retrieval. A framework based on this approach is implemented and discussed. This 
framework contains the entire processing chain required to analyse, index and interactively 
retrieve images and video via object-to-object matching. Relevance feedback is employed 
to drive the query updating process.
The empirical investigation carried out on the proposed framework is presented in chapter 
seven. Two experiments have been designed for this purpose. The first experiment attempts 
to investigate the usability of semantic objects in content based retrieval by involving real- 
users on a set of retrieval tasks, while the second experiment targets evaluating the retrieval 
performance of the proposed framework by using an expert user.
The final chapter reviews the conclusions of this thesis and suggests directions for future 
research. The benefits and limitations of object-based approaches to retrieval of visual 
content are also discussed.
4
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Chapter 2
Content based visual information 
retrieval
Although today much video data is produced in analog form there is an increasing trend in 
moving to digital format. The digital format holds a powerful advantage allowing fast and 
reliable processing of video data, the core enabling technology for content based retrieval 
of video. Content based retrieval holds the key to searchable video databases which in 
future will help users locate content of interest based on rich visual, audio and text cues. 
Ideally content based retrieval technology will allow computers to automatically annotate, 
summarise and retrieve clips by interpreting the semantic content of the video and matching 
this against user information needs.
2 . 1  I n t r o d u c t i o n
Digital technologies have dramatically increased the amount of multimedia content pro­
duced nowadays. The extensive amount of multimedia data available raises challenges for 
managing vast quantities of content. The need for efficient storage and retrieval of visual 
content has been recognised more than a decade ago [1],
Content based visual information retrieval (CBVIR) describes the process of retrieving 
images or video from a large collection on the basis of visual features, such as colour, shape
5
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and texture, that are directly extracted from the image or video content. Although metadata 
information such as keywords from manual annotation or structural information like title, 
duration, recording format, etc, is sometimes used in conjunction with content features the 
general understanding of the term excludes image retrieval based on such annotation.
Although image retrieval by textual annotations can be easily implemented using existing 
search technology, this requires humans to annotate every image or video clip in a database, 
a scenario obviously impractical for large amounts of content. Another drawback with 
textual annotation derives from the possible confusing use of synonyms. These inherent 
limitations of metadata-based systems have stimulated a growing interest in CBVIR. The 
extent of the CBVIR potential today and the directions for its future evolution is discussed 
below.
The aim of content based visual information retrieval is to develop new algorithms, tech­
niques and interfaces that could improve users access to image and video collections. Access 
to a video collection is defined by the effectiveness and efficiency of a retrieval system in 
supporting users in their searches for content of interest. User satisfaction in interacting 
with the retrieval system is also an important aspect of retrieval. The focus of this thesis is 
on general ad hoc retrieval by a hypothetical professional user performing visual queries on 
a video and image archive. This chapter covers the state-of-the-art in content based image 
and video retrieval with particular emphasis on the aspects related to the architecture of a 
retrieval system. However, we present here only a top level overview of a CBVIR system, 
the detailed description of the low-level features, similarity measures and relevance feedback 
strategies mentioned in this chapter being presented elsewhere in the thesis.
Content based image and video retrieval derives from early computer vision research focused 
on developing feature based similarity models for images and video [2, 3]. While image 
features and similarity models are derived from computer vision, the retrieval models and 
evaluation methodology come from the information retrieval field [4], Initial research efforts 
aimed at improving the feature similarity search over images. Influential retrieval systems 
developed in the early years of retrieval include: QBIC [5], Virage [6], Pliotobook [7], 
VisalSEEk and WebSEEk [8, 9], Netra [10], MARS [11], Informedia [12], and ANSES [13].
Feature based similarity search engines proved useful for contexts where basic features such 
as colour or texture can be directly used for querying [1], some of the most successful 
applications being trademark searching [14] and detection of objectionable content [15].
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However it became clear that feature based similarity search is not user-friendly and could 
not be used effectively by inexperienced users. This is a general problem termed “the 
semantic gap” between the easily computable low level content-based media features and 
the high level concepts intuitive to the user. Approaches based on relevance feedback [16] 
attempt to derive semantics by continuous feedback from the user. Concept identification, 
the most common being the human face [17, 18] is another avenue to introducing semantics 
into video retrieval.
The reminder of this chapter is organised as follows. The next section introduces aspects 
related to retrieval of video data. Some characteristics of visual information retrieval are 
presented in Section 2.3. The visual features commonly used in content-based image and 
video retrieval are briefly described in Section 2.4. A more detailed presentation of these 
features can be found in Chapter 3. Section 2.5 introduces the concept of object based- 
retrieval, which is the topic of this thesis. Evaluation of visual retrieval is presented in 
Section 2.6 followed by a selective list of CBVIR systems in Section 2.7. The chapter 
concludes in Section 2.8 with a discussion on the retrieval of visual information.
2 . 2  V i d e o  r e t r i e v a l
Video is a linear medium made of a sequence of frames that can be logically organised into 
shots, which are defined as the contiguous set of frames taken by a single uninterrupted 
camera over time. Shots can be further grouped into logical or semantic units termed 
scenes. Higher levels of abstraction can be built by organising shots or scenes into a thread 
of narration such as a storyline. Various other forms of organisation can be imagined, but 
not all of them may have a meaningful structure.
Robust shot boundary detection is the entry point of any video processing system. Uncom­
pressed and compressed domain approaches have been proposed most commonly based on 
computing the distance between colour histograms corresponding to consecutive frames in 
a video [5, 19, 20]. An alternative approach exploiting the motion within video [21] proved 
good results and also allowed classification of the video shots into categories such as zoom- 
in, zoom-out, pan. Recent research work focuses on detection and classification of gradual 
transitions [22].
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There is currently a sustained research interest directed towards automatic grouping of 
shots into scenes and further into storylines, however this is proving quite challenging apart 
from few a well-structured domains. Distinct successes have been recorded in the analysis 
of the TV news genre [23] which follows a particularly well-defined structure. The temporal 
segmentation of other types of less constrained video is more problematic.
Once shot boundaries are detected in the video the next step is the selection of representative 
keyframes for each shot. Keyframes are intended to provide for users an intuitive visual 
description and pointers to the content, and also can be used as a computationally less 
expensive way of data reduction in the processing tasks. Although attempts to develop 
sophisticated algorithms for keyframe determination have been researched and some proved 
successful, there is no definitive technique of selecting appropriate keyframes. The most 
common approach taken in practice is the selection of a frame close to the middle of the 
shot.
Other primitives apart from shot boundaries and keyframes can be computed and used in 
the indexing and retrieval of video data. These primitive include [24]: speech recognition, 
audio discrimination between speech and music, speaker segmentation, camera and object 
motion, slow motion detection in sports action replays, face recognition, text overlay, scene 
characterisation such as indoor/outdoor classification. However, throughout this thesis we 
focus only on low-level visual features and other types of features are mentioned for the 
sake of completeness.
Generally video retrieval is done at the level of image-to-image and sometimes at shot-to- 
shot matching. Image-to-image matching has the advantage of relying on well investigated 
techniques from still image retrieval. There is still a largely untapped potential in shot-to- 
shot matching based on other features such as camera and object movement although this 
is not feasible on large scale collections [24], However, apart from specific features available 
only in video, visual retrieval shares similar characteristics and similar processing flows for 
both image and video data.
2 . C o n t e n t  b a s e d  v i s u a l  i n f o r m a t i o n  r e t r i e v a l
2 . 3  C h a r a c t e r i s t i c s  o f  c o n t e n t  b a s e d  v i s u a l  i n f o r m a t i o n  r e ­
t r i e v a l
Digitized images consist purely of arrays of pixel intensities, with no inherent meaning, 
and in this sense image databases are essentially unstructured collections of documents. 
Therefore one of the key issues with image and video retrieval is the need to extract structure 
from the raw data such as recognising the presence of particular shapes, texture or colours. 
This is not the case in the retrieval of textual information where the raw material has 
already been structured by the author [25].
Since the goal of CBVIR is to facilitate efficient user access to multimedia, cataloging and 
indexing of data depends on the information needs of the users. Access to content from a 
multimedia repository might involve searching for an image or video clip depicting a specific 
object or scene, or evoking a particular mood, or containing a specific texture or pattern. 
The content users target in their searches was categorised in [26] as follows:
O a particular combination of colour, texture or shape features (e.g. sky, grass) 
o an object or arrangement of specific objects (e.g. chairs around a table) 
o a particular type of event (e.g. news conference)
o of named individuals, locations, or events (e.g. the president’s visit abroad) 
o subjective emotions one might associate with the content (e.g. surprise) 
o metadata such as who created the content, where and when or what it represents.
According to their capabilities of retrieving specific content attributes, CBVIR systems can 
be classified into three levels of increasing complexity [26]:
o Level 1, characterised by retrieval based on primitive features such as colour, texture, 
shape or the spatial location of image elements. Generally, this level of retrieval is 
suited to querying by example (i.e. “find more pictures like this”).
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O Level 2, which requires some degree of logical inference about the content such as spe­
cific objects or events. Prior knowledge regarding the structure of features associated 
with a given individual object or event is necessary in order for the system to perform 
retrieval tasks of this level. According to [27] most user searches fall within this level 
of retrieval.
o Level 3, defines retrieval by abstract attributes specific to high-level reasoning such 
as, named events and activities, or subjective emotions associated with the content. 
The link between the visual content and abstract concepts relies on complex reasoning 
and subjective judgement.
The above introduced classification is useful in illustrating the strengths and limitations of 
different retrieval techniques. As pointed out by many authors there is a gap between levels 
1 and 2 of retrieval, termed in the research literature as, the semantic gap. This gap is not 
exclusive to CBVIR but present in any type of processing that aims at emulating human 
reasoning capabilities.
In the early years of visual retrieval, images were the main data form of retrieval. Recently, 
video has become an important medium of retrieval and poses its own challenges due to its 
additional complexity and volume of data. Video data brings additional primitive features, 
such as those related to motion and sound. However video indexing demands comparably 
more complex computational resources than image processing. Inside a video sequence 
the presentation is organised into a number of distinct scenes, each of which can be further 
broken down into individual shots depicting a single view, conversation or action. A common 
way of organising video for retrieval is into storyboards of still images, termed keyframes, 
representing each scene. Another modality, described sometimes as video skimming, consists 
of replacing keyframes with short clips each capturing the essentials of a video sequence [28].
In the context of the aforementioned retrieval classification, video features enhance the 
descriptive ability of the query. For level 1, queries can include motion additional to image 
features such as colour, texture or shape, while on level 2 can describe types of actions. 
However the difference between video and still image queries is insignificant at level 3 of 
retrieval. Other cues which it is possible to exploit in the retrieval of video are the soundtrack 
and text when they appear in the sequence.
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2.3.1 V isual search
Since in information retrieval the process of query formulation and document matching is 
inherently inaccurate the result of a search is not a unique and exact match, but a list of 
candidate documents which satisfy, at least partially, the constraints of a given query. The 
ultimate goal of a search is to minimise the number of such candidates without omitting 
items of interest.
The information utilised in the search is embedded into the video content itself, thus in 
order to make the search possible this information needs to be extracted. The extraction 
process can be automatic, manual or a combination of both. Machines can easily handle 
large amounts of data but unfortunately lack the capacity of determining semantic notions 
into the data. Therefore, most extraction tasks involve some sort of human interaction.
Although it does not involve visual attributes, text based filtering, where available, can 
help in reducing the search space before engaging retrieval on the visual features. Textual 
descriptions associated with the visual content can filter out irrelevant documents, include 
potential relevant document in the search, and/or direct users towards a successful search 
strategy. Other non-visual attributes derived from the content, such as the number of 
frames in the video sequence or number of shots can also provide useful information during 
the search.
Query by image content is one of the most popular approaches to query formulation [1]. 
Queries are formulated by using sample images or videos, rough sketches or component 
features of images (outline of objects, colour, texture, shape, etc). The data flow of query- 
by-content is illustrated in Figure 2.1.
Another approach is iconic search, where icons represent real-world objects or entities (e.g. 
textures, shapes) [29]. The icons are arranged into relational or hierarchical classes and 
queries are formulated by selecting the appropriate icons. However, iconic queries tend to 
have a rigid structure since only the icons provided can be utilised.
2.3.2 Visual browsing
The result of a search is a list of candidate images and/or video clips. The presentation of 
video results should represent a summary of the video’s content, such that a user can quickly
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Figure 2.1: Query by example data-flow scheme, as depicted in [1]
understand the content and browse through the list without actually playing each video clip. 
Keyframes are the most common summarisation technique for video content [30]. However, 
summaries are dependant on the video category, a good summary of a soccer match requires 
a different summarisation approach than a movie summary. Therefore, different forms of 
visual summaries are required for different video categories.
Navigation based searching [25, 31, 32] is an alternative and sometimes a complementary 
approach to query-by-content. This approach is well suited for a scenario where a user’s 
information need (i.e. a specific query) develops in the course of and as a result of the 
interaction with the image collection. The crucial aspect is to organise the content into a 
browsable structure, which is particularly challenging for dynamic collections.
2.3.3 User interaction in retrieval
Perhaps the most critical aspect of any retrieval system is the ability to effectively support 
users in expressing their search needs accurately and easily. The most appealing paradigm 
in visual query formulation is query-by- example, which provides a sample of the desired 
output the system should retrieve. However, an image example is not always easily available 
to the user. In alternative query formulation approaches, users can select from a catalogue
1 2
2 . C o n t e n t  b a s e d  v i s u a l  i n f o r m a t i o n  r e t r i e v a l
[5] of colours, texture and shapes, or by sketching the desired object on the screen [26]. 
However these methods prove cumbersome and generally largely ineffective.
User interaction is particulary useful in refining the search through the relevance feedback 
mechanism. Through this mechanism the system updates the parameter space, feature 
space or classification space to reflect the relevant and irrelevant examples provided by the 
user. Although users may not always formulate queries that accurately reflect their search 
needs, they can normally judge whether the results returned by the system match their 
interests. The simplest relevance feedback method introduced in [33] attempts to move the 
query vector toward relevant examples and away from the irrelevant ones. An overview of 
relevance feedback is provided in Chapter 5.
User interaction is not limited to relevance feedback. Interaction is especially demanded in 
the context of high-level feature extraction, usually related to abstract semantic concepts, 
which typically require fully manual or at least semi-automatic extraction. As well, various 
other parameters can be explicitly or implicitly selected by the user by other means than 
providing feedback through image examples.
Interaction is supported through graphical user interfaces. Designing interfaces for visual 
retrieval is a complex task. Particularly sensitive aspects of design are related to stimulating 
and collecting feedback from users and displaying the retrieved output. Various interfaces 
for search and browsing of video have been proposed in the literature supporting different 
interactions modes, content genre and hardware devices [34, 35]
2 . 4  V i s u a l  f e a t u r e s :  c o l o r ,  s h a p e ,  a n d  t e x t u r e
Visual content can be modeled as a hierarchy of abstractions [36], where the raw pixels 
are the base level. On the next level groups of pixels define features such as edges, lines, 
colour and texture regions. These layers can be are further combined into objects and 
attributes, until reaching the highest level which defines human concepts based on objects 
and relationships among them. Although automatic detection of low-level features is achiev­
able most objects, attribute values and high-level concepts cannot be extracted accurately 
by automatic methods. Semi-automatic methods and textual annotations are required in 
such cases. In the following we briefly introduce the visual features used in content based 
retrieval. A detailed presentation of these descriptors is given in Chapter 3.
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2.4.1 Colour retrieval
Colour is one of the most widely used visual features since it is relatively robust to back­
ground complication and independent of image size and orientation. Retrieval based on 
colour similarity has been extensively reported in the research literature. Although many 
colour representations have been proposed most of them are variations on the same basic 
representation schemes.
The colour histogram is the most commonly used colour descriptor for image retrieval [30]. 
Histograms represent the joint probability of occurrence for the three colour components 
of an image (e.g. red, green and blue for the RGB colour-space). A popular matching 
technique, histogram intersection, was introduced in [37]. An extension of histogram inter­
section to include distances between similar, but not identical colours was proposed in [5], 
while in [38] the cumulative histogram was developed in order to reduce the sensitivity to 
noise.
The issue of histogram spatiality are approached in [39] by adding an element of spatial 
matching and region-based grouping in [40]. Colour coherence vectors are proposed in [41] 
as a histogram refinement that enhances the spatial coherence. Correlograms are introduced 
in [42] as another colour descriptor that incorporates spatial information.
Several others colour representations have been developed for image retrieval. The use of 
colour moments is proposed in [38] to deal with the presence of noise in images. In this case 
a weighted Euclidean distance was used to calculate the colour similarity. A wide variety 
of photometric colour invariants for image retrieval were derived in [43].
2.4.2 Shape retrieval
Depending on the application domain some retrieval systems may require shape representa­
tions that are invariant to translation, rotation, and scaling. Generally, for retrieval, shape 
representation should allow robust matching even in the presence of considerable deforma­
tions. Shape representation is a well researched field of computer vision, however many 
sophisticated models developed in this field lack the robustness demanded by retrieval [1]. 
However, in interactive retrieval human judgment accommodates for less accurate matching, 
allowing trade-offs in favour of robustness and computational efficiency.
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Usually shape representations are divided in two categories, boundary-based and region- 
based, with Fourier descriptors and moment invariants as the most commonly used descrip­
tors of each category [30]. Fourier descriptors encode the boundary of a shape according to 
the Fourier transform. Retrieval based on these descriptors has been proposed in [44, 45] 
while their robustness to noise and invariant geometric transformation was investigated in 
[46].
As suggested by the name, the moment invariants do not vary with transformations such 
as translation, rotation and scaling. The first seven moments were introduced in [47] while 
a more elaborated approach was developed in [48]. Retrieval approaches that incorporate 
moment invariant descriptors are reported in [49, 50].
Other shape descriptors used in retrieval include the finite element method [51], turning 
angles [52] and curvature scale space methods [53]. A comparative study of various shape 
descriptors was reported in [54]. According to the findings’ the retrieval performance of 
different shape descriptors depends on the choice of database. However combined represen­
tations consistently outperformed the simple representations.
2.4.3 Texture retrieval
Texture is a natural property of all surfaces and is characterised visually through patterns 
of variation of intensity and colour. Texture analysis is a challenging processing task in 
computer vision as an image may contain different textures at varying scales. While retrieval 
by texture similarity may seem of limited practicality, the ability to match texture can be 
useful to distinguish between areas of images with similar colour [26].
A variety of techniques have been proposed to compute texture similarity. Early approaches 
are based on statistical moments such as the co-occurrence matrix, contrast and entropy 
[3]. A set of six texture proprieties derived from psychological studies in human visual 
perception is introduced in [55]. This set of features is visually meaningful therefore it 
brings an additional advantage for interactive retrieval. A similar set of texture features 
has been derived in [56]
Texture representations based on wavelet transforms were investigated in [57, 58]. In [9] 
texture statistics extracted from the wavelet sub-bands are used for image retrieval. Other
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alternative methods of texture analysis for retrieval include Gabor filters [59] and fractals 
[60]. A texture dictionary is developed in [61].
Evaluation studies comparing the classification performance of various texture descriptors 
have been reported in the literature. In [62] a comparison of texture representations by var­
ious wavelet and Gabor transforms found that the Gabor transform best matches human 
perception from among the tested descriptors. A more recent evaluation [63] on Tamura 
and Gabor texture features concluded that retrieval performance increases when using com­
binations of such features.
2 . 5  O b j e c t - b a s e d  r e t r i e v a l
Object detection and recognition is an important aspect of content based visual information 
retrieval. Identifying image regions that correspond to objects allows for complex inferences 
that attempt to bridge the semantic gap based on recognising real objects from within im­
ages and video content. This could facilitate more effective query formulation and searching 
for visual content that contains objects of interest.
Retrieval based on the presence or absence of given objects has received some attention 
in the literature, but its potential its far from being comprehensively studied. However, 
detection of all possible object types is generally considered a computationally infeasible 
problem [64], Generally there are three classes of techniques for object identification for 
subsequent retrieval:
o Graph decomposition where an image is decomposed into a tree or graph of con­
stituent sub-regions and then objects are detected by matching parts of this graph to 
a predefined object graph or object query. In this approach an object is detected by 
identifying first its sub-component parts and the relationships among them.
o Template matching where a correspondence measure is computed between regions of 
an image and a model template of the desired object. A number of object templates 
are built and possible matches against image regions are extracted from the input 
image.
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o Motion detection of objects based on the assumption that foreground objects will 
exhibit a different type of motion as the rest of the image, often the dominant motion 
in the scene.
Attempts at using objects for retrieval have been reported for a decade [65], but only with 
recent technology has object-based functionality been enabled for video. We briefly mention 
here some of the object-based retrieval work reported in the research literature.
Recent approaches to object modeling attempt to find recurring patterns in images that 
contain objects of interest. The approach taken in [66] focuses on identifying patterns of 
feature clusters reoccurring in a set of training images while in [67] objects are modeled as 
colour adjacency subgraphs.
In [68] images are segmented into a set of regions termed as “objects” although not in 
the semantic sense. An evaluation of the approach is carried out on an object retrieval 
system using a cartoon video. The authors demonstrate that objects can be located in 
video based on a user query specified as a set of regions. Similar work is reported in [69] 
where arbitrary-shaped objects are located based on shapes and shape deformations over 
time.
A different approach is taken in [70, 71] where an object segmented by the user during 
query formulation is then matched and highlighted against similar objects appearing in 
keyframes. The object’s model is improved by using contiguous frames within a shot to 
estimate changes in viewpoint illumination and occlusions. The approach is illustrated on 
a set of movies where the search for a given object is limited to within the movie content.
An approach based on motion representation and object tracking without actually perform­
ing object segmentation is described in [72], Object retrieval is achieved by locating objects 
which have a similar trajectory to a given object in the query clip. In [73] video frames 
are automatically segmented into regions based on colour and texture. Then the largest 
blobs in the frames are termed objects and tracked through the video sequence. Retrieval 
is performed using a query video clip to find video sequences similar in terms of object 
motion, edges, texture and colours.
An approach that combines text, image and object based searching into an iterative video 
shot retrieval system is presented in [64]. In this approach object segmentation is achieved
1 7
2 . C o n t e n t  b a s e d  v i s u a l  i n f o r m a t i o n  r e t r i e v a l
by working in a closed domain of animated cartoons. Extensive experimentation is carried 
out to investigate the interactive use of the system in a controlled retrieval exercise with 
real users.
As with any other modality available in information retrieval, object retrieval works best on 
certain search types. Clearly the best overall approach is to facilitate as many modalities 
as possible and let the user decide on the best search strategy which is possibly some 
combination of them.
2 . 6  E v a l u a t i o n  o f  v i s u a l  r e t r i e v a l  s y s t e m s
Since image and video retrieval is basically a tool that supports users in meeting their 
informational needs the assessment of performance should derive from direct human eval­
uations. Evaluation of retrieval is typically carried out on a common set of tasks and test 
data with accompanying ground truth. Performance is generally measured by various met­
rics that capture the overall efficiency of the retrieval process generally related to precision 
and recall. Other measured values can include speed of convergence to the target ranking 
for interactive systems, user satisfaction, and utilisation statistics. Generally, the aim of 
benchmarking is not just the evaluation of performance for a particular algorithm, but also 
to obtain metrics comparable between algorithms.
TRECVID [4] is perhaps the most prominent evaluation effort in recent years bringing 
together private industry and academic research in assembling a common set of test data 
and retrieval tasks. Various aspects of image and video processing and retrieval tasks 
are benchmarked within this project according to a commonly agreed evaluation protocol. 
The test collections include many features of video data such as speech transcripts, closed 
caption, metadata, shot boundaries, keyframes and automatically extracted features. The 
set of retrieval tasks covers fully-automatic, manually-assisted and interactive searching.
The VIPER group (Visual Information Processing for Enhanced Retrieval) based at the 
University of Geneva has been associated with several benchmarking efforts including query 
by example and image browsing evaluations, and also evaluation of retrieval markup lan­
guages. The group has been involved in the Benchathlon event [74] (Benchmark for Image
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Retrieval using Distributed Systems over the Internet), an initial step towards a standard­
ized benchmark, aimed at developing metrics, test collections and systematic comparison 
between retrieval systems.
Another evaluation framework was proposed in the IAPR (International Association for 
Pattern Recognition) TC-21 Benchmark [75] consisting of a set of still natural images, a 
representative set of queries and ground truth associated with these queries, and a set of 
recommended performance metrics. The envisaged objective of this evaluation framework 
is the retrieval of semantic content.
Some other initiatives related to the area of image and video retrieval focus on the eval­
uation of content extraction tools and only tangentially on retrieval itself. The Berkeley 
Segmentation Dataset and Benchmark [76] consists of 12,000 hand-labeled segmentations of 
1,000 images from 30 human subjects. A method for measuring how well an automatically 
generated segmentation matched the ground-truth segmentation is provided together with 
the data set.
The MUSCLE Network of Excellence (Multimedia Understanding through Semantics, Com­
putation and Learning) develops systems and methodologies for automatically extracting 
semantic information from multimedia data. A similar evaluation framework for benchmark­
ing of feature extraction algorithms, and image and video content-based retrieval systems 
has been developed in the SCHEMA Network of Excellence and COST projects.
2 . 7  S e l e c t e d  v i s u a l  r e t r i e v a l  s y s t e m s
This section presents a brief overview of the major content based image and video retrieval 
systems. It will cover QBIC, Photobook, Netra, ImageRover, Virage, Webseek and Visu- 
alSeek, Mars, Blobworld, Istorama and PicSOM. However, this is not intended to be an 
exhaustive selection. A overview of these systems and their indexing features is presented 
in Table 2.1 derived from [77].
Blobworld [40] developed at University of California, Berkeley, segments a query image 
into regions (blobs) of uniform colour and texture. The segmentation process is driven 
by the Expectation Maximisation (EM) algorithm. The colour feature used is a 218 bin 
histogram in the Lab colour space. The shape features are taken as area, eccentricity and
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orientation of the blobs. Texture is represented by the mean contrast and anisotropy over 
the blobs. The user selects one blob from the image and query-by-example is performed 
based on this selected blob. In order to facilitate better understanding of the query results 
the retrieved images are presented together with their segmented representation.
M A R S  - Multimedia Analysis and Retrieval System [11, 30, 78, 46], developed at University 
of Illinois at Urbana-Champaign, allows queries on combinations of image features and 
textual annotations. Images are described by colour, texture, shape and layout features. 
Colour is represented using an 8 x 8 2D histogram over the HS coordinates in the HSV colour 
space. Texture is described by coarseness and directionality histograms complemented by 
a scalar value defining the image contrast. The shape information is encoded using Fourier 
Descriptors (FD). Colour and texture layout is extracted by dividing the image into 5 
x 5 subimages. MARS was the first content-based image retrieval system implementing 
relevance feedback.
Photobook [7], developed at Massachusetts Institute of Technology, proposes a “semantic- 
preserving image compression” approach to image retrieval. In this approach specific rep­
resentation models are constructed for each class of image content. Three representations 
are implemented for interactive retrieval: faces, 2D shapes and texture images. Faces and 
shapes are modelled as projections onto the eigenvectors of the covariance matrixes obtained 
from offline training on a set of face and respective shape prototypes. Texture is modelled 
as a 2D discrete random field along three orthogonal coordinates: periodicity, directionality 
and randomness.
QBIC  - Query by Image Content [5, 49], an image retrieval system designed by IBM allows 
querying by keywords and visual features. Colour, texture and shape features are extracted 
for images or objects. The colour features are the average colour vector in the RGB, 
YIQ, Lab or Munsell colour spaces and the 256 dimensional RGB colour histogram. Area, 
circularity, eccentricity and moment invariants are the features used to describe and match 
shapes. The texture features used are coarseness, contrast, and directionality. Objects 
are extracted by using a semi-automatic segmentation tool based on an enhanced flood-fill 
technique. The world-famous Hermitage Museum employed a variant of the QBIC system 
to provide image search on its collection of paintings.
VIR - Visual Information Retrieval Image Engine [6] produced by Virage, is designed 
as a series of independent modules, termed “primitive”, which indicates a feature’s type,
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computation and matching distance. The system provides a set of universal primitives, such 
as global colour, local colour, texture and shapes. The data types implemented in the system 
are: global values and histogram, local values and histograms, and graphs. The predefined 
set of universal primitives can be extended with domain specific primitives when developing 
an application. A set of GUI tools are provided for the development of user interfaces 
allowing image query, weights adjustment, keyword inclusion and query-by-sketch. Users 
can construct queries by using various combinations of primitives.
WebSeek [8, 9] is an image and video catalog and search tool for the world wide web, 
developed at Columbia University. Visual material is automatically collected from the 
web, analysed and indexed into subject categories using an extensible subject taxonomy. 
Text and colour features are used to index the retrieved items. Colour is represented by a 
normalised 166-bin histogram in the HSV colour space. The system allows users to modify 
an image colour histogram before reiterating the search.
Istorama  [79], developed at Informatics and Telematics Institute, allows users to perform 
queries by example on image regions resulting from unsupervised segmentation. The regions 
resulting from the segmentation process are described by their colour, size and spatial 
location within the image. A weighted combination of features is used for retrieval. The 
user can put emphasis on a specific feature by manually adjusting the feature weighting 
accordingly. An extension to Istorama is the SCHEMA reference system [80] which includes 
additional segmentation algorithms and encodes the region features into MPEG-7 XML 
format.
ImageRover [81] developed at Boston University uses text and visual features for content- 
based search of a web image database. Textual analysis is based on the latent semantic 
indexing (LSI) of the HTML document in which an image appears. The visual features 
are described by colour and texture orientation histograms. The user initiates a search by 
describing the desired images with keywords. Later visual and textual cues are used to 
refine the query into a relevance feedback loop.
Netra  [10] is an image retrieval system developed at the University of California Santa 
Barbara. It segments images into regions of homogeneous colour and represents each seg­
ment in terms of colour, texture, shape and spatial location features. The segmentation is 
done offline using an edge flow segmentation technique.
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WebSeer [82], developed at University of Chicago, separates web images into photographs 
and graphics through a set of colour tests. Images classed as photographs undergo a face 
detection procedure. Keywords are extracted from the textual information (file name, 
caption, links) on the web page where the image is located.
PicSO M  [83, 84], developed by the Laboratory of Computer and Information Science at 
Helsinki University of Technology, is an image browsing system based on Self-Organising 
Maps (SOM). The SOM organises images into a two-dimensional grid where similar images 
are adjacently located. Images are described by their average RGB colour, texture features 
and Fourier-based shape descriptors. The Tree Structured Self-Organising Map (TS-SOM) 
algorithm represents the image data base into a hierarchical structure for each feature type 
used. Image queries are performed through a Web interface. The query vector is refined 
through relevance feedback as the system exposes more images to the user.
Fischlar [85], developed by Centre for Digital Video Processing at Dublin City University, 
is an online video capture and retrieval system with shot level browsing and playback. 
The system implements a number of browsing strategies: sequential browsing by time-line, 
slide show browsing, hierarchial browsing and overview/detail browsing. The Fischlar News 
version of the system allows browsing by news stories. The indexing of video content is done 
based on low-level visual and audio features, semantic features (news story segmentation 
and face detection) and textual metadata extracted from the associated teletext content.
A N SE S  [13], developed by the Multimedia and Information Systems Team at Imperial 
College London combines video scene change, text segmentation and summarization to 
build an automatic news summarization and extraction system. News stories are identified, 
extracted from the video, and summarized in a short paragraph.
Inform edia  [12], developed at Carnegie Mellon University, is one of the earliest online 
digital video libraries. A first version of the system targeted as an integration framework 
for speech image and text was developed around automatic speech recognition (ASR) and 
novel browsing methods. The current version focuses on summarisation and retrieval of 
TV news content. It incorporates temporal and geographical location obtained from ASR. 
Browsing for content of interest can be done via a map of the world and a timeline bar. 
Face matching is incorporated in the indexing and retrieval process.
CueVideo [86], developed at IBM’s Almaden Research centre, provides tools for video 
analysis and segmentation, visualization and summarization techniques, spoken document
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retrieval and cross-modal indexing of audio/video, related slides and text material. It incor­
porates sophisticated speech recognition technology for automated audio to text extraction 
(ASR).
Video Google1 is a free Google video upload and retrieval service. Users can search 
and play videos directly from Google Video, as well as download video files. Although the 
indexing and retrieval of videos is based only on textual annotations, this system is included 
here in order to illustrate that successful video retrieval systems can be implemented based 
on simple textual annotation.
The large rise in the volume of digital images has led to the development of many visual 
information retrieval systems. The majority of these systems are research prototypes which 
usually explore a particular retrieval approach or set of visual features. Colour, shape 
and texture are well represented across research systems presented above. Although most 
systems listed in Table 2.1 utilize these features, it is not apparent whether there are 
significant differences in the efficacy among similar matching features, and if so, what these 
differences are.
Early content-based retrieval systems were designed for retrieval of images while those 
developed in the last 5 years target retrieval of video content, and in particular highly 
structured video data such as news broadcast. These latter systems make extensive use 
of textual annotation (metadata and closed caption) and less of the visual features to the 
extent that Video Google, perhaps the most commercially successful system to the date, 
exclusively uses text.
Only very few systems attempt to bridge the semantic gap by image segmentation. Notably, 
Blobworld and fstorama allow users to view the results of the segmentation of both the 
query image and returned results to highlight how the segmented features have influenced 
the retrieval results. The majority of the systems provide very little indication as to why 
certain images have been returned. This lack of explanation is likely to have a negative 
impact on users perception of the systems retrieval effectiveness since not all users are 
aware of the gap between low-level features and semantic concepts.
As pointed by many authors retrieval by texture does not always provide enough discrim­
ination unless the collection contains a large number of images with a dominant texture.
1 http://video.google.com/
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Retrieval on shape is even more unreliable since shape is affected by changes in camera per­
spective, object motion or position. Most of these systems complement the visual features 
with textual annotations and additional metadata.
2 . 8  D i s c u s s i o n
The increasing amount of video data available today requires the development of efficient 
technologies for its management. There are two approaches to managing digital video: us­
ing manually inserted annotations and metadata, and automatically processing video by 
deriving content descriptors [24], The former approach is prevalent nowadays in archives 
although it is slowly incorporating elements of automation as they reach technological ma­
turity. The later approach is still a relatively recent development. In the years since digital 
technology became ubiquitous, a variety of approaches and modalities for automatic content 
description have emerged, although they are still far from achieving their full potential.
The automatic analysis of video content raises difficult technical challenges. The complexity 
of automatic analysis of video data is demonstrated already by the difficulties that originate 
with processing of still images [24]. Although several content-based image retrieval systems 
achieve notable results, the performance of such systems is often based on a rigorous se­
lection in the type of manageable content [24], Applications that are able to operate on 
generic content often build on semi-automatic analysis since automatic processing cannot 
provide the required robustness.
Automatic analysis of video is considerably more complicated and less feasible than the 
analysis of still images. Although the present state of the art in the processing and retrieval 
of visual content is largely confined to automatic scene detection, promising new directions 
have been opened. Object based retrieval which allows users to manipulate video objects 
as part of their searching and browsing interaction is one of these directions.
The ability to extract relevant features from visual data is conditioned by the amount of a 
priori information available in specific application scenarios. For some restricted applica­
tions such as video surveillance it is possible to achieve fully automated processing; however 
for the large majority of applications only some portion of the analysis tasks can be per­
formed entirely automatically. The type of video analysis techniques used in applications
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depends not. only 011 the choice of processing tools but also on the role the user interaction 
plays in the overall process.
Powerful video analysis systems can be obtained only by combining the use of the best 
automatic analysis tools and user interaction. Interaction allows further control of the 
analysis process and refinement of results. User interaction can be regarded as a complement 
to overcoming the difficult processing tasks rather than a substitute for poor automatic 
analysis.
Interaction is especially required in the context of high-level feature extraction, usually 
related to abstract semantic concepts, which typically require fully manual or at least semi­
automatic extraction. In many cases interaction may serve not only feature selection but 
also to refine automatic processing. User interaction can be employed in off-line tasks 
such as the initial setting of various system parameters, but as also in providing real-time 
guidance to the processing such as marking or selecting semantically relevant objects.
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Chapter 3
Visual content descriptors for 
image and video retrieval
Primitive image features such as colour, shape, and texture are the underlying medium of 
content-based indexing and retrieval. These features axe potentially an extremely valuable 
source of information, but their value is limited unless they can be effectively extracted and 
retrieved. Higher semantics may be inferred combining and interpreting these features for 
meaningful searching and browsing in image and video collections. Thus accurate repre­
sentations of image content in terms of a wide range of features is crucial. However some 
features are easier to extract than others. Colour features and texture features are generally 
straightforward while shape features require prior object segmentation. Most semantic fea­
tures are difficult or impossible to extract with the state-of-the-art in feature detection. This 
chapter provides a detailed review the commonly used low-level visual content descriptors 
for colour, shape and texture.
3 . 1  I n t r o d u c t i o n
Video includes visual, audio and semantic content. Visual content can be described by 
features such as colour, shape, texture and their spatial relationships. The semantic con­
tent is generally obtained from textual annotation, caption extraction, automatic speech 
recognition or by inferring semantics based on visual content.
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Invariance and discriminative power are the two main attributes of a descriptor. However 
there is tradeoff between these attributes since wide invariance often comes at the expense 
of ability to discriminate between essential differences. The visual content descriptor can 
be global or local. Global descriptors take account of a feature’s distribution in the entire 
image, whereas local descriptors quantify a feature’s distribution for a partition of the im­
age. Image partitions can be obtained by dividing the image into a uniform grid of tiles 
of equal size and shape, or by extracting homogenous regions according to some criterion 
using image segmentation algorithms. Depending on the end-user application more com­
plex segmentation algorithms could feasibly be used to partition images into semantically 
meaningful objects.
The intention here is not to provide an extensive presentation of all possible visual descrip­
tors but to introduce the most widely used ones for informative purposes. Given the extent 
of available descriptors we keep only an overview approach throughout the chapter without 
going into details on the various aspects of each descriptor. This chapter also presents some 
of the commonly used measures for computing similarity between feature vectors, since 
representations alone do not have meaning without a method of assessing their similarity. 
Finally we move from image descriptors into the video domain by introducing the process 
of shot boundary segmentation.
In the following section we introduce visual descriptors for colour features. The descriptors 
for shape are presented 3.3 and those for texture in section 3.4. We felt that MPEG- 
7 descriptors should be presented in a separate section 3.5 since they are standardised 
modalities of representing colour, shape and texture features. Section 3.6 introduces the 
measures commonly used for similarity matching in content-based indexing and retrieval. A 
brief survey on video sequence segmentation is given in section 3.7. Section 3.8 summarises 
the content of the chapter.
3 . 2  C o l o u r
Colour is the most extensively used visual feature in CBVIR [87, 88, 89, 90, 38, 37, 91]. 
It is relatively robust to background complications and independent of image size and 
orientation.
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3.2.1 C olour space
There is no consensus within the research community on which colour space is most appro­
priate for retrieval. Perceptual uniformity is largely regarded as a desirable characteristic of 
a colour space used for image retrieval [89]. Some representative studies of colour perception 
on different colour spaces can be found in [92, 93, 94], A few of the most important colour 
spaces are briefly summarized below.
The R G B  colour space consists of the three additive primaries: red, green, and blue. 
Colour is produced by the additive combination of these three primary components. The 
RGB colour space is widely used for image display.
The Y U V  colour space is used in the PAL television standard. Y stands for the luminance 
component (the brightness) and U and V are the chrominance (colour) components. Most 
image and video storage formats store data in YUV format. The transformation between 
RGB space and YUV space can be found in [95]. The YIQ  colour space previously used 
in the NTSC television standard is closely related to the YUV space.
The CIE L*a*b* and CIE L*u*v*  colour spaces consist of a luminance component L 
(the brightness) and two chromatic components a and b or u and v. The CIE L*a*b* 
is designed for subtractive colorant mixtures while CIE L*u*v* is designed for additive 
colorant mixtures. Both spaces are device independent and perceptually uniform. The 
transformation of RGB space to CIE L*u*v* and CIE L*a*b* can be found in [88].
The H S V  (closely related to HSL) colour space is an intuitive way of describing colour. 
The colour components are hue, saturation (lightness) and value (brightness). The hue is 
invariant to the changes in illumination. The transformation among RGB , HSV and HSL 
colour spaces can be found in [96].
The M unsell Renotation System  [93] is very similar in concept to HSV describing colour 
in terms of hue, chroma and value based on a colour arrangement scheme. The Munsell 
Book of Colour displays a collection of colors laid out in rows and columns for different hue 
values. Each colour is identified numerically using different scales.
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3.2.2 Colour m om ents
Colour moments have been used in many retrieval systems [49] and proved to be efficient 
and effective in representing the colour distribution of images [38]. The first three colour 
moments are in order: the mean /¿, the variance o and the skewness s. Their mathematical 
formulation is defined as:
(3.2.1)
(3.2.2)
(3.2.3)
where /¿7 is the value of the i-th colour component of the image pixel j , and N is the number 
of pixels in the image.
The third-order moment brings an overall increase in retrieval performance when used 
jointly with the first two moments. However, sometimes it can prove sensitive to context 
changes and thus may reduce the overall performance. The colour moments are a very 
compact representation but may also have lower discrimination power compared to other 
colour features. Generally they are employed to narrow down the search space by rejecting 
highly dissimilar documents before more sophisticated techniques are used for retrieval.
3.2.3 Colour histogram
A colour histogram is an effective way of representing both the global and local distribution 
of colours within an image. Histograms are robust to translation and rotation and change 
only slowly with scale or occlusions. The discrimination power of a histogram increases with 
the number of bins. However having a large number of bins increases the computational cost 
and becomes unfeasible for indexing image databases. Moreover very fine bin quantization
3 = 1
N
Vi = N
3 =  1
N
Si ~  I n  ^
7= 1
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does not always improve the retrieval performance. One way of reducing the number of 
bins is by down sampling the luminance component, the chrominance information being 
preserved. A more complex approach to bin selection is to use clustering methods to 
determine the lc most representative colours (bins) for a given set of images. If applied over 
the entire image database this approach minimizes the likelihood of histogram bins that 
hold no or very few pixels. An alternative approach is to use the bins that have the largest 
pixels numbers thus selecting a small number of bins that capture the dominant image 
colours [97]. Usually such an approach enhances the performance of histogram matching 
since the less populated bins are likely to be noisy.
Computing histograms on each colour component separately may not provide sufficient 
discriminative power on large image collections. The joint histogram approach [90] fur­
ther increases the histogram’s discriminative capabilities. As histograms do not take into 
consideration the spatial distribution of colour, quite dissimilar images could present close 
matching histograms. This becomes an acute disadvantage in large scale databases. A way 
to incorporate spatial information is by partitioning the image into regions and subsequently 
extracting local histograms for these regions. The partitions can be simple rectangular tiles 
or more complex homogeneous regions or semantic objects.
3.2.4 Colour coherence vector
A different way of incorporating spatial information into the colour histogram is the colour 
coherence vector (CCV) [41], In this approach each histogram bin will contain two values, 
one quantifying the number of coherent pixels in the bin and the other quantifying the 
number of incoherent pixels. A pixel is counted as coherent if it belongs to a large uniformly- 
colored region or else is counted as incoherent. The colour coherence vector can be defined
< (ai,/3i); («2,/?2);(«», A ); ;(ajv,A v)> (3.2.4)
where a* is the coherence value in the i-th bin and pi is the incoherence value. The histogram 
of the image in this case is:
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< ai +  Pi\ 0!2 +  /?2 i ou + Pi\ ; ajv +  /3n  > (3.2.5)
It has been shown in [98] that for image retrieval the colour coherence vectors perform
better than the colour histograms, especially for images having mainly uniform colour or 
texture regions.
3.2.5 Colour correlogram
The colour correlogram [42] is a modality for representing colour information with spatial 
layout, while retaining the advantages of histograms. A colour correlogram is a table indexed 
by colour pairs, where the fc-th entry for pair (i , j ) specifies the probability of finding a pixel 
of colour j  at a distance k from a pixel of colour i in the image. The formal definition of 
colour corellograms is given as:
colors are c(i); i , j  G {1, 2,..., TV}, k e {1,2,..., d} and \pi —p2\ is the distance between pixels 
pi and p2.
When all possible combinations of colour pairs are considered the colour correlogram be­
comes very large in size (0 2d). The colour autocorrelogram is an often used alternative to
thus reduces the dimension to O(Nd). Compared to colour histograms the colour autocor­
relogram provides better retrieval performance, but is also more computationally expensive 
due to its high dimensionality.
3.2.6 Invariant colour features
Colour representation can be affected by change of illumination, shadows and camera per­
spective. Most colour features provide only limited robustness to such environmental vari­
ations. Invariant colour features for content-based image retrieval are investigated in [43]
(3.2.6)
where I  represents the entire set of image pixels and Ic^  represents the set of pixels whose
the correlogram since it captures only the spatial correlation between identical colors and
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where a set of colour invariants is derived based on the Schafer model of object reflection. 
Shape and illumination invariant representation based on blue ratio vector (r/b, g/b, 1) was 
proposed in [99] and surface geometry invariant features were introduced in [50].
Invariant colour features increase the robustness in the representation of images to illumi­
nation, scene geometry and viewing geometry changes, but may also lead to some loss of 
discrimination power among images.
3 . 3  S h a p e
Image retrieval by shape features of regions and objects has been investigated in many ap­
plications [100, 101, 102, 52]. Shape features are usually described after images have been 
segmented into regions or objects. Since robust and accurate image segmentation is diffi­
cult to achieve, shape-based image retrieval is limited to special applications where objects 
or regions are readily available. A good shape descriptor for image retrieval should sat­
isfy several properties such as affine invariance, robustness, compactness, low computation 
complexity and perceptual similarity measurement [54].
Shape description methods can be classified into two main categories [103], boundary-based 
and region-based descriptors. The most representative boundary-based methods are: recti­
linear shape analysis [102], polygonal approximation [51], finite elements models [104] and 
Fourier-based descriptors [105, 45, 106]. Region-based shape characterisation exploits the 
statistical moments of shape [47, 48].
3.3.1 M om ent invariants
The moment invariants characterise the overall shape appearance. For an object or region 
R represented as a binary map, the central moments of order p +  q of its shape are defined
(x ~ xc)P(y -y c )q (3.3.1)
(x,y)eR
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where (xc,yc) is the centre of object or region and (:n, y) are the coordinates of the contour 
points. The central moment normalised for scale invariance is [47]:
n = àh l 7h>.i ,,7
/o '° (3.3.2)
p-f q + 2 
7 =  *-----
From the above definition a set of moments invariant to translation, rotation and scale can 
be derived as [47, 48]:
0 1  = 7*2,0 + 110 ,2
4>2 —  (/¿2,n — /¿ n ,2 )2 +  4 / . t i i
0 3  =  (/t3 ,0  — 3/.t 1,2) 2 +  (/J'0,3 -  3 / .i2 ,i)2
04 =  (M3,0 +  m ,2 )2 +  Cm ,3 +  M2, l ) 2 2 ^
05 =  (/¿3,0 — 3/il,2)(/-A3,0 +  Ml,2 ) [(M3,0 +  MX,2)2 “  3(/i0,3 +  M2,l)2]
+  (MO,3 -  3 /^ 2 ,1 )(^ 0 ,3  +  l L2,1) [(/*0 ,3 +  / i 2 , l ) 2 “  3 (/i3 ,0  +  M l.z )2]
0G =  {^2,0  -  IM),2) [ (^ 3 ,0  +  /M ,2 )2 “  (W),3 +  M 2 ,l)2] +  4 M l,l(M 3,0  +  /¿1,2)(W ),3 +  M 2,l)
07 =  (3^2,1 -  MO,3)(M3,0 +  P i ,2 ) [(/¿3,0 +  MI,a)2 “  3 (w ,3  +  /M,2)2]
Higher order moments capture less critical shape information and tend to be affected by 
noise, reason for which they are often discarded [103].
3.3.2 Com pactness, eccentricity, and major axis orientation
Some simple region-based shape descriptors are: compactness, eccentricity and major axis 
orientation [107],
Compactness, also called circularity by some authors, is computed as:
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where A  is the area and P is the perimeter of the shape. The value of a ranges between 0 
(corresponding to a line segment) and 1 (corresponding to a perfect circle).
Eccentricity is the ratio of major and minor axes of a region. Major axis orientation also 
called shape direction, is a property associated with elongated regions only. The major axis 
orientation is the direction of the longer side of a minimum bounding rectangle. When the 
shape moments are known, the direction 9 can be computed as:
~  ^ tan 1 f —^ 4 —  ) (3.3.5)
2  \f-l2,0 — M0,2
3.3.3 T urn ing  angles
In a boundary based approach, a shape contour can be represented as a closed sequence of 
successive boundary pixels (xs,ys). The turning function or turning angle 6{s) measures 
the angle between two pairs of points on the shape contour. The turning angle, which is 
expressed as a function of the arc-length s between the points, can be defined as:
9(s) = tan 1 (~y~)
x s
,/ =  ^  (3.3.6)
ys ds 
r dxs 
Xs~~ds
Turning angle representations are dependent on the rotation of shape and the choice of the 
reference point. In order to compare the similarity of two shapes the minimum distance 
needs to be calculated over all possible shifts t and rotations ui. A shift in the reference 
point along the shapes’s boundary results in a new turning function 9(s + t) and a shape 
rotation in a new turning function 9{s) +w. The minimum distance between two shapes A 
and B can be expressed as:
dv(A,B) =
r i
min / I 9a (s + 1) — 9b (s) +  to \p ds 
Jo
(3.3.7)
The perimeter length of the shape is re-scaled to 1. The measure is invariant to rotation, 
translation and change of scale.
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3.3.4 Fourier d escrip to rs
The contour of a 2D shape can be represented by the Fourier transform of its boundary 
pixels [44]. Three types of contour representations can be defined for a closed sequence 
of successive boundary pixels (xs,ys): curvature, centroid distance, and complex coordinate 
function.
The curvature K  (s) at a point s along the contour is defined as the rate of change in tangent 
direction of the contour:
K(s) = -r-0{s) (3.3.8)as
where 9(s) is the turning function introduced in (3.3.6).
The centroid distance is defined as the distance function between boundary pixels and the 
centroid (xc, yc) of the object:
R(s) = y/ixl -  xc)2 + (ys -  yc)'2 (3.3.9)
The complex coordinate representation is obtain by representing contour pixels as complex 
numbers:
Z{s) =  (xs -  xc) +  j(ys ~ Vc) (3.3.10)
The Fourier transforms of the above-introduced contour representations describe the shape 
as sets of complex coefficients in the frequency domain. The frequency domain represen­
tations are called Fourier descriptors. The general shape properties are described by lower 
frequency coefficients while higher frequency coefficients reflect shape details. Invariance to 
rotation (invariance to choice of the reference point) is obtained by taking only the ampli­
tudes of the complex coefficients, discarding phase components. Scale invariance is achieved 
by normalising the amplitudes of the coefficients by the amplitude of the DC component or 
of the first non-zero coefficient. Invariance to translation is intrinsic since the description is 
obtained directly from contour points.
The curvature description in the frequency domain (Fourier descriptor of curvature) is:
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//< = L|ì ì |,|-F2|,-, I I^ IJ (3.3.11)
The Fourier descriptor of the centroid distance is:
ÎR  =
|*i| J^ l lFW 2 l
L l f b l W " '  l*bl
(3.3.12)
where Fq is the amplitude of the DC component. Since the curvature and centroid distance 
are vectors of real numbers only the positive frequencies are considered in their description.
The Fourier descriptor of the complex coordinate is:
f z  =
\F-!\ \f 2\ I**  I
1*11 ’ i F i r i i i r ”’ \Fi\
(3.3.13)
where FI is the first non-zero frequency component. The DC component is not used since 
it is dependent on the position of the shape.
For comparison of two shapes, the Fourier descriptors of both shapes should have an equal 
number of coefficients, which means that both shapes should have the same contour length. 
This can be ensured by sampling each shape to an equal number of samples.
3.3.5 C u rv a tu re  scale space
The Curvature scale space (CSS) is an approach to shape representation based on the 
curvature of the closed contour of an object [53]. The closed contour C defined by the 
coordinate function C(s) = (x(s),y(s)), with s as the arc-length parameter, is convolved 
with a Gaussian kernel 4>a of width a:
y<r =  J  v i v a i t  -  s)dt (3.3.14)
V 2 nu2
exp
/2
2 cr2
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For continuous increasing a the resulting contour become smoother and the curvature zero- 
crossing points move along the contour until the contour is convex. When two zero-crossing 
points meet they annihilate each other. Matching two objects can be done by matching the 
points of annihilations in the (s, a) plane.
3 . 4  T e x t u r e
Perceptually adequate descriptors of image texture are important cues for image retrieval. In 
CBVIR, texture descriptors [60, 61, 108] can be classified in to two classes of representation 
methods: structural and statistical. Structural representations describe texture by identify­
ing structure primitives and placement rules. Morphological operators [109] and adjacency 
graphs [59] are the most common structural representations which prove effective in the de­
scription of very regular texture such as artificial texture patterns. Statistical descriptors, 
which characterise texture by the statistical distribution of the image intensity, are more 
frequently used and cover a large variety of representations such as: Fourier power spec­
tra, co-occurrence matrices, shift-invariant principal component analysis (SPCA), Tamura 
features [110], Wold decomposition [56], Markov random fields [111], fractal models, multi­
resolution Gabor filtering [112] and wavelet transforms [57, 113, 62, 114].
3.4.1 Tamura features
The Tamura features are a set of texture features derived from studies of human visual 
perception. This set of features [55] include coarseness, contrast, directionality, linelikeness, 
regularity, and roughness. Only the first three components of Tamura features are commonly 
used in image retrieval.
Coarseness is a measure of the granularity of the texture. The first step in obtaining the 
coarseness is computing the moving averages Ak{x, y) on 2k x 2k (k — 0,1,, 5) size windows 
at each pixel location (x,y). The moving averages windows are expressed as:
rc+2fc_1—1 y+2te~1- l
Ak(x ,y)=  Y ,  ( E  (3.4.1)
i = x —2 fc—1 i = y —2k ~ 1
3 8
3. Visual content descriptors for image and video retrieval
where /(?', j)  is the pixel intensity at location
For each pixel location the differences between pairs of non-overlapping moving averages in 
the horizontal and vertical directions are computed:
Finally the texture coarseness is obtained by averaging Sopnmai over the entire image:
A single value representing the texture coarseness for an entire image may not be sufficient 
for images with multiple regions of different texture. The coarseness representation can be 
enhanced by using a histogram that captures the distribution of the Soptimal values within 
the image.
Contrast captures the dynamic range of grey levels in an image, together with their distri­
bution.
(3.4.2)
The value of k that maximizes the pair differences E  in either direction is used to set the 
optimal window size Soptimal for each pixel:
Soptimali®> V) — 2 (3.4.3)
(3.4.4)
Fc
a (3.4.5)on
where a ,i is the kurtosis Calculated by dividing the fourth moment about the mean intensity, 
H4 , by the variance squared, :
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where /i is the mean intensity and N  =  ij  is the number of samples.
Directionality is obtained by convoluting the image with two 3 x 3  kernels and then com­
puting a gradient vector for each pixel. The convolution kernels are:
(  ~ l
0 i ^ ( -1  -1  -1  ^
-1 0 l and 0 0 0
V - 1 0 1 ) I 1 1 1 /
The magnitude and angle of the gradient vector are defined as:
| Ag | =  (| AH | +  | Ay |)/2 ^  ^ ^
9 =  tan - 1  (A y/A h) + tt/ 2
where Ah and Ay are the horizontal and vertical differences of the convolution.
The histogram of magnitudes | Aq | will exhibit strong peaks for highly directional im­
ages and will be relatively flat for images without strong orientation. The histogram is 
summarised into an overall directionality measure:
Tl-p
Fiir = £  -  A>)2# d M  (3-4.8)
P cpEWp
In the above relation p are the peaks, np are the number of peaks in the histogram, wp is 
the set of bins in the histogram Hd {4>) and is the bin that takes the peak value.
3.4.2 W old fea tu res
The Wold features describe texture by three components: harmonic, evanescent and indeter- 
ministic [56]. These components correspond to periodicity, directionality and randomness 
of texture, a strong harmonic component indicating a periodic texture, highly directional 
textures exposing a strong evanescent component and unstructured textures being accom­
panied by a large indeterministic component.
4 0
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The 2D Wold decomposition separates a random field {y(m, n), (m, n) 6 Z2} into three 
mutually orthogonal components:
y(m, n ) = u(m, n) + d{m, n) = u(m , n ) + h(m, n) +  e(m, n) (3.4.9)
where u(m , n) is the indeterministic component and d(m,n) represents the deterministic 
component which can be further decomposed into an harmonic component h(m, n) and an 
evanescent component e{m,n). In the frequency domain the expression becomes:
Fy{^ 77) =  Fu{ t  r,) +  FM , n) =  Fu{i, r,) +  Fh&rj) +  Fe&  V) (3.4.10)
where F y ( £ , r ] ) ,  F u ( £ , r j ) ,  F d ( £ , r ] ) ,  i) i ( £ , r ] ) ,  F e ( £ , r j )  are the spectral distribution functions 
of y(m,n), u(m,n), d(m,n), h(m ,n) and e(m, n).
The Wold components can be obtained by thresholding Fourier spectral magnitudes in the 
frequency domain.
3.4.3 S im ultaneous au to -reg ressive  (SA R ) m odel
Aiarkov random field (MRF) models have been successfully used for texture modeling. 
The SAR model [111] is one such Markov fields method that uses a reduced number of 
parameters. In this approach the intensity I(x ,y) of a pixel at location (x,y) is estimated 
as a linear combination of the neighboring pixel values I(x', y') and an additive noise term 
e{x,y):
I{x,y) = fi+  ^  6 (x \y ')I(x \y ')  + e{x,y) (3.4.11)
(a: ' , y ' )£ D
where fj, is a bias value dependent on the average image intensity, D is a neighborhood of 
(,x ,y ), 9(x',y') are weighting factors associated with each of the neighboring pixels, and 
e(x, y) is an independent Gaussian random variable with zero mean and variance a2. The 
parameter 6 indicates the texture orientation and a captures the texture granularity.
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In order to obtain invariance to rotation the model’s parameters are computed on a circular 
neighborhood D of various radii centered at each pixel (x. y). For rotation invariance the 
intensity I(x ,y ) at pixel (x ,y ) can be expressed as:
I{x,y) =  H + Y2p0i(x,y)k(x,y) + e(x,y) (3.4.12)
¿= 1
where p is the number of circular neighborhoods, usually p = 2xl(x ,y)  and can be computed
k{x,ij) = ^ +  Wilx',y')I{x',y') (3.4.13)
{x',y')eNi
where iVj is the *t,h circular neighborhood of the pixel at location (x,y) and Wi(x',y') are 
the weights indicating the contribution of the pixel (x\ y') in the ith circle.
To allow for different texture granularities the image can be represented by a multi-resolution 
Gaussian pyramid with low-pass filtering and sub-sampling applied at several successive 
levels. The SAR model is then applied to each level in the pyramid.
3.4.4 Gabor filter features
Gabor filters have been widely used for texture characterisation [112, 63]. A Gabor filter 
is a Gaussian envelope modulated by a sinusoidal plane wave. A bank of such filters at 
different scales and orientations can be applied to an image to extract a texture description. 
The scale of the filter is given by the standard deviation of the Gaussian envelope localising 
the texture to a specific size within the image.
A two dimensional Gabor function g(x, y) is defined as:
g{x,y) -
2 tt ( exp
(3.4.14)
where W  is the modulation frequency, and u'y are the variance of the Gaussian envelopes 
along the x and y direction.
4 2
3. Visual content descriptors for image and video retrieval
A set of Gabor filters for different scales and orientations can be obtained by appropriate 
dilation and rotation of this function:
y' = a m(—x sin 0 -I- y cos 0)
where a > 1, 0 = irn /K , n  = 0,1, ...,K  — 1, and m = 0 ,1, t S  — 1, with K  and S  being the 
number of orientations and scales. The scale factor a ensures that energy is independent
A Gabor wavelet transform is a Gabor filter bank containing a quasi-orthogpnal subset of 
Gabor filters:
where g^n indicates the complex conjugate. The mean and the standard deviation 
amn of the magnitude \Wmn\ can be used to represent the texture feature of a homogenous 
texture region, /  =  [M00,or00, --,/W O'm n,-1M*-lfc-i.CTs-ifc-i]-
3.4.5 W avelet transform features
The wavelet transform is another multi-resolution approach to texture analysis [113, 114). 
In the wavelet approach, a signal is decomposed with a family of basis functions ipMn{x) 
obtained through translation and dilation of a mother wavelet ip(x):
where m  and n  are dilatation and translation parameters. The signal is then represented
Omn(x,y) = a mg(x',y') 
x' =  a~m(x cos 0 + y sin 6) (3.4.15)
of m.
(3.4.16)
(3.4.17)
(3,4.18)
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The 2D wavelet transform involves recursive filtering and sub-sampling. At each level, 
the signal is decomposed into four frequency sub-bands, LL, LH, HL, and HH, where L 
stands for low frequency and H stands for high frequency. There are two major f wavelet 
transforms used for texture analysis: the pyramid-structured wavelet transform (PWT) and 
the tree-structured wavelet transform (TWT). The PWT is used to extract the LL band. In 
addition the TWT is used to decompose other bands such as LH, HL or HH since for some 
textures the most important information appears in the middle frequency channels. The 
feature vectors can be constructed using the mean and standard deviation of the energy 
distribution for each sub-band at each level. Comparison of different wavelet transform 
features [62] shows the particular choice of wavelet filter is not critical for texture analysis.
3 . 5  M P E G - 7  v i s u a l  d e s c r i p t o r s
The MPEG7 standard [115] formally named the Multimedia Content Description Interface, 
defines the syntax and semantics of video descriptions. Previous MPEG (Moving Pictures 
Expert Group) standards dealt with video storage (MPEG-1), video for digital television 
(MPEG-2) and higher compression of digital video and support for object-based encoding 
(MPEG-4) whereas the MPEG7 standard concerns the description of video. The MPEG7 
descriptors allow for interoperability between video retrieval systems by providing a com­
mon interface between video indexing tools. The MPEG7 System tools provide an XML 
mechanism to encode the descriptors in compact binary representations.
3.5.1 M P E G -7  C olour d escrip to rs
MPEG-7 Colour Layout describes the spatial layout of colours in an image or a region based 
on a 8 x 8 spatial grid. The Discrete Cosine Transform (DCT) is performed for each cell in 
the grid and the most significant DCT coefficients (i.e. the DC coefficient and some of the 
low frequency AC coefficients) are stored.
MPEG-7 Dominant Colour describes an image or an arbitrary shaped region with a small 
number of representative colours. The number of dominant colors can vary from image to 
image, with a maximum of eight dominant colours being sufficient to represent an image. 
The description indicates the fraction of the image represented by each colour and its
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variance. This descriptor is a very compact description of the colour distribution in the 
image. It was found to be more suitable for representing colours of image regions or objects 
where a limited number or colours may be sufficient [116].
MPEG-7 Scalable Colour is a colour histogram in the HSV colourspace encoded by a 
Haar transform. The histogram is uniformly quantised into 256 bins (16 hue x 4 saturation 
x 4 brightness). Its binary representation is scalable in terms of bin numbers and bit 
representation accuracy Inversion of the Haar transform is not necessary for similarity 
matching which can be performed in the transform domain.
MPEG-7 Colour structure is a histogram-based feature that captures both colour content 
and information about the spatial arrangement of the colours. The representation is calcu­
lated by counting how many times a given colour is present in a 8 x 8 window sliding across 
the image.
3.5.2 M P E G -7  Shape d escrip to rs
MPEG-7 Region Shape describes the shape of arbitrary objects. The shape of an object 
may consist of either a single connected region or a set of disjoint regions, as well as some 
holes in the object. The region-based shape descriptor utilizes a set of ART (Angular Radial 
Transform) coefficients. ART is a 2-D complex transform defined on a unit disk in polar 
coordinates.
MPEG-7 Contour Shape describes a closed contour of a 2D object or region in an image or 
video sequence. The representation is based on the Curvature Scale Space which describes 
the curvature zero crossing points. The shape is smoothed by filtering until it takes a convex 
hull then the highest peak and optionally up to 62 less prominent peaks of the Curvature 
Scale Space image are stored.
MPEG-7 Shape 3D allows 3-dimensional shapes to be described with a 3D mesh model.
3.5.3 M P E G -7  T ex tu re  d escrip to rs
MPEG-7 Edge histogram counts the number of 5 different edge types (vertical, horizontal, 
45 degrees, 135 degrees and non-directional edges) occurring in an image. The image is
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divided into a 4 x 4 rectangular grid and the edges are counted for each cell of the grid. 
The histogram bins are normalised by the number of pixels in the source image.
MPEG-7 Texture Browsing characterises texture in terms of regularity, coarseness and di­
rectionality. The texture regularity is defined based on four values: irregular, slightly irreg­
ular, regular and highly regular. The coarseness (scale) of the texture can take four scales: 
fine, medium, coarse and very coarse. The directionality of the texture can be specified as 
non-directional or on 30 degree increments.
MPEG-7 Homogeneous texture describes texture by the mean and standard deviation of the 
image intensity obtained from a bank of 30 Gabor filters. The bank of filters is configured 
in 6 orientations of 30 degrees and 5 radial centre frequencies spaced in an octave scale. 
The obtained values are subjected to nonlinear scaling and quantization into 8-bits.
3 . 6  S i m i l a r i t y  m e a s u r e s
Due to the inherent difficulties in formulating well defined queries, content based image 
and video retrieval very seldom depends on exact matching of feature vectors, but rather 
on similarity metrics and distances. Accordingly, the retrieval result is not a single image, 
but a list of images ranked by their similarities with the query image. There are many 
similarity measures proposed for image retrieval and a comprehensive analysis can be found 
in [1, 117, 118]. The performance of a retrieval system is affected by the similarity measure 
used. In this section, we will introduce some of the frequently used similarity measures.
3.6.1 E a r th  M over d is tance
The Earth Mover distance is a general and flexible metric [119] derived from a dynamic pro­
gramming approach to transportation optimization. Prom a information theory perspective 
the Earth Mover distance models the minimal cost paid to transform one distribution into 
the other. It allows for partial matches, and it can be applied to variable-length represen­
tations of distributions.
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3.6.2 M inkow ski form  d istance
The Minkowski-form distance Lv is used to calculate the distance between two images when 
each dimension of the image feature vector is independent. The distance is defined as:
elements (La0 norm) when p = oo. Minkowski distances are distance metrics when p ^  1. 
Minkowski-form distance is the most widely used metric for image retrieval, being used as 
Euclidian distance to compute texture similarity in the MARS system [30], in Netra [10] for
[120] have shown L\ to perform better than L2 and both better than Loo for texture and 
colour classification.
For histogram intersection the L\ distance was proposed as a measure of similarity between 
colour images [37]. The intersection of the two histograms is defined as:
Histogram intersection is robust to changes in image resolution, histogram size, occlusion, 
depth, and viewing point.
3.6.3 F rac tiona l d istances
Fractional distances [121] are Minkowski distances with p G [0,1], however they are not a 
distance metric. Experimental studies [122] showed that optimal values for p are located 
between 0.25 and 0.75 depending on the feature and test collection.
(3.6.1)
For p =  1 the distance is known as the Manhattan distance (L\ norm or city block distance), 
for p =  2 as the Euclidean distance (L2 norm) and as the maximum distance between vector
colour and shape similarity and as well in the Blobworld system [40]. Comparative studies
dint {Hi j Hj) -  Hj(k)) 
£  fcffi(fc)
(3.6.2)
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3.6.4 Quadratic form distance
The Quadratic form distance, was introduce as an alternative to the Minkowski distance 
for comparison of colour histograms. Unlike the Minkowski distance this measure capture 
the perceptual similarities between pairs of histogram’s bins. The distance is defined as:
d(Hu Hj)  =  yJ(Hi -  Hj)TA{Hi -  H3) (3.6.3)
where A = [a )^ is the cross-bin similarity matrix. Typically the entries atj in the similarity 
matrix A are chosen as either:
an =  1 -  - p i -  (3.6.4)
or,
aij — exp
- , ( r L )\  ' hnax J
(3.6.5)
where dij is the Euclidean distance between the two colours i and j ,  d„ulir. is the maximum 
of such distances and a is a positive constant.
3.6.5 M ahalanobis distance
The Mahalanobis distance metric [123] takes into account the statistical correlation among 
the dimensions of the feature vector. The distance is defined as:
- l
d(Fu Fj) = Fj)T -  Fj) (3.6.6)
where l*\ and Fj are the feature vectors and ^  1 is the covariance matrix of the feature 
vectors. When feature dimensions are independent the covariance matrix is diagonal and 
the measure can be simplified to:
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(3.0.7)
where of. is the variance of each component of Fj. In its simplified form the distance is 
referred as the normalised Euclidean distance.
3.6.6 Kullback-Leibler divergence
The Kullback-Leibler (KL) [118] is a directional distance that measures the average entropy 
of encoding one feature distribution by using another feature’s distribution as codebook. 
The KL divergence is defined as:
where pfc(i'i) and Pk(Fj) are the probability distributions of two feature vectors Fi and Fj.
3.6.7 Jeffrey divergence
The Jeffrey divergence (JD) measure is a variation of KL divergence with the added advan­
tage of being symmetrical and fully defined when comparing two empirical distributions. 
The measure is expressed as:
(3.0.8)
where:
.  Pk(F)+Pk(Fj)  
Pk =  s--------- ( 3 . 6 . 1 0 )
3 . 7  V i d e o  s e q u e n c e  s e g m e n t a t i o n
Generally, a video shot can be defined as “a single sequence of frames in motion pictures 
obtained by one camera without interruption” [124], Improvements in video production 
software have increased the complexity of shot change effects available for video editing 
introducing transitional effects such as wipe, fade, or dissolve. The common occurring shot 
transitions are introduced below:
O A cut (hard cut) is an instantaneous transition from one scene to the next, and occurs 
over two frames
O A fade is a gradual transition between a scene and a constant image (fade out) or 
between a constant image and a scene (fade in).
o A dissolve is a gradual transition from one scene to another, where the old scene fades 
out as the new scene fades in.
o A wipe occurs as a line moves across the screen, with the new scene appearing behind 
the line.
Previous work dealing with video sequence segmentation is quite extensive. Existing ap­
proaches encompass a large range of methods. In this section we provide a brief overview 
on some commonly used techniques and performance measures for boundary segmentation.
3.7.1 A b rie f su rvey  of shot b o u n d a ry  seg m en ta tio n
Classical methods developed for video sequence segmentation used video features from the 
uncompressed-domain, such as histogram [125], edge tracking [126], pixel-wise difference 
[127] and shape and colour content analysis [128], etc. The drawback of the high computa­
tional load of decompression has stimulated direct processing on conventional compressed 
data standards, such as H.261 or MPEG [129], Methods based on compressed-domain fea­
tures, such as motion vector information [130] and correlation of DCT coefficients [131, 132], 
have been developed in order to obtain similar results while requiring less computational 
power. A trend in new approaches is to squeeze more performance using only the mac­
roblock type information.
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Early approaches detected shot changes by using a simple global inter-frame difference 
measure where the dissimilarity of two successive frames is computed at pixel level [125]. 
The sum of absolute differences for pixels located in the same spatial position in two frames 
is compared to a fixed threshold in order to locate shot changes. A similar approach where 
each pair of pixels is considered on a boolean basis is reported in [127].
Shot change detection methods based on gray-scale and colour histograms have been pro­
posed in [125, 133]. In [133] the histogram difference is computed for HSV, YIQ, L*a*b*, 
L*u*v* and Munsell colour spaces whereas in [134] a cosine similarity measure is computed 
between combined Y, U and V histograms. In [135] video segmentation is performed by us­
ing a genetic algorithm to determine dynamic thresholds on colour histogram differences. A 
twin comparison method where histogram difference values are compared with two thresh­
olds, a high threshold for cuts and a low threshold for gradual transitions is proposed in 
[127].
In [136] shot changes are detected by weighting the histograms of each colour component 
according to their perceived importance. A learning procedure to determine the optimal 
weights for histogram difference computation is introduced in [137]. Several measures com­
puted on normalized histograms have been proposed and evaluated in [138, 139]
In [140] shot change detection is performed on block-sampled images. Successive frames are 
divided into uniform blocks and then the difference in luminance between pairs of blocks 
with the same spatial coordinates is compared to a fixed threshold in order to locate shot 
transitions. In [141] the block-based difference is computed in the HSV colour space in order 
to avoid camera flashes and in the HSI colour space in [142]. Other block-based approaches 
use colour histograms [143] and histogram intersection in the L*u*v* colour space [144] in 
order to improve robustness to change in lighting conditions.
The approach presented in [128] combines moments invariants and histogram intersection. 
In [126] edge tracking is used to detect shot changes. Edge information is analysed in 
[22, 145] for detection of gradual transitions and the edge change fraction on several frames 
serves as a transition detector in [146]. In [147] the area around an edge is termed as an 
edge-object and matched in successive frames. Shot transitions are detected based on the 
number of changes in the edge objects between frames. Video segmentation based on wavelet 
analysis is proposed in [148] for abrupt transitions and extended to gradual transitions in 
[149]
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In [150] gradual transitions such as fades and wipes are detected by applying a model of 
their temporal effects on frame histograms. A similar model for fade transitions is used 
in [22], In another approach gradual transitions are modelled based on variance of pixel 
intensities during fades [151] and dissolves [152], Gradual transition models based on the 
variance of pixel intensities are also proposed in [153] and [154], In [155] a Bayesian model 
is assumed for gradual transition while in [156], transition detection errors are modelled as 
a probability minimisation problem.
A video segmentation approach based on principal component analysis is reported in [157] 
while the approach presented in [158] uses the principal coordinate system. A segmentation 
algorithm based on singular value decomposition is introduced in [159]. In [160] hidden 
Markov models are used to perform video indexing and a similar approach is proposed 
in [161] based on visual, and audio motion features. In [162] a segmentation method is 
developed by using a spatio-temporal representation of joint probability images between 
frames.
Motion based approaches to video segmentation are developed in [163] based on an affine 
transformation model, and in [164] based on dominant multi-resolution motion estimation. 
In [165] shot changes are detected using a motion smoothness measure, an approach ex­
tended in [166] with a motion-controlled temporal filter that ensures robustness against 
false detections due to motion. A technique based on motion correlation between successive 
frames is proposed in [167].
Two video segmentation systems using combinations of features are proposed in [168]. The 
first system is based on colour histogram comparison while the second system uses motion 
compensation with optical flow. In [169] transitions are detected based on a combination 
of three image features: average image brightness, colour distribution and change in pixel 
values.
The approach reported in [170] uses a majority voting scheme among a combination of 
five shot boundary detection methods based on: average image intensity [150], Euclidian 
distance [171], histogram comparison [127], likelihood ratio [140] and motion estimation. 
In [172] video segmentation is performed using a combination of histogram differences and 
K-means clustering. The unsupervised K-means clustering approach introduced in [173] is 
extended with additional features in [174], A similar approach is taken in [175] while the
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method presented in [176] uses a technique based on a Gaussian pyramid representation of 
the background area of images.
Due to the increasing amount of video material stored in compressed format (in particular 
MPEG format) it is more efficient to perform the temporal segmentation directly in the 
compressed domain. The MPEG bit-stream contains features that can be exploited for 
shot transition detection. The first approach to using compressed domain features is a 
cut detection algorithm based on the comparison of DCT coefficients [177] on successive 
intracoded (I) frames. A similar approach is reported in [178]. Successful approaches 
from the uncompressed domain are adapted to the DC coefficients in the MPEG stream in 
[132, 179],
A fast algorithm using the DC colour coefficients in MPEG compressed bit-stream is re­
ported in [180] and its extension to motion vectors in [181]. Other approaches relying on 
DC coefficients extracted from I frames are developed in [182, 183]. An advanced approach 
is presented in [184] where luminance and chrominance information is extracted for blocks 
in every I and P frames and PCA is performed on the resulting feature vectors.
Algorithms exploiting the coding mode of the macro-blocks for P and B frames were pro­
posed in [185, 186, 187]. As mentioned in [179], the main drawback of compressed domain 
techniques is the dependence of the performance on the input bit-stream itself, as sequences 
encoded with different encoders may lead to significant differences in performance. Gen­
erally the performance achieved using compressed domain techniques is lower than that 
achieved using uncompressed domain approaches, especially for gradual transitions [188].
3.7.2 E v a lua tion  m easures
Different measures and evaluation protocols have been proposed in order to compare shot 
boundary detection algorithms [189, 150, 190]. In recent years, TRECVID [4] is perhaps 
the most prominent evaluation framework for shot boundary algorithms. The performance 
of transition detection algorithms is generally expressed as error rate (or sometimes success 
rate) computed based on correctly detected shot changes, missed shot changes (deleted 
transitions), and false detections (inserted transitions). The actual definition of error or 
success rate may be specific to the application domain. Some of the most common employed 
measures are presented below.
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Accuracy is a simple detection measure proposed in [191]:
Accuracy = NT -  W d + Ni) =  (3.7a )
Nt  -/Vt
where Nt , Nd , N i and Nc are respectively the number of actual transition effects present 
in the video, the number of transition effects deleted, inserted and correctly identified by a 
boundary detection method. However the accuracy measure can provide erroneous values 
(negative values) when the number of false transitions inserted is higher than the correctly 
detected transitions. The size of the video sequence should be taken into account since the 
number of errors may potentially be equal to the number of frames Np
Error rate is a measure which inadvertently assigns implicit importance to deleted transition 
effects over the inserted ones [190]:
Error rate =  + % [ =  +  N‘ (3.7.2)
Nt 4- Ni Nq +  Nd + Nj
The measure lacks an explicit weighting factor to control the importance assigned to deleted
transition effects, hence the actual importance of each error type is difficult to assess, which
is the reason why it is not adequate for comparison between algorithms.
Precision and recall have been proposed in [192] for evaluation of shot change detection 
methods:
Precision — C
^ C + Nl (3.7.3)
R,ecall =  —— C
Nc  +  N d
In order to deal with gradual transitions involving several frames, the precision and recall 
measures defined above are adapted as follows:
RGcalliQQUf’j' b
a . (3.7.4)
. . o
PvecisionCover —" c
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where a is the duration of the real transition, c is the detected transition and b is the overlap 
window between the real and detected effects.
A set. of probabilistic measures for evaluating the performance of a temporal segmentation 
method is proposed in [190], The measures are presented below.
Error probability computes the probability that a temporal segmentation algorithm will 
make a deletion or insertion error.
,  ^ ND +  N/J) , ^p(error) =  — — —  (3.7.5)
where N/.• is the total number of frames in the video sequence.
Insertion probability is the probability of detecting transitions where such a transition is 
not present.
Nj
pUnsertion) = p(detect,ian\no transition) = —----- —  (3.7.6)Np — Pl'f
Deletion probability is the probability of failing to detect transitions where such a transition 
is present.
M0
p(insertion) =  p(no detection\transition) -- (3.7.7)
Correctness probability is the probability of detecting existing transitions without inserting 
false ones.
¡/(correct,ness) = k\ ■ p(detection\transition) I- ■ p[no detection\no transition)
— k\ ■ (1 — p(deletion)) + k-2 ■ (1 -  ¿¡(insertion))
(3.7.8)
The importance of deletion and insertion factors can be weighted by setting the weights /¡¡i 
and k-2 accordingly.
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3 . 8  C o n c l u s i o n s
This chapter has provided an overview of visual descriptors used in content-based image 
retrieval. The aim of such descriptors is to provide uniform, robust, discriminant and 
accurate representations of the visual content. We introduced the main descriptors for 
colour, shape and texture - features that relate to the work presented in this thesis.
Colour features are one of the most widely used and most reliable visual features. Numerous 
methods for retrieving images on the basis of colour similarity have been described in the 
literature. Shape features are needed to represent regions and objects to obtain a more 
semantic representation of an image. There is considerable evidence that natural objects 
are primarily recognized by their shape. In addition to colour and shape, texture is an 
important feature in image retrieval. Although retrieval by texture seems to have limited 
usability, texture can make a significant contribution to distinguishing between images with 
similar colours such as sky and sea.
Although not discussed in detail in the chapter, every descriptor has its advantages and as 
well as shortcomings for specific application domains. The benefit of using a particular rep­
resentation has to be determined for each scenario based on its type of discriminative power, 
robustness, invariance, storage capacity and computation complexity for an individual task.
Content representation itself is useful only when a measure of similarity can be computed 
between feature vectors. In this chapter we have described some of the similarity measures 
commonly used in image matching and retrieval. In the last section we crossed the bridge 
from still image to moving images (video) and introduced temporal video segmentation.
The majority of current techniques in content-based image retrieval are based on low-level 
features. However, low-level features do not have explicit semantic meaning. Moreover the 
similarity measures between features do not necessarily match human perception and for 
this reason retrieval approaches based on low-level features are generally unsatisfactory.
Low-level descriptors alone cannot provide enough discrimination power for image and video 
retrieval. Although research may further improve feature extraction and representation, 
especially directly from the compressed domain, there is a large gap in relating these basic 
features to human constructed semantics. However, robust and discriminant features are 
the basis of content representation, hence the starting point of efficient retrieval.
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Chapter 4
Image segmentation
Image segmentation is one of the primary image analysis tasks in object identification and 
recognition. Segmentation is defined as the process of partitioning an image into disjoint and 
homogeneous regions belonging to different objects present in the scene. Generally object 
identification is not considered as part of the actual segmentation process and cannot be 
achieved without constructing a semantic model of the desired object.
4 . 1  I n t r o d u c t i o n
There are several types of images such as media photographic images, range (depth) images, 
magnetic resonance (MRI) images, thermal images and so on, and related applications 
that deal with domain specific image processing tasks. In this chapter and this thesis in 
general we focus our presentation on processing applied to photographic images. Although 
image segmentation may have different connotations according to the type of images and 
applications considered, the characteristic purpose of segmentation irrespective of domain 
is to isolate important “objects” from the background.
Segmentation depends on the presence of salient features in images, more specifically on the 
presence of dissimilarity of colours and intensity levels within an image, dissimilarity which 
manifests itself via colours patches, texture patterns, edges, shadows, etc. Prior and during 
segmentation stages, enhancement techniques are used to improve the saliency of relevant
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features within an image. These techniques emphasise particular features of interest in the 
original image in order to simplify the segmentation task. It is expected that appropriately 
chosen operators will increase the differences between objects and background improving 
the segmentation results. Issues related to segmentation involve selecting appropriate seg­
mentation methods, measuring their performance, and understanding their implications on 
the overall performance of the image analysis application.
As argued in [193], no general algorithm will work for all images. Most studies conclude 
that future segmentation approaches should be directed at combining spatial and semantic 
information with low-level visual features. In this chapter the term object is used inter­
changeably to indicate a semantic (real-world) object and as well as a homogenous region 
or group of regions presumed to be the segmented representation of a real world object.
Image segmentation was initially proposed for grey level images. Comprehensive surveys 
on this topic can be found in [193, 194, 195]. With advances in image technology colour 
information has started to be used since it permits a more complete representation of images 
and more reliable segmentations. As noted in existing literature reviews [196, 197, 198, 199], 
many approaches used in segmentation of colour images are extensions to well established 
grey-level techniques.
The rest of this chapter reviews existing approaches for colour image segmentation. Given 
the variety of techniques and application scenarios it is clearly impossible to cover all avail­
able techniques in this field of research . Consequently the exposition focuses mainly on the 
methods related to content-based retrieval. The structure of the presentation is modeled 
based on the segmentation classification introduced in [197] which is widely adopted by 
many authors.
The methods related to pixel-based segmentation are reviewed in the next section. In 
Section 4.3 the techniques used for area-based segmentation of images are presented followed 
by the contour-based methods in Section 4.4. Section 4.5 deals with the neural network 
approach to segmentation and Section 4.6 with models derived from the properties of light 
rays as reflected by various materials in the scene. Section 4.7 links image segmentation 
to video by covering motion-based segmentation methods. Approaches that integrate user 
interaction are presented in Section 4.8 and aspects related to the evaluation of image 
segmentation are discussed in Section 4.9. Section 4.10 summarises the content of the 
chapter.
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4 . 2  P i x e l - b a s e d  s e g m e n t a t i o n
These techniques make use of the statistics of pixel values mainly considering an image as 
a set of independent points drawn from a probabilistic distribution. The basic approaches 
in this category can be classified as:
o Histogram-based techniques where clusters of gray values or colour are identified via 
peaks of frequency in the histogram data. Since colour images have multidimensional 
histograms, peaks can be located independently on each colour channel or globally on 
the 3D histogram.
O Clustering techniques which derive a number of clusters based on the values present in 
the image that are ultimately used in assigning pixels as belonging to specific objects 
or regions.
o Fuzzy clustering techniques which are variations of clustering where pixels are not 
uniquely assigned to regions but rather have membership degrees to multiple regions 
in the image.
4.2.1 H istog ram  th resh o ld in g
Thresholding is a straightforward technique often used in image segmentation on its own or 
in combination with other methods. There are many variations of thresholding developed 
for segmentation using global or local adaptive thresholds as well as single or multiple 
thresholds.
In [200] histogram thresholding is used for segmenting outdoor images based on colour and 
hue histograms. Thresholds are set at the salient peaks in the histogram and the process 
iterates on subsequent image partition in a top-down approach as long as salient peaks are 
available. A peak is considered salient when it is at least twice as high as peaks in its 
immediate vicinity.
A recursive segmentation approach is introduced in [201] where a salient homogeneous 
region is extracted from an image at each iteration. The pixels in the image are separated 
into two classes: a salient object (region) and background. At each iteration a histogram of
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the image is computed and the pixels belonging to the most salient peak are extracted from 
the image. The approach performs well on images that can be clearly partitioned into two 
classes: object and background, usually grey-scale images. However, when there are salient 
regions in the background the segmentation result is unsatisfactory.
In many application domains, images may contain more that a single salient object and 
the image histogram may not contain prominent peaks such that thresholds can be easily 
selected. Methods to address this issue have been proposed in [202] and [203] where pixels 
in the image are modelled by their probability of occurrence in a histogram. Then, an 
iterative gradient relaxation process is performed on an eight pixel neighborhood followed 
by thresholding.
Spatial histograms are used in [204] as data projections on which pixel clusters are better 
defined and hence easier to segment by appropriate thresholding. Spatial information is 
incorporated in histograms by averaging values on pixel neighborhoods. Experimental re­
sults show the proposed technique to perform better than using only histograms without 
considering the spatial distribution in the image.
A novel adaptive thresholding approach is introduced in [205]. Local thresholds are com­
puted at local salient points (edges) within the image, then a thresholding surface is in­
terpolated from these points. The image is segmented by the thresholding surface. The 
method is performed iteratively in order to extract multiple objects within an image.
In [206] the thresholds for each colour component are dynamically computed by maximiz­
ing the within-group variance and the results are combined with a predicate logic function 
afterwards. A watershed scheme is adopted to segment 3D histograms in [207] while in 
[208] only the hue information is exploited on a circular histogram. In [209] histogram seg­
mentation is performed by an entropy-based thresholding method modeled for two distinct 
classes object and background. The distribution of the chrominance components of objects 
is modeled in [210] as a Gaussian probability allowing dynamic thresholding. In [211] an 
adaptive threshold function for RGB and HSI colour spaces is implemented using B-splines.
4.2.2 C lu ste rin g  techn iques
Clustering refers to a class of unsupervised classification techniques designed to determine 
the intrinsic grouping in a set of unlabeled data. In the context of image segmentation the
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problem of clustering can be stated as determining a set of image regions such that every 
pixel in the image is assigned to only one region such that pixels within a region should 
show a high degree of similarity. Partitioning of data into clusters is computed based on 
distance measures, the most commonly used being the Euclidean distance.
K-means clustering is one of the widely adopted techniques for image segmentation [212]. 
ISODATA (Iterative Self-Organizing Data Analysis Techniques) is another popular algo­
rithm used for colour feature clustering [213]. A evaluation of various clustering methods 
used in colour image segmentation is available in [214],
Another approach to clustering is the mean-shift algorithm applied to image segmentation 
in [215, 216, 217]. Mean-shift uses iterative gradient minimisation to locate the position in 
the feature space where the mean value shows the minimum variation in respect to other 
neighboring positions. Unlike K-means, it does not require prior knowledge of the number 
of clusters, and does not constrain the shape of the clusters.
Segmentation techniques derived from probabilistic learning based on finite mixture statis­
tical modeling of data are presented in [40, 218, 219]. In the probabilistic approach, pixels 
are assumed to be produced from a set of unknown sources and segmentation consists of 
inferring the parameters of these sources and identifying which source produced each pixel. 
Since this approach relies on well defined theoretical models, estimation of parameters can 
be addressed in a more formal way as opposed to heuristic methods such as K-means. The 
standard approach to computing mixture models is the Expectation-Maximization (EM) 
algorithm [220, 221] which iteratively converges to a Maximum Likelihood (ML) estimate 
of the mixture parameters.
An original technique is proposed in [222] based on the idea on constrained gravitational 
clustering. Points in the colour space are modeled as particles that interact according to 
the gravitational laws. In [223] pixels are represented in a tree structure and clustering is 
achieved by recursive merging of branches, whereas an connected components approach is 
adopted in [224]. In [225] spatial constraints are incorporated in the K-means clustering for 
grey-level images and in [226] the method is extended for colour images.
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4.2.3 Fuzzy c lustering
In real images, the border between two regions is not always apparent in many cases, and 
there exists more than one valid partitioning. Uncertainty regarding which region a pixel 
should belong to can arise within each level of image segmentation. Since at any level 
decisions are based on the results of previous levels, early decisions impact strongly on 
the outcome of segmentation. In the fuzzy clustering approach sufficient information is 
preserved at lower levels such that ambiguous decisions can be deferred to higher levels 
where more information is available. Fuzzy set theory provides a mechanism to represent 
and manipulate uncertainty and ambiguity [227, 228].
In one of the first approaches to fuzzy segmentation [229], the membership value of a pixel 
to a given region is calculated based on the distance to the region’s centre. A generalised 
“farness” measure for fuzzy segmentation which takes account of the distance in the spatial 
domain and the contrast in colour space is derived in [230]. The approach introduced 
in [231] uses a two stage coarse to fine segmentation, where some pixels are definitely 
assigned to particular regions while others close to actual region’s borders are subject to 
fuzzy membership. In [232], the maximum fuzzy entropy principle is applied to map the 
colour image from the space domain to the fuzzy domain by preserving colour homogeneity.
4 . 3  A r e a - b a s e d  s e g m e n t a t i o n
These techniques rely on uniformity constraints imposed on image regions. While in the 
pixel-based approach each independent data point satisfies a threshold or distance criteria, 
in area-based approaches homogeneity criteria are applied to entire segments. The basic 
methods in this category can be classified as:
o Region-growing techniques make use a initial set of seeds around which pixels are 
iteratively added based on a general uniformity criterion. Finally, each pixel in the 
image will be joined to one of the seeds. These methods are sensitive to the choice of 
seeds.
o Split-merge techniques are top-down approaches which start from non-uniform regions 
and recursively divide them until a uniformity criterion is satisfied. The obtained
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regions can be merged in bottom-up approach in order to obtain larger homogenous 
segments.
O Graph-theory techniques which partition a graph describing the whole image into a 
set of connected components that correspond to image regions.
4.3.1 R egion-grow ing techn iques
Region growing is similar to a sequential clustering process. Hence, the results may depend 
on the order in which the data points are processed. The advantage of these techniques is 
that the regions constructed are rather compact, large and spatially connected. However, 
similar to other clustering techniques, there are issues related to choosing suitable seed 
points and adequate homogeneity criteria. A common postprocessing step in the region 
growing approach is the merging of small regions in order to generate larger regions. Apart 
from variations in the selection of seeds, the typical method applied to growing is the 
watershed scheme [233].
The work in [234] suggests several homogeneity criteria and a merging stage based on 
similarity of colour distribution. In [235] colour and luminance are used together for iden­
tifications of seeds (markers) by morphological open/closed operations. Both approaches 
implement the region-growing as a watershed algorithm.
In [236] the initial seeds are positioned at points of local minima in the colour image gradient. 
An a posteriori procedure prunes the initial seeds in order to obtain just one marker for each 
region. The region growing is performed with a modified watershed algorithm directly on 
the original colour image instead of a gradient image. The approach in [237] determines the 
location of markers through colour quantisation and limits the number of regions according 
to the number of colour classes present in the image. The homogeneity criterion is evaluated 
at multiple scales within a variable local window.
A special hexagon topology is introduced in [238]. The regular hexagonal grid makes region 
growing independent from the stating point and the order of processing. The work in [230] 
implements region-growing in a fuzzy segmentation framework. Several growing algorithms 
are evaluated and a number of variations on the watershed transform are proposed in [239].
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4.3.2 Split-merge techniques
The split-merge approach starts from an initial inhomogeneous partition, usually the entire 
image, and recursively splits these partitions until homogeneity is obtained. The path 
followed by splitting is generally recorded in a tree representation. The splitting phase 
usually gives a large number of small uniform regions. A merging step is often necessary to 
join together small regions into large segments.
In [240] colour texture homogeneity is modeled by a Gaussian Markov Random Field 
(GMRF), while in [211] the Markov Field is defined over the tree representation of the 
image. In both approaches a relaxation process controls splitting and merging on a grid of 
regular image blocks.
Numerous variations of split-merge strategies have been reported in the literature. In [241] 
the K-means algorithm is used for both splitting and then for merging. The approach 
presented in [242] performs splitting on the watershed transform of the gradient image 
and merging based on Self-Organising Maps (SOM). Watershed is also used in [207] in the 
splitting phase, and the resulting regions are later merged according to their colour contrast. 
A similar approach is adopted in [243] where the merging is performed on a region adjacency 
graph.
Although the common approach to trace the path followed during recursive partitioning 
is the tree representation, alternative approaches have been also proposed. In [244] the 
tree representation of the partition path is abandoned in favour of incremental Delaunay 
triangulation while Voronoi diagrams are used to capture the partition connectivity in [245].
4.3.3 Graph-theory techniques
In the graph-based approach, images are described as a graph of connected components. In 
this view, the problem of segmentation is to find the partition of the graph that satisfies a 
set of constraints usually related to colour or texture homogeneity and similarity, or length 
of description for a partition.
One of the first approaches [246] has as partition criteria the length of the description for 
the Minimum Spanning Tree (MST) in the graph. In [247] this is based on computation
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of the minimum cut in the graph representing the image. The cut criteria is designed to 
minimise the similarity within the regions being split. Similar approaches are described in 
[248, 249] where a normalised version of the minimum cut is used. The last two methods 
mentioned above are based on local image features and are computationally more efficient.
The approach in [250] creates partitions in the image graph based on a measure of local 
variability defined upon the vicinity around a data point. Since local features alone do not 
provide reliable segmentation, in [251] the variability measure is extended to also incorporate 
global feature. In [252] graph partitioning is based on a simulated annealing model and 
hierarchical approximation in order to minimise the space of all possible partitions.
In [253] the minimum spanning tree algorithm is altered by further splitting the regions with 
large variance in homogeneity and merging those of low variance in an iterative process. A 
dynamic partitioning approach is described in [254] where a heuristic cost function is derived 
based on colour features in order to reduce the complexity of the spanning tree. Although 
most authors prefer a top-down region splitting scheme, in [251] is proven that a bottom-up 
scheme such as region growing performs adequately on graph-based segmentation.
4 .4  C o n t o u r - b a s e d  s e g m e n t a t i o n
The edges of various regions present in an image are important cues for segmentation. The 
abrupt changes in a pixel colour or intensity associated with edges of regions can indicate the 
real borders of physical objects existent in the image. However, not all image discontinuities 
are necessarily semantic contours as some of them can be due to capture or compression 
artifacts or part of a textured region.
Contour techniques make use of local or global image information. The local information 
is limited to vicinities of pixels which provides for fast computation. Such approaches 
are based on gradient operators on gray scale images. Extensions to colour image have 
been proposed in [255, 256, 257]. Methods that use global image information are generally 
optimisation processes, mainly iterative, and often slow to converge. However they seem to 
perform well especially on noisy images.
Boundary analysis is used in [258] to perform segmentation of natural scenes. The edges 
extracted by a differential filter are joined in line segments in order to produce closed
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contours. The length, contrast, frequency, mean, variance and location of each line segment 
are computed and several image partition alternatives are examined. This approach does 
not provide a unique partitioning of an image into a set of regions but provides a score for 
every possible region that could be constructed from the given contours, although regions 
may overlap.
A problem which occurs in edge based segmentation is that edges are usually disconnected 
line segments rather than continuous contours. This leaves gaps that may cause the merging 
of dissimilar regions. An approach to closing these gaps is proposed in [259] based on an 
expansion-contraction technique. The detected edges are modeled as active contours which 
can expand and contract in order to enclose homogenous regions.
An approach derived from the predictive coding model is proposed in [260]. The direction of 
the edge is detected by changes in the flow of colour and texture in the hue space. The work 
described in [261] proposed a framework for object segmentation based on snakes and active 
contours. In the snake-based approach, an initial contour is deformed towards the boundary 
of the detected object. Deformation is obtained by minimising a global energy function such 
that a position of minimum energy is obtained at the object boundary. The formulation 
of active contours for colour images was introduced in [262, 263]. Colour invariant snakes 
were proposed in [264] in order to achieve robustness to disturbances due to shadowing 
and lighting variance. As pointed out in [265], the active contour approach shows a close 
relationship to other segmentation frameworks such as anisotropic diffusion and partial 
differential methods.
4 .5  N e u r a l  n e t w o r k  b a s e d  s e g m e n t a t i o n
Neural networks are interconnected groups of large numbers of elementary processors each 
performing simple functions. Their high degree of redundancy and parallelism allows for 
fast computation times and robustness to disturbances which makes them suited for pattern 
recognition tasks. In the case of image segmentation, neural networks facilitate taking 
spatial information [196] into account. However, the number of segments within an image 
must be known beforehand and the network has to be trained to recognise patterns.
A number of neural algorithms are reviewed in [195] for grey-level image segmentation. In
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[266] two neural-based approaches are introduced on a Hopfield network. One of the algo­
rithms consists of three dedicated networks for colour features with their results combined 
afterwards. The other algorithm has a single network which classifies pixels into classes 
according to a learned histogram distribution.
Neural techniques for segmentation are considered optimal solutions for specific classifica­
tion problems where the number of possible classes is known beforehand [196]. Medical 
applications and human face localisation in colour images are two such successful fields of 
application. In [267] a voting system with multiple networks locates faces of people in pho­
tographs. False detections are added into the training set in order to improve the network 
performance.
A neural network scheme for face detection and eyes localisation in colour images is pre­
sented in [268]. The scheme is based around a Self-growing Probabilistic Decision-based 
Neural Network (SPDNN) which learns the conditional distribution for each colour class. 
In [269] a three layer neural network is developed to segment stained medical images from 
three different classes while a backpropagation network is used in [270]. An unsupervised 
approach using Hopfield networks is applied in [271] to the segmentation of colour images 
of stained liver tissues.
A neural network-based tool for colour image segmentation has been proposed in [272], In 
this approach a large feed-forward network is used to categorize pixels into specific groups 
(segments) using the surrounding contexts in which the pixels are located. However, due to 
the size of the neural network, the tool requires extensive training and should be run on a 
cluster of computers in order to provide real time results. In their experiments the authors 
give the training time as one month on a 2.2 GHz PC.
4 .6  P h y s i c s - b a s e d  s e g m e n t a t i o n
Segmentation methods founded on physical models of light interaction with coloured sur­
faces have been proposed in order to provide robustness to lighting and shadowing effects 
[196]. These phenomena can produce changes in the appearance of uniformly coloured 
surfaces thus introducing ambiguity in the segmentation process. In order to overcome 
these drawbacks, the segmentation algorithms should incorporate models for the reflection
6 7
4 . I m a g e  s e g m e n t a t i o n
of coloured materials. In reviews [196, 199], materials are usually classified into three main 
categories: optically inhomogeneous dielectrics, optically homogeneous dielectrics, and met-
A major contribution to the field of physics-based segmentation is the work presented in 
[273] which derives a model of dichromatic reflection for inhomogeneous dielectrics. The 
proposed model can be used to distinguish colour changes at material boundaries from 
changes due to shading. It can also be used to determine the colour of the inter-reflected 
light and hence to remove it so as to facilitate an accurate shape-from-shading and colour- 
based object recognition
An extension of the above model is presented in [274] where colour reflection based on the 
dichromatic model is defined on a particular colour space, called S-space. Light reflected by 
various bodies produces clusters with specific shapes in the S-colour space. Specular and 
diffuse interface reflections are separated in this space by analysing variations in brightness, 
hue, and saturation. The authors show that their approach allows segmentation of uniformly 
coloured dielectric surfaces.
A reflection model for metals is explored in [275, 276] within extensive experiments. With 
this model, the reflectance function of metals can be separated into a geometrical and 
a spectral component. The geometrical effects in the scene can be factored out through 
normalisation. The papers also describe a normalisation method for colour segmentation of 
inhomogeneous dielectrics and metals.
4 .7  M o t i o n - b a s e d  s e g m e n t a t i o n
The segmentation methods reviewed in the previous sections of this chapter are mainly 
related to still images. For video applications, it may be more practical to segment moving 
objects from a dynamic scene with the aid of motion information. Segmentation of moving 
objects plays an important role in image sequences, once objects are extracted they can 
serve a variety of purposes such as: image compression, object recognition, enhanced content 
interaction, etc
Motion-based segmentation techniques can be categorised according to the dynamics of 
the scene. The simplest case is when a static camera records a moving object, thus when
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the only motion activity is produced by the object of interest. Object segmentation in 
scenes involving camera motion or zooming effects is a challenging task. In such scenes 
segmentation is possible only when the dominant motion of the camera can be determined 
efficiently. Usually this implies that a large part of the image is background. Assuming 
the dominant motion in the scene to be produced by the camera and can be determined, 
compensation for this motion can be performed.
The general approach to motion segmentation is to partition an image into regions of dif­
ferent motion characteristics. However, this may result in a large number of regions since 
different parts of a non-rigid moving object might undergo different motions. Consequently, 
recovery of objects from motion regions is a challenging task.
Various motion segmentation algorithms have been proposed in the research literature. 
Good surveys on this topic can be found in [277, 278]. In [279] object segmentation is 
performed by thresholding the change detection mask. Regions of uncovered background 
are removed from the object mask by using a displacement vector field. In [280] an edge 
map is calculated from the inter-frame difference. The edge map containing edge pixels from 
both frames is compared to the edge map of the reference frame. The final segmentation is 
achieved through morphological and area filling operations. Optical flow and morphological 
operators are combined with connected component analysis on inter-frame difference images 
in [281].
A geometric model based on partial difference equations for segmenting and tracking moving 
objects is proposed in [282]. This model is an extension of the active contours framework 
by adding motion-based terms. The model does not account for camera motion. A fast 
version of active contour for segmentation and tracking is developed in [283] by integrating 
temporal and spatial edges. Again the model assumes a static camera and a moving object. 
In [284] segmentation and tracking is performed within an active contours framework by 
using inter-frame differences.
An approach able to deal with segmentation in the presence of camera motion is proposed in 
[285]. Again moving objects are detected by means of inter-frame differences modeled within 
a statistical framework. Camera motion is approximated with a three-parameter model (two 
translation and one zoom parameter). An extension of this work that integrates an optical 
flow algorithm is presented in [286]. In [287] a number of motion classes are determined
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from the correspondence of feature points. These motion classes serve to initialize the 
segmentation process in a level-set based segmentation algorithm.
4 .8  I n t e r a c t i v e  t o o l s  f o r  im a g e  s e g m e n t a t i o n
Image segmentation is a well studied domain but still remains an ill-posed problem and the 
notion of correct segmentation is essentially dependent on the application. Segmentation is 
a tedious and difficult procedure if performed manually. Although automated methods for 
image segmentation have been developed and successfully applied to certain well constrained 
problems even the most advanced methods require some form of user input in order to adapt 
to a large range of segmentation scenarios. Adding an appropriate level of user interaction 
into the automatic analysis can significantly improve the accuracy of image segmentation.
User interaction supporting image processing tasks falls into one of the following categories 
[288]:
o A lgorithm  initialization. Most algorithms require some kind of initialization by having 
the user select starting parameters for the algorithm or initial markers in the image 
to be segmented.
o In terven tion  or feedback response. This type of interaction consists of either steering 
the process continuously or intermittently towards a desired result, or stopping the 
process midway to introduce corrections when there are erroneous results.
o Evaluation of results. When the final results are unsatisfactory, the entire process can 
be repeated with different parameters or in some cases the result are simply rejected.
Computer mice and graphic tablets are the most wide-spread and efficient input devices for 
graphical applications. Consequently, most image editing applications use mouse-input for 
user interaction tasks. The commonly used graphical tools associated with arbitrarily-shape 
image segmentation are:
O The pencil. The user brings the mouse over the area of the image that needs to selected 
(painted). Although this is primarily an editing tool, when the set of modified pixels 
(painted) are considered as a mask it can be seen as a selection tool.
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o The brush selects pixels within a user defined radius around the mouse cursor. The 
radius around the cursor location can shrink or expand according to the duration of 
the mouse click or the pressure exercised on the input pen in the case of a graphic 
tablet.
O The lasso or scissor lets the user draw a closed contour, and selects all pixels within 
the contour. In the Intelligent Scissor mode the user selected area is adapted to 
automatically detected contours [289].
O The magic wand is a region growing algorithm which starts from an initial seed point 
and selects all connected pixels within a given colour distance.
o The blow tool is a combination between brush and magic wand. It expands a region 
around the mouse cursor by following the motion direction of the mouse. The ex­
pansion factor is derived from the distance between different pixels touched by the 
mouse.
Different multi-scale segmentation approaches have been proposed in the research literature, 
but as far we are aware are still to be implemented in commercial applications. In the multi­
scale approach the selection tools operate at region level rather than pixel level. Underlying 
algorithms for this type of interaction are described in [290, 291, 292, 293],
There are many successful interactive segmentation tools developed within the research 
community. A tool that allows region-based interaction on nested partitions is presented in 
[294]. Pre-segmented regions are represented in a hieratical structure where different levels 
in the hierarchy can be associated to the number of regions contained in the partition. 
Semantic objects are created by merging regions at different levels within the hierarchy.
In [295] the classical interactions pencil, brush, lasso and magic wand are extended to 
operate on pre-segmented regions. The user can choose the level of pre-segmentation desired 
and the interaction that suits the task at hand. In [296] an image is partitioned into pre­
segmented regions which are then represented into a binary partition tree. The user can 
build semantic objects by selectively clicking on image regions.
A scribble-based approach to semantic object segmentation is described in [297]. In order 
to mark objects the user draws two coloured scribbles over the foreground and background
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parts of the image respectively. Since the image is pre-segmented into uniform colour re­
gions, the user’s scribbles specify a number of regions that are then classified as background 
or foreground. The regions that are not initially intersected by one of the scribbles are 
merged to regions of similar colour already classified.
A different interaction approach in taken in [298] where pre-segmented regions need to be 
removed one by one until only the foreground object is left in the image. At first glance 
this seems to require quite a considerable amount of interaction and to be starting from the 
wrong point, deleting rather than adding regions.
4 .9  E v a l u a t i o n  o f  im a g e  s e g m e n t a t i o n
The amount of precision needed for image segmentation depends on the domain of applica­
tion. Segmentation masks can be coarse for surveillance applications whereas multimedia 
applications require high accuracy for the object’s contour. However, the goal of image 
segmentation is to accurately extract the contours of real objects contained in a scene. A 
standard evaluation measure, if available, would provide a ranking among different segmen­
tation algorithms or a way to optimally set the parameters of a given algorithm [299].
Many authors consider human assessment as the best form of evaluation for any segmen­
tation algorithm [195]. Other authors have proposed objective evaluation procedures and 
metrics, including application-oriented methods [300, 301], However, there is no universally 
accepted method of objective evaluation of segmentation results which makes the automated 
selection of an optimal segmentation algorithm a real challenge.
The algorithms related to objective evaluation of still image segmentation can be classified 
into two groups [302]:
O Analytical methods which evaluate segmentation algorithms by considering their un­
derlying principles, requirements and complexity.
■O Empirical methods which evaluate segmentation according to the obtained results. 
Some of these methods estimate the quality of segmentation based on intuitive mea­
sures such as uniformity or contrast between regions. Others, usually termed as dis­
crepancy metrics, compare the segmentation mask to reference masks (i.e. manually 
annotated ground truth).
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The analytical methods to evaluation of segmentation algorithms rely on an extensive the­
oretical framework and thus do not suffer from influences caused by the arrangement of 
evaluation experiments. However they have not received much attention in the literature 
perhaps because of the inherently limited comparison possible by such analytical means 
[299].
The empirical methods estimate the quality of segmentation according to human intuition. 
These methods rate different algorithms by computing a “goodness” measure based on the 
segmented image. Different types of measures have been proposed: colour uniformity [302], 
entropy [195], intra-region uniformity [303], inter-region contrast [304], shape complexity of 
the segmented regions [305], etc.
For foreground/background segmentation the quantitative measures typically involve the 
number of misclassified pixels and their positions. The most commonly used measures 
are: the percentage of area misclassified and the pixel distance error [302], A evaluation 
criterion modelled on human perception of segmentation accuracy is proposed in [301]. In 
this approach the mask of segmented objects are compared to manually extracted ground 
truth and discrepancies are computed based on the spatial accuracy of a region’s contours. 
A generic evaluation framework designed to meet a large class of segmentation applications 
is introduced in [299].
4 .1 0  C o n c l u s io n s
This chapter provides an review of algorithms used in image segmentation with a main focus 
on the methods related to segmentation for content-based retrieval. In the context of image 
retrieval, segmentation provides a way to focus the search on the most relevant areas of the 
image, the semantic objects present in the scene. We introduce here the main techniques 
developed in this research area covering methods such as histogram thresholding, clustering, 
region-growing, split-merge algorithms, contour and motion based segmentation.
There is no universal theory of image segmentation, all existing approaches rely on ad 
hoc assumptions to some extent. Most techniques are tailored to particular applications 
and operate under certain constraints. General purpose algorithms are neither robust or 
efficient. Most segmentation approaches are based on the similarity between neighbouring
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pixels or on the colour homogeneity of regions. These assumptions are often problematic in 
the presence of inhomogeneities induced by shadows or texture.
The problem of image segmentation is basically one of psychophysical perception. Many 
authors consider human assessment as the best form of evaluation for any segmentation 
algorithm. Extensive research has been dedicated to subjective and objective qualitative 
evaluation of segmentation, but estimation of the algorithmic complexity of segmentation 
methods has not received much attention in the research literature.
Robust segmentation is achieved only for particular applications in well specified scenarios. 
Image segmentation depends on so many factors, such as homogeneity, spatial compact­
ness, continuity, or correspondence with the psycho-visual perception. Although automated 
methods for image segmentation have been developed and successfully applied to certain 
problems, even the most advanced methods require some form of user input in order to 
adapt to a large range of segmentation scenarios.
Since automatic segmentation is not achievable on generic content, employing user interac­
tion significantly improves the accuracy of segmentation for any type of content. However, 
manual segmentation is a tedious and difficult procedure therefore the interaction should 
be minimal. Scribble-based interaction described above has a number of advantages over 
other interactive segmentation tools. The interaction performed by the user is a simple 
line scribble obtained with a single click and a short mouse motion. This is much easier 
and much faster (less that 3 seconds) than other interactive segmentation methods which 
either require the user to select all individual pixels in the desired object one by one, or to 
accurately follow an object’s contour. The scribbles are drawn over an image that is already 
pre-segmented in small homogenous regions obtained from an automated shortest spanning 
recursive tree (RSST) approach. This means that once the user has scribbled (labelled) 
some foreground and background regions, those which are left unlabelled can be directly 
assigned to the background/foreground according to a simple colour distance without any 
need for further interaction.
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Chapter 5
Relevance feedback
Relevance feedback (RF) is an efficient means of narrowing down the gap between low-level 
visual feature representation of an image and its semantic meaning in a content-based image 
retrieval (CBVIR) scenario. Without detailed knowledge of the video archive structure, and 
of the retrieval environment, most users find it difficult to formulate well-designed queries. 
Since the query formulation process is not transparent to retrieval system users, the initial 
query is likely to be far from an optimal formulation. Consequently, the initial retrieval 
operation can be considered as being a trial run only designed to retrieve a few useful items 
from a given collection. The items retrieved in the initial run can then be examined for 
relevance and the query formulation adapted accordingly in the hope of retrieving additional 
useful items during subsequent search operations.
5 .1  I n t r o d u c t i o n
The relevance feedback process was introduced in the mid ’60s [306] as an automatic method 
for query reformulation in text retrieval. The main idea of relevance feedback consists of 
choosing important features of certain previously retrieved items that have been identified 
as relevant by the users and emphasising these features in a new query formulation. Ad­
ditionally, the irrelevant features can be de-emphasized in the future query formulations. 
This has the effect of altering the query closer to relevant items and further away from
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non-relevant items. The expectation is that more relevant items are retrieved in subsequent 
search iterations.
The relevance feedback mechanism provides additional advantages for a retrieval system. 
The most significant of these are:
o It acts as a conceptual screen between the user and the query formulation mechanism, 
allowing the user to formulate powerful queries without intimate knowledge of the 
search process or of the archive structure.
o It structures the search process by breaking the search operation into sequences of 
iterative steps designed to gradually approach the targeted relevant documents.
o It provides a controlled environment for query formulation and subsequent adaptation 
by allowing the user to emphasise relevant items and their features as required by the 
particular information needs of the user.
However any relevance feedback mechanism relies on a set of general assumptions that need 
to be fulfilled in order to exploit the above-mentioned advantages effectively:
o The first and the most important assumption is that discrimination between relevant 
and non-relevant items is possible with the available features. Without this condition 
satisfied relevance feedback is futile.
o There can be established a relatively straightforward transformation between the 
topology of the feature space and the semantic characteristics of the items the user 
wants to retrieve.
o There are relevant items in the archive and they are a small part of the entire available 
collection. When such items form the majority of the collection, the retrieval process 
may perform effectively without necessitating a relevance feedback mechanism.
o Users may provide only limited and sometimes inadequate feedback information usu­
ally predominantly labeling positive items and less often negative items. This as­
sumption plays an important role in the selection of the feedback strategy and in the 
design of user interfaces.
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The reminder of the chapter is structured as follows. The principle of relevance feedback 
is presented in section 5.2 covering the query update models. Section 5.3 presents aspects 
specific to the use of relevance feedback in multimedia retrieval such as those related to util­
isation scenarios, data models and selection strategies. Performance evaluation of relevance 
feedback is discussed in Section 5.4. Section 5.5 summarises the content of the chapter.
5 .2  P r i n c i p l e  o f  r e l e v a n c e  f e e d b a c k
Relevance feedback was originally designed for text retrieval where the query model consists 
of a weighted selection of search terms [33, 307, 308]. A query vector can be written as:
Qo =  (5.2.1)
where g,; represents the weight of term i in the query. The weights are in the range 0 and 1; 
with 0 representing a term absent from the query vector and 1 representing a fully weighted 
term. A term could be a word chosen from a term dictionary or even a full phrase in the 
natural language of the user.
Through relevance feedback, an updated query vector Q'() is derived starting from the initial 
query vector:
Oo = (9 i ,^ ,- ,9 i )  (5-2.2)
where represents the altered term weight assignments for the i index terms. New terms 
are introduced in the query by assigning them a positive weight whilst older terms are 
removed by reducing their weigh to 0.
In this approach, the feedback process can be visualized as a shift in the query vector from 
one area to another into the T-dimensional space defined by the T  index terms.
The relevance feedback process is illustrated in Figure 5.1 for a two-dimensional case where 
the indexing terms are information and retrieval. If document D\ is specified as relevant to 
the initial query Qo the feedback operation updates the query to Q' which is closer to D \. 
For D'i specified as relevant, the updated query is Q" . The updated queries are expected to 
retrieve more relevant documents similar to the previously identified D\ or Z?2 respectively.
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Information
Qn-itiiliiil quay = "retrieval of informnrion"
Di -  retrieved document = "infonnalion science”
I); -  retrieved document = "retrieval systems"
0 - updated query eloser to the "science" area (Di) 
Q - updated query eloser to the “systems" urea (Dj)
Figure 5.1: Relevance feedback illustration, as depicted in [308]
5.2.1 Vector model
Both the information items D stored in the collection and the requests for information Q 
can be represented as T-dimensional vectors of the form:
Da — (d\ , d,2, di) 
Q o = (<7i,f/2,
(5.2.3)
where d, and <n represent the weight of term i in D and Q. respectively. The query-document 
similarity measure can then be computed as the inner product, between corresponding vec­
tors:
Similar ity(D, Q) — E  di ■qi (5.2.4)
i=l
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The optimal query Qoptimal that provides best retrieval results for the above given similarity 
is of the form [33]:
Qoptimal- f  £  | A | j  y v - n  (  |d ‘| )  (5'2'5)
\rclmumt /  \non—relevant /
where Di represents the document vectors, |Di\ is the corresponding Euclidian vector length, 
N  is the size of the collection and n the number of relevant documents in the collection.
However, the above optimal query cannot be used in practice as an initial query formulation 
because the set of n relevant documents is not known in advance. The optimal query is 
employed in generating a feedback query once relevance assessments are available for some 
of the items previously retrieved in the initial search iteration. In this case the updated 
query following the retrieval of n\ relevant and n2  non-relevant items can be formulated as:
(  \ /
Qi — Qo h—ni
v—' Di
, \Di\. knownxrelevanl /
1
n 2
V
£
Di 
IA
(5.2.6)
/
where Qo and Q\ represent the initial and first iteration queries respectively. 
I11 the general formulation the expression (5.2.6) can be written as:
Qt+1 = aQ i + ß (  £  j t ï ) - ï (  E  j t i )  (5'2?)
\relevant / \non—relevant /
where the normalized weights a, ß and 7 are between 0 and 1.
The vector alteration approach presented is conceptually simple; the modified term weights 
being directly obtained from the weights of the corresponding terms in relevant and non- 
relevant documents. When the weights accurately reflect the real values of the terms, 
standard vector modification provides a powerful query construction method.
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5.2.2 Probabilistic model
Another approach to relevance feedback is the probabilistic retrieval model [309, 310, 311] 
which uses an optimal retrieval rule to rank the documents in decreasing order according 
to the probabilistic expression:
P{X\relevanL) 
g P{X]non -  relevant) }
where P(x\relevant) and P(x\non — relevant) represent the probabilities that a relevant or 
non-relevant item, respectively, is modeled by the query vector X.
Given the above expression a query document similarity value between the query and each 
document Dq = (di, ¿2 , ..., d i) can be written as a function of two parameters^ and Ui that 
represent the probability that the i-th term holds the value 1 in a relevant and non-relevant 
document, respectively:
■ f 1 u )Similarity(D , Q) = Y '' di log — ----- %- +  constant
. U i [ l  — P i )
(5.2.9)
P i  — P ( X i  =  1 |  relevant)
Ui = P(Xi =  1| non — relevant)
However, in practice the values of pi and u-t are not known for all document terms. The 
most common assumption is that the^j values are constant for all terms (typically pi = 0.5) 
and Ui values are set to the proportion of documents in the collection that carry the term i 
(■Ui = rii/N, where rii is the number of documents containing the i term and N  is the total 
number of documents in the collection). For the initial search run, the expression (5.2.9) is 
then reduced to:
T
Similarity(D , Q) =  di log   (5.2.10)
i = l  U i
During the iterative searches the accumulated statistics for relevance and non-relevance of 
retrieved items are used to evaluate the expression in (5.2.9). For this purpose the relevant
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and non-relevant term distributions within the previously retrieved items are assumed as 
being the same as the distribution of terms in the entire document collection. Then the 
probabilities for relevant p,; and non-relevant Ui items in the collection can be written as:
r'- j  r i i - r i  , .
Pi = R  Ui = N  -  R  (5.2.11)
where rj is the number of relevant documents holding the term i and R  is the total number 
of relevant documents retrieved. Substituting these values in expression (5.2.9), the formula 
becomes:
rp
Similarity(D , Q) — Y"' di log (-£—-— —------------- L-l'j (5.2.12)
\  ~\~ri J
For the particular values, R = 1 and n  = 0 the logarithmic expression in the above formula 
is reduced to 0. For this reason an adjustment factor (typically 0.5) is added when defining 
the pi and Ui probabilities, which changes the formulas to:
ri +  0.5 m - n  + O.b .
«  = and =  N - R + i  (5-213)
The probabilistic feedback models are optimal under the assumed conditions of term inde­
pendence and binary (relevant versus non-relevant) document indexing. In the probabilistic 
approach the feedback process is directly related to the derivation of a weight for query terms
5 .3  R e l e v a n c e  f e e d b a c k  i n  im a g e  a n d  v i d e o  r e t r i e v a l
The goal of content based image and video retrieval systems is to provide the functionality 
for retrieving images and video sequences which are visually and conceptually similar to 
the query image or video clip. In such systems, the indexing terms are usually low-level 
visual features: colour histograms, texture features, edge-content features, etc. The feature 
vector is typically represented as a point in an iV-dimensional space in which the number of 
indexing features provides the dimensionality. The implicit assumption is that a vicinity of 
points in the feature space represents visually similar items (images or video). However some
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low-level features may be meaningless for the system’s users or may be highly correlated 
with other features. Some features could be significant for certain queries but may lose 
significance for other queries [312]. Significance and similarity are subjective notions and 
may alter depending on the query, the user or the particular moment in the search task. 
When there is a major discrepancy between the similarity as perceived by the user and 
similarity as computed by the retrieval system the search results are inadequate [313].
User feedback in the retrieval results can be exploited in a relevance feedback process on 
subsequent retrievals with the goal of increasing retrieval performance. A typical feedback 
supported search session develops as follows: the user presents a query (an image or a 
feature vector depending on the system’s input interface) to the system whereupon the 
system retrieves a fixed number of images using a default similarity metric. The user rates 
some of the returned results with respect to the relevance of the result of the retrieval 
task at hand. The ratings may vary from relevant or non-relevant to finer gradation of 
relevancy such as somewhat relevant, not sure, and somewhat irrelevant, depending on the 
particularities of a given retrieval system. The relevance feedback mechanism makes use of 
feedback information in order to select another set of images for retrieval. The user can rate 
the new images in a similar way and the process can iterate again in a closed-loop until the 
user is satisfied with the retrieved results or until no more progress can be achieved. The 
system’s goal is to effectively infer which images are of interest to the users based on their 
feedback.
In a relevance feedback mechanism, the emphasis is on the online feedback from users. In 
order to support efficient feedback, the retrieval system has to provide for certain function­
alities as follows:
O The system should require only a reasonable amount of feedback. The user should be 
required to rate at each iteration only a small number of images from the set of images 
retrieved. The user may become tired if asked to provide labor-intensive rating.
o The system should start retrieving acceptable results after only a few iterations. When 
a large number of iterations is required the users will become increasingly annoyed 
further limiting their feedback input.
O The retrieval time per iteration should not exceed a reasonable period (real-time), 
suitably correlated with the accuracy of retrieval in order to prevent user frustration.
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Exact bounds on what constitutes reasonable amounts of time or accuracy are domain and 
user specific.
5.3.1 Utilisation scenarios
From the user point of view, content based image retrieval can be described as modelling 
the following utilisation scenarios [314]:
O Explore and search for some relevant items. This is the case where the user does 
not have a strong prior notion of relevance and relies on the exploration of the image 
collection to clarify it. The retrieval system should allow an extensive exploration 
without necessarily retrieving all relevant images and even more importantly without 
filtering out all non-relevant images since the relevance is not well-defined.
o Retrieve most items from a relevant set. This is the case where the system has to filter 
out the non-relevant items. However, a number of non-relevant items are allowed to 
surface as long as they do not impede the search. In fact the presence of a few 
non-relevant items can be beneficial since it may help the user in indicating negative 
examples.
Relevance is a subjective notion associated with visual features or with semantic character­
istics that are shared by a group of items. Evaluating relevance is considered to correspond 
to a ranking problem [16] where items should be ordered by decreasing relevance. The 
precise ranking of relevant and non-relevant items is generally not required since it is often 
difficult for the user to choose between two alternative rankings. Ranking the most relevant 
items before the non-relevant ones is generally considered appropriate for retrieval since this 
brings the relevant items to the user’s attention. Thus, the evaluation of a relevance feed­
back mechanism is concerned with measuring the quality of ranking relevant items before 
non-relevant ones and the speed of improvement during feedback iterations.
5.3.2 Feedback information
The source and nature of the information that can be exploited for relevance feedback 
may be specific to each application. Generally the feedback information can be classified 
according to the following input sources [315]:
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O Prior feedback information acquired before the actual search session based on domain- 
specific similarity, prior clustering or related to the nature and context of the current 
searching session.
o Correlation of retrieval behaviour, feedback and user profiling within a group of 
searchers can provide valuable information. Although this information is usually col­
lated offline (e.g. collaborative filtering [316]) correlation of feedback between users 
may be exploited online in multi-user interactive systems [317].
O The feedback provided by a user at different stages in the search session or before 
that. This feedback can include the response in the current iteration, the responses 
in the previous iterations and possible a model of subjective perceived similarity.
A relevance feedback mechanism has two components: a learner and a selector. As the user 
labels retrieved images as relevant or non-relevant, the learner exploits this information to 
re-estimate the target of the user. The current estimation of the target serves to select the 
images to be retrieved in the next iteration.
There are various approaches to collecting and exploiting feedback from users with ap­
proaches taking account of only the positive examples [318, 319], others based on both 
positive and negative examples[320, 321], and approaches that operate with multiple “de­
grees of irrelevance” for each type of example [16, 322]. A novel approach was introduced 
with the D-EM [323] algorithm which makes use of unlabeled data to complement the 
labeled examples provided by the user.
Feedback approaches oriented towards enhanced browsing were developed in [25, 324] where 
the users are asked to re-arrange a layout of images on a panel (2-D space) according to 
their interpretation of relationships among the images. The machine is expected to learn 
the feature weighting scheme that could produce similar layouts.
5.3.3 Data models
The positive and/or negative examples provided by the user are the training set for the 
relevance feedback mechanism. Given a set of training examples, the role of a relevance 
feedback mechanism is to find the set of feature weights for which the clusters in the
8 4
5 . R e l e v a n c e  f e e d b a c k
training data can best approximate the semantic classification provided by the user. A 
large variety of approaches have been proposed for modelling the learning of training data. 
Early approaches [325, 320, 313, 16, 25] propose to learn a new query based on the relative 
importance of different features or feature components. Others model relevance feedback as 
a linear transformation in the feature space taking into account correlations among feature 
components [318, 319, 326]. More recent work approaches relevance feedback as a problem 
of density estimation [325], learning [321, 327, 328] or classification [329, 323].
In [83], the data collected during relevance feedback is dynamically clustered by tree- 
structured self organising maps (TS-SOM). The examples indicated by a user are assigned 
to clusters on a feature map which implicitly groups positive examples while dispersing 
negative examples. Feature vectors that fall within compact clusters are more relevant than 
vectors sparsely located within the map. A similar approach based this time on a proba­
bilistic framework is proposed in [313] while the method introduced in [330] makes use of 
Kohonen maps and vector quantisation. In [327] the relevance feedback data is reorganised 
iteratively by a decision tree algorithm until similar feature vectors fall within the same 
class. In the resulting tree, images located close to a relevant leaf indicated by the user are 
considered relevant and returned in the retrieval step.
The Gaussian assumption is a common and convenient choice when modeling the distri­
bution of the features of the target class within the data collection [318, 319]. With this 
assumption, learning the target class model corresponds to estimating the parameters of a 
Gaussian distribution. The approach presented in [331] takes account of negative examples 
for query update by comparing the variance of positive examples to the joint variance of 
positive and negative examples.
A novel approach to relevance feedback that emerged in the recent years relies on support 
vector machines (SVM [332]). Most SVM-based models of relevance feedback use a 2-class 
SVM classifier to discriminate positive and negative examples [333, 328, 334], A simpler 
approach supporting only positive examples uses a 1-class SVM classifier [325]. However the 
1-class SVM classifier returns an increased rate of non-relevant images within the retrieval 
results.
The use of relevance feedback does not stop at retrieval based on global representations. 
Schemes that employ relevance feedback in learning object structure from examples based 
on image segmentation have been proposed in the research literature. Pioneering work in
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region based retrieval is introduced in [335] and [330]. An hierarchical formation scheme 
for object retrieval was proposed in [336]. The approach described in [337] uses a learning 
model to locate the area in feature space shared by all positive sub-images (regions) but far 
from all negative ones. A similar technique is developed in [338] where a model is inferred for 
a class of objects. In [339] objects are represented with attributed relational graphs (ARG) 
modeled from multiple samples via the EM algorithm. The ARG captures the probabilistic 
characteristics of both appearance and the structure of the object. An SVM-based approach 
that integrates several effective relevance feedback algorithms is presented in [340].
A retrieval approach based on an object ontology is presented in [341]. In this approach low- 
level descriptors for colour, position, size and shape of regions are associated with an object 
ontology in order to allow the qualitative definition of the high-level concepts (keywords). 
A relevance feedback mechanism, based on support vector machines using the low-level 
descriptors, is invoked to rank the potentially relevant image regions and produce the final 
query results.
5.3.4 Selection strategies
In most approaches present in the literature, the images on which feedback is elicited are 
images considered by the system as being potentially the most similar to the given query. 
However in a few cases these images were randomly selected. It could be argued that rel­
evance feedback has two potentially conflicting goals: to provide the user with as many 
relevant images as possible while maximising the information obtained from the user re­
garding the relevant and non-relevant items.
Returning the most positive images focuses on the goal of providing the user with many 
items believed to be relevant early in the search. It has the advantage of attempting to 
increase users confidence in the retrieval performance and consequently to increase satis­
faction in using the system. However, it may have the disadvantage of a slower system 
learning rate since the identification of the target image class can take longer in the absence 
of suitable discriminatory examples.
Returning the most informative images aims at maximising the information obtained from 
the user. An approach directed at identifying at every round images expected to remove
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a maximal amount of uncertainty regarding the target is introduced in [314]. In this ap­
proach the images selected for feedback are those ambiguous at the current estimation. The 
complete set of items presented for feedback should have low redundancy among images.
Since both selection strategies mentioned above follow mainly a single goal, a hybrid se­
lection strategy may be able to provide a good compromise. A hybrid selection method 
applied to text retrieval is presented in [342] where at every iteration a part of the retrieved 
documents are ambiguous items while the rest are items presumed relevant. The ratio of 
ambiguous documents decreases as the set of labeled examples expands.
5 .4  E v a l u a t i o n  o f  r e t r i e v a l  w i t h  r e l e v a n c e  f e e d b a c k
Testing and evaluating relevance feedback mechanisms is a difficult and time-consuming 
task since it requires active cooperation of large groups of users in various experimenta­
tion contexts. A common evaluation alternative is to use a data collection for which the 
groundtruth - the set of image classes covering the collection’s content - is known. Although 
the groundtruth for such an evaluation is somehow artificial since in reality different users 
would often catalogue the collection into different classes. Therefore, several groundtruth 
databases, of diverse content, will need to be used in order to cover a wide range of context. 
However, designing the groundtruth for large collections on images is a laborious effort and 
prone to subjective assessment.
In real-user experimentation, the feedback provided by users during search sessions can 
have a strong impact on the evaluation of the relevance feedback process. The interest and 
patience of users may run low when large amounts of explicit feedback is required. The 
psychological aspect of retrieval has received only limited attention. Some studies have 
concluded that users perceive attractive interfaces as being more efficient although this 
is not necessarily echoed in objective performance measures [343]. However an aesthetic 
interface may encourage the user to actually provide a high level of feedback with in turn 
can enhance the overall retrieval performance. Generally in evaluating retrieval it is difficult 
to quantify which part of the system actually influences the retrieval performance of the 
users.
The performance measure commonly employed for the evaluation of relevance feedback is 
document cutoff level - the proportion of relevant images returned in the top N search results.
8 7
5 . R e l e v a n c e  f e e d b a c k
The evolution of the measure during successive feedback iterations is an indication of the 
speed of convergence to the target ranking. Another measures of retrieval performance are 
precision and recall metrics, and the precision vs. recall graph (depicted in Figure 5.2) at 
a fixed number of feedback iterations [310]. The precision and recall measures are defined
Number of relevant, documents retrievedPrecision = ------—---- ■------ -—;------------------;------:----- -Number o f documents retrieved
(5.4.1)
Number of relevant documents retrieved
Recall =  __________ -_____________________________Number of relevant documents in collection
Recall!
Figure 5.2: Illustration of a typical precision vs. recall graph
Since precision and recall are useful for expressing the performance of a system only in 
conjunction to each other, a combined measure can be sometimes more appropriate. The 
E  and F  (particularly the Fi form) measures [310] are the commonly used combinations of 
precision and recall.
However, as demonstrated in [344] the evaluation of relevance feedback measured in terms 
of precision and recall is affected by the so called ranking effect. The ranking effect is 
the artificial improvement of precision and recall values as a result of re-ranking of the 
known relevant documents to the top of the document list. This effect blurs the actual
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improvement feedback has on the retrieval of unseen relevant documents. Residual ranking 
and rank freezing are alternative evaluation techniques to measure the effect of feedback on 
the unseen relevant documents [344],
5.4.1 R esidua l rank ing
In residual ranking the relevant and non-relevant documents used in relevance feedback are 
removed from the document collection before measuring the precision and recall values. 
Measuring the values on only the remaining (residual) collection this method accurately 
captures the effect feedback has on unseen relevant documents. However, the ranking on 
the residual collection is not comparable with the ranking before the feedback iterations, 
since now there are less documents than in the original collection.
The evaluation of relevance feedback is usually done on a set of queries, the precision and 
recall figures being computed over all retrieved documents on all queries. For a given query, 
at each successive iteration of feedback newly retrieved relevant documents are removed from 
the collection until finally there are no more relevant documents for that query. The query 
cannot be used in subsequent feedback iterations since it will return no relevant documents. 
This changes the number of queries over which precision and recall values are computed at 
different feedback iterations. Queries with large numbers of relevant documents and those 
with slow increase in feedback are likely to run for many iterations thus having a bigger 
impact on the measured performance.
5.4.2 R an k  freezing
The rank freezing technique is based on preserving the rank position for a number of re­
trieved documents. There are two variations of this technique: full freezing and modified 
freezing. In full freezing the top N  ranking documents, whose relevance has been judged, 
are preserved on the same position while the remaining documents are re-ranked. The pre­
cision and recall values are then computed over the entire ranking. Since only documents 
below the N  — th  are re-ranked, changes in precision and recall happen only as a result of 
updates in the position of unseen relevant documents. In modified freezing the ranks are 
preserved to the position of the last marked relevant document [344].
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As the number of feedback iterations increases more frozen ranks are accumulated, thus the 
frozen ranks will have a higher impact on the precision and recall values. Because of this 
the performance of relevance feedback at later iterations can appear as poor. Precision and 
recall values can be calculated even when all relevant documents are retrieved, but these 
figures will not change once all relevant documents are frozen.
5 .5  S u m m a r y
This chapter provides an overview of relevance feedback in content-based multimedia re­
trieval. Relevance feedback covers a large range of techniques intended to facilitate retrieval 
of information relevant to a users information need. Conceptually, relevance feedback acts 
as a interface that hides the complexity of query modification from the user.
Relevance feedback has proved to be a useful and pragmatic solution to formulating an 
information need. However relevance feedback alone is not sufficient to dramatically improve 
retrieval. The variety of strategies and modalities adopted by users during search does not 
always find adequate support in the feedback process. Integration of relevance feedback 
with additional functionalities such as enhanced browsing and interaction is required in 
order to enhance the retrieval performance.
It has to be noted that not all relevance assessments are equal. Users are influenced by 
many objective and subjective factors when assessing relevance of a given document. The 
goal of the search, the particular moment in the search and overall knowledge related to 
the functionality of the retrieval system can largely change the selection of items which the 
user decides to label.
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C h a p t e r  6
An approach to object-based video  
retrieval
When we look at images we see objects and the relationship between them. It is well know 
that most people when describing a shot recall “things” (a tree, a car, house, etc) and 
relative positions of things although they may not remember specific details about these 
“things” such as their colour or exact shape.
6 .1  I n t r o d u c t i o n
Since “things”, or in our terminology objects, are the units that people operate with why 
not look at searching image and video content by objects ? Thus, the question we ask is, 
whether visual retrieval can be effectively performed by finding objects and their relation­
ship and this is an intriguing research problem. Although at the current state of technology, 
automated object extraction is not possible, except for few rigourously constrained applica­
tions, technology is always improving. Moreover, research aims at developing the technology 
of tomorrow and that can be done only by looking today a step ahead. It may well be that 
technology will develop some realistic and scalable mechanism for object detection at which 
point the work in this thesis will become very relevant.
It is the purpose of this thesis to constitute itself as a part of a larger stream of research 
that investigates visual objects, in their various representations, as a possible approach to
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advancing the use of semantics in content-based visual retrieval. The aim of this work is 
to explore modalities of using objects in visual retrieval. In order to achieve this goal an 
object-based retrieval approach is presented and a set of experiments are carried out to 
investigate its performance and utility for interactive retrieval scenarios.
This chapter introduces the proposed approach detailing its component elements. The 
framework developed here contains the entire processing chain required to analyse, index 
and interactively retrieve images and video via object-to-object matching.
The remainder of this chapter is organised as follows. The next section gives an overview 
of the proposed framework. The first component in the framework, the video sequence 
segmentation algorithm is described in Section 6.3. The approach to object segmentation 
and the visual features used for object indexing are described in Section 6.4. The relevance 
feedback mechanism is presented in Section 6.5 followed by a presentation of the interaction 
with objects in the graphical user interface of the demonstration system developed in Section 
6.6. Section 6.7 summarises the contents of the chapter.
6 .2  O v e r a l l  s t r u c t u r e  o f  t h e  f r a m e w o r k
The framework developed in order to explore the use of object-based retrieval follows the 
general structure of content based video retrieval systems with the notable difference being 
the interactive object-segmentation and the use of objects as illustrated in Figure 6.1.
Video sequence 
segmentata on
Interactive retri eval 
via
query fcumulation, relevance feedback, 
& user interaction
£ KEYFRAMES lì
Interactive object 
segmentation
Visual features 
extraction & indexing
Figure 6.1: Framework diagram
The video sequence segmentation technique developed here takes advantage of the distrib­
ution of macroblock types in the MPEG compressed domain. The semi-automatic segmen­
tation is designed around a scribble based interaction on pre-segmented keyframes obtained
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from an automatic region segmentation approach. The extraction of MPEG-7 visual de­
scriptors (Dominant Colour Descriptor and Texture Browsing Descriptor) for images and 
objects is performed with the code provided in the aceToolbox software [345]. The relevance 
feedback mechanism is modeled by a Gaussian mixture model incorporating positive and 
negative examples. The Graphical User interface facilitates interaction with objects and 
object based query formulation. The following sections describe each component in the 
framework.
6 .3  V id e o  s e q u e n c e  s e g m e n t a t i o n
This section introduces an efficient method to exploit the MPEG macroblock type informa­
tion for video shot change detection. The approach can be classified in the general category 
of double threshold techniques for video segmentation.
During the motion estimation stage in MPEG encoders, each macroblock in a given frame 
is encoded according to one of the MPEG predefined types: intra-coded (I), forward com­
pensated (F), backward compensated (B) or interpolated (FB). The statistical temporal 
distribution of the macroblock types in the bi-directional predicted (B) and forward pre­
dicted (P) frames, can reveal the shot transition. The computational complexity of the 
proposed method is reduced, as only the macroblock type information is extracted from the 
compressed video data.
Recent work on shot boundary segmentation makes use of additional information extracted 
from video compressed domain. An approach based on segmentation and classification 
of motion texture patterns in DC spatio-temporal slices is proposed in [346] and further 
improved in [347]. The method described in [348] exploits inter-frame dissimilarity on 
compressed domain low-level features. These features are used as input to an efficient k- 
Nearest-Neighbour classifier in order to detect shot transitions. A new approach for video 
cut detection which completely removes the impact of parameter and threshold settings is 
introduced in [349]. The basic idea of the approach is to classify the time series of frame 
differences into cuts and non-cuts by using the c-means clustering algorithm. An original 
approach to partitioning a video into shots based on a foveated representation of the video 
is proposed in [350]. The method works by computing, at each time instant, a consistency 
measure of the fixation sequences generated by an ideal observer looking at the video. A
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unified detection model, both for abrupt and all types of gradual transitions is introduced 
in [351]. The innovation of this approach is centered on mapping the space of inter-frame 
distances onto a new space of decision better suited to achieving a sequence-independent 
thresholding.
Two approaches reported in the literature are particularly similar to the method proposed 
here, the first one using the spatio-temporal distribution of macroblock types for dissolve 
detection [124], and the second one tracking the shot change for particular macroblocks 
during the shot transition [352]. One specific difference is that both approaches use the 
spatio-temporal distribution of macroblock types as well as additional information about the 
discrete cosine coefficients for gradual transition detection, whereas our proposed method 
uses only the temporal distribution of macroblock types. Moreover, none of the above- 
mentioned work reports experiments over an extensive test set of real video sequences.
MPEG encoders compress video information into the following types of frames (pictures): 
intra-coded picture (I), forward predicted picture (P) and bi-directional predicted picture 
(B). Each frame is divided into blocks of 16 x 16 pixels called MacroBlocks (MB) [95]. 
Each macroblock contains information about its type of temporal prediction. A number 
of frames are grouped together in a Group of Pictures (GOP), which exhibits a typical 
encoding pattern. The most commonly encountered encoding pattern in a GOP has the 
RBBR structure, where R stands for the reference frame, which can be used for prediction, 
and B stands for the bi-directional predicted frame. The reference frames are always I frames 
or P frames, as the B frames cannot be used for prediction in accordance with the MPEG 
specifications. The MPEG video standard does not define a standard GOP structure thus 
different encoders may adopt different encoding patterns. However, it is extremely probable 
that the RBBR structure of the GOP implements the most efficient trade-off between video 
quality and compression gain.
Within the GOP structure the B frames tend to be predicted from the nearest temporal 
reference frame, since they are more similar than the distant reference frame. As a result,
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the first B frame will be predominantly forward and bi-directional predicted, whereas the 
second B frame will be predominantly backward and bi-directionally predicted. Figure 6.2 
illustrates the macroblock prediction dependence within the GOP for a “neutral” (without 
transition) frame quadruplet.
6.3.1 A b ru p t sho t change de tec tion
During an abrupt shot change, also called a cut, the image context is switched between two 
consecutive frames. Naturally, motion estimation in the MPEG encoders cannot extract 
much prediction between two frames with very different content. Therefore, the first frame 
of the new shot is not predicted from the previous frame, if it is a B frame. Similarly, if it 
is a P frame it cannot offer support for backward or bi-directional prediction. In the given 
frame quadruplet, a shot change can occur in any of the following positions: between the 
first and the second frame, between the second and the third frame or between the third 
and the fourth frame. If the shot transition occurs before the first or after the last frame of 
the quadruplet, the transition is manifested in the anterior or in the posterior quadruplet 
respectively. Each case poses a different scenario, as follows:
o When the shot change is between the first and the second frame of the quadruplet, 
both B frames’ predictions would be obtained from the last reference frame in the 
quadruplet. Only a small proportion of the macroblocks in each B frame would have 
forward or interpolated type.
O When the shot change is between the second and the third frame of the quadruplet, 
the initial B frames would have forward prediction and the final B frame would have 
backward prediction. Only a small proportion of the macroblocks in each B frame 
would be predicted by interpolation (FB type).
o When the shot change is between the third and the fourth frame, both B frames’ 
predictions would be obtained from the first reference frame. Only a small proportion 
of the macroblocks in each B frame would have backward or interpolated type.
The dependence of the prediction on the shot change position within the quadruplet is 
illustrated in Figure 6.3.
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Figure 6.3: The prediction dependence in relation to shot transition (a) Shot front before 
first B frame (b) Shot front between the B frames (c) Shot front after last B frame
6.3.2 Threshold settings for abrupt transitions
Experiments were carried out on real video sequences with diverse content. The distribution 
of macroblocks types differs from sequence to sequence and encoder to encoder, especially 
under the influence of camera or object motion. Therefore, the method we use tracks the 
change in the distribution of each macroblock type, independently, and detects particu­
lar combinations of all macroblock types, which occur at the abrupt shot change. MPEG 
encoders mainly use a high ratio of interpolated macroblock type to encode B frames. Typ­
ically around 80% of the macroblocks within the B frames are interpolated macroblocks. A 
dramatic reduction of the number of interpolated macroblocks type within a frame quadru­
plet indicates a possible shot transition. Experimental results have indicated the following 
shot transition “rules” within a frames quadruplet:
O When the number of interpolated macroblocks drops to under 20% in the B frames, 
and the number of backward predicted macroblocks in the first B frame of the quadru­
plet is higher than the number of forward predicted macroblocks, an abrupt shot 
transition occurs between the first and second frames of the quadruplet.
o When the number of the interpolated macroblocks drops to under 10% in the B 
frames, but the B frames preserve their normal prediction dependence, an abrupt 
shot transition occurs between the second and third frames of the quadruplet.
o When the number of interpolated macroblocks drops to under 20% in the B frames, 
and the number of forward predicted macroblocks in the last B frame of the quadru­
plet is higher than the number of backward predicted macroblocks, an abrupt shot 
transition occurs between the third and the fourth frames of the quadruplet.
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Flashlights may introduce false shot transitions. However, flashlight detection is straight­
forward as the shot covered by a flashlight is not usually longer than one or two frames.
6.3.3 Gradual shot change detection
Due to the variety of possible gradual transitions and to the variety of patterns for each 
specific transition, it is impossible to accurately detect and classify all gradual transitions. 
However, recognizing the exact type of transition would not represent significant additional 
information for video browsing and retrieval. Usually, a simple classification of the shot 
change in terms of abrupt and gradual transitions provides sufficient information. Therefore, 
our method only classifies the shot changes into abrupt or gradual transitions.
During gradual transitions shot change is progressively introduced from frame to frame. 
Thus, there will not be any abrupt alterations of the macroblock type distributions present. 
However, since parts of the image content are continuously changing, the difference between 
the predicted frame and its prediction reference frame will tend to increase. The effect 
especially manifests itself with the forward predicted frames (P-frames), as there is a gap 
of a few (usually two) frames between each P frame and its forward reference frame. As 
the gradual transition introduces new image content, which cannot be represented based 
on forward prediction, the number of intra-coded macroblocks within the forward predicted 
frames (P-frames) increases. Also, gradual transitions increase the dependence of the bi­
directional predicted frames (B frames) towards their predominant prediction reference 
frame. Unfortunately, a similar macroblock type distribution pattern is exhibited during 
significant object motion or fast camera motion so this characteristic is of limited use in 
detecting gradual shot changes.
6.3.4 Threshold settings with gradual transitions
Due to different encoders, a variety of possible gradual transitions, and to the encoded con­
tent, a universal arithmetic relation describing the macroblock distribution within gradual 
shot changes is extremely difficult to find. Therefore, tracking a particular combination of 
the temporal distributions of the macroblock type is more successful for detection purposes. 
Typically, only a small number of intra-coded macroblocks appear in the encoded forward
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predicted frames (P-frames), as sufficient forward prediction can be used within a neutral 
sequence.
Continuous changes during the gradual transition force the MPEG encoder to introduce 
intra-coded macroblocks in the predicted frames, in order to encode the newly introduced 
parts of the frame. An increased number (over 5%) of intra-coded macroblocks within the 
P-frames, combined with the reduction of interpolated macroblocks within the B frames, 
indicate the occurrence of a gradual transition [353].
6.3.5 E v a lua tion  o f shot change d e tec tio n
Evaluation of the proposed method has been carried out on the TRECVid 2001 [4] shot 
boundary test set according to the TRECVid ground-truth. The experimental results are 
compared qualitatively and quantitatively with a classical shot change, histogram based, 
approach. A summary of the video content in the test set is presented in Table 6.1. Various 
statistics of the test set files are presented in Table 6.2.
Generally, uncompressed domain approaches to video segmentation exhibit higher accuracy 
for shot change detection. Due to its reduced number of features, approaches to video 
segmentation in the compressed domain are regarded as fast but not accurate. A compar­
ison between uncompressed and compressed video processing approaches offers interesting 
conclusions. The histogram-based approach, which has been chosen for comparative eval­
uation, uses the Cosine similarity measure to compare colour signatures within frames. A 
detailed presentation of the algorithm can be found in [134].
Tables 6.3 and 6.4 show the experimental results obtained for the classical, uncompressed 
domain, histogram-based approach and for our proposed method respectively. The results 
are presented separately for abrupt transitions and for gradual transitions. The statistical 
performance of both methods is measured in terms of recall and precision as defined in 
Section 3.7.2.
The last column in both tables shows the processing speed of each method in terms of 
percentage from the actual real-time (playing time) of the video file. It can be seen from 
the last column in Table 6.3 that the compressed domain method performs at between 5% 
to 10% of real-time with the exception of short videos, such as those listed on rows 2 and
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F ile C o n te n t d esc r ip tio n
F ile  I Documentary related to  a ircra ft hangar t ire  protection
F ile  2 Docum entary about B lackpool Beach
F ile  3 N A S A  A nniversary Show
F ile 4 N A S A  Anniversary Show
F ile  5 Docum entary about Glen Canyon Dam
File 6 Docum entary related to u tiliza tion  o f  the water
F ile  7 Docum entary related to u tiliza tion  o f  the water
F ile  8 Docum entary about R io  Grande
F ile  9 Docum entary about Lake Powell
F ile  10 Docum entary about aerial lif ts
F ile 11 Los Angels by car
F ile  12 Los Angels by car
F ile  13 Docum entary about N ile  R iver
F ile  14 Docum entary related to  space technology used fo r  c iv il engineering
F ile  15 Docum entary related to space projects
F ile  16 Documentary related to satellite cartography and habitat m onitoring
F ile  17 Docum entary related to space technology
F ile  18 Documentary related to a irline  safety and economy
F ile  19 Docum entary about E lm ina  Fort
F ile  20 Documentary re lated to  a f le x ib le  m anufacturing workstation
F ile  21 S cientific  lecture  about human perception
F ile 22 Documentary about q ua lity  assurance in industry
Table 6.1: Content description of the test set
19. In the case of short videos the overhead with the actual loading of the video file into 
memory is a significant part of the entire processing duration, while for longer files this 
overhead becomes less important compared with the actual length of the video clip.
It is worthwhile to mention that the histogram-based approach is unable to classify the shot 
transitions as abrupt or gradual, and for gradual transitions the method reports more than 
one abrupt transition. Therefore, in Table 6.4 the results for gradual transitions are not 
included. Despite this deficiency, the comparison between the classical approach and the 
compressed domain method proposed here shows interesting results. Abrupt shot change 
detection accuracy and processing speed offers relevant comparison points. According to the 
experimental results, the proposed method offers satisfactory precision with the advantage 
of fast processing speed.
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File Size [MB] Time [min] Frames Transitions Abrupt Gradual
F ile  1 90.2 09:00 15679 J07 62 45
F ile  2 7.0 00:37 943 2 2 0
F ile  3 66.9 06:19 11364 65 38 27
F ile  4 72.4 06:50 12307 103 38 65
F ile  5 240.5 26:56 48451 237 226 11
F ile  6 251.0 28:07 50569 528 375 153
F ile  7 149.4 16:44 30088 22 0 22
F ile  8 121.9 13:39 24550 135 0 135
F ile  9 247.2 27:41 49801 246 126 120
F ile  10 92.3 09:00 16048 81 61 20
F ile  11 48.8 04:25 6649 8 8 0
F ile  12 49.1 04:27 6688 7 7 0
F ile  13 14.5 01:18 1969 1 1 0
F ile  14 262.7 29:26 52927 298 181 117
F ile  15 260.1 29:08 52405 239 183 56
F ile  16 247.1 27:40 49768 214 188 26
F ile  17 128.0 14:20 25783 158 81 77
F ile  18 63.4 07:06 12781 67 44 23
F ile  19 4.4 00:24 601 1 1 0
F ile  20 84.1 08:15 14686 82 61 21
F ile  21 484.1 48:16 86789 308 292 J6
F ile  22 128.1 12:23 22276 119 67 52
Table 6.2: Test set statistics - duration, size and transitions
The processing speed of the histogram-based approach is close to the playing time speed, 
as the video sequences need to be decompressed before analysis. The processing speed 
presented in Table 6.3 and 6.4 for both uncompressed and respectively compressed domain 
approaches have been obtained on a 733 MHz Pentium III PC with 256 MB RAM running 
Red Hat 7.0 Linux.
6.3.6 Extension to gradual transition classification
Our method classifies the shot changes into abrupt transitions and gradual transitions, us­
ing gradual as a generic definition for a series of possible gradual changes such as: dissolves, 
wipes, fades. Generally, each particular type of gradual transition has a pattern of changes,
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File Abruptdelected Abruptinserted Gradualdetected Gradualinserted Recallabrupt Precisionabrupt Recallgradual Precisiongradual Speed I % of reaL-dmel
1 62 9 44 28 100% 87.3% 97.7% 61.7% 5.56
2 2 0 - 100% 100% - 18 92
3 38 2 27 14 100% 95% 100% 65.8 % 5.54
4 31 0 63 31 81.6% 100% 96.9% 67.7 % 5.61
5 224 52 11 9 100% 81.3% 100% 55% 5.63
6 344 0 150 86 91 7% 100% 98% 64% 5.57
7 - 22 12 - * 100% 64.7 % 5,68
8 - J31 71 - - 97% 65.5 % 5-62
9 125 3 J15 75 992% 97.7% 95.8% 61.5 % 5.46
10 61 0 20 14 100% J00% 100% 58.8 % 556
1J 8 0 - • 100% 100% - 5 67
12 7 0 • 100% 100% • - 5.46
13 1 0 100% 100% - 8.97
14 181 8 114 62 100% 95,8 % 97 4 % 65.1 % 5,49
15 183 30 56 37 100% 85.9 % 100% 60% 5.53
16 188 22 26 19 100% 89,5% 100% 57.7 % 5,60
17 81 7 76 39 100% 92% 98 7 % 66% 5.58
18 44 2 23 13 100% 95.7 % 100% 63.8 % 5,63
19 1 0 - 100% 100% • - 29.17
20 61 14 20 9 100% 81.3 % 95.2 % 68.9 % 5,66
2J 286 0 16 5 97.9 % 100% 100% 762% 5.87
22 65 0 51 31 97% 100% 98% 62 2% 5 65
Table 6.3: Performance of proposed method
which can be detected from the macroblock types. During dissolves, the intra-coded mac­
roblock type appears to be randomly distributed over the frame surface and tends to follow 
a normal temporal distribution within the sequence. For the classical wipe transition, the 
intra-coded macroblocks type appears as a continuous line along the vertical, horizontal or 
diagonal side of the frame, shifted a constant number of positions within each frame. For 
fade detection the first DCT coefficient can indicate the continuous change in the sequence 
luminosity. Obviously, adding methods to detect each particular transition decreases the 
processing speed and does not always contribute with significant information to the image 
segmentation or the retrieval tasks. However, it would be difficult to classify combinations 
of gradual transitions.
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File Abruptfletected Abruptinserted Gradualdetected Gradualinserted Recaliabrupt Precisionabrupt Recallgradual Precisionjiradual Speed 1% mf rea Mime!
1 62 12 100% 83.8 % * 100
2 2 0 100% 100 % 100
3 37 5 97.4% 88% * 100
4 38 7 100 % 84.4 % - 100
5 223 35 98.7 % 86.4% • 100
6 372 43 99.2 % 89.6 % - 100
7 - L - • - - 100
8 - * - 100
9 126 14 100% 90% * 100
10 60 9 98.4 % 86.9 % ■ 100
11 2 0 25% 100% 100
12 1 0 14.3 % 100% 100
13 1 0 100% 100 % • 100
14 179 28 98.9 % 86,5 % 100
15 182 9 99.5 % 95.2 % 100
16 186 16 98.9 % 92-1 % 100
17 81 8 100% 91 % 100
18 44 3 100% 93.6 % 100
19 1 0 100% 100% 100
20 61 4 100% 93.8% 100
21 288 22 98.7 % 92.9 % • 1 100
22 66 9 98.5 % 88% - 100
Table 6.4: Performance of the histogram-based approach 
6.3.7 A pp licab ility  to  d ifferent encoding  p a tte rn s
Our method has been developed and tested on video content encoded with bi-directional 
frame prediction, with and without interpolated macroblocks. The algorithm assumes an 
encoding pattern of two bi-directional predicted frames enclosed by a pair of reference 
frames (P or I frames). The method can perform successfully for a different number of bi­
directional predicted frames enclosed within a pair of reference frames, with proper threshold 
settings. Assuming an even number of bi-directional predicted frames, each B frame receives 
dominant prediction from the closest reference frame. For an odd number of bi-directional 
predicted frames, the middle B frame prediction should be obtained almost equally from 
each reference frame.
Each MPEG encoder can use a particular weighting of the macroblocks types within the 
frames and consequently, different threshold settings provide the best results for each par­
ticular encoder. Therefore, the proposed method is optimal for applications that use video
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data provided by a single encoder.
6.3.8 Keyframe extraction
Keyframes are intended to provide an intuitive visual description of video shots and pointers 
to their content. Although sophisticated algorithms for keyframe determination have been 
researched and some proved successful, there is no universal technique of selecting appro­
priate keyframes. Depending on the application, one or more keyframes can be extracted 
for every shot. A common approach taken in practice is the selection of a frame close to 
the middle of the shot.
In the approach presented here keyframes serve as content descriptions and also in outlining 
the semantic objects, thus the ideal keyframes are those containing entire non-occluded 
objects. Since the outlining of objects in the keyframes is done interactively in our work, 
keyframe selection can be undertaken by a human indexer who would decide on the most 
representative frame from a small list of automatically extracted keyframes for each shot.
6 .4  O b j e c t  o u t l i n i n g  a n d  v i s u a l  f e a t u r e  e x t r a c t i o n
Automatic segmentation of semantic objects is difficult and unreliable on generic content. 
This is especially evident in video due to compression artifacts, which affect homogeneity in 
colour and texture. To alleviate the effects of compression, object extraction is supported 
through user interaction in the work in this thesis. Every extracted object is indexed in 
terms of colour, shape and texture. This section details the object extraction and indexing 
process.
6.4.1 Object outlining
Interactive object extraction is performed in two steps: an automatic partitioning of the 
image into a number of uniformly coloured regions followed by a user assisted grouping of 
regions into semantic objects.
The automatic segmentation is a straightforward extension of the well known Recursive 
Shortest Spanning Tree (RSST) algorithm [354]. The RSST algorithm was selected because
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it does not impose any external constraint on the image and also permits simple control 
over the number of segmented regions. The RSST represents an image as a weighted graph, 
where regions are considered as nodes and each pair of adjacent regions (/i,;, Rj) is connected 
with a link Lij. In the initial step every pixel in the image is considered a region. Regions 
are merged into an iterative procedure where at each iteration the two regions (Ri, Rj) with 
the minimum link distance d . are joined. After each iteration the entire list of regions 
is updated. Repeating this procedure, the number of regions can be reduced down to one. 
The order of merging constructs a so-called spanning tree, depicted in Figure 6.4. In this 
picture the initial and segmented images are shown on the left side, the resulting RSST 
graph, with two branches for the background and, respectively, foreground areas, is shown 
on the right side. Each node in the graph is one of the regions outlined in the segmented 
image.
Figure 6.4: Results of RSST colour segmentation 
The link distance between two regions is computed according to the expression:
N-  ■ IV- /-------------------------------------------------------------------
dLi} =  y fm  -  Y t f  +  (Ik -  Uj)2 +  (Vi -  V j f  (6.4.1)
where (Yi, Yj), (Ui, Uj), (Vi, Vi) are the luminance and chrominance values of the Ri and Rj 
regions respectively, and (Ni, Nj) are the number of pixels in the regions.
The merging procedure is stopped when a desired number of regions is obtained. However 
sometimes regions with very different colours are merged together because there is a strong
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penalty for joining large regions, which was originally introduced in order to improve spatial 
homogeneity. The problem is particularly visible when a small number of final regions are 
desired. To overcome this problem the procedure is that when 255 regions are reached, 
further joining is done by computing a new distance in the HSV colour space according to 
the formula:
+ (6.4.2)
where (S i,S j) and (H i,H j) are the saturation and hue values of the Ri and Rj regions 
respectively.
The above formula does not discourage large regions, since spatial continuity was obtained 
in the first stage. Since hue is a circular space, hue operations are computed modulo 360°.
Illustrative results for the described approach are presented in Figure 6.4. This approach 
has been developed in the QIMERA platform [297] in the context of the EU-IST programme 
SCHEMA Network of Excellence in Content-Based Semantic Shot Analysis and Information 
Retrieval 1.
In order to extract semantic objects, the user draws two coloured scribbles on the desired 
frame, one scribble over the foreground (object) and the other on the background parts of 
the image. Since the image is pre-segmented into uniform colour regions, the user’s scribbles 
specify a number of regions that are then classified as background or foreground. If both 
scribbles touch the same region a conflict occurs for that region. In this case the region 
is deselected. Usually not all regions in the image will be selected by one of the scribbles. 
Unclassified regions are labeled iteratively by talcing the label of the neighboring region 
with the nearest colour similarity. Scribble interaction is illustrated in Figure 6.5.
The outlined object is indexed in terms of colour, shape and texture as described below. 
Only one object is extracted per image.
1 h t tp : / /w w w .iti .g r /S C H E M A /
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Figure 6.5: Scribble-based interactive segmentation 
6.4.2 Dominant colour
The set of colours in an extracted object is represented with the MPEG-7 Dominant Colour 
Descriptor [115]. This descriptor provides an effective, compact, and intuitive representa­
tion of salient colours in any arbitrary shaped region. Conceptually the dominant colour 
descriptor is similar to the colour histogram, the difference being mainly in the number of 
bins used.
To compute this descriptor the colours present in a given object or image are first clustered in 
order to reduce the number of representative colours. The descriptor represents the colours 
and the proportion of these colours. According to the MPEG-7 standard the proportion of 
colours present in the objects should add up to 1. There are two optional parameters which 
can be included in the description: a colour variance value and a spatial coherency value. 
The spatial coherency value differentiates between large colours blobs and colours that are 
spread over the entire image. The descriptor is:
(6.4.3)
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where: c* is the ith dominant colour, p; is the percentage value, Vi is the colour variance 
and s is the spatial coherency values.
The number of dominant colours, N, can vary for each object/image to a maximum of 
eight colours used in the representation. The percentage values are quantised to 5 bits. 
Typically, 3-4 colours provide a good characterisation of a region [115] or object. In the 
implementation of the descriptor we have used 4 colours to represent an object in order to 
maintain a uniform index.
The recommended distance measure between two dominant colour vectors F\ = {cu,pu} 
and F2 = {c2 i,P2 i} can be computed as [115]:
The values recommended in the MPEG-7 standard are between 10-20 and a between 
1.0-1.5. In the implementation of the descriptor we have used =  20 and a = 1.
6.4.3 Shape com pactness desc rip to r
Shape is represented by the compactness moment of the shape computed as [107]:
1
Ddcd{F\,F2)— 2au,2jPuP2j , (6.4.4)
where is the similarity coefficient between two colours C& and q defined as:
(6.4.5)
where dki = \\ck — q || is the Eucfidian distance between the two colours (c/t,c(); is the 
maximum distance for two colours to be considered similar and dmax = aTd.",
Air A (6.4.6)
where A is the area and P  is the perimeter of the shape. The value of a ranges between 0 
(corresponding to a line segment) and 1 (corresponding to a perfect circle).
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0  0
Figure 6.6: Shape variation within the same semantic class
Compactness is not a good discriminant descriptor on its own, however it is invariant 
to translation, scale and rotation, while providing some degree of differentiation between 
shapes. More complex shape descriptors are generally less robust to variances. Furthermore 
the shape of objects within the same class changes significantly depending on the position of 
specific attributes (e.g. the fins of the fishes illustrated in Figure 6.6), angle of camera, mo­
tion, occlusions, compression artifacts, etc. This assumes our eventual retrieval application 
needs to support rotation invariance and an implication of this is that boat-sails matched 
against fish bodies during the search experiments described in Section 7.3. A generic shape 
representation should therefore account for these possible variations.
6.4.4 T ex tu re  brow sing desc rip to r
Texture is represented with the MPEG-7 Texture Browsing Descriptor [115] which charac­
terises texture (illustrated in Figure 6.7) regularity, directionality and coarseness, based on 
filtering the image with a bank of 24 Gabor filters (6 orientations, 4 scales). The descriptor 
allows encoding for a maximum of two directions and coarseness values. The regularity is 
graded on a scale of 0-3, with 3 indicating textures with highly structured periodic patterns, 
and 0 indicating irregular or random textures. The directionality is quantised into six an­
gular values between 0° — 150° in steps of 30°. A coarseness component is associated with 
each direction. Coarseness is quantised into four values 0-3, with a value of 3 indicating a 
very coarse texture and 0 indicating fine grain texture.
Since the texture descriptor is computed on rectangular blocks the arbitrarily shape of
1 0 8
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irregular
Figure 6.7: Texture examples
the object is approximated with a uniform grid of rectangular blocks. Incomplete blocks 
are dropped from the object mask in order to avoid introducing changes in the texture, 
which would be done if these blocks also contained background pixels or were padded with 
foreground pixels.
6 .5  A  G a u s s i a n  m i x t u r e  m o d e l  f o r  r e l e v a n c e  f e e d b a c k
In our proposed approach to retrieval, the distribution of relevant images is modelled using 
a Gaussian mixture model. The Gaussian distribution assumption for relevance feedback is 
a reasonable model for images around a local query point, having been successfully applied 
to image retrieval as discussed in [16]. The well-defined mathematical formulation and 
the computational tractability makes the Gaussian model a commonly used paradigm in 
feedback and support vector learning. In this section we present a method to estimate 
the number of mixture components based on both positive and negative examples. To 
reduce the problem of small training samples unlabeled data are used in the estimation of 
covariance matrices.
6.5.1 G aussian  m ix tu re  m odel
Gaussian Mixture A-Iodels (GMM) are intensively used for clustering and density estimation. 
The GMM models a data distribution as a mixture of N  Gaussian components and can be 
expressed as:
N N
P{b ^   ^Oin G ( x ,  / l n , <Jn) — ^  ^
71—1 \2TT)*\6r
exp -  Vn)TOn l {x -  Vn) (6.5.1)
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where an is the mixing parameter satisfying Ysn=i an — 1 and G(x, //„, an) is the probability
density function corresponding to the n-th Gaussian component.
The parameters to be estimated in the Gaussian mixture are: an, and 9n (n =  1, N). 
Estimation of these parameters is usually done using the Estimation Maximisation (EM) 
algorithm [221], However, the EM algorithm requires a priori selection of the number of 
mixture components which is generally unknown in the retrieval process. A solution to 
this problem is suggested in [355] where the positive examples are grouped in the feature 
space in clusters perfectly separated from the clusters of negative examples. Therefore, the 
number of mixture components is taken as the minimum number of components for which 
the positive and negative clusters are separated in the mixture. Here we have adopted this 
approach to estimate the number of components in the Gaussian mixture.
6.5.2 Estimation of the mixture’s components
Both positive and negative examples are used in the estimation of mixture components. 
Given two sets of examples, a positive set =  {/^ , 1%,.., 1^ } and a negative set I~ = 
{ / ■ f , ..,I£ } we can estimate the number of clusters N  to cover the positive set. The 
clusters can be denoted as C+ =  {(C^[, R ^);n  — 1,N}, where (7+ and i?+ are the centre 
of the cluster and radius of the n-th cluster.
The clusters are constructed by selecting a positive sample i f  and setting it as the centre of 
a new cluster ■ The radius of the cluster is computed based on the distances to positive 
and negative examples:
d+ = m a x jD ( lf , lf )  
d~ = m a X jD (lf , I j )
(6.5.2)
Then the radius is determined as:
for d < d+,
otherwise
(6.5.3)
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where p is a constant satisfying 0 < p < 1, such that a cluster does not extend too close to 
a negative example.
The positive examples assigned to a cluster are removed from the set of unassigned examples 
and the clustering process is repeated until all positive examples are assigned. The choice 
of initial positive example has little inffuence over the construction of clusters. A drawback 
of the approach appears when there are no negative examples, since then the radius of the 
positive clusters can grow unlimited. This can be addressed by imposing limitations over 
the maximum radius of clusters.
6.5.3 Estimation of mean and covariance matrix
The mean vector of each Gaussian component is obtained by averaging all positive samples 
in a corresponding cluster:
1 rnk
Hk = — y " z (fc), k = l..K  (6.5.4)
where mk is the number of positive examples in the /c-th cluster.
Estimation of the covariance matrix is unreliable due to the small number of training sam­
ples. However, the covariation matrix is reduced to a diagonal matrix by assuming that 
all dimensions of the feature vector are independent of each other. Unlabeled data (ob­
jects/images) that fall within a cluster’s radius are used together with the positive exam­
ples to estimate the covariance matrices. Combining the labeled and unlabeled data has 
been proven useful in compensating for a small training set [326]. The covariance matrix is 
computed as:
4 -  =  i w k E ( * « ^ w ) 2 (6-5-5>
where Mjt is the total number of positive and unlabeled data falling in the cluster Ch­
i l l
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6.5.4 W eigh ting  of m ix tu re  com ponents
The weight of a component in the mixture is computed from the number of positive sample 
falling in the corresponding cluster according to the expression:
ak = —  (6.5.6)
where m*, is the number of positive examples in the cluster and P + is the total number of
positive examples.
In the retrieval step, for each document in the database the probability of being relevant 
is calculated according to (6.5.1). When only a single positive example is available, which 
may happen in an initial query, retrieval is done by computing the similarity to only this 
sample.
6 .6  O b j e c t  i n t e r a c t i o n  i n t e r f a c e
The graphical user interface2 (GUI) is an important component of any visual retrieval 
system since it is the component that links the retrieval engine to the user. In our work the 
GUI serves in the query formulation process and the presentation of search results.
6.6.1 In te ra c tin g  w ith  ob jects
Query formulation is the core user interaction required to achieve more accurate search 
through iterative refinement of object modeling. Relevance feedback occurs each time a 
user formulates a query to search objects. Since the emphasis in this thesis is on semantic 
object retrieval the GUI is designed to facilitate interaction with objects.
Figure 6.8 shows a screen shot from the system in which the interface is divided into four
columns. The first column is the browsing area where the user can browse the entire
collection. In this column the images in collection are listed by name. The user browses
2The GUI was designed by Dr. Hyowon Lee at Centre for Digital Video Processing, Dublin City University
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Figure 6.8: Screen-shot of the GUI
this set of images, views objects and specifies features, then adds some of the objects to 
the “QUERY OBJECTS” panel (second column). A similar interface facility can be found 
in numerous experimental image and video retrieval systems in which the user can select 
example images to be used for subsequent queries as a mechanism for relevance feedback. 
However, the added examples in this system are objects, not whole images or an image 
region.
The user can highlight an object of interest by selecting the toggle red button found in 
the right side of each image. After selecting an object the user can then specify which 
low-level features (colour, shape or texture) of the specified object s/he is interested in. 
Each of the feature buttons toggles between positive, negative or neutral for each feature 
of the object. Once feature indications are specified, the user can copy this object (and its 
specified features) to the query panel as shown in the second column in Figure 6.8 where the 
image contains only the specified object with the background stripped away. The feature 
specification for this object will be now used for relevance feedback. Figure 6.8 currently 
shows 7 objects added to the query panel. Clicking on the “FIND” button triggers retrieval
auurr oajwcnU£aMoMfìti«tye((6tDf EearJKng CfckvUte W8RHW6ROO“ tuUvi* ano ttafc Ffr*0 tation
SEARCH fl««U LTit tain J u'itl lJf-» !t,n( ISfi* CM rttwl « Wt.t* »If l-J
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based on the 7 objects and the positive, negative or neutral indicators of their features, and 
the result is presented on the “SEARCH RESULT” panel (3rd column). If a relevant object 
is found in the search result, the user can save it to the “SAVED OBJECTS” panel (4th 
column). The user can also add more objects to the query panel from the search result, or 
from the saved object panel.
6.6.2 R efinem ent w ith  query  b ranch ing
In addition to the above, an important feature of our system is to allow the user to view how 
his/her relevance feedback and set of query objects is semantically consistent/inconsistent 
by showing the clusters within the set of query objects. If this set of query objects is not 
visually consistent, using all of this feedback for retrieval will confuse the system and lower 
retrieval accuracy. This is similar to adding very visually different image examples in Query- 
By-Example systems. Although a syntactically legitimate action by the user, this behaviour 
results in degraded retrieval and thus contributes negatively to the interaction. Thus, the 
clusters resulting from the clustering process described in section 6.5.2 are presented to the 
user, which can branch the query into two or more sub-queries corresponding to each cluster 
and then focus on only one of the sub-queries at a time. This enables a model of retrieval 
where a user wishes to pursue two or more lines of enquiry. At the top of query panel (2nd 
column), the user can click on the “GROUP” button to view how the system can internally 
split objects in the query panel. This split of query objects is displayed in Figure 6.9. The 
user can enable or disable this system feature as s/he wishes.
With the approach in Figure 6.9, the system has partitioned the search into two distinct 
clusters, one can be pursued as the set of query objects while the other cluster(s) is put on 
hold and returned to at a later stage. In Figure 6.9, the 7 objects the user added to the 
query have been split into 2 groups according to the system’s clustering algorithm. The 
user can now see how s/he has been adding objects of two different types: in the first group 
(top 4 objects in the second column), the object characteristics indicate white colour, more 
square shaped vehicles such as a white jeep and in the second group (bottom 3 objects in 
the second column), the object characteristics indicate red, round shaped vehicles such as a 
VW Beetle, quite different from the one formulated in the first group. As this split among 
the added objects is now revealed to the user, s/he can decide to focus on searching for only 
one type of object (either first or second group) to find more objects that are like only one 
of the groups.
6. An approach to object-based video retrieval
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Figure 6.9: Screen-shot of the GUI query branching functionality enabled
In this way, the user can see semantic clustering of query objects as s/he adds and specifies 
the features of objects, and can conduct a more multi-threaded search by pursuing one of 
the clusters of query objects at a time. Inconsistent relevance feedback is still a legitimate 
possibility by the user, but the system is adaptive in that it suggests a feature-oriented 
way of searching by automatically splitting the relevance feedback history into semantically 
coherent clusters, so that the user can continue with a more consistent subset of his/her 
own feedback objects and can search query object cluster one at a time.
6 .7  S u m m a r y
In this chapter we introduced and described a framework designed for retrieval of semantic 
objects from image and video content. The framework uses objects as the unit of retrieval 
based on low-level visual features. The component elements of the framework are detailed.
WMroMcn
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The framework contains the entire processing chain required to analyse, index and inter­
actively retrieve images and video via object-to-object matching. The presentation covers 
aspects related f.o video shot detection, semantic object segmentation, visual feature ex­
traction for objects, modeling of feedback data, and description of user interaction.
The video sequence segmentation developed here takes advantage of the distribution of 
macroblock types in the MPEG compressed domain. The semi-automatic segmentation is 
designed around a scribble based interaction on pre-segmented keyframes obtained from an 
automatic region segmentation approach. Each object is represented with three features: 
the dominant colour, the shape compactness and the texture browsing descriptors. The rel­
evance feedback mechanism is modeled by a Gaussian mixture model incorporating positive 
and negative examples. The Graphical User interface facilitates interaction with objects 
and object-based query formulation.
In the next chapter we will present a set of experiments that investigates the performance 
of the proposed framework and how real users exploit object-based searching within this 
framework.
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C h a p t e r  7
Retrieval experim ents
7 .1  I n t r o d u c t i o n
In the task of automatically segmenting and indexing objects in image and video content, 
the main difficulty is the diverse manifestation of an object in the image/video regardless 
of the object’s inherent visual features such as colour, shape and texture. Due to factors 
such as different lighting conditions, different angles taken by the camera, and the degree 
and types of occlusions that often occur on objects, this makes the actual segmentation of 
an object as well as labeling the segmented object, for example a car, extremely difficult. 
This same problem of diverse manifestations of an object also occurs when a searcher has 
to give examples of an object during query formulation. This problem is alleviated through 
the use of semi-automatic segmentation.
As query formulation is the key element for getting feedback from the user in our approach, 
the framework we have built incorporates a user interaction strategy in which a user can 
interact with segmented objects by way of highlighting them, selecting them, and then using 
them in subsequent query formulation. The framework tested here does not rely on simple 
matching of an object from a query image against objects from a video keyframe, but uses 
a selection of a set of objects in a query as the basis for retrieval.
In this chapter we describe an investigation conducted using our retrieval framework. The 
purpose of this investigation is to evaluate object-based retrieval and to explore how real
1 1 7
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users exploit object-based functionality in their searches. To this purpose an evaluation 
of object-based search against standard image-based search has been carried out in an 
interactive experiment with 24 search topics and 16 users each performing 12 search tasks 
on 50 hours of rushes video. A smaller scale experiment also described in this chapter, 
explores the retrieval performance of our proposed framework in terms of precision and 
recall.
7 .2  I n v e s t i g a t i o n  o f  o b j e c t - b a s e d  r e t r i e v a l  p e r f o r m a n c e
In this experiment we aimed to investigate the retrieval performance of object-based search. 
For this purpose we have developed an experimental system based on the object retrieval 
approach detailed in the previous chapter. A novel facility offered by this system is the 
automatic query branching as a means to provide the user with knowledge about the dis­
tribution of object features in the video collection. This is a two way feedback where the 
system is instructed about the relevance of retrieved objects and the user receives explicit 
indications about the mapping of the query into the feature space. By being aware of the 
ramifications that a query has on the collection space, the user can better adapt the query 
and their feedback to more accurately select query objects relative to their information 
need.
7.2.1 E x p erim en ta l se tu p
Our system processes one object from each keyframe taken from each shot in the video and 
stores these in a database to be used in the retrieval process during an interactive search 
session. We use keyframes automatically extracted from the TRECVid 2003 test corpus, 
as well as images from the well known Corel test corpus. For each keyframe, the interac­
tive object segmentation tool described in Section 6.4 was used to accurately segment one 
main object in the image. Once segmented, each object is automatically indexed by colour, 
shape and texture using the following descriptors: dominant colour descriptor, the com­
pactness moment of the shape and the texture browsing descriptor as described in Section 
6.4. This completes the off-line object segmentation and indexing process. Determining 
similarity among objects for retrieval purposes is done during interactive search without 
pre-computation as the system progressively receives more information from the user.
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Query formulation is the core user interaction required to achieve more accurate search 
through iterative refinement of object modeling. Relevance feedback occurs each time a 
user formulates a query to search for objects. After selecting an object, the user can then 
specify which low-level features (colour, shape or texture) of the specified object s/he is 
interested in. Each of the feature buttons toggles between positive, negative or neutral 
preferences for each feature as depicted in Figure 7.1. Collecting feedback on each feature 
independently allows for faster convergence on the search target.
H B W IB O M C n
BKMEBoo^ iksMta* um  tenues Ul 
an anj (K<i hi ¿^1 u Jttn to odd
\  r
c=>
— f -
JÈ*
r
V.
1 ! ! '’
—  ' I w
■ ■ I « 3
e
- J
(i©
@
I ¿T A. , tj), ■ I
Figure 7.1: Graphical user interface screenshot
7.2.2 Experimental procedure
In order to evaluate the performance of the system we designed a retrieval experiment using 
12 classes of objects, each class containing 50 objects, thus there were 600 images in the 
database. Although the number of images is small, it should be noted that each object 
requires interactive segmentation, thus the effort of building a ground-truth is higher than 
in the case of using whole images. The objects classes used are: balloon, boat, butterfly, 
car, eagle, flower, horse, motorcycle, people, plane, shark, tiger.
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Experiments were performed with an expert user selecting an initial query object and pro­
viding negative/positive feedback. For each query iteration a positive example was added 
in the query formulation, a negative example was added every second iteration. The query 
session for each object class was conducted for 5 iterations, therefore for each object class 5 
positive examples and 2 negative examples were provided over 5 iterations. This can be con­
sidered a type of pseudo-feedback because the number of iterations and of positive/negative 
examples provided has been uniform across all classes of objects. However, since the exper­
iment did not involve real users who did not have knowledge about the system internals, 
allowing the expert searcher to vary the amount of feedback for each class would have 
certainly biased the results.
The metrics used in the evaluation of the system performance were precision-recall graphs. 
The mean precision-recall curves obtained are shown in Figures 7.2.A, 7.2.B, 7.2.C and 
7.2.D. Since representing 12 curves on the same graph becomes confusing, we present the 
precision-recall curves grouped on four sub-graphs for every three classes taken in alphabet­
ical order. In order to provide an easy comparison between object classes, each sub-image 
contains the mean precision versus recall curve computed by averaging the results over the 
entire 12 classes.
7.2.3 R efinem ent w ith  query  b ranch ing
An important feature of our system is to allow the user to view how his/her relevance
feedback and set of query objects are semantically consistent/inconsistent by showing the 
low-level clusters within the set of query objects. The clusters resulting from the clustering 
process described in section 6.5.2 are presented to the user who can branch the query into 
two or more sub-queries corresponding to each cluster and then focus on only one of the 
sub-queries at a time. This enables a model of retrieval where a user wishes to pursue two 
or more lines of enquiry as depicted in Figure 7.3. In this way, the user can see semantic 
clustering of query objects as s/he adds and specifies the features of objects, and can conduct 
a multi-threaded search by pursuing one of the clusters of query objects at a time. The 
user can enable or disable this system feature as s/he wishes.
In order to evaluate the usefulness of query branching functionality we compared the speed
of convergence to the target ranking between query-branching and normal search modes. 
Comparison using precision-recall graphs of query-branching mode against normal mode
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would not be satisfactory since performance of query-branching depends on the specific 
query cluster activated by the user. Particular query-clusters have different retrieval per­
formances. Also it is not obvious for a human evaluator which objects map into which 
cluster, therefore it is extremely difficult to create an accurate ground-truth.
Figure 7.4 shows the average increase in the number of relevant documents per iteration 
for two classes of objects: horse and car. These two classes have been selected because 
intuitively they should have the largest variation in low-level features, due to various colour 
and shape possibilities taking into account camera angle, car models and body motion for 
horses, among the 12 classes featured in our database. The average increase is computed over 
a number of 5 different search sessions. In query-branching mode, for every iteration results 
were generated for all available sub-queries, thus the results shown for query-branching 
mode are the combined results of all sub-queries taken separately. At each iteration a 
positive and a negative example were added to the query.
7.2.4 R esu lts  in te rp re ta tio n
The precision-recall curves show a relatively slow decay with increasing recall. The optimal 
values seem to be located around values of recall of 15-25 images/objects out of 50 objects 
per class, which seems to prove the effectiveness of the presented system. However, it 
is premature to generalise from results obtained on such a reduced dataset. More insight 
into the performance of object-based retrieval would be obtained by performing comparisons 
against other retrieval systems on a common test set and with multiple users in the retrieval 
loop.
The difficulty of conducting an extensive investigation on the current framework lies in the 
effort required to interactively segment objects from images and video. Although this is not 
an inconvenience in online searching where a user will outline very few objects, it becomes 
quite a significant workload when done for thousands of objects. The work presented here is 
not an exhaustive investigation of object-based retrieval, but one of a small number of early 
attempts, as far we are aware, to incorporate semantic objects in content-based retrieval.
In the query-branching mode the combination of sub-query results constantly outperformed 
the wide query where all user examples are employed together. This is because in the wide 
query the retrieved images compete for ranking among all Gaussian clusters in the query
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model, and this may push a low scoring but relevant object retrieved by one such cluster 
in a ranked position below a high scoring but non-relevant object retrieved by an other 
Gaussian cluster.
7.2.5 D iscussion
In its present form our system may not to be suitable for a realistic video retrieval context, 
but the point of developing it was to demonstrate how an object-based query formulation 
mechanism could be realised to help dynamically refine the object model in the database 
and enhance retrieval. The experimental results indicate that object-based search provided 
a relatively good performance of retrieval. Although it is difficult to compare these results 
to a system performing retrieval on whole images, since the query formulation method is 
structurally different, the investigation reported here provides a measure of the potential of 
object-based retrieval.
7 .3  I n v e s t i g a t i o n  o f  o b j e c t - b a s e d  s e a r c h i n g
In these experiments we aim to investigate how real users make use of object-based search 
functionality in contrast with image-based search. For this purpose we asked the users to 
perform a set of video searches with our system using two identical looking search interfaces 
(like the one depicted at the bottom right in Figure 7.5). In one interface, allowing object- 
based search, users could use a combination of object and image searching, whereas in the 
other interface they were restricted (by disabling the object functionality) to using only 
whole image searching. For the reminder of this chapter we refer to these interfaces as the 
object-based interface and respectively, the image-based interface. The task given to the 
users is to find as many relevant shots for each predefined topic as possible. The effectiveness 
of a search interface is regarded as proportional to the number of relevant shots retrieved 
with that interface.
Each user was asked to perform a set of 6 separate search tasks with the object-based inter­
face and a different set of 6 search tasks using the image-based interface. The users selected 
seed images from the Google image search engine1 and could semi-automatically segment
1 http://images.google.com
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objects in these images if they considered them useful for their search. The segmentation 
step is not performed when using the image interface. Users were instructed to save all 
relevant shots retrieved. At any stage during the search the user can add or remove images 
from the query, either from the retrieved images or from the Google image search.
We allocated only a 5 minute period for task completion for each of the 12 searches com­
pleted by each user. The objective of the time limit is was to put participants under pressure 
to complete the task within the available time. Users were offered the chance to take a break 
at the session’s halfway point should they feel fatigued.
7.3.1 E x p erim en ta l se tup
The test corpus used in this experiment is the TRECVid 2005 BBC Rushes collection [356], 
The system begins by analysing raw video data in order to determine shots. Prom the 50 
hours of BBC rushes video footage we detected 8,717 shots, or 174 keyframes per hour, much 
less than for post-produced video such as broadcast TV news. For each shot we extracted 
a single keyframe by examining the whole shot for levels of visual activity using features 
extracted directly from the video bitstream [357]. Rushes video is raw video footage, which 
is unedited and contains lots of redundancy, overlap and wasted material in which shots 
are generally much longer than in post-produced video. The regular approach of choosing 
the first, last or middle frames as the keyframe within a shot would be quite inappropriate 
given the amount of “dead” time that is in shots within rushes video. Thus an approach 
to keyframe selection based on choosing the frame where the greatest amount of action is 
happening seems reasonable, although this is not always true and is certainly a topic for 
further investigation.
Each of the 8,717 keyframes was then examined to determine if there was at least one 
significant object present in the frame. For such keyframes one or more objects were inter­
actively segmented from the background using the segmentation tool described in Section 
6.4.1. This process is very quick for a user to perform, requires no specialist skills and 
yielded 1,210 such objects since not all keyframes contained objects.
Once the segmentation process was completed, we proceed to extract visual features. The 
visual descriptors used in this experiment: Dominant Colour, Texture Browsing and Shape 
compactness, were introduced in Section 6.4. We extracted dominant colour and texture
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browsing features for all keyframes and dominant colour, texture browsing, and shape com­
pactness features for all segmented objects. This effectively resulted in two separate rep­
resentations of each keyframe/shot. Prom the number of keyframes and objects extracted 
we pre-computed two 8,717 x 8,717 matrices of keyframe similarities using colour and tex­
ture for the whole keyframe and three 1,210 x 1,210 matrices of similarities between those 
keyframes with segmented objects using colour, texture and shape.
In order to kick-start a search we ask the user to locate one or more images from outside 
the system using some other image searching resource. In this experiment our users used 
Google image search2 to locate such external images, but any image searching facility could 
be used. Once external images were found and downloaded they were analysed in the same 
way as the keyframes, and the user was allowed to semi-automatically segment one object 
(as described in Section 6.4.1)in the external image if they wished.
When these seed images were ingested into our system the user was asked to indicate which 
visual characteristics make each seed image a good query image - colour or texture in the 
case of the whole image and colour, shape or texture in the case of segmented objects in 
the image. Once this was done, the set of query images were used to perform retrieval and 
the user presented with a list of keyframes from the archive. For keyframes where there is 
a segmented object present (1,210 of our 8,717 keyframes) the object is highlighted when 
the keyframe is presented.
The user was asked to browse these keyframes and can either play back the video, save the 
shot, or add the keyframe (and its object, if present) to the query panel and the process of 
querying and browsing can continue until the user is satisfied. The overall architecture of 
our system is shown as Figure 7.5.
7.3.2 Search top ic  fo rm ulation
As described earlier in this section, running shot boundary detection on the rushes corpus 
returned 8,717 shots with one keyframe per shot. 1,200 representative objects were selected 
and subsequently extracted from these keyframes. For this experiment we required a set of 
realistic search topics. We based our formulation of the search topics on a set of over 1,000 
real queries performed by professional TV editors at RTE, the Irish national broadcaster’s
2http://images.google.com/
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video archive. These queries had previously been collected for another research project in 
our research group.
The BBC rushes corpus consists of video recorded for a holiday program. We played through 
all the video and then eliminated queries which we knew could not be answered from the 
rushes collection. We then removed duplicate queries and similar, subsumed or narrow 
topics, ending with a set of 26 topics for which it is likely to find a reasonable number of 
relevant shots within this collection. Of these, 24 topics where used as search tasks and 
the other 2 as training during our users’ familiarisation with the system. In the selection 
of search topics we did not consider whether they would be favorably inclined towards a 
particular search modality (object-based or image-based).
For each search topic the users were given a textual formulation of the query such as “find 
keyframes showing people walking on the beach” or “find keyframe depicting nightclub life”. 
No visual examples (images) of the topics were provided to the users since we assume the 
content of the archive to be unknown, thus we cannot limit the user to a particular depiction 
of the topic. Moreover, whether a particular image represents a topic is a subjective matter. 
Examples of images employed by users as initial queries for the above topics are illustrated 
in Figure 7.6 and examples of retrieved images for different search topics are presented in 
Appendix B.
7.3.3 E x p erim en ta l design m ethodology
In our experimental investigation we followed the guidelines for design of user experiments 
recommended by TRECVid3. These guidelines were developed in order to minimise the 
effect of user variability and possible noise in the experimental procedure. The guidelines 
outline the experimental process to be followed when measuring and comparing the effec­
tiveness of two system variants (object/image based search versus image-only based search) 
using 24 topics and either 8, 16 or 24 searchers, each of whom searches 12 topics. The dis­
tribution of searchers against topics assumes a Latin-square configuration where a searcher 
performs a given topic only once and completes all work on one system variant before 
beginning any work on the other variant.
3TRECVid Evaluation, available at http://www-nlpir.nist.gov/projects/trecvid
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We chose to run the evaluation with 24 search topics and 16 users, with each user searching 
for 12 topics, 6 with the object/image based search and another 6 with the image-only 
based search. Our users were 16 postgraduate students and postdoctoral researchers: 8 
people from within our research group with some prior exposure to video search interfaces 
and video retrieval experiments and another 8 people from other research fields with no 
exposure to video retrieval. Topics were assigned randomly to searchers. This design allows 
the estimation of the difference in performance between the two system variants free from 
the effects of searcher and topic.
7 .3 .4  E x p e r im e n ta l  p r o c e d u r e
In order to accommodate the schedules of users we ran experimental sessions with 4 users 
at a time. The search interface and segmentation tool were demonstrated to the users and 
we explained how the system worked and how to use all of its features. We then conducted 
a series of test searches until the users felt comfortable working with the retrieval system. 
Following these, the main search tasks began.
Users were handed a written description of the search topics. The topics were introduced 
one at a time at the beginning of each search task such that users would not be exposed 
to the next search topic in advance. This was done in order to reduce the influence that 
the current query and retrieved shots may have in revealing clues for the subsequent search 
topics. As previously stated, users were given 5 minutes for each topic and were offered the 
chance to take a break after completing 6 search topics.
Each individual’s interactions were logged by the system and one member of our team was 
present for the duration of each of the sessions to answer questions or handle any unexpected 
system issues. The results of users’ searching (i.e. saved shots) were collected and formed 
the ground-truth for evaluation. The rationale behind doing this is that the shots saved by 
a user are assumed to be relevant and in terms of retrieval effectiveness for each system we 
measure how many shots, all assumed to be relevant, the user managed to locate and to 
explicitly save as relevant. For each topic we collected a time-stamp log of the composition 
of each search at each iteration.
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7 .3 .5  E v a lu a t io n  m e tr ic s
Since we did not have a manual relevance ground-truth for our topics, we assumed the 
shots saved by users during the same topic search to be relevant and used them as our 
recall baseline. Although we do not have any independent third party validation of the 
relevance of the saved shots our users were under instruction to only save shots they felt 
were relevant to the search topic, so this is not an unreasonable assumption. Naturally 
there may be other relevant shots in the collection which were not retrieved by our users, 
but in the absence of exhaustive ground-truth we cannot know how many such shots are 
there. However our goal was to observe how real users make use of the object-based search 
functionality and that can be inferred even without an absolute ground-truth.
The shots saved by the users were checked by the experiment coordinator against inclusion 
of obvious irrelevant images in order to ensure that the relevance set is reasonable. This 
was done by visually inspecting all saved keyframes for each topic and such images were 
removed. The independent verification of each each topic against the entire video collection 
was not feasible given the amount of data, the number of topics and users, and the inherent 
subjectivity of such a relevance assessment on a collection of natural video.
From the logged data we derived the set of measures presented in Tables 7.1 and 7.2. The 
measures are shown for each search topic separately. The shots retrieved measure represents 
the total number of shots saved by all users for each search topic irrespective of the search 
interface used. The cumulative column gives the sum of shots saved by all users including 
the duplication of shots when saved by different users. The distinct value is obtained from 
the above cumulative number by removing duplicate shots. This value shows how many 
relevant shots were found for each topic. The distinct retrieved shots are then divided into 
shots saved with the object-based and with the image-based interface respectively. The 
unique retrieved value gives the number of distinct shots retrieved with only one of the 
search interfaces.
Table 7.2 shows the average values obtained during the 4 executions (by 4 users) of a search 
topic and each interface. The average retrieved shots gives the mean number of distinct 
shots saved. The average query length shows how many images/objects have been used for 
each query, and average iterations presents the number of iteration runs for each search task. 
The last distinct column of this table measures the average utilisation of object functionality
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in terms of average number of images for which object features and/or global image features 
have been used within the object-based search interface.
7 .3 .6  R e s u l ts  in te r p r e ta t io n
As shown by the shots retrieved values in Table 7.1 from the comparison between the 
cumulative and distinct values the sets of shots saved by different users largely overlap, 
which means that most users were able to find the same relevant shots although they 
may have used a different combination of query images or features. However, during the 
experiments we observed that most users tended to initiate the search tasks from the same 
Google retrieved images, usually those found on the first page. Thus it is likely that most 
users have followed closely related search paths.
The number of distinct retrieved shots provides a measure of recall bound by the number of 
saved shots. By comparing the number of distinct shots retrieved with each search interface 
it can be observed that users found more relevant shots with the object-based interface. 
However that is not true for all search topics. For a few search topics such as fish market, 
bridge, nightclub life and historic building searching on the image-based interface seemed to 
provide better results. These topics seem to be more suited to global image feature searching 
and although such features were also available on the object-based interface, users made 
only limited use of them, focusing mostly on object features. Additionally it is clear that 
except for the bridge topic, for the other three topics it is relatively difficult to define 
what images/objects will provide a good initial query. The object-based retrieval seems to 
provide not only better recall, but also helps with locating shots that are not found by using 
image-only searching.
The average number of retrieved shots shows that object features provide better searching 
power than global features alone. The average query length and average iterations values are 
somehow correlated since performing an object-based search involves some time dedicated 
to segmenting objects which invariably reduces the time allocated to actually searching and 
therefore decreases the query length and the number of search iterations a user will be 
able to perform. The results show that although using shorter queries and less iterations, 
object-based search compensates through the additional discerning capacity provided by 
the object’s features. The average utilisation of object functionality shows that searchers 
have largely employed object-based features when available.
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7 .3 .7  D isc u ss io n
The experimental results indicate that object-based search consistently outperforms image- 
based search. However, there are search topics that are not well suited to object-based 
retrieval. Generally, the content of an image or a video can be described by one or more 
objects and the relationships between them. However, some content does not feature main 
objects, but rather contains multiple small objects, shape-less or variable shape materials 
such as: sand, grass, small seeds and beans, etc. This type of content does not benefit from 
object retrieval, the appropriate content for object-retrieval being where the object features 
are largely preserved across object instances.
While object extraction is not as much an inconvenience in terms of interaction effort 
required from users, defining a query in terms of objects is not always straightforward when 
the search target is not a specific object. For narrow topics (e.g. “find shots of red cars”) 
the query is an instance of that object class, however for broad topics (e.g. “find shots of 
fruits and/or vegetables”) the query is more complex to specify since the specific instance 
selected as query example (e.g. apple) may be missing in the content.
A drawback of searching by objects is that some of the search time is taken by extracting 
the query objects from images. However, objects seem to provide faster query convergence 
in most cases. The worst case scenario is when objects are used but the search topic is not 
suited to object search. Whether a search topic is suited to searching by objects may not 
always be obvious from the beginning.
Object search was largely employed by users for most of the query topics. This shows that 
when objects are available and suitable for the query topic, searchers will make use of them 
either alone or in combination with global image features. Combination of both objects and 
global features provides an enhanced approach to query formulation.
7.4 Experim ental setting  for further investigation  of object-
based retrieval
There are many ways to further investigate the utilisation of object-based functionalities 
in content-based retrieval starting from the approach proposed in this work. Some avenues
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which can be explored are: how users interact with objects, whether object-based retrieval 
improves the overall performance compared to global image retrieval on various type of 
content, the impact various object descriptors have on retrieval performance, or whether 
particular retrieval tasks are more suited to object-based or image-based retrieval. This 
section describes an experimental setup that could be used to compare the performance of 
objects against image in automatic retrieval tasks.
In order to run this comparison a test corpus containing various classes of image and objects 
should be first collected, preferably a commonly used corpus such as the TRECVid4 search 
collection. The objects present in the image collection would then be segmented. Both 
the images and the segmented objects are then indexed according to the colour, shape and 
texture features. The next step would be to develop of a set of search topics which match 
the content of the data without bias towards one of the retrieval modalities, object or image. 
TRECVid search topics would be a suitable set of topics when using the TRECVid collection 
since it is carefully chosen to accommodate the content of the data, and independently 
verified ground-truth is also available.
The experimentation can be divided in three search scenarios: object search, image search, 
and combined search. In the object search scenario the retrieval is performed only based 
on object descriptors, in the image search scenario it is only based on image descriptors, 
while in the combined search both object and image descriptors are used. For the actual 
search runs a ground-truth object or image for the searched topic is introduced as an initial 
query input to the system. The search phase for each scenario is fully automatic and this 
allows large numbers of runs since it is not constrained on the availability of human users. 
In order to maximise the quantity of experimental data collected the search can be run 
for all possible combinations of features and input queries for all search scenarios and all 
topics. In this way every ground-truth item for a topic will serve as query for that search 
topic. Precision and recall values are computed for each run and averaged over each topic 
011 each search scenario. This allows the comparison of retrieval performance for each topic 
individually on all three scenarios.
The influence of relevance feedback can be simulated by making use of pseudo-feedback 
where the top retrieval documents are assumed to be relevant, such that each search run 
will be performed for a number of iterations. At each iteration the top ranking N  retrieved
4http: / / www-nlpir. nist. gov / pro j ects / trecvid /
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documents assumed to be relevant can be used to update the query. However, this does not 
mimic adequately the way human users provide feedback since the top ranking items may 
not in fact be relevant documents. An improvement to pseudo-feedback can be done by 
updating the query with the first N  retrieved documents that are also relevant documents 
in the topic’s ground-truth.
7.5 Sum m ary
In this chapter we described an investigation into the usability of semantic objects in content 
based retrieval. The first part of our investigation attempted an evaluation of our framework 
by using a single expert user in a set of retrieval tasks. The values measured in this 
experiment were precision and recall. The data collection used is relatively small and thus 
the results cannot be directly compared to other systems, however the investigation provided 
a quantitative measure on the potential use of objects in image and video retrieval.
The second part of our investigations was an empirical evaluation of object-based video 
search functionality in an interactive search experiment. This was done in an attempt to 
isolate the impact of object-based search taking as an experimental collection the BBC 
rushes video corpus where text from automatic speech recognition (ASR), from video OCR, 
and from closed captions is not available. Sixteen users each completed 12 different searches, 
each in a controlled and measured environment with a 5 minute time limit to complete each 
search.
The analysis of logged data corroborated observations of user’s behaviour during the search 
show that object-based searching consistently outperforms the image-based search. This 
result goes some way towards validating the approach of allowing users to select objects as 
a basis for searching video archives when the search dictates it as appropriate, though the 
technology to do this, is still under development for larger scale video collections.
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Figure 7.2.A: Mean precision vs recall curves for 12 object classes - subgraph A
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Figure 7.2.B: Mean precision vs recall curves for 12 object classes - subgraph B
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Recall values
Figure 7.2.C: Mean precision vs recall curves for 12 object classes - subgraph C
Recall values
Figure 7.2.D: Mean precision vs recall curves for 12 object classes - subgraph D
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Figure 7.5: System architecture overview
Figure 7.6: Examples of images used as initial query for the topics: “people walking on the 
beach” and “nightclub life”
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T o p ic  
no #
To p ics
Shots re trie ved D is tin c t re trieved U n iq u e re trieved
Cumulative Distinct Objcctinterface
Image
Interface
Objcct
itllttfaCtt
Image
interface
1 lie] ¡copter 32 7 7 5 2 0
2 people walking on the bcach 72 18 16 12 2 2
3 fish market 20 8 4 6 1 3
4 boats at sea or in harbour 124 29 27 19 11 2
5 fresh vegetables oi fruits 28 9 5 7 1 3
6 bridge 16 5 4 3 Z 1
7 farm animals 56 14 13 8 5 t
8 palm trees 108 23 21 15 to 2
9 peopJe in urban settings 140 29 27 19 9 2
10 nightclub life 44 15 8 12 1 5
11 camels 44 12 11 7 5 1
12 people in traditional dress 52 16 13 10 6 2
13 fly ing  birds 52 11 10 B 3 1
14 cars in urban settings 96 21 21 13 5 1
15 people in  the poo] or sea 68 17 14 11 5 1
16 historic buildings 60 14 11 12 2 3
17 people sunbathing 108 22 19 16 4 2
1B skyscrapers 40 9 8 7 2 1
19 people inside a restaurant/bar 24 B 6 5 2 2
20 pigeons in a plaza 40 9 8 6 2 1
21 shoes in a shop window 64 18 17 8 12 2
22 people wind-surfing 40 11 10 6 3 1
23 elephant 28 6 6 4 2 0
24 plane in flich t 56 12 11 9 3 1
Average 58.8 14.3 12.4 9.5 4.2 1.7
0.Q5B1 0.0013
08106 0.9714
Table 7.1: Size-bounded recall by search topic
Average u tilisa tion  o f 
object fun c tio na lityTopic  no 
#
Average re trieved A ren ine  «niery I eli udì Average ite ra tions
Object
InlftTacr
Image
ItttüflaCB
Object
Interface
Image
interface
Object
mlfirfnce
Image
mlt-rfacc
Object 
fenili res
linage
Features
1 5.1 3.1 1.5 2.4 3.7 6.8 2.3 0.2
2 10.9 6.7 2.2 2 8 6-1 9.1 2.1 1.2
3 1.6 3.1 3.2 2.3 5.9 6.7 2.9 2.3
4 20.0 10.7 2.1 3.4 7.1 8.9 2.4 1.1
5 3.1 4.0 2,7 2.9 2.9 5,0 3.1 2.4
6 3.2 0.9 2,1 2.3 5.9 9,2 2.4 1.3
7 9.8 4.0 1.6 2.9 4.3 5,8 2.0 1.0
B 10.2 9.0 2,3 3.3 59 8.2 2.3 1.2
9 23.0 12.0 2,5 4.3 8-2 8.9 3.1 1.4
10 4.9 6.3 2,3 3.4 3.8 6.0 2.4 1.9
11 7.7 3.2 2.1 2.4 4.7 8.0 1.4 1.3
12 8.2 4.9 3.2 2.2 6.9 8.6 2.0 1.1
13 7.7 5.3 3.0 3.2 6.5 0.2 2.2 1.7
14 17.6 6.0 1.6 2.3 6.8 9.1 2.1 1.3
15 11.1 5.9 2.7 1.0 8.2 8.7 3.1 1.2
16 7.3 7.9 2.0 2.4 6.1 0.2 2.4 2.2
17 15.7 11.1 3.1 3.2 6.0 9.3 3.1 0.9
18 6.0 4.0 1.7 2.3 3.6 5.7 2.0 1.2
19 3.9 2.0 2.6 3.4 7.9 9.4 2.9 1.4
20 7.2 2.8 2.3 2.3 4.7 8.8 2.4 1.7
21 14.3 2.1 2.1 27 5.9 9.2 2.1 1.1
22 0.4 2,0 3r0 38 4.0 6.9 3.3 1.4
23 4.8 2.0 1.5 2.4 5.7 9 2 2.3 0.3
24 9.3 4.9 0.7 1-0 ¿3 6.9 1 4 1,1
Average 0.5 52 2 2 2.8 .s ? 8.1 2.4 1.3
0.0039 0-9877 0.4300 0.9047
0.9505 0 32W 0.5113 03464
Table 7.2: Average size-bounded recall by search topic
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C hapter 8
Conclusions and future work
The gap between the user’s perception of what information is contained in data stored in 
image and video, and the capabilities of current data analysis technology for that media 
cannot be bridged by low-level features alone. Since users search for semantically meaningful 
events, queries exclusively based on low-level features alone have very limited success. There 
is an increasing demand to incorporate semantics in the data descriptors in order to enable 
image and video retrieval by concepts which are meaningful to users.
8.1 A  B rief R eview
Chapter two provided an overview on content based information retrieval. In this context 
search, browsing and user interaction for visual retrieval were introduced. The role of low- 
level features as the base layer in retrieval was then summarised. Semantic objects are 
retrieval units that have the potential of bridging the gap between low-level features and 
semantic concepts. Attempts at using objects for retrieval have been reported for a decade, 
but only with recent technology has object-based functionality been enabled for video. 
However, detection of all possible object types is generally considered a computationally 
infeasible problem. Here are briefly mentioned some of the object-based retrieval work 
reported in the research literature. This set the context for the investigation reported in 
the thesis. The chapter also presented aspects related to the evaluation of retrieval systems 
and a short overview of few major content based image and video retrieval systems.
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Chapter three reviewed some low-level visual content descriptors commonly used in image 
and video retrieval. It covered descriptors associated with colour, shape and texture fea­
tures. Although there are many other features or combinations of features which can be 
extracted from images and video, such as as motion and audio, these were not described here 
since no features from these categories are used in the work reported in this dissertation. 
Although not discussed in detail in the chapter, every descriptor has its advantages and 
as well as shortcomings for specific application domains. The benefit of using a particular 
representation has to be determined for each scenario regarding on the type of discrimina­
tive power, robustness, invariance, storage capacity and computation complexity demanded. 
Finally we moved from image descriptors into the video domain by introducing the process 
of shot boundary segmentation. Shot segmentation is the first step in the video analysis 
chain by breaking the content into segments of related frames such that each segment can 
be analysed independently.
Chapter four covered the topic of image segmentation with a main focus on methods related 
to segmentation for content-based retrieval. Image segmentation is a fundamental step in 
object identification and recognition. The complexity of segmentation varies in practical 
applications, and even the most advanced methods require some form of user input in order 
to adapt to a large range of segmentation scenarios. In the context of image retrieval, 
segmentation provides a way to focus the search on the most relevant areas of the image, 
the semantic objects present in the scene. This chapter introduced the main techniques 
developed in this research area covering methods such as histogram thresholding, clustering, 
region-growing, split-merge algorithms, contour and motion based segmentation. Aspects 
related to interactive segmentation tools were also presented in the chapter.
Chapter five gave an overview of relevance feedback. Relevance feedback is an effective 
method for iteratively improving a query by collecting a user’s feedback during a search 
session. In addition to improving the query, and as a consequence increasing the retrieval 
performance, the feedback mechanism structures the search process by breaking the search 
operation into sequences of iterative steps. This sequencing makes the entire retrieval 
process more controllable, and intuitive to the user. Conceptually, relevance feedback acts 
as an interface that hides the complexity of query modification from the user. The main 
challenge in the relevance feedback process is that users provide only limited and sometimes 
inadequate feedback information as they are influenced by many objective and subjective 
factors when assessing relevance of a given document.
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Chapter six described an approach to using object-based searching functionalities in the 
retrieval of visual content. A framework for extraction of objects from images and video 
was developed and presented in this chapter. This framework contains the entire processing 
chain required to analyse, index and interactively retrieve images and video via object-to- 
object matching. The elements of the processing are as follows: shot boundary detection, 
an interactive object segmentation tool and visual feature extraction, a relevance feedback 
mechanism and a graphical user interface. The video sequence segmentation developed 
here takes advantage of the distribution of macroblock types in the MPEG compressed 
domain. The semi-automatic segmentation is designed around a scribble based interaction 
on pre-segmented keyframes obtained from an automatic region segmentation approach. 
The relevance feedback mechanism is modeled by a Gaussian mixture model incorporating 
positive and negative examples. The graphical user interface facilitates interaction with 
objects and object-based query formulation.
Chapter seven presented an investigation into the utilisation of objects in content-based 
visual information retrieval. An evaluation of object-based search against standard image- 
based search has been carried out in an interactive experiment with 24 search topics and 
16 users each performing 12 search tasks on 50 hours of rushes video. This experiment 
attempts to measure the impact of object-based search on a corpus of video where textual 
annotation is not available. A second experiment explores the retrieval performance of the 
framework in terms of precision and recall.
8.2 Conclusions
Content-based retrieval of visual information is a complex process as various features as­
sociated with image and video data need to be analysed. There are two approaches to 
managing digital video: using manually inserted annotations and metadata, and automati­
cally processing video by deriving content descriptors. In the years since digital technology 
has become ubiquitous, a variety of approaches and modalities for automatic content de­
scription have emerged although they are still far from achieving their full potential.
Automatic analysis of video is considerably more complicated and less feasible than the 
analysis of still images, although the present state of the art in the processing and retrieval 
of visual content is largely confined to automatic scene detection promising new directions
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have been opened. Object-based retrieval which allows users to manipulate video objects 
as part of their searching and browsing interaction is one of these directions.
The main aim of this work is to investigate an approach to using objects for video retrieval 
and a set of experiments was developed in order to explore some issues related to this. 
The focus of this thesis is on general ad hoc retrieval by a hypothetical professional user 
performing visual queries on a video and image archive. In this section are discussed the 
main findings of this research. Experimental results indicate that object-based search overall 
outperforms the image-based search for the set of topics used here. However, there are search 
topics that are not well suited to object-based retrieval.
While object extraction is not as much an inconvenience in terms of interaction effort 
required from users, defining a query in terms of objects is not always straightforward when 
the search target is not a specific object. For narrow topics (e.g. “find shots of red cars”) 
the query is an instance of that object class, however for broad topics (e.g. “find shots of 
fruits and/or vegetables”) the query is more complex to specify since the specific instance 
selected as a query example (e.g. apple) may be missing in the content.
A drawback of searching by objects is that some of the search time is taken by having 
to extract the query objects from images. However, objects seem to provide faster query 
convergence in most cases. The worst case scenario is when objects are used, but the search 
topic is not suited for object search. Whether a search topic is suited to searching by objects 
may not be always obvious from the beginning.
Object search was largely employed by users for most of the query topics in the experiments. 
This shows that when objects are available and suitable for the query topic searchers will 
make use of them either alone or in combination with global image features. A combination 
of both objects and global features provides an enhanced approach to query formulation.
8.3 Future work
The investigation of the proposed framework has provided interesting results and it would 
be useful to investigate object-based retrieval under various other conditions, for example 
a change of corpus content with a larger number of users and search topics. An extension 
to the current work would be an investigation of various other low-level features for objects
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such as various colour descriptors and shape templates. Adding motion features in the 
object representation would enable retrieval by motion trajectory.
A comprehensive investigation of various other low-level features would provide better un­
derstanding on which features are effective in object-based searching. Also domain-specific 
applications can be investigated in order to determine which features work best under spe­
cific conditions. Surveillance and related applications seem to be the most suitable domain 
for this approach.
Object extraction is a major drawback in the proposed framework. Future work should 
focus on fully automated segmentation, perhaps by designing object templates for specific 
classes, and on simplifying the interaction required in defining objects. Fully automated 
segmentation could be possible in constrained applications such as surveillance where a 
small number of object classes are expected to occur in the content.
Another interesting area of research would be a long-term learning approach to relevance 
judgements. The relevant items collected from different users can be used off-line in deriv­
ing global connections among objects. This can help in reducing the number of feedback 
iterations by using the connected objects as unlabeled but “probably-relevant” data in the 
query updating process. Also the global connections could serve as links in a retrieval by 
browsing approach.
1 4 1
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