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Abstract 1
Abstract
In this work we consider numerical time integrators for partial differential equations over
a domain, where we need a locally refined spatial discretization. We will discuss the prob-
lems and challenges resulting from such problems. We will also consider the construction,
the analysis and the implementation of suitable numerical integrators. The application of
these integrators to problems of nanophotonics will also be discussed in this work.
The integrators which are presented in this thesis are based on exponential multistep
methods. These methods were introduced by Certaine [9]. Hochbruck and Ostermann
[33] studied also these integrators, they explained the construction of these methods in
a detailed way and performed the related error analysis in an abstract framework of
semigroups. Their work is fundamental for this thesis.
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Zusammenfassung
In dieser Dissertation werden wir numerische Zeitintegratoren für partielle Differential-
gleichungen behandeln. Speziell untersuchen wir Integratoren für partielle Differentialglei-
chungen auf Gebieten, deren räumliche Diskretisierung eine lokale Verfeinerung erfordert.
Wir werden die hiermit verbundenen Schwierigkeiten diskutieren und die Konstruktion,
die Analyse und die Implementierung geeigneter Integratoren untersuchen sowie auch de-
ren effiziente Implementierung für Anwendungen aus der Nanophotonik betrachten.
Die in dieser Dissertation behandelten Integratoren basieren auf exponentiellen Mehr-
schrittverfahren. Diese Verfahren wurden zuerst von Certaine [9] vorgestellt. Hochbruck
und Ostermann haben in [33] neben der Konstruktion dieser Integratoren auch deren
Fehleranalyse vorgenommen. Deren Arbeit bildet zugleich auch die Grundlage zu dieser
Dissertation.
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1 Einleitung
Die Konstruktion und die Analyse von Zeitintegratoren stellt in der numerischen Mathe-
matik ein bedeutendes Forschungsgebiet dar. Viele Probleme der Ingenieur- und Naturwis-
senschaften lassen sich mathematisch anhand von zeitabhängigen Differentialgleichungen
beschreiben und können mithilfe dieser Modellierungen simuliert werden. Aufgrund der
Fortschritte in der Technik und der Forschung besteht ein immer größeres Interesse an
aufwendigeren Simulationen, die auch aus numerischer Sicht neue Herausforderungen dar-
stellen. Dies hat zur Folge, dass stets eine Nachfrage nach geeigneten numerischen Ver-
fahren besteht, die eine gute Simulation ermöglichen.
In dieser Dissertation werden wir uns auf die Konstruktion und Analyse numerischer Zeit-
integratoren für partielle Differentialgleichungen konzentrieren. Hierbei stehen Probleme,
wo die räumliche Diskretisierung geometrisch bedingt eine lokale Verfeinerung aufweist,
im Mittelpunkt. Wir sprechen von einer lokalen Verfeinerung, falls nur in einem kleinen
Teil der Diskretisierung deutlich kleinere Elemente (z.B. Intervalle, Dreiecke, Tetraeder)
auftreten.
Der Aufbau dieser Arbeit ist wie folgt. Im einleitenden Kapitel werden wir die Schwie-
rigkeiten ansprechen, die bei dieser Art von Problemen in Erscheinung treten. Darüber
hinaus werden wir auch mit Hilfe eines Beispiels die Konstruktion geeigneter Zeitintegra-
toren motivieren. Im zweiten Kapitel werden wir bekannte und relevante Resultate zu den
klassischen und exponentiellen Mehrschrittverfahren zusammentragen. Zudem stellen wir
eine Möglichkeit der Konstruktion klassischer bzw. exponentieller Mehrschrittverfahren
vor, die bezüglich der Stabilität optimale Eigenschaften vorweisen. Im darauffolgenden
Kapitel werden wir die verschiedenen Umsetzungsmöglichkeiten dieser Verfahren disku-
tieren.
Die Implementierung sowie die Pseudo-Codes zu den vorgestellten Mehrschrittverfah-
ren werden im vierten Kapitel vorgestellt. Unter Verwendung der Codes präsentieren wir
zudem unsere Ergebnisse anhand von einigen Beispielen. Im abschließenden Teil dieser
Arbeit befassen wir uns mit nichtlinearen Problemen und werden versuchen die Anwen-
dung und die Fehleranalyse vom semilinearen Fall auf den nichtlinearen Fall zu übertragen.
Für die angesprochenen Problemstellungen werden bisher diverse Verfahren angewen-
det. Hierzu zählen beispielsweise exponentielle Mehrschrittverfahren [33] oder low-storage
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Runge-Kutta-Verfahren [41]. Darüber hinaus gibt es sogenannte local time stepping Ver-
fahren (kurz: LTS-Verfahren) [11, 21, 22], die ganz speziell für solche Problemstellungen
konstruiert worden sind.
In der vorliegenden Arbeit werden wir eine flexible Verfahrensklasse von exponentiellen
Mehrschrittverfahren und local time stepping Verfahren vorstellen, die auf den klassischen
Adams-Verfahren beruhen. Abhängig von einem gegebenen Problem werden wir damit in
der Lage sein, den optimalen Vertreter dieser Verfahrensklasse bzgl. der Stabilität zu
ermitteln. Wir werden sehen, dass die Wahl des optimalen Vertreters sich wegen des ge-
ringeren Rechenaufwands für praktische Umsetzungen lohnt. Aus der mathematischen
Perspektive werden wir zugleich feststellen, dass die Fehleranalysen der verschiedenen
Verfahrensklassen sehr eng miteinander verbunden sind.
1.1 Motivation
Zur Motivation betrachten wir das folgende Beispiel (siehe auch [33]) der gedämpften
Wellengleichung in einer Raumdimension
∂2U
∂t2
(x, t) + σ
∂U
∂t
(x, t) =
∂2U
∂x2
(x, t),
mit U(0, t) = U(6, t), x ∈ Ω = [0, 6], t ≥ 0,
und U(x, 0) = 0,
∂U
∂t
(x, 0) = sin(xpi).
(1.1)
Die exakte Lösung dieser Wellengleichung entspricht dem nachstehenden Ausdruck
U(x, t) =
2e−
1
2
σt
√
4pi2 − σ2 sin(pix) sin
(
t
√
4pi2 − σ2
2
)
. (1.2)
Das Problem (1.1) lässt sich äquivalent in ein System erster Ordnung∂U∂t (x, t)∂V
∂t
(x, t)
 = [ 0 I∂2
∂x2
−σI
][
U(x, t)
V (x, t)
]
, V (x, t) :=
∂U
∂t
(x, t) (1.3)
umschreiben. Für die räumliche Diskretisierung von (1.3) verwenden wir ein Finite-Dif-
ferenzen-Schema der Ordnung vier, wobei wir die Gitterweite im Teilintervall [2, 4] durch
einen Faktor rs = 1, 2, 4, 8 verkleinern, um eine lokale Verfeinerung zu erzeugen.
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0 2 4 6
rs = 4
Abbildung 1.1: Räumliche Diskretisierung von Ω mit Verfeinerungsfaktor rs = 4.
Die räumliche Diskretisierung von (1.3) führt auf ein lineares Anfangswertproblem
y′ = Ay =: f(t, y) mit y(t0) = y0,
das wir mit Hilfe des klassischen Adams-Verfahrens der Ordnung vier
yn+1 = yn +
τ
24
(
55f(tn, yn)− 59f(tn−1, yn−1) + 37f(tn−2, yn−2)− 9f(tn−3, yn−3)
)
auf dem Zeitintervall tspan = [0, 1] numerisch lösen, wobei tj = jτ für j ≥ 0 gilt. In
Abbildung 1.2 können wir erkennen, dass die numerische Lösung für hinreichend kleine
Zeitschrittweiten τ gegen die exakte Lösung konvergiert und wir sehen, dass das nume-
rische Verfahren die Konvergenzordnung vier besitzt.
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Abbildung 1.2: Links: Gesamtfehler (zeitliche und räumliche Diskretisierung) der nume-
rischen Approximation (schwarz) zur exakten Lösung für p = 4 in der L2-Norm. Rechts:
Maximal stabile Schrittweiten in Abhängigkeit des Verfeinerungsfaktor rs.
Wir beobachten auch, dass die Erhöhung des Verfeinerungsfaktors rs eine Schrittweiten-
einschränkung zur Folge hat. Dieser Effekt ist insbesondere in den Fällen von Nachteil, wo
die räumliche Diskretisierung des Gebiets Ω einen sehr kleinen Bereich mit einer lokalen
Verfeinerung aufweist, da dies zu einer Schrittweitenreduktion des ganzen Systems führt.
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An diesem Beispiel erkennen wir, dass es durchaus sinnvoll ist, das Problem zu zerlegen
und die Anteile mit einem geeigneten Verfahren unterschiedlich zu behandeln. Diese Idee
ist keineswegs neu und sogar grundlegend für diverse Integratoren wie z.B. LTS-Verfahren
[11, 21, 22], IMEX-Verfahren [36] oder Multirate-Verfahren [19, 48]. In dieser Arbeit wer-
den wir uns hauptsächlich auf LTS-Verfahren konzentrieren und eine flexible Klasse von
Verfahren vorstellen, die eine Alternative zu den bisher verwendeten Integratoren dar-
stellen. Bevor wir uns der Konstruktion dieser Verfahren widmen, sollten wir vorerst die
vorliegenden Schwierigkeiten bzw. Herausforderungen ansprechen.
1.2 Herausforderungen
Wie im motivierenden Beispiel, werden wir uns mit Anfangswertproblemen
y′ = f(t, y), y(t0) = y0 (1.4)
befassen, die aus der räumlichen Diskretisierung einer partiellen Differentialgleichung über
einem Gebiet Ω resultieren und setzen stets voraus, dass die Lösung y von (1.4) hinrei-
chend glatt ist. Systeme dieser Art haben oft eine sehr hohe Dimension und dies stellt
ein Problem für die Anwendung impliziter Verfahren dar, da im Allgemeinen in jedem
Zeitschritt ein nichtlineares Gleichungssystem zu lösen ist. Der damit verbundene Re-
chenaufwand ist oft zu hoch.
Hinzu kommt, dass die lokale Verfeinerung eine Steifigkeit des Problems induziert. Wie
wir im motivierenden Beispiel gesehen haben, führt dies aus Stabilitätsgründen zu einer
Schrittweitenreduktion und dementsprechend ist auch die Anwendung expliziter Integra-
toren nicht sehr geeignet. Wir möchten deswegen Zeitintegratoren konstruieren, die eine
Art „Kompromiss“ zwischen impliziten und expliziten Verfahren bilden sollen. Aus diesem
Grund ist es sinnvoll das Anfangswertproblem (1.4) umzuformulieren in
y′ = ffine(t, y) + fcoarse(t, y), y(t0) = y0, (1.5)
mit einem sogenannten steifen (feinen) Anteil ffine und einem nicht steifen (groben) Anteil
fcoarse, die vom Integrator jeweils unterschiedlich behandelt werden. Die rechte Seite des
Anfangswertproblems wird damit bezüglich der Geometrie in zwei Teile zerlegt.
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Es ist wichtig zu veranschaulichen, was bei einer solchen Art von Splitting zu beach-
ten ist. Betrachten wir, wie in Abbildung 1.1, ein Gitter der Form: Die Knoten in den
h = H/rsH H
Abbildung 1.3: Räumliche Diskretisierung von Ω = [0, 8H + 8h] mit h = H
rs
mit Verfeine-
rungsfaktor rs = 2.
grünen Bereichen werden dem groben Teil und die vom blauen Bereich dem feinen Teil
zugeordnet. Die räumliche Diskretisierung des Laplace-Operators über diesem Gitter mit
Finite-Differenzen-Schemen der Ordnung zwei, vier und sechs liefert jeweils eine Matrix
A, deren Koeffizienten in Abhängigkeit von H und rs stehen. Fixieren wir beispielsweise
H = 1 und betrachten die Koeffizienten für rs → ∞, so können wir erkennen, welche
Einträge der Matrix A für rs →∞ nicht beschränkt sind.
Die Berechnung der Koeffizienten der Matrix A ist nicht sonderlich schwer, jedoch auf-
grund der Fallunterscheidungen recht umfangreich aufzuschreiben. Aus dem Grund prä-
sentieren wir an dieser Stelle das Resultat anhand von Graphiken. In Abbildung 1.4 wer-
den die beschränkten und unbeschränkten Koeffizienten, die aus der Diskretisierung des
Laplace-Operators für rs → ∞ mit dem jeweiligen Finite-Differenzen-Schema resultie-
ren, jeweils in einer Graphik visualisiert. Ein Splitting wie in Abbildung 1.3 würde die
Blockmatrix S, die in Abbildung 1.4 in blau markiert ist, als den feinen Anteil beschrei-
ben. Wir sehen aus der ersten Graphik der Abbildung 1.4, dass S bei der Diskretisierung
mit einem Finiten-Differenzen-Schema der zweiten Ordnung alle unbeschränkten Koeffi-
zienten enthält. Aus den zwei übrigen Graphiken können wir allerdings erkennen, dass
abhängig von der Diskretisierung der Einfluss vom feinen Teil zum groben Teil ebenfalls
zu unbeschränkten Koeffizienten führen kann, die bei einem solchen Splitting vernachläs-
sigt werden. Insbesondere ist dies von Bedeutung, wenn beispielsweise der beschränkte
Anteil vom unbeschränkten Anteil getrennt werden soll, um dann von dieser Eigenschaft
zu profitieren.
Wir haben gesehen, dass der Einfluss des feinen Teils auf den groben Teil insbesondere
von der Diskretisierung abhängt. Bei der Verwendung von Finite-Differenzen-Schemen
tritt dieser Einfluss abhängig von der Ordnung der räumlichen Diskretisierung auf. Denn
die Länge des zu verwendenden Differenzensterns ist abhängig von der Ordnung. Zu-
gleich ist die Länge des Differenzensterns dafür verantwortlich, wie weit sich der Einfluss
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vom feinen zum groben Teil erstreckt. Bei einer Diskretisierung mit Finiten-Elementen
erstreckt sich dieser Einfluss lediglich auf die benachbarten Elemente. Die Basisfunktion
eines jeden Knotens besitzt nämlich nur einen kompakten Träger, dass höchstens so groß
ist wie der Teilbereich der benachbarten Elemente, die diesen Knoten enthalten. Dies ist
auch bei der Diskretisierung mit Discontinuous-Galerkin-Methoden [27] der Fall. In die-
sem Fall tritt der Einfluss durch die Verwendung des numerischen Flusses auf, da der
numerische Fluss oft eine Beziehung zwischen den Nachbarelementen darstellt.
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Abbildung 1.4: Beschränkte und unbeschränkte Einträge der Matrix A ≈ ∆, die aus einer
Finite-Differenzen-Diskretisierung (Ordnungen: 2, 4, 6) resultieren. Der blaue Bereich ent-
spricht der Blockmatrix S, die den feinen Anteil darstellt.
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2 Mehrschrittverfahren
In diesem Kapitel fassen wir zuerst einige bekannte Resultate für klassische und exponen-
tielle Mehrschrittverfahren aus der Literatur zusammen. Diesbezüglich konzentrieren wir
uns vorerst auf sogenannte semilineare Probleme
y′ = f(t, y) = Ay︸︷︷︸
=ffine(t,y)
+ g(t, y)︸ ︷︷ ︸
=fcoarse(t,y)
, y(t0) = y0, (2.1)
wobei wir stets voraussetzen, dass die Lösung von (2.1) hinreichend glatt ist. Bevor wir uns
den exponentiellen Mehrschrittverfahren widmen, möchten wir vorher die Konstruktion
und die Idee klassischer Mehrschrittverfahren anhand der Quellen [24, 25, 31] wiedergeben.
Diese Informationen werden uns im weiteren Verlauf helfen, Vergleiche zu erstellen und
Rückschlüsse zu ziehen.
2.1 Klassische Mehrschrittverfahren
Zu den klassischen Mehrschrittverfahren zählen die expliziten und impliziten Adams-
Verfahren, die Predictor-Corrector-Verfahren sowie die BDF-Verfahren. Wir beschränken
uns dabei auf die Zeitintegratoren, die auf Adams-Verfahren basieren.
2.1.1 Explizite Adams-Verfahren
Die exakte Lösung des Anfangswertproblems (2.1) können wir nach dem Hauptsatz der
Differential- und Integralrechnung durch
y(tn + τ) = y(tn) +
tn+τ∫
tn
f
(
t, y(t)
)
dt (2.2)
beschreiben. Die Idee expliziter Adams-Verfahren besteht darin, die Funktion f durch ein
Interpolationspolynom zu approximieren, um eine Näherung an y(tn + τ) berechnen zu
können. Zur Bestimmung des Interpolationspolynoms wird ein Datensatz von Punkten
(tn−k+1, fn−k+1), . . . , (tn, fn) mit fj := f
(
tj, yj
)
und tj = t0 + jτ, j ∈ N0
verwendet, der notfalls durch eine Startwertprozedur berechnet wird.
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Nach der Newton’schen Interpolationsformel kann das Interpolationspolynom in der fol-
genden Form dargestellt werden
pn(tn + θτ) =
k−1∑
j=0
(−1)j
(
−θ
j
)
∇jfn. (2.3)
Die in dieser Darstellung auftretenden Rückwärtsdifferenzen ∇jfn sind durch
∇jfn =
fn, j = 0∇j−1fn −∇j−1fn−1, j > 0
rekursiv definiert. Die grundlegende Idee der expliziten Adams-Verfahren wird in der
Abbildung 2.1 veranschaulicht.
tn−k+1 tn−k+2 tn−k+3 tn−k+4 . . . tn tn+1
pn(t)
fn−k+1
fn−k+2
fn−k+3
fn−k+4
fn
tn+1∫
tn
f(t, y)dt ≈
tn+1∫
tn
pn(t)dt
t
f
Abbildung 2.1: Graphische Darstellung der Idee der expliziten Adams-Verfahren
Die Approximation des Integrals aus (2.2) liefert uns die Beziehung:
y(tn + τ) = y(tn) +
tn+τ∫
tn
f(t, y) dt
≈ ≈ ≈
yn+1 = yn +
tn+τ∫
tn
pn(t) dt = yn + τ
1∫
0
pn(tn + θτ) dθ.
(2.4)
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Setzen wir schließlich das Polynom (2.3) in (2.4) ein, so können wir die expliziten Adams-
Verfahren wie folgt beschreiben
yn+1 = yn + τ
k−1∑
j=0
γeAj ∇jfn mit γeAj :=
1∫
0
(−1)j
(
−θ
j
)
dθ und k ≥ 1. (2.5)
Bezeichnen wir mit k ∈ N die Anzahl der explizit verwendeten Interpolationspunkte, so
können wir das zugehörige explizite k-Schritt Adams-Verfahren angeben. Im Folgenden
sind schließlich die expliziten Adams-Verfahren für k = 1, 2, 3 aufgeführt
k = 1 : yn+1 = yn + τfn
k = 2 : yn+1 = yn +
τ
2
(3fn − fn−1)
k = 3 : yn+1 = yn +
τ
12
(23fn − 16fn−1 + 5fn−2).
(2.6)
2.1.2 Implizite Adams-Verfahren
Wie im letzten Abschnitt behandelt, verwenden explizite Adams-Verfahren ausschließlich
bereits berechnete Interpolationspunkte. Implizite Adams-Verfahren unterscheiden sich
von expliziten Adams-Verfahren dadurch, dass ein zusätzlicher impliziter Interpolations-
punkt für die Konstruktion des Interpolationspolynoms verwendet wird. Demnach ist der
Datensatz eines impliziten Adams-Verfahren von der Form
(tn−k+1, fn−k+1), . . . , (tn+1, fn+1) mit fj := f
(
tj, yj
)
und tj = t0 + jτ, j ∈ N0.
Das zugehörige Interpolationspolynom kann ebenfalls mit der Newton’schen Interpolations-
formel dargestellt werden
pn(tn + θτ) =
k∑
j=0
(−1)j
(
−θ + 1
j
)
∇jfn+1. (2.7)
Diese Kernidee der impliziten Adams-Verfahren und der Unterschied zu den expliziten
Adams-Verfahren wird in Abbildung 2.2 graphisch dargestellt.
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tn−k+1 tn−k+2 tn−k+3 tn−k+4 . . . tn tn+1
pn(t)
fn−k+1
fn−k+2
fn−k+3
fn−k+4
fn
fn+1
tn+1∫
tn
f(t, y)dt ≈
tn+1∫
tn
pn(t)dt
t
f
Abbildung 2.2: Graphische Darstellung der Idee der impliziten Adams-Verfahren
Setzen wir nun, wie im expliziten Fall, das Polynom (2.7) in (2.4) ein, so ergibt sich hieraus
die Vorschrift der impliziten Adams-Verfahren
yn+1 = yn + τ
k∑
j=0
γiAj ∇jfn mit γiAj :=
1∫
0
(−1)j
(
−θ + 1
j
)
dθ und k ≥ 0. (2.8)
Im vorigen Abschnitt haben wir k ∈ N0 als die Anzahl der explizit verwendeten Inter-
polationspunkte definiert. Implizit verwendete Interpolationspunkte sind in k nicht ein-
bezogen, so dass die Wahl k = 0 durchaus möglich ist. Die impliziten Adams-Verfahren
für k = 0, 1, 2 sind von der Form:
k = 0 : yn+1 = yn + τfn+1
k = 1 : yn+1 = yn +
τ
2
(fn+1 + fn)
k = 2 : yn+1 = yn +
τ
12
(5fn+1 + 8fn − 1fn−1).
(2.9)
2.1.3 Predictor-Corrector-Verfahren
Die Predictor-Corrector-Verfahren sind explizite Verfahren, die auf den bisher vorge-
stellten impliziten und expliziten Adams-Verfahren beruhen. Sie stellen eine Kombination
dieser Verfahren dar und haben durchaus positive Eigenschaften, die wir später noch dis-
kutieren werden. Des Weiteren bieten diese Verfahren eine Flexibilität in der Anwendung,
die auf der Fixpunktiteration beruht und unterschiedliche Konstellationen ermöglicht.
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Jedes Predictor-Corrector-Verfahren lässt sich mit Hilfe der drei Prozesse Prediction (Vor-
hersage), Evaluation (Auswertung) und Correction (Korrektur) beschreiben. Im Folgen-
den werden wir die drei Prozesse sowohl mathematisch als auch anschaulich vorstellen.
Prediction: (P)
In diesem Schritt wird ein explizites k-Schritt Adams-Verfahren angewendet. Nach der
Beschreibung in Abschnitt 2.1.1 wird mit Hilfe eines Datensatzes eine Approximation der
folgenden Form berechnet
y(tn+1) ≈ y¯n+1 = yn + τ
k−1∑
j=0
γeAj ∇jfn. (2.10)
Evaluation: (E)
Dieser Prozess verwendet die Approximation aus dem Prediction-Prozess, um eine Ap-
proximation der rechten Seite zur Zeit tn+1 zu bestimmen
f
(
tn+1, y(tn+1)
) ≈ f(tn+1, y¯n+1) =: f¯n+1.
Correction: (C)
Im Correction-Prozess benutzen wir im Gegensatz zum Prediction-Prozess ein impli-
zites Adams-Verfahren, jedoch wird nicht der übliche Datensatz eines impliziten Adams-
Verfahrens
(tn−k+1, fn−k+1), . . . , (tn+1, fn+1) mit fj := f
(
tj, yj
)
und tj = t0 + jτ, j ∈ N0
verwendet. Mit den Approximationen aus dem Prediction- und Evaluation-Prozess kann
stattdessen der folgende Datensatz verwendet werden
(tn−k+2, f ∗n−k+2), . . . , (tn+1, f
∗
n+1) mit f
∗
j :=
fj, j 6= n+ 1f¯j, j = n+ 1 , j ∈ N0. (2.11)
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Daraus ergibt sich die Approximation
yn+1 = yn + τ
k−1∑
j=0
γiAj ∇jf ∗n+1 mit γiAj :=
1∫
0
(−1)j
(
−θ + 1
j
)
dθ. (2.12)
Die angesprochene Flexibilität der Predictor-Corrector-Verfahren besteht zum einen darin,
dass die Evaluation- und Correction-Prozesse gemeinsam als eine Fixpunktiteration auf-
gefasst werden können. Aus dem Grund werden Predictor-Corrector-Verfahren oft in Kon-
stellationen wie P(EC)mE mit m ≥ 1 angewendet. Zum anderen kann statt (2.11) auch
ein Datensatz der nachstehenden Form
(tn−k+1, f ∗n−k+1), . . . , (tn+1, f
∗
n+1) mit f
∗
j :=
fj, j 6= n+ 1f¯j, j = n+ 1 , j ∈ N0 (2.13)
verwendet werden. In dem Fall müsste das passende implizite Adams-Verfahren angewen-
det werden, da der Datensatz (2.13) einen zusätzlichen Interpolationspunkt berücksichtigt.
Die Approximation berechnet sich in dem Fall durch
yn+1 = yn + τ
k∑
j=0
γiAj ∇jf ∗n+1 mit γiAj :=
1∫
0
(−1)j
(
−θ + 1
j
)
dθ. (2.14)
Wir bezeichnen die Predictor-Corrector-Verfahren, die einen Datensatz der Form (2.11)
verwenden, als k-Schritt Predictor-Corrector-Verfahren erster Art (kurz: PC[1]k). Pre-
dictor-Corrector-Verfahren, die einen Datensatz der Form (2.13) verwenden, bezeichnen
wir als (k + 1)-Schritt Predictor-Corrector-Verfahren der zweiten Art (kurz: PC[2]k). Bei
der Anwendung von Predictor-Corrector-Verfahren werden wir in unserer Arbeit stets
die Art des verwendeten Verfahrens angeben und die Konstellation PECE nutzen. Die
Funktionsweise der Predictor-Corrector-Verfahren wird in Abbildung 2.3 und 2.4 veran-
schaulicht.
Weitere nützliche Eigenschaften der vorgestellten Mehrschrittverfahren werden wir im
nächsten Abschnitt diskutieren. Insbesondere werden wir uns auf die Eigenschaften kon-
zentrieren, die im weiteren Verlauf dieser Arbeit von Bedeutung sind.
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tn−k+1 tn−k+2 tn−k+3 tn−k+4 . . . tn tn+1
fn−k+1
fn−k+2
fn−k+3
fn−k+4
fn
f¯n+1
y(tn+1)
(2.10)≈ y¯n+1
f¯n
f¯n−k+4
f¯n−k+3
f¯n−k+2
f¯n+1 := f(tn+1, y¯n+1)
y(tn+1)
(2.12)≈ yn+1
t
f
Abbildung 2.3: Funktionsweise des Predictor-Corrector-Verfahrens (PECE) erster Art
tn−k+1 tn−k+2 tn−k+3 tn−k+4 . . . tn tn+1
fn−k+1
fn−k+2
fn−k+3
fn−k+4
fn
f¯n+1
y(tn+1)
(2.10)≈ y¯n+1
f¯n
f¯n−k+4
f¯n−k+3
f¯n−k+2
f¯n−k+1
f¯n+1 := f(tn+1, y¯n+1)
y(tn+1)
(2.14)≈ yn+1
t
f
Abbildung 2.4: Funktionsweise des Predictor-Corrector-Verfahrens (PECE) zweiter Art
2.1.4 Konsistenz, Stabilität und Konvergenz
In diesem Abschnitt werden wir besonders wichtige und grundlegende Definitionen und
Eigenschaften klassischer Mehrschrittverfahren wiedergeben. Hierfür ist es vorerst not-
wendig eine einheitliche Notation für die Mehrschrittverfahren einzuführen. Nach (2.6)
und (2.9) können wir ein allgemeines Mehrschrittverfahren beschreiben durch
k∑
j=0
αjyn+j = τ
k∑
j=0
βjfn+j, fj = f(tj, yj), tj = t0 + jτ, (2.15)
wobei die Parameter αj, βj für j = 0, . . . , k reell sind.
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Es ist offensichtlich, dass αk 6= 0 gelten muss, um mit dem jeweiligen Verfahren eine
Approximation zum nächsten Zeitschritt bestimmen zu können. Die Koeffizienten der
Adams-Verfahren, die wir in der Arbeit behandeln, erfüllen zudem die folgenden Bedin-
gungen:
(explizite Verfahren): αk = 1, αk−1 = −1, αj = 0, 0 ≤ j < k − 2 und
βeAj := βj, 0 ≤ j < k − 1, βeAk := βk = 0,
(implizite Verfahren): αk = 1, αk−1 = −1, αj = 0, 0 ≤ j < k − 2 und
βiAj := βj, 0 ≤ j < k − 1, βiAk := βk 6= 0.
Wir beschränken uns im Folgenden auf die Definitionen und Aussagen, die eine Relevanz
für diese Arbeit besitzen. Es sei in diesem Abschnitt vorausgesetzt, dass f (2.1) hinrei-
chend glatt und Lipschitz-stetig ist mit einer Lipschitz-Konstante Lf ≥ 0.
Definition 2.1: (lok. Fehler [24, Def. III.2.1, Lem. III.2.2], Ordnung [24, Def. III.2.3])
· Der lokale Fehler eines Mehrschrittverfahrens der Form (2.15) ist definiert als
y(tk)− yk, (2.16)
wobei y(t) der exakten Lösung von (2.1) und yk der numerischen Approximation aus
(2.15) mit exakten Startwerten yi = y(ti) für i = 0, . . . , k − 1 entspricht.
· Äquivalent lässt sich der lokale Fehler eines Mehrschrittverfahrens der Form (2.15)
durch L(y, t0, τ) beschreiben, wobei durch L : Rn×R+0 ×R+0 der Differenzenoperator
L(y, t, τ) :=
k∑
j=0
αjy(t+ jτ)− τ
k∑
j=0
βjy
′(t+ jτ)
definiert ist.
· Ein Mehrschrittverfahren (2.15) hat die Konsistenzordnung d, falls für hinrei-
chend glatte Funktionen f (2.1) der lokale Fehler O(τ d+1) ist.
Die Konsistenzordnung ist über den lokalen Fehler definiert. Dahlquist konnte zur ein-
facheren Bestimmung der Konsistenzordnung eines Mehrschrittverfahrens Ordnungsbe-
dingungen herleiten.
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Satz 2.2: (Ordnungsbedingungen [24, Thm. III 2.4])
Ein Mehrschrittverfahren (2.15) besitzt die Konsistenzordnung d genau dann, wenn
die Bedingungen
k∑
j=0
αj = 0 und
k∑
j=0
αjj
q = q
k∑
j=0
βjj
q−1 für q = 1, . . . , d (2.17)
erfüllt sind.
Beweis: (Satz 2.2)
Eine Taylor-Entwicklung von L(y, t0, τ) um τ = 0 liefert bereits die Aussage. Wir führen
den Beweis an dieser Stelle, weil wir im weiteren Verlauf auf diese Idee verweisen werden.
L(y, t0, τ) =
k∑
j=0
αjy(t0 + jτ)− τ
k∑
j=0
βjy
′(t0 + jτ)
=
k∑
j=0
αj
d∑
q=0
y(q)(t0)
jq
q!
τ q − τ
k∑
j=0
βj
d−1∑
q=0
y(q+1)(t0)
jq
q!
τ q +O(τ d+1)
=
k∑
j=0
αj
d∑
q=0
y(q)(t0)
jq
q!
τ q −
k∑
j=0
βj
d∑
q=1
y(q)(t0)
jq−1
(q − 1)!τ
q +O(τ d+1)
= y(t0)
k∑
j=0
αj +
d∑
q=1
y(q)(t0)
τ q
q!
(
k∑
j=0
αjj
q − q
k∑
j=0
βjj
q−1
)
+O(τ d+1).
Sind die Ordnungsbedingungen erfüllt, so gilt demnach
L(y, t0, τ) = CLτ
d+1 +O(τ d+2) mit CL := y
(d+1)(t0)
(d+ 1)!
(
k∑
j=0
αjj
d+1 − (d+ 1)
k∑
j=0
βjj
d
)
.

Mit Hilfe der nachstehenden Definitionen können wir die Stabilität eines Zeitintegrators
verstehen, die für die Konvergenz notwendig ist.
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Definition 2.3: (Stabilität, Stabilitätsbereich [31, Kap. 10,Def. 10.2])
· Ein numerischer Zeitintegrator heißt stabil für ν = λτ , wenn der Integrator mit
konstanter Schrittweite τ auf das Anfangswertproblem
y′ = λy, y(t0) = y0, t0 = 0 (2.18)
angewendet wird und die resultierende numerische Lösung (yn)n∈N0 beschränkt bleibt.
· Das Stabilitätsgebiet eines numerischen Zeitintegrators ist definiert als
S := {ν ∈ C | ν = τλ und der numerische Zeitintegrator ist stabil für ν }.
Betrachten wir zunächst die Anwendung eines allgemeinen Mehrschrittverfahrens (2.15)
mit Schrittweite τ auf das Anfangswertproblem (2.18). Wir erhalten dadurch die Diffe-
renzengleichung
k∑
j=0
ϑj(ν)yn+j = 0 mit ν = τλ und ϑj(ν) := αj − νβj. (2.19)
Für die Stabilität eines Mehrschrittverfahrens benötigen wir die Beschränktheit der Lö-
sungen von (2.19).
Satz 2.4: (Wurzelkriterium [31, Kap.9, Satz 9.6])
Die folgenden Aussagen sind äquivalent:
(i) Jede Lösung (yn)n∈N0 von (2.19) ist für n→∞ beschränkt.
(ii) Für die Nullstellen ζi mit i = 1, . . . , k des Polynoms
k∑
j=0
ϑj(ν)ζ
j gilt |ζi| ≤ 1, i = 1, . . . , k,
wobei Gleichheit nur für einfache Nullstellen erfüllt sein darf.
Nach dem Wurzelkriterium folgt aus der Definition 2.3, dass das Stabilitätsgebiet SM
eines Mehrschrittverfahrens wie folgt beschrieben werden kann
SM =
{
ν ∈ C
∣∣∣∣∣Die Nullstellen des Polynoms
k∑
j=0
ϑj(ν)ζ
j erfüllen das Wurzelkriterium.
}
.
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Für die Anwendung eignen sich nur Mehrschrittverfahren mit 0 ∈ SM (0-Stabilität), da
die Konvergenztheorie für τ → 0 beschränkte Lösungen erfordert. Zur graphischen Dar-
stellung der Stabilitätsgebiete von Mehrschrittverfahren werden sogenannte Root-Locus-
Curves [25, V.1, S. 240-245] verwendet. Diese Kurven lassen sich mit Hilfe der Differenzen-
gleichung (2.19) ermitteln, indem die Differenzengleichung nach der Variable ν aufgelöst
wird und die Terme yn+j durch ζn+j substituiert werden. Anschließend wird ν als Funk-
tion in der Variable ζ definiert und auf dem Einheitskreis, d.h. für ζ = eiθ mit θ ∈ [0, 2pi[,
ausgewertet.
Beispiele 2.5: (Root-Locus-Curves)
(i) Adams-Verfahren (explizit oder implizit):
Die Root-Locus-Curves zu den Adams-Verfahren erhalten wir aus der Darstellungs-
form (2.15) der Mehrschrittverfahren
ν : E→ C mit ζ 7→ ζ
k − ζk−1∑k
j=0 βjζ
j
, E :=
{
x ∈ C ∣∣x = eiθ, θ ∈ [0, 2pi[ } .
Abbildung 2.5: Stabilitätsgebiete der expliziten (links) und impliziten Adams-Verfahren
(rechts).
(ii) Predictor-Corrector-Verfahren (erster Art):
Um die Root-Locus-Curves dieser Verfahren zu ermitteln, müssen wir die Vorschrift
vom Prediction-Prozess in den Correction-Prozess einsetzen.
26 Klassische Mehrschrittverfahren
yn+k = yn+k−1 + τ
k−1∑
j=0
βiAj f
∗
n+1+j
= yn+k−1 + τ
k−1∑
j=0
βiAj fn+1+j + τβ
iA
k−1(f¯n+k − fn+k)
= yn+k−1 + ν
k−1∑
j=0
βiAj yn+1+j + νβ
iA
k−1(yn+k−1 − yn+k) + ν2βiAk−1
k−1∑
j=0
βeAj yn+j
Die Substitution von yn+j durch ζj für j ≥ 0 führt in diesem Fall zu einer quadra-
tischen Gleichung Aν2 +Bν + C = 0 mit den Koeffizienten
A := βiAk−1
k−1∑
j=0
βeAj ζ
j, B :=
k−1∑
j=0
βiAj ζ
j+1 + βiAk−1(ζ
k−1 − ζk),
C := ζk−1 − ζk.
Die Lösungen dieser quadratischen Gleichung liefern die Root-Locus-Curves, die
gemeinsam das Stabilitätsgebiet des jeweiligen Predictor-Corrector-Verfahrens be-
schreiben
ν1, ν2 : E→ C mit ζ 7→ −B +
√
B2 − 4AC
2C
, ζ 7→ −B −
√
B2 − 4AC
2C
.
Abbildung 2.6: Stabilitätsgebiete der Predictor-Corrector-Verfahren erster Art.
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(iii) Predictor-Corrector-Verfahren (zweiter Art):
Die Root-Locus-Curves zu Predictor-Corrector-Verfahren der zweiten Art lassen sich
prinzipiell wie für die Predictor-Corrector-Verfahren der ersten Art ermitteln. Der
einzige Unterschied besteht in den Koeffizienten der quadratischen Gleichung, die
in diesem Fall durch
A := βiAk
k−1∑
j=0
βeAj ζ
j, B :=
k∑
j=0
βiAj ζ
j + βiAk (ζ
k−1 − ζk),
C := ζk−1 − ζk
gegeben sind.
Abbildung 2.7: Stabilitätsgebiete der Predictor-Corrector-Verfahren zweiter Art.
Aus den Abbildungen 2.5, 2.6 und 2.7 können wir erkennen, dass die Predictor-Corrector-
Verfahren deutlich größere Stabilitätsgebiete vorweisen als die expliziten Adams-Verfahren.
In vielen Fällen führt dies dazu, dass bei Verwendung von Predictor-Corrector-Verfahren
die Schrittweite mehr als doppelt so groß gewählt werden kann. Obwohl der rechnerische
Aufwand bei diesen Verfahren doppelt so hoch ist, sind diese Verfahren sehr interessant,
da der Mehraufwand durch die Wahl einer deutlich größeren Schrittweite mehr als kom-
pensiert werden kann. Natürlich ist dieser Vorteil abhängig vom gestellten Problem, weil
die Verteilung der Eigenwerte diesbezüglich von entscheidender Bedeutung ist.
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Nachdem wir die Konsistenz und Stabilität von Mehrschrittverfahren verstanden haben,
wenden wir uns jetzt der Konvergenz eines Mehrschrittverfahrens zu. Die Konvergenz wird
über den globalen Fehler definiert. Neben der Tatsache, dass ein Verfahren überhaupt kon-
vergiert, ist es ebenso wichtig zu wissen, wie akkurat die numerische Approximation ist,
die mit Hilfe des Zeitintegrators berechnet wurde.
Definition 2.6: (globaler Fehler, Konvergenzordnung [31, Kap. 9, Def. 9.8])
· Der globale Fehler eines Mehrschrittverfahrens (2.15) ist definiert durch die fol-
gende Differenz
‖y(tn)− yn‖ , tn ∈ [t0, T ], n ≥ 0.
· Ein Mehrschrittverfahren (2.15) ist konvergent der Ordnung d, falls der globale Feh-
ler eine Abschätzung der folgenden Form
‖y(tn)− yn‖ ≤ Cτ d, tn ∈ [t0, T ], n ≥ 0
erfüllt, wobei C unabhängig ist von n und τ . Zudem müssen hinreichend genaue
Startwerte vorliegen
‖y(tj)− yj‖ ≤ C¯τ d für j = 0, . . . , k − 1.
Die Zahl d wird hierbei als die Konvergenzordnung definiert.
Viel bedeutender als die Konsistenz ist die Konvergenz eines Zeitintegrators, daher wird
für lineare Anfangswertprobleme oft der folgende Leitsatz formuliert:
Konsistenz + Stabilität = Konvergenz
Mit der Definition 2.6 lässt sich der „Leitsatz“ für Mehrschrittverfahren wie folgt beschrei-
ben.
Satz 2.7: (Allgemeine Konvergenz von Mehrschrittverfahren [31, Kap.9, Satz 9.9])
Ein 0-stabiles Mehrschrittverfahren mit Konsistenzordnung d besitzt die Konvergenz-
ordnung d.
Mit den Sätzen aus diesem Abschnitt können wir unmittelbar das folgende Korollar fol-
gern, mit dessen Formulierung wir diesen Abschnitt auch abschließen werden.
Mehrschrittverfahren 29
Korollar 2.8: (Konvergenz von Adams- und Predictor-Corrector-Verfahren)
a) Ein stabiles explizites k-Schritt Adams-Verfahren besitzt die Konvergenzordnung k
mit k ≥ 1.
b) Ein stabiles implizites (k + 1)-Schritt Adams-Verfahren besitzt die Konvergenzord-
nung k + 1 mit k ≥ 0.
c) Ein stabiles k-Schritt Predictor-Corrector-Verfahren der ersten Art besitzt die Kon-
vergenzordnung k mit k ≥ 1.
d) Ein stabiles (k+1)-Schritt Predictor-Corrector-Verfahren der zweiten Art besitzt die
Konvergenzordnung k + 1 mit k ≥ 1.
Beweis: (Korollar 2.8)
Nur die Bestimmung der Konsistenzordnungen ist notwendig, denn die Stabilität ist nach
Voraussetzung gegeben. Die Anwendung von Satz 2.7 liefert uns dann jeweils die Aussage.
a) Nach Konstruktion löst ein explizites k-Schritt Adams-Verfahren die Anfangswert-
probleme
y′ = qtq−1, y(0) = 0 für q = 1, . . . , k
exakt. Aus dem Grund ist dies äquivalent zu
0 = L(tq, 0, τ) = τ q
(
k∑
j=0
αjj
q − q
k∑
j=0
βjj
q−1
)
für q = 1, . . . , k.
Ein explizites k-Schritt Adams-Verfahren erfüllt die Ordnungsbedingungen aus Satz
2.2 für q = 1, . . . , k und ist damit ein Verfahren der Konsistenzordnung k.
b) Nach Konstruktion löst ein implizites Adams-Verfahren mit k ≥ 0 die Anfangswert-
probleme
y′ = qtq−1, y(0) = 0 für q = 1, . . . , k + 1
exakt. Analog zu Teil a) ergibt sich die Aussage.
c) Für den lokalen Fehler der Approximation aus dem Prediction-Prozess gilt
‖y(tk)− y¯k‖ ≤ Cτ k+1 mit C = C(CL).
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Die Approximation aus dem Correction-Prozess kann beschrieben werden durch
yk = yk−1 + τ
k−1∑
j=0
βiAj f
◦
j+1 + τβ
iA
k−1
(
f¯k − f(tk, y(tk))
)
mit f¯k := f(tk, y¯k) und f ◦j+1 =
fj+1, j 6= k − 1f(tj+1, y(tj+1)), j = k − 1
=⇒ ‖y(tk)− yk‖ ≤
∥∥∥∥∥y(tk)− yk−1 − τ
k−1∑
j=0
βiAj f
◦
j+1
∥∥∥∥∥+ τβiAk−1Lf ‖y¯k − y(tk)‖ ,
wobei Lf der Lipschitz-Konstante von f entspricht. Für den lokalen Fehler des
Predictor-Corrector-Verfahrens erhalten wir dann
LPC(y, t0, τ) ≤ LiA(y, t0, τ)︸ ︷︷ ︸
≤Cτk+1
+τβiAk−1Lf LeA(y, t0, τ)︸ ︷︷ ︸
≤Cτk+1
≤ Cτ k+1
mit C = C(CL, βiAk−1,Lf ).
d) Analog zu c) folgt das Resultat aus
LPC(y, t0, τ) ≤ LiA(y, t0, τ)︸ ︷︷ ︸
≤Cτk+2
+ τβiAk LfLeA(y, t0, τ)︸ ︷︷ ︸
≤Cτk+2
≤ Cτ k+2
mit C = C(CL, βiAk ,Lf ). 
2.2 Exponentielle Mehrschrittverfahren
In diesem Abschnitt werden wir anhand von [33] und [34] die Konstruktion exponentieller
Mehrschrittverfahren präsentieren. Der wesentliche Unterschied zwischen exponentiellen
und klassischen Mehrschrittverfahren liegt in der Verwendung einer alternativen Darstel-
lung der exakten Lösung des Anfangswertproblems (2.1), die anhand der Variation der
Konstanten Formel (kurz: VdK-Formel) hergeleitet werden kann. Bei der Anwendung der
VdK-Formel wird die Darstellung der rechten Seite im Vergleich zum klassischen An-
satz (2.2) ausgenutzt. Zudem kann die VdK-Formel selbst bei nichtlinearen Problemen
angewendet werden.
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2.2.1 Explizite exponentielle Adams-Verfahren
Ähnlich wie bei klassischen Mehrschrittverfahren beginnen wir mit der Konstruktion von
expliziten exponentiellen Adams-Verfahren. Hierzu betrachten wir erneut das Anfangs-
wertproblem (2.1), das durch
y′ = Ay + g(t, y), y(t0) = y0
gegeben ist. Die Anwendung der VdK-Formel auf dieses Anfangswertproblem liefert
y(t) = e(t−t0)Ay0 +
∫ t
t0
e(t−s)Ag(s, y(s))ds
= e(t−t0)Ay0 + (t− t0)
∫ 1
0
e(1−θ)(t−t0)Ag
(
t0 + θ(t− t0), y
(
t0 + θ(t− t0)
))
dθ
(2.20)
für die exakte Lösung. Im Gegensatz zum klassischen Fall wird bei exponentiellen Mehr-
schrittverfahren nur die nichtlineare Funktion g im Integranden polynomiell approximiert.
Das Interpolationspolynom zur Funktion g wird analog zum klassischen Fall mit Hilfe ei-
nes Datensatzes der Form
(tn−k+1, gn−k+1), . . . , (tn, gn) mit gj := g
(
tj, yj
)
und tj = t0 + jτ, j ∈ N0
konstruiert. Das Polynom lässt sich nach der Newton’schen Interpolationsformel durch
pn(tn + θτ) =
k−1∑
j=0
(−1)j
(
−θ
j
)
∇jgn (2.21)
beschreiben. Die Approximation von g in (2.20) durch ein Polynom pn liefert uns dann
die folgende Beziehung
y(tn + τ) = e
τAy(tn) + τ
1∫
0
e(1−θ)τAg
(
tn + θτ, y
(
tn + θτ
))
dθ
≈ ≈ ≈
yn+1 = e
τAyn + τ
1∫
0
e(1−θ)τApn(tn + θτ) dθ.
(2.22)
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Eine wichtige Bemerkung an dieser Stelle ist, dass jedes numerische Verfahren, das einer
Beziehung der Form (2.22) genügt, mit Hilfe von sogenannten ϕ-Funktionen
ϕ0(x) := e
x, ϕj(x) :=
∫ 1
0
e(1−θ)x
θj−1
(j − 1)!dθ , j ∈ N (2.23)
berechnet werden kann, denn jedes Polynom lässt sich durch eine Linearkombination von
Monomen darstellen. Setzen wir dementsprechend das Polynom (2.21) in (2.22) ein, so
ergibt sich die Vorschrift der expliziten exponentiellen Adams-Verfahren
yn+1 = e
τAyn + τ
k−1∑
j=0
γeAj (τA)∇jgn mit γeAj (x) :=
∫ 1
0
e(1−θ)x(−1)j
(
−θ
j
)
dθ. (2.24)
Die numerische Approximation in (2.24) erfordert die Berechnung von Matrix-Funktionen
bzw. die Berechnung von Produkten zwischen Matrix-Funktionen und Vektoren. Die
Schwierigkeiten, die sich durch solche Berechnungen stellen, werden wir später diskutie-
ren. Graphisch lassen sich die expliziten exponentiellen Adams-Verfahren ähnlich zu den
klassischen expliziten Adams-Verfahren beschreiben. Der Unterschied liegt zum einen am
Polynom pn, dass in diesem Fall nur die nichtlineare Funktion g approximiert. Zum an-
deren stellt die Fläche zwischen dem Graphen des Polynoms und der Zeitachse nur den
Bereich dar, in dem die Berechnungen stattfinden.
tn−k+1 tn−k+2 tn−k+3 tn−k+4 . . . tn tn+1
pn(t)
gn−k+1
gn−k+2
gn−k+3
gn−k+4
gn
y(tn+1)
(2.24)≈ yn+1
Rechen-
bereich
t
g
Abbildung 2.8: Graphische Darstellung der expl. exponentiellen Adams-Verfahren
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Für diese Verfahren können wir die Funktionen γeAj mit Hilfe von (2.23) wie folgt beschrei-
ben
γeA0 (x) = ϕ1(x)
γeA1 (x) = ϕ2(x)
γeA2 (x) =
1
2
ϕ2(x) + ϕ3(x)
γeA3 (x) =
1
3
ϕ2(x) + ϕ3(x) + ϕ4(x)
γeA4 (x) =
1
4
ϕ2(x) +
11
12
ϕ3(x) +
3
2
ϕ4(x) + ϕ5(x).
Bezeichnen wir mit k ∈ N auch hier die Anzahl der explizit verwendeten Interpolations-
punkte, so können wir das zugehörige explizite exponentielle k-Schritt Adams-Verfahren
angeben. Im Folgenden sind schließlich die expliziten exponentiellen Adams-Verfahren für
k = 1, 2, 3 aufgeführt
k = 1 : yn+1 = e
τAyn + τϕ1(τA)gn
k = 2 : yn+1 = e
τAyn + τ
((
ϕ1(τA) + ϕ2(τA)
)
gn − ϕ2(τA)gn−1
)
k = 3 : yn+1 = e
τAyn + τ
((
ϕ1(τA) +
3
2
ϕ2(τA) + ϕ3(τA)
)
gn
− (2ϕ2(τA) + 2ϕ3(τA))gn−1 + (12ϕ2(τA) + ϕ3(τA))gn−2).
(2.25)
Aus der Darstellung (2.25) erhalten wir mit A = 0 und ϕj(0) = 1j! die klassischen expliziten
Adams-Verfahren (2.6).
2.2.2 Implizite exponentielle Adams-Verfahren
Der Unterschied zwischen impliziten und expliziten exponentiellen Mehrschrittverfahren
ist wie im klassischen Fall. Denn neben den k explizit vorliegenden Interpolationspunkten
wird ein zusätzlicher impliziter Interpolationspunkt für die Konstruktion der polynomialen
Approximation pn von g verwendet. Dies entspricht der Verwendung eines Datensatzes
der Form
(tn−k+1, gn−k+1), . . . , (tn+1, gn+1) mit gj := g
(
tj, yj
)
und tj = t0 + jτ, j ∈ N0.
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Mit der Newton’schen Interpolationsformel erhalten wir mit
pn(tn + θτ) =
k∑
j=0
(−1)j
(
−θ + 1
j
)
∇jgn+1 (2.26)
eine mathematische Beschreibung des Interpolationspolynoms zur Funktion g. Wie im ex-
pliziten Fall erhalten wir durch Einsetzen von (2.26) in (2.22) die Vorschrift der impliziten
exponentiellen Adams-Verfahren
yn+1 = e
τAyn + τ
k∑
j=0
γiAj (τA)∇jgn+1, γiAj (x) :=
∫ 1
0
e(1−θ)x(−1)j
(
−θ + 1
j
)
dθ. (2.27)
tn−k+1 tn−k+2 tn−k+3 tn−k+4 . . . tn tn+1
pn(t)
gn−k+1
gn−k+2
gn−k+3
gn−k+4
gn
gn+1y(tn+1)
(2.27)≈ yn+1
Rechen-
bereich
t
g
Abbildung 2.9: Graphische Darstellung der impl. exponentiellen Adams-Verfahren
Aus den Abbildungen 2.8 und 2.9 wird auch deutlich, dass die expliziten und impliziten
exponentiellen Adams-Verfahren sich nur in dem Datensatz unterscheiden, der für die
Konstruktion der polynomialen Approximation pn von g verwendet wird.
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Schreiben wir die Matrixfunktionen γiAj als Linearkombinationen von ϕ-Funktionen
γiA0 (x) = ϕ1(x)
γiA1 (x) = ϕ2(x)− ϕ1(x)
γiA2 (x) = −12ϕ2(x) + ϕ3(x)
γiA3 (x) = −16ϕ2(x) + ϕ4(x)
γiA4 (x) = − 112ϕ2(x)− 112ϕ3(x) + 12ϕ4(x) + ϕ5(x)
und bezeichnen wir mit k ∈ N0 die Anzahl der explizit verwendeten Interpolationspunkte,
so können wir die impliziten exponentiellen Adams-Verfahren für k = 0, 1, 2 angeben
k = 0 : yn+1 = e
τAyn + τϕ1(τA)gn+1
k = 1 : yn+1 = e
τAyn + τ
(
ϕ2(τA)gn+1 +
(
ϕ1(τA)− ϕ2(τA)
)
gn
)
k = 2 : yn+1 = e
τAyn + τ
((
1
2
ϕ2(τA) + ϕ3(τA)
)
gn+1
+
(
ϕ1(τA)− 2ϕ3(τA)
)
gn +
(−1
2
ϕ2(τA) + ϕ3(τA)
)
gn−1
)
.
(2.28)
Wie im expliziten Fall erhalten wir aus (2.28) die Vorschriften der klassischen impliziten
Adams-Verfahren (2.9), wenn wir A = 0 setzen und die ϕ-Funktionen auswerten.
2.2.3 Exponentielle Predictor-Corrector-Verfahren
Nachdem wir die Konstruktion von expliziten und impliziten exponentiellen Adams-Ver-
fahren verstanden haben, können wir mit Hilfe dieser Verfahren exponentielle Predictor-
Corrector-Verfahren konstruieren. Die Idee im exponentiellen Fall ist identisch zum klassi-
schen Fall. Aus dem Grund werden wir die exponentiellen Predictor-Corrector-Verfahren
ebenfalls mit den Rechenprozessen Prediction, Evaluation und Correction beschreiben.
Prediction: (P)
Die Verwendung eines expliziten exponentiellen Adams-Verfahrens mit k-Schritten (2.24)
liefert uns die Approximation als „Vorhersage“
y(tn+1)
(2.22)≈
(2.24)
y¯n+1 = e
τAyn + τ
k−1∑
j=0
γeAj (τA)∇jgn. (2.29)
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Evaluation: (E)
Mit Hilfe der Vorhersage (2.29) wird die Funktion g ausgewertet, um eine Approximation
für g
(
tn+1, y(tn+1)
)
zu bestimmen
g
(
tn+1, y(tn+1)
) ≈ g(tn+1, y¯n+1) =: g¯n+1.
Correction: (C)
Im Correction-Prozess wird ein implizites exponentielles Adams-Verfahren angewendet.
Für einen exponentiellen Predictor-Corrector-Verfahren der ersten Art wird ein Datensatz
der Form
(tn−k+2, g∗n−k+2), . . . , (tn+1, g
∗
n+1) mit g
∗
j :=
gj, j 6= n+ 1g¯j, j = n+ 1 , j ∈ N0 (2.30)
verwendet. Die Approximation des Predictor-Corrector-Verfahrens, können wir dann ins-
gesamt durch
y(tn+1)
(2.22)≈
(2.27)
yn+1 = e
τAyn + τ
k−1∑
j=0
γiAj (τA)∇jg∗n+1 (2.31)
beschreiben.
Zur Konstruktion von exponentiellen Predictor-Corrector-Verfahren der zweiten Art wird
(tn−k+1, g∗n−k+1), . . . , (tn+1, g
∗
n+1) mit g
∗
j :=
gj, j 6= n+ 1g¯j, j = n+ 1 , j ∈ N0 (2.32)
statt (2.30) als Datensatz verwendet. Die Darstellung der Approximation im Correction-
Prozess verändert sich dadurch zu
y(tn+1)
(2.22)≈
(2.27)
yn+1 = e
τAyn + τ
k∑
j=0
γiAj (τA)∇jg∗n+1. (2.33)
Wie bei klassischen Predictor-Corrector-Verfahren werden wir auch bei exponentiellen
Predictor- Corrector-Verfahren stets die Art angeben. Zur Vollständigkeit haben wir auch
die Konstruktion dieser Verfahren mit den Abbildungen 2.10 und 2.11 beschrieben.
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tn−k+1 tn−k+2 tn−k+3 tn−k+4 . . . tn tn+1
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Abbildung 2.10: Funktionsweise des exponentiellen Pred.-Corr.-Verfahrens (PECE) 1.
Art
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Abbildung 2.11: Funktionsweise des exponentiellen Pred.-Corr.-Verfahrens (PECE) 2.
Art
2.2.4 Allgemeine exponentielle Mehrschrittverfahren
In diesem Abschnitt werden wir eine allgemeinere Klasse von exponentiellen Mehrschritt-
verfahren vorstellen. Sowohl die klassischen als auch die bisher vorgestellten exponentiellen
Adams-Verfahren verwenden ausschließlich das Interpolationspolynom zur polynomialen
Approximation der rechten Seite bzw. des nichtlinearen Anteils. Wir möchten die poly-
nomiale Approximation zu einem gegebenen Datensatz und die damit zugrunde liegende
Verfahrensklasse verallgemeinern.
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Die Interpolationspolynome (2.21) und (2.26) lassen sich auf die folgende Form bringen
(vgl. (2.25) und (2.28))
(explizit) pn(tn + θτ) =
k−1∑
i=0
k−1∑
j=0
beMi,j
θi
i!
gn−k+1+j, beMi,j ∈ R, k ∈ N, (2.34)
(implizit) pn(tn + θτ) =
k∑
i=0
k∑
j=0
biMi,j
θi
i!
gn−k+1+j, biMi,j ∈ R, k ∈ N0. (2.35)
Die Binomialkoeffizienten in (2.21) und (2.26) entsprechen jeweils einem Polynom in der
Variable θ und die Rückwärtsdifferenzen stellen jeweils eine Linearkombination des zuge-
hörigen Datensatzes dar. Mit der Verwendung von (2.34) und (2.35) mit beliebigen reellen
Koeffizienten als polynomiale Approximation zur Funktion g beschränken wir uns nicht
weiter auf die Verwendung der Interpolationspolynome. Zudem lassen wir die Summe über
i von 0 bis d− 1 laufen, um den verwendeten Polynomgrad kontrollieren zu können
(explizit) pn(tn + θτ) =
d−1∑
i=0
k−1∑
j=0
beMi,j
θi
i!
gn−k+1+j, d ≤ k, d ∈ N (2.36)
(implizit) pn(tn + θτ) =
d−1∑
i=0
k∑
j=0
biMi,j
θi
i!
gn−k+1+j, d ≤ k + 1, d ∈ N. (2.37)
Damit ist es uns möglich eine allgemeinere Klasse von exponentiellen Mehrschrittverfahren
zu konstruieren. Die Verfahrensvorschriften der exponentiellen Mehrschrittverfahren
(explizit) yn+1 = eτAyn + τ
d−1∑
i=0
k−1∑
j=0
beMi,j ϕi+1(τA)gn−k+1+j, (2.38)
(implizit) yn+1 = eτAyn + τ
d−1∑
i=0
k∑
j=0
biMi,jϕi+1(τA)gn−k+1+j, (2.39)
lassen sich durch Einsetzen von (2.36) und (2.37) in (2.22) herleiten. Ebenso können wir
jede Art von exponentiellem Predictor-Corrector-Verfahren konstruieren, indem wir so-
wohl im Prediction- als auch im Correction-Prozess ein Verfahren dieser Verfahrensklasse
verwenden.
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Prediction: (P)
Die Verwendung eines expliziten exponentiellen k-Schrittverfahrens (2.38) liefert uns für
dP ≤ k die Approximation
y(tn+1)
(2.22)≈
(2.38)
y¯n+1 = e
τAyn + τ
dP−1∑
i=0
k−1∑
j=0
beMi,j ϕi+1(τA)gn−k+1+j. (2.40)
Evaluation: (E)
Die Auswertung der Funktion g mit (2.40) liefert uns die Approximation
g
(
tn+1, y(tn+1)
) ≈ g(tn+1, y¯n+1) =: g¯n+1.
Correction: (C)
Analog zu Abschnitt 2.2.3 verwenden wir in diesem Prozess ein implizites exponentielles
Mehrschrittverfahren. Die Approximation eines Predictor-Corrector-Verfahrens der ersten
Art zum Datensatz (2.30) können wir schließlich durch
y(tn+1)
(2.22)≈
(2.39)
yn+1 = e
τAyn + τ
dC−1∑
i=0
k∑
j=1
biMi,jϕi+1(τA)g
∗
n−k+1+j (2.41)
mit dC ≤ k beschreiben.
Wird hingegen im Correction-Prozess ein Datensatz der Form (2.32) verwendet, so ergibt
sich für dC ≤ k + 1 die folgende Approximation
y(tn+1)
(2.22)≈
(2.39)
yn+1 = e
τAyn + τ
dC−1∑
i=0
k∑
j=0
biMi,jϕi+1(τA)g
∗
n−k+1+j. (2.42)
2.2.5 Konsistenz, Stabilität und Konvergenz
In diesem Abschnitt werden wir wichtige Eigenschaften exponentieller Mehrschrittver-
fahren verstehen. Wie im klassischen Fall beginnen wir mit einer einheitlichen Notation,
die die vorgestellten exponentiellen Mehrschrittverfahren umfasst. Nach (2.38) und (2.39)
können wir ein allgemeines exponentielles Mehrschrittverfahren durch
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yn+1 = e
τAyn + τ
d−1∑
i=0
k∑
j=0
bi,jϕi+1(τA)gn−k+1+j = eτAyn + τ
k∑
j=0
βj(τA)gn−k+1+j (2.43)
beschreiben, wobei βj(x) :=
∑d−1
i=0 bi,jϕi+1(x) gilt. Die Koeffizienten dieser exponentiellen
Mehrschrittverfahren genügen für 0 ≤ i ≤ d−1 und 0 ≤ j ≤ k den folgenden Bedingungen
(explizite Verfahren): beMi,j := bi,j, b
eM
i,k = 0, bzw.
βeMj (τA) := βj(τA), β
eM
k (τA) = 0,
(implizite Verfahren): biMi,j := bi,j, ∃ 0 ≤ i ≤ d− 1 : biMi,k 6= 0 bzw.
βiMj (τA) := βj(τA), β
iM
k (τA) 6= 0.
Ein allgemeines Mehrschrittverfahren (2.43) ist eindeutig durch eine Koeffizientenmatrix
B bestimmt. Explizit können die Koeffizientenmatrizen eines allgemeinen expliziten und
impliziten Mehrschrittverfahrens durch
BeMk :=

beM0,0 . . . b
eM
0,k−1
...
...
...
beMd−1,0 . . . b
eM
d−1,k−1
 und BiMk :=

biM0,0 . . . b
iM
0,k
...
...
...
biMd−1,0 . . . b
iM
d−1,k
 (2.44)
beschrieben werden. Die Fehleranalyse exponentieller Integratoren beruht auf der Halb-
gruppen-Theorie. Diese funktionalanalytische Herangehensweise bietet den entscheidend-
en Vorteil, eine von der Diskretisierung unabhängige Fehleranalyse durchzuführen. In
dieser Arbeit werden wir nur die nötigen Voraussetzungen der Halbgruppen-Theorie nach
[33] und [34] vornehmen und kurz erläutern, um die Aussagen in einer mathematisch
sinnvollen Art beschreiben zu können. Für weitere Details verweisen wir auf die Quellen
[17], [26] und [47].
Voraussetzung 2.9: (Allgemeine Konfiguration [34, Ass. 2.2])
Sei X ein Banach-Raum mit der Norm ‖ · ‖ und A : X → X ein linearer Operator
auf X. Zudem sei A der infinitesimale Erzeuger einer stark stetigen Halbgruppe eτA
auf X.
Voraussetzung 2.10: (Konfiguration für parabolische Probleme [34, Ass. 2.9, Ass. 2.10])
a) Sei X ein Banach-Raum mit der Norm ‖ · ‖ und A : X → X ein linearer Operator
auf X. Zudem sei A der infinitesimale Erzeuger einer analytischen Halbgruppe eτA
auf X.
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b) Das Spektrum σ(A) ⊂ C− sei von Null weg beschränkt. Für 0 ≤ α < 1 sei V ein
Banach-Raum mit
V = {v ∈ X|(−A)αv ∈ X} = D((−A)α)
und der Norm ‖v‖V = ‖(−A)αv‖. Des Weiteren sei die Abbildung g : [0, T ]×V → X
lokal Lipschitz-stetig mit Lg > 0 in einer Umgebung der exakten Lösung, d.h. für
alle v, w ∈ V nahe der exakten Lösung gilt
‖g(t, v)− g(t, w)‖ ≤ Lg‖v − w‖V für t ∈ [0, T ].
Diese Voraussetzungen möchten wir kurz mit den folgenden Bemerkungen erläutern.
Bemerkungen 2.11:
1) Die Voraussetzung 2.9 impliziert eine Abschätzung von ‖ϕj(τA)‖ für j ∈ N0 mit
ϕ0(τA) := e
τA und zwar existieren für 0 ≤ τ ≤ T Konstanten CA > 0 und ω ∈ R,
so dass
‖eτA‖ ≤ CAeωτ
und ‖ϕj(τA)‖
(2.23)
≤ 1
j!
CAe
ωτ
(2.45)
gelten. Diese Voraussetzung stellt für semilineare Probleme aus numerischer Per-
spektive eine Minimalvoraussetzung dar, denn bezüglich der Beispiele in der An-
wendung werden damit alle relevanten Problemstellungen abgedeckt, in der der
Wertebereich des linearen Operators in der Halbebene mit Rez ≤ ω enthalten ist.
2) Die Voraussetzung 2.10 a) ist für parabolische Probleme mit sektoriellen Operatoren
von Interesse und stellt eine stärkere Voraussetzung dar als 2.9. Sie impliziert für
ein σ ≥ 0, dass (−A + σI)α mit α ∈ [0, 1) wohldefiniert ist. Mit einer äquivalenten
Umformulierung von (2.1) kann ein semilineares Problem mit linearem Operator
A˜ = A − σI bestimmt werden. Der lineare Operator A˜ würde die Voraussetzung
2.10 a) erfüllen. Gleichzeitig wären die Ausdrücke (−A˜ + σI)α mit α ∈ [0, 1) für
σ = 0 wohldefiniert. Aus dem Grund setzen wir ohne Einschränkung voraus, dass
(−A)α mit α ∈ [0, 1) wohldefiniert ist. Des Weiteren gilt unter der Voraussetzung
2.10 a) die sogenannte parabolische Glättung
‖eτA‖+ ‖τ γ(−A)γeτA‖ ≤ CP , γ, τ ≥ 0. (2.46)
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3) Aus (2.46) ergeben sich nützliche Abschätzungen. Zum einen gilt
‖(−A)αϕj(τA)‖ ≤ Cτ−α mit C = C(CP ) (2.47)
und zum anderen
‖(−A)αβj(τA)‖ ≤
d−1∑
i=0
|bi,j| ‖(−A)αϕi+1(τA)‖ ≤ Cτ−α (2.48)
mit C = (CP ,B, d).
Die Konvergenzbeweise werden wir für parabolische Probleme 2.10 führen. Für hyper-
bolische Probleme ist diese Voraussetzung nicht verwendbar, denn in diesem Fall liegt
kein sektorieller Operator vor. Allerdings werden wir im weiteren Verlauf hyperbolische
Beispiele betrachten und in diesem Fall sind wir auf die Voraussetzung 2.9 angewiesen.
Allerdings sind folgende zusätzliche Voraussetzungen notwendig, damit die Beweise auch
in diesen Fällen ihre Gültigkeit bewahren.
Voraussetzung 2.12: (Konfiguration für hyperbolische Probleme)
a) Die Voraussetzung 2.9 sei erfüllt. Zudem gelte (2.45) mit CA > 0 und ω = 0.
b) Die lokale Lipschitz-Bedingung aus der Voraussetzung 2.10 b) sei mit α = 0 und
V = X erfüllt.
Nachdem wir die nötigen Vorkehrungen getroffen haben, können wir uns den Eigenschaf-
ten der exponentiellen Mehrschrittverfahren widmen. Wie im klassischen Fall beginnen
wir mit der Konsistenzordnung. Diese wird, genau wie im klassischen Fall, über den loka-
len Fehler definiert. Ebenso können wir anhand der Taylor-Entwicklung Ordnungsbedin-
gungen für die exponentiellen Mehrschrittverfahren herleiten.
Satz 2.13: (Ordnungsbedingungen)
Sei G(t) := g(t, y(t)) ∈ Cd([0, T ]), so besitzt ein exponentielles k-Schrittverfahren
(2.43) genau dann die Konsistenzordnung d, falls die Ordnungsbedingungen
k∑
j=0
bi,j(j + 1− k)l
l!
= δl,i mit i = 0, . . . , d− 1 und δl,i =
1, l = i0, l 6= i
für l = 0, . . . , d− 1 erfüllt sind.
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Beweis: (Satz 2.13)
Die exakte Lösung zur Zeit tk ist nach (2.20) gegeben durch
y(tk) = e
τAy(tk−1) + τ
∫ 1
0
e(1−θ)τAG(tk−1 + θτ)dθ. (2.49)
Mithilfe der ϕ-Funktionen (2.23) und der Taylor-Entwicklung der Funktion G um tk−1
können wir die exakte Lösung zur Zeit tk wie folgt darstellen
y(tk) = e
τAy(tk−1) + τ
d−1∑
l=0
∫ 1
0
e(1−θ)τAG(l)(tk−1)
(θτ)l
l!
dθ
+ τ
∫ 1
0
e(1−θ)τAG(d)(ξ)
(θτ)d
d!
dθ
= eτAy(tk−1) +
d−1∑
l=0
τ l+1ϕl+1(τA)G
(l)(tk−1) + τ d+1ϕd+1(τA)G(d)(ξ).
(2.50)
Zur Abschätzung des lokalen Fehlers bestimmen wir die Taylor-Entwicklung der nume-
rischen Approximation zu den exakten Startwerten
(
tj, Gj
)
mit Gj := G(tj) und j = 0, . . . , k − 1
und erhalten hierfür die folgende Darstellung
yk = e
τAy(tk−1) + τ
d−1∑
i=0
k∑
j=0
bi,jϕi+1(τA)G(tj)
= eτAy(tk−1) +
d−1∑
l=0
τ l+1
d−1∑
i=0
k∑
j=0
bi,j
(j + 1− k)l
l!
ϕi+1(τA)G
(l)(tk−1)
+ τ d+1
d−1∑
i=0
k∑
j=0
bi,jϕi+1(τA)
(j + 1− k)d
d!
G(d)(ξ2).
(2.51)
Definieren wir mit ek := y(tk)− yk den lokalen Fehler, so ergibt sich aus (2.50) und (2.51)
ek =
d−1∑
l=0
τ l+1
(
ϕl+1(τA)−
d−1∑
i=0
k∑
j=0
bi,j
(j + 1− k)l
l!
ϕi+1(τA)
)
G(l)(tk−1)
+ τ d+1
(
ϕd+1(τA)G
(d)(ξ1)−
d−1∑
i=0
k∑
j=0
bi,jϕi+1(τA)
(j + 1− k)d
d!
G(d)(ξ2)
)
.
(2.52)
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Der führende Term liefert die gewünschten Ordnungsbedingungen aufgrund der linearen
Unabhängigkeit der ϕ-Funktionen
ϕl+1(x) =
d−1∑
i=0
k∑
j=0
bi,j(j + 1− k)l
l!
ϕi+1(x), für alle x ∈ C
⇐⇒ δl,i =
k∑
j=0
bi,j(j + 1− k)l
l!
mit i = 0, . . . , d− 1 . 
Bemerkung: 2.14:
Für hinreichend glatte Funktionen lässt sich der lokale Fehler eines exponentiellen
Mehrschrittverfahrens der Konsistenzordnung d durch
‖ek‖ ≤ COτ d+1 mit CO = CO(CA, G(d)(tk−1),B, d, k) (2.53)
abschätzen.
In Anlehnung an die klassischen Mehrschrittverfahren fahren wir mit der Stabilität von
exponentiellen Mehrschrittverfahren fort. Beylkin, Keiser und Vozovoi [5] haben diesbe-
züglich einen ersten Schritt geleistet, indem Sie zur Bestimmung von Stabilitätsgebieten
exponentieller Mehrschrittverfahren eine alternative Testgleichung verwendet haben. Die-
se Testgleichung wurde zuvor von Karniadakis, Israeli und Orszag [37] für die Stabilitäts-
analyse von IMEX-Verfahren verwendet. Einen ähnlichen Ansatz verfolgten Hundsdorfer
und Verwer [36] bei der Stabilitätsanalyse von „IMEX-θ-Verfahren“.
Folgen wir der Stabilitätsanalyse aus [5], so können wir die Stabilität eines exponenti-
ellen Mehrschrittverfahren für skalare Gleichungen wie folgt definieren.
Definition 2.15: (Stabilität exponentieller Mehrschrittverfahren)
· Ein exponentielles Mehrschrittverfahren (2.43) heißt stabil für ν := τλ in Ab-
hängigkeit von a := −τA, wenn der Integrator mit konstanter Schrittweite τ auf
das skalare Anfangswertproblem
y′ = Ay + λy = Ay + g(y), y(t0) = y0, t0 = 0, A ≤ 0 (2.54)
angewendet wird und die resultierende numerische Lösung (yn)n∈N0 beschränkt bleibt.
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· Die Stabilität eines exponentiellen Mehrschrittverfahrens wird durch die Familie
von Mengen (Sa)a∈R+0 mit
Sa := {ν ∈ C | ν = τλ und (2.43) ist stabil für ν in Abhängigkeit von a = −τA}
beschrieben.
Wir betonen nochmals, dass dieser Stabilitätsbegriff nur für skalare Gleichungen relevant
ist. Denn betrachten wir (2.1) mit g(y) = By und A,B ∈ Rn×n, so kommutieren A und
B in der Regel nicht, d.h. nur mit Hilfe der Kommutativität können wir das semilineare
Problem auf skalare Gleichungen zurückführen.
Für die graphische Darstellung von (Sa)a∈R+0 können wir die Root-Locus-Curves verwen-
den, denn für ein fixiertes a ∈ R+0 ergibt sich eine Differenzengleichung für die wir das
Wurzelkriterium aus Satz 2.4 anwenden können. In Beispiel 2.16 beschreiben wir dies für
exponentielle Mehrschrittverfahren und deren Predictor-Corrector Varianten.
Beispiel 2.16: (Root-Locus-Curves exponentieller Mehrschrittverfahren)
(i) Exponentielle Mehrschrittverfahren (explizit und implizit):
Aus der Darstellung (2.43) ergibt sich
νa : E→ C mit ζ 7→ ζ
k − e−aζk−1∑k
i=0 βi(−a)ζ i
, E :=
{
x ∈ C ∣∣x = eiθ, θ ∈ [0, 2pi[ } .
a=0 a=0.5 a=1 a=2
a=0 a=0.5
a=1
a=2
Abbildung 2.12: Stabilitätskurven Sa für explizite exponentielle Adams-Verfahren. Links
für k = 2 und rechts für k = 4.
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(ii) Predictor-Corrector-Verfahren (erster und zweiter Art):
Für exponentielle Predictor-Corrector-Verfahren erhalten wir wie in Beispiel 2.5 eine
quadratische Gleichung Aν2a + Bνa + C = 0, deren Lösungen die Stabilitätskurven
beschreiben. Die Koeffizienten A, B und C sind im exponentiellen Fall wie folgt
definiert:
Erster Art: A := βiMk−1(−a)
k−1∑
j=0
βeMj (−a)ζj
B :=
k−1∑
j=0
βiMj (−a)ζj+1 + βiMk−1(−a)(e−aζk−1 − ζk)
C := e−aζk−1 − ζk
Zweiter Art: A := βiMk (−a)
k−1∑
j=0
βeMj (−a)ζj
B :=
k∑
j=0
βiMj (−a)ζj + βiMk (−a)(e−aζk−1 − ζk)
C := e−aζk−1 − ζk.
a=0
a=0.5a=1
a=2
a=0
a=0.5
a=1
a=2
Abbildung 2.13: Stabilitätskurven Sa für exponentielle Pred.-Corr.-Verfahren zweiter Art.
Links für k = 2 und rechts für k = 3.
Mehrschrittverfahren 47
Betrachten wir das Testproblem (2.54), so ist der lineare Teil, der Teil der Differential-
gleichung, der „exakt“ integriert wird und der Parameter a in der Stabilitätsanalyse stellt
eine Art „Maß“ für die Steifigkeit des linearen Anteils dar. Aus den Abbildungen 2.12
und 2.13 können wir erkennen, dass exponentielle Mehrschrittverfahren für semilinea-
re Probleme eine recht gute Eigenschaft besitzen. Die Schrittweitenwahl hängt in diesen
Fällen im Grunde genommen vom nichtsteifen nichtlinearen Anteil ab. Vergleichen wir die
Stabilitätskonturen Sa so stellen wir fest, dass die der exponentiellen Predictor-Corrector-
Verfahren sich in Abhängigkeit von a deutlich stärker vergrößern, als für explizite expo-
nentielle Adams-Verfahren. Generell sind exponentielle Integratoren [34] für semilineare
Probleme konstruiert worden, bei denen die Steifigkeit im linearen Anteil enthalten ist.
Mithilfe der Halbgruppen-Theorie ist für diese Integratoren eine Konvergenzanalyse mög-
lich, die von der räumlichen Diskretisierung unabhängig ist.
Schließlich widmen wir uns der Konvergenz von exponentiellen Mehrschrittverfahren. Die
Fehleranalyse von Hochbruck und Ostermann in [33] ist in dieser Hinsicht von maßge-
bender Bedeutung. Hierfür werden wir zwei wichtige Abschätzungen vorstellen, die wir
für die Fehleranalyse benötigen. Zum einen benötigen wir Gronwall-Lemmata, die in vie-
len Konvergenzbeweisen eine besondere Rolle spielen:
Lemma 2.17: (Gronwall-Lemma [34, Lem. 2.15])
Seien τ, T > 0 zwei positive reelle Zahlen mit 0 ≤ tn := nτ ≤ T und sei (εn)n∈N
eine Folge, die die Ungleichung
εn ≤ aτ
n−1∑
i=1
t−ρn−iεi + bt
−σ
n mit 0 ≤ ρ, σ < 1 und a, b ≥ 0
erfüllt, so genügen die Folgenglieder der Folge (εn)n∈N der Abschätzung
εn ≤ Cbt−σn ,
wobei die Konstante C von ρ, σ, a und T abhängig ist.
Zum anderen benötigen wir eine polynomiale Abschätzung, um die Fehleranalyse aus [33]
für allgemeine explizite Mehrschrittverfahren führen zu können. Wir zeigen im folgenden
Lemma, dass Polynome der Form (2.36) und (2.37), deren Koeffizienten die Ordnungs-
bedingungen aus Satz 2.13 erfüllen, eine polynomiale Approximation des nichtlinearen
Anteils darstellen.
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Lemma 2.18:
Sei eine hinreichend glatte Funktion G(t) := g(t, y(t)) ∈ Cd([0, T ]) gegeben und sei
p˜ ein Polynom der Form
p˜(tn + θτ) :=
d−1∑
i=0
k−1∑
j=0
bi,j
θi
i!
G(tn−k+1+j) mit k ≥ d.
Sind zudem die Ordnungsbedingungen aus Satz 2.13 erfüllt, so gilt für θ ∈ [0, 1] und
[0, tn+1] ⊂ [0, T ]
‖G(tn + θτ)− p˜(tn + θτ)‖ ≤ CP˜ τ d sup
0≤t≤tn+1
∥∥G(d)(t)∥∥ mit CP˜ = CP˜ (k, d,B).
Beweis: (Lemma 2.18)
Mit der Taylor-Entwicklung von G um tn ergibt sich die folgende Darstellung für die
Differenz
G(tn + θτ)− p˜(tn + θτ) =
d−1∑
l=0
τ l
(
θl
l!
−
k−1∑
i=0
k−1∑
j=0
bi,j(1 + j − k)l
l!
θi
i!
)
︸ ︷︷ ︸
Satz 2.13
= 0
G(l)(tn) +Rd
mit dem Restterm
Rd :=
∫ tn+θτ
tn
(tn + θτ − t)d−1
(d− 1)! G
(d)(t)dt
−
d−1∑
i=0
k−1∑
j=0
bi,j
θi
i!
∫ tn+1+j−k
tn
(tn+1+j−k − t)d−1
(d− 1)! G
(d)(t)dt.
Mithilfe einer Abschätzung ergibt sich aus
‖Rd‖ ≤ CP˜ τ d sup
0≤t≤tn+1
∥∥G(d)(t)∥∥
die Behauptung. 
Nun folgt das Resultat zur Konvergenz von exponentiellen Mehrschrittverfahren, das sich
mit dem Lemma von Gronwall 2.17 und dem Lemma 2.18 beweisen lässt.
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Satz 2.19: (Konvergenz von exponentiellen Mehrschrittverfahren)
Das Anfangswertproblem (2.1) erfülle die Voraussetzungen 2.10. Zudem sei die
Funktion G mit G(t) := g
(
t, y(t)
)
hinreichend glatt mit G ∈ Cd([0, T ], X) und
die Schrittweite τ sei beschränkt durch eine hinreichend kleine Konstante T mit
0 < τ ≤ T . Betrachten wir unter diesen Voraussetzungen die numerische Lösung ei-
nes expliziten exponentiellen Mehrschrittverfahrens (2.43) der Konsistenzordnung d
mit hinreichend genauen Startwerten
‖yj − y(tj)‖V ≤ c0τ d, j = 1, . . . , k − 1, k ≥ d, (2.55)
zur Schrittweite τ , so ist der Fehler
‖yn − y(tn)‖V ≤ Cτ d mit C = C(CP , k, d,B,Lg, g, T, c0, α)
gleichmäßig beschränkt für 0 ≤ nτ ≤ T .
Beweis: (Satz 2.19)
Wir definieren p˜n als das Polynom (2.36)
p˜n(tn + θτ) =
k−1∑
i=0
k−1∑
j=0
beMi,j
θi
i!
Gn−k+1+j. (2.56)
zu den exakten Daten
(
tj, Gj
)
mit n − k + 1 ≤ j ≤ n, wobei tj := jτ und Gj := G(tj)
gilt. Damit lässt sich die exakte Lösung nach der VdK-Formel (2.20) durch
y(tn+1) = e
τAy(tn) + τ
∫ 1
0
e(1−θ)τAp˜n(tn + θτ)dθ + δn+1
= eτAy(tn) + τ
k−1∑
j=0
βeMj (τA)Gn−k+1+j + δn+1.
beschreiben, wobei δn+1 mit
δn+1 := τ
∫ 1
0
e(1−θ)τA
(
G(tn + θτ)− p˜n(tn + θτ)
)
dθ
den Defekt bzw. den lokalen Fehler charakterisiert. Den Defekt können wir mit Hilfe von
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Voraussetzung 2.10 und Lemma 2.18 wie folgt abschätzen
‖δn+1‖ =
∥∥∥∥τ ∫ 1
0
e(1−θ)τA
(
G(tn + θτ)− p˜n(tn + θτ)
)
dθ
∥∥∥∥
≤ τ
∫ 1
0
∥∥e(1−θ)τA∥∥ · ‖G(tn + θτ)− p˜n(tn + θτ)‖ dθ
≤ Cτ d+1 sup
0≤t≤tn+1
∥∥G(d)(t)∥∥
und
‖δn+1‖V =
∥∥∥∥τ ∫ 1
0
(−A)αe(1−θ)τA(G(tn + θτ)− p˜n(tn + θτ))dθ∥∥∥∥
≤ Cτ 1−α
∫ 1
0
1
(1− θ)α ‖G(tn + θτ)− p˜n(tn + θτ)‖ dθ
≤ Cτ d+1−α sup
0≤t≤tn+1
∥∥G(d)(t)∥∥ ,
(2.57)
mit einer Konstante C, die nur von CP und CP˜ abhängt. Definieren wir den Fehler eines
expliziten exponentiellen Mehrschrittverfahrens (2.43) zur Zeit tn durch en := yn − y(tn),
so liefert dies uns die folgende Fehlerrekursion
en+1 = e
τAen + τ
k−1∑
j=0
βeMj (τA)
(
gn−k+1+j −Gn−k+1+j
)− δn+1
mit gi := g(ti, yi) für i ≥ 0. Durch Auflösung der Rekursion erhalten wir wegen e0 = 0 die
nachfolgende Gleichung
en = τ
n−1∑
l=0
e(n−1−l)τA
(
k−1∑
j=0
βeMj (τA)
(
gl−k+1+j −Gl−k+1+j
)− 1
τ
δl+1
)
. (2.58)
Bei der Abschätzung von (2.58) werden Terme der Form
etn−lA
(
gj −Gj
)
auftreten. Diese Terme lassen sich für l < n mithilfe der Voraussetzung 2.10 abschätzen∥∥etn−l(gj −Gj)∥∥V ≤ t−αn−l ∥∥tαn−l(−A)αetn−lA∥∥ · ‖gj −Gj‖
≤ CPLgt−αn−l ‖ej‖V .
(2.59)
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Unter Verwendung der Ungleichung
t−αj ≤ Ct−αj+m für 0 ≤ m ≤ k − 1 mit C = C(k) (2.60)
können wir aus (2.58) folgende Fehlerabschätzung folgern
‖en‖V =
∥∥∥∥∥τ
n−1∑
l=0
e(n−1−l)τA
(
k−1∑
j=0
βeMj (τA)
(
gl−k+1+j −Gl−k+1+j
)− 1
τ
δl+1
)∥∥∥∥∥
V
≤ τ
n−2∑
l=0
k−1∑
j=0
∥∥βeMj (τA)(−A)αe(n−1−l)τA(gl−k+1+j −Gl−k+1+j)∥∥
+
n−2∑
l=0
∥∥(−A)αe(n−1−l)τAδl+1∥∥+ τ k−1∑
j=0
∥∥(−A)αβeMj (τA)(gn−k+j −Gn−k+j)∥∥
+ ‖δn‖V
≤ τ
n−2∑
l=0
∥∥(−A)αe(n−1−l)τA∥∥(k−1∑
j=0
∥∥βeMj (τA)∥∥ · ‖gl−k+1+j −Gl−k+1+j‖+ ‖δl+1‖τ
)
+ τ
k−1∑
j=0
∥∥(−A)αβeMj (τA)∥∥︸ ︷︷ ︸
≤Cτ−α
· ‖gn−k+j −Gn−k+j‖+ ‖δn‖V
2.10,(2.46)
≤
(2.59)
τC
n−2∑
l=0
t−αn−1−l
(
k−1∑
j=0
‖el−k+1+j‖V + τ d
)
+ τC
k−1∑
j=0
τ−α ‖en−k+j‖V + ‖δn‖V
(2.60)
≤ τC
n−2∑
l=0
t−αn−l
(‖el‖V + τ d)+ τCt−αn−(n−1) n−1∑
j=n−k
‖ej‖V + ‖δn‖V
≤ C max
l=1,...,k−1
‖el‖V + τC
n−1∑
l=0
t−αn−l
(‖el‖V + τ d)+ ‖δn‖V
mit einer Konstante C = C(CP , k, d,B,Lg, g). Mit der Voraussetzung zu den Startwerten
(2.55) sowie den Abschätzungen (2.57) und
τ
n−1∑
l=0
t−αn−l ≤
∫ T
0
t−αdt =
T 1−α
1− α (2.61)
erhalten wir für εj := ‖ej‖V mit 1 ≤ j ≤ n die Ungleichung
εn ≤ Cτ
n−1∑
l=1
t−αn−lεl + Cτ
d.
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Die Anwendung des Gronwall-Lemmas 2.17 liefert uns die Behauptung mit einer Kon-
stante C = C(CP , k, d,B,Lg, g, T, c0, α). 
Die Konvergenz von exponentiellen Predictor-Corrector-Verfahren können wir mit ähn-
lichen Techniken beweisen. Dieses Resultat haben wir im nächsten Satz verfasst.
Satz 2.20: (Konvergenz von exponentiellen Predictor-Corrector-Verfahren)
a) Betrachten wir unter den Voraussetzungen von Satz 2.19 ein exponentielles Pre-
dictor-Corrector-Verfahren mit hinreichend genauen Startwerten
‖yj − y(tj)‖V ≤ c0τ d, j = 1, . . . , k − 1, k ≥ d, (2.62)
deren Predictor- und Corrector-Verfahren von der Konsistenzordnung d sind, so
ist der Fehler der numerischen Lösung eines solchen Verfahrens zur Schrittweite τ
durch
‖yn − y(tn)‖V ≤ Cτ d mit C = C(CP , k, d,B,Lg, g, T, c0, α)
gleichmäßig beschränkt für 0 ≤ nτ ≤ T .
b) Im Vergleich zur Aussage in a) setzen wir stärker voraus, dass G ∈ Cd+1([0, T ], X)
gilt und die Startwerte statt (2.62) der Abschätzung
‖yj − y(tj)‖V ≤ c0τ d+1, j = 1, . . . , k − 1, k ≥ d (2.63)
genügen. Wenn zudem das Corrector-Verfahren von der Konsistenzordnung d + 1
ist, dann ist unter diesen Voraussetzungen der Fehler der numerischen Lösung eines
exponentiellen Predictor-Corrector-Verfahrens gleichmäßig beschränkt durch
‖yn − y(tn)‖V ≤ Cτ d+1−α mit C = C(CP , k, d,B,Lg, g, T, c0, α)
für 0 ≤ nτ ≤ T .
Beweis: (Satz 2.20)
Aufgrund der Analogie der Beweise für exponentielle Predictor-Corrector-Verfahren der
ersten und zweiten Art haben wir diesen Satz allgemein formuliert. Aus demselben Grund
werden wir den Beweis anhand von exponentiellen Predictor-Corrector-Verfahren der
zweiten Art ausführen.
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Teil a): Definieren wir p˜n und q˜n als die Polynome (2.36) und (2.37)
p˜n(tn + θτ) =
d−1∑
i=0
k−1∑
j=0
beMi,j
θi
i!
Gn−k+1+j,
q˜n(tn + θτ) =
d−1∑
i=0
k∑
j=0
biMi,j
θi
i!
Gn−k+1+j,
(2.64)
zu den exakten Daten
(
tj, G(tj)
)
mit n−k+1 ≤ j ≤ n+1, wobei tj := jτ und Gj := G(tj)
gilt. Die exakte Lösung können wir damit nach der VdK-Formel (2.20) zum einen durch
y(tn+1) = e
τAy(tn) + τ
∫ 1
0
e(1−θ)τAp˜n(tn + θτ)dθ + δn+1
= eτAy(tn) + τ
k−1∑
j=0
βeMj (τA)Gn−k+1+j + δn+1
und zum anderen durch
y(tn+1) = e
τAy(tn) + τ
∫ 1
0
e(1−θ)τAq˜n(tn + θτ)dθ + ψn+1
= eτAy(tn) + τ
k∑
j=0
βiMj (τA)Gn−k+1+j + ψn+1
beschreiben. Die Defekte δn+1 und ψn+1 entsprechen damit den Ausdrücken
δn+1 := τ
∫ 1
0
e(1−θ)τA
(
G(tn + θτ)− p˜n(tn + θτ)
)
dθ,
ψn+1 := τ
∫ 1
0
e(1−θ)τA
(
G(tn + θτ)− q˜n(tn + θτ)
)
dθ
und können mit der Voraussetzung 2.10 und dem Lemma 2.18 genau wie (2.57) abge-
schätzt werden
‖δn+1‖ ≤ Cτ d+1 sup
0≤t≤tn+1
∥∥G(d)(t)∥∥ , ‖δn+1‖V ≤ Cτ d+1−α sup
0≤t≤tn+1
∥∥G(d)(t)∥∥ ,
‖ψn+1‖ ≤ Cτ d+1 sup
0≤t≤tn+1
∥∥G(d)(t)∥∥ , ‖ψn+1‖V ≤ Cτ d+1−α sup
0≤t≤tn+1
∥∥G(d)(t)∥∥ (2.65)
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mit einer Konstante C = C(CP , CP˜ ). Es ergibt sich die Fehlerrekursion
en+1 = e
τAen + τ
k∑
j=0
βiMj (τA)
(
g∗n−k+1+j −Gn−k+1+j
)− ψn+1,
mit
g∗n+1+j−k =
g(tn−k+1+j, yn−k+1+j), j 6= kg(tn−k+1+j, y¯n−k+1+j), j = k und y¯n = eτAyn + τ
k−1∑
j=0
βeMj (τA)gn−k+1+j.
Lösen wir die Fehlerrekursion auf, so ergibt sich wegen e0 = 0 die Gleichung
en = τ
n−1∑
l=0
e(n−1−l)τA
(
k∑
j=0
βiMj (τA)
(
g∗l−k+1+j −Gl−k+1+j
)− 1
τ
ψl+1
)
. (2.66)
Für die Abschätzung von (2.66) benötigen wir neben (2.59) und (2.60) auch eine Abschät-
zung für Terme der Form
etn−lA
(
g¯j −Gj
)
mit g¯j := g(tj, y¯j),
die für l < n wie folgt abgeschätzt werden können
∥∥etn−lA(g¯j −Gj)∥∥V(2.59)≤ CLgt−αn−l ‖y¯j − y(tj)‖V
≤ Ct−αn−l
∥∥∥∥∥eτAej−1 + τ
j−1∑
s=j−k
βeMs−j+k(τA)
(
gs −Gs
)
+ δj
∥∥∥∥∥
V
≤ Ct−αn−l
(
C ‖ej−1‖V + Cτ 1−α
j−1∑
s=j−k
‖es‖V + ‖δj‖V
)
≤ Ct−αn−l
(
j−1∑
s=j−k
‖es‖V + ‖δj‖V
)
,
(2.67)
wobei die Konstante C in (2.67) von CP , Lg und den Koeffizienten B abhängt. Insgesamt
können wir (2.66) ähnlich wie im Beweis von Satz 2.19 abschätzen
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‖en‖V =
∥∥∥∥∥τ
n−1∑
l=0
e(n−1−l)τA
(
k∑
j=0
βiMj (τA)
(
g∗l−k+1+j −Gl−k+1+j
)− 1
τ
ψl+1
)∥∥∥∥∥
V
≤ τ
n−2∑
l=0
k−1∑
j=0
∥∥βiMj (τA)(−A)αe(n−1−l)τA(gl−k+1+j −Gl−k+1+j)∥∥
+ τ
n−2∑
l=0
∥∥βiMk (τA)(−A)αe(n−1−l)τA(g¯l+1 −Gl+1)∥∥+ n−2∑
l=0
∥∥(−A)αe(n−1−l)τAψl+1∥∥
+ τ
k−1∑
j=0
∥∥(−A)αβiMj (τA)(gn−k+j −Gn−k+j)∥∥+ τ ∥∥(−A)αβiMk (τA)(g¯n −Gn)∥∥
+ ‖ψn‖V
2.10,(2.46)
≤
(2.59),(2.67)
τC
n−2∑
l=0
t−αn−1−l
k−1∑
j=0
‖el−k+1+j‖V + τC
n−2∑
l=0
t−αn−1−l
(
k−1∑
j=0
‖el−k+1+j‖V + ‖δl+1‖V
)
+ τC
n−2∑
l=0
t−αn−1−l
‖ψl+1‖
τ
+ τC
k−1∑
j=0
τ−α ‖en−k+j‖V
+ τCτ−α
(
k−1∑
j=0
‖en−k+j‖V + ‖δn‖V
)
+ ‖ψn‖V
≤ τC
n−2∑
l=0
t−αn−1−l
(
k−1∑
j=0
‖el−k+1+j‖V + ‖δl+1‖V +
‖ψl+1‖
τ
)
+ τCτ−α
(
k−1∑
j=0
‖en−k+j‖V + ‖δn‖V
)
+ ‖ψn‖V
(2.60)
≤
(2.65)
τC
n−2∑
l=0
t−αn−l
(‖el‖V + τ d)+ τCt−αn−(n−1)
(
n−1∑
j=n−k
‖ej‖V + τ d+1−α
)
+ ‖ψn‖V
≤ C max
j=1,...,k−1
‖ej‖V + τC
n−1∑
l=0
t−αn−l
(‖el‖V + τ d)+ ‖ψn‖V .
Hierbei besitzt die Konstante C die folgenden Abhängigkeiten C = C(CP , k, d,B,Lg, g).
Verwenden wir die Voraussetzung zu den Startwerten (2.62) sowie die Abschätzungen
(2.65) und (2.61), so ergibt sich für εj := ‖ej‖V mit 1 ≤ j ≤ n die Ungleichung
εn ≤ Cτ
n−1∑
l=1
t−αn−lεl + Cτ
d.
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Die Anwendung des Gronwall-Lemmas 2.17 liefert uns erneut die Behauptung mit einer
Konstanten C = C(CP , k, d,B,Lg, g, T, c0, α).
Analog zu Teil a) erhalten wir die folgende Abschätzung für den Fehler
‖en‖V ≤ τC
n−2∑
l=0
t−αn−1−l
(
k−1∑
j=0
‖el−k+1+j‖V + ‖δl+1‖V +
‖ψl+1‖
τ
)
+ τCτ−α
(
k−1∑
j=0
‖en−k+j‖V + ‖δn‖V
)
+ ‖ψn‖V
(2.60)
≤
(2.65)
τC
n−2∑
l=0
t−αn−l
(‖el‖V + τ d+1−α)+ τCt−αn−(n−1)
(
n−1∑
j=n−k
‖ej‖V + τ d+1−α
)
+ ‖ψn‖V
≤ C max
j=1,...,k−1
‖ej‖V + τC
n−1∑
l=0
t−αn−l
(‖el‖V + τ d+1−α)+ ‖ψn‖V .
In diesem Fall verwenden wir die Voraussetzung (2.63) sowie die Abschätzungen (2.65) und
(2.61). Damit ergibt sich die folgende Ungleichung für die Folge (εj)j∈N mit εj := ‖ej‖V
εn ≤ Cτ
n−1∑
l=1
t−αn−lεl + Cτ
d+1−α.
Mit dem Gronwall-Lemma 2.17 erhalten wir schließlich die Behauptung. Die Konstanten
in Teil b) sind zwar nicht identisch mit den Konstanten aus Teil a), aber Sie besitzen
dieselben Abhängigkeiten. 
Für die Konvergenzbeweise ist die Fehleranalyse von Hochbruck und Ostermann [33] von
fundamentaler Bedeutung. Aus dem Grund wurden die Beweise möglichst detailliert mit
einer alternativen Notation beschrieben. Das Resultat konnten wir dabei für allgemei-
nere Polynomapproximationen erweitern. Zudem haben wir auf dieser Basis die Konver-
genzanalyse für die Predictor-Corrector-Verfahren übertragen. Die Konvergenz haben wir
stets unter der Voraussetzung 2.10 bewiesen, da wir damit Abschätzungen der Form (2.59)
und (2.67) erhalten konnten. Mit der parabolischen Konfiguration (s. Voraussetzung 2.10)
konnten wir die Aussagen aus Satz 2.19 und 2.20 unter der ‖·‖V -Norm beweisen und zwar
aufgrund der Eigenschaften einer analytischen Halbgruppe [47, Thm. 6.13]. Für Opera-
toren, die aus den Maxwell-Gleichungen resultieren sind stärkere Voraussetzungen an die
nichtlineare Funktion g zu treffen, damit auch in diesem Fall Abschätzungen der Form
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(2.59) und (2.67) gelten. Verwenden wir statt der Voraussetzung 2.10 die Konfiguration
für hyperbolische Probleme aus der Voraussetzung 2.12, so sind die Sätze 2.19 und 2.20
auch für diese Art von Problemen gültig.
2.2.6 Optimierte exponentielle Mehrschrittverfahren
Wir haben in Abschnitt 2.2.4 allgemeine exponentielle Mehrschrittverfahren kennenge-
lernt und in 2.2.5 deren Eigenschaften analysiert. Wir haben festgestellt, dass exponenti-
elle Adams-Verfahren und exponentielle Predictor-Corrector-Verfahren, die auf expliziten
und impliziten exponentiellen Adams-Verfahren beruhen, gute Stabilitätseigenschaften
aufweisen. Die Stabilität hängt im Grunde genommen vom nichtlinearen Anteil g des
semilinearen Problems (2.1) ab, sofern die Steifheit im linearen Anteil enthalten ist. Al-
lerdings ist uns auch bekannt, dass sich die Stabilitätsgebiete von Adams-Verfahren und
der Predictor-Corrector-Verfahren sowohl im exponentiellen Fall als auch im klassischen
Fall mit zunehmender Ordnung verkleinern (s. Abbildungen 2.5, 2.6 und 2.7).
Aus diesen Gründen werden wir in diesem Abschnitt exponentielle Mehrschrittverfah-
ren konstruieren, die bezüglich der Stabilität optimiert sind. Die Stabilitätsresultate (s.
Abbildungen 2.12 und 2.13) aus Abschnitt 2.2.5 motivieren die Optimierung bezüglich
der klassischen Stabilität, da die Stabilität, wie bereits erwähnt, im Grunde genommen
vom nichtlinearen Anteil abhängt. Dazu ist es wichtig den Zusammenhang zwischen den
Koeffizienten bi,j exponentieller Mehrschrittverfahren und den Koeffizienten βj klassischer
Mehrschrittverfahren zu verstehen.
Ein exponentielles Mehrschrittverfahren besitzt nach (2.43) die Darstellung
yn+1 = e
τAyn + τ
d−1∑
i=0
k∑
j=0
bi,jϕi+1(τA)gn−k+1+j = eτAyn + τ
k∑
j=0
βj(τA)gn−k+1+j,
wobei
βj(x) :=
d−1∑
i=0
bi,jϕi+1(x)
gilt. Aus dieser Darstellung können wir leicht erkennen, dass ein exponentielles Mehr-
schrittverfahren für A = 0 einem klassischen Mehrschrittverfahren (2.15) entspricht, das
durch die Koeffizienten
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βj(0) =
k∑
i=0
bi,j
(i+ 1)!
, j = 0, . . . , k (2.68)
beschrieben wird. Des Weiteren können wir folgern, dass die Ordnungsbedingungen expo-
nentieller Mehrschrittverfahren auch die klassischen Ordnungsbedingungen „enthalten“.
Korollar 2.21:
Sind die Ordnungsbedingungen (Satz 2.13) exponentieller Mehrschrittverfahren (2.43)
für ein d ≥ 0 erfüllt, so besitzt das zugrundeliegende eindeutige klassische Mehr-
schrittverfahren (A = 0) dieselbe Konsistenzordnung wie die entsprechende expo-
nentielle Variante.
Beweis: (Korollar 2.21)
Betrachten wir ein klassisches Mehrschrittverfahren mit den Koeffizienten
αk = 1, αk−1 = −1, αj = 0, 0 ≤ j ≤ k − 2, und βj (2.68)=
d−1∑
i=0
bi,j
(i+ 1)!
, j = 0, . . . , k,
wobei die Koeffizienten den Ordnungsbedingungen aus Satz 2.13 genügen, so gilt für den
Differenzenoperator
L(y, t0, τ) =
k∑
j=k−1
y(t0 + jτ)− τ
k∑
j=0
βjy
′(t0 + jτ).
Die Taylorentwicklung des Differenzenoperators um tk−1 := t0 + (k − 1)τ liefert
L(y, t0, τ) =
d∑
l=1
1
l!
τ ly(l)(tk−1)−
d−1∑
l=0
k∑
j=0
d−1∑
i=0
bi,j
(i+ 1)!
(j + 1− k)l
l!
τ l+1y(l+1)(tk−1) +O(τ d+1)
=
d∑
l=0
(
1
(l + 1)!
−
d−1∑
i=0
1
(i+ 1)!
k∑
j=0
bi,j
(j + 1− k)l
l!
)
︸ ︷︷ ︸
2.13
= 0
τ l+1y(l+1)(tk−1) +O(τ d+1)
= O(τ d+1),
womit die Behauptung bewiesen ist. 
Das Korollar 2.21 zeigt, dass mit der Bestimmung eines optimierten exponentiellen Mehr-
schrittverfahrens gleichzeitig ein optimiertes klassisches Mehrschrittverfahren derselben
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Konsistenzordnung eindeutig bestimmt wird. Wenn wir hingegen ein optimiertes klas-
sisches Mehrschrittverfahren bestimmen, so ist die Eindeutigkeit des optimierten expo-
nentiellen Mehrschrittverfahrens, aufgrund der Beziehung (2.68) nicht gegeben. Für die
Optimierung würde dies jedoch einen Vorteil darstellen, da klassische Verfahren deutlich
weniger Parameter haben und die Optimierung damit weniger Aufwand beanspruchen
würde. Deswegen werden wir später zusätzliche Bedingungen treffen, die eine eindeutige
Bestimmung eines optimierten exponentiellen Mehrschrittverfahrens mithilfe eines opti-
mierten klassischen Mehrschrittverfahren gewährleisten.
Die Konstruktion optimierter Verfahren beruht auf der Idee der Stabilitätsoptimierung
von Runge-Kutta-Verfahren. Niegemann, Diehl und Busch haben in Ihrer Arbeit [41]
low-storage Runge-Kutta-Verfahren mit optimalen Stabilitätseigenschaften konstruiert.
Auf der Basis dieser Idee werden wir ein Optimierungsproblem für explizite exponentielle
Mehrschrittverfahren der Form (2.43) formulieren. Für exponentielle Predictor-Corrector-
Verfahren funktioniert dies analog.
Es ist offensichtlich, dass diese Optimierung problemabhängig sein wird, weil die Sta-
bilität vom Spektrum des jeweiligen Problems abhängt. Es gibt Fälle, wo das Spektrum
einer Teilmenge der reellen Achse bzw. der imaginären Achse entspricht. Hesthaven und
Warburton [27, Kap. 8, Abb. 8.8, Abb. 8.13, Abb. 8.23] haben die Spektraleigenschaften
für Discontinuous-Galerkin-Diskretisierungen von Maxwell-Problemen mit verschiedenen
Flüssen untersucht. Die Verwendung von einem Upwind-Flux führt in diesem Fall dazu,
dass die Eigenwerte des diskretisierten Operators nicht mehr rein imaginär sind, sondern
in der linken Halbebene liegen. Niegemann, Diehl und Busch [42] konnten diesbezüglich
neben einem rein imaginären auch kreis- und ellipsenförmige Spektralprototypen identi-
fizieren.
Dementsprechend ist es wichtig abhängig vom gegebenen Problem ein Zielgebiet Λopttarget
zu definieren, das die Kontur des Spektrums beschreibt oder zumindest gut approximiert.
Außerdem sollte zu diesem Zielgebiet Λopttarget eine Distanzfunktion mit folgenden Eigen-
schaften definiert werden
dist : R2 ×R≥0 → R,

dist(x, y, µ) > 0, (x, y) /∈ Λtarget(µ)
dist(x, y, µ) < 0, (x, y) ∈ Λtarget(µ) \ ∂Λtarget(µ)
dist(x, y, µ) = 0, (x, y) ∈ ∂Λtarget(µ)
,
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mit
Λtarget(µ) := {(µx, µy) | (x, y) ∈ Λopttarget} für 0 ≤ µ ≤ 1 mit Λtarget(1) = Λopttarget.
Zur Bestimmung von optimierten exponentiellen Mehrschrittverfahren bezeichnen wir mit
Bk ∈ Rd×k die Koeffizientenmatrix eines expliziten exponentiellen Mehrschrittverfahrens
(2.44). Damit erfüllt ein exponentielles Mehrschrittverfahren der Konsistenzordnung d (s.
Satz 2.13) die Gleichung
VBTk = 1d×d mit V ∈ Rd×k und Vi,j =
(j − k)i−1
(i− 1)! ,
wobei 1d×d die d × d Einheitsmatrix beschreibt. Soweit d = k gilt, ist die Matrix V
invertierbar und die Koeffizienten sind eindeutig bestimmt. In diesem Fall erhalten wir
die exponentiellen Adams-Verfahren. Für d < k ist diese Gleichung unterbestimmt mit
(k − d) · d frei wählbaren Koeffizienten, denn wegen
Bdet = V−1d
(
1d×d − Vk−d [Bcol | Bfree ]
)
(2.69)
für V := [Vk−d | Vd ] mit Vd ∈ Rd×d, Vk−d ∈ Rd×(k−d) und
BTk =
Bcol Bfree
Bdet
(2.70)
mit Bdet ∈ Rd×d, Bcol ∈ R(k−d)×1 und Bfree ∈ R(k−d)×(d−1) sind die Koeffizienten Bdet
bestimmt durch die übrigen Koeffizienten. Wählen wir Bfree = 0, so impliziert dies
Bcol
(2.68)
=

β0
β1
...
βk−d−1
 ,
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wobei die Koeffizienten βj für j = 0, . . . , k − d− 1 den Koeffizienten des klassischen Ver-
fahrens (2.68) entsprechen. Diese Darstellung ermöglicht uns das Optimierungsproblem
von exponentiellen Mehrschrittverfahren auf ein Optimierungsproblem klassischer Mehr-
schrittverfahren zu reduzieren mit k − d freien Koeffizienten. Mithilfe der Zusatzvor-
aussetzung Bfree = 0 können wir zu einem klassischen Mehrschrittverfahren ein expo-
nentielles Mehrschrittverfahren derselben Konsistenzordnung eindeutig bestimmen. An-
hand der Gleichung (2.69) ergeben sich die Koeffizienten des optimierten exponentiellen
Mehrschrittverfahrens aus den Koeffizienten des optimierten klassischen Verfahrens. Ver-
wenden wir die Kurzschreibweise MSk(β) mit β := [β0, . . . , βk−1] für ein klassisches k-
Schrittverfahren, deren Stabilitätsgebiet durch SM(β) beschrieben wird, so können wir
das Optimierungsproblem für ein k-Schrittverfahren der Konsistenzordnung d wie folgt
beschreiben
µmax := max{µ |MSk(β) besitzt die Konsistenzordnung d, Λtarget(µ) ⊂ SM(β) }. (2.71)
Die Optimierung von Predictor-Corrector-Verfahren lässt sich ähnlich realisieren, doch aus
speichertechnischen Gründen ist eine Optimierung von Predictor-Corrector-Verfahren der
ersten Art vorzuziehen, denn der Speicheraufwand eines PC[2]k-Verfahrens ist identisch
mit dem Speicheraufwand eines PC[1]k+1-Verfahrens. Zudem ist ein PC[2]k-Verfahren ein
Spezialfall eines PC[1]k+1-Verfahrens mit β
eM
0 = 0. Wegen der Aussage aus Satz 2.20 b)
ist es von Vorteil, wenn wir zur Bestimmung eines optimierten exponentiellen Predictor-
Corrector-Verfahrens der Konsistenzordnung d ein Predictor-Verfahren der Konsistenz-
ordnung d − 1 und ein Corrector-Verfahren der Konsistenzordnung d verwenden. Die
optimierten exponentiellen Predictor-Corrector-Verfahren, die wir in unserer Arbeit ver-
wenden, werden ausschließlich von diesem Typ sein.
Die Koeffizientenmatrizen eines optimierten exponentiellen Predictor-Corrector-Verfah-
rens der Konsistenzordnung d sind gegeben durch
BPredk :=

beM0,0 . . . b
eM
0,k−1
...
...
...
beMd−2,0 . . . b
eM
d−2,k−1
 , und BCorrk :=

biM0,1 . . . b
iM
0,k
...
...
...
biMd−1,1 . . . b
iM
d−1,k
 , (2.72)
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mit BPredk ∈ R(d−1)×k und BCorrk ∈ Rd×k und erfüllen die folgenden Gleichungen
VPred (BPredk )T = 1(d−1)×(d−1) mit VPred ∈ R(d−1)×k und VPredi,j = (j − k)i−1(i− 1)! ,
VCorr (BPredk )T = 1d×d mit VCorr ∈ Rd×k und VCorri,j = (j + 1− k)i−1(i− 1)! .
Analog zur Optimierung exponentieller Mehrschrittverfahren lässt sich die Optimierung
exponentieller Predictor-Corrector-Verfahren zu einem Optimierungsproblem klassischer
Predictor-Corrector-Verfahren reduzieren. Notieren wir ein klassisches Predictor-Correct-
or-Verfahren der ersten Art mit PC[1]k(β
eM,βiM). Das Stabilitätsgebiet dieses Verfahrens
ist durch SPCM (βeM,βiM) gegeben, wobei βeM =
[
βeM0 , . . . , β
eM
k−1
]
und βiM =
[
βiM1 , . . . , β
iM
k
]
gilt. Damit können wir das Optimierungsproblem wie folgt beschreiben
max
{
µ
∣∣∣∣∣ PC[1]k(βeM,βiM) besitzt die Konsistenzordnung d,Λtarget(µ) ⊂ SPCM (βeM,βiM)
}
. (2.73)
Folgende Details zur Implementierung sollten beachtet werden. Die für die Optimierung
verwendeten Nebenbedingungen entsprechen den Ordnungsbedingungen und können an-
hand eines Gleichungssystems beschrieben werden. Darüberhinaus benötigen wir eine Ziel-
funktion, die für gegebene Koeffizienten βk den Parameter µ größtmöglich wählt und zwar
so, dass Λtarget ⊂ S(β) gilt. Der Parameter µ lässt sich z.B. mit einem Bisektionsverfah-
ren bestimmen, das zur Überprüfung der Beziehung Λtarget ⊂ S(β) die Distanzfunktion
des Zielgebiets verwendet. Bei dieser Prüfung sind jeweils die diskretisierten Konturen zu
verwenden.
Falls für ein Zielgebiet keine Distanzfunktion vorliegt, so können wir alternativ die Verifi-
kation der Eigenschaft Λtarget ⊂ S(β) mithilfe der zugehörigen Differenzengleichung (2.19)
und dem Wurzelkriterium (Satz 2.4) durchführen. Allerdings müssen wir in diesem Fall
die Lösungen der jeweiligen Differenzengleichung bestimmen, um anschließend überprüfen
zu können, ob das Wurzelkriterium erfüllt ist oder nicht. Wir schließen dieses Kapitel mit
zwei Beispielen ab, die die erarbeiteten theoretischen Ergebnisse widerspiegeln.
Beispiel 2.22: (Gedämpfte Wellengleichung)
Als Zielgebiet wählen wir
Λcircle := {λ ∈ C |Re(λ) ≤ 0, |λ− λ0| < 1 } mit λ0 := − cos
(
sin−1(1
2
)
)
. (2.74)
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Nach [42] approximiert (2.74) eine Obermenge des Spektrums des diskretisierten Ope-
rators einer linearen hyperbolischen partiellen Differentialgleichung, wenn für die Dis-
kretisierung ein Discontinuous-Galerkin-Verfahren mit Upwind-Flux verwendet wurde.
Die Optimierung (2.71) bezüglich des Zielgebiets Λcircle haben wir sowohl für klassische
Mehrschrittverfahren (kurz: MSk) als auch für klassische Predictor-Corrector-Verfahren
(PECE) der ersten Art (kurz: PC[1]k) ausgeführt und damit k-Schrittverfahren der Kon-
sistenzordnungen d = 3 und d = 4 mit d+ 1 ≤ k ≤ 12 bestimmt. Die effektiven Optimie-
rungsparameter
µeff :=
µmax
Neval
mit Neval =
2, für Predictor-Corrector-Verfahren (PECE)1, sonst
zu den bestimmten optimierten Verfahren haben wir in der Abbildung 2.14 dargestellt.
Diese spielen für den Vergleich eine enorm wichtige Rolle, denn in vielen Fällen stellt die
Anzahl der Funktionsauswertungen Neval einen erheblichen Rechenaufwand dar. Daher er-
möglicht der effektive Optimierungsparameter nahezu einen vom Aufwand unabhängigen
Vergleich.
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Abbildung 2.14: Effektive Optimierungsparameter µeff zu MSk und PC[1]k.
In Abbildung 2.14 können wir erkennen, dass die Predictor-Corrector-Verfahren die Wahl
einer deutlich größeren Zeitschrittweite im Vergleich zu den anderen Mehrschrittverfahren
erlauben. Beispielsweise beobachten wir für PC[1]k mit d = 3 einen klaren Zuwachs (ca.
40 %) des effektiven Optimierungsparameters zwischen k = 3 und k = 6. Für PC[1]k mit
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d = 4 ist der effektive Optimierungsparamter für k = 8 in etwa 65 % größer als für k = 4.
Ähnliches beobachten wir für die effektiven Optimierungsparamter der MSk-Verfahren.
Für weitere Beobachtungen beschränken wir uns auf die Verfahren MS6 und PC[1]6 mit
d = 3, sowie MS8 und PC[1]8 mit d = 4. Für die Koeffizientmatrizen der zugehörigen
optimierten exponentiellen Mehrschrittverfahren ergeben sich die Matrizen:
BT6 =

0.082869620566909 0 0
0.009030721597236 0 0
-0.090587927705982 0 0
-0.611116752134563 12 1
1.043526298163582 -2 -2
0.566278039512818 32 1

, BT8 =

-0.083750405791054 0 0 0
0.037090783605478 0 0 0
0.140692782646747 0 0 0
0.116487176855052 0 0 0
0.316571996689645 −13 -1 -1
-1.853170110136760 32 4 3
1.950919748455149 -3 -5 -3
0.375158027675743 116 2 1

,
(BPred6 )T =

-0.025938543988869 0
-0.002399106821385 0
-0.002263605135602 0
-0.071001515909671 0
0.288082994456032 -1
0.813519777399494 1

, (BCorr6 )T =

0.023771212979208 0 0
0.001181772062257 0 0
-0.054777954339211 0 0
-0.080468899147988 −12 1
1.201688508168542 0 -2
-0.091394639722807 12 1

,
(BPred8 )T =

0.052784915021949 0 0
-0.013966117568827 0 0
-0.033335451277338 0 0
0.005518957037481 0 0
-0.017219201474101 0 0
-0.547093076957733 12 1
1.004747486833853 -2 -2
0.548562488384716 32 1

, (BCorr8 )T =

-0.025695305445742 0 0 0
0.024730765685403 0 0 0
0.046513838588392 0 0 0
0.015585205908213 0 0 0
-0.122758832623870 16 0 -1
-0.021733194382055 -1 1 3
1.148315414068683 12 -2 -3
-0.064957891799024 13 1 1

.
Die relativen Stabilitätsgebiete dieser Verfahren sind in Abbildung 2.15 visualisiert, wobei
die relativen Stabilitätsgebiete den Stabilitätsgebieten entsprechen, die durchNeval skaliert
sind und sich für einen vom Aufwand unabhängigen Vergleich eignen. Zum besseren Ver-
gleich sind die Stabilitätsgebiete der PC[2]k-Verfahren (rot) sowie die Stabilitätsgebiete
der Adams-Verfahren jeweils für k = 3 und k = 4 (blau) mit transparenten Konturen dar-
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gestellt. Damit stellen wir fest, dass das Optimierungsproblem in Bezug auf das Zielgebiet
Λcircle deutlich stabilere Verfahren liefert. Es lässt sich auch erkennen, dass die optimierten
Predictor-Corrector-Verfahren die „beste“ Stabilität aufweisen. Die klassischen Stabilitäts-
Abbildung 2.15: Stabilitätsgebiete zu EXPPC[1]k (blau) und EXPMSk (rot). Links: Mit
k = 6 und d = 3, Rechts: Mit k = 8 und d = 4.
gebiete entsprechen den Stabilitätskonturen Sa mit a = 0 in der Stabilitätsanalyse von
Beylkin (s. Def. 2.15). Es ist wichtig zu prüfen, wie sich die Stabilitätskonturen für un-
terschiedliche Werte von a verhalten. In Abbildung 2.16 sind für a = 1 und a = 2 die
Stabilitätskonturen Sa der Verfahren EXPPC[1]8 mit d = 4 und EXPMS6 mit d = 3
dargestellt. Im Vergleich sind auch die Stabilitätskonturen Sa des exponentiellen Adams-
Verfahrens mit k = 3 und des exponentiellen Predictor-Corrector-Verfahrens der zweiten
Art mit k = 3 in der jeweiligen Farbe mit Transparenz aufgeführt.
a=2
a=1
a=2
a=1
Abbildung 2.16: Sa mit a = 1 (grün) und a = 2 (blau). Links: EXPMS6 vs. exp. Adams
mit k = 3, Rechts: EXPPC[1]8 vs. exp. PECE-Verfahren zweiter Art mit k = 3.
66 Exponentielle Mehrschrittverfahren
Mit der Abbildung 2.16 können wir feststellen, dass die optimierten exponentiellen Mehr-
schrittverfahren und die optimierten exponentiellen Predictor-Corrector-Verfahren das
gleiche Stabilitätsverhalten aufweisen wie die exponentiellen Mehrschrittverfahren aus
Beispiel 2.16. Wir sehen auch, dass das Optimierungsproblem die Stabilitätskonturen Sa
für beliebiges a ≥ 0 vergrößern, denn die Stabilitätskonturen des exponentiellen Predictor-
Corrector-Verfahrens zweiter Art mit k = 3 sind vollständig im Stabilitätsbereich des
optimierten Predictor-Corrector-Verfahrens PC[1]8 mit d = 4 enthalten. Zwar liegen die
Stabilitätskonturen des exponentiellen Adams-Verfahrens mit k = 3 nicht vollständig im
Stabilitätsbereich des optimierten exponentiellen Mehrschrittverfahrens MS6 mit d = 3,
doch dies trifft im relevanten Teil der linken Halbebene zu. Mithilfe der Abbildungen 2.15
und 2.16 (vgl. auch Beispiel 2.16) können wir zudem beobachten, dass die Stabilitätskon-
turen Sa exponentieller Mehrschrittverfahren für a ∈ (0, C) mit C < ∞ sich verkleinern
können. Ein monotones Wachstum der Stabilitätskonturen in der linken Halbebene tritt
erst für a ≥ C auf (s. Abbildung 2.16), worauf in [5] auch hingewiesen wurde. Hingegen
ist bei exponentiellen Predictor-Corrector-Verfahren ein solches Verhalten nicht zu beob-
achten. Bei exponentiellen Predictor-Corrector-Verfahren wachsen die Stabilitätskonturen
Sa mit dem Parameter a ≥ 0.
Beispiel 2.23: (Wärmeleitungsgleichung in 1D)
In diesem Beispiel werden wir ein Anfangswertproblem zu einer linearen Wärmeleitungs-
gleichung
∂
∂t
y = ∆y mit y(t0, x) = y0(x) = sin
(xpi
6
)
(2.75)
auf dem Gebiet Ω = [0, 6] mit homogenen Dirichlet-Randbedingungen betrachten. Die
Diskretisierung mit zentralen finiten Differenzen liefert ein lineares gewöhnliches Differen-
tialgleichungssystem
y′(t) = Ay(t), y(t0) = y0, (2.76)
deren exakte Lösung durch
y(t) = etAy0
gegeben ist. Die Diskretisierung A des Laplace-Operators ist dann symmetrisch negativ
semidefinit, somit gilt für das Spektrum σ(A) ⊂ (−∞, 0]. In diesem Fall haben wir im
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Gegensatz zu (2.74) aus Beispiel 2.22
Λrectangle = {λ ∈ C | − 6 ≤ Re(λ) ≤ 0, −0.05 ≤ Im(λ) ≤ 0.05 }
als Zielgebiet gewählt und haben mit dem Optimierungsproblem für 4 ≤ k ≤ 6 sowohl
exponentielle Mehrschrittverfahren als auch exponentielle Predictor-Corrector-Verfahren
der Konsistenzordnung d = 3 bestimmt. In Abbildung 2.17 haben wir den zeitlichen Feh-
ler auf dem Zeitintervall tspan = [0, 10] in Abhängigkeit der gewählten Zeitschrittweite
τ logarithmisch veranschaulicht, wobei wir zur räumlichen Diskretisierung die räumliche
Schrittweite h = 0.3 verwendet haben.
Aus Abbildung 2.17 erkennen wir, dass die optimierten Verfahren die entsprechende Kon-
vergenzordnung vorweisen, denn die farblichen Linien sind parallel zur schwarzen Hilfslinie
zu τ 3. Des Weiteren sehen wir, dass die Predictor-Corrector-Verfahren deutlich stabiler
sind als die anderen exponentiellen Mehrschrittverfahren. Bemerkenswert ist, dass sich
zusammen mit der Stabilität auch die Fehlerkonstante bei den optimierten Mehrschritt-
verfahren, die keine Predictor-Corrector-Verfahren sind, mit der Anzahl k der explizit
verwendeten Punkte vergrößert. Bei Predictor-Corrector-Verfahren ist ein solches Verhal-
ten dagegen nicht erkennbar, ein besseres Stabilitätsverhalten hat nicht unbedingt eine
größere Fehlerkonstante zur Folge.
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Abbildung 2.17: Logarithmische Darstellung des zeitlichen Fehlers von optimierten exp.
Mehrschrittverfahren der Konsistenzordung d = 3 in Abhängigkeit der Schrittweite τ .
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3 Berechnung von Matrix-Funktionen
Wir haben im vorigen Kapitel gesehen, dass exponentielle Mehrschrittverfahren ein bes-
seres Stabilitätsverhalten besitzen als die klassischen Mehrschrittverfahren. Dieser Vorteil
ist natürlich mit entsprechendem Aufwand verbunden, der sich aufgrund der Matrix-
funktionen ergibt, worüber die exponentiellen Mehrschrittverfahren (2.43) definiert sind.
Die Auswertung von Matrixfunktionen oder die Berechnung von Matrixfunktion-Vektor-
Produkten ist die Grundlage für die Anwendbarkeit von exponentiellen Integratoren, doch
insbesondere für Matrizen höherer Dimensionen ist dies recht kompliziert. Dieser Aufwand
war die Hauptursache dafür, dass diese Integratoren erst mit der Erforschung neuer Be-
rechnungsmöglichkeiten wieder an Aufmerksamkeit gewonnen haben. Demzufolge werden
wir uns in diesem Kapitel mit möglichen Realisierungen von exponentiellen Mehrschritt-
verfahren beschäftigen. Wir erläutern sowohl die Krylov-Verfahren zur Berechnung von
Matrixfunktion-Vektor-Produkten als auch multiple time stepping Techniken, die keine
Berechnung von Matrixfunktionen erfordern.
3.1 Krylov-Verfahren
Bei der Anwendung exponentieller Integratoren treten üblicherweise Matrixfunktionen
der ϕ-Funktionen (2.23) sowie die Matrixfunktion der Exponentialfunktion (kurz: Matrix-
Exponential) auf, deren Linearkombinationen wir bei den exponentiellen Mehrschrittver-
fahren (2.43) als βj-Funktionen zusammengefasst haben.
Die Matrixfunktionen zu Matrizen mit einer kleinen Dimension lassen sich durch ei-
ne Ähnlichkeitstransformation zur Eigenvektorbasis [39] (für diagonalisierbare Matrizen)
oder mithilfe von Padé-Approximationen (beim Matrix-Exponential in Kombination mit
einem „Scaling and Squaring“-Verfahren [29]) berechnen. Für weitere Möglichkeiten ver-
weisen wir auf die Arbeit von van Loan und Moler [39], sowie auf die Arbeit von Al-Mohy
und Higham [1] und das Buch von Higham [30], in dem diverse Verfahren zur Bestimmung
von Matrixfunktionen beschrieben werden.
Wesentlicher für die Lösung zeitabhängiger partieller Differentialgleichungen ist die Be-
rechnung von Matrixfunktionen von Matrizen mit einer großen Dimension. In diesem Fall
ist die direkte Berechnung der Matrixfunktionen im Allgemeinen zu aufwendig, aber auch
nicht notwendig. Stattdessen reicht es, wie angesprochen Matrixfunktion-Vektor-Produkte
zu berechnen und diese für die numerische Approximation eines exponentiellen Integra-
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tors zu verwenden. Hierfür stehen inzwischen ebenfalls diverse Verfahren zur Verfügung,
wie z.B. die Chebychev-Verfahren [4] (für hermitesche oder schief-hermitesche Matrizen),
die Krylov-Verfahren oder die Leja-Interpolation [7, 6]. Wir werden die Berechnung der
Matrixfunktion-Vektor-Produkte in dieser Arbeit anhand der Krylov-Verfahren nach [31]
und [34] erklären, da wir diese Verfahren in der Implementierung verwendet haben. Für
die übrigen Möglichkeiten verweisen wir auf die Arbeit von Hochbruck und Ostermann
[34] sowie auf die angegebenen Referenzen.
Wir beginnen mit einigen Notationen. Sei A ∈ Cn×n eine Matrix der Dimension n × n
und u ∈ Cn ein Vektor der Dimension n. Zudem setzen wir voraus, dass φ eine Funktion
ist, die in einer offenen Umgebung des Wertebereichs der Matrix A,
F(A) =
{
xHAx
xHx
∣∣∣∣ x ∈ Cn, x 6= 0} = { xHAx ∣∣ x ∈ Cn, ‖x‖ = 1} ,
analytisch ist. Matrixfunktionen können wir damit über die Cauchy-Integralformel defi-
nieren.
Definition 3.1: (Matrixfunktion)
Die Matrixfunktion φ(A) ist definiert durch
φ(A) :=
1
2pii
∫
Γ
φ(z)(zI − A)−1dz, (3.1)
wobei φ eine Funktion ist, die in einer offenen Umgebung U von F(A) analytisch
ist und Γ eine positiv orientierte Kurve ist, die den Rand einer offenen Umgebung
U ⊂ U des Wertebereichs F(A) mit F(A) ( U beschreibt.
Wir möchten an dieser Stelle bemerken, dass wir uns zur Einfachheit auf den Matrixfall
beschränken, obwohl die Cauchy-Integralformel für Operatoren gültig ist. Speziell bei den
exponentiellen Integratoren dieser Arbeit interessieren wir uns für Matrixfunktion-Vektor-
Produkte der Art φ(A)u = ϕk(A)u mit k ≥ 0 (2.23). Mit der Definition 3.1 ergibt sich
für diese Matrixfunktion-Vektor-Produkte die Darstellung
φ(A)u =
1
2pii
∫
Γ
φ(z)(zI − A)−1u dz. (3.2)
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Definieren wir mit x(z) die Lösung des Gleichungssystems
(zI − A)x(z) = u (3.3)
für alle z ∈ Γ, so ergibt sich für (3.2) die nachfolgende Beziehung
φ(A)u =
1
2pii
∫
Γ
φ(z)x(z) dz. (3.4)
Wegen (3.3) können wir ein Krylov-Verfahren zur Approximation der Lösung dieses li-
nearen Gleichungssystems verwenden. Wir definieren hierfür den Krylov-Raum Km der
Dimension m zu (3.3), der durch die Vektoren (zI −A)ju mit 0 ≤ j ≤ m− 1 aufgespannt
wird, d.h. es gilt
Km(zI − A, u) = span{u, (zI − A)u, . . . , (zI − A)m−1u }.
Offensichtlich ist
Km(A, u) = Km(zI − A, u) (3.5)
erfüllt, was zur Folge hat, dass eine Basis Vm ∈ Cn×m von Km(A, u) auch eine Basis von
Km(zI−A, u) für jedes z ∈ C ist. Demzufolge bestimmen wir mit dem Arnoldi-Verfahren
[31] eine Orthonormalbasis Vm von Km(A, u), die die folgende Beziehung erfüllt
AVm = VmHm + hm+1,mvm+1e
T
m mit V
H
mVm = Im und u = ‖u‖Vme1, (3.6)
wobei Hm eine obere Hessenberg-Matrix und Im die Einheitsmatrix der Dimension m×m
ist und em den m-ten Einheitsvektor mit der passenden Dimension darstellt.
Mithilfe von (3.6) erhalten wir die Gleichung
(zI − A)Vm = zVm − AVm
(3.6)
= Vm(zIm −Hm)− hm+1,mvm+1eTm,
(3.7)
die uns ermöglicht V Hm (zI − A)Vm durch
V Hm (zI − A)Vm
(3.6)
= zIm −Hm (3.8)
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umzuschreiben. Anhand von (3.6) und (3.8) können wir dann die Galerkin-Iterierte xm(z) :=
Vmym(z) ∈ Km(A, u) mit ym(z) ∈ Cm als Approximation zu (3.3) bestimmen, indem wir
die Orthogonalitätsbedingung an das Residuum
rm := u− (zI− A)xm(z)
mit rm⊥Km(A, u) fordern. Die Galerkin-Iterierte zu (3.3) entspricht damit dem Ausdruck
rm⊥Km(A, u) ⇐⇒ V Hm (zI − A)xm(z) = V Hmu
⇐⇒ (zIm −Hm)ym(z) = ‖u‖ e1
⇐⇒ ym(z) = (zIm −Hm)−1 ‖u‖ e1
=⇒ xm(z) = Vm(zIm −Hm)−1 ‖u‖ e1.
(3.9)
Wegen
F(Hm) =
{
yHHmy
∣∣ y ∈ Cm, ‖y‖ = 1}
(3.6)
=
{
yHV HmAVmy
∣∣ y ∈ Cm, ‖y‖ = 1}
=
{
xHAx
∣∣ x ∈ Km(A, u), ‖x‖ = 1}
⊂ F(A)
existieren die Galerkin-Iterierten für jedes m, da die Eigenwerte nicht auf der Kurve Γ aus
Definition 3.1 liegen können. Eine Approximation des Matrixfunktion-Vektor-Produkts
(3.4) lässt sich schließlich durch Einsetzen von xm(z) ≈ x(z) aus (3.9) in (3.4) bestimmen
φ(A)u ≈ 1
2pii
∫
Γ
φ(z)xm(z) dz
(3.9)
=
1
2pii
∫
Γ
φ(z)Vm(zIm −Hm)−1 ‖u‖ e1 dz
= Vm
(
1
2pii
∫
Γ
φ(z)(zIm −Hm)−1dz
)
‖u‖ e1
= Vmφ(Hm) ‖u‖ e1.
(3.10)
Wir sehen, dass die Approximation eines Matrixfunktion-Vektor-Produkts sich auf die
Berechnung einer Matrixfunktion zurückführen lässt. Der Vorteil besteht darin, dass die
Matrix Hm im Vergleich zu A von der Dimension her recht klein ist. Die zugehörige
Matrixfunktion lässt sich dann mit Hilfe der genannten Verfahren berechnen, die sich zur
Approximation von Matrixfunktionen kleiner Matrizen eignen.
Berechnung von Matrix-Funktionen 73
Die Konvergenz von Krylov-Verfahren ist weitgehend analysiert worden durch die Arbei-
ten von Saad [49], Saad und Gallopoulos [18], Druskin und Knizhnerman [12, 13, 14], Hoch-
bruck und Lubich [32]. Besonders erwähnenswert ist jedoch, dass die Krylov-Verfahren
superlinear konvergieren und die Konvergenz erst ab einer bestimmten Dimension des
Krylov-Raums eintritt, die von ‖A‖ abhängig ist.
Bessere Konvergenzeigenschaften weisen rationale Krylov-Verfahren auf, denn deren Kon-
vergenz ist unabhängig von ‖A‖. Der Unterschied liegt darin, dass rationale Krylov-
Verfahren zur Approximation von (3.3) einen Krylov-Raum der Form
Km((I + γA)−1, u) = span{u, (I + γA)−1u, . . . , (I + γA)−(m−1)u }, γ > 0
verwenden. Der Preis, den wir für die bessere Konvergenzeigenschaft zahlen müssen, wird
hier deutlich, da wir zur Konstruktion einer Orthonormalbasis in jedem Schritt ein Glei-
chungssystem lösen müssen. Bestimmen wir mit dem Arnoldi-Algorithmus auch in diesem
Fall eine Orthonormalbasis V̂m dieses Krylov-Raums, so gilt die Eigenschaft
(I + γA)−1V̂m = V̂mĤm + ĥm+1,mv̂m+1eTm mit V̂
H
m V̂m = Im und u = ‖u‖ V̂me1, (3.11)
wobei die Matrix Ĥm erneut eine obere Hessenberg-Matrix ist. Wenn wir B := (I+γA)−1
definieren, so erhalten wir nach (3.2) die Darstellung
ψ(B)u =
1
2pii
∫
Γ
ψ(z)(zI −B)−1udz (3.12)
für eine Funktion ψ. Mit derselben Theorie (3.3)-(3.10) würden wir in diesem Fall eine
Galerkin-Iterierte xm(z) ∈ Km(B, u) erhalten mit
xm(z) = V̂m(zIm − Ĥm)−1 ‖u‖ e1 und ψ(B)u = V̂mψ(Ĥm) ‖u‖ e1. (3.13)
Um eine Approximation an φ(A)u zu erhalten, wählen wir
ψ(z) := φ
(
z−1 − 1
γ
)
. (3.14)
Mit (3.14) erhalten wir schließlich die folgende Approximation
φ(A)u ≈ V̂mφ(H˜m) ‖u‖ e1 mit H˜m := 1
γ
(Ĥ−1m − I). (3.15)
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Wir möchten auf die Wahl des Parameters γ nicht im Detail eingehen, doch es ist möglich
γ optimal zu einer gegebenen Funktion und einer gegebenen Toleranz zu wählen. Für her-
mitesche Matrizen haben Van den Eshof und Hochbruck in [51] die optimalen γ-Werte zur
Exponentialfunktion vorgestellt. Ebenfalls für hermitesche Matrizen wurden die optimalen
γ-Werte für trigonometrische Funktionen durch Grimm und Hochbruck [20] bestimmt. Der
Vorteil einer optimalen Wahl vom Parameter γ, die auf a-priori-Fehlerabschätzungen be-
ruht, besteht darin, dass die gewünschte Toleranz mit möglichst wenigen Krylov-Schritten
erreicht wird.
Von größerer Bedeutung ist die Verwendung eines Residuumschätzers, der sich anhand
von a-posteriori-Fehlerabschätzungen herleiten lässt. Die Residuenschätzer stellen ein Maß
für den Fehler dar mit deren Verwendung wir in der Lage sind, eine Approximation zu
einer gegebenen Toleranz zu bestimmen. In unserer Implementierung haben wir uns für
das folgende Residuum von Saad [49]
‖rm‖ = hm+1,m ‖u‖
∣∣eTmφ(Hm)e1∣∣ bzw. ‖rm‖ = hm+1,m ‖u‖ ∣∣∣eTmφ(H˜m)e1∣∣∣
entschieden. Prinzipiell ist damit die Berechnung von Matrixfunktionen mit Krylov-Ver-
fahren geklärt, doch in der Praxis kann es vorkommen, dass die gewünschte Toleranz erst
nach vielen Krylov-Schritten erreicht wird. Der Aufwand ist dann oft zu hoch, denn mit
jedem Schritt steigt der Aufwand im Arnoldi-Algorithmus bei der Konstruktion der Or-
thonormalbasis. In diesem Fall stellen Lanczos-Verfahren [31] eine Alternative dar, wo der
Aufwand in jedem Schritt konstant ist. Des Weiteren können die „restarted“-Varianten der
Krylov-Verfahren [15, 45] verwendet werden, die nur endlich viele Krylov-Schritte ausfüh-
ren. Sollte die gewünschte Toleranz nicht erreicht werden, so wird das Krylov-Verfahren
erneut aufgerufen. Allerdings wirkt sich diese Alternative negativ auf die Konvergenzge-
schwindigkeit aus.
Abschließend möchten wir ein wichtiges Resultat von Higham und Al-Mohy [2] aufführen,
das speziell für exponentielle Integratoren sehr interessant ist.
Satz 3.2: (Linearkombinationen von ϕ-Funktionen)
Sei A ∈ Cn×n, W = [w1, . . . , wp] ∈ Cn×p und τ ∈ C, sowie
A˜ =
[
A W
0 J
]
∈ Cn+p×n+p und J =
[
0 Ip−1
0 0
]
∈ Cp×p,
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dann gilt für X = ϕl(τA˜) mit l ≥ 0
X(1 : n, n+ j) =
j∑
k=1
τ kϕl+k(τA)wj−k+1, j = 1, . . . , p.
Der Satz 3.2 zeigt, dass die Linearkombination von Matrixfunktion-Vektor-Produkten zu
ϕ-Funktionen auf ein einziges Matrixfunktion-Vektor-Produkt zu einer größeren Matrix
A˜ zurückgeführt werden kann. Niesen [46] hat anhand dieser Idee einen effizienten Algo-
rithmus entwickelt, der ebenfalls auf Krylov-Verfahren beruht.
3.2 Multiple time stepping
In diesem Abschnitt werden wir auf der Basis der Idee von Hochbruck und Ostermann
[33] eine alternative Umsetzung von exponentiellen Mehrschrittverfahren beschreiben, die
keine Auswertung von Matrixfunktionen erfordert. Mit der Notation aus (1.5) betrachten
wir
y′ = ffine(t, y) + fcoarse(t, y) = Ay + g(t, y).
Wir haben darüberhinaus vorausgesetzt, dass das Anfangswertproblem aus einer räum-
lichen Diskretisierung einer partiellen Differentialgleichung über einem Gebiet Ω resultiert
und die Diskretisierung des Gebiets Ω eine lokale Verfeinerung aufweist. In diesem Fall
ist sogar nur ein kleiner Anteil von A für die Steifigkeit des Anfangswertproblems ver-
antwortlich. Aus diesem Grund werden wir eine umformulierte Version des semilinearen
Anfangswertproblems (2.1) betrachten, das sich allgemein wie folgt beschreiben lässt
y′ = My + g(t, y), y(t0) = y0
mit g(t, y) = (A−M)y + g(t, y) und ‖A‖  ‖A−M‖ .
(3.16)
Mit einer solchen Umformulierung können beispielsweise die Matrixfunktionen mit ge-
ringerem Rechenaufwand berechnet werden. Aus der theoretischer Perspektive bleibt die
Klasse des Anfangswertproblems unverändert, da (3.16) ebenfalls ein semilineares An-
fangswertproblem darstellt. Wir möchten im Folgenden zuerst das grundlegende Prinzip
der multiple time stepping Varianten exponentieller Mehrschrittverfahren präsentieren
und im Anschluss mit der Wahl von M den Bezug zu bekannten Verfahren herstellen.
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3.2.1 Multiple time stepping Varianten exponentieller Mehrschrittverfahren
Die multiple time stepping Varianten werden wir zuerst für allgemeine exponentielle Mehr-
schrittverfahren der Form (2.38) und anschließend auch für die allgemeinen exponentiellen
Predictor-Corrector-Verfahren aus Abschnitt 2.2.4 präsentieren. Die Approximation eines
allgemeinen exponentiellen Mehrschrittverfahrens der Form (2.38) erhalten wir, indem
wir das Polynom pn aus (2.36) in (2.22) einsetzen. Für die Approximation der Lösung des
Anfangswertproblems (3.16) ergibt sich damit die folgende Darstellung
y(tn + τ) ≈ yn+1 = eτMyn + τ
∫ 1
0
e(1−θ)τMpn(tn + θτ)dθ. (3.17)
An dieser Stelle folgen wir der Idee von Hochbruck und Ostermann [33] und erhalten mit
Hilfe der VdK-Formel („rückwärts“ angewendet) das zugehörige Anfangswertproblem
y′n = Myn + pn(tn + t), yn(0) = yn mit t ∈ [0, τ ] und yn(τ) = yn+1. (3.18)
Wir sehen, dass die Approximation des exponentiellen Mehrschrittverfahrens (3.17) der
exakten Lösung des Anfangswertproblems (3.18) entspricht. Doch statt der Bestimmung
der exakten Lösung von (3.18) anhand von Matrixfunktionen können wir dieses Anfangs-
wertproblem mit einem weiteren numerischen Integrator mit der konstanten Schrittweite
τinner :=
τ
r
für ein festes r ∈ N lösen. Wir bezeichnen die auf diese Art bestimmte Appro-
ximation mit
yn+1 ≈ yn(τ) = yn+1 ≈ y(tn + τ). (3.19)
Des Weiteren ist klar, dass diese Verfahren nur dann effizient sind, wenn die Auswer-
tung von pn deutlich weniger aufwändig ist als die Auswertung der Funktion g, da die
Anfangswertprobleme (3.16) und (3.18) sich nur darin unterscheiden. Zur Beschreibung
eines solchen multiple time stepping Verfahrens ist es notwendig, sowohl das zugrunde
liegende exponentielle Mehrschrittverfahren als auch den numerischen Integrator anzu-
geben, der zur Bestimmung der Approximation yn+1 angewendet wurde. Hierzu wer-
den wir die Bezeichnungen äußerer Integrator und innerer Integrator verwenden und mit
MTS− EXPMSdk ein multiple time stepping Verfahren bezeichnen, das ein allgemeines
exponentielles k-Schrittverfahren der Konsistenzordnung d als äußeren Integrator besitzt.
Die Wahl des inneren Integrators stellen wir frei und werden diese zusätzliche Information
bei der Anwendung immer angeben.
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Nachdem die Funktionsweise der MTS− EXPMSdk-Verfahren geklärt ist, stellt sich die
Frage, wie die Konvergenz eines solchen Verfahrens ist. Wir werden zunächst notwendige
Voraussetzungen formulieren, um mit Hilfe der Fehleranalyse aus Abschnitt 2.2.5 Kon-
vergenzresultate zu beweisen.
Voraussetzung 3.3: (Splitting-Konfiguration für parabolische Probleme)
M erfülle die Voraussetzung 2.10 a) sowie 2.10 b) mit α = 0 und V = X, so dass
(2.46) mit γ = 0 und einer Konstanten CP erfüllt ist.
Voraussetzung 3.4: (Splitting-Konfiguration für hyperbolische Probleme)
M erfülle die Voraussetzung 2.12, so dass (2.45) mit einer Konstanten CM > 0
(statt CA) und ω = 0 erfüllt ist.
Voraussetzung 3.5: (Innerer Integrator mit Schrittweite τinner)
Für die Approximation yj ≈ yj = yj−1(τ) des inneren Integrators zum Anfangs-
wertproblem (3.18) gilt
‖yj − yj‖ ≤ CIτ d+1 mit CI = CI(M, r, d, T ), (3.20)
sofern pn die Ordnungsbedingungen (Satz 2.13) für l = 0, . . . , d− 1 erfüllt.
Die Voraussetzungen 3.3 und 3.4 zu (3.16) entsprechen den funktionalanalytischen Vor-
aussetzungen 2.10, 2.9 und 2.12. Wir erlauben damit die Anwendung expliziter innerer
Integratoren, soweit die Konstante CI für ein fest gewähltes r ∈ N beschränkt bleibt. Zur
besseren Unterscheidung werden wir in den folgenden Beweisen die Konstanten, die von
M abhängig sind in roter Farbe notieren.
Satz 3.6: (Konvergenz von MTS− EXPMSdk)
Das Anfangswertproblem (3.16) erfülle die Voraussetzung 3.3 und der innere Inte-
grator des MTS− EXPMSdk-Verfahrens genüge der Voraussetzung 3.5. Zudem sei
die Funktion G mit G(t) := g
(
t, y(t)
)
hinreichend glatt mit G ∈ Cd([0, T ], X) und
die Schrittweite τ sei beschränkt durch eine hinreichend kleine Konstante T mit
0 ≤ τ ≤ T . Dann ist der Fehler der numerischen Approximation zur Schrittweite τ
des MTS− EXPMSdk-Verfahrens mit k ≥ d für hinreichend genaue Startwerte
‖yj − y(tj)‖ ≤ c0τ d, j = 1, . . . , k − 1 (3.21)
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gleichmäßig beschränkt durch
‖yn − y(tn)‖ ≤ Cτ d
für 0 ≤ nτ ≤ T mit einer Konstante C = C(CP , k, d,B,Lg,g, T, c0, CI), die unab-
hängig ist von n und τ .
Beweis: (Satz 3.6)
Wegen G(t) := g(t, y(t)) definieren wir das Polynom (2.56) zu den exakten Daten
(
tj, Gj)
)
mit n − k + 1 ≤ j ≤ n, Gj := G(tj) und tj := jτ . Mit der VdK-Formel erhalten wir (s.
Beweis zu Satz 2.19)
y(tn+1) = e
τMy(tn) + τ
k−1∑
j=0
βeMj (τM)Gn−k+1+j + δn+1 (3.22)
als Darstellung der exakten Lösung von (3.16), wobei der Defekt durch
δn+1 := τ
∫ 1
0
e(1−θ)τM
(
G(tn + θτ)− p˜n(tn + θτ)
)
mit ‖δn+1‖
(2.57)
≤ Cτ d+1 sup
0≤t≤tn+1
∥∥G(d)(t)∥∥ (3.23)
beschrieben wird und die Konstante C nur von CP und CP˜ abhängig ist. Definieren wir
den Fehler des MTS− EXPMSdk-Verfahrens zur Zeit tn durch en := yn − y(tn), so ergibt
sich mit der Dreiecksungleichung die folgende Beziehung
‖en‖ = ‖yn − y(tn)‖ ≤ ‖yn − yn‖+ ‖yn − y(tn)‖ ,
wobei
yn = e
τMyn−1 + τ
k−1∑
j=0
βeMj (τM)gn−k+j (3.24)
mit gi := g(ti,yi) für n − k + 1 ≤ i ≤ n gilt. Der Ausdruck ‖yn − yn‖ stellt den Fehler
des inneren Integrators dar und kann nach Voraussetzung 3.5 abgeschätzt werden, so dass
folgende Ungleichung gilt
‖en‖ ≤ CIτ d+1 + ‖yn − y(tn)‖ .
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Darüber hinaus ergibt sich aus der Differenz von (3.22) und (3.24) für n+ 1 die Fehlerre-
kursion
en+1 = yn+1 − y(tn+1) + yn+1 − yn+1
= eτMen + τ
k−1∑
j=0
βeMj (τM)
(
gn−k+1+j −Gn−k+1+j
)− δn+1 + yn+1 − yn+1,
deren Auflösung die folgende Darstellung des Fehlers liefert
en = τ
n−1∑
l=0
e(n−l−1)τM
(
k−1∑
j=0
βeMj (τM)
(
gl−k+1+j −Gl−k+1+j
)
+
1
τ
(yl+1 − yl+1 − δl+1)
)
.
Zur Abschätzung des Fehlers verwenden wir für l ≤ n Abschätzungen der Form
∥∥e(n−l)τM(gj −Gj)∥∥ ≤ CPLg ‖ej‖ , (3.25)
die das Analogon zu (2.59) darstellen. Den Fehler können wir damit wie folgt abschätzen
‖en‖ ≤ τ
n−1∑
l=0
k−1∑
j=0
∥∥βeMj (τM)∥∥∥∥e(n−l−1)τM(gl−k+1+j −Gl−k+1+j)∥∥
+
n−1∑
l=0
∥∥e(n−l−1)τM(yl+1 − yl+1)∥∥+ n−1∑
l=0
∥∥e(n−l−1)τMδl+1∥∥
(3.25)
≤ τC
n−1∑
l=0
k−1∑
j=0
‖el−k+1+j‖+ C
n−1∑
l=0
‖yl+1 − yl+1‖+ C
n−1∑
l=0
‖δl+1‖
≤ τC
n−1∑
l=0
(
k−1∑
j=0
‖el−k+1+j‖+ ‖δl+1‖
τ
)
+ C
n−1∑
l=0
‖yl+1 − yl+1‖
≤ τC
n−1∑
l=0
(‖el‖+ τ d) + CPCI
n−1∑
l=0
τ d+1
≤ C max
l=1,...,k−1
‖el‖+ τC
n−1∑
l=0
(‖el‖+ τ d) + CPCIτ d.
Wie in den Beweisen zu Satz 2.19 und 2.20 gilt für die Konstante C = C(CP , k, d,B,Lg,g).
Mit den Abschätzungen (3.21) und (3.23) stellen wir fest, dass die Folge (εj)j∈N mit den
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Folgegliedern εj := ‖ej‖V die Abschätzung
εn ≤ Cτ
n−1∑
l=1
εl + Cτ
d
erfüllt. Die Behauptung folgt dann aus der Anwendung des Gronwall-Lemmas 2.17 mit
einer Konstante C = C(CP , k, d,B,Lg,g, T, c0, CI). 
Die multiple time stepping Varianten zu exponentiellen Predictor-Corrector-Verfahren
können auf dieselbe Art konstruiert werden. Die Beschreibung dieser Verfahren werden
wir erneut mit den Prozessen Prediction, Evaluation und Correction vornehmen.
Prediction: (P)
Das Predictor-Verfahren entspricht einem MTS− EXPMSdk-Verfahren und liefert die Ap-
proximation
y(tn+1) ≈ y¯n+1. (3.26)
Evaluation: (E)
Mit der Auswertung der Funktion g mit (3.26) erhalten wir
g
(
tn+1, y(tn+1)
) ≈ g(tn+1, y¯n+1) =: g¯n+1.
Correction: (C)
In diesem Prozess wird ein allgemeines implizites exponentielles Mehrschrittverfahren als
äußerer Integrator gewählt. Hierzu wird zuerst ein Polynom qn der Form (2.37) in (2.22)
eingesetzt. Anschließend erhalten wir analog zu (3.18) mit der VdK-Formel das zugehörige
Anfangswertproblem
y′n = Myn + qn(tn + t), yn(0) = yn mit t ∈ [0, τ ] und yn(τ) = yn+1. (3.27)
Die Verwendung eines inneren Integrators liefert uns schließlich die Approximation
yn+1 ≈ y(τ) ≈ y(tn + τ). (3.28)
Berechnung von Matrix-Funktionen 81
Wir notieren kurz mit MTS− EXPPC[1](dP,dC)k ein multiple time stepping Predictor-
Corrector-Verfahren der ersten Art, das aus einem allgemeinen expliziten exponenti-
ellen k-Schrittverfahren der Konsistenzordnung dP als äußeren Integrator des Predictor-
Verfahrens und einem allgemeinen impliziten exponentiellen k-Schrittverfahren der Kon-
sistenzordnung dC als äußeren Integrator des Corrector-Verfahrens entsteht. Für Predictor-
Corrector-Verfahren der zweiten Art schreiben wir kurz MTS− EXPPC[2](dP,dC)k . Der äu-
ßere Integrator des Corrector-Verfahrens entspricht in diesem Fall einem allgemeinen im-
pliziten exponentiellen (k+1)-Schrittverfahren der Konsistenzordnung dC. Die Konvergenz
dieser Verfahren ist im folgenden Satz formuliert.
Satz 3.7: (Konvergenz von multiple time stepping Predictor-Corrector-Verfahren)
a) Betrachten wir unter den Voraussetzungen von Satz 3.6 ein MTS− EXPPC[n](d,d)k -
Verfahren (n = 1, 2) mit k ≥ d und hinreichend genauen Startwerten
‖yj − y(tj)‖ ≤ c0τ d, j = 1, . . . , k − 1, (3.29)
so ist der Fehler der numerischen Lösung eines solchen Verfahrens zur Schrittweite τ
gleichmäßig beschränkt durch
‖yn − y(tn)‖ ≤ Cτ d
für 0 ≤ nτ ≤ T mit einer Konstante C = C(CP , k, d,B,Lg,g, T, c0, CI), die unab-
hängig ist von n und τ .
b) Im Vergleich zur Aussage in a) setzen wir stärker voraus, dass G ∈ Cd+1([0, T ], X)
gilt. Der Fehler der numerischen Approximation des MTS− EXPPC[n](d,d+1)k -Ver-
fahrens mit n = 1, 2 ist dann für hinreichend genaue Startwerte
‖yj − y(tj)‖ ≤ c0τ d+1, j = 1, . . . , k − 1 (3.30)
gleichmäßig beschränkt durch
‖yn − y(tn)‖ ≤ Cτ d+1
für 0 ≤ nτ ≤ T mit einer Konstante C = C(CP , k, d,B,Lg,g, T, c0, CI), die unab-
hängig ist von n und τ .
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Beweis: (Satz 3.7)
Teil a): Aufgrund der Analogie reicht es, den Beweis anhand der MTS− EXPPC[2](d,d)k -
Verfahren zu führen. Wegen G(t) := g(t, y(t)) definieren wir die Polynome zu den exakten
Daten
(
tj, Gj
)
mit n− k + 1 ≤ j ≤ n, Gj := G(tj) und tj := jτ als die Polynome (2.64).
Mit der VdK-Formel (s. Beweis zu Satz 2.20) können wir damit die exakte Lösung zum
einen durch
y(tn+1) = e
τMy(tn) + τ
k−1∑
j=0
βeMj (τM)Gn−k+1+j + δn+1
und zum anderen durch
y(tn+1) = e
τMy(tn) + τ
k∑
j=0
βiMj (τM)Gn−k+1+j + ψn+1
mit den Defekten
δn+1 := τ
∫ 1
0
e(1−θ)τM
(
G(tn + θτ)− p˜n(tn + θτ)
)
ψn+1 := τ
∫ 1
0
e(1−θ)τM
(
G(tn + θτ)− q˜n(tn + θτ)
)
beschreiben. Die Defekte können wir wie im Beweis von Satz 2.20 abschätzen durch
‖δn+1‖ ≤ Cτ d+1 sup
0≤t≤tn+1
∥∥G(d)(t)∥∥ ,
‖ψn+1‖ ≤ Cτ d+1 sup
0≤t≤tn+1
∥∥G(d)(t)∥∥ , (3.31)
wobei für die Konstanten C = C(CP , CP˜ ) gilt. Wir definieren mit en := yn − y(tn) den
Fehler eines MTS− EXPPC[2](d,d)k -Verfahrens und notieren mit
y¯n = e
τMyn−1 + τ
k−1∑
j=0
βeMj (τM)gn−k+j
yn = e
τMyn−1 + τ
k∑
j=0
βiMj (τM)g
∗
n−k+j,
die Approximationen des Predictor- und Corrector-Verfahrens mit exakter Berechnung
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der Matrixfunktionen, wobei
g∗i :=
gi := g(ti,yi), i 6= kg¯i := g(ti, y¯i), i = k für n− k + 1 ≤ i ≤ n+ 1
gilt. Die Voraussetzung 3.5 liefert zusammen mit der Dreiecksungleichung die Abschät-
zungen
‖y¯n − y(tn)‖ ≤ ‖y¯n − y(tn)‖+ ‖y¯n − y¯n‖ ,
‖yn − y(tn)‖ ≤ ‖yn − y(tn)‖+ ‖yn − yn‖ .
(3.32)
Mit dieser Vorarbeit können wir die Fehlerrekursion des MTS− EXPPC[2](d,d)k -Verfahrens
durch
en+1 = yn+1 − y(tn+1) + yn+1 − yn+1
= eτMen + τ
k∑
j=0
βiMj (τM)
(
g∗n−k+1+j −Gn−k+1+j
)− ψn+1 + yn+1 − yn+1
beschreiben und die Auflösung dieser Fehlerrekursion liefert uns die folgende Darstellung
des Fehlers
en+1 = τ
n−1∑
l=0
e(n−l−1)τM
(
k∑
j=0
βiMj (τM)
(
g∗l−k+1+j −Gl−k+1+j
)
+
1
τ
(yl+1 − yl+1 − ψl+1)
)
.
Verwenden wir neben (3.25) auch die Abschätzung
‖y¯j − y(tj)‖
(2.67)
≤ C
j−1∑
s=j−k
‖es‖+ ‖δj‖ , j ≥ 1, C = C(CP ,Lg,B), (3.33)
so können wir den Fehler folgendermaßen abschätzen
‖en‖ ≤ τ
n−1∑
l=0
k−1∑
j=0
∥∥e(n−l−1)τM∥∥∥∥βiMj (τM)∥∥ ‖gl−k+1+j −Gl−k+1+j‖
+ τ
n−1∑
l=0
∥∥e(n−l−1)τM∥∥(∥∥βiMk (τM)∥∥ ‖g¯l+1 −Gl+1‖+ ‖ψl+1‖τ
)
+
n−1∑
l=0
∥∥e(n−l−1)τM∥∥ ‖yl+1 − yl+1‖
84 Multiple time stepping
(3.25)
≤ τC
n−1∑
l=0
(
k−1∑
j=0
‖el−k+1+j‖+ ‖y¯l+1 − y(tl+1)‖+ ‖ψl+1‖
τ
)
+ C
n−1∑
l=0
‖yl+1 − yl+1‖
(3.32)
≤
(3.33)
τC
n−1∑
l=0
(
k−1∑
j=0
‖el−k+1+j‖+ ‖δl+1‖+ ‖y¯l+1 − y¯l+1‖+ ‖ψl+1‖
τ
)
+ C
n−1∑
l=0
‖yl+1 − yl+1‖
≤ τC
n−1∑
l=0
(
‖el‖+ ‖δl+1‖+ ‖y¯l+1 − y¯l+1‖+ ‖ψl+1‖
τ
)
+ C
n−1∑
l=0
‖yl+1 − yl+1‖
≤ C max
l=1,...,k−1
‖el‖+ τC
n−1∑
l=0
(
‖el‖+ ‖δl+1‖+ ‖ψl+1‖
τ
)
+ C
n−1∑
l=0
(‖yl+1 − yl+1‖+ τ ‖y¯l+1 − y¯l+1‖) .
Für die Konstante in den bisherigen Abschätzungen gilt C = C(CP , k, d,B,Lg,g). Mit
den Abschätzungen (3.31) und (3.29) sowie der Voraussetzung 3.5 ergibt sich für (εj)j∈N
mit εj := ‖ej‖ die Ungleichung
εn ≤ Cτ
n−1∑
l=0
εl + Cτ
d. (3.34)
Die Anwendung des Gronwall-Lemmas 2.17 liefert uns die Behauptung mit einer Kon-
stante C = C(CP , k, d,B,Lg,g, T, c0, CI).
Teil b): Unter diesen Voraussetzungen verändern sich wegen (2.65) sowohl die Abschät-
zungen (3.31) zu
‖δn+1‖ ≤ Cτ d+1 sup
0≤t≤tn+1
∥∥G(d)(t)∥∥ ,
‖ψn+1‖ ≤ Cτ d+2 sup
0≤t≤tn+1
∥∥G(d+1)(t)∥∥ . (3.35)
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Nach Teil a) erfüllt der Fehler die Ungleichung
‖en‖ ≤ C max
l=1,...,k−1
‖el‖+ τC
n−1∑
l=0
(
‖el‖+ ‖δl+1‖+ ‖ψl+1‖
τ
)
+ C
n−1∑
l=0
(‖yl+1 − yl+1‖+ τ ‖y¯l+1 − y¯l+1‖) .
Mithilfe der Abschätzungen (3.35) und (3.30) sowie der Voraussetzung 3.5 ergibt sich
‖en‖ ≤ Cτ
n−1∑
l=0
‖el‖+ Cτ d+1. (3.36)
Mit Definition der Folge (εj)j∈N durch εj := ‖ej‖ und der Anwendung des Gronwall-
Lemmas 2.17 erhalten wir schließlich die Behauptung. Die Konstanten in Teil b) sind
nicht identisch mit den aus Teil a), aber die Abhängigkeiten bleiben unverändert. 
Nachdem wir die multiple time stepping Varianten zu allgemeinen exponentiellen Mehr-
schrittverfahren vorgestellt und deren Konvergenz analysiert haben, möchten wir uns
der Wahl von M widmen. Die Wahl von M hängt von der vorliegenden Steifigkeit des
Problems ab. Für eine begriﬄiche Unterscheidung werden wir die Bezeichnungen alge-
braische Steifigkeit und geometrisch induzierte Steifigkeit verwenden. Mit der
algebraischen Steifigkeit bezeichnen wir die Steifigkeit, die bei Problemen vorliegt, bei de-
nen gleichzeitig „schnelle“ und „langsame“ Komponenten auftreten, wobei die verwendete
Geschwindigkeitsangabe das Verhalten der Lösungskomponenten in Abhängigkeit der Zeit
beschreibt. Die Steifigkeit wird in dem Fall durch die schnellen Komponenten verursacht,
deren zeitliche Auflösung eine feine zeitliche Diskretisierung erfordert. Diese Form der
Steifigkeit tritt häufig bei Reaktions-Diffusions-Gleichungen auf. Zur numerischen Inte-
gration solcher Probleme werden beispielsweise Multirate-Verfahren verwendet.
Die geometrisch induzierte Steifigkeit tritt hingegen bei Problemen auf, bei denen die
räumliche Diskretisierung einer partiellen Differentialgleichung über einem Gebiet Ω ei-
ne lokale Verfeinerung aufweist. Dies sind zugleich die Probleme, die uns in dieser Arbeit
hauptsächlich interessieren. Für die Bestimmung numerischer Lösungen eignen sich in die-
sem Fall die sogenannten local time stepping Verfahren. Sowohl die Multirate-Verfahren
[19, 38, 48, 50] als auch die local time stepping Verfahren [11, 21, 22] können im Allge-
meinen als multiple time stepping Verfahren [23] verstanden werden. In der Regel werden
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diese Verfahren nur dann angewendet, wenn wenige schnelle Komponenten (algebraische
Steifigkeit) bzw. wenige feine Elemente (geometrisch induzierte Steifigkeit) vorliegen und
die Auswertung des nichtsteifen Anteils den größten Aufwand beansprucht. Ein multiple
time stepping Verfahren ermöglicht eine Approximation auf verschiedenen Zeitskalen und
zwar wird der nichtsteife Anteil auf einer groben und der steife Anteil auf einer feinen
Zeitskala approximiert. In den folgenden Abschnitten werden wir speziell diese Verfahren
beschreiben und deren Bezug zu den von uns vorgestellten Verfahren herstellen.
3.2.2 Local time stepping
Wie bereits erwähnt sind die local time stepping Verfahren für Probleme mit geometrisch
induzierter Steifigkeit geeignet. FürM aus (3.16) sind folgende zwei Optionen naheliegend
A :=
[
S Z
Y B
]
, M :=
[
S 0
Y 0
]
, =⇒ A−M =
[
0 Z
0 B
]
, (3.37a)
A :=
[
S Z
Y B
]
, M :=
[
S 0
0 0
]
, =⇒ A−M =
[
0 Z
Y B
]
. (3.37b)
Betrachten wir ein diskretisiertes Problem der Form (3.16), dann wird die Matrix A durch
M in einen steifen und einen nichtsteifen Anteil „gesplittet“. Die Blockmatrix S von A
stellt hierbei den Anteil der Diskretisierung zu den wenigen „kleinen“ Elementen dar,
wobei wir die „Größe“ eines Elements anhand der Intervalllänge oder des Inkreisradius
messen. Die Vereinigung dieser kleinen Elemente entspricht zugleich dem feinen Teil der
Diskretisierung bzw. dem Bereich der lokalen Verfeinerung. Dementsprechend stellt die
Blockmatrix B den restlichen groben Teil der Diskretisierung mit größeren Elementen dar.
Die Kopplung vom groben zum feinen Anteil wird durch die Blockmatrix Z und die vom
feinen zum groben Anteil durch die Blockmatrix Y beschrieben. Aufgrund der Voraus-
setzung, dass die lokale Verfeinerung der Diskretisierung mit wenigen kleinen Elementen
repräsentiert werden kann, ist die Größe der Matrix S deutlich kleiner als die von B.
Den Unterschied zwischen dem Splitting in (3.37a) und dem in (3.37b) können wir am
Beispiel der dritten Graphik aus Abbildung 1.4 erklären. Hierfür sortieren wir diese Ma-
trix um, so dass die feinen Knoten (blau) den ersten Diagonaleinträgen entsprechen. In
Abbildung 3.1 haben wir die umsortierte Form der dritten Graphik aus Abbildung 1.4
mit den Splitting-Typen (3.37a) und (3.37b) visualisiert. Der Zweck ist, dass die unbe-
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schränkten Koeffizienten nach dem Splitting in M enthalten sind, da die Auflösung dieser
Komponenten eine feine zeitliche Diskretisierung benötigt. Wir können erkennen, dass
dies mit den Splittings (3.37a) und (3.37b) realisiert wird.
Abbildung 3.1: Visualisierung der zwei Splitting-Typen (3.37a) und (3.37b) für local time
stepping Verfahren (Links: (3.37a), Rechts:(3.37b)) zusammen mit den nichtnull-Blöcken
von M (blauer Bereich) und A−M (grüner Bereich).
In [33] haben Hochbruck und Ostermann gezeigt, dass die exponentiellen Mehrschritt-
verfahren allgemein für multiple time stepping geeignet sind und haben speziell für die
„Splittings“ (3.37a) und (3.37b) die Verfahrensvorschriften präsentiert. Bei der Konstruk-
tion der local time stepping Verfahren haben Diaz, Grote und Mitkova in ihren Arbeiten
[11, 21, 22] ebenfalls diese Splittings verwendet. Wir zeigen, dass die von Grote und
Mitkova [22] vorgestellten local time stepping Varianten zu klassischen Adams-Verfahren
LTS− ABk(r) äquivalent sind zu gewissen multiple time stepping Verfahren exponenti-
eller Mehrschrittverfahren MTS− EXPMSdk, die wir in Abschnitt 3.2 eingeführt haben.
Satz 3.8: (Beziehung zwischen LTS− ABk(r) [22] und MTS− EXPMSkk)
Das LTS− ABk(r)-Verfahren ist für k ≥ 1 äquivalent zum MTS− EXPMSkk-Ver-
fahren, soweit der innere Integrator von MTS− EXPMSkk einem klassischen k-
Schritt Adams-Verfahren entspricht.
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Beweis: (Satz 3.8)
Wir beschränken uns in diesem Beweis auf ein Anfangswertproblem der Form (3.16) mit
g = 0, da die Verfahren in [22] ebenfalls für lineare Anfangswertprobleme beschrieben
wurden. Die Äquivalenz ist jedoch analog für g 6= 0 gültig. Notieren wir Bfine := M und
Bcoarse := A−M , so ist das Anfangswertproblem durch
y′(t) = My(t) + g
(
t, y(t)
)
= Bfiney(t) +Bcoarsey(t), y(t0) = y0 (3.38)
gegeben. Wir leiten zunächst eine geeignete Darstellung der Näherung des LTS− ABk(r)-
Verfahrens her. Für die Lösung von (3.38) gilt
y(tn + τ) = y(tn) +
∫ tn+τ
tn
Bfiney(t) +Bcoarsey(t)dt
= y(tn) + τ
∫ 1
0
Bfiney(tn + θτ)dθ + τ
∫ 1
0
Bcoarsey(tn + θτ)dθ.
(3.39)
Die Approximation von
g
(
tn + θτ, y(tn + θτ)
)
= Bcoarsey(tn + θτ)
≈ pn(tn + θτ) = Bcoarse
k−1∑
j=0
(−1)j
(−θ
j
)
∇jyn,
in (3.39) liefert mit yn ≈ y(tn) die folgende Näherung zu (3.39)
y(tn + τ) ≈ y(τ) = yn + τ
∫ 1
0
Bfiney(θτ)dθ + τ
∫ 1
0
pn(tn + θτ)dθ
= yn +
∫ τ
0
(Bfiney(t) + pn(tn + t)) dt.
Diese Approximation entspricht gleichzeitig der exakten Lösung des Anfangswertproblems
y(t)′ = Bfiney(t) + pn(tn + t) = My(t) + pn(tn + t), y(0) = yn, t ∈ [0, τ ]. (3.40)
Mit der Anwendung des klassischen k-Schritt Adams-Verfahrens auf (3.40) mit der Schritt-
weite τinner := τr erhalten wir die Approximation des LTS− ABk(r)-Verfahrens. Damit
ist bereits die Aussage bewiesen, denn nach der Konstruktion (s. Abschnitt 3.2) der
MTS− EXPMSkk-Verfahren wird g ebenfalls durch pn approximiert und die Anwendung
der Variation der Konstanten Formel liefert das gleiche Anfangswertproblem (3.40). Nach
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Voraussetzung wird auf (3.40) das klassische k-Schritt Adams-Verfahren als innerer Inte-
grator angewendet. Dementsprechend sind diese Verfahren zueinander äquivalent. 
Wie bereits erwähnt haben Grote und Diaz [11] sowie Grote und Mitkova [21, 22] lo-
cal time stepping Verfahren konstruiert und diese auf lineare hyperbolische Probleme
angewendet. Die Stabilität dieser Verfahren haben Sie anhand numerischer Experimente
verifiziert. Für simultan diagonalisierbare Matrizen lässt sich dieses Ergebnis mithilfe der
Stabilitätsanalyse von Beylkin [5] erklären. Betrachten wir hierfür das Anfangswertpro-
blem (3.16) mit dem Splitting (3.37a) und g = 0, so gilt
y′ = My + (A−M)y, y(t0) = y0
⇐⇒
[
u′
v′
]
=
[
S 0
Y 0
][
u
v
]
+
[
0 Z
0 B
][
u
v
]
,
[
u(t0)
v(t0)
]
=
[
u0
v0
]
.
Falls M und A −M kommutieren, so sind diese Matrizen simultan diagonalisierbar und
das Anfangswertproblem ist äquivalent zu einem entkoppelten System der Form[
u˜′
v˜′
]
=
[
DS 0
0 0
]
︸ ︷︷ ︸
=:M˜
[
u˜
v˜
]
+
[
0 0
0 DB
]
︸ ︷︷ ︸
=:A˜−M˜
[
u˜
v˜
]
.
Mit Hilfe der skalaren Testgleichung (2.54) können wir erkennen, dass die Stabilität in
dem Fall unabhängig von der lokalen Verfeinerung ist. Denn durch die Anwendung eines
exponentiellen Mehrschrittverfahrens auf dieses entkoppelte System wird der steife An-
teil M˜ exakt bestimmt und der nichtsteife Anteil A˜ − M˜ mit dem zugrunde liegenden
klassischen Mehrschrittverfahren approximiert. Wir möchten betonen, dass die Stabili-
tätsanalyse von Beylkin für allgemeinere Fälle nicht gültig ist, da im Allgemeinen M und
A−M nicht kommutieren und die skalare Testgleichung zur Stabilitätsanalyse im Allge-
meinen ungeeignet ist.
Bei den multiple time stepping Verfahren aus Abschnitt (3.2.1) ist neben der Stabili-
tät des äußeren Integrators auch die Stabilität des inneren Integrators entscheidend. Der
innere Integrator ist frei wählbar. Die Schrittweite τinner = τr muss so gewählt werden, dass
der innere Integrator für diese stabil und hinreichend genau ist. Dies kann für hinreichend
großes r immer erreicht werden. Wir beschreiben mit τmaxouter und τmaxinner die maximal stabile
Schrittweite des äußeren und inneren Integrators zu einem gegebenen Problem. Zudem
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definieren wir mit rs einen Verfeinerungsfaktor, der ein Maß für das Größenverhältnis
(Länge, Fläche, Volumen) zwischen den feinen und groben Elementen darstellt. Des Wei-
teren sei p(rs) ein Schätzfaktor, der uns angibt mit welchem Faktor die Eigenwerte des
gegebenen Problems abhängig von dem Verfeinerungsfaktor rs wachsen. Demnach können
wir mit der Wahl
r =
⌈
p · τ
max
outer
τmaxinner
⌉
(3.41)
die Stabilität des inneren Integrators erwarten. Hierbei passt der Schätzfaktor p die
Schrittweite τ auf die feine Zeitskala an und der Quotient aus τmaxouter und τmaxinner passt die
Schrittweite mit dem Stabilitätsverhältnis zwischen dem inneren und äußeren Integrator
an. In der Praxis kann die maximale Schrittweite eines Verfahrens anhand der effektiven
Optimierungsparameter (s. Abschnitt 2.2.6) abgeschätzt werden. Für die Abschätzung des
Parameters p ist die Beziehung zwischen dem Verfeinerungsfaktor und den Eigenwerten
entscheidend. Diese besitzen bei hyperbolischen Problemen einen linearen und bei pa-
rabolischen Problemen einen quadratischen Zusammenhang. Mit dem nächsten Beispiel
verifizieren wir diese Eigenschaften und fahren mit den Multirate-Verfahren fort.
Beispiel 3.9: (Fortsetzung von Beispiel 2.23)
Betrachten wir die 1D Wärmeleitungsgleichung aus Beispiel 2.23, wobei die Diskretisie-
rung von Ω folgende lokale Verfeinerung aufweist:
0 3 6
H h =
H
rs
Abbildung 3.2: Skizze einer Diskretisierung von Ω = [0, 6] mit Gitterweite H. Die lokale
Verfeinerung im Bereich [3−H, 3 +H] wird mit dem Verfeinerungsfaktor rs = 3 erzeugt.
Das lineare Anfangswertproblem (2.76), das aus der räumlichen Diskretisierung der Wär-
meleitungsgleichung (2.75) mit zentralen finiten Differenzen resultiert können wir dann
mithilfe von (3.37a) bzw. (3.37b) umformulieren zu
y′ = My + (A−M)y, y(t0) = y0
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Abbildung 3.3: Fehler (des Endzeitpunkts in der ‖·‖∞-Norm) der Zeitintegratoren
MTS− EXPMS48 und MTS− EXPPC[1](3,4)8 in Abhängigkeit der Zeitschrittweite.
Die Konvergenzordnung der multiple time stepping Varianten exponentieller Mehrschritt-
verfahren prüfen wir anhand der Verfahren MTS− EXPMS48 und MTS− EXPPC[1](3,4)8 .
Die Fehler der numerischen Lösungen dieser Verfahren auf dem Zeitintervall T = [0, 10]
sind in Abbildung 3.3 in Abhängigkeit der Schrittweite τ logarithmisch dargestellt. Als
innerer Integrator wurde stets das klassische Runge-Kutta-Verfahren verwendet und der
Parameter r wurde entsprechend (3.41) gewählt mit p = r2s mit rs = 3. Wir können erken-
nen, dass auch die multiple time stepping Varianten exponentieller Mehrschrittverfahren
die gewünschte Ordnung erhalten. Als nächstes vergleichen wir die Stabilität verschie-
dener Mehrschrittverfahren der Konsistenzordnung d = 4, indem wir die maximal stabilen
Schrittweiten dieser Verfahren betrachten. Diese sind in Abbildung 3.4 aufgeführt, wobei
die klassischen Verfahren in rot, die exponentiellen in blau und die optimierten in grün
dargestellt sind. Wie erwartet erlauben die optimierten Verfahren die Wahl einer größeren
Schrittweiten. Des Weiteren ist zu erkennen, dass die exponentiellen Mehrschrittverfahren
unabhängig von der Verfeinerung dieselbe maximale Schrittweite zulassen. Bei den klas-
sischen Verfahren können wir eine quadratische Reduktion der maximalen Schrittweite in
Abhängigkeit der Verfeinerung erkennen.
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Abbildung 3.4: Maximal stabile Schrittweiten τmax von Mehrschrittverfahren der Konsis-
tenzordnung d = 4.
In einem weiteren Test haben wir die exponentiellen Mehrschrittverfahren mit deren mul-
tiple time stepping Varianten verglichen, wobei wir stets das klassische Runge-Kutta-
Verfahren als inneren Integrator gewählt und den Parameter r entsprechend (3.41) be-
stimmt haben. Das Resultat ist in Abbildung 3.5 dargestellt, wobei wir bei den multiple
time stepping Varianten τmaxouter als maximale Schrittweite zu verstehen haben, da die äu-
ßeren Integratoren den exponentiellen Mehrschrittverfahren entsprechen. Wir sehen, dass
die äußeren Integratoren für r aus (3.41) dasselbe Verhalten aufweisen, wie die zugehörigen
exponentiellen Integratoren. Nach Konstruktion der multiple time stepping Verfahren ist
es offensichtlich, dass r und damit auch der Aufwand des inneren Integrators quadratisch
in Abhängigkeit des Verfeinerungsfaktors rs wächst. Dieser Aufwand wird im Grunde
genommen nur im Bereich der lokalen Verfeinerung betrieben, wohingegen die Schrittwei-
tenreduktion bei klassischen Verfahren das ganze System betrifft.
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Abbildung 3.5: Maximal stabile Schrittweiten der multiple time stepping Varianten expo-
nentieller Mehrschrittverfahren der Konsistenzordnung d = 4.
3.2.3 Multirate-Verfahren
Multirate-Verfahren wurden erstmals von Rice [48] für Runge-Kutta-Verfahren formuliert.
Später haben Gear und Wells [19] diese Idee für lineare Mehrschrittverfahren aufgegrif-
fen. Multirate-Verfahren sind für Probleme geeignet bei denen die Lösungsgkomponenten
sowohl schnelle als auch langsame Komponenten enthalten. Semilineare Probleme (2.1)
dieser Art können mit dem folgenden Splitting
A :=
[
S Z
Y B
]
, M :=
[
S Z
0 0
]
, =⇒ A−M =
[
0 0
Y B
]
(3.42)
umformuliert werden zu einem Anfangswertproblem der Form (3.16). Im Vergleich zu den
Splittings der local time stepping Verfahren (3.37a) und (3.37b), wo der lineare Anteil
spaltenweise unterteilt wurde, wird der lineare Anteil A zeilenweise aufgeteilt. Dies ist der
wesentliche Unterschied zwischen Multirate- und local time stepping Verfahren.
Die Anwendung eines Multirate-Verfahrens auf (3.16) ermöglicht die unterschiedliche nu-
merische Behandlung der schnellen und langsamen Komponenten. Die wenigen schnellen
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Komponenten werden dadurch in einer feinen Zeitskala und die vielen langsamen Kompo-
nenten in einer groben Zeitskala aufgelöst. Wie bei den local time stepping Verfahren wird
nur der Anteil mit einer kleinen Schrittweite behandelt, der eine feine zeitliche Diskretisie-
rung erfordern. Mit dem nächsten Satz zeigen wir, dass die multiple time stepping Varian-
ten exponentieller Mehrschrittverfahren auch als Multirate-Verfahren aufgefasst werden
können.
Satz 3.10: (Bezug zu Multirate-Verfahren)
Sei (3.16) ein Anfangswertproblem mitM aus (3.42). Die Anwendung einer multiple
time stepping Variante eines exponentiellen Mehrschrittverfahrens aus Abschnitt 3.2
entspricht einem Multirate-Verfahren, sofern die Konsistenzordnungen des inneren
und äußeren Integrators übereinstimmen.
Beweis: (Satz 3.10)
Wir werden den Beweis konstruktiv führen und betrachten das semilineare Problem (3.16)
mit dem Splitting (3.42)
y′ = My + g(t, y), y(t0) = y0
⇐⇒
[
u′
v′
]
=
[
S Z
0 0
][
u
v
]
+
[
g[u](t, u, v)
g[v](t, u, v)
]
,
[
u(t0)
v(t0)
]
=
[
u0
v0
]
.
Die polynomielle Approximation pn von g liefert uns das Anfangswertproblem
y′ = My + pn(t), y(tn) = yn,
⇐⇒
[
u′
v′
]
=
[
S Z
0 0
][
u
v
]
+
[
p
[u]
n (t)
p
[v]
n (t)
]
,
[
u(t0)
v(t0)
]
=
[
u0
v0
]
.
(3.43)
mit y(τ) ≈ y(tn+1). Die langsamen Komponenten v ≈ v sind entkoppelt und die poly-
nomielle Approximation pn entspricht einer Approximation auf der groben Zeitskala der
Schrittweite τ . Der bisherige Teil entspricht der äußeren Integration einer multiple time
stepping Variante eines exponentiellen Mehrschrittverfahrens.
Die Komponenten v ≈ v können exakt bestimmt werden, da das Polynom p[v]n exakt inte-
griert werden kann. Insgesamt ergibt sich die Approximation eines Multirate-Verfahrens
[38, 50], indem die Approximation zu den Komponenten u ≈ u (3.43) mit einem Mehr-
schrittverfahren auf der feinen Zeitskala bestimmt werden. Verwenden wir also ein Mehr-
schrittverfahren als inneren Integrator, deren Konsistenzordnung nach Voraussetzung mit
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der Konsistenzordnung des äußeren Integrators übereinstimmt, so entspricht diese multi-
ple time stepping Variante eines exponentiellen Mehrschrittverfahrens einem Multirate-
Verfahren. Notieren wir die Konsistenzordnung des inneren und äußeren Integrators mit d,
so sind die Polynome p[u]n und p[v]n vom Grad ≤ d−1. Die langsamen Lösungskomponenten
v werden demnach exakt bestimmt und die schnellen Komponenten werden approximativ
auf der entsprechenden feinen Zeitskala der Schrittweite τinner = τr bestimmt. 
3.3 Startwertprozedur
Bei Mehrschrittverfahren mit k ≥ 1 ist die Bestimmung von Startwerten notwendig. Wenn
wir zugleich die Konvergenzresultate beachten, so benötigen wir Startwerte mit einer ge-
wünschten Genauigkeit. Mithilfe von Einschrittverfahren können diese Startwerte hinrei-
chend genau ermittelt werden. Eine nützliche Alternative zur Bestimmung der Startwerte
wurde von Hochbruck und Ostermann in [33] vorgestellt, die auf der Arbeit von Calvo
und Palencia [8] beruht. Wir werden diese Prozedur in Anlehnung an [33] erklären und
eine multiple time stepping Variante dieser Startwert-Prozedur beschreiben.
Zur Bestimmung der Startwerte yj mit j = 1, . . . , k−1 für ein k-Schrittverfahren verwen-
den wir das Interpolationspolynom
p0(t0 + θτ) =
k−1∑
j=0
(
θ
j
)
∆jg0 (3.44)
zum Datensatz (tj, gj) mit j = 0, . . . , k − 1 und gj := g(tj, yj), wobei die Vorwärtsdiffe-
renzen wie folgt definiert sind
∆jgn =
gn, j = 0∆j−1gn+1 −∆j−1gn, j 6= 0 .
Nach der VdK-Formel gilt für 1 ≤ m ≤ k − 1 die Darstellung der exakten Lösung
y(t0 +mτ) = e
mτAy(t0) + τ
∫ m
0
e(1−θ)τAg
(
t0 + θτ, y(t0 + θτ)
)
dθ. (3.45)
Ersetzen wir g in (3.45) durch das Interpolationspolynom p0, so ergeben sich die Appro-
ximationen
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y(t0 +mτ) ≈ ym = emτAy0 + τ
∫ m
0
e(1−θ)τAp0(t0 + θτ)dθ (3.46)
für m = 1, . . . , k − 1. Damit erhalten wir insgesamt das nichtlineare Gleichungssystem
Y = N (Y) mit Y =

y1
...
yk−1
 und N (Y) :=

N1(Y)
...
Nk−1(Y)
 , (3.47)
wobei
Nm(Y) := e
mτAy0 + τ
∫ m
0
e(1−θ)τAp0(t0 + θτ)dθ
gilt. In unseren Konvergenzbeweisen setzen wir stets voraus, dass g eine Lipschitz-Bedin-
gung erfüllt. Mit dieser Voraussetzung entspricht die Abbildung N für hinreichend kleine
Schrittweiten einer kontrahierenden Selbstabbildung. Definieren wir zu (3.47) die Fix-
punktiteration
Y[n+1] = N (Y[n]) mit N (Y[n]) :=

N1
(
Y[n]
)
...
Nk−1
(
Y[n]
)
 , (3.48)
so konvergiert diese Fixpunktiteration nach dem Fixpunktsatz von Banach für hinreichend
kleine Schrittweiten τ . Zur Initialisierung von Y[0] kann das exponentielle Euler-Verfahren
verwendet werden. Der Vorteil einer solchen Startwert-Prozedur ist, dass die gewünschte
Toleranz bei der Berechnung von Startwerten kontrolliert werden kann. Zudem basiert
diese Startwert-Prozedur auf derselben Idee wie die exponentiellen Mehrschrittverfahren,
so dass die Implementierung keine große Schwierigkeit darstellt.
Für die multiple time stepping Variante dieser Startwert-Prozedur folgen wir der Idee
aus Abschnitt 3.2. Mit der Anwendung der Variation der Konstanten Formel auf (3.46)
können wir das Anfangswertproblem zur Fixpunktiteration beschreiben durch
y[n+1]
′
= Ay[n+1] + p0(t0 + t), y
[n+1](0) = y0, t ∈ [0, (k − 1)τ ], (3.49)
mit
y[n+1](mτ) = y[n+1]m ≈ y(tm) für 1 ≤ m ≤ k − 1.
Berechnung von Matrix-Funktionen 97
Anstatt der exakten Bestimmung von y[n+1]1 , . . . , y
[n+1]
k−1 nach (3.46) können wir einen in-
neren Integrator der gewünschten Konsistenzordnung mit der Schrittweite τinner = τr ver-
wenden. Diese liefert uns die Approximationen yˆ[n+1]1 , . . . , yˆ
[n+1]
k−1 mit
yˆ[n+1]m ≈ y[n+1](mτ) = y[n+1]m ≈ y(tm)
mit denen wir die Fixpunktiteration ausführen können. Diese Startwert-Prozedur stellt
eine Alternative dar, die keine Berechnung von Matrixfunktionen erfordert.
Sollte der innere Integrator bei einem multiple time stepping Verfahren einem l-Schritt-
verfahren entsprechen, so sind in der Regel auch dafür Startwerte (auf der feinen Zeitskala)
zu bestimmen. In diesem Fall sollte der innere Integrator der Startwert-Prozedur zusätz-
lich die Approximationen zu
y[n+1](tk−1 −mτinner) für 1 ≤ m ≤ l − 1 (3.50)
bestimmen. Diese Approximationen (3.50) können dann als Startwerte für den inneren
Integrator verwendet werden, das einem l-Schrittverfahren entspricht. Damit schließen wir
die Theorie dieser Verfahren für semilineare Probleme ab und widmen uns im nächsten
Kapitel der Implementierung der vorgestellten Mehrschrittverfahren.
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4 Implementierung
In diesem Kapitel werden wir die Algorithmen allgemeiner exponentieller Mehrschritt-
verfahren und deren multiple time stepping Varianten vorstellen. Ebenso werden wir
Pseudocodes zu den Startwertprozeduren aufführen. Anschließend werden wir die An-
wendungsbeispiele präsentieren, die in Zusammenarbeit mit Hochbruck, Niegemann und
Busch [10] entstanden sind.
In Abschnitt 2.2.6 haben wir darauf hingewiesen, dass wir die Optimierungsroutine für
die Bestimmung optimierter klassischer Mehrschrittverfahren verwenden können. Die Im-
plementierung optimierter Verfahren ist im klassischen Fall analog zu den bereits be-
kannten Adams-Verfahren. Aus dem Grund werden wir die Implementierung optimierter
klassischer Mehrschrittverfahren nicht beschreiben.
4.1 Codes
Viele Details zur rechnerischen Umsetzung exponentieller Adams-Verfahren wurden in
[33] beschrieben. In diesem Kapitel werden wir auf diese Details verweisen und ergänzen-
de Informationen aufführen, die die rechnerische Umsetzung der vorgestellten Verfahren
vereinfachen sollen.
4.1.1 Implementierung exponentieller Mehrschrittverfahren
Exponentielle Mehrschrittverfahren stellen für semilineare Probleme (2.1) bzw. (3.16) eine
geeignete Klasse von Zeitintegratoren dar. Diese Integratoren können zugleich als multi-
ple time stepping (local time stepping bzw. Multirate-) Verfahren aufgefasst werden, die
die „innere Integration“ exakt bestimmen. Wenn die Steifigkeit des linearen Operators
zu stark ausgeprägt ist, sodass sich die multiple time stepping Varianten exponentieller
Mehrschrittverfahren nicht rentieren, so könnten die optimierten exponentiellen Mehr-
schrittverfahren eine gute Alternative darstellen. Denn die Steifigkeit im linearen Anteil
stellt für exponentielle Integratoren keine Schwierigkeit dar, da kein innerer Integrator
benötigt wird. Allerdings erfordern diese Verfahren die Berechnung von Matrixfunktion-
Vektor-Produkten (s. Abschnitt 3.1).
In [33] haben Hochbruck und Ostermann die exponentiellen Adams-Verfahren anhand
der Darstellung (2.24) analysiert. Diese Darstellung ist insbesondere für die Implemen-
tierung dieser Verfahren von Vorteil, denn die Rückwärtsdifferenzern erfüllen für hin-
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reichend glatte Lösungen die Beziehung ‖∇jgn‖ = O(τ j). Dies hat zur Folge, dass die
Krylov-Verfahren für j > 0 deutlich schneller konvergieren [33, Fig. 5.1]. Aus dem Grund
werden wir am Beispiel eines expliziten allgemeinen exponentiellen Mehrschrittverfahrens
erläutern, wie wir aus der Darstellung (2.43) eine Darstellung mit Rückwärtsdifferenzen
erhalten. Im impliziten Fall gilt dies analog mit den entsprechenden Rückwärtsdifferenzen.
Ein explizites allgemeines Mehrschrittverfahren der Form (2.43) können wir anhand der
Rückwärtsdifferenzen wie folgt repräsentieren
yn+1 = e
τAyn + τ
k−1∑
j=0
βj(τA)gn−k+1+j = eτAyn + τ
k−1∑
j=0
γj(τA)∇jgn. (4.1)
Nach Berechnung ergibt sich für die γj-Funktionen die folgende Rekursion
γk−1−l(x) = (−1)k−1−lβl(x)−
k−1∑
i=k−l
(
i
k − 1− l
)
γi(x)
mit βl(x) =
d−1∑
i=0
bi,lϕi+1(x) und l = 0, . . . , k − 1.
(4.2)
Die skalaren Funktionen γj für j = 0, . . . , k− 1 sind unabhängig von der Problemstellung
nur einmalig zu bestimmen. Damit wir ein solches Mehrschrittverfahren überhaupt an-
wenden können benötigen wir hinreichend genaue Startwerte. Aus dem Grund haben wir
in Algorithmus 1 eine Prozedur für die mögliche Berechnung der Startwerte entsprechend
dem Abschnitt 3.3 beschrieben.
Algorithmus 1 Startwertprozedur für exponentielle Mehrschrittverfahren
(kurz: StartValExp)
Input: t0, y0, τ , tol
Definiere p0(t) = y0 und setze l = 0
Berechne mit (3.46) ym für m = 1, . . . , k − 1 und definiere Y[1] = Y
while fehler > tol do
Setze l = l + 1
Bestimme das lokale Interpolationspolynom p0 zu den Punkten
(
tj, g(tj, yj)
)k−1
j=0
Berechne Y[l+1] = N (Y[l]) nach (3.48)
Berechne fehler anhand von Y[l+1] und Y[l]
end while
Output: Startwerte y1, . . . , yk−1.
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Für die Implementierung kann als fehler beispielsweise die diskrete L2-Norm aus der
Differenz der Fixpunktiterierten verwendet werden. Mit Algorithmus 1 lassen sich die
Algorithmen zu den EXPMSdk- und EXPPC[n]
(dP,dC)
k -Verfahren wie folgt formulieren:
Algorithmus 2 EXPMSdk-Verfahren
Input: y0, tspan = [t0, T ], τ
Initialisiere: n = 0, t = t0, yn = y0
if k ≥ 2 then
Bestimme k Startwerte y0, . . . , yk−1 mit StartValExp
Berechne g0 = g(t0, y0), . . . , gk−1 = g(tk−1, yk−1)
Setze n = n+ k − 1, t = t+ (k − 1)τ , yn = yk−1
end if
while (t < T ) do
Bestimme yn+1 aus (2.38) mit Hilfe von Krylov-Verfahren
Berechne gn+1 = g(tn+1, yn+1) und setze n = n+ 1, t = t+ τ
end while
Output: yi ≈ y(ti) mit ti = t0 + iτ und i = 1, . . . , n
Algorithmus 3 EXPPC[n](dP,dC)k -Verfahren
Input: y0, tspan = [t0, T ], τ
Initialisiere: n = 0, t = t0, yn = y0
if k ≥ 2 then
Bestimme k Startwerte y0, . . . , yk−1 mit StartValExp
Berechne g0 = g(t0, y0), . . . , gk−1 = g(tk−1, yk−1)
Setze n = n+ k − 1, t = t+ (k − 1)τ , yn = yk−1
end if
while (t < T ) do
Bestimme y¯n+1 aus (2.40) mit Hilfe von Krylov-Verfahren
Berechne g¯n+1 = g(tn+1, y¯n+1)
Bestimme yn+1 aus (2.41) mit Hilfe von Krylov-Verfahren
Berechne gn+1 = g(tn+1, yn+1) und setze n = n+ 1, t = t+ τ
end while
Output: yi ≈ y(ti) mit ti = t0 + iτ und i = 1, . . . , n
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4.1.2 Implementierung der multiple time stepping Varianten exponentieller
Mehrschrittverfahren
Bevor wir die Algorithmen der multiple time stepping Varianten exponentieller Mehr-
schrittverfahren vorstellen, möchten wir einige Notationen vornehmen. Für eine allgemei-
ne Formulierung der Implementierung verwenden wir die Notation innerInt(τ), um die
Anwendung des inneren Integrators mit der Schrittweite τ zu beschreiben. Zur Beschrei-
bung der Fixpunktiteration werden wir zudem die Notation
Ŷ =

yˆ1
...
yˆk−1

verwenden. Damit lässt sich der Pseudo-Code für die Startwertprozedur wie folgt beschrei-
ben.
Algorithmus 4 Startwertprozedur für exponentielle Mehrschrittverfahren mit
multiple time stepping (kurz: StartValMTS)
Input: t0, y0, τ , r, tol, innerInt
Definiere p0(t) = y0, τinner = τr und setze l = 0
Wende innerInt(τinner) auf (3.49) an und erhalte yˆm für m = 1, . . . , k − 1.
Definiere Ŷ[1] = Ŷ
while fehler > tol do
Setze l = l + 1
Bestimme das lokale Interpolationspolynom p0 zu den Punkten
(
tj, g(tj, yˆj)
)k−1
j=0
Wende innerInt(τinner) auf (3.49) an und erhalte yˆm für m = 1, . . . , k − 1.
Definiere Ŷ[l] = Ŷ
Berechne fehler anhand von Ŷ[l] und Ŷ[l−1]
end while
Output: Startwerte yˆ1, . . . , yˆk−1.
Die Implementierung der multiple time stepping Varianten exponentieller Mehrschrittver-
fahren erfolgt in der Umsetzung einfacher als die Implementierung allgemeiner exponenti-
eller Mehrschrittverfahren. Die Beschreibung der Algorithmen unterscheidet sich dagegen
kaum. Zur Vollständigkeit haben wir diese aufgeführt.
Implementierung 103
Algorithmus 5 MTS− EXPMSdk-Verfahren
Input: y0, tspan = [t0, T ], τ , r, innerInt
Initialisiere: n = 0, t = t0, yn = y0, τinner = τr
if k ≥ 2 then
Bestimme k Startwerte y0, . . . ,yk−1 mit StartValMTS
Berechne g0 = g(t0,y0), . . . , gk−1 = g(tk−1,yk−1)
Setze n = n+ k − 1, t = t+ (k − 1)τ , yn = yk−1
end if
while (t < T ) do
Wende innerInt(τinner) auf (3.18) an und erhalte yn+1 ≈ y(tn + τ)
Berechne gn+1 = g(tn+1,yn+1) und setze n = n+ 1, t = t+ τ
end while
Output: yi ≈ y(ti) mit ti = t0 + iτ und i = 1, . . . , n
Algorithmus 6 MTS− EXPPC[n](dP,dC)k -Verfahren
Input: y0, tspan = [t0, T ], τ , r, innerInt
Initialisiere: n = 0, t = t0, yn = y0, τinner = τr
if k ≥ 2 then
Bestimme k Startwerte y0, . . . ,yk−1 mit StartValMTS
Berechne g0 = g(t0,y0), . . . , gk−1 = g(tk−1,yk−1)
Setze n = n+ k − 1, t = t+ (k − 1)τ , yn = yk−1
end if
while (t < T ) do
Wende innerInt(τinner) auf (3.18) an und erhalte y¯n+1 ≈ y(tn + τ)
Berechne ˆ¯gn+1 = g(tn+1, y¯n+1)
Wende innerInt(τinner) auf (3.27) an und erhalte yn+1 ≈ y(tn + τ)
Berechne gn+1 = g(tn+1,yn+1) und setze n = n+ 1, t = t+ τ
end while
Output: yi ≈ y(ti) mit ti = t0 + iτ und i = 1, . . . , n
4.2 Anwendungsbeispiele
Die bisher vorgestellten Zeitintegratoren werden wir in diesem Abschnitt in verschie-
denen Beispielen anwenden. Das Hauptaugenmerk setzen wir dabei auf das Verhalten des
numerischen Zeitintegrators. Die physikalische Bedeutung und Interpretation sowie die
räumliche Diskretisierung werden wir aus dem Grund kurz ansprechen und entsprechend
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referieren. Wir möchten an dieser Stelle bemerken, dass diese Beispiele aus der Zusam-
menarbeit mit Busch, Hochbruck und Niegemann [10] stammen.
Wir betrachten die Maxwell-Gleichungen (differentielle Form)
∂
∂t
~D(t, x)−∇× ~H(t, x) = − ~J(t, x)
∂
∂t
~B(t, x) +∇× ~E(t, x) = 0
∇ · ~D(t, x) = ρ
∇ · ~B(t, x) = 0,
(4.3)
wobei x ∈ Ω mit x := [x1, x2, x3]T gilt und die Terme entsprechend der folgenden Tabelle
zu verstehen sind.
Notation Bezeichnung mathematische Beschreibung
~D elektrische Flussdichte ~D : R+ × Ω→ R3
~H magnetische Feldstärke ~H : R+ × Ω→ R3
~B magnetische Flussdichte ~B : R+ × Ω→ R3
~E elektrische Feldstärke ~E : R+ × Ω→ R3
~J Stromdichte ~J : R+ × Ω→ R3
ρ Ladungsdichte ρ : R+ × Ω→ R
Die ersten zwei Gleichungen der Maxwell-Gleichungen (4.3) bezeichnen wir als Rotations-
gleichungen und die übrigen zwei Gleichungen als Divergenzgleichungen. Zudem setzen
wir die Beziehungen
~D(t, x) = ε(x) ~E(t, x)
~B(t, x) = µ(x) ~H(t, x)
(4.4)
voraus, wobei ε(x) := ε0εr(x) die Permitivität und µ(x) := µ0µr(x) die Permeabilität
beschreibt. Speziell in unseren Beispielen gelten die physikalischen Vorraussetzengen ~J = 0
und ρ = 0. Unter diesen Voraussetzungen (4.4) vereinfachen sich die Maxwell-Gleichungen
(4.3) zu
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ε(x)
∂
∂t
~E(t, x) = ∇× ~H(t, x)
µ(x)
∂
∂t
~H(t, x) = −∇× ~E(t, x)
∇ · (ε(x) ~E(t, x)) = 0
∇ · (µ(x) ~H(t, x)) = 0.
(4.5)
Man kann zeigen, dass die Divergenzbedingungen für t > t0 erfüllt bleiben, soweit die
Anfangswerte diese zur Anfangszeit t = t0 erfüllen [40]. Für die Beschreibung der zeitlichen
Entwicklung anhand numerischer Zeitintegratoren beschränken wir uns aus dem Grund
auf die Rotationsgleichungen und verweisen für weitere Details auf die Dissertation von
Niegemann [40].
4.2.1 Simulation eines Ringresonators in 2D
In diesem Beispiel nehmen wir an, dass die Wellenausbreitung in x3-Richtung verschwin-
det, so dass die partiellen Ableitungen ∂x3 den Wert 0 annehmen. Unter dieser Vor-
aussetzung können die Maxwell-Gleichungen (4.5) in zwei Differentialgleichungssysteme
entkoppelt werden [40]. Zum einen sind es die TE-Polarisationsgleichungen
∂tE1 =
1
ε
∂x2H3
∂tE2 = −1
ε
∂x1H3
∂tH3 =
1
µ
(∂x2E1 − ∂x1E2)
(4.6)
und zum anderen die TM-Polarisationsgleichungen
∂tH1 = − 1
µ
∂x2E3
∂tH2 =
1
µ
∂x1E3
∂tE3 =
1
ε
(∂x1H2 − ∂x2H1) .
(4.7)
Zur Simulation eines Ringresonators [43, Abschnitt 4.1], [44, Abschnitt 5] betrachten wir
die TE-Gleichungen (4.6) über dem Gebiet Ω (s. Abbildung (4.1)) mit „Perfectly-Matched-
Layer“ (PML) Randbedingungen [40, Abschnitt 3.2, Abschnitt 5.2].
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Abbildung 4.1: Triangulierung von Ω. Die Wellenleiter werden durch die blauen, der Be-
reich der lokalen Verfeinerung wird durch die grünen und die PML anhand der roten
Elemente beschrieben.
Aus der räumlichen Diskretisierung mit Discontinuous-Galerkin-Verfahren resultiert ei-
ne gewöhnliche Differentialgleichung der Form (2.1) mit einem linearen Anteil, den wir
mit A bezeichnen. Für die räumliche Diskretisierung der Gleichungen (4.6) wurde ein
Discontinuous-Galerkin-Verfahren der Ordnung 3 verwendet und als numerischen Fluss
haben wir einen „Upwind-Flux“ benutzt [27, 28, 43]. Aus der Abbildung 4.1 können wir
leicht erkennen, dass die grünen Dreiecke deutlich kleiner sind, als die übrigen Dreiecke.
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Abbildung 4.2: Inkreisradien der Elemente aus der Diskretisierung (4.1) von Ω.
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Auf den linearen Anteil A wenden wir ein Splitting der From (3.37b) an und ordnen
die Komponenten der Dreiecke mit ric < 0.06 zur Matrix S zu. Mit der gestrichelten
blauen Linie in Abbildung 4.2 haben wir dieses geometrische Splitting gekennzeichnet.
Die Anzahl der Freiheitsgrade in unserem Testbeispiel beträgt insgesamt N = 38760 und
nur 300 von diesen Komponenten wurden als „steif“ identifiziert. In Abbildung 4.3 sind
die 200 größten Eigenwerte von A und A −M dargestellte, wobei M entsprechend dem
Splitting (3.37b) definiert ist. Wir können erkennen, dass die Eigenwerte von A−M um
einen Faktor vier kleiner sind, als die Eigenwerte von A. Gemäß der verwendeten Diskre-
tisierung beobachten wir eine Eigenwert-Verteilung, wie es in [27, Kap. 8, Abb. 8.8, Abb.
8.13, Abb. 8.23] bzw. [42] beschrieben wird. Zur Bestimmung optimierter exponentieller
Mehrschrittverfahren eignet sich demnach (2.74) (s. Beispiel 2.22) als Zielgebiet.
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Abbildung 4.3: Eigenwerte von A (blau) und A−M (rot).
Als Zeitintegrator für die Simulation des Ringresonators auf [t0, T ] verwenden wir ein
MTS− EXPMS46-Verfahren mit r = 2. Das klassische Runge-Kutta-Verfahren haben wir
in diesem Fall als inneren Integrator verwendet. In Abbildung 4.4 ist der Fehler des
MTS− EXPMS46-Verfahrens in Abhängigkeit der Schrittweite τ logarithmisch dargestellt,
wobei der Fehler zur Endzeit T = t0 +1 in der ‖·‖∞-Norm gemessen wurde. Entsprechend
unseren theoretischen Resultaten können wir erkennen, dass das Verfahren die gewünschte
Konvergenzordnung vier besitzt.
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Abbildung 4.4: Fehler des MTS− EXPMS46-Verfahrens in Abhängigkeit der Schrittweite
τ in logarithmischer Darstellung.
4.2.2 3D Benchmark-Test
Im zweiten Beispiel betrachten wir die Rotationsgleichungen (4.5) zusammen mit „Per-
fectly Electric Conductor“ (kurz: PEC) Randbedingungen, d.h. für x ∈ ∂Ω fordern wir
n× ~E = 0 und n · (µ ~H) = 0. (4.8)
Für den Benchmark-Test werden wir in Abhängigkeit der Zeit eine Eigenwelle (engl. ei-
genmode) in einem leeren Würfel Ω betrachten [3, Kapitel 8.3]. In Abbildung 4.5 ist die
Zerlegung von Ω mit 320 Tetraedern dargestellt.
Abbildung 4.5: Diskretisierung von Ω mit Hilfe von Tetraedern. Links: Regelmäßige Zerle-
gung von Ω, Rechts: Die inneren 8 Tetraeder, die die gitterinduzierte Steifheit hervorrufen.
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Eine geometrisch induzierte Steifigkeit ergibt sich, wenn der Mittelpunkt des Würfels
(s. Abbildung 4.5) entlang einer Koordinatenachse verschoben wird und die Kanten der
Elemente beibehalten werden. Die Umformung bewirkt, dass die inneren vier Tetraeder
jeweils einen kleineren Inkugelradius besitzen als die übrigen Elemente, wobei wir den
Inkugelradius als Maß für die „Gitterweite“ verwenden.
Sei rs der Verfeinerungsfaktor, der die Skalierung der Inkugelradien der vier Tetraeder
beschreibt. In unserem Vergleich verwenden wir sechs verschiedene Gitter mit rs = 2j
für j = 0, . . . , 5 und für deren Diskretisierung verwenden wir Discontinuous-Galerkin-
Verfahren der Ordnungen pDG ∈ {3, 4, 5, 6}. Hierbei vergleichen wir das Verhalten des
optimierten low-storage Runge-Kutta-Verfahrens der Ordnung 4 mit 14 Stufen [41] (kurz:
LSRK(14, 4)) mit dem Verhalten des MTS− EXPPC[1](3,4)8 -Verfahrens. Als innerer Inte-
grator wurde beim MTS− EXPPC[1](3,4)8 -Verfahren ebenfalls das LSRK(14, 4)-Verfahren
verwendet. Zudem wird das MTS− EXPPC[1](3,4)8 -Verfahren mit einem Splitting der Form
(3.37a) ausgeführt, wobei nur die Komponenten der vier Tetraeder im Inneren als „steif“
identifiziert wurden, die die „kleinsten“ Inkugelradien besitzen.
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Abbildung 4.6: Vergleich zwischen dem LSRK(14, 4)-Verfahren (schwarz) und dem
MTS− EXPPC[1](3,4)8 -Verfahren (rot) für DG-Diskretisierungen mit pDG ∈ {3, . . . , 6}.
Links: Maximale Schrittweite in Abhängigkeit des Verfeinerungsfaktors rs, Rechts: Re-
chenzeit (in Sekunden) in Abhängigkeit des Verfeinerungsfaktors rs unter Verwendung
der maximal stabilen Zeitschrittweite.
Aus der Abbildung 4.6 erkennen wir, dass der äußere Integrator des MTS− EXPPC[1](3,4)8 -
Verfahrens ungefähr dieselbe Stabilität aufweist für rs = 1, denn beide Verfahren wurden
bezüglich der Stabilität mit demselben Zielgebiet optimiert und enthalten das Zielge-
biet mit der entsprechenden Skalierung. Des Weiteren stellen wir fest, dass beim MTS−
110 Anwendungsbeispiele
EXPPC[1](3,4)8 -Verfahren die Schrittweite des äußeren Integrators unabhängig von der Ver-
feinerung gewählt werden kann. Beim LSRK(14, 4)-Verfahren beobachten wir hingegen,
dass sich die maximale Schrittweite linear in Abhängigkeit der Verfeinerung verkleinert.
Der Vergleich der Rechenzeiten zeigt, dass sich MTS− EXPPC[1](3,4)8 -Verfahren mit wach-
sender Ordnung pDG immer mehr rentieren. Wir können auch erkennen, dass die Verwen-
dung von MTS− EXPPC[1](3,4)8 -Verfahren sich bei stärkerer Verfeinerung noch mehr
auszahlt, da der Aufwand deutlich schwächer in Abhängigkeit der Verfeierung rs wächst
als bei LSRK(14, 4).
4.2.3 Ein realistisches Anwendungsbeispiel aus der Nanophotonik
Im letzten Beispiel betrachten wir ein realistisches Problem [35], das zur Simulation von
Nanoantennen benutzt wird. Hierzu wird ein Gold-Dimer verwendet, das durch zwei Gold-
sphären vom Radius 80nm beschrieben wird. Die Goldsphären werden durch eine kleine
Lücke der Breite 1nm voneinander getrennt.
Erneut betrachten wir die Rotationsgleichungen mit PML-Randbedingungen [43]. Des
Weiteren wird die Dispersion vom Goldmaterial mit dem entsprechendem Drude-Lorentz-
Model [40] in das System integriert. Abhängig von der Anregung ergibt die räumliche
Diskretisierung mit Discontinuous-Galerkin-Verfahren ein inhomogenes Anfangswertpro-
blem der Form (2.1) mit einem linearen Anteil A.
Aufgrund intrinsischer Symmetrien [35] kann das Gebiet Ω um einen Faktor vier redu-
ziert werden. Deswegen verwenden wir für das Gebiet Ω die in Abbildung 4.7 beschriebene
Zerlegung. Wir können erkennen, dass die kleine Lücke zwischen den Goldsphären (s. ge-
zoomten Bereich in Abbildung 4.7) die Verwendung sehr kleiner Tetraeder erfordert.
In Abbildung 4.8 haben wir eine kumulative Verteilung der Elemente dargestellt. Hierfür
wurden die Elemente entsprechend ihrer Inkugelradien ric relativ zum Inkugelradius rminic
des kleinsten Elementes sortiert. Für einen relativen Inkugelradius rrelic =
ric
rminic
können wir
aus der Verteilung entnehmen, welchen prozentualen Anteil der Zerlegung die Elemen-
te ausmachen, deren Inkugelradius kleiner oder gleich rrelic ist. Aus den Abbildungen 4.7
und 4.8 geht hervor, dass bei dem vorliegenden Problem eine gitterinduzierte Steifigkeit
vorliegt.
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Abbildung 4.7: Diskretisierung von Ω. Die roten Elemente beschreiben die Goldsphäre
und die blauen Elemente den verwendeten PML. Der Zoom veranschaulicht die feinen
Tetraeder zwischen den Goldsphären.
1 10 100
100%
10%
1%
0.1%
0.01%
relativer Inkreisradius rrelic
pr
oz
en
tu
al
er
A
nt
ei
ld
er
Ze
rl
eg
un
g
Abbildung 4.8: Kumulative Verteilung der relativen Inkugelradien rrelic . Die gestrichelte
Linie stellt die Schranke dar, die wir für das Splitting verwenden.
Wir verwenden auch diesmal ein Splitting der Form (3.37a). In Abbildung 4.8 ist eine
Schranke als senkrechte Linie gekennzeichnet. Diese Schranke verdeutlicht, dass die Kom-
ponenten der Elemente, deren Inkugelradius kleiner oder gleich dieser Schranke sind, als
steif identifiziert werden. Mit diesem Splitting besteht der feine Anteil aus 58 Elementen
und der grobe Anteil aus 4164 Elementen.
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Wie in Abschnitt 4.2.2 vergleichen wir die MTS− EXPPC[1](3,4)k -Verfahren für k ∈ {4, 6, 8}
mit dem LSRK(14, 4)-Verfahren. Als inneren Integrator haben wir jeweils das LSRK(14, 4)-
Verfahren verwendet. Die Simulation wurde mit beiden Verfahren ausgeführt, wobei je-
weils die maximal stabile Schrittweite gewählt wurde. In Abbildung 4.9 ist zu erkennen,
wieviel Rechenzeit die MTS− EXPPC[1](3,4)k -Verfahren mit k ∈ {4, 6, 8} im Vergleich zum
LSRK(14, 4)-Verfahren sparen. Entsprechend den Resultaten aus Abschnitt 4.2.2 können
wir auch hier erkennen, dass die multiple time stepping Varianten exponentieller Mehr-
schrittverfahren für höhere Ordnungen sich stärker rentieren. Insgesamt lässt sich eine
signifikante Beschleunigung mindestens vom Faktor 1.7 erkennen.
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Beschleunigung gegenüber dem LSRK(14, 4)-Verfahren
MTS− EXPPC[1](3,4)4
MTS− EXPPC[1](3,4)6
MTS− EXPPC[1](3,4)8
Abbildung 4.9: Rechenzeit der MTS− EXPPC[1](3,4)k -Verfahren für k ∈ {4, 6, 8} gegen-
über der Rechenzeit des LSRK(14, 4)-Verfahrens (jeweils unter Verwendung der maximal
stabilen Schrittweite) bei der Simulation einer Nanoantenne.
Nichtlinearer Fall 113
5 Nichtlinearer Fall
Im letzten Kapitel dieser Arbeit werden wir uns mit nichtlinearen Anfangswertproblemen
beschäftigen. Wir setzen dabei die Existenz und Eindeutigkeit einer Lösung als gegeben
voraus. Wir werden die Idee der multiple time stepping Varianten exponentieller Mehr-
schrittverfahren für semilineare Probleme auf nichtlineare Anfangswertprobleme verallge-
meinern.
5.1 Multiple time stepping Verfahren für nichtlineare Probleme
Betrachten wir ein nichtlineares Anfangswertproblem der Form (1.5), wobei wir die Funk-
tionen kurz mit
f = ffine und g = fcoarse
notieren, so entspricht f dem steifen und g dem nichtsteifen Teil der Differentialgleichung.
Des Weiteren setzen wir voraus, dass die Funktionen f und g einer einseitigen Lipschitz-
Bedingung
Re 〈f(t, y)− f(t, z), y − z〉 ≤ lf ‖y − z‖2 , lf ≤ 0
Re 〈g(t, y)− g(t, z), y − z〉 ≤ lg ‖y − z‖2 , lg ≤ 0
(5.1)
und die Funktion g zusätzlich einer Lipschitz-Bedingung
‖g(t, y)− g(t, z)‖ ≤ Lg ‖y − z‖ , Lg ≥ 0. (5.2)
genügt. Folgen wir der Idee der multiple time stepping Verfahren aus Abschnitt 3.2, so
wird der nichtsteife Anteil g des nichtlinearen Anfangswertproblems
y′ = f(t, y) + g(t, y), y(t0) = y0
auf [tj−1, tj] für 0 ≤ j ≤ n mit 0 < tn ≤ T und tj = jτ durch ein Polynom pj der Form
(2.36) approximiert, wobei die Koeffizienten des Polynoms die Ordnungsbedingungen aus
Satz 2.13 für ein d ≥ 1 erfüllen. Demzufolge ist in jedem Zeitschritt ein Anfangswertpro-
blem der nachstehenden Form zu lösen
y′n = f(tn + t,yn) + pn(tn + t), yn(0) = yn, t ∈ [0, τ ]. (5.3)
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Das Verfahren, das die Lösung von (5.3) exakt bestimmt, bezeichnen wir als das nicht-
lineare Mehrschrittverfahren zum Polynom pn. Dieses Verfahren entspricht zugleich dem
äußeren Integrator des multiple time stepping Verfahrens. Zur Bestimmung der Approxi-
mation yn+1 des multiple time stepping Verfahrens mit
yn+1 ≈ yn(τ) ≈ y(tn+1) (5.4)
wird schließlich ein innerer Integrator mit der Schrittweite τinner = τr auf (5.3) angewendet,
wobei der Parameter r entsprechend (3.41) gewählt werden kann.
Mit NLMTS−MSdk notieren wir ein multiple time stepping Verfahren, das ein nichtli-
neares Mehrschrittverfahren zum Polynom pn (2.36) als äußeren Integrator besitzt, wobei
die Koeffizienten von pn die Ordnungsbedingungen von Satz 2.13 für d ≥ 1 erfüllen.
In Anlehnung an die NLMTS−MSdk-Verfahren lassen sich analog Predictor-Corrector-
Verfahren konstruieren.
Prediction: (P)
Die Verwendung eines NLMTS−MSdk-Verfahrens liefert nach (5.3) und (5.4) die Appro-
ximation
y(tn+1) ≈ y¯n+1. (5.5)
Evaluation: (E)
Aus der Auswertung der Funktion g mit (5.5) ergibt sich die Approximation
g
(
tn+1, y(tn+1)
) ≈ g(tn+1, y¯n+1) =: g¯n+1.
Correction: (C)
Im Correction-Prozess wird ein nichtlineares Mehrschrittverfahren zum Polynom qn als
äußerer Integrator gewählt, wobei das Polynom qn durch
qn(tn + θτ) =
dC−1∑
i=0
k∑
j=1
biMi,j
θi
i!
g∗n−k+1+j,
mit g∗n−k+1+j =
g(tn−k+1+j,yn−k+1+j), j 6= kg(tn−k+1+j, y¯n−k+1+j), j = k
(5.6)
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gegeben ist. Das zugehörige Anfangswertproblem ist gegeben durch
y′n = f(tn + t,y) + qn(tn + t), yn(0) = yn
mit t ∈ [0, τ ] und yn(τ) ≈ y(tn + τ).
(5.7)
Die anschließende Verwendung eines inneren Integrators liefert uns die Approximation
dieses multiple time stepping Verfahrens mit
yn+1 ≈ yn(τ) ≈ y(tn + τ). (5.8)
Für Predictor-Corrector-Verfahren der zweiten Art wird im Correction-Prozess anstatt
(5.6) das folgende Polynom benutzt
qn(tn + θτ) =
dC−1∑
i=0
k∑
j=0
biMi,j
θi
i!
g∗n−k+1+j,
mit g∗n−k+1+j =
g(tn−k+1+j,yn−k+1+j), j 6= kg(tn−k+1+j, y¯n−k+1+j), j = k .
(5.9)
Wir notieren mit NLMTS− PC[n](dP,dC)k ein multiple time stepping Verfahren bei dem der
äußere Integrator des Predictor-Verfahrens einem nichtlinearen Mehrschrittverfahren zum
Polynom pn (2.36) entspricht. Für n = 1 ist der äußere Integrator des Corrector-Verfahrens
ein nichtlineares Mehrschrittverfahren zum Polynom qn aus (5.6). Im Fall n = 2 wird das
Polynom qn aus (5.9) gewählt. Die Koeffizienten von pn und qn erfüllen zudem die Ord-
nungsbedingungen aus Satz 2.13 für d = dP und d = dC. Der zusätzliche Parameter n mit
n = 1, 2 gibt an, ob das zugrunde liegende Predictor-Corrector-Verfahren von der ersten
oder zweiten Art ist.
Nachdem wir die multiple time stepping Verfahren für nichtlineare Anfangswertprobleme
präsentiert haben werden wir im nächsten Abschnitt die Konvergenz solcher Verfahren
analysieren.
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5.2 Fehleranalyse
Die Fehleranalyse der multiple time stepping Verfahren für nichtlineare Anfangswertpro-
bleme können wir nicht wie in Abschnitt 3.2.1 über eine Fehlerrekursion führen. Des-
wegen formulieren wir vorerst Abschätzungen, die für diese Fehleranalyse eine wesent-
liche Bedeutung darstellen und konzentrieren uns anschließend auf die Fehleranalyse der
NLMTS−MSdk-Verfahren.
Mit der Verwendung eines multiple time stepping Verfahrens wird mit dem äußeren Inte-
grator in jedem Zeitschritt ein Anfangswertproblem der Form (5.3) beschrieben. Der äuße-
re Integrator der NLMTS−MSdk-Verfahren approximiert hierfür den nichtsteifen Anteil g
im n-ten Schritt durch ein Polynom pn der Form (2.36). Definieren wir das entsprechende
Polynom zu den exakten Daten
(
tj, y(tj)
)
mit n − k + 1 ≤ j ≤ n durch p˜n, so folgt aus
Lemma 2.18 die folgende Abschätzung
∥∥p˜n(t)− g(t, y(t))∥∥ ≤ Θn(τ) für t ∈ [tn, tn+1] mit Θn(τ) ≤ CΘτ d (5.10)
mit einer Konstante CΘ = CΘ(CP˜ ,g). Die Differenz der Polynome pn(t) − p˜n(t) können
wir für t ∈ [tn, tn+1] wie folgt abschätzen
‖pn(t)− p˜n(t)‖ ≤ κn mit κn := Cκ
k−1∑
j=0
‖yn−k+1+j − y(tn−k+1+j)‖ , (5.11)
wobei für die Konstante Cκ = Cκ(k, d,B,Lg) gilt. Wie im semilinearen Fall benötigen wir
eine Voraussetzung für den inneren Integrator (vgl. Voraussetzung 3.5).
Voraussetzung 5.1: (Innerer Integrator mit Schrittweite τinner)
Für die Approximation yj ≈ yj = yj−1(τ) des inneren Integrators zum Anfangs-
wertproblem (5.3) gilt
‖yj − yj‖ ≤ CIτ d+1 mit CI = CI(f , r, d, T ), (5.12)
sofern pn die Ordnungsbedingungen (Satz 2.13) für l = 0, . . . , d− 1 erfüllt.
Neben diesen Abschätzungen spielt das folgende Gronwall-Lemma in differentieller Form
eine wichtige Rolle in unserer Fehleranalyse, das wir an dieser Stelle angeben möchten.
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Lemma 5.2: (Gronwall-Lemma in differentieller Form [16, Prop. 2.2])
Sei I = [t0, t1] und seien die Abbildungen a : I → R und b : I → R stetig. Die
Abbildung y : I → R sei zudem stetig differenzierbar auf I und erfülle die folgende
Beziehung
y′(t) ≤ a(t)y(t) + b(t) für t ∈ I und y(t0) = y0.
Unter diesen Voraussetzungen gilt die Ungleichung
y(t) ≤ eA(t)y0 +
∫ t
t0
eA(t)−A(s)b(s)ds mit A(x) :=
∫ x
t0
a(r)dr.
Für den Konvergenzbeweis der NLMTS−MSdk-Verfahren benötigen wir zudem eine Be-
ziehung zwischen den exakten Lösungen von (5.3) und (1.5). Mithilfe der Abschätzungen
und dem Gronwall-Lemma 5.2 lässt sich hierfür das folgende Lemma beweisen.
Lemma 5.3: (Fehler des äußeren Integrators)
Sei p ein Polynom, das die Abschätzungen (5.10) mit Θ(τ) und (5.11) mit κ erfüllt.
Zudem sei vorausgesetzt, dass (5.1) und (5.2) gilt. Betrachten wir unter diesen Vor-
aussetzungen die gewöhnlichen Differentialgleichungen
y′ = f(t, y) + g(t, y), y(t0) = y0
z′ = f(t, z) + p(t), z(t0) = z0,
so gilt für die Differenz y(t)− z(t) mit c := lf + lg die folgende Abschätzung
‖y(t)− z(t)‖ ≤ ec(t−t0) ‖y(t0)− z(t0)‖+
∫ t
t0
ec(t−s)
(
Θ(τ) + κ
)
ds.
Beweis: (Lemma 5.3)
Mithilfe der Voraussetzungen lässt sich die folgende Abschätzung bestimmen
2 ‖y(t)− z(t)‖ d
dt
‖y(t)− z(t)‖ = d
dt
‖y(t)− z(t)‖2
= 2Re 〈y′(t)− z′(t), y(t)− z(t)〉
= 2Re 〈f(t, y) + g(t, y)− f(t, z)− p(t), y(t)− z(t)〉
≤ 2c ‖y(t)− z(t)‖2 + 2(Θ(τ) + κ) ‖y(t)− z(t)‖ .
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Diese Ungleichung ist äquivalent zu
d
dt
‖y(t)− z(t)‖ ≤ c ‖y(t)− z(t)‖+ Θ(τ) + κ. (5.13)
Die Anwendung des Gronwall-Lemmas 5.2 liefert uns die Abschätzung
‖y(t)− z(t)‖ ≤ ec(t−t0) ‖y(t0)− z(t0)‖+
∫ t
t0
ec(t−s)
(
Θ(τ) + κ
)
ds,
womit die Behauptung bewiesen ist. 
Mit dieser Vorarbeit können wir die Konvergenz der NLMTS−MSdk-Verfahren bewei-
sen.
Satz 5.4: (Konvergenz von NLMTS−MSdk-Verfahren)
Die Voraussetzungen (5.1) und (5.2) seien erfüllt. Zudem sei die Funktion G mit
G(t) := g
(
t, y(t)
)
hinreichend glatt und die Schrittweite τ sei beschränkt durch eine
hinreichend kleine Konstante T mit 0 ≤ τ ≤ T . Des Weiteren sei vorausgesetzt, dass
der innere Integrator der Voraussetzung 5.1 genügt. Betrachten wir für hinreichend
genaue Startwerte
‖y(tj)− yj‖ ≤ c0τ d für j = 1, . . . , k − 1, (5.14)
die numerische Approximation des NLMTS−MSdk-Verfahrens, so ist der Fehler für
0 ≤ nτ ≤ T gleichmäßig beschränkt durch
‖y(tn)− yn‖ ≤ Cτ d, C = C(CI , k, d,B, T, c0,Lg,g)
mit einer Konstante C die von T abhängt, aber unabhängig ist von n und τ .
Beweis: (Satz 5.4)
Definieren wir den Fehler des NLMTS−MSdk-Verfahrens durch en := y(tn) − yn mit
e0 = 0, so ergibt sich mit Lemma 5.3, c = lf + lg und yj := yj−1(τ) die nachfolgende
Abschätzung
‖en‖ ≤ ‖y(tn)− yn‖+ ‖yn − yn‖
(5.12)
≤ ecτ ‖y(tn−1)− yn−1‖+ τ
∫ 1
0
ec(1−θ)τ
(
Θn−1(τ) + κn−1
)
ds+ CIτ
d+1
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≤ τ
n−1∑
l=0
e(n−l−1)cτ
(∫ 1
0
ec(1−θ)τ
(
Θl(τ) + κl
)
ds+ CIτ
d
)
c≤0≤ τ
n−1∑
l=0
(
Θl(τ) + κl + CIτ
d
)
≤ C max
1≤j≤k−1
‖ej‖+ Cτ
n−1∑
l=0
‖el‖+ Cτ d,
wobei für die Konstanten C = C(Cκ, k) und C := C(CI , CΘ, c0,g, T ) gilt. Die Behauptung
folgt schließlich aus der Anwendung des diskreten Gronwall-Lemmas (2.17) 
Den Konvergenzbeweis zu NLMTS− PC[n](dP,dC)k -Verfahren können wir auf eine ähnliche
Weise führen.
Satz 5.5: (Konvergenz von NLMTS− PC[n](dP,dC)k -Verfahren)
a) Die Voraussetzungen (5.1) und (5.2) seien erfüllt. Zudem sei die Funktion G mit
G(t) := g
(
t, y(t)
)
hinreichend glatt und die Schrittweite τ sei beschränkt durch eine
hinreichend kleine Konstante T mit 0 ≤ τ ≤ T . Des Weiteren sei vorausgesetzt,
dass die inneren Integratoren der Voraussetzung 5.1 genügen. Betrachten wir für
hinreichend genaue Startwerte
‖y(tj)− yj‖ ≤ c0τ d für j = 1, . . . , k − 1 (5.15)
die numerische Approximation des NLMTS− PC[n](d,d)k -Verfahrens mit n = 1, 2, so
ist der Fehler für 0 ≤ nτ ≤ T gleichmäßig beschränkt durch
‖y(tn)− yn+1‖ ≤ Cτ d, C = C(CI , k, d,B, T, c0,Lg,g)
mit einer Konstante C die von T abhängt, aber unabhängig ist von n und τ .
b) Es gelten die Voraussetzungen aus Teil a). Für die Startwerte gelte zudem die Ab-
schätzung
‖y(tj)− yj‖ ≤ c0τ d+1 für 1 ≤ j ≤ k − 1. (5.16)
Dann ist der Fehler der numerischen Approximation des NLMTS− PC[n](d,d+1)k -
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Verfahrens mit n = 1, 2 für 0 ≤ nτ ≤ T gleichmäßig beschränkt durch
‖y(tn)− yn‖ ≤ Cτ d+1, C = C(CI , k, d,B, T, c0,Lg,g)
mit einer Konstante C die von T abhängt, aber unabhängig ist von n und τ .
Beweis: (Satz 5.5)
Wir beweisen diese Aussage für NLMTS− PC[n](d,d)k -Verfahren mit n = 2. Im Fall n = 1
gilt der Beweis analog.
Teil a): Wir definieren den Fehler des NLMTS− PC(d,d)k -Verfahrens durch en := y(tn)−yn
mit e0 = 0. Entsprechend der Voraussetzungen gelten für den Prediction-Prozess die Ab-
schätzungen∥∥p˜n(t)− g(t, y(t))∥∥ ≤ ΘPn(τ) für t ∈ [tn, tn+1] mit ΘPn(τ) ≤ CΘPτ d,
‖pn(t)− p˜n(t)‖ ≤ κPn mit κPn := CκP
k−1∑
j=0
‖en−k+1+j‖ ,
‖y¯n+1 − y¯n+1‖ ≤ CIτ d+1 mit y¯n+1 := y¯n(τ).
(5.17)
Die Abschätzungen zum Correction-Prozess notieren wir durch∥∥q˜n(t)− g(t, y(t))∥∥ ≤ ΘCn (τ) für t ∈ [tn, tn+1] mit ΘCn (τ) ≤ CΘCτ d,
‖qn(t)− q˜n(t)‖ ≤ κCn mit κCn := CκC
k∑
j=0
∥∥y∗n−k+1+j − y(tn−k+1+j)∥∥ ,
‖yn+1 − yn+1‖ ≤ CIτ d+1 mit yn+1 := yn(τ),
(5.18)
wobei y∗n−k+1+j wie folgt definiert ist
y∗n−k+1+j =
yn−k+1+j, j 6= ky¯n−k+1+j, j = k .
Nach Lemma 5.3 ergibt sich mit c := lf + lg die Fehlerabschätzung
‖en‖ ≤ ‖y(tn)− yn‖+ ‖yn − yn‖
≤ ecτ ‖y(tn−1)− yn−1‖+ τ
∫ 1
0
ec(1−θ)τ
(
κCn−1 + Θ
C
n−1(τ)
)
dθ + CIτ
d+1
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≤ τ
n−1∑
l=0
e(n−l−1)cτ
(∫ 1
0
ec(1−θ)τ
(
κCl + Θ
C
l
)
dθ + CIτ
d
)
c≤0≤ τC
n−1∑
l=0
((
k−1∑
j=0
‖el−k+1+j‖
)
+ ‖y(tl+1)− y¯l+1‖+ ΘCl (τ)
)
+ Cτ d
≤ τC
n−1∑
l=0
((
k−1∑
j=0
‖el−k+1+j‖
)
+ ‖y(tl+1)− y¯l+1‖+ CIτ d+1 + ΘCl (τ)
)
+ Cτ d
≤ τC
n−1∑
l=0
((
l∑
j=l−k+1
‖ej‖
)
+ ecτ ‖el‖+ τ
∫ 1
0
ec(1−θ)τ
(
ΘPl (τ) + κ
P
l
)
dθ + ΘCl (τ)
)
+ Cτ d
≤ τC
n−1∑
l=0
(‖el‖+ τΘPl (τ) + ΘCl (τ))+ Cτ d
≤ C max
1≤j≤k−1
‖ej‖+ τC
n−1∑
l=0
‖el‖+ Cτ d.
Die Konstanten sind nicht identisch mit den Konstanten im Beweis von Satz 5.4, doch die
Abhängigkeiten der Konstanten stimmen überein. Die Anwendung des diskreten Gronwall-
Lemmas liefert uns letztlich die Behauptung.
Teil b): Unter diesen Voraussetzungen gelten anstatt von (5.18) die nachstehenden Ab-
schätzungen∥∥q˜n(t)− g(t, y(t))∥∥ ≤ ΘCn (τ) für t ∈ [tn, tn+1] mit ΘCn (τ) ≤ CΘCτ d+1,
‖qn(t)− q˜n(t)‖ ≤ κCn mit κCn := CκC
k∑
j=0
∥∥yˆ∗n−k+1+j − y(tn−k+1+j)∥∥ ,
‖yn+1 − yˆn+1‖ ≤ CIτ d+2.
(5.19)
Anschließend folgt die Behauptung vollkommen analog zu Teil a). 
Abschließend betrachten wir im Folgenden ein wissenschaftliches Testproblem zur Ve-
rifizierung der Konvergenzordnung der vorgestellten multiple time stepping Verfahren.
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Beispiel 5.6: (Verifizierung der Konvergenzordnung)
Wir betrachten das nichtlineare gewöhnliche Anfangswertproblem
d
dt
u(t) =
1
u(t)
− ve
t2
t2
− t,
d
dt
v(t) =
1
v(t)
− et2 − 2te−t2
mit u(1) = 1, v(1) = e−1 für t ≥ 1.
(5.20)
Die exakte Lösung des Anfangswertproblems (5.20) ist gegeben durch
u(t) =
1
t
und v(t) = e−t
2
.
Auf dieses Anfangswertproblem wenden wir zum einen NLMTS−MSdk-Verfahren mit
k ∈ {3, 4} und d = k und zum anderen NLMTS− PC(dP,dC)k -Verfahren mit k = 6 und
(dP, dC) = (2, 3) sowie k = 8 und (dP, dC) = (3, 4) an. Das Konvergenzverhalten dieser
Verfahren untersuchen wir mit zwei unterschiedlichen „nichtlinearen Splittings“
f1 =
(
1
u
,
1
v
)T
, g1 =
(
−ve
t2
t2
− t, −et2 − 2te−t2
)T
, (5.21)
f2 =
(
1
u
− ve
t2
t2
− t, 0
)T
, g2 =
(
0,
1
v
− et2 − 2te−t2
)T
. (5.22)
In den Abbildungen 5.1 und 5.2 wird jeweils der Fehler der jeweiligen numerischen Verfah-
ren in Abhängigkeit der Schrittweite τ logarithmisch dargestellt. Als inneren Integrator
haben wir bei allen Verfahren das eingebettete Runge-Kutta-Verfahren mit Schrittweiten-
steuerung verwendet, das in MATLAB als ode45 implementiert ist. Das Anfangswertpro-
blem wurde hierbei auf dem Zeitintervall [1, 1.4] numerisch approximiert. Den numerischen
Fehler en zur Zeit tn = 1.4 haben wir mit dem folgenden Ausdruck gemessen
en = |un − u(tn)|+ |vn − v(tn)| . (5.23)
In beiden Fällen beobachten wir, dass die Ordnung der multiple time stepping Verfahren
bei einem nichtlinearen Anfangswertproblem der Form (1.5) erhalten bleibt.
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Abbildung 5.1: Logarithmische Darstellung des Fehlers (5.23) in Abhängigkeit der Schritt-
weite τ bei einem Splitting der Form (5.21).
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Abbildung 5.2: Logarithmische Darstellung des Fehlers (5.23) in Abhängigkeit der Schritt-
weite τ bei einem Splitting der Form (5.22).
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