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Two points l and h in an ordered set P are called pseudo-similar iff P \ {l} is isomorphic
to P \ {h} and there is no automorphism of P that maps l to h. This paper provides a
characterization of ordered setswith at least twopseudo-similar points. Special attention is
given to ordered setswith pseudo-similar points l and h so that one of the points isminimal
and the other is maximal. These sets will play a key role in the reconstruction of the rank
of the removed element in a non-extremal card.
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1. Introduction
A (partially) ordered set (P,≤) consists of a set P and a reflexive, symmetric and transitive relation ≤ on P , called the
order relation, which is typically not mentioned explicitly. Subsets S of ordered sets P inherit the order relation≤ |S×S from
the superset. A function Φ : P → Q from an ordered set P to an ordered set Q is called an isomorphism (automorphism if
P = Q ) iff Φ is bijective and for all x, y ∈ P we have that x ≤ y iff Φ(x) ≤ Φ(y). A one-point-deleted subset of an ordered
set will be called a card of the ordered set and themulti-set of unlabelled one-point-deleted subsets will be called the deck of
the ordered set. An elementm is calledminimal iff for all p ∈ P with p ≤ mwemust have p = m and a card is aminimal card
if it was obtained by removing a minimal element.Maximal elements andmaximal cards are defined dually. The definitions
of maximal and minimal cards given here are less formal than those of [2], but for the purposes of this paper there is no
need to involve the definitions of [2]. Terminology in this paper is consistent with [5].
The reconstruction problem for ordered sets (see [4]) asks if two ordered sets P and Q that have at least 4 elements and
the same deck must be isomorphic. All ordered sets considered in this paper will be finite and have at least 4 elements. A
fence from f0 to fn is an ordered set F = {f0 < f1 > f2 < · · · fn} or F = {f0 > f1 < f2 > · · · fn} and an ordered set is called
connected iff for any two elements a, b ∈ P there is a fence from a to b. The components of an ordered set are its maximal
(with respect to inclusion) connected subsets. Because the reconstruction problem is solved affirmatively for disconnected
ordered sets (see Theorem 4.3 in [2]), ordered sets in this paper will typically be connected.
Question 51 in the excellent survey [3] of order reconstruction asks for a characterization of the ordered sets of height 1
for which a maximal card P \ {h} is isomorphic to a minimal card P \ {l}. It is natural to generalize this question to arbitrary
ordered sets. No automorphism of a connected ordered setwith at least two points canmap aminimal element to amaximal
element. But the removal of a maximal element from an ordered set P can lead to an ordered set that is isomorphic to an
ordered set obtained from P by removal of a minimal element. Hence it is natural to adapt the notion of pseudo-similar
vertices in graphs (see [1]) to pseudo-similar points in ordered sets.
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Fig. 1. Illustration of Lemma 2.2. A bijectionΦ can be iterated on a point a until the iterated image is no longer in the domain ofΦ .
Definition 1.1. Let P be an ordered set and let l, h ∈ P . Then l and h are called pseudo-similar iff P \ {l} is isomorphic to
P \ {h} and there is no automorphism of P that maps l to h.
If l is minimal, h is maximal and l and h are pseudo-similar, then we will call (l, h) aminmax pair of pseudo-similar points
and we will call (h, l) amaxmin pair of pseudo-similar points.
Theorem 2.2 in [1] characterizes pairs of pseudo-similar vertices in finite graphs as follows. Vertices l and h in a finite
graphG are pseudo-similar iff there is a graphH with an automorphism θ so thatG is an induced subgraph ofH , h = θ k(l) for
some k > 0 andH\G = {θ k+1(l), . . . , θ k+m(l)} and θ k+m+1(l) = l for somem > 0. This characterization cannot be translated
into a characterization of pseudo-similar points of different rank in ordered sets: Elements a, b in an ordered set are called
comparable iff a ≤ b or b ≤ a. A chain is an ordered set so that any two elements are comparable to each other. The length of
a chain is one less than the number of elements in the chain. The rank of an element p is the length of the longest chain that
starts with a minimal element and ends with p. It is easily seen that an automorphism of an ordered set preserves the ranks
of the elements. So if an ordered set Q and a function θ with properties analogous to Theorem 2.2 in [1] exist, then all θ j(l)
(including l and h) have the same rank in Q . Hence these points are incomparable and since P \Q = {θ k+1(l), . . . , θ k+m(l)},
l and h have the same rank in P as they do in Q . Proposition 2.5 will address l and h of equal rank, but for different ranks, a
new approach is needed.
The paper is organized as follows. Section 2 characterizes ordered sets with a pair, but not a minmax pair, of pseudo-
similar points. Because the paper was originally motivated by a reconstruction question and because these sets also feature
prominently in Section 2, Section 3 proves that ordered sets with a minmax pair of pseudo-similar points are weakly
reconstructible, that is, no two nonisomorphic ordered sets with a minmax pair of pseudo-similar points can have the
same deck. Finally, Section 4 provides some structural results for ordered sets with a minmax pair of pseudo-similar points.
Proposition 4.6 indicates that the results presented here are genuinely order-theoretical, because if l and h are a minmax
pair of pseudo-similar points, then l and h are actually similar (that is, there is an automorphism that maps one point to the
other) in the comparability graph via the dual automorphism provided in Proposition 4.6. In [6] the results of Section 4 will
be applied to the reconstruction problem for ordered sets.
2. Ordered sets with two isomorphic cards
Theorem 2.4 and Proposition 2.5 completely characterize ordered sets P that contain elements a 6= b so that P \ {a} is
isomorphic to P \ {b} and so that at least one of a and b is not extremal (that is, neither maximal nor minimal). An ordered
set P is called set reconstructible iff every ordered set Q that has the same set (not multi-set) of unlabelled one-point-deleted
subsets as P must be isomorphic to P . Because themultiplicity of cards could simply be suppressed, every set-reconstructible
ordered set is reconstructible. Ordered sets with (at least) two isomorphic cards are exactly the ordered sets that make set
reconstruction more challenging than (deck) reconstruction.
Proposition 2.3 characterizes disconnected ordered sets with a minmax pair of pseudo-similar points. Theorem 2.4
characterizes sets with isomorphic cards P \ {l} and P \ {h} for which one of l and h is not extremal and rank(l) < rank(h).
Because automorphisms preserve the ranks of elements, the points l and h are pseudo-similar. Finally, Proposition 2.5
characterizes sets with isomorphic cards P \ {l} and P \ {h} for which l and h have the same rank and dual rank. In this
situation l and hmay or may not be pseudo-similar, because there could be an automorphism that maps l to h. Throughout
our main focus is once again on connected ordered sets.
As in [1], the key idea for Propositions 2.3, 2.5, and Theorems 2.4, 3.4 is to iterate an isomorphism that goes from one
card to another card. Although it is not possible to iterate a map for which the range is not contained in the domain, it is
possible to iterate such a map on a given point ‘‘for as long as possible’’. More precisely, we have the following.
Definition 2.1. Let A, B be sets, let Φ : A → B be a function and let a ∈ A. We define Φ0(a) = a and for all k > 0 so that
Φk−1(a) ∈ Awe defineΦk(a) := Φ(Φk−1(a)). The corresponding definition for sets is similar: For C ⊆ Awe setΦ0[C] := C
and for all k > 0 withΦk−1[C] ⊆ Awe setΦk[C] := Φ[Φk−1[C]].
This definition as well as the following simple lemma will be underlying to the proofs of all the aforementioned results.
Lemma 2.2 (Also See Fig. 1). Let A 6= B be finite sets and let Φ : A→ B be a bijection. Then for every a ∈ A \ B there is a unique
ka > 0 so that Φka(a) 6∈ A and for all i ∈ {0, . . . , ka − 1} we have that Φ i(a) ∈ A. Moreover, the points a,Φ(a), . . . ,Φka(a)
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are all distinct. Similarly, for every C ⊆ A with C ∩ (A \ B) 6= ∅ there is a unique kC ≥ 0 so that ΦkC [C] ∩ (B \ A) 6= ∅
and for all i ∈ {0, . . . , kC − 1} we have Φ i[C] ⊆ A. The sets C,Φ[C], . . . ,ΦkC [C] are all distinct. Finally, Φ is a bijection on
A \ {Φk(a) : a ∈ A \ B, k ≥ 0}.
Proof. We first claim that if for k > i the powers Φk(a) and Φ i(a) are defined, then Φk(a) 6= Φ i(a). Indeed, otherwise
a = Φk−i(a) ∈ B, which cannot be. Because A∪ B is finite and the sequence a,Φ(a),Φ2(a), . . . consists of distinct elements
of A ∪ B, there must be a largest number ka such thatΦka(a) is defined. But then we must haveΦka(a) 6∈ A.
For sets C we similarly prove that all iterated images must be distinct. Moreover, eventually some element of C ∩ (A \ B)
must be mapped to an element of B \ A, so that the iteration ofΦ on C comes to a halt the first time this happens.
Finally we need to show that Φ maps A \ {Φk(a) : a ∈ A \ B, k ≥ 0} to itself. So let x ∈ A \ {Φk(a) : a ∈ A \ B, k ≥ 0}.
Then Φ(x) ∈ A, because if y := Φ(x) ∈ B \ A, then with ky > 0 being the smallest number so that Φ−ky(y) ∈ A \ B, we
would have x = Φky−1(Φ−ky(y)), which cannot be. Now suppose for a contradiction that there are an a ∈ A \ B and a k ≥ 0
so that Φ(x) = Φk(a). Because Φ(x) 6∈ A \ B we have that k > 0. But then x = Φk−1(a), with k− 1 ≥ 0, contradicting the
choice of x. 
Proposition 2.3. Let P be a finite disconnected ordered set with a minmax pair (l, h) of pseudo-similar points so that rank(h) >
0, let L be the component of P that contains l and let H be the component of P that contains h. Then L is a connected ordered set
with a minmax pair (l, b) of pseudo-similar points so that rank(b) = rank(h) and H is a connected ordered set with a minmax
pair (a, h) of pseudo-similar points.
Proof. We first claim that L is isomorphic to H . This is trivial if L = H . If L 6= H , letΦ : P \ {h} → P \ {l} be an isomorphism.
Then for all k ≥ 1 for which it is defined, Φk[L] is a component of P \ {l} that is isomorphic to L. Moreover, by Lemma 2.2
ΦkL [L]must intersect (P \ {l}) \ (P \ {h}) = {h}, which means thatΦkL [L] = H and L is isomorphic to H .
NowH \{h} is isomorphic to L\{l}, because otherwise P \{h}would havemore components that are isomorphic to some
component ofH \{h} than P \{l} does. LetΨ : L→ H be an isomorphism. Because rank(h) > 0, we have thatΨ (l) 6= h. Thus
L is a connected ordered set with a minmax pair (l,Ψ−1(h)) =: (l, b) of pseudo-similar points and H is a connected ordered
set with a minmax pair (Ψ (l), h) =: (a, h) of pseudo-similar points. The statement about the rank of b follows because Ψ is
an isomorphism. 
Recall that an ordered subset A of an ordered set P is called order-autonomous iff any p ∈ P \ A is either an upper or a
lower bound of A or it is not comparable to any element of A. An order-autonomous subset is called nontrivial iff it is neither
a singleton, nor the whole set. The dual rank of an element x is the length of the longest chain such that the bottom element
is x and the top element is maximal. The length of a fence is its number of elements minus one. The distance dist(x, y) from
a point x to a point y is the length of the shortest fence that starts at x and ends at y. We also define the down-set of x to be
↓ x := {p ∈ P : p ≤ x} and the up-set of x to be ↑ x := {p ∈ P : x ≤ p}.
Theorem 2.4. Let P be a finite ordered set. There are l, h ∈ P such that rank(l) < rank(h), at least one of l, h is not extremal,
and P \ {l} is isomorphic to P \ {h} iff P contains a nontrivial order-autonomous connected subset that is not a component of P
and which contains a minmax pair (l, b) of pseudo-similar points.
Proof. The direction ‘‘⇐’’ is trivial. If C ⊆ P is a nontrivial order-autonomous connected ordered subset with a minmax
pair (l, b) of pseudo-similar points that is not a component of P , then rank(l) < rank(b), one of l and b is not extremal and
P \ {l} is isomorphic to P \ {b}.
For ‘‘⇒’’ we argue as follows. Let rh := rank(h), rl := rank(l), dh := dual rank(h) and dl := dual rank(l). We first prove
that dh < dl. Suppose for a contradiction that dh ≥ dl. Then h is contained in a chain of length dh + rh and all chains that
contain l have length at most dl + rl < dh + rh. This would mean that P \ {h} contains fewer chains of length dh + rh than
P \ {l}, a contradiction to P \ {l} and P \ {h} being isomorphic. Thus we must have dh < dl.
Because at least one of l, h is not extremal, at least one of
L := {p ∈ P : rank(p) < rank(l)}, and
U := {p ∈ P : dual rank(p) < dual rank(h)},
is not empty.
Let Ψ : P \ {h} → P \ {l} be an isomorphism. For all p ∈ L we have rankP(p) = rankP\{h}(p) = rankP\{l}(Ψ (p)) =
rankP(Ψ (p)). Therefore Ψ [L] = L and similarly Ψ [U] = U . Let P ′ := P \ (L ∪ U). Then Ψ |P ′\{h} is an isomorphism between
P ′ \ {h} and P ′ \ {l} and consequently P ′ is an ordered set with a minmax pair (l, h) of pseudo-similar points. Let Cl be the
component of P ′ that contains l. By Proposition 2.3, Cl is a connected ordered set with a minmax pair (l, b) of pseudo-similar
points for some b and the rank of b is that of h, which means in particular that |Cl| > 1.
We claim that for all x ∈ Cl there is a jx such thatΨ jx(l) = Ψ |jxP ′\{h}(l) = x. By Lemma 2.2 there is a jh such thatΨ jh(l) = h.
Clearly, if y is such that there is a jy with Ψ jy(l) = y, then jh ≥ jy. Now suppose for a contradiction that x ∈ Cl is such that
there is no jx with Ψ jx(l) = x and distP ′(l, x), the distance from l to x in P ′ (or, Cl, actually), is as small as possible. Then there
is a y ∈ Cl with y > x or y < x and a jy such that Ψ jy(l) = y. If y < x, then Ψ jh−jy(x) is not defined, because otherwise
Ψ jh−jy(x) > Ψ jh−jy(y) = Ψ jh−jy(Ψ jy(l)) = h, which cannot be because Ψ maps U to itself and x 6∈ U . But this means there is
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Fig. 2. Illustration of Proposition 2.5. The neighborhood of an element x is l x := (↑ x) ∪ (↓ x). AfterΦ has been iterated enough times for a to ‘‘reach’’ b,
further iterations ofΦ act on l b \ {b} until this set ‘‘reaches’’ l a \ {a}. New points (indicated with unfilled circles) are inserted as centers of these iterated
images of l b \ {b} to obtain a non-rigid set.
a kx withΨ kx(x) = h = Ψ jh(l). Now, because l 6∈ Ψ [P \{h}]wemust have jh−kx ≥ 0. This impliesΨ jh−kx(l) = x, which was
assumed to not be true. Hence y > x. But if y > x, then Ψ−jy(x) is not defined, because otherwise Ψ−jy(x) < Ψ−jy(y) = l,
which cannot be because Ψ−1 maps L to itself and x 6∈ L. But this means that there is a jx < jy with Ψ−jx(x) = l. We have a
contradiction and hence for all x in Cl there is a jx such that Ψ jx(l) = Ψ |jxP ′\{h}(l) = x.
This means that, via some iteration of Ψ or Ψ−1, for all x, y ∈ Cl the set (↓Px) ∩ L is isomorphic to (↓Py) ∩ L. Now
if x ≤ y in Cl, then (↓Px) ∩ L ⊆ (↓Py) ∩ L. Because the two sets are isomorphic via (Ψ |L)jy−jx , they must be equal. By
connectedness of Cl we infer for all x, y ∈ Cl that (↓Px) ∩ L = (↓Py) ∩ L. Similarly one shows that for all x, y ∈ Cl we have
that (↑Px) ∩ U = (↑Py) ∩ U .
Because Cl is a component of P ′ with at least two elements, lower bounds of elements of Cl are either in Cl or in L, upper
bounds of elements of Cl are either in Cl or in U , and at least one of L and U is not empty, this means that Cl is nontrivially
order-autonomous in P and not a component of P . 
It is easy to see that ifΨ : P → P is a nontrivial automorphism andΨ (a) 6= a, then P \{a} and P \{Ψ (a)} are isomorphic.
In this case a andΨ (a) are also called similar points. Proposition 2.5, which is a translation of Theorem2.2 in [1] to the setting
of ordered sets, shows that isomorphic cards can also be obtained by removing pseudo-similar points a and b of equal rank
and equal dual rank. Some care must be given to assure that the larger set has no order-autonomous antichains, but it was
decided to omit the explicit translation of the proof here. Fig. 2 illustrates the idea.
A property of ordered sets is called recognizable iff any two ordered sets with equal decks either both have the property
or both do not have the property. An ordered set is called an antichain iff no two distinct elements are related to each other.
Existence of a nontrivial order-autonomous antichain is a recognizable property, which is excluded in the proposition below.
Proposition 2.5 (Also See Fig. 2). Let P be a finite ordered set without nontrivial order-autonomous antichains and let r, d ≥ 0.
Then there are distinct points a, b ∈ P of the same rank r and the same dual rank d such that P \ {a} is isomorphic to P \ {b} iff
there is an ordered set Pˆ ⊇ P without nontrivial order-autonomous antichains that has an automorphism Ψ : Pˆ → Pˆ such that
there are k ≥ 1 and n ≥ 0 so that a,Ψ (a), . . . ,Ψ k+n(a) are all distinct, b = Ψ k(a), a = Ψ k+n+1(a) and
P = Pˆ \ {Ψ k+1(a), . . . ,Ψ k+n(a)} = Pˆ \ {Ψ (b), . . . ,Ψ n(b)} . 
3. Weak reconstruction of connected ordered sets with a minmax pair of pseudo-similar points
Theorem 2.4 shows that connected ordered sets with a minmax pair of pseudo-similar points are likely to play a key role
in the investigation of set reconstruction. Hence it is natural to further investigate these sets. Proposition 3.2 provides first
insights into the structure of these sets. Theorem 3.4 shows that under rather mild hypotheses, two connected ordered sets
with a minmax pair of pseudo-similar points must have an isomorphism with very specific properties, and, once again, the
key is the iteration of the isomorphism Φ : P \ {h} → P \ {l}. As a first consequence, Corollary 3.5 shows that connected
ordered setswith aminmaxpair of pseudo-similar points areweakly reconstructible. Section 4 thenprovides further insights
into the structure of ordered sets with a minmax pair (l, h) of pseudo-similar points.
Definition 3.1. Let P be a finite ordered set and let l, h ∈ P be so that (l, h) is a minmax pair of pseudo-similar points. In
this situation, throughout this paper we will use the following notation (also consider Fig. 3).
1. Φ : P \ {h} → P \ {l} denotes an isomorphism,
2. C ⊆ P is the set of all points c ∈ P \ {l, h} such that there is a fence from c to l that does not contain h and a fence from c
to h that does not contain l; the components of C are denoted C1, . . . , Cc ,
3. L ⊆ P is the set of x ∈ P \ {l, h} such that every fence from x to h contains l; the components of L are denoted L1, . . . , Lz ,
4. R ⊆ P is the set of x ∈ P \ {l, h} such that every fence from x to l contains h; the components of R are denoted R1, . . . , Rr ,
5. Kl ⊆ P is the component of P \ {h} that contains l,
6. Kh ⊆ P is the component of P \ {l} that contains h.
Note that it is possible that C = ∅ or that r = 0 or z = 0.
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Fig. 3. Generic picture of a connected ordered set with a minmax pair of pseudo-similar points (l, h). The view is from above with components of P \ {l, h}
indicated by leaf-shapes. The sets Kl and Kh are indicated with braces.
Proposition 3.2. Let P be a finite connected ordered set with a minmax pair of pseudo-similar points (l, h). Then
1. Φ[Kl] = Kh,
2. r = z,
3. After possibly renumbering the Li we haveΦ[Ri] = Li for i = 1, . . . , r,
4. Kl \ {l} is isomorphic to Kl \ {Φ−1(h)}, that is, (l,Φ−1(h)) is a minmax pair of pseudo-similar points in Kl, as long as Kl has
more than one element. Similarly, (Φ(l), h) is a minmax pair of pseudo-similar points in Kh, as long as Kh has more than one
element.
5. If C = ∅, then l < h.
Proof. For x, y in an ordered set and A, B subsets of an ordered set, let x ‖ y denote the fact that x and y are not comparable,
let A ‖ B denote the fact that no element of A is comparable to any element of B and let x ‖ B be the same as {x} ‖ B. It
follows from the definition of C , L and R that C ∩ (L∪ R) = ∅, P \ {l, h} = C ∪ L∪ R, h ‖ L, l ‖ R and C ‖ L∪ R. Let x ∈ L. As P
is connected, there is a (shortest) fence x = f0, . . . , fn = h. There ism ∈ {1, . . . , n− 1} such that fm = l because x ∈ L. Thus
there exists a fence from x to lwhich does not contain h. Similarly, for each x ∈ R, there exists a fence from x to hwhich does
not contain l. It follows that L ∩ R = ∅ and hence {C, L, R} is a partition of P \ {l, h}. Furthermore L ‖ R. By the definition of
C , for each i ∈ {1, . . . , c}, there is x ∈ Ci such that l < x and there is y ∈ Ci such that y < h. We observed that for each x ∈ L,
there exists a fence from x to l which does not contain h. Therefore for each i ∈ {1, . . . , z}, there is x ∈ Li such that l < x.
Similarly, for each i ∈ {1, . . . , r}, there is x ∈ Ri such that x < h. Consequently Kl = {l} ∪ C ∪ L and Kl, R1, . . . , Rr are the
components of P \ {h}. Similarly, Kh = {h} ∪ C ∪ R and Kh, L1, . . . , Lz are the components of P \ {l}. As |L| < |Kl|,Φ[Kl] = Kh,
r = z and, by renumbering the Li, we can assume thatΦ[Ri] = Li for i = 1, . . . , r .
To prove that Kl \ {l} is isomorphic to Kl \ {Φ−1(h)}, it suffices to verify that Kl \ {l} is isomorphic to Kh \ {h}, because
Φ[Kl \{Φ−1(h)}] = Kh \{h}. But this is clear, because the components of Kl \{l} are C1, . . . , Cc, L1, . . . Lr and the components
of Kh \ {h} are C1, . . . , Cc, R1, . . . , Rr .
The last statement follows from the connectedness of P . 
Lemma 3.3. Let P be a finite connected ordered setwith aminmax pair (l, h) of pseudo-similar points and let Φ : P\{h} → P\{l}
be an isomorphism. Then with notation as in Lemma 2.2 we have that kl = |P| − 1. That is, for every element y ∈ P there is a
unique jy ∈ {0, . . . , |P| − 1} such that Φ jy(l) = y.
Proof. Let P be a finite connected ordered set with a minmax pair (l, h) of pseudo-similar points, let Φ : P \ {h} → P \ {l}
be an isomorphism and let kl be as in Lemma 2.2.
We first prove by induction on n that for all y ∈ Kl with dist(y, l) = n there is a ky > 0 such that Φky(y) = h and a
jy ∈ {0, 1, . . . , kl − 1} such thatΦ jy(l) = y and jy + ky = kl. The factΦkl(l) = h and the choice jl := 0 prove this statement
for distance n = 0. Now assume the statement has been proved for distance n. We need to prove it for distance n+ 1.
Case 1. n is even. In this case, for any y ∈ Kl for which there is a fence l = f0 < f1 > f2 < · · · > fn < fn+1 = y, we have that
Φkfn (fn) = h. Because Φ is an isomorphism and h is maximal, this implies that Φkfn (y) does not exist. But this means there
must be a positive ky < kfn such thatΦ
ky(y) = h. FromΦky(y) = h = Φkl(l) and ky < jfn + kfn = kl we conclude that with
jy := kl − ky > 0 we haveΦ jy(l) = Φkl−ky(l) = Φ−ky(h) = y.
Case 2. n is odd. In this case, for any y ∈ Kl for which there is a fence l = f0 < f1 > f2 < · · · < fn > fn+1 = y, we have that
Φ−jfn (fn) = l. Because Φ−1 is an isomorphism and l is minimal, this implies that Φ−jfn (y) does not exist. Hence there must
be a nonnegative jy < jfn such that Φ
−jy(y) = l, that is, Φ jy(l) = y. Moreover then h = Φkl(l) = Φkl(Φ−jy(y)) = Φkl−jy(y).
We choose ky := kl − jy, which is greater than zero because jy < jfn ≤ kl.
We have thus proved that for all y ∈ Kl there is a jy ∈ {0, . . . , kl − 1}with Φ jy(l) = y. Because Φ[Kl] = Kh we conclude
that for all y ∈ Kh there is a jy ∈ {1, . . . , kl} with Φ jy(l) = y. Hence for each element y ∈ P there is a jy ∈ {0, . . . , kl}
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with Φ jy(l) = y. By Lemma 2.2 the jy are unique. Therefore we must have |{0, . . . , kl}| = |P| and hence kl = |P| − 1. This
completes the proof. 
Recall that the ideal size sequence of an ordered set is the sequence of the sizes | ↓ p| of the down-sets of the elements of
p, for convenience put in nondecreasing order.
Theorem 3.4. For i = 1, 2 let Pi be a finite connected ordered set with a minmax pair (li, hi) of pseudo-similar points. If P1 and
P2 have equal ideal size sequences, then there is an isomorphism Ψ : P1 → P2 such that Ψ (l1) = l2 and Ψ (h1) = h2.
Proof. LetΦi : Pi \ {hi} → Pi \ {li} be isomorphisms. For i = 1, 2 and k ∈ {1, . . . , |Pi| − 1}we have that
Φi
[↓PiΦk−1i (li)] = Φi [↓Pi\{hi}Φk−1i (li)] = ↓Pi\{li}Φi (Φk−1i (li)) ⊆ ↓PiΦki (li),
and the last containment is strict iff li ≤ Φki (li), in which case li is the only additional point on the right side. In particular,
this means that the sequences {| ↓ Φki (li)|}|Pi|−1k=0 are the ideal size sequences of the Pi in nondecreasing order.
By Lemma 3.3 for all k ∈ {0, . . . , |Pi| − 1}we can define Ψ (Φk1(l1)) := Φk2(l2) to obtain a bijective function Ψ from P1 to
P2.
To show that Ψ is order-preserving we first show by induction on k that for all k ∈ {0, . . . , |P1| − 1} we have
{j1 : Φ j11 (l1) ≤ Φk1(l1)} = {j2 : Φ j22 (l2) ≤ Φk2(l2)}. For k = 0 this is trivial, as both sets are the singleton {0}.
Now suppose k > 0 and the statement is true up to k−1. Because {| ↓ Φ j1(l1)|}|P1|−1j=0 = {| ↓ Φ j2(l2)|}|P2|−1j=0 we have either
that |↓P1Φk−11 (l1)| = |↓P1Φk1(l1)| and l1 6≤ Φk1(l1) and |↓P2Φk−12 (l2)| = |↓P1Φk−11 (l1)| = |↓P1Φk1(l1)| = |↓P2Φk2(l2)| and
l2 6≤ Φk2(l2) or that |↓P1Φk−11 (l1)| = |↓P1Φk1(l1)|−1 and l1 ≤ Φk1(l1) and |↓P2Φk−12 (l2)| = |↓P1Φk−11 (l1)| = |↓P1Φk1(l1)|−1 =
|↓P2Φk2(l2)| − 1 and l2 ≤ Φk2(l2).
In the former case we have{
j1 : Φ j11 (l1) ≤ Φk1(l1)
}
=
{
j1 : Φ j1−11 (l1) ≤ Φk−11 (l1)
}
=
{
j2 : Φ j2−12 (l2) ≤ Φk−12 (l2)
}
=
{
j2 : Φ j22 (l2) ≤ Φk2(l2)
}
,
while in the latter case we have{
j1 : Φ j11 (l1) ≤ Φk1(l1)
}
= {0} ∪
{
j1 : Φ j1−11 (l1) ≤ Φk−11 (l1)
}
= {0} ∪
{
j2 : Φ j2−12 (l2) ≤ Φk−12 (l2)
}
=
{
j2 : Φ j22 (l2) ≤ Φk2(l2)
}
.
Thus in either case {j1 : Φ j11 (l1) ≤ Φk1(l1)} = {j2 : Φ j22 (l2) ≤ Φk2(l2)}.
To see that Ψ is order-preserving, letΦm1 (l1) ≤ Φn1 (l1). Then
m ∈
{
j1 : Φ j11 (l1) ≤ Φn1 (l1)
}
=
{
j2 : Φ j22 (l2) ≤ Φn2 (l2)
}
and hence
Ψ
(
Φm1 (l1)
) = Φm2 (l2) ≤ Φn2 (l2) = Ψ (Φn1 (l1)) .
In similar fashion it can be shown that Ψ−1 is order-preserving and hence Ψ is an isomorphism. 
Recall that a class of ordered sets is called weakly reconstructible iff any two members of the class that have the same
deck must be isomorphic.
Corollary 3.5. Finite connected ordered sets with a minmax pair of pseudo-similar points and at least four elements are weakly
reconstructible.
Proof. Let P and Q be two finite connected ordered sets with a minmax pair of pseudo-similar points, equal decks and at
least four elements. By Theorem 6.1 in [2] P and Q must have equal ideal size sequences. Then by Theorem 3.4 P and Q must
be isomorphic. 
4. Structural results for sets with a minmax pair of pseudo-similar points
The results in this section provide further insight into the structure of connected ordered sets with a minmax pair of
pseudo-similar points. Regarding the relationship of the results in this paper to their graph-theoretical counterparts in [1],
Proposition 4.6 shows that these sets are a genuinely order-theoretical phenomenon. Indeed, Proposition 4.6 shows that if
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(l, h) is a minmax pair of pseudo-similar points in P , then l and h are similar in the comparability graph of P . Moreover, all
but Proposition 4.6 are also lemmas for the reconstruction of the non-extremal card-neighborhood deck in [6], which is a
step towards reconstructing the maximal and minimal decks, a long standing open problem in order reconstruction.
We first show that if P is a connected ordered set with a minmax pair (l, h) of pseudo-similar points, then l and h are
unique, and hence identifiable. In particular it is not possible to construct a connected ordered set that is not a chain and all
maximal or minimal elements are part of a minmax pair of pseudo-similar points.
Theorem 4.1. Let P be a finite connected ordered set and let (l, h) and (l′, h′) be minmax pairs of pseudo-similar points in P.
Then (l, h) = (l′, h′).
Proof. The proof is an induction on the size of the ordered set P . The assertion is trivial for chains, so the induction step can
focus on connected ordered sets P with a minmax pair of pseudo-similar points so that P is not a chain.
For the induction step, assume that the conclusion holds for all connected ordered sets with fewer elements than P that
have a minmax pair of pseudo-similar points. Let P be connected with twominmax pairs (l, h) and (l′, h′) of pseudo-similar
points. By Theorem 3.4 with P1 = P2 = P , (l1, h1) = (l, h) and (l2, h2) = (l′, h′) there is an isomorphism Ψ : P → P such
that Ψ (l) = l′ and Ψ (h) = h′. This means that P \ {l} (and hence P \ {h}) is isomorphic to Ψ [P \ {l}] = P \ {Ψ (l)} = P \ {l′}
and so (l′, h) also is a minmax pair of pseudo-similar points.
Let Φ : Kl → Kh and Φ ′ : Kl′ → Kh be isomorphisms as guaranteed by Proposition 3.2. Now by Proposition 3.2
(l,Φ−1(h)) is a minmax pair of pseudo-similar points in Kl and (l′, (Φ ′)−1(h)) is a minmax pair of pseudo-similar points
in Kl′ . Moreover, both Kl and Kl′ are the largest components of P \ {h}, because both must contain isomorphic copies of the
components R1, . . . , Rr and an additional point (l or l′, respectively). Thus Kl = Kl′ , and by induction hypothesis we must
have that (l,Φ−1(h)) = (l′, (Φ ′)−1(h)). This implies that l = l′ and similarly we prove h = h′. 
Lemma 4.2. Let P be a finite connected ordered set with a minmax pair (l, h) of pseudo-similar points. Then no two components
of P \ {l} are of the same size.
Proof. The proof is an induction on the size of P . The assertion is trivial for chains, so the induction step can focus on
connected ordered sets P with a minmax pair of pseudo-similar points so that P is not a chain.
For the induction step let P be a connected ordered set with a minmax pair (l, h) of pseudo-similar points so that P is not
a chain. Let Kh and L1, L2, . . . , Lr be the components of P \ {l}. Because (Φ(l), h) is a pair of pseudo-similar points in Kh and
because (after possibly renaming components) the sets R1 = Φ−1(L1), R2 = Φ−1(L2), . . . , Rr = Φ−1(Lr) are components
of Kh \ {h}, we have by induction hypothesis that no two of the Li are of the same size. Finally, |Kh| ≥ |Ri ∪ {h}| > |Li| for all
i, so no two components of P \ {l} are of the same size. 
Recall that an ordered set P is called rigid iff the only automorphism of P is the identity.
Theorem 4.3. Let P be a finite connected ordered set with a minmax pair (l, h) of pseudo-similar points. Then P and all
components of P \ {l} are rigid.
Proof. The proof is an induction on the size of P . The assertion is trivial for chains, so the induction step can focus on
connected ordered sets P with a minmax pair of pseudo-similar points so that P is not a chain.
For the induction step let P be a connected ordered set with a minmax pair (l, h) of pseudo-similar points so that P is not
a chain. To prove that all components of P \ {l} are rigid, first note that (Φ(l), h) is a minmax pair of pseudo-similar points
in Kh and that Kh has fewer elements than P . Hence Kh is rigid by induction hypothesis. Similarly, all Li are rigid by induction
hypothesis, because they are components of Kl \ {l}, Kl has a minmax pair (l,Φ−1(h)) of pseudo-similar points and Kl has
fewer elements than P .
To prove that P is rigid let g : P → P be an arbitrary automorphism. Then (g(l), g(h)) is a minmax pair of pseudo-similar
points in P and by Theorem 4.1 we must have that g(l) = l. But this means that g maps P \ {l} to itself. We have shown that
all components of P \ {l} are rigid and by Lemma 4.2 no two are of the same size. This implies that g maps all components
of P \ {l} to themselves and it is the identity on each component. We conclude g = idP , which finishes the proof. 
To learn more about the deck of connected ordered sets with a minmax pair of pseudo-similar points, we first focus on
order-autonomous subsets.
Lemma 4.4. Let P be a finite connected ordered set with a minmax pair (l, h) of pseudo-similar points. Then all the order-
autonomous proper subsets of P are chains. Moreover, if P is not a chain, then {l} and {h} are maximal order-autonomous proper
subsets of P.
Proof. The proof is an induction on the size of P . By Proposition 3.2, Kl and Kh admit aminmax pair of pseudo-similar points.
By induction hypothesis, their order-autonomous subsets are chains.
Consider an order-autonomous proper subset A of P . As P is connected, we have l 6∈ A or h 6∈ A. Without loss of generality,
assume that l 6∈ A. Clearly, A is an order-autonomous subset of P \ {l}. It follows from Proposition 3.2 that Kh and L1, . . . , Lr
are the components of P \ {l}. Recall that if A intersects at least two components of P \ {l}, then A is an union of components
of P \ {l}. If Kh ∩ A = ∅, then A ⊆ L1 ∪ · · · ∪ Lr ⊂ Kl and A is a chain by induction hypothesis. So assume that Kh ∩ A 6= ∅. If
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Kh \ A 6= ∅, then A ⊂ Kh and A is a chain by induction hypothesis. Lastly, assume that Kh ⊆ A. There is I ⊆ {1, . . . , r} such
that A = Kh ∪⋃i∈I Li, where I may be empty. By Proposition 3.2, if C = ∅, then l < h. If C 6= ∅, then there is x ∈ C1 such that
l < x. In both cases, l < a for every a ∈ A. Since l ‖ R and R ⊆ Kh ⊆ A, we have R = ∅ and hence L = ∅ by Proposition 3.2.
Consequently, l is the smallest element of P . As P \ {l} and P \ {h} are isomorphic and as h is a maximal element of P , P is a
chain. In particular A is a chain.
Finally, assume that there exists a nontrivial order-autonomous subset A of P such that h ∈ A. We have to prove that P is
a chain. As P is connected, l 6∈ A. Let a ∈ A \ {h}. By what precedes, A is a chain. By considering the identity on P \ A and the
unique isomorphism from the chain A \ {a} onto the chain A \ {h}, we obtain that P \ {a} and P \ {h} are isomorphic. Thus
P \ {l} and P \ {a} are isomorphic. Moreover, as h ∈ A and as P is connected, a is not a minimal element of P . Furthermore,
since A is a chain whose largest element is h, a is not a maximal element of P . It follows from Theorem 2.4 that there is a
nontrivial order-autonomous subset A′ of P such that a, l ∈ A′. Since a ∈ A ∩ A′, A ∪ A′ is an order-autonomous subset of P .
As l, h ∈ A∪ A′ and as P is connected, A∪ A′ = P . By the foregoing, A′ is a chain as well. It follows that P is a chain. Similarly,
unless P is a chain, {l} is the only order-autonomous proper subset of P which contains l. 
Theorem 4.5 extends Theorem 4.1 by showing that no non-extremal cards are isomorphic to P \ {l} and P \ {h}.
Theorem 4.5. Let P be a finite connected ordered set with a minmax pair (l, h) of pseudo-similar points so that P is not a chain.
Then there is no a ∈ P \ {l, h} such that P \ {a} is isomorphic to P \ {l}.
Proof. Consider x ∈ P such that P \{x} is isomorphic to P \{l}. For a contradiction, suppose that x is not an extremal element
of P . By Theorem 2.4, there would exist a nontrivial order-autonomous subset of P which contains l, which contradicts
Lemma 4.4. Therefore x is an extremal element of P and x ∈ {l, h} by Theorem 4.1. 
We conclude by proving that connected ordered sets with a minmax pair of pseudo-similar points are self-dual. Recall
that a dual automorphism D : P → P is a bijective function so that x ≤ y iff D(x) ≥ D(y).
Proposition 4.6. Let P be a finite connected ordered set with a minmax pair (l, h) of pseudo-similar points. Then P has a unique
dual automorphism D. In particular, D interchanges l and h.
Proof. The construction is recursive. The assertion is trivial for chains, so we can focus on connected ordered sets P with a
minmax pair of pseudo-similar points so that P is not a chain. Let P be a connected ordered set with a minmax pair (l, h) of
pseudo-similar points so that P is not a chain and assume that the assertion holds for all such sets with fewer elements than
P .
LetΦ : P \{h} → P \{l} be an isomorphism and letDl : Kl → Kl andDh : Kh → Kh be dual automorphisms. By hypothesis,
part 4 of Proposition 3.2, and Theorem 4.1we haveDl(l) = Φ−1(h),Dl(Φ−1(h)) = l,Dh(h) = Φ(l), andDh(Φ(l)) = h. Define
D(p) :=
{
Dh ◦ Φ(p); for p ∈ Kl,
Dl ◦ Φ−1(p); for p ∈ Kh.
We must first show that D is well defined. To do this let Cp be a component of C = Kl ∩ Kh ⊆ Kl \ {l} of size sp. Then sp
(by Lemma 4.2) is unique among the sizes of components of Kl \ {l}. Hence Φ[Cp] is the unique component of Kh \ {Φ(l)}
of size sp and Dh ◦ Φ[Cp] is the unique component of Kh \ {h} of size sp. Because no two components of Kl \ {l} and no two
components of Kh \ {h} have the same size, and because Cp is a component of both sets, Dh ◦ Φ maps Cp to itself. Similarly
we show that Dl ◦Φ−1 maps Cp to itself. Therefore Dl ◦Φ−1 ◦Dh ◦Φ maps all components of C to themselves, which means
it maps C to itself and hence its restriction to C is an automorphism of C . All components of C are components of Kh \ {h},
so they are rigid by Theorem 4.3. Because no two components of C are of the same size, C is rigid and therefore we must
have Dl ◦ Φ−1|C ◦ Dh ◦ Φ|C = idC . Hence Dl ◦ Φ−1|C = (Dh ◦ Φ|C )−1. Now because C is rigid and Dh ◦ Φ|C ◦ Dh ◦ Φ|C is an
automorphism, Dh ◦ Φ|C is its own inverse. Hence Dl ◦ Φ−1|C = Dh ◦ Φ|C . This shows that D is well defined.
The image of l is D(l) = Dh(Φ(l)) = h and similarly D(h) = Dl(Φ−1(h)) = l. To show that D is injective, note that Dh ◦Φ
maps the components of Kl \{l} to the components of Kh \{h} in dually isomorphic fashion. Because all components of Kl \{l}
(and all components of Kh \ {h}) have distinct sizes, D maps C to itself, and each Li to Ri. A similar argument shows that D
maps each Ri to Li. Because D is injective on each of these sets, D is injective overall and because P is finite, D is surjective.
To show that D is order-reversing, let x be related to y. There is nothing to prove if both x and y are in Kl or Kh. Now if
x ∈ Kl and y ∈ Kh, then x ∈ C ∪ {l} and y ∈ C ∪ {h}, which means that either both are in Kl or Kh or {x, y} = {l, h}. In either
case, D reverses the order of x and y. The proof that D−1 reverses order is similar.
The above shows that D is a dual automorphism of P that interchanges l and h. Because P is rigid, D is the only dual
automorphism of P . 
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