In this paper, for a point set X in a simple polygon P, we present an algorithm to compute a Hamiltonian cycle which avoids the boundary of P and accesses all points of X. Computing a Hamiltonian cycle of given points in a simple polygon is a novel transformation of the general Hamiltonian problems and the problem of finding simple paths on given obstacles in a simple polygon. In our solution, we first construct the geodesic convex hull G of X inside P, and then find simple paths turn only at the points of X for two adjacent vertices in X along the boundary of G which are invisible to each other. After an original Hamiltonian cycle is found, we insert the remaining points to it. Finally, we present an O((n 2 +m)nlogm) time algorithm (n is the number of points in X and m is the number of P's vertices) to report a Hamiltonian cycle if it exists or report that no such cycle exists.
INTRODUCTION Background
Computing a Hamiltonian cycle of given points in a simple polygon is an open problem posed by Cheng Q. et al., as a transformation of finding simple paths among obstacles in a simple polygon [1] . The problem can be described as follows: Suppose that there is a set X of n given points in a simple polygon P in the plane, the objective is to construct a Hamiltonian cycle H X (without self-intersections) which accesses all points in X and avoids the boundary of P, so that each edge of H X does not intersect with the boundary of P (except for the vertices of P). If such H X exists, output it, otherwise report that no such cycle exists. When P is convex, H X certainly exists and can simply be found in O(nlogn) time by using the method provided in [1] .
Over the past two hundred years, many researchers have studied the related problems of Hamiltonian cycle or path. Although the original Hamiltonian path problem is proven to be an NPC problem [2] , the time complexity of finding Hamiltonian cycles can be reduced to polynomial time under certain conditions, such as finding Hamiltonian cycles in distance-hereditary graphs [3] , or in co-comparability graphs [4] , or in semi-complete multipartite digraphs [5] , and so on.
For finding Hamiltonian cycles in general graphs, Rubin first presented a multi-path method which is an exhaustive search method [6] . Then, William Kocay introduced an algorithm that overlays additional pruning capabilities into the search [7] . Andrew Chalaturnyk presented a fast algorithm [8] in 2008. In 2012, Blazewicz J. and Kasprzak M. used matching Graphs to simplify Hamiltonian cycle problems [9] .
In our work, the objective is actually finding a Hamiltonian cycle without self-intersections in part of a complete graph limited in a given polygon region. We use a method which consists of two parts: the first part is constructing the geodesic convex hull of the given points and finding the simple paths between a pair of adjacent invisible points, which can obtain an initial Hamiltonian cycle; the second part is inserting the remaining points to the initial Hamiltonian cycle.
For computing the geodesic convex hull, G. Toussaint first proposed an O(k) time algorithm for computing the geodesic convex hull inside a simple polygon (k is the total number of vertices of the given polygon region and the given points) [10] , and this method was improved by Wiederhold P. and Reyes H. in [11] .
For computing the simple paths, Tan X. and Jiang B. present an O((n 2 + m)logm) time algorithm for computing simple paths on given points in a polygonal region or reporting no such path exists(n is the number of given points and m is the number of vertices of the given polygonal region) [12] .
Our Work
We show in the following sections that if P is a simple polygon and X is the given point set in P, the problem of computing a Hamiltonian cycle of X in P can be solved in O((n 2 +m)nlogm) time (n is the number of points in X and m is the number of P's vertices). We then present a universal algorithm to compute a Hamiltonian cycle of X in P or report that no such cycle exists to solve the open problem posed in [1] .
The novelty of our algorithm is its simplicity: instead of considering the relationship between edges and points in a planar graph, our algorithm uses only the known algorithms for computing simple paths and the geodesic convex hull, as well as simple methods for inserting remaining points to the initial Hamiltonian cycle. Besides, our solution sheds more light on the problem of developing a polynomial-time solution to the open problem of computing the simple Hamiltonian path from a start point to an end point which avoids the boundary of the region and accesses all given points [12] .
PRELIMINARIES AND NOTATION
Let P denote the input simple polygon with m vertices, and X denote the given point set with n points in P, X={ x 1 , x 2 , …, x n }. Our objective is to find a Hamiltonian cycle denoted by H X (without self-intersections) which accesses all the points in X and turn only at the points of X, and does not intersect with the boundary of P (except for the vertices of P), as in Figure 1 . In the following sections, without loss of generality, we assume that P is a concave polygon, otherwise H X can be found in O(nlogn) time [1] . Let G denote the geodesic convex hull of X inside P which is obtained by allocating a tight thread around X but within P (the vertices of P can be included on the boundary of G), H G denote its boundary, X G denote the points in X accessed by H G . A path is simple if it is non-self-intersecting. Two points s, t in P are said to be visible to each other if the line segment connecting them (denoted byst ) is entirely contained in P, otherwise they are said to be invisible.
For s, t in P which are invisible to each other, if there exists a polygonal simple path p between s and t which turns only at the points in X and avoids going across the boundary of P, then we call p a (s, X, t)-path.
In our approach, H 0 is defined as an initial Hamiltonian cycle without self-intersections which accesses only some of the points in X. H 0 is obtained by finding simple paths between an adjacent pair of invisible points in X along H G . The points in X outside H 0 are denoted by X 1 .
CONSTRUCTION OF H X

Construction of H 0
We first construct the geodesic convex hull G of X inside P with Algorithm of Determining the Relative Convex Hull for Simple Polygons in the Plane given in [11] which can be done in O(m+n) time, e.g. the geodesic convex hull G of the given points in Figure 2 is denoted by black solid segments inside P, where X G ={x 1 , x 2 , …, x 12 }. Then, with an arbitrary pair of points {x j , x k } in X which are adjacent in the clockwise(or counterclockwise) order on H G and are invisible to each other, H G can be divided into two paths in a same direction, one is from x j to x k , the other one is from x k to x j . For convenience, we denote the point sequences respectively accessed by them in the clockwise order as s jk and s kj . For instance, for {x 5 
We use the method given in [12] to find two simple paths between x j and x k on X. The first one denoted by p 1 has to contain all points in s kj by the same order; the second one denoted by p 2 has to make no intersection with p 1 . H 0 is obtained by a combination of p 1 and p 2 . For instance, H 0 of the given points in Figure 2 is shown in Figure 3 ,
If H 0 does not exist, then report that H X does not exist, an example is given below (See in Figure 4 ). (1), it means that no simple path inside G (on the point set X-X G ) is between a pair of invisible points (denoted by x j , x k ) in the clockwise order on H G , so we cannot find a H X on which x j and x k can be connected in the clockwise order without self-intersection because if x j and x k are connected by some points (e.g. x i ) in X G on H X , then the sub-path between x j and x k must intersects with the sub-path between x i 's adjacent two points on H 0 ; for (2), it is clear that we cannot find a H X without self-intersection. Therefore Lemma 1 is proven. In fact, the existence of H 0 is also the sufficient condition of the existence of H X , this point will be described in detail in the following sections.
Lemma 2. It takes up to O((n
+ m)nlogm) time to compute H 0 or report that H X does not exist.
Proof. Since p 1 has to contain all points in s kj by the same order, and there are at most n points in s kj , so we can find p 1 in O((n 2 + m)nlogm) time or report that it does not exist by using the method given in [12] . Also, since p 2 has to make no intersection with p 1 , so we can find p 2 in O((n 2 + m)nlogm) time or report that it does not exists by using the method given in [12] . H 0 is obtained by a combination of p 1 and p 2 , therefore we can get H 0 or report that H 0 does not exist in O((n 2 + m)nlogm) time. According to Lemma 1, we can report that H X does not exist in O((n 2 + m)nlogm) time. Therefore Lemma 2 is proven.
Handling the Points in X 1
After H 0 is obtained, we handle the points in X 1 , which are excluded from the internal area surrounded by H 0 due to the simple paths between pairs of adjacent invisible points on H G . We insert these outside points into the corresponding simple paths with the Graham Scanning Algorithm [13] so that we can obtain a Hamiltonian cycle that each of the given points is either on it or inside the area surrounded by it. The specific strategy is:
For each concave vertex p i on H G between two adjacent points x a , x b which are invisible in the clockwise order on H G , connect p i with the concave vertices on H 0 between x a , x b so that X 1 is divided into subsets limited by the regions surrounded by connecting segments, H 0 and H G . Then, use the points in these subsets to form convex chains but avoid right-turns. Finally replace the corresponding parts on H 0 by these convex chains. For points on same connecting segments, they can be considered as in either region adjacent to the connecting segment, but they should be computed only once.
For instance, for Figure 3 , x 17 should be inserted between x 1 and x 18 ; x 19 and x 21 should be inserted between x 18 and x 12 ; x 25 and x 26 should be inserted between x 5 and x 24 . But when constructing the convex chain, since x 19 , x 21 , x 12 and x 5 , x 26 , x 25 form right turns, thus x 21 and x 25 are removed from the convex chains, and the final result is as in Figure 5 . 
Handling the Internal Points
For the Hamiltonian cycle obtained after the points in X 1 are handled, we first divide its internal region into convex regions based on a convex decomposition method in [14] which costs O(n) time.
For instance, we can divide the internal of the Hamiltonian cycle in Figure 5 into several regions as in Figure 6 . For each convex polygonal region obtained by the convex decomposition, insert its internal points into an arbitrary edge of this region which is also an edge of the Hamiltonian cycle obtained after the points in X 1 are handled. The specific strategy is as follows:
Suppose a point set A is inside the convex region where an edge q p x x is located, the method of inserting the points in A into the Hamiltonian cycle is:
(1) Connect x p with each point in A; (2) Sort the points in A according to the slope of the connecting line segments in (1), for points with the same slope, sort them according to the length of the connected line segments (from short to long), a sequence S can be obtained; (3) Insert x p before the first element in S, x q after the last element in S, a polygonal chain can be obtained by connecting all the points in S by order, and replace Since each obtained polygonal chain has following properties:
(1) It does not intersect with the boundary of its own region except for the endpoints of the replaced boundary segment since all of its points are the internal points of the region except for the endpoints of the replaced boundary segment;
(2) It does not intersect with the connecting segments in other regions or the boundary of other regions since it is inside a fixed region; (3) It is constructed in an order which makes it has no self-intersection on itself. Therefore, using the above method, we can get H X without self-intersections. For instance, we deal with the internal points in Figure 6 , replace [13] , and O(n) time to handle the internal points by using the convex decomposition method proposed in [14] and a method of inserting the remaining points into the path one by one in order. Therefore, the total time complexity of algorithm HCPP is O((n 2 +m)nlogm). Theorem 1 is hold.
CONCLUSIONS
In this paper, we present an algorithm to compute a Hamiltonian cycle of given points in a polygonal region, which takes O((n 2 +m)nlogm) time to compute a Hamiltonian cycle of a point set X in a simple polygon P which avoids the boundary of P and accesses all points of X or report no such cycle exists. Whether a more efficient algorithm can be developed to solve this problem is open.
Our method can be further used to find a polynomial-time solution to the open problem of computing the simple Hamiltonian path from a start point to an end point which avoids the boundary of the region and accesses all given points [1] , we are now working on this direction. 
