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Abstract
We examine the solution of the two-dimensional Cahn-Hilliard-reaction
(CHR) equation in the xy plane as a model of Li+ intercalation into
LiFePO4 material. We validate our numerical solution against the solution
of the depth-averaged equation, which has been used to model intercala-
tion in the limit of highly orthotropic diffusivity and gradient penalty
tensors. We then examine the phase-change behaviour in the full CHR
system as these parameters become more isotropic, and find that as the
Li+ diffusivity is increased in the x direction, phase separation persists
at high currents, even in small crystals with averaged coherency strain
included. The resulting voltage curves decrease monotonically, which has
previously been considered a hallmark of crystals that fill homogeneously.
1 Introduction
In recent years, phase-field models have been used to simulate various properties
of LiFePO4 material [1, 2, 3, 4, 5]. These phase-field models typically result in
the concentration distribution of Li+ being represented by the solution of the
fourth-order Cahn-Hilliard (CH) equation. The CH equation is a thermody-
namically consistent approach to modelling phase-separating materials, where
the phase interface is “diffuse”. This is in contrast to the sharply defined in-
terface assumed in Stefan equation models that have traditionally been used to
represent phase-separation in LiFePO4 [6, 7, 8]. The CH equation is normally
closed with no-flux boundary conditions, however Singh et al. [2] coupled a re-
action condition to the boundary of a crystal, which drives Li+ intercalation
in the material, to arrive at the so called Cahn-Hilliard-reaction (CHR) sys-
tem. Singh et al. [2] then examined the properties of a simplified second-order,
depth-averaged equation derived from the CHR system. In particular, Bai et al.
[4] showed that applying a large fixed current to the depth-averaged equation
results in LiFePO4 material that fills homogeneously, which helps explain the
high-rate behaviour of nanoscale LiFePO4 . Cogswell and Bazant [5] also in-
cluded anisotropic strain to this model system, and found that this further
suppresses phase-separation.
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Up to this point, analysis of the phase-separating behaviour of LiFePO4 under
a fixed current has been performed on the simplified depth-averaged equa-
tion. This equation is derived by assuming Li+ transport in the crystal is one-
dimensional, in the y direction. For small, defect-free nanocrystals, this is likely
to be an excellent approximation. In this work, we examine the behaviour of the
full CHR system under parameter regimes where the depth-averaged equation
is no longer valid. The numerical solution of the fourth-order, nonlinear CHR
system is however, very difficult to compute. Previously, we presented a general
numerical method for solving the CHR system on an unstructured grid [9]. We
use this numerical approach to solve the CHR IBVP, and validate our numeri-
cal solution against the depth-averaged equation by assuming one-dimensional
Li+ transport. We then alter both the gradient penalty and diffusivity tensors
(K˜ and D, respectively).
In a one-dimensional regime, the gradient penalty in the y direction, K˜yy,
is assumed to be large, given that phase-boundaries in the y direction have not
been observed experimentally. We examine the behaviour of the CHR system
as this parameter is decreased. We then modify D, altering the Li+ transport in
the crystal from a one-dimensional process to a two-dimensional process. This
is motivated by recent experimental and theoretical [10, 11] work that shows
Li+ transport in LiFePO4 material that contains antisite defects is at least a two-
dimensional process. Examining the phase-change behaviour at high currents
with two-dimensional Li+ transport reveals complex dynamics that cannot be
captured by a depth-averaged equation.
2 Model Equations
Li1−ξFePO4LiγFePO4
λx
Ion channel
Li+e−
LiγFePO4
y = Fy
z = Fz
x = Fxx = 0
z = 0
y = 0
Li+e−
λx
Figure 1: Schematic of a LiFePO4 crystal undergoing intercalation at a low
current without anisotropic strain. The x, y and z axes correspond to the a, b
and c crystallographic planes.
We begin with a brief overview of the phase-field equations [2, 3, 4] used
to model the intercalation of Li+ into a crystal of LiFePO4 . Fig. 1 shows a
schematic of a single crystal of LiFePO4 of length Fx, Fy and Fz in each of the
spatial dimensions, which has undergone phase-separation. The phase-boundary
in Fig. 1 is aligned parallel to the z axis, which is indicative of phase separation
without the inclusion of anisotropic strain [5]. A region of highly lithiated
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material (Li1−ξFePO4, where ξ  1) is moving throughout the crystal in the
x direction. A “mushy” region of length λx separates the Li1−ξFePO4 phase
from the lowly lithiated phase (LiγFePO4, where γ  1) and it is in this region
where charge is inserted into the crystal according to the reaction,
FePO4 + Li
+ + e−
discharge−−−−−−⇀↽ −
charge
LiFePO4. (1)
We will also refer to λy and λz as the length of the phase-separated region in the
y and z direction, respectively, though Fig. 1 does not show phase-separation in
either of these directions.
At early and late times with a low applied current, the crystal fills homoge-
neously. This process is not shown in Fig. 1 and involves Li+ intercalating into
the empty crystal to form LiγFePO4 before phase-separating. The phase bound-
ary then moves throughout the crystal as shown in Fig. 1, until the entire crystal
is composed of Li1−ξFePO4. Homogeneous filling then continues until the crys-
tal reaches the fully lithiated state LiFePO4 . The dynamics of a phase-field
model capture all of this behaviour without assuming that a phase-boundary
exists (which is unlike a shrinking-core model [6, 8]).
We assume that the crystal shown in Fig. 1 is comprised of an ordered series
of unit lattice cells of volume Vcell (m
3) with Nsv individual Li
+ intercalation
sites per unit cell. We can write the exposed area of a unit cell on the xz plane
at y = Fy as Acell (m
2), with Nss of the Nsv sites in the unit cell directly exposed
to the reaction on the surface. The average area of a single intercalation site can
then be written as As = Acell/Nss (m
2). The constant site density is given by
ρ = Nsv/Vcell (m
−3), and the surface site density by ρs = Nss/Acell (m−2). Each
surface site is associated with an ion channel along which Li+ is transported from
the surface of the crystal to the interior. As shown in Fig. 1 the ion channels
extend in the y direction and are associated with a single reaction site, with
NH = ρAsFy lithium sites in each channel. Over both of the xz facets at y = 0
and y = Fy, we have NAs = 2FxFz/As active surface sites (or twice the number
of ion channels).
The distribution of Li+ in the crystal can be described by the Cahn-Hilliard-
reaction equation and a depth-averaged version of the CHR equation [2, 3, 12, 4].
The following sections briefly describe the CHR and depth-averaged equations,
and comment on the assumptions necessary (as outlined in detail by Burch [13])
to derive the depth-averaged equation.
2.1 Cahn-Hilliard-reaction equation
We adopt the notation of Burch [13] and assume that the free energy in our
system is given by the CH functional [14] G[c(x, t)] (J), where c(x, t) ∈ [0, 1] is
the concentration of Li+ in a LiFePO4 crystal (nondimensionalised by ρ), with
spatial coordinates x (m), through time t (s). For a more detailed derivation of
the following model equations, we refer the reader to the references [13, 14]. On
an ND-dimensioned domain Ω with boundary Γ the free energy in a CH model
can be written as
G(t) ≡ G[c(x, t)] =
∫
Ω
[
ghom(c) +
1
2
(∇c)TK(∇c) + B(nˆ0)
2ρ
(c− cavg)2
]
ρdΩ,
(2)
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where ghom (J) is the free energy per molecule of a homogeneous system at a
uniform concentration and K (J m2) is a gradient penalty tensor, which we have
assumed is symmetric positive definite, orthotropic and constant (where the
diagonal elements of this tensor follow from the width of the phase-boundaries
in each direction). The final term in the free energy functional approximates the
effect of coherency strain in the crystal [15, 16, 5], where B(nˆ0) (Pa) is the elastic
energy in the minimizing direction nˆ0 and cavg is the average concentration of
Li+ over Ω. In Section 4, we examine the phase-separation dynamics in both
the simple strain-free case and with averaged coherency strain included.
We assume ghom obeys a regular solution model [13, 4, 14, 17] and is written
as
ghom(c) = Ωmc(1− c) + 2kBT (c log(c) + (1− c) log(1− c)) , (3)
where kB (J K
−1) is Boltzmann’s constant, T (K) is the temperature and Ωm
(J) is the enthalpy of mixing per site. Writing (1) as
LiFePO4−FePO4 −−⇀↽− Li+ + e−, (4)
the chemical potential of the LHS of (4) is called the diffusional chemical poten-
tial µ (J). This is the potential of Li+ in the lattice, per molecule. Noting (3),
the variational derivative of (2) [18] gives us the diffusional chemical potential,
µ(x, t) = Ωm(1−2c)+2kBT log
(
c
1− c
)
−∇·(K∇c)+B(nˆ0)
ρ
(c−cavg) = kBT log a(x, t),
(5)
where a is the activity of the Li+ in the lattice.
The mass flux j (m−2 s−1) per molecule is proportional to a gradient in
chemical potential, namely
j(x, t) = ρcM∇µ, (6)
where M (m2 J−1 s−1) is a mobility tensor. As mass is conserved in this system,
the Cahn-Hilliard equation is given by
∂c
∂t
+
1
ρ
∇ · j = 0, x ∈ Ω. (7)
The CH equation (7) can also be rewritten directly in terms of the concentration
c(x, t) and using the Einstein relation to write the mobility as M = D/(kBT ),
where D (m2 s−1) is a diffusion tensor, we obtain
∂c
∂t
+∇ ·
(
D
{[
2Ω˜mc− 2
1− c
]
∇c+ c∇[B˜(nˆ0)c−∇ · (K˜∇c)]
})
= 0, (8)
where Ω˜m = Ωm/kBT , K˜ = K/kBT and B˜(nˆ0) = B(nˆ0)/ρkBT . The solution
to (8) is the concentration distribution of Li+ that minimises the free-energy
functional (2) at any time.
The initial concentration of Li+ in a crystal is given by some function f(x),
such that
c(x, 0) = f(x), at t = 0. (9)
The boundary conditions for (8) are [13]
nˆ · (K˜∇c) = 0, on Γ (10)
nˆ · j = ρsR(x, t), on Γ (11)
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where R(x, t) (s−1) is a reaction term that determines the number of molecules
of Li+ which intercalate into the crystal. We note that (10) is known as the
variational boundary condition (VBC) and that ρs in (11) should be dependant
on which facet (11) is applied to (and hence so should As, Nss, etc). We neglect
this dependence however and continue with our definition of ρs as the surface
density of Li+ sites on the xz surface. We discuss this further in Section 2.2.
The current-overpotential form of the Butler-Volmer equation [19] allows us
to define R(x, t) as
R(x, t) =
(
k0aa
0
e
)α (
k0ca
0
)1−α
γA
[
ae(x, t)
a0e
exp
(−αeη(t)
kBT
)
− a(x, t)
a0
exp
(
(1− α)eη(t)
kBT
)]
,
(12)
where ae(x, t) is the activity of the Li
+ in the electrolyte (which we set to 1
[4], therefore assuming that Li+ diffusion in the electrolyte is rapid), a0e and a
0
are the activities of Li+ in the electrolyte and the solid, respectively, at t = 0,
and k0a and k
0
c (s
−1) are the forward and backward rate constants, respectively,
for (4). These rate constants are related to the mean reaction time for a single
reaction step, τ0 (s) [4] via the expression (k
0
a)
α(k0c )
1−α = 1/τ0. We note that
Bai et al. [4] set τ0 = 1. Thus in order to compare our work with the results
of Bai et al. [4], we set (k0a)
α(k0c )
1−α = 1. As such, the timescales shown in
Section 4 should not be taken as representative of discharge times. The activity
coefficient of the activated state is denoted by γA (which Bai et al. [4] take to be
(1− c)−1), α is the symmetry factor for (4) and e (C) is the elementary charge
on a proton.
Given the form of (12), we write the surface overpotential as η(t) = ∆Φc(t)−
Eref (V), where ∆Φc(t) = Φs(t)−Φe(t) (V) is the averaged potential difference
over the entire solid/electrolyte interface of an individual crystal. If we consider
a complete LiFePO4 cell (anode and cathode), rather than the individual crystal
described above, we can write the OCV of a cell, Ecell (V), with respect to
Li+ metal, as
Ecell = ∆Φcath −∆Φa. (13)
Here ∆Φcath and ∆Φa (V) are the potential differences across the cathode and
anode respectively, written with respect to Li+ metal. In this work we are
modelling the discharge of a single crystal, though we still wish to plot the
potential of an individual LiFePO4 crystal on a voltage scale representative of a
LiFePO4 cell. As such, we replace ∆Φcath in (13) with the potential drop across
an individual crystal, ∆Φc (V), to obtain the voltage of our LiFePO4 crystal,
Ec, (V) which we define as
Ec = ∆Φc −∆Φa. (14)
We write the overpotential η with respect to Eref (V), the reference voltage of
our crystal “half-cell” at t = 0, which is given by the Nernst equation, namely
Eref = ∆Φ
0
c =
kBT
e
ln
(
k0c
k0a
)
+
kBT
e
ln
(
a0e
a0
)
. (15)
Given that ∆Φa (and the ratio of our rate constants) is undetermined, we follow
Bai et al. [4] and consider the potential drop across an individual crystal relative
to the open circuit voltage plateau in a LiFePO4 cell, which is 3.42 V versus
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Li+ metal. Previously we set (k0a)
α(k0c )
1−α = 1, but for consistency with the
crystal voltage defined by Bai et al. [4], we must also set k0c = k
0
a = 1 and assume
that the potential drop across the anode is constant and equal to −∆Φa = 3.42
V. With our definition of η we can write (14) as
Ec = η + Eref −∆Φa. (16)
The OCV of our “cell” at t = 0 with no applied current is therefore E0c =
Eref − ∆Φa ≈ 3.477 (given η = 0). Normally, when modelling a complete
LiFePO4 cell, we would determine E
0
c experimentally by measuring the OCV of
a LiFePO4 cell at t = 0, without assuming that the rate constants are equal.
Writing the overpotential and reaction term in this fashion is algebraically
equivalent to the definition used by [4], however given uniform initial conditions
and therefore reference activities, Eref, as given by (15), is a constant. Impor-
tantly, this means that our overpotential η is only a function of time. This
makes coupling crystal-scale models to a (possibly multi-scale) porous electrode
model much simpler. We should note that the definition of the overpotential
given here is very similar to that given in our previous paper [8]. In [8], we
included ∆Φ0a in Eref (making our reference potential the OCV of a complete
LiFePO4 cell at t = 0, where the notation for the reference potential Eref, has
been changed from E0 in [8] to avoid confusion with standard potentials) and
absorbed the rate constants, reference activities and anodic potential difference
at t = 0 into the exchange current density i0, which follows from the treatment
of the Butler-Volmer equation given by Farrell et al. [20].
The total current entering or leaving the crystal, Ic(t) (A) is given by
Ic(t) =
e
As
∫
Γ
R(x, t) dΓ, (17)
where (17) can be used to determine the overpotential η(t) when a fixed current
is applied to the crystal.
Finally, the dimensionless mass fraction (or average concentration, cavg) of
Li+ in the system M(t) is given by
M(t) =
1
Ω
∫
Ω
c(x, t) dΩ. (18)
2.2 Depth-averaged equation
Equation (8) is a stiff, three-dimensional fourth-order PDE whose solution can
be challenging to compute. As such, Singh et al. [2] depth-average (8) and
recover a second-order PDE that represents the concentration distribution in
the xz plane. The assumptions needed to justify this averaging are examined
in detail by Burch [13], and we outline these below.
The depth-averaging procedure considers the fluxes across the boundaries
of rectangular parallelepipeds of width  (using the integral form of (8), similar
to the discretisation of a PDE with the Finite Volume Method) as  → 0. If
we assume one-dimensional transport in the system (motivated by ab initio
calculations that show transport in y is orders of magnitude easier than in x or
z [21, 22, 23]), namely that
Dxx
λ2x

(
ρs
ρFy
)
Ry, and
Dzz
λ2z

(
ρs
ρFy
)
Ry, (19)
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where Ry (s
−1) is a typical reaction rate on the xz plane, then we can set the
fluxes across the boundaries of the parallelepipeds in the xy and yz directions
to be zero. We note however, that setting these fluxes to zero using (19) only
applies for parallelepipeds in the bulk of the crystal. The reaction condition
applied to the boundary of the crystal, (11), is applied across the entire crystal
surface, and regardless of the size of , the fluxes on the surface of the xy and
yz planes will be nonzero. Given the assumption of one-dimensional transport,
Li+ will not diffuse into surrounding parallelepipeds from those exposed to the
surface reaction, but it will still intercalate, especially at early times before a
concentration gradient has had time to establish and affect the reaction rate.
As such, we note that for the CHR system and the depth-averaged equation
to be equivalent, no-flux boundary conditions should be applied to the CHR
equation, on every exposed facet apart from those in the xz plane. This makes
our previous definition of ρs as the surface density on the xz plane clearer, as
for the most part, we don’t actually apply flux conditions to any other surface
in the CHR system, and hence don’t require ρs to be dependent on the surface
orientation.
The other assumption necessary for the depth-averaging procedure is a uni-
form concentration field in y. Thus, we require that
F 2y
Dyy
 ρFy
ρsRy
, and λy  Fy, (20)
or that the diffusion time in y is much smaller than the reaction time on the
xz plane, and that the width of a possible phase boundary in y is much greater
than the facet width in that dimension. Given the assumptions outlined above,
we recover the depth averaged version of (8), namely
∂c(x, z, t)
∂t
=
2ρsR(x, z, t)
ρFy
. (21)
In the absence of anisotropic strain, the concentration variation in z can be
neglected [2, 4], resulting in a one-dimensional depth-averaged equation in x,
namely,
∂c(x, t)
∂t
=
2ρsR(x, t)
ρFy
. (22)
As the reaction boundary condition (11) is used during the averaging process
we are left with a single boundary condition for (22), namely the VBC (10), or
K˜xx
∂c(x, t)
∂x
= 0.
Given the definitions of ρ and ρs, we can then write
∂c(x, t)
∂t
=
2R(x, t)
NH
. (23)
2.3 Nondimensionalisation
In order to compare the solution of the CHR problem to that of the depth-
averaged equation, we choose to simplify the three-dimensional CHR problem
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to two dimensions, and simulate only the xy plane. Previously, analysis of
elastic effects concluded that phase boundaries always align with the yz planes
[24, 25], which suggests a phase-transformation as pictured in Fig. 1. A more
sophisticated analysis by Cogswell and Bazant [5] suggests that phase bound-
aries form in diagonal stripes on the xz plane (the {101} plane), though in
this paper we choose to focus on the simpler case (with isotropic “averaged”
strain, which does not change the orientation of the phase-boundary). As such,
we simplify the problem to two dimensional planar coordinates x = [x˜, y˜] ∈
[0, Fx/Lx]× [0, Fy/Ly] where we have applied the nondimensionalisations
x˜ =
x
Lx
; y˜ =
y
Ly
; t˜ =
t
t0
; η˜ =
ηe
kBT
. (24)
Here Lx and Ly are representative length scales in the x and y direction re-
spectively, and t0 is a representative time scale for the problem. Also, any
dimensionless potentials that follow have been scaled in a similar manner to η˜.
At the cost of notational simplicity, we have specified a different characteris-
tic length scale in both the x and y directions (that isn’t necessarily the facet
lengths Fx and Fy). The orthotropy of the parameters used to generate the
results in Section 4 make this a necessity, and we discuss the values for Lx and
Ly in Section 3. Following Bai et al. [4], we also add a Langevin noise term X
[26] to (8). This noise is sampled from a normal distribution with zero mean of
the form
X ∼ N
0,
√
2kBT
a1−αe aα
γA
 . (25)
Writing Eq. (7) as
∂c
∂t˜
+ ∇˜ · j˜ +X = 0, (26)
where j˜ is the dimensionless mass flux, setting the time scale to be t0 = L
2
y/Dyy
and assuming D is orthotropic, we recover the dimensionless form
∂c
∂t˜
+∇˜·
([
2Ω˜mc− 2
1− c
](
k1
∂c
∂x˜
iˆ + k4
∂c
∂y˜
jˆ
)
+ c
([
k13
∂c
∂x˜
− k2 ∂
3c
∂x˜3
− k3 ∂
3c
∂y˜2x˜
]
iˆ
+
[
k14
∂c
∂y˜
− k5 ∂
3c
∂x˜2y˜
− k6 ∂
3c
∂y˜3
]
jˆ
))
+X = 0. (27)
In order to compare the numerical solution of the two-dimensional CHR
equation to the depth-averaged equation, we apply a no-flux boundary condition
on the y boundaries as discussed in Section 2.2, or,
nˆ ·
(
k7
∂c
∂x˜
iˆ + k8
∂c
∂y˜
jˆ
)
= 0, on Γ, (28)
nˆ · j˜ = nˆ · (k9 iˆ + k10jˆ)R˜, on y˜ = 0, y˜ = Fy/Ly, (29)
nˆ · j˜ = 0, on x˜ = 0, x˜ = Fx/Lx. (30)
We have included a generic normal nˆ in (29) instead of simply using jˆ, as in
Section 4 we briefly investigate the differences between the two-dimensional
CHR IBVP and the depth-averaged equation if (29) is applied to Γ.
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The dimensionless reaction term is given by
R˜ =
(
a0e
)α (
a0
)1−α
γA
[
ae
a0e
exp (−αη˜)− a
a0
exp ((1− α)η˜)
]
. (31)
The dimensionless chemical potential is given by
µ˜ = Ω˜m(1−2c)+2 log
(
c
1− c
)
−
(
k11
∂2c
∂x˜2
+ k12
∂2c
∂y˜2
)
+B˜(nˆ0)(c−cavg) = log a.
(32)
The dimensioned crystal voltage can be written as
Ec =
kBT
e
(
η˜ + ln
(
a0e
a0
))
+ 3.42. (33)
The dimensionless parameters in (27) to (32) are given by
k1 =
DxxL
2
y
DyyL2x
; k2 =
DxxK˜xxL
2
y
DyyL4x
; k3 =
DxxK˜yy
DyyL2x
; k4 = 1; k5 =
K˜xx
L2x
; k6 =
K˜yy
L2y
; k7 =
K˜xx
Lx
;
k8 =
K˜yy
Ly
; k9 =
ρst0
ρLxτ0
; k10 =
ρst0
ρLyτ0
; k11 =
K˜xx
L2x
; k12 =
K˜yy
L2y
; k13 = k1B˜(nˆ0); k14 = k4B˜(nˆ0).
In order to compare the results from the CHR system with those from the
depth-averaged system, we apply the same nondimensionalisation to the total
current entering/leaving a LiFePO4 crystal, Ic(t), as Bai et al. [4] apply to the
depth-averaged system, and hence I˜c is given by
I˜c =
τ0Ic(t)
eNAs
=
τ0
Ast0
(
LyFz I˜ce + LxFz I˜cn
)
, (34)
where I˜ce is the dimensionless current on the x˜ = 0 and x˜ = Fx/Lx boundaries
of the crystal and I˜cn is the dimensionless current on the y˜ = 0 and y˜ = Fy/Ly
boundaries. These are given by
I˜ce =
y˜=Fy/Ly∫
y˜=0
R˜|x˜=Fx/Lx + R˜|x˜=0 dy˜, (35)
and
I˜cn =
x˜=Fx/Lx∫
x˜=0
R˜|y˜=Fy/Ly + R˜|y˜=0 dx˜. (36)
For the depth-averaged equation (23) we nondimensionalise with [4]
τ =
t
NHτ0
; x˜ =
x
Lx
;
where Lx is some representative length scale (which is the same as that used to
nondimensionalise x in the CHR system). This, along with the addition of the
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System Variable Eq. No. ICs & BCs
2D CHR c(x˜, y˜, t˜) (27) (9), (28), (29), (30)
a, η˜, I˜e, I˜n (32), (34), (35), (36) -
1D Depth-Averaged c(x˜, τ) (37) (9), (38)
a, η˜ (39), (40) -
Both X, R˜, Ec (25), (31), (33) -
Table 1: Listing of the model equations and the equations required to solve for
each variable. Please see Table 2 for a listing of the parameters.
noise term defined previously, gives the dimensionless depth-averaged equation
as
∂c
∂τ
= 2R˜+X. (37)
We note that there is a factor of two in (37) when compared to the depth-
averaged equation presented by Bai et al. [4]; this explicitly shows that both
the top and bottom xz facets are included in the reaction, and we therefore
include the factor of two in NAs. This ensures the dimensionless current used to
generate the results in Section 4 remains consistent with that of Bai et al. [4].
The dimensionless form of the VBC (10) is given by
k7
∂c
∂x˜
= 0, on x˜ = 0, x˜ = Fx/Lx (38)
with the dimensionless chemical potential
µ˜ = Ω˜m(1− 2c) + 2 log
(
c
1− c
)
− k11 ∂
2c
∂x˜2
+ B˜(nˆ0)(c− cavg) = log a. (39)
Finally, the dimensionless current entering/leaving the crystal I˜c for the depth-
averaged equation is written as
I˜c =
τ0Ic(t)
eNAs
=
x˜=Fx/Lx∫
x˜=0
R˜ dx˜. (40)
3 Numerics
Table 1 lists the equation systems we solve in this work, along with each of
the auxiliary equations and definitions necessary to close the systems. In terms
of the dimensionless length scales used for both problems, we set the length
scale in the x direction to be the width of the phase-boundary, Lx = λx. For
the y direction in the CHR system, we used the facet length, Ly = Fy, which
makes the time scale, t0, the diffusion time in the y direction. We should
note that using different length scales in each direction is essential to ensure
convergence of the CHR equation. The form of the initial condition (9) used
was f(x) = 0.01. For all comparative simulations shown, given the noise term
outlined in Section 2, we deliberately perturbed the initial condition by 1 ×
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10-6 at x˜ = 6. This perturbation overwhelms the presence of the noise term
(which at early times is of the order 1 × 10-10) and forces the crystals to phase-
separate at x˜ = 6 when the composition enters the spinodal region. This allows
us to directly compare the behaviour of the CHR and depth-averaged models
in the presence of noise. There is no visible difference in solution behaviour of
either the CHR or depth-averaged problems when this perturbation is included
or not. Strictly speaking however, any non-uniform initial condition makes our
formulation of the overpotential and reaction term incorrect. As such, outside
of the comparisons shown in this paper, a uniform initial condition should be
used.
In terms of solving the equation systems listed in Table 1, the two-dimensional,
CHR system is by far the more challenging to solve numerically. We use the
method outlined in Dargaville and Farrell [9] to solve the system. Briefly, the
Finite Volume Method (FVM) is used to discretise the system, with a least-
squares method used to estimate derivatives at quadrature points. Importantly,
this least-squares method includes the VBC, so that we are free to set the
flux-condition (29) as required. This ensures all of the boundary conditions
are satisfied when solving the fourth-order system. The results presented were
computed in C++, with the least-squares systems solved using routines from
the LAPACK library provided in the Intel MKL (in contrast to using the SPQR
package as in Dargaville and Farrell [9]). Time stepping was provided by the
IDA module from Sundials [27]. The orthotropy of the parameters used to gen-
erate Fig. 2b allowed us to use a (linear) mesh with 80× 25 nodes, in the x and
y directions, respectively.
In Dargaville and Farrell [9] the reaction term in the boundary condition (29)
was defined generically in terms of exterior chemical potential. In this work, we
consider the galvanostatic discharge of a LiFePO4 crystal, which requires us to
set a fixed value for Ic(t) (in (17)), which corresponds to setting a fixed I˜c in
(34). We then solve the integral equation (34) (using a discrete form via the
application of the trapezoid rule) for the overpotential η˜. This increases the
bandwidth of the Jacobian considerably, making the use of a banded Newton
solver computationally unfeasible. As such, in this work we used a Jacobian-
Free Newton-Krylov (JFNK) method [28] to solve the nonlinear system. The
IDA module provides a JFNK solver with several different Krylov methods for
solving the linear system, and we used GMRES with the built-in block-banded
preconditioner. For regions away from the boundaries of the domain, we also
used difference approximations to calculate the function value and gradients at
finite volume faces. This leaves the least-squares method to evaluate information
at any face that includes BC information. The use of difference approximations
and a JFNK solver in this fashion resulted in a considerable decrease in run time
when compared with Dargaville and Farrell [9]; the solution to the low current
case (I˜c = 0.01) shown in Fig. 2b took around 5 minutes to compute, with the
higher current cases only taking several seconds.
The one-dimensional depth-averaged equation is simpler to solve than the
two-dimensional CHR equation, though there are still several points worth dis-
cussing. Firstly, we used the Finite Difference method to discretise (37) with
100 node points in the x direction. The integral equation (40) was discretised
with the trapezoid rule (as with the two-dimensional CHR equation), and the
resulting system was advanced in time with IDA. Given the small size of the
discretised system, a dense Newton solver was used to solve the nonlinear sys-
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tem. The run time for the one-dimensional depth-averaged equation was several
seconds.
Equation (37) does not look like a traditional second-order PDE, however
R˜ is dependent on the second derivative of c through (39). As such, it can be
difficult to include the VBC in the discretised system. We evaluated the second
derivative at node points on the boundary with our least-squares method, which
includes the VBC. These values are then used to construct the reaction term at
the boundary node points. This is identical to the approach we used to calculate
the reaction term for the two-dimensional problem above, and in [9].
4 Results
Parameter Equation Value Units Reference
Acell - 4.9 × 10-19 m2 [13, 29]
As Acell/Nss 2.45 × 10-19 m2 -
ae - 1 - -
B(nˆ0) - 1.9 × 108 Pa [5]
Dxx - 1.6 × 10-21 m2 s−1 -
Dyy - 1.6 × 10-13 m2 s−1 [11]
e - 1.602176 × 10-19 C [30]
Eref (15) 3.4767795 V -
f(x, t) (9) 0.01 - -
Fx, Fy, Fz - 100 × 10-9 m -
K˜xx λ
2
x 2.5 × 10-17 m2 [4]
K˜yy λ
2
y 7.5 × 10-15 m2 -
kB - 1.3806 × 10-23 J K−1 [30]
Lx λx 5 × 10-9 m -
Ly Fy 100 × 10-9 m -
NAs 2FxFz/As 81632.65 - -
NH ρAsFy 337.93 - -
Nss - 2 - [13, 29]
Nsv - 4 - [13, 29]
T - 298.15 K [8]
t0 L
2
y/Dyy 0.0625 s -
Vcell - 2.90 × 10-28 m3 [13, 29]
α - 0.5 - [8]
γA (1− c)−1 - - [4]
λx - 5 × 10-9 m [4]
λy
√
300λ2x 8.66 × 10-8 m -
ρ Nsv/Vcell 1.3793 × 1028 m−3 [13]
ρs Nss/Acell 4.0816 × 1018 m−2 [13]
τ0 - 1 s -
Ω˜m - 7.1227 J [4]
Table 2: Parameter values used in the model
For all the results in the following section, unless otherwise stated, the pa-
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(a) Depth-averaged concentration
through time with I˜c = 0.01.
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(b) Potential from depth-averaged
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CHR problem (solid lines) for different
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(c) Depth-averaged concentration
through time with I˜c = 2.
t (s): + 10.01, × 28.6, 2 52.73, # 70.3,3 81.32.
Figure 2: Comparisons between the depth-averaged and two-dimensional CHR
equations without strain, given highly anistropic D and K˜. Selected concentra-
tion profiles (a) and (c) are shown for the depth-averaged equation, the equiv-
alent plots for the full CHR system are shown in Fig. 3 and 4, respectively.
rameter values used for the simulations are shown in Table 2.
4.1 Comparing depth-averaged and two-dimensional CHR
solutions
We begin by attempting to match the results from the two-dimensional CHR
system with the depth-averaged results of Bai et al. [4] using the in order to
confirm that our two-dimensional numerical solution is consistent with the pre-
viously reported depth-averaged results in the literature. It is a necessary con-
dition on the two-dimensional CHR model that it reproduces one-dimensional
depth-averaged results in the appropriate parameter limits. We use an experi-
mentally measured value for the diffusivity in the y direction, Dyy = 1.6×10-13
m2 s−1 [11] and, based on ab initio calculations of diffusivities and energy bar-
riers that suggest Li+ transport in the x direction is unlikely [21, 22, 23], we
set the diffusivity in the x direction to be 8 orders of magnitude smaller, or
Dxx = 1.6× 10-21 m2 s−1. For both the depth-averaged and CHR systems, we
set the length of the phase boundary in the x direction to be λx = 5 nm (and
hence K˜xx = 25 nm
2) [4, 31], and for the CHR system, we set the phase bound-
ary length in the y direction to be much larger than that in the x direction,
namely K˜yy = 300K˜xx, or λy ≈ 86 nm.
Fig. 2 shows the results from comparing the depth-averaged equation with
the two-dimensional CHR equation, without strain and given the parameters
outlined above. Fig. 2b in particular shows a plot of the potential against the
mass fraction of Li+ through time. We can see that the solution to the CHR
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equation matches the depth-averaged results very well across the range of non-
dimensional currents. The large drop in potential at a mass fraction of 0.2
with I˜c = 0.01 is due to the formation of a separate phase in the crystal. The
small humps at a mass fraction of approximately 0.55 and 0.95 are caused by
the release of interfacial energy when the phase-boundaries reach the edges of
the domain. At higher currents, the crystals that do not phase-separate, and
from I˜c ∼ 2, the potentials decrease monotonically. Fig. 2b essentially replicates
Figure 4a from Bai et al. [4], with the small hump that occurs at a total mass
fraction of approximately 0.55 in Fig. 2b at a different position compared with
Bai et al. [4] because of our initial condition (as outlined in Section 3). Figures
2a and 2c show the concentration profiles from the depth-averaged solution with
I˜c = 0.01 and I˜c = 2 respectively, again replicating Figures 4b and d from Bai
et al. [4]. The lower current case (Fig. 2a) shows that phase-separation has
occurred in the crystal, whereas the higher current case (Fig. 2c) shows that
phase-separation is completely suppressed.
The equivalent concentration profiles for the two-dimensional CHR system
are shown in Figures 3 and 4. We can see that the behaviour of the two-
dimensional solutions is identical to that produced by the depth-averaged equa-
tions (which is implied by Fig. 2b, as the concentration profiles in the crystal
strongly affect the overpotential). In the low current case shown in Fig. 3,
we see no concentration gradients in the y direction, essentially mimicking the
one-dimensional transport shown in Fig. 2a. Similarly, Fig. 4 shows that phase-
separation is suppressed in the high current case, with no concentration gradi-
ents evident in either the x or y directions. These results provide confidence
our numerical solution of the two-dimensional CHR system as well as provide
guidance on the magnitude of the components of D and K˜ needed to satisfy
the assumption of one-dimensional transport (and hence the use of the depth-
averaged equation). We should note that the potentials for the CHR and depth-
averaged systems with coherency strain also matched well (replicating Figure
5c from Cogswell and Bazant [5]), and as such are not shown here.
As mentioned in Section 2.2, the depth-averaging process enforces a no-flux
boundary condition along all of the crystal facets, except those in the xz plane.
As such, we impose a no flux condition on the y faces at x = 0 and x = Fx when
solving the two-dimensional CHR system in order to compare the solution with
the depth-averaged equation. Fig. 5 shows the results from imposing the original
flux boundary condition on all boundaries in the two-dimensional CHR system,
with I˜c = 0.01. In doing this we did not modify the value of ρs for the different
site density on the yz face; indeed there is a question of whether lithium even
intercalates on this surface. We see that the only difference between Figures
3 and 5 is that, initially, the phase-separation occurs at the boundaries of the
domain. Qualitatively, this is very similar to the results shown by Bai et al. [4],
where they note that [32] suggests that the lithiated phase perfectly wets the
inactive facets. Bai et al. [4] subsequently apply wetting boundary conditions
[33] on the depth-averaged equation which allows heterogeneous nucleation at
x = 0 and x = Fx. In the two-dimensional simulations, some Li
+ ions intercalate
into the crystal via the boundaries at x = 0 and x = Fx. Given the small Dxx
value, these ions are not significantly transported in the x direction, however
their inclusion at the x = 0 and x = Fx faces is enough to overwhelm the noise
term X in (27) and cause phase-separation to always be initiated adjacent to
these faces. Furthermore, given the orthotropy in the D and K˜ values listed in
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Table 2 we observe similar trends at low and high currents for the case where
(29) is applied to all boundaries of the domain compared to Figs. 3 and 4 where
(29) is applied to the boundaries at y = 0 and y = Fy, namely, that high current
suppresses phase separation.
Now that we have established the parameter values necessary to satisfy
the assumptions given by (19) and (20) we turn our attention to investigat-
ing parameter regimes that cannot be simulated by the depth-averaged equa-
tion. In the simulations that follow we adopt more isotropic parameters and
these affect the phase-separation behaviour in both the x and y directions.
Given this, and the fact that the aforementioned perturbation of the initial
Li+ concentration profile was only implemented to allow the direct comparisons
in Fig. 2b, we remove this perturbation and begin our simulations with a uniform
Li+ concentration profile.
4.2 Investigating values for K˜yy
When a component of the gradient penalty tensor K˜ is large, this reflects a
physical condition in which concentration gradients in the respective direction
cause an increase in the free energy of the system. Such gradients are con-
sequently penalised in the minimisation of the free energy that occurs in the
models introduced in Section 2. The value of the diagonal elements of K˜ can be
inferred from the experimentally observed length of the phase-boundary in each
direction. The lack of evidence of a phase-boundary forming in the y direction
leads to the assumption that λy and hence K˜yy must be much larger than the
values in any other direction. In the previous section, we set K˜yy to be 300
times greater than K˜xx which gives a phase-boundary length in the y direction
of λy ≈ 86 nm. We note however, that this value does not actually satisfy the
bound given in (20), which requires λy  Fy. Numerically, it is difficult to solve
the two-dimensional CHR system with a value of λy that satisfies (20). This is
unsurprising, as K˜ multiplies the highest-order derivatives in the system, and
these are the derivatives that are estimated numerically with the lowest order
[9]. It is clear from Fig. 2b that in practice, requiring K˜yy  K˜xx is sufficient to
ensure equivalence between the two-dimensional CHR and the depth-averaged
systems.
Given this behaviour, we investigate the dynamics of the CHR system as
K˜yy is decreased. Fig. 6 shows the results from setting K˜yy = 50K˜xx with a
nondimensional current of I˜c = 0.01. We see that at early times (before 4.37 ×
103 s), a phase-boundary forms that has a distinct gradient in the y direction.
As time progresses, the phase-boundary smooths out parallel to the y axis,
before moving throughout the domain in a similar manner to that shown in
Fig. 3. This shows that for low values of K˜yy with small currents, as long as
the phase-boundary forms parallel to the y axis, it tends to remain that way as
the wave propagates.
Higher current cases on the other hand, show complex dynamics that are
qualitatively different to the low current cases, especially when compared with
the results shown in Section 4.1. Fig. 7 shows the results from discharging a
crystal at I˜c = 8, again with K˜yy = 50K˜xx. We can see that at t = 5.60s,
several phase boundaries are beginning to form, however in Fig. 7d, we can see
that the individual peaks in Fig. 7c have formed a single phase-boundary in the
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y direction, parallel to the x axis. This phase-boundary then continues to move
parallel to the x˜ axis until discharge finishes. This is in contrast to the results
shown in Section 4.1, where higher currents suppress phase-separation.
Fig. 8a shows the corresponding potentials from Figs. 6 and 7. We can see
that for I˜c = 0.01, the potential looks much like that in Fig. 2b, as a phase-
boundary still forms parallel to the y axis before propagating. We should note
that the spinodal gap decreases slightly as the current increases, as evidenced
by the mass fraction at which the material phase separates. This corresponds to
the small vertical jump in the potential at a mass fraction of 0.3 with I˜c = 0.25,
compared with the jump at 0.2 for I˜c = 0.01. The point at which the phase-
boundary forms parallel to x instead of y is also visible in Fig. 8a. Around a
nondimensional current of I˜c = 2, we can see that the potential decreases once
the phase-boundary has formed (at a mass fraction of 0.3), instead of increasing
as at lower currents.
Fig. 8b shows the same results as Fig. 8a, but with coherency strain included.
The crystals now fill homogeneously for all currents, except I˜c = 0.01, like
Fig. 2b. As Cogswell and Bazant [5] note, the addition of coherency strain
suppresses phase-separation, and decreases the critical current at which the
material fills homogeneously. We should also note that the phase-boundary
that forms in the low current case, I˜c = 0.01, forms parallel to the y axis. The
concentration profiles given the addition of coherency strain are almost identical
to those shown in Fig. 3 for I˜c = 0.01, and Fig. 4 for higher currents, and as
such are not shown.
From these results it is clear that without coherency strain, the phase-
separation behaviour is sensitive to the choice of K˜yy, especially for higher
currents. We observe that materials for which K˜yy ∼ O(10)K˜xx display a
tendency to phase-separate, forming a phase boundary parallel to the x˜ axis
at high currents. Such behaviour cannot be observed from a one-dimensional
model. However, with the addition of coherency strain, it appears that there is
no qualitative difference in phase-separation with a less orthotropic K. We now
turn to investigating the effect of reducing the orthotropy in D.
4.3 Investigating values for Dxx: two-dimensional trans-
port and defects
In Section 4.1 we used a highly orthotropic D in the two-dimensional CHR
equation in order to match the results from the one-dimensional depth-averaged
equation; the diagonal elements of D differed by 8 orders of magnitude. We
used an experimentally derived value of Dyy and based the value of Dxx on
ab initio calculations [21, 22] that suggest Li+ transport is one-dimensional in
y. A closer examination of diffusion coefficients (and energy barriers) from
the literature is given in Table 3. Collated in Table 3 are values determined
both experimentally and from ab initio methods, though only for analyses that
investigate the individual components of D. We have deliberately excluded any
measurements of “total” (isotropic) diffusion coefficients, such as those obtained
from PITT or GITT measurements.
The ab initio calculations shown in Table 3 [21, 22, 23] calculate energy bar-
riers for Li+ transport. The energy barriers in y are much smaller than those
in any other direction, which again suggests a large degree of anisotropy in D.
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Diffusion coefficients
Ref. Dxx Dyy Dzz Experiment Note
[21] - 10−12 10−50 N Li+ diffusion coefficient in
LiFePO4 . Diffusion in the
{101} direction Dxz ≈ 10−14.
[11] < 10−14 1.6 × 10-13 2.4 × 10-13 Y T ≈ 420 K. Chemical diffusion co-
efficient (Li+ + e−).
[34] 2.5 × 10-13 1 × 10-12 1 × 10-12 Y Fig. 3b at 2.075 103 T−1/K.
Chemical diffusion coefficient.
[35] - 1.3 × 10-11 1 × 10-12 N Li+ diffusion coefficient at T = 700
K.
[35] 4 × 10-11 8.2 × 10-11 6.6 × 10-11 N Li+ diffusion coefficient at T = 600
K with antisite defects.
Energy barriers
{100} {010} {001}
[21] - 0.27 2.5 N {101} barrier given as 1 (eV)
[34] 0.96 0.7 0.75 Y Barriers for chemical diffusion.
Li+ barriers are 0.74, 0.62, 0.62
(eV)
[36] 0.636 0.54 0.669 Y -
[22, 23] - 0.55 2.89 N {101} barrier given as 3.36 (eV)
Table 3: Anisotropic diffusion coefficients (m2 s−1) and energy barriers (eV)
from the literature. The “Experiment” column marks “Y” if the values were
measured experimentally and “N” if ab initio calculations were used.
Table 3 however, shows that the diffusion coefficients and energy barriers in x
and z that have been determined experimentally exhibit far less anisotropy than
those calculated theoretically, often differing by only 1 to 2 orders of magnitude.
A number of authors [11, 37, 10, 38, 39] have suggested this is due to antisite
defects blocking lithium channels, and hence causing the one-dimensional trans-
port of Li+ to become essentially two-dimensional in the yz plane, as Li+ crosses
into neighbouring channels. Malik et al. [10] notes that this crossing process in-
volves a net displacement in {101}, which is the primary mechanism for diffusion
in {100} and {001}. Indeed, the crystals synthesised by Amin et al. [11] and
used to measure Li+ diffusivities were observed to contain around 2.5-3% antisite
defects (specifically Fe2+ on Li+ ).
Table 3 also lists diffusion coefficients calculated with an ab initio method
that include antisite defects [35] and we see that the diffusion process is far more
isotropic, with transport in x still being slower than in y or z, but now only by
a factor of approximately two. Malik et al. [10] also used ab initio calculations
to simulate the diffusion coefficients of Li-vacancies (which can be related to the
Li+ diffusivity) given certain concentrations of antisite defects. The presence of
a small concentration of antisite defects at T = 440 K decreases the diffusivity
in y by around 2 orders of magnitude, while increasing the diffusivity in x and
z by roughly the same amount. The work by Malik et al. [10] also suggests
that Li-vacancy diffusion in z is roughly an order of magnitude smaller than in
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x. Given that we solve the two-dimensional CHR equation in the xy plane, we
cannot examine the effect of increasing transport in z, or the fully anisotropic
{101} direction. However, as a first-attempt at quantifying the effects of what is
possibly a three-dimensional transport regime, we continue to assume that Dzz
remains small and apply our two-dimensional CHR model in which we increase
the transport of Li+ in x by increasing Dxx. For consistency, we set Dxx to
be two orders of magnitude smaller than Dyy, based on the value measured by
[11], which suggests that Li+ transport in the x direction is at least an order of
magnitude smaller than in y.
Table 3 shows that the reported values of D vary between approximately
two to three orders of magnitude. Similar results to those shown below can
be obtained with diffusion coefficients taken from references other than [11],
as given in Table 3. We note however, that if Dyy is modified, given that
we do not have a value of τ0 that reflects the reaction (4) (τ0 is set to unity
for this analysis), we may inadvertently move from a surface-reaction-limited
(SRL) [13] regime (i.e., one that satisfies the first assumption in (20) given that
ρFy/ρsRy ∼ NHτ0), to one that is limited by bulk transport (BTL) in the y
direction. Our own numerical experiments with D values taken from Table 3
(not shown here) indicate that there is a range of (realistic) values τ0 can take
while displaying behaviour qualitatively similar to that shown below.
Fig. 9 shows the potential that results from discharging the two-dimensional
CHR equation given Dxx ∼ O(10−2)Dyy. Fig. 9a shows the results without
coherency strain, and we can see that for an applied current of I˜c = 0.01, the
potential looks like that seen in Fig. 2b, although the potential as the phase-
boundary is propagating is closer to the open circuit plateau of 3.42 V. The
material does phase separate, as evidenced by the increase in potential when
the mass fraction is approximately 0.2. Again, we have not plotted the cor-
responding concentration profile for this case as they are very similar to those
shown in Fig. 3. Although we are approaching diffusivities that allow two-
dimensional transport, phase-boundaries still form parallel to the y axis and
thus the resulting concentration profiles appear to be very similar to those with
one-dimensional transport like Fig. 3.
Similar to the results outlined in Section 4.2, at higher currents the mate-
rial displays qualitatively different behaviour when compared with Fig. 2b. In
particular, as the current is increased, it appears that the material is still phase-
separating, though the increase in potential becomes less visible, especially for
I˜c = 8. Curiously, the potential for I˜c = 8 looks almost indistinguishable from
the sloping potentials shown in Fig. 2b that characterise homogeneous filling at
higher currents. Fig. 10 shows the concentration profiles corresponding to the
I˜c = 8 curve shown in Fig. 9a. W can see that although the I˜c = 8 profile in
Fig. 9a looks like that for a crystal that is filling homogeneously, the material is
still phase-separating. The profiles shown in Fig. 10 would normally imply that
we are in a one-dimensional regime where phase boundaries always form parallel
to the y axis and the Li+ concentration profiles and associated voltage curves
could be modelled using a depth-averaged equation. Remarkably, this is clearly
not the case here, as not only do we not satisfy assumption (19) that facilitates
depth-averaging, we also recall that at high currents the depth-averaged model
suppresses phase change (see Fig. 2).
The reduction in the gap between the open circuit voltage (3.42 V) and the
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potential as the phase-boundary is propagating, shown in Fig. 9a with I˜c = 0.01,
looks very similar to that of a very low current discharge in a one-dimensional
regime. This is evident in Fig. 11b, where the potential for the depth-averaged
equation at the very low current of I˜c = 0.001 is plotted, and we can see that
the potential is close to 3.42 V for most of the discharge. This suggests that
the behaviour in a two-dimensional regime may be like that seen in a one-
dimensional regime with a lower applied current. Given that all of the simu-
lations shown in Fig. 9a phase separate, even with currents as high as I˜c = 8,
this hypothesis would require that currents between 0.01 ≤ I˜c ≤ 8 with two-
dimensional transport be similar to currents between 0.001 ≤ I˜c  0.25 with
one-dimensional transport (i.e., below that required to see homogeneous filling
in a one-dimensional regime).
In addition to showing a very low current discharge (I˜c = 0.001), Fig. 11
also shows the results from solving the depth-averaged with I˜c = 0.0325 and
I˜c = 0.065, where phase-separation still occurs. Burch et al. [3] note that as
the current is increased, the spinodal gap shrinks (also see Bai et al. [4]), until
it disappears completely, which leads to homogeneous filling. We can see this
is the case in Fig. 11b, as the shrinking of the spinodal gap with increasing
current is clearly visible. We recall this is evident from the mass fraction at
which phase-separation occurs. The phase-boundary appears at a mass fraction
of approximately 0.375 with I˜c = 0.0325, whereas with I˜c = 0.065, phase sep-
aration does not occur until a mass fraction of around 0.6. The corresponding
concentration profiles are shown in Figures 11a and 11c, where the shrinking
of the spinodal is clearly visible, as the phase-boundaries only appear at longer
times when an increasing mass of Li+ has intercalated into the crystal.
We see that in the two-dimensional regime shown in Fig. 9a, the spinodal
gap only shrinks slightly with increasing current. At a current of I˜c = 0.01, the
crystal phase separates at a mass fraction of approximately 0.2, whereas at the
very high current of I˜c = 8 phase-separation occurs at a mass fraction of around
0.25. Given that in a one-dimensional regime, the spinodal gap decreases to the
point where phase-separation first occurs at 0.6 with I˜c = 0.0625, and we only
see a small decrease in the spinodal gap with two-dimensional transport for such
a large range of currents, it appears unlikely that the two-dimensional simula-
tions are equivalent to the depth-averaged simulations at lower currents. If the
two regimes were equivalent, the small decrease in the spinodal suggests that
an extremely large current would be required to suppress phase-separation with
two-dimensional transport. We however, could not find a current high enough
to suppress phase-separation in the two-dimensional regime, and unfortunately,
analytic analysis of the spinodal gap with a non-zero current is very difficult,
even for the depth-averaged equation [3]. We also note that for the voltage
curves shown in Fig. 11b, the potentials do not decrease monotonically like
those in Fig. 9a, though both represent solutions that phase-separate. As such,
it appears that for cases without strain, the two-dimensional regime charac-
terised by an isotropic D is fundamentally different to a one-dimensional regime
described by the depth-averaged equation, as might be expected.
Given that two-dimensional transport seems to promote phase-separation
and the addition of coherency strain suppresses phase-separation, including co-
herency strain with the modified value of Dxx may alter the phase-separating
behaviour in a two-dimensional regime. Fig. 9b shows the results from includ-
ing coherency strain with Dxx ∼ O(10−2)Dyy. We can see that apart from the
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upward sloping voltage profile at I˜c = 0.01 which is characteristic of including
coherency strain, the voltage curves at higher currents look almost identical to
those in Fig. 9a. Again, in a one-dimensional regime, the voltage curve with
I˜c = 8 would imply homogeneous filling. Phase-boundaries however, still form
at all of the currents tested in Fig. 9b. An example of this is shown in Fig. 12,
which depicts the concentration profile corresponding to the I˜c = 8 case in
Fig. 9b. Again, phase-separation is clearly visible.
It appears from Fig. 9b that the spinodal gap is decreasing at a higher rate
than that in Fig. 9a, though the small increase in voltage as the phase-boundary
forms with I˜c = 8 is barely visible. This increase in voltage occurs around a
mass fraction of 0.35, and given the results shown in Fig. 11 and the discussion
above, this indicates that at the high current of I˜c = 8, simulations with two-
dimensional transport and coherency strain are still well within the region in
which we see phase-separation occur. Again, we could not find a large enough
current to suppress phase-separation with both two-dimensional transport and
coherency strain. The CHR IBVP, in which Li+ transport is two-dimensional,
even with coherency strain, is therefore not equivalent to the depth-averaged
system discharged at lower currents.
5 Discussion and Conclusions
In this work, we examined the differences in phase-change behaviour between
the full two-dimensional CHR equation and the simplified depth-averaged equa-
tion presented by Bai et al. [4]. For small, defect-free nanoparticles in which
Li+ is transported in a purely one-dimensional fashion along ion channels in the
y direction, the depth-averaged equation is an excellent approximation to the
full CHR system. This is unsurprising given the assumptions required to derive
the depth-averaged equation. Our numerical results revealed that for the two-
dimensional CHR equation to produce solutions that match the depth-averaged,
the diffusion coefficient in y must be approximately 8 orders of magnitude larger
than the diffusion coefficient in x. The gradient penalty in y must also be at
least 300 times bigger than that in x, and no-flux conditions should be ap-
plied on facets of the crystal apart from those in the xz plane. These results
help to quantify the transport parameters required to justify a depth-averaged
approximation to Li+ transport in LiFePO4 .
We then examined the behaviour of the two-dimensional CHR system as the
orthotropy of K˜ and D was reduced. We found that reducing the orthotropy
of the gradient penalty tensor K˜ did not significantly affect the solution at low
currents when compared with the fully orthotropic K˜, but at high currents,
phase-boundaries formed parallel to the x axis when K˜yy was reduced to only
50 times K˜xx. This behaviour was completely suppressed by the addition of
averaged coherency strain, as the crystal began filling homogeneously at high
currents, in a manner similar to that predicted by the depth-averaged equation.
While the appearance of phase-boundaries parallel to the x axis, as opposed to
y, in solutions without coherency strain is interesting, in an experiment where
coherency strain is working to suppress phase-separation, our results show that
it is unlikely that this behaviour could be observed.
More interesting behaviour resulted from decreasing the orthotropy of Li+ diffusivity
in the crystal. Reducing Dxx to be only 2 orders of magnitude smaller than
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Dyy resulted in the formation of phase-boundaries parallel to the y axis even
at very high currents. Of particular interest however, was that the discharge
curves associated with this two-dimensional transport decreased monotonically,
in a manner that is normally characteristic of homogeneous filling. Furthermore,
the addition of averaged coherency strain did not suppress this behaviour, with
distinct phase-separation still visible at high currents. In a practical sense, this
makes determining the nature of phase-separation in LiFePO4 very difficult, as
simply examining the voltage curves of individual LiFePO4 crystal (if possible)
is not enough to determine if a crystal is filling homogeneously.
In recent years it has become clear that the presence of antisite defects in
the crystal can disrupt the strictly one-dimensional transport of Li+ , possibly
decreasing the effective diffusivity in the y direction and forcing a more isotropic
transport regime. We should note that given a fixed probability of defect forma-
tion, a reduction in crystal size will significantly reduce the number of defects
per ion channel, and hence the number of blocked Li+ sites [10]. Defect forma-
tion is a complicated phenomenon, driven by many parameters during material
synthesis. At a crystal size of 100 nm3 (as used in this work), the work of Malik
et al. [10] suggests that the large majority of lithium sites in a channel should
be accessible; Malik et al. [10] for example note that for crystals smaller than
60nm, the presence of defects results in no blocked Li+ sites.
Although Li+ transport in small crystals may be orthotropic given low con-
centrations of antisite defects, we chose to investigate the implications of isotropic
transport in small crystals. This is because homogeneous filling becomes more
favourable as crystal size decreases, given a reduction in the crystal size reduces
the miscibility gap [12]. Small crystals tend to suppress phase-separation, with
high-current discharges and the addition of averaged coherency strain only ex-
acerbating this tendency. Given that we still find phase-separation occurring at
all of the discharge rates tested, this shows that isotropic Li+ transport heavily
encourages phase-separation, even in a parameter regime deliberately designed
to promote homogeneous filling.
With one-dimensional Li+ transport, phase-separation only occurs at very
low discharge rates. Given that crystals fill homogeneously at higher currents, it
seems natural that in a one-dimensional regime, suppression of phase-separation
could be held partially responsible for the observed increase in the high-rate per-
formance of LiFePO4 . Our results however, indicate that when considering a
single discharge cycle, the suppression of phase-separation is in itself not enough
to explain this phenomenon. In a two-dimensional regime, the voltage curves
shown in Fig. 9 are all associated with solutions that phase-separate, and upon
reaching the voltage cutoff of 3.2 V, the crystals are almost completely dis-
charged, like those seen in a one-dimensional regime in Fig. 2b. Given that
crystals that undergo phase separation in a two-dimensional regime perform al-
most identically to crystals that fill homogeneously in a one-dimensional regime,
there appears to be no fundamental disadvantage to phase-separation during a
single discharge.
This of course neglects any consideration of deformation effects that may
occur during phase-separation, which could lead to capacity fade in heavily
cycled material [4]. If significant deformations form during phase-separation,
then the appearance of phase-separation at high currents in the presence of de-
fects, as shown above, could limit the cycling performance of LiFePO4 material.
Decreases in the performance of LiFePO4 material with defects has previously
21
been associated with a decrease in Li+ transport in the y direction, caused by
blocked lithium channels [21, 40, 10]. Our results however, show that defects
fundamentally affect the phase-separating behaviour of LiFePO4 , and this may
also contribute to decreased cycling performance.
The phase-change behaviour of LiFePO4 as modelled by a phase-field model
is very complicated, and is affected by particle size, strain, rate of discharge,
and as this work shows, the dimensionality of Li+ transport in the material.
Two-dimensional Li+ transport produces results that differ significantly from
those produced by one-dimensional Li+ transport. Simply inspecting the con-
centration profiles produced in this work, however, would typically suggest one-
dimensional transport (e.g., Fig. 12 certainly looks one-dimensional). The slop-
ing voltage curves produced by phase-separating materials at high currents are
also unusual, and contradict the common belief that monotonically decreasing
voltages imply homogeneous filling.
Given that we only simulated Li+ concentration in the xy plane and included
an averaged coherency strain, we believe there would be significant merit in ex-
amining the fully anisotropic, three-dimensional transport of Li+ in the material
during discharge, as modelled by the CHR system. This transport should be
governed by an understanding of the anisotropy of diffusion in the presence
of defects, along with the inclusion of fully anisotropic strain (such as that in-
cluded by Cogswell and Bazant [5] in the depth-averaged equation governing the
xz plane) and deformation effects. Our work shows that examining solutions
of the full CHR system can reveal novel phase-change dynamics. In partic-
ular, it appears that LiFePO4 material with antisite defects may behave very
differently at high currents when compared with defect-free material, and this
may help further the theoretical understanding of phase-change behaviour in
modern, high-rate LiFePO4 cathodes.
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Figure 3: CHR IBVP solution computed in two dimensions with I˜c = 0.01 and
without strain.
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Figure 4: CHR IBVP solution computed in two dimensions with I˜c = 2 and
without strain.
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Figure 5: CHR IBVP solution computed in two dimensions with I˜c = 0.01,
without strain and (11) applied to all of the boundaries.
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Figure 6: CHR IBVP solution computed in two dimensions with Kyy = 50Kxx,
I˜c = 0.01 and without strain.
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Figure 7: CHR IBVP solution computed in two dimensions with Kyy = 50Kxx,
I˜c = 8 and without strain.
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Figure 8: Potentials from the two-dimensional CHR system with K˜yy = 50K˜xx.
The small increases/decreases in the potential that are separate from the dis-
tinct jumps when phase-boundaries form (e.g., at a mass fraction of 0.2 to 0.3 in
Fig. 8a), result from phase-boundaries interacting in some other way, e.g., col-
liding with other phase-separated regions or the edges of the domain. Selected
concentration profiles for Fig. 8a are shown in Figures 6 and 7.
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Figure 9: Potentials from the two-dimensional CHR system with Dxx = 1.3 ×
10-15 m2 s−1. The small increases/decreases in the potential that are separate
from the distinct jumps when phase-boundaries form (e.g., at a mass fraction of
0.2 with I˜c = 0.01 in Fig. 9a), result from phase-boundaries interacting in some
other way, e.g., colliding with other phase-separated regions or the edges of the
domain. Selected concentration profiles for Fig. 9a are shown in Fig. 10, those
for Fig. 9b are given in Fig. 12.
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Figure 10: CHR IBVP solution computed in two dimensions with Dxx = 1.3×
10-15, I˜c = 8 and without strain.
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× 103, # 1.56 × 103, 3 2.14 × 10., 7
2.53 × 103.
Figure 11: Potential and concentration profiles from the depth-averaged system
without strain and with I˜c below that necessary to see homogeneous filling
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(a) t=0s.
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(b) t=6.83s
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(c) t=7.04s
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(d) t=10.2s
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(e) t=13.08s
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(f) t=14.19s
Figure 12: CHR IBVP solution computed in two dimensions with Dxx = 1.3×
10-15, I˜c = 8 and with strain included.
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