We describe the feature sets and methodology that produced the winning entry to the ALTA 2012 Shared Task (sentence classification in evidence-based medicine). Our approach is based on a variety of feature sets, drawn from lexical and structural information at the sentence level, as well as sequential information at the abstract level. We introduce feature stacking, a metalearner to combine multiple feature sets, based on an approach similar to the wellknown stacking metalearner. Our system attains a ROC area-under-curve of 0.972 and 0.963 on two subsets of test data.
Introduction
The ALTA Shared Task 2012 1 was a sentencelevel classification problem in the domain of biomedical abstracts. Given a collection of abstracts pre-segmented into discrete sentences, the task is to label each sentence according to one of 6 pre-defined classes. The dataset used was introduced by Kim et al. (2011) , which also give a description of the classes and an analysis of their distribution. In this work, we will describe the winning entry, focusing on the feature sets and machine learning techniques used.
The main contributions of this work are: (1) additional features to describe sentences for automatic classification of sentences to support evidence based medicine beyond those of Kim et al. (2011) , (2) a method for performing the task that does not use a sequential learning algorithm, and (3) a method to combine multiple feature sets that outperforms a standard concatenation approach.
1 http://www.alta.asn.au/events/ sharedtask2012
Task Description
The dataset of Kim et al. (2011) (hereafter referred to as NICTA-PIBOSO) consists of 11616 sentences (10379 after headings are removed), manually annotated over the 6 PIBOSO classes (Kim et al., 2011) . For the shared task, NICTA-PIBOSO was divided by the competition organizers into train and test partitions. Participants were given labels for the training sentences, and asked to produce an automatic system to predict the labels of the test instances. We do not give further details of the task as it will be covered in much greater depth by the shared task organizers in a paper that will appear alongside this paper.
The shared task was hosted on Kaggle, 2 and as part of Kaggle's standard competition structure, the test dataset was further subdivided into "public" and "private" subsets. Participants did not know which test sentence belonged to which subset. Each submission by a participant consisted of predictions over the entire test set, and Kaggle then automatically computed the competition metric broken down over the public and private subsets. Participants were allowed to submit up to 2 entries per day, and upon submission were immediately given a score on the public subset. The score on the private subset was withheld until after the conclusion of the submission period. Final ranking of competitors is based on the private subset of the test data; the breakdown between public and private serves to penalize entries that overfit the test data in the public subset. The method we describe in this work was the top-scoring system on both the public and private subsets.
Software Used
All experimentation and analysis was implemented using hydrat 3 , a declarative framework for text categorization developed by the author. Word tokenization was carried out using NLTK (Bird et al., 2009 ). The learning algorithm used was logistic regression, as implemented in liblinear (Fan et al., 2008) . For part-ofspeech tagging, we used TreeTagger (Schmid, 1994) .
Features
NICTA-PIBOSO contains two different types of abstracts, structured and unstructured. Unstructured abstracts are free text, as is the common format in NLP literature. Structured abstracts are divided into sections by headings, such as "Background" or "Outcome", and are becoming increasingly common in biomedical literature. For the shared task participants were not given an explicit indication of which abstracts were structured, or which "sentences" were actually headings. In this work, we applied a simple heuristic: any sentence which contained only uppercase letters was considered a heading, and any abstract containing a heading was considered structured. This definition is slightly more simplistic than that used by Kim et al. (2011) , but in practice the difference is minimal.
Lexical Features
Lexical features are features drawn from the text of a sentence. The lexical feature sets we use are: (1) BOW, a standard bag-of-words. We retained the 15,000 most frequent words, and did not apply stopping or stemming. (2) LEMMAPOS, bigrams of part-of-speech tagged lemmas. (3) POS, bigrams and trigrams of part-of-speech tags, without the underlying lemma. Whereas BOW and LEMMAPOS are fairly standard lexical features, POS is relatively novel. We included POS based on the work of Wong and Dras (2009) , which used POS n-grams to capture unlexicalized aspects of grammar in order to profile a document's author by their native language. The intuition behind the use of POS for our task is that sentences from different PIBOSO categories may have systematic differences in their grammatical structure.
Each of BOW, LEMMAPOS and POS are extracted for each sentence. We then use these features to define lexico-sequential features, which are simply the summation of the feature vectors of specific sentences in the same abstract as the target sentence. We refer to these other sentences as the context. The contexts that we use are: (1) all prior sentences in the same abstract, (2) all subsequent sentences, (3) n-prior sentences (1≤n≤6), (4) n-subsequent sentences (1≤n≤6), (5) n-window (i.e. n-prior and n-subsequent, 1≤n≤3). These lexico-sequential features are intended to capture the information that would be utilized by a sequential learner.
Structural Features
Structural features model characteristics of a sentence not directly tied to the specific lexicalization. 4 In this work, our structural features are: (1) SENTLEN, the length of the sentence, in both absolute and relative terms, (2) HEADING, the heading associated with each sentence, (3) ABSTLEN, the length of the containing abstract, and (4) IS-STRUCT, a Boolean feature indicating if the abstract is structured.
We treat HEADING similarly to BOW, LEMMAPOS and POS, and extract the same 5 types of sequential (indirect dependency) features. We also extract POSITION, a set of sequential features based on the position of the sentence in the abstract, in both absolute and relative terms.
Differences with Kim et al. (2011)
To summarize, the differences between our sentence features and those of Kim et al. (2011) are: (1) we use POS n-grams in addition to POStagged lemmas, (2) we used sentence length as a feature, (3) we expanded indirect dependencies to include sentences both before as well as after the target sentence, and (4) we increased the scope of indirect dependencies to include BoW, POS as well as section heading information. Differently to Kim et al. (2011), we did not use (1) MetaMap (or any thesaurus), (2) rhetorical roles to group headings, and (3) direct dependency features. 
Classifiers
Our main challenge in building a classifier was the need to integrate the large variety of features we extracted. The feature sets are very heterogeneous; some are large and sparse (e.g. BOW), whereas others are small and dense (e.g. structural features). Relative weighting between feature sets is difficult, and simply concatenating the feature vectors often led to situations where adding more features reduced the overall accuracy of the system. Rather than attempt to tune feature weights in an ad-hoc fashion, we opted for a metalearning approach. The intuition behind this is that in principle, the output of "weak" learners can be combined to produce a "strong(-er)" learner (Schapire, 1990) .
The metalearner we implemented is closely related to stacking (Wolpert, 1992) . We call our approach feature stacking in order to highlight the difference, the main difference being that in conventional stacking, a number of different learning algorithms (the L0 learners) are used on the same training data, and their respective predictions are combined using another learner (the L1 learner). In our approach, we do not use different algorithms as L0 learners; we always use logistic regression, but instead of training each L0 learner on all the available features, we train a learner on each feature set (e.g. BOW, LEMMAPOS, etc). Hence, we are learning a "weak" learner for each feature set, which are then composed into the final "strong" learner. This approach has two main advantages over simple concatenation of features: (1) it learns the relative importance of each feature set, and (2), it allows learning of non-linear relationships between features. Figure 1 shows a side-by-side comparison of the two approaches to feature combination. The key difference is that the stacking approach introduces an additional inner (L0) layer, where each instance is projected into the stacked feature space. Given that we have n feature sets and k possible classes, each sentence (training and test) is passed to the L1 learner as a n×k feature vector. The process for converting L0 features into L1 features is different for the training and the test data, because we only have labels for the training data. For the training data, we use a crossvalidation to generate a vector over the k classes for each sentence. We repeat this once for each of the n feature sets, thus yielding the n×k feature L1 representation. For the test data, we do not have labels and thus for each of the n feature sets we train a classifier over all of the training sentences. We use each of these n classifiers to generate a k-feature vector for each test sentence, which we then concatenate into the final n×k feature L1 representation.
We chose logistic regression as the learner after initial results indicated it outperformed naive Bayes and SVM in feature stacking on this task. Logistic regression is theoretically well-suited to feature stacking, as stacked logistic regression corresponds to an artificial neural network (Dreiseitl and Ohno-Machado, 2002) .
