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The hydrodynamic description of probabilistic ballistic annihilation, for which no conservation
laws hold, is an intricate problem with hard sphere-like dynamics for which no exact solution exists.
We consequently focus on simplified approaches, the Maxwell and very hard particles (VHP) models,
which allows us to compute analytically upper and lower bounds for several quantities. The purpose
is to test the possibility of describing such a far from equilibrium dynamics with simplified kinetic
models. The motivation is also in turn to assess the relevance of some singular features appearing
within the original model and the approximations invoked to study it. The scaling exponents are
first obtained from the (simplified) Boltzmann equation, and are confronted against Monte Carlo
simulation (DSMC technique). Then, the Chapman-Enskog method is used to obtain constitutive
relations and transport coefficients. The corresponding Navier-Stokes equations for the hydrody-
namic fields are derived for both Maxwell and VHP models. We finally perform a linear stability
analysis around the homogeneous solution, which illustrates the importance of dissipation in the
possible development of spatial inhomogeneities.
PACS numbers: 05.20.Dd,47.20.-k,45.05.+x,82.20.Nk
I. INTRODUCTION
The possibility to describe in terms of hydrodynamic equations the evolution of a system where some physical
quantities are not conserved is a challenging problem of non-equilibrium statistical mechanics. Several questions have
to be faced as for example the validity of the underlying (and in practice approximate) kinetic theory, the choice of the
hydrodynamical fields that are supposed to describe the relevant excitations in the problem, or the consistency of the
method itself that is used to deduce the coarse-grained description from the kinetic theory. Much attention has been
recently paid to such questions, mainly in the field of granular gas dynamics (see e.g [1, 2, 3, 4]). In such systems,
the kinetic energy is not conserved, while the linear momentum and number of particles are. However, even for low
dissipation, the derivation of the hydrodynamic relations, based on a hard-sphere-like Boltzmann equation is not a
simple task and several approximations have to be invoked [2]. These difficulties lead to consider some simpler models
by choosing ad-hoc collision term in the Boltzmann equation. The so-called Maxwell and very hard particles (VHP)
models [5, 6] are particularly interesting and reproduce some qualitative features of the granular gas of inelastic hard
spheres [7, 8, 9, 10, 11, 12, 13].
Another class of problems for which not only energy but also the density and momentum are not conserved is
probabilistic ballistic annihilation (PBA). In such a system, the particles move ballistically between collisions. When
two particles meet, they undergo an instantaneous collision and are removed from the system with probability p or
undergo an elastic scattering with probability (1 − p). Since collisions are assumed to be instantaneous, two body
events only are taken into account. The PBA model was first introduced in one dimension in [14]. In the limit
p → 0, where density, momentum and kinetic energy are conserved, one recovers a system of hard spheres for which
the hydrodynamic equations are well known [15, 16, 17]. The other limit p = 1 (pure annihilation) has been the
object of some work [18, 19, 20, 21, 22, 23, 24, 25, 26]. It was shown that in the long time limit the annihilation
dynamics is exactly described by the Boltzmann equation in dimensions higher than one [24]. This may qualitatively
be understood by the fact that the density of the gas decays and, at late times, the packing fraction is very low. This
fact lead to conjecture that the Boltzmann equation is an adequate description of PBA at late times for p > 0 [27].
Given that p may be considered as a perturbation parameter allowing to recover the elastic limit, the PBA model
is particularly interesting in view of testing the relevance and validity of the hydrodynamic description in general,
which is a controversial issue and a long term goal of the present work . The analytical treatment with usual hard
sphere dynamics however appears to be quite involved [28], and we study here the simplified Maxwell and VHP
versions of PBA. The motivation is here is not only to test the ability of simplified kinetic models to mimic the hard
sphere dynamics for a model far from equilibrium (and with no conserved quantity, a more severe situation than
that of granular gases) but also to shed some light on some peculiar features obtained in the hydrodynamic study of
Ref. [28]. In particular, this work exhibited divergent transport coefficients for a critical value of p. We will see that
such singularities are absent in the simplified approaches, which may indicate that they are not associated with any
2physically relevant phenomenon. It will also appear that Maxwell and VHP approaches provide useful bounds for the
hard sphere dynamics, so that similar inequalities as those found in [23, 29] concerning the scaling exponents can be
obtained.
The paper is organized as follows. In section II we introduce the Boltzmann equation for both Maxwell and
VHP models of probabilistic ballistic annihilation, as well as the balance equations for the coarse-grained fields. In
section III we briefly describe the Chapman-Enskog scheme while section IV is devoted to the Maxwell model. We
first find the homogeneous state, and solve the corresponding homogeneous balance equations. To first order in the
Chapman-Enskog expansion we then study the effect of a small spatial inhomogeneity. We follow the traditional route
to compute the transport coefficients, which consists in truncating the first-order velocity distribution function to the
first nonzero term in a Sonine polynomial expansion [28]. We then show that this truncation does not constitute an
approximation for the transport coefficients since they can be obtained by solving the Maxwell model exactly to first
order. The VHP model is subsequently investigated in section V. We first find the homogeneous cooling state, and
then solve the corresponding homogeneous equations. We implement Monte Carlo simulations in order to check the
decay exponents found analytically. Next, we establish the transport coefficients to first order in the Chapman-Enskog
expansion before presenting a comparison of the transport coefficients of the different models. In Sec. VII we finally
perform a linear stability analysis of the Navier-Stokes hydrodynamic equations around the spatially homogeneous
state, and compare the results with PBA of hard spheres. We show as well that the second order decay rates may
accurately be neglected. Our main findings and conclusions are summarized in section VIII.
Since the underlying calculations of this paper are cumbersome, we present only the main steps in order to focus
onto the more relevant results. Further technical details or explanations may be found in [28] and for convenience,
Appendix A contains a summary of the notations used.
II. THE BALANCE EQUATIONS
The Boltzmann equation for the one particle distribution f(r,v; t) of particles annihilating upon collision with
probability p reads
(∂t + v1 ·∇)f(r,v1; t) = pJa[f, f ] + (1− p)Jc[f, f ], (1)
where Ja is the annihilation operator defined by
Ja[f, g] = −σd−1φ(x)v1−xT g(r,v1; t)
∫
R
d
dv2 v
x
12f(r,v2; t) (2)
and Jc is the collision operator:
Jc[f, g] = σ
d−1φ(x)v
1−x
T
Sd
∫
R
d
dv2 v
x
12
∫
dσ̂ (b−1 − 1)g(r,v1; t)f(r,v2; t). (3)
In these equations, d denotes the spatial dimension, v12 = |v1 − v2| is the modulus of the relative velocity, Sd =
2πd/2/Γ(d/2) is the solid angle surface, Γ the Euler gamma function, vT =
√
2/βm the time-dependent thermal
velocity, β = (kBT )
−1, σ is the diameter of the particles, σ̂ is a unit vector joining the centers of two particles and
the corresponding integral is running over the solid angle. Finally, b−1 an operator acting on the velocities as follows:
b−1v12 = v12 − 2(v12 · σ̂)σ̂, (4a)
b−1v1 = v1 − (v12 · σ̂)σ̂. (4b)
The choice x = 0 (x = 2) corresponds to the Maxwell (VHP) model, respectively. For hard sphere dynamics, that
would correspond to x = 1, the relative velocity v12 gives the rate of collision and its presence makes analytical
progress difficult. A convenient simplification [6] to overcome this difficulty is to replace it by vx12v
1−x
T where vT is
introduced for dimensional reasons. The quantity φ(x) which sets the relevant time scale in the problem can be freely
chosen, and will be used in the following analysis to obtain the desired limiting behaviour in the limit p → 0 (see
also [10] for related considerations). We also note that particles interacting with an inverse power-law potential are
described by a kinetic equation of the same form as Eq. (3) [6].
3In order to write hydrodynamic equations, we need to define local hydrodynamic fields:
n(r, t) =
∫
Rd
dv f(r,v; t), (5a)
u(r, t) =
1
n(r, t)
∫
Rd
dvvf(r,v; t), (5b)
T (r, t) =
m
n(r, t)kBd
∫
Rd
dvV2f(r,v; t), (5c)
where n(r, t), u(r, t), and T (r, t) are the local number density, velocity, and temperature, respectively (the latter
definition being kinetic with no thermodynamic basis). The definition of the temperature follows from the principle
of equipartition of energy. In Eq. (5c), kB is the Boltzmann constant and V = v − u(r, t) is the deviation from the
mean flow velocity. The balance equations follow from integrating the moments 1, mv, and mv2/2 with weight given
by the Boltzmann equation (1). Following the same route as in [28] we thus obtain
∂tn+∇i(nui) = −pω[f, f ], (6a)
∂tui +
1
mn
∇jPij + uj∇jui = −p 1
n
ω[f, Vif ], i = 1, . . . , d, (6b)
∂tT + uj∇jT + 2
nkBd
(Pij∇iuj +∇jqj) = pT
n
ω[f, f ]− p m
nkBd
ω[f, V 2f ], (6c)
with implicit summation over repeated indices, u = (u1, . . . , ud), and
ω[f, g] = −
∫
R
d
dv1 Ja[f, g]. (7)
In the balance equations (6), the pressure tensor Pij and heat-flux qi are defined by
Pij(r, t) = m
∫
Rd
dv ViVjf(r,v; t) =
∫
Rd
dv f(r,v; t)Dij(V) +
n
β
δij , (8)
qi(r, t) =
∫
Rd
dvSi(V)f(r,v; t), (9)
where β = 1/(kBT ) and
Dij(V) = m
(
ViVj − V
2
d
δij
)
, (10)
Si(V) =
(
m
2
V 2 − d+ 2
2
kBT
)
Vi. (11)
As expected, when the annihilation probability p→ 0, all three coarse-grained fields n, u, and T are conserved.
III. THE CHAPMAN-ENSKOG SOLUTION
The Chapman-Enskog method allows from Eqs. (6) to build a closed set of equations for the hydrodynamic fields (see
e.g [2, 3]). For this purpose, it is required to express the functional dependence of the pressure tensor Pij and of the
heat flux qi in terms of the hydrodynamic fields. The Chapman-Enskog approach relies on two important assumptions.
The first one is the existence of a normal solution in which all temporal and spatial dependence of the distribution
function f(r,v; t) may be expressed in terms of the hydrodynamic fields, f(r,v; t) = f [v, n(r, t),u(r, t), T (r, t)]. The
discussion of the relevance of this first assumption can be found elsewhere (e.g in [2]). The second assumption is
based on the separation of the microscopic time scale (the average collision time between particles) and macroscopic
time scale (the evolution of the hydrodynamic fields and their inhomogeneities). This separation implies that the
hydrodynamic fields are only weakly inhomogeneous, which allows for a series expansion in the gradients of the fields,
f = f (0) + εf (1) + ε2f (2) + . . ., where each power of the formal small parameter ε is associated to a given order in
4spatial gradients. The Chapman-Enskog method assumes the existence of an associated time derivative hierarchy:
∂/∂t = ∂(0)/∂t+ ε∂(1)/∂t+ ε2∂(2)/∂t+ . . .. The insertion of these expansions in the Boltzmann equation yields∑
k>0
εk
∂(k)
∂t
+ v1 ·∇
∑
l>0
εlf (l) = pJa
∑
l>0
εlf (l),
∑
l>0
εlf (l)
+ (1− p)Jc
∑
l>0
εlf (l),
∑
l>0
εlf (l)
 . (12)
The Chapman-Enskog solution is obtained upon solving the equations order by order in ε.
IV. THE MAXWELL MODEL
A. The homogeneous state
To zeroth order in the gradients, Eq. (12) gives
∂
(0)
t f
(0) = pJa[f
(0), f (0)] + (1 − p)Jc[f (0), f (0)]. (13)
This equation has a solution, describing the homogeneous state, and which obeys the scaling relation
f (0)(r,v; t) =
n(t)
vdT (t)
f˜(c), (14)
where vT = [2/(βm)]
1/2 is the time dependent thermal velocity, and c = V/vT , V = v−u. The existence of a scaling
solution of the form (14) seems to be a general feature present in different but related contexts [10, 24, 29]. This
solution being isotropic, one has u = 0.
Santos and Brey [30] showed that there exists a relationship between the homogeneous solutions of the Maxwell
model with p = 0 and p 6= 0. We shall here briefly reproduce their arguments. It is possible to rewrite the Boltzmann
equation (13) for x = 0 under the form
∂
(0)
t′ f
(0)(v; t′) = −(CS + CR)n(t′)f (0)(v; t′) +
∫
R
d
dv1
∫
dσ̂ χ(σ̂)f (0)(v; t′)f (0)(v1; t
′), (15)
where t′ = (1−p)t, CS =
∫
dσ̂χ(σ̂), χ(σ̂) = σd−1φ(x = 1)vT /Sd, and CR =
∫
dσ̂χ(σ̂)p/(1−p) is the removal collision
frequency. Integrating Eq. (15) over v, the evolution of the number density is governed by ∂t′n(t
′) = −CRn2(t′),
the solution being n(t′) = n0/(1 + n0CRt
′), where n0 = n(t
′ = 0). If we define τ(t′) =
∫ t′
0
dsn(s)/n0 and F (v; τ) =
f (0)(v; t′)n0/n(t
′), then F (v; τ) satisfies the Boltzmann equation without annihilation (i.e., CR = 0). F (v; τ) therefore
evolves towards a Maxwellian, and so does f (0): we have f˜(c) = e−c
2
/πd/2.
B. The zeroth-order Chapman-Enskog solution
Since f (0) is isotropic, to zeroth order the pressure tensor (8) becomes P
(0)
ij = p
(0)δij , where p
(0) = nkBT is the
hydrostatic pressure, and the heat flux (9) becomes q(0) = 0. The balance equations to zeroth order read
∂
(0)
t n = −pnξ(0)n , (16a)
∂
(0)
t ui = −pvT ξ(0)ui , (16b)
∂
(0)
t T = −pT ξ(0)T , (16c)
where the decay rates are
ξ(0)n =
1
n
ω[f (0), f (0)], (17a)
ξ(0)ui =
1
nvT
ω[f (0), Vif
(0)], i = 1, . . . , d (17b)
ξ
(0)
T =
m
nkBTd
ω[f (0), V 2f (0)]− 1
n
ω[f (0), f (0)]. (17c)
5For antisymmetry reasons, one sees from Eq. (17b) that ξ
(0)
ui = 0. The calculation of ξ
(0)
n and ξ
(0)
T are straightforward
and give ξ
(0)
n = nσd−1φMvT and ξ
(0)
T = 0. We have written φ
M for φ(x = 0). The temperature of the Maxwell model
is therefore conserved in the scaling regime (time independent thermal velocity vT ). In addition, one has
nH(t) =
n0
1 + ptξ
(0)
n (0)
, (18)
where the subscript H denotes a quantity evaluated in the homogeneous state, and ξ
(0)
n (0) is the decay rate for t = 0.
Note that Eq. (18) was already established in Sec. IVA.
C. The first-order Chapman-Enskog solution
To first order in the gradients, the Boltzmann equation (12) reads
[∂
(0)
t + J ]f
(1) = −[∂(1)t + v1 ·∇]f (0), (19)
the operator J being defined by Eqs. (A6) and (A7). The balance equations (6) to first order become
∂
(1)
t n+∇i(nui) = −pnξ(1)n , (20a)
∂
(1)
t ui +
kB
mn
∇i(nT ) + uj∇jui = −pvT ξ(1)ui , i = 1, . . . , d, (20b)
∂
(1)
t T + ui∇iT +
2
d
T∇iui = −pT ξ(1)T , (20c)
where the decay rates are given by
ξ(1)n =
2
n
ω[f (0), f (1)], (21a)
ξ(1)ui =
1
nvT
ω[f (0), Vif
(1)] +
1
nvT
ω[f (1), Vif
(0)], i = 1, . . . , d, (21b)
ξ
(1)
T = −
2
n
ω[f (0), f (1)] +
m
nkBTd
ω[f (0), V 2f (1)] +
m
nkBTd
ω[f (1), V 2f (0)]. (21c)
By definition f (1) is of first order in the gradients of the hydrodynamic fields; for a low density gas [3]
f (1) = Ai∇i lnT + Bi∇i lnn+ Cij∇jui. (22)
The coefficients Ai, Bi, and Cij depend on the fields n, V, and T .
1. The approximate first-order Chapman-Enskog solution
The hydrodynamic description of the flow requires the knowledge of transport coefficients, which may be determined
from a Sonine polynomial expansion of the first order distribution function. In addition, the pressure tensor may be
put in the form
Pij(r, t) = p
(0)δij − η
(
∇iuj +∇jui − 2
d
δij∇kuk
)
− ζδij∇kuk, (23)
where p(0) = nkBT is the ideal gas pressure, η is the shear viscosity, and ζ is the bulk viscosity which vanishes for a
low density gas [2]. Fourier’s linear law for heat conduction is
qi = −κ∇iT − µ∇in, (24)
where κ is the thermal conductivity and µ a transport coefficient that has no analogue in the elastic case [31, 32].
The identification of Eq. (23) with Eq. (8) using the result of the first order calculation yields
P
(1)
ij =
∫
Rd
dvDij(V)f
(1). (25)
6Similarly, the identification of Eq. (24) with Eq. (9) using the first order calculation leads to
q
(1)
i =
∫
Rd
dv Si(V)f
(1). (26)
The calculation follows the same route as in [28], and we obtain
η∗ =
η
η0
=
1
ν∗η
, (27a)
κ∗ =
κ
κ0
=
d− 1
d
1
ν∗κ
, (27b)
µ∗ =
nµ
Tκ0
= 0, (27c)
where the thermal conductivity κ0 and shear viscosity η0 coefficients for hard spheres (used here to obtain dimen-
sionless quantities) are given by Eqs. (A2) and (A3), respectively [33]. The dimensionless coefficients ν∗η and ν
∗
κ are
given by
ν∗κ =
1
ν0
∫
Rd
dV Si(V)JAi∫
Rd
dV Si(V)Ai − p
1
ν0
∫
Rd
dVSi(V)ΩAi∫
Rd
dVSi(V)Ai , (28a)
ν∗η =
1
ν0
∫
Rd
dVDij(V)JCij∫
Rd
dVDij(V)Cij − p
1
ν0
∫
Rd
dVDij(V)ΩCij∫
Rd
dVDij(V)Cij , (28b)
where ν0 = p
(0)/η0, with p
(0) = nkBT . Note that the above relations are still exact within the Chapman-Enskog
expansion. The approximation consists in truncating the function f (1) to the first nonzero term in a Sonine polynomial
expansion:
A(V) = a1M(V)S(V), (29a)
B(V) = b1M(V)S(V), (29b)
C(V) = c0M(V)D(V), (29c)
where a1, b1, and c0 are the coefficients of the development, andM(V) = n/(vdTπd/2) exp(−V 2/v2T ) is the Maxwellian
in the homogeneous state. This allows one to compute the relations (28), and one finds (see Appendix C)
ν∗η = φ
M
√
2Γ(d/2)
4π(d−1)/2
[
p
d+ 2
2
+ (1− p)
]
, (30a)
ν∗κ = φ
M
√
2Γ(d/2)
4π(d−1)/2
[
d+ 2
2
+ (1 − p)d− 1
d
]
. (30b)
The parameter φM governing the collision frequency may be freely chosen to allow for a relevant comparison with
hard sphere dynamics (see e.g. [10]). We choose φ such that the transport coefficients are normalized to one for p→ 0,
that is when all collisions are elastic. It is remarkable that for the Maxwell model a single parameter such as φ is
sufficient to ensure normalization of all the transport coefficients (this will not be the case in the VHP approach).
This leads to
φM =
4π(d−1)/2√
2Γ(d/2)
. (31)
The above value turns out to be the same as the one obtained from the elastic limit of the Maxwell model of
granular gases [10]. In the latter case, φ was chosen matching the temperature decay rate with that characterizing
the homogeneous cooling state of inelastic hard spheres. With the choice (31) the transport coefficients (27) become
η∗ =
1
pd+22 + (1− p)
, (32a)
κ∗ =
1
pd(d+2)2(d−1) + (1 − p)
, (32b)
µ∗ = 0, (32c)
7Following the same route as in [28], the first-order distribution function (22) reads
f (1)(r,V; t) = −β
3
n
M(V)
[
2m
d+ 2
Si(V)κ∇iT + η
β
Dij(V)∇jui
]
. (33)
2. The exact first-order Chapman-Enskog solution
By construction of the Chapman-Enskog method, the velocity moments of f are given by those of the local equi-
librium distribution f (0). It is then easy to show that the decay rates to first order (21) are equal to zero [therefore
Ωf (1) = 0, where the operator Ω is defined in Appendix D]. Proceeding in a similar way as in [10], we obtain in
Appendix D the exact transport coefficients for the Maxwell model, i.e. without any approximation on the form of
f (1). This may be done by integrating the Boltzmann equation (D1) over V with weight mViVj and mV
2Vi/2. With
the choice for φM given by Eq. (31), one finds the same transport coefficients as those given by Eqs. (32). This means
that the truncation of f (1) to its first nonzero term in a Sonine polynomial expansion is a harmless approximation
when looking at the transport coefficients (this is a peculiarity of the Maxwell model). In fact, it turns out that the
transport coefficients depend only on the first term in the Sonine polynomial expansion of f (1) [17]. For example, the
heat current (9) may be rewritten under the form [17, 34]
q
(1)
i = −
d+ 2
2
n
mβ3
(a1∇iT + b1∇in) , (34)
where the first nonzero coefficients (a1, b1) (that may depend on n and T ) in the Sonine expansion are defined by
Eqs. (29). Therefore the latter coefficients always give an exact result for the transport coefficients, but the problem
at hand is to calculate them exactly. This turns out to be possible within the Maxwell model.
D. Hydrodynamic equations
Since the pressure tensor and the heat flux defined by Eqs. (23) and (24), respectively, are of order 1 in the gradients,
their insertion in the balance equations (6) yields contributions of order 2. Knowledge of the second order velocity
distribution f (2) is therefore required in order to find the correct decay rates that contribute to Navier-Stokes order.
However, we show in Sec. VII B that for the Maxwell gas those contributions are equal to zero for any annihilation
probability p. The corresponding hydrodynamic Navier-Stokes equations are given by
∂tn+∇i(nui) = −pn[ξ(0)n + ξ(1)n ], (35a)
∂tui +
1
mn
∇jPij + uj∇jui = −pvT [ξ(0)ui + ξ(1)ui ], i = 1, . . . , d, (35b)
∂tT + ui∇iT + 2
nkBd
(Pij∇iuj +∇iqi) = −pT [ξ(0)T + ξ(1)T ]. (35c)
Pij and qj are given by Eqs. (23) with ζ = 0, and (24) respectively. The rates ξ
(1)
n , ξ
(1)
ui , and ξ
(1)
T may be calculated
using their definition (20) and the distribution (33) [28]. We find that all decay rates are equal to zero, except
ξ(0)n =
d+ 2
2
ν0. (36)
We thus have a closed set of equations for the hydrodynamic fields to the Navier-Stokes order.
V. THE VHP MODEL
A. The homogeneous cooling state
Integrating the Boltzmann equation (1) over V for x = 2, one obtains
dn
dt
= −pω(t)n, (37)
8where
ω(t) = n(t)vT (t)σ
d−1φVHP〈c212〉, (38)
and 〈g(c1, c2)〉 =
∫
R
2d dc1dc2 g(c1, c2)f˜(c1)f˜(c2) denotes the average of a function g(c1, c2) in the homogeneous
cooling state (HCS). We have written φVHP for φ(x = 2). Following the same route as in [24, 27] the Boltzmann
equation may be rewritten in the form
〈c212〉
[
1 +
1− αe
2
(
d+ c1
d
dc1
)]
f˜(c1) = f˜(c1)
∫
R
d
dc2 c
2
12f˜(c2)−
1− p
p
1
Sd
I˜[f˜ , f˜ ], (39)
where
αe =
∫
R
2d dc1dc2
∫
dσ̂ c212c
2
1f˜(c1)f˜(c2)[∫
R
d dc c2f˜(c)
] ∫
R
2d dc1dc2
∫
dσ̂ c212f˜(c1)f˜(c2)
=
〈c212c21〉
〈c21〉〈c212〉
, (40)
and
I˜[f˜ , f˜ ] =
∫
R
d
dc1
∫
dσ̂ c212(b
−1 − 1)f˜(c1)f˜(c2). (41)
The limit c1 → 0 of the Boltzmann equation (39) encodes a useful information for ballistically controlled dynam-
ics [24, 25, 27, 35]:
〈c212〉
(
1 + d
1− αe
2
)
f˜(0) = f˜(0)〈c2〉 − 1− p
p
1
Sd
lim
c1→0
I˜[f˜ , f˜ ]. (42)
Next, we consider the first nonzero correction to the Maxwellian in a Sonine polynomial expansion of the HCS:
f˜(c) = M˜(c) [1 + a2S2(c2)] , (43)
where M˜(c) = π−d/2e−c2 is the Maxwellian and S2(c2) = c4/2 − (d + 2)c2/2 + d(d + 2)/8 the second Sonine poly-
nomial [17]. Eqs. (42) and (40) form a system of two equations for the two unknown αe and a2. Making use of the
relations (C3), it is a straightforward task to compute the limit in the right hand side of Eq. (42) [35], which gives
lim
c1→0
I˜[f˜ , f˜ ] = −a2 Sd
πd/2
d2(d+ 2)
16
. (44)
Using Eq. (43), one easily obtains from Eq. (40)
αe =
d+ 1
d
+ a2
d+ 2
2d
. (45)
Note that Eqs. (44) and (45) are exact relations for which all nonlinear contributions in a2 were kept. However, those
nonlinear terms cancel out in each case. Making use of 〈c212〉 = d, the insertion of Eqs. (44) and (43) in (42) gives(
1− a2 d+ 2
2
)[
1 + a2
d(d+ 2)
8
]
= 1 + a2
d(d+ 2)
8
1
p
. (46)
Eq. (46) admits two solutions, the first one being a2 = 0 and the second one a2 = −2[d+ p(4 − d)]/[d(d + 2)p]. The
second solution is not physical since it diverges for p = 0. Therefore a2 = 0 and the HCS of the VHP model within
the approximation (43) is described by the local Maxwellian M˜(c) = π−d/2e−c2 . We also note that upon discussing
the potential ambiguities resulting from such a linearization scheme in a2 (as done in [35, 36]), the same conclusion
is reached.
B. The zeroth-order Chapman-Enskog solution
Proceeding in a similar way as already described, we obtain a set of equations formally identical to Eqs. (16)
and (17). The calculation of the decay rates gives ξ
(0)
ui = 0, ξ
(0)
T = nσ
d−1φVHPvT , and ξ
(0)
n = ξ
(0)
T d. The HCS is
therefore given by
nH(t) = n0(1 + pt/t0)
−γn , (47a)
TH(t) = T0(1 + pt/t0)
−γT , (47b)
9where the decay exponents are γn = ξ
(0)
n (0)t0, γT = ξ
(0)
T (0)t0, and the relaxation time t
−1
0 = ξ
(0)
n (0)+ ξ
(0)
T /2. In other
words, we have
γn =
2d
2d+ 1
, and γT =
2
2d+ 1
. (48)
These quantities do not depend either on φ nor on the annihilation probability p. The former result is an exact
property of the dynamics under study (the factor φ may be absorbed into a rescaling of time t, leaving scaling
exponents unaffected) while the latter may a priori be an artifact of the approximations made (it will however be
shown below that the p dependence –if any– is extremely weak). If we define the root-mean-square velocity by
v =
√
〈v2〉, then from the definition (5c) of the temperature v(t) ∝ T 1/2H (t), and from Eq. (47b) we have v ∼ t−γv
for long times, with γv = γT /2. The decay exponents γn and γv, as well as the decay exponents for the Maxwell
model, agree with the prediction of Krapivsky and Sire [23], and satisfy the scaling constraint γn + γv = 1, which
essentially expresses the unicity of the relevant time scale in the problem. Moreover, making use of the expression
for the decay exponents of PBA of hard spheres γSn and γ
S
v obtained to linear order in a2 and which are recalled in
Appendix B [27, 28], it is easy to verify explicitly that the Maxwell and VHP models provide bounds [23]
2d
2d+ 1
< γSn(p) < 1, 0 < γ
S
v (p) <
1
2d+ 1
, (49)
for all p ∈ [0, 1]. We emphasized however that the previous inequality have the status of “empirical” observations,
and could not be anticipated from rigorous arguments.
We performed Direct Monte Carlo Simulations (DSMC) in order to verify the decay exponents of the VHP model.
The algorithm is similar to the one described in [27, 29]. For the sake of completeness, we briefly outline the main
steps of the algorithm. We choose at random two different particles {i, j}. The time is then increased by vT /(N2v2ij)
where N is the number of remaining particles. With probability p the two particles are removed from the system,
and with probability 1 − p their velocities are modified according to Eqs. (4). As the fluctuations increase for small
N , it is necessary to average over several independent realizations in order to diminish the noise. A log-log plot of the
density n/n0 and the root-mean-squared velocity v/v0 as a function of time gives the decay exponents (see Fig. 1).
The DSMC results are in excellent agreement with the analytical predictions and the expected power-law behaviors
are observed over several decades (see. Fig. 2).
C. The approximate first-order Chapman-Enskog solution
The procedure is similar to the one followed within the Maxwell model of Sec. IVC (or [28]), and we find
η∗ =
1
ν∗η − 12pξ
(0)∗
T
, (50a)
κ∗ =
d− 1
d
2ν∗µ − 2pξ(0)∗n − 3pξ(0)∗T
X
, (50b)
µ∗ = 2p
d− 1
d
ξ
(0)∗
T
X
, (50c)
where X = ν∗κ[2ν
∗
µ − 2pξ(0)∗n − 3pξ(0)∗T ] + pξ(0)∗T {−4ν∗µ + 3p[ξ(0)∗n + 2ξ(0)∗T ]},
ν∗µ =
1
ν0
∫
Rd
dVSi(V)JBi∫
Rd
dVSi(V)Bi − p
1
ν0
∫
Rd
dV Si(V)ΩBi∫
Rd
dV Si(V)Bi , (51)
and ξ
(0)∗
n = ξ
(0)
n /ν0, ξ
(0)∗
T = ξ
(0)
T /ν0. Truncating the function f
(1) to the first term in a Sonine polynomial expansion
as it was the case for Eqs. (29), the coefficients ν∗η , ν
∗
κ, and ν
∗
µ may be calculated with the help of Appendix C. We
find
ν∗η = φ
VHP
√
2Γ(d/2)
4π(d−1)/2
[
p
(d+ 2)2
2
+ (1− p) (d+ 2)(d+ 4)
4
]
, (52a)
ν∗κ = ν
∗
µ = φ
VHP
√
2Γ(d/2)
4π(d−1)/2
[
p
(d+ 2)(d+ 3)
2
+ (1− p) (d− 1)(d+ 4)
d
]
. (52b)
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FIG. 1: The decay exponents γn and γv (inset) in two dimensions for the VHP model (x = 2). The analytical predictions
γn = 2d/(2d + 1) = 0.8 and γv = 1/(2d + 1) = 0.2 are shown by the continuous lines while the symbols stand for the DSMC
results (obtained from approximately 300 independent runs and 107 initial particles). From the above data, it appears that the
scaling relation γn + γv = 1 is well obeyed (the deviation from 1 does not exceed 4× 10
−4) and that the scaling exponents do
not depend on p. Note the small y scale.
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FIG. 2: Time dependence of n and v (inset) for d = 2 and p = 0.5 on a log-log scale. The initial velocity distribution is
Gaussian. N0 (resp. N) is the initial (resp. remaining) number of particles. v0 = v(0) is the root-mean-square velocity at
t = 0, whereas we write v for v(t > 0). The dashed straight line is a linear interpolation giving the decay exponent of the
power-law, and the deviations to this law for large times is due to the low number of remaining particles.
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The free parameter φVHP setting the frequency collision has a priori no reason for being the same as for the Maxwell
model. We choose this quantity such that η∗(p = 0) = 1, which means that the shear viscosity for the VHP gas is
set for vanishing p to coincide with the shear viscosity η0 of hard spheres. This allows for a better comparison of
the transport coefficients for the Maxwell, hard sphere, and VHP models. Other choices for φVHP are possible. The
condition η∗(0) = 1 leads to
φVHP = φM
4
(d+ 2)(d+ 4)
, (53)
so that
ξ(0)∗n =
2d
d+ 4
, (54a)
ξ
(0)∗
T =
2
d+ 4
. (54b)
The first order distribution function reads
f (1)(r,V; t) = −β
3
n
M(V)
[
2m
d+ 2
Si(V) (κ∇iT + µ∇in) + η
β
Dij(V)∇jui
]
. (55)
where the transport coefficients are given by Eqs (50).
D. Hydrodynamic equations
The decay rates to first order may be calculated using the definitions (20) and the distribution (55) [28], which
gives
ξ(1)n = 0, (56a)
ξ(1)ui = −vT
(
κ∗
1
T
∇iT + µ∗ 1
n
∇in
)
ξ∗u, (56b)
ξ
(1)
T = 0, (56c)
where
ξ∗u =
d2(d+ 2)2
8(d− 1) φ
VHP
√
2Γ(d/2)
4π(d−1)/2
. (57)
The Navier-Stokes hydrodynamic equations are thus given by Eqs. (35) with the decay rates (54) and (56). For
consistency, second order contributions in the gradients are again needed when evaluating the decay rates. It will be
shown in section VIIB that they are small corrections to the previous relations.
VI. COMPARISON OF THE TRANSPORT COEFFICIENTS
We compare the transport coefficients for the Maxwell, VHP, and hard sphere models (the coefficients for the latter
model being given in [28]). Figs. 3, 4, and 5 show η∗, κ∗, and µ∗, as a function of the annihilation probability. Note
that once we have chosen φ(x = 2) such that η∗ → 1 for p→ 0 there is no reason to expect κ∗ → 1 in the same limit.
Other choices would have been possible such as enforcing κ∗ → 1 when p→ 0.
From Figures 3, 4, and 5 it first appears that Mawxell and VHP models capture the essential p dependence of
the “hard sphere” transport coefficients. In addition, they provide in most cases lower and upper bounds for η∗,
κ∗ and µ∗. However, as already pointed out in [28], for strong annihilation probability p ∼ pd, the hard sphere
thermal conductivity and “Fourier” coefficient µ diverge (see Figs 4 and 5) which leads to a violation of the VHP
upper bound for κ and µ in the vicinity of pd. The fact that VHP and Maxwell models lead to smooth and regular
transport coefficients for all values of p gives a hint that the hard sphere divergence obtained in previous work [28] is
a possible artifact of the underlying approximations and probably does not point towards a change of behavior nor
a qualitative difference in the scaling or transport properties. This point will be further discussed in the concluding
section. We finally note that an a priori similar deficiency was already reported for the Maxwell model of inelastic
hard spheres [10].
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FIG. 3: Dimensionless shear viscosity η∗ as a function of the annihilation probability p for the Maxwell (thin continuous line),
VHP (dashed line), and hard spheres models (thick continuous line).
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FIG. 4: Reduced thermal conductivity κ∗ as a function of the annihilation probability p for the Maxwell (thin continuous line),
VHP (dashed line), and hard spheres models (thick continuous line). The vertical lines gives the value p = 0.893 . . . for which
a divergence of the hard sphere transport coefficients κ∗ and µ∗ appears (while the shear viscosity exhibits regular behavior,
see Fig. 3).
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FIG. 5: Transport coefficient µ∗ as a function of the annihilation probability p (see Fig. 4 for more details). The Maxwell
model is not represented since in this case µ∗ = 0.
VII. STABILITY ANALYSIS OF THE NAVIER-STOKES HYDRODYNAMIC EQUATIONS
A. Dispersion relations
The hydrodynamic equations. (35) cannot be solved analytically in general. However, their linear stability analysis
allows one to answer the question of formation of spatial inhomogeneities. The present study establishes under which
conditions the homogeneous state is stable. We consider here a small deviation from spatial homogeneity [see Eqs. (18)
and (47)] and the linearization of Eqs. (35) in the latter perturbation. The procedure used here follows the same
route as for granular gases [32] or PBA of hard spheres [28]. We define the deviations of the hydrodynamic fields
from the homogeneous solution by δy(r, t) = y(r, t) − yH(t), where y = {n,u, T }. Inserting this form in the Navier-
Stokes-like equations yields differential equations with time-dependent coefficients. In order to obtain coefficients
that do not depend on time, it is necessary to introduce the new dimensionless space and time scales defined by
l = ν0H(t)
√
m/[kBTH(t)]r/2, τ =
∫ t
0
ds ν0H(s)/2, as well as the dimensionless Fourier fields ρk(τ) = δnk(τ)/nH(τ),
wk(τ) =
√
m/[kBTH(τ)]δuk(τ), and θk(τ) = δTk(τ)/TH(τ), where δyk(τ) =
∫
Rd
dl e−ik·lδy(l, τ). Note that l is
defined (up to a constant prefactor) in units of the mean free path for a homogeneous gas of density nH(t). The
dimensionless time τ(t) gives the accumulated number of collisions per particles up to time t. Since we will study
both the Maxwell and VHP systems, we recall here the general results valid for non-vanishing decay rates ξ
(0)
n , ξ
(0)
T ,
and ξ
(1)
u . Making use of the dimensionless variables, the linearized hydrodynamic equations read[
∂
∂τ
+ 2pξ(0)∗n
]
ρk(τ) + pξ
(0)∗
n θk(τ) + ikwk‖(τ) = 0, (58a)[
∂
∂τ
− pξ(0)∗T +
d− 1
d
η∗k2
]
wk‖ + ik
[(
1− pξ∗uµ∗
)
ρk(τ) +
(
1− pξ∗uκ∗
)
θk(τ)
]
= 0, (58b)[
∂
∂τ
− pξ(0)∗T +
1
2
η∗k2
]
wk⊥(τ) = 0, (58c)[
∂
∂τ
+ pξ
(0)∗
T +
d+ 2
2(d− 1)κ
∗k2
]
θk(τ) +
[
2pξ
(0)∗
T +
d+ 2
2(d− 1)µ
∗k2
]
ρk(τ) +
2
d
ikwk‖(τ) = 0, (58d)
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where the transverse mode wk⊥ = wk −wk‖ appears to be decoupled from the other equations. The longitudinal
velocity field is given by wk‖ = (wk · êk)êk, and êk is the unit vector along the direction given by k. The transversal
velocity field wk⊥ consequently defines (d− 1) degenerated shear modes. Upon direct integration, we have
wk⊥(τ) = wk⊥(0) exp[s⊥(p, k)τ ], (59)
where
s⊥(p, k) = pξ
(0)∗
T −
1
2
η∗k2. (60)
On the other hand, the longitudinal velocity field wk‖ lies in the one dimensional vector space generated by k. Hence
there are three hydrodynamic fields to be determined, namely the density ρk, temperature θk, and longitudinal velocity
field wk‖ = wk‖ êk. The hydrodynamic matrix M of the corresponding linear system reads off straightforwardly from
Eqs. (58b)-(58d). The corresponding eigenmodes are given by ϕn(k) = exp[sn(p, k)τ ], n = 1, . . . , 3, where sn(p, k) are
the eigenvalues of M. Each of these three fields is a linear combination of the eigenmodes; thus only the biggest real
part of the eigenvalue sn(p, k) has to be taken into account to discuss the limit of marginal stability of the different
modes.
We define k⊥ by the condition Re[s⊥(k⊥, p)] = 0, i.e.,
k⊥ = [2pξ
(0)∗
T /η
∗]1/2, (61)
and k‖ by maxk‖ Re[s‖(k‖, p)] = 0, k‖ < k⊥. Therefore if k > k⊥ all rescaled modes are linearly stable. For k ∈ [k‖, k⊥]
only the rescaled shear mode is linearly unstable (the latter may however be non-linearly coupled to the other modes),
and for k < k‖ all eigenvalues are positive which leads to instabilities. However, it should be kept in mind that
the previous discussion involves rescaled modes only, and should be connected to the original r variable. Indeed,
for any real system (for example a cubic box of volume Ld) the smallest wavenumber allowed for a perturbation is
given by 2π/L, which corresponds to the time-dependent dimensionless wavenumber kmin = 2π/(Lnσ
d−1C) where
C = 4π(d−1)/2/[(d + 2)Γ(d/2)]. Since the density n(t) is a decreasing function of time, kmin increases monotonously
and there exists a time t⊥ such that kmin(t) > k⊥ for t > t⊥. The lower cut-off kmin therefore eventually enters the
region where the homogeneous solution is stable. For t = t⊥, the system is however not in a spatially homogeneous
state, but it is nevertheless tempting to conclude that the perturbations will be damped for t > t⊥. Although this
statement is not rigorously derived, we conclude here that an instability can only be a transient effect [37].
The time t⊥ can be estimated from the condition kmin(t⊥) = k⊥. Making use of the hypothesis of small spatial
inhomogeneities, we may replace the density n(t) appearing in the definition of kmin(t) by the homogeneous density
nH(t) given by Eq. (47a). We obtain
t⊥
t0
=
1
p
{[
Ln0σ
d−12π(d−3)/2
(d+ 2)Γ(d/2)
k⊥(p)
]1/γn
− 1
}
. (62)
Is the transient instability alluded to easily observable in a simulation? A typical number of particles for molecular
dynamics simulations is of the order of 105, and n0σ
2 = 5 × 10−3 (which corresponds to a rather low total initial
packing function πn0σ
2/4 ≃ 0.004). For p = 0.1 and d = 2 Eq. (62) gives t⊥ ≈ 8.6 t0 . . .. Making use of Eq. (47a) to
approximate the density, one obtains n(t⊥) ≈ 0.61n0. The density inhomogeneities therefore start to decrease after
that the density decreased to only 0.61 times its initial value, which for p = 0.1 corresponds in average to only 4
collisions per particle. For comparison purposes, inhomogeneities in granular gases are observed after a few hundred
collisions per particle [3, 38]. In order to observe the previous (and presumably transient) instabilities one would
need molecular dynamics simulations with very large systems. Another condition is to have a large enough p, which
increases k⊥, see Fig. 9. Equivalently, increasing p increases the divergence rate s⊥ at fixed k, see Eq. (60). For
sufficiently small p (or small system sizes) Eq. (62) does not have a positive solution because kmin > k⊥ already
for t = 0. To sum up, the typical size of the inhomogeneities may grow as a function of time until t ≃ t⊥ but the
subsequent evolution should drive the system back to a time dependent homogeneous regime.
B. The linear second order contributions
As already pointed out in Sec. IVD, it is necessary for consistency to include the second order decay rates in the
first order Navier-Stokes equations. Their study is useful to establish the relevance of the second order contributions
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in the gradients [that can be linear in ∇2n or ∇2T , or non-linear in (∇T )2, ∇T ·∇n, etc.]. Our analysis follows the
method of Ref. [32], and we shall therefore not enter into much details.
Since we shall perform a linear stability analysis, the only terms in the second order decay rates that will contribute
are linear in the gradients. We therefore denote f
(2)
L the part of the second order distribution f
(2) that yields the linear
contributions, and neglect any other term in f (2). The solution has the form f
(2)
L =M(n, T,V)∇2T +N(n, T,V)∇2n,
where M and N are to be determined. Inserting the latter relation in the linear second order decay rates [that
may be obtained from Eqs. (21) upon replacing f (1) by f
(2)
L ] they take the form ξ
(2)
A = ξ
(2)
A,1∇2T + ξ(2)A,2∇2n, where
A = {n, ui, T }. Again, it is useful to resort to a first order Sonine polynomial expansion for M and N , such that
M(V) = c
(2)
T S2(c
2)M(V) and N(V) = c(2)n S2(c2)M(V), where c(2)T and c(2)n are the coefficients to be determined.
While it is a rather straightforward task to see from Eqs. (21) that those second order contributions to the decay
rates are equal to zero for the Maxwell gas, the calculations for the VHP model are more involved. In the latter
case all decay rates are equal to zero except ξ
(2)
T,1 = Xc
(2)
T and ξ
(2)
T,2 = Xc
(2)
n , where X = σd−1φnvT d(d + 2)/2. The
coefficients c
(2)
T and c
(2)
n can be put in a dimensionless form c
(2)∗
T = c
(2)
T nkBTν0/κ0 and c
(2)∗
n = c
(2)
n n2kBν0/κ0. Upon
replacing the above expansions for f
(2)
L and for the decay rates in the Boltzmann equation, the coefficients c
(2)∗
T and
c
(2)∗
n are solution of the equations[
2pξ(0)∗n − p
5
2
ξ
(0)∗
T + ν
∗
ξ − p
2(d+ 2)
d+ 4
]
c
(2)∗
T = p
1
2
ξ(0)∗n c
(2)∗
n +
8
d(d+ 2)
κ∗Y, (63a)[
pξ(0)∗n + ν
∗
ξ − p
2(d+ 2)
d+ 4
]
c(2)∗n = pξ
(0)∗
T c
(2)∗
T +
8
d(d+ 2)
µ∗Y, (63b)
where Y = 16π(d−1)/2/[φΓ(d/2)
√
2(d+ 2)(d+ 4)], and
ν∗ξ =
1
ν0
∫
R
d dV V
4J [S2(c
2)M(V)]∫
R
d dV V 4S2(c2)M(V) = φ
√
2Γ(d/2)
4π(d−1)/2
[p(d+ 2)(d+ 3) + (1− p)4d] . (64)
The second order linear decay rates are given by ξ
(2)∗
T,1 = c
(2)∗
T d(d+2)/[Y (d−1)(d+4)] and ξ(2)∗T,2 = c(2)∗n d(d+2)/[Y (d−
1)(d+ 4)].
The dimensionless linearized hydrodynamic equations with nonzero second order decay rates are the same as
Eqs. (58) except for Eq. (58c) where one has to replace κ∗ by κ∗ − pξ(2)∗T,1 and µ∗ by µ∗ − pξ(2)∗T,2 . Consequently, the
ratios κ∗/pξ
(2)∗
T,1 and µ
∗/pξ
(2)∗
T,2 (see Fig. 6) give a rough estimation of the relevance of the second order decay rates.
As seen from Fig. 6, the second order decay rates pξ
(2)∗
T,1 and pξ
(2)∗
T,2 are much smaller than the transport coefficients
κ∗ and µ∗, respectively. They may therefore be neglected at least from a linear stability analysis point of view. This
approximation is increasingly more accurate as the annihilation probability is decreased. Note that our conclusions
for the Maxwell model of probabilistic ballistic annihilation are comparable to those for the granular gas [32].
C. Comparison between Maxwell, very hard particles and hard sphere results
For the Maxwell model, the temperature decay rate ξ
(0)
T vanishes. It follows from Eq. (60) that k⊥ = 0 and the
transverse mode is stable, which is confirmed by Fig. 7. The Maxwell model appears to be linearly stable for all
values of the annihilation probability p. On the other hand, within the VHP approach, the decay rate ξT (0) 6= 0. The
transverse mode may consequently be unstable for some wave-numbers k of the perturbation (see Fig. 8), which by
nonlinear coupling to the other modes may lead to density inhomogeneities. Other modes than the shear may also be
linearly unstable, when rescaled wave numbers are such that k > k‖. The thresholds k⊥ and k‖ are shown in Fig. 9
for the 3 models. It appears again that the hard sphere quantity is bounded below by its Maxwell counterpart and
above by VHP. Note that the linear stability analysis does not suffer from arbitrariness related to the free parameter
φ(x).
The imaginary part of the eigenvalues embodies the information on the propagation of the perturbations. In Fig. 8,
we identify 3 different parallel modes for small enough k (k < 0.05). Given that the shear mode is always (d − 1)
times degenerated and that there are d+2 modes in total, none of the parallel modes are degenerated for low enough
k. Increasing k up to the first bifurcation, the sound modes become degenerated and have a nonzero imaginary value.
The non-propagating sound modes thus have bifurcated into a pair of propagating modes. Since the eigenvalue for the
transverse velocity field is always real, we shall study here only the imaginary part of the other eigenvalues. We define
kp such that for all k < kp all eigenvalues are real. It means that only perturbations with small enough wave numbers
16
10
0
10
1
10
2
10
3
10
4
0 0.2 0.4 0.6 0.8 1
PSfrag replacements
p
κ
∗
/
p
ξ(
2
)∗
T
,1
,
µ
∗
/
p
ξ(
2
)∗
T
,2
κ∗/pξ
(2)∗
T,1
µ∗/pξ
(2)∗
T,2
FIG. 6: Ratio of the dimensionless transport coefficient κ∗ (µ∗) to the linear second order dimensionless transport coefficients
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T,1 ), for the VHP model. These ratios do not depend on the the collision frequency φ.
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FIG. 7: Real part of the eigenvalues in dimensionless units for the Maxwell model with p = 0.1 and d = 3. The dispersion
relation obtained from Eq. (60) is represented by a dashed line (labeled s⊥) whereas the three remaining relations are represented
by continuous lines (labeled s‖). The shear mode (s⊥) and sound modes (which are on this figure such that s = 0 when k → 0)
are degenerated twice.
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obtained from Eq. (60) is represented by a dashed line (labeled s⊥) whereas the three remaining relations are represented by
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FIG. 10: Wave number kp in dimensionless units as a function of the annihilation probability p for d = 3. The Maxwell model is
not represented since in this case kp = 0 for all p. The main inset shows the imaginary part of the eigenvalues in dimensionless
units for the VHP model for d = 3 and p = 0.1. The smaller inset shows the propagation gap k ∈ [0.1006 . . . , 0.1046 . . .] of the
sound modes.
λ such that λ−1 > kp/(2πnσ
d−1) are propagating. Fig. 10 shows kp as a function of the annihilation probability p for
the VHP, hard sphere, and Maxwell models. Once more, the VHP and Maxwell models appear as upper and lower
bounds, respectively. From Fig. 7 the Maxwell sound modes are degenerated for all k and therefore the sound modes
of the Maxwell model are always propagating, i.e., kp = 0. In the VHP case, Fig. 8 shows a propagation gap for
the sound modes, i.e., a k- window with k > kp, where the sound modes are not degenerated. This is confirmed by
Fig. 10 (smaller inset). A propagation gap in the sound mode dispersion relation has been predicted on the basis of
the revised Enskog theory for hard-sphere fluids [39]. Such a gap has been observed in neutron scattering experiments
of atomic liquids [40], of molten salts [41], or inelastic x-ray scattering of lipid bilayers [42] for example.
VIII. CONCLUSION
Making use of the Chapman-Enskog scheme, we have derived in this paper the hydrodynamic equations governing
the coarse-grained number density, linear momentum and kinetic energy density fields for an assembly of particles
undergoing annihilating collisions with probability p and an elastic scattering otherwise. In between collisions, the
motion is ballistic. To this aim, the relevant “hard sphere”-like Boltzmann equation has been simplified first into its
Maxwell, and second into its very hard particle (VHP) form. In both cases, the corresponding Navier-Stokes equations
take the same form as in the initial hard sphere description and read
∂tn+∇ · (nu) = −pn ξn, (65a)
∂tu+
1
mn
∇ ·P+ (u ·∇)u = −pvT ξu, (65b)
∂tT + (u ·∇)T + 2
nkBd
(P :∇u+∇ · q) = −pT ξT , (65c)
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with
ξn =
d+ 2
2
ν0 = 4
π(d−1)/2
Γ(d/2)
nσd−1
√
kBT
m
, (66)
ξu = 0, (67)
ξT = 0, (68)
for the Maxwell model, and
ξn =
2d
d+ 4
ν0, (69)
ξu = −vT
(
κ∗
1
T
∇T + µ∗
1
n
∇n
)
d2(d+ 2)
2(d− 1)(d+ 4) , (70)
ξT =
2
d+ 4
ν0, (71)
in the VHP case [the transport coefficients κ∗ or µ∗ are given by Eqs. (50)].
Our analysis showed that the Maxwell and VHP simplifications, that are more amenable to analytic treatment, not
only capture the essential features of hard sphere dynamics, but also provide lower and upper bounds for all comparable
quantities. Some important differences should however be commented upon. A first difference is that Maxwell and
VHP lead to regular transport coefficients for all values of the annihilation probability, whereas a divergence occurs
for annihilating hard sphere thermal conductivity κ and Fourier coefficient µ. We concluded from this comparison
that this divergence is presumably not physical and could result from the more stringent approximations put forward
in the hard sphere computation. It turns out that the hard sphere case is such that the velocity distribution is
non-Gaussian to zeroth order in spatial gradient, whereas it is Gaussian in Maxwell and VHP cases. This fact could
be at the root of the divergence observed in the transport coefficients. We have also shown that the second order
decay rates of the Maxwell model are equal to zero, while for the VHP case they may accurately be neglected. This
analysis suggests that the second order decay rates of probabilistic ballistic annihilation of hard spheres may as well
be accurately neglected, at least for small annihilation probabilities p. This approximation had been invoked in Ref.
[28], without any control on its validity.
The second important difference between Maxwell, hard sphere and VHP dynamics is that within the Maxwell
model, all Fourier modes are found to be linearly stable. This fact is intimately related to the non dissipative nature
of the corresponding dynamics, an aspect which may be surprising at first: although particles are permanently removed
from the system, the mean kinetic energy is conserved on average (ξT = 0). This may be considered as a deficiency
of the Maxwell (over)simplification. On the other hand, VHP dynamics is such that the collision frequency increases
with the velocity of a given population of particles, which in turn implies that the kinetic energy decreases faster than
the number of particles, hence ξT > 0. This dissipation is at the root of possible instabilities in the coarse-grained
fields. However, these instabilities manifest themselves for suitably rescaled fields, and we argued in section VII that
they should presumably only translate into transient instabilities for the “real” fields. Indeed, due to the decrease of
density n(t), an unstable Fourier mode has a wavenumber increasing like n−1, and eventually enters into a regime
where damping should wash out the perturbation. This feature presumably provides at least a linear saturation
mechanism for instabilities, different from usual non-linear saturation effects, that may also play a transient role here
if the initial conditions are sufficiently unstable [in other words, if n(t⊥) ≪ n(t = 0)]. Our stability analysis was
nevertheless restricted to perturbations around the time dependent homogeneous state, so that strictly speaking, the
effects of transient instabilities that may drive the system into a strongly modulated state are unclear at the moment.
This calls for a careful numerical (molecular dynamics) study of the coarse-grained fields, which is the purpose of
future work. This would also allow to question the validity of the hydrodynamic description, in a regime where the
wave number is not much smaller than the inverse mean-free-path ℓ−1 ∝ nσd−1 (in the previous Figures, k is expressed
in units of ℓ−1, up to a prefactor of order one).
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APPENDIX A: SUMMARY OF THE NOTATIONS
We shall recall here some of the notations used through the paper. κ and µ are the transport coefficients appearing
in Fourier’s linear heat conduction law (24), and η is the shear viscosity appearing in the pressure tensor (23). A
quantity A that is made dimensionless is noted A∗. The corresponding dimensionless transport coefficients are written
η∗ =
η
η0
, (A1a)
κ∗ =
κ
κ0
, (A1b)
µ∗ =
nµ
Tκ0
, (A1c)
where
κ0 =
d(d+ 2)
2(d− 1)
kB
m
η0, (A2)
η0 =
d+ 2
8
Γ(d/2)
π(d−1)/2
√
mkBT
σd−1
, (A3)
are the thermal conductivity and shear viscosity coefficients for hard spheres, respectively. The dimensionless coeffi-
cients ν∗η , ν
∗
κ, and ν
∗
µ are given by
ν∗κ =
1
ν0
∫
Rd
dVSi(V)JAi∫
Rd
dVSi(V)Ai − p
1
ν0
∫
Rd
dV Si(V)ΩAi∫
Rd
dV Si(V)Ai , (A4a)
ν∗µ =
1
ν0
∫
Rd
dVSi(V)JBi∫
Rd
dVSi(V)Bi − p
1
ν0
∫
Rd
dVSi(V)ΩBi∫
Rd
dVSi(V)Bi , (A4b)
ν∗η =
1
ν0
∫
Rd
dVDij(V)JCij∫
Rd
dVDij(V)Cij − p
1
ν0
∫
Rd
dVDij(V)ΩCij∫
Rd
dVDij(V)Cij , (A4c)
with
ν0 =
p(0)
η0
=
8
d+ 2
π(d−1)/2
Γ(d/2)
nσd−1
√
kBT
m
, (A5)
and p(0) = nkBT is the zeroth order pressure. In Eqs. (A4), the operator J is given by
Jg = pLa[f
(0), g] + (1 − p)Lc[f (0), g], (A6)
where
La[f
(0), g] = −Ja[f (0), g]− Ja[g, f (0)], (A7a)
Lc[f
(0), g] = −Jc[f (0), g]− Jc[g, f (0)], (A7b)
(A7c)
g being an arbitrary function. The collision operator Jc (annihilation operator Ja) is defined by Eq. (3) [Eq. (2)].
The linear operator Ω is defined by Eq. (D3).
The velocity distribution function is denoted f(r,v; t). In the scaling regime
f(r,v; t) =
n(t)
vdT (t)
f˜(c), (A8)
where c = V/vT . The time dependent [through T (t)] thermal velocity is
vT =
√
2kBT
m
. (A9)
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We note the Maxwellian in the homogeneous cooling state by
M(V ) = n(t)
vdT (t)π
d/2
exp
(
−V
2
v2T
)
, (A10)
and the Maxwellian by
M˜(c) = π−d/2 exp(−c2). (A11)
Therefore, we obtain a similar relation to Eq. (A8): M(V ) = (n/vdT )M˜(c).
The decay rate for the field A = {n, ui, T } reads ξ(m)A , wherem denotes the order in the Chapman-Enskog expansion.
The corresponding dimensionless decay rate is
ξ
(m)∗
A =
ξ
(m)
A
ν0
. (A12)
APPENDIX B: DECAY EXPONENTS OF THE HOMOGENEOUS COOLING STATE OF PBA WITH
HARD SPHERE DYNAMICS
We shall recall results obtained in [27, 28]. The density and temperature of the homogeneous cooling state for PBA
of hard spheres are given by
nH(t) = n0
(
1 + p
t
t0
)−γS
n
, (B1a)
TH(t) = T0
(
1 + p
t
t0
)−γS
T
, (B1b)
where the decay exponents are γSn = ξ
(0)
n (0)/t0, γ
S
T = ξ
(0)
T (0)/t0, and the relaxation time t0 = ξ
(0)
n (0) + ξ
(0)
T (0)/2,
where ξ
(0)
n (0) and ξ
(0)
T (0) are the decay rates at time t = 0. The subscript H denotes a quantity evaluated in the
homogeneous state. Making use of the explicit values of ξ
(0)
n (0) and ξ
(0)
n (0) found in [28] and since γSv = γ
S
T /2 one
obtains
γSn =
d+ 2
4
(
1− a2 1
16
)
ν0t0, (B2a)
γSv =
1
2
d+ 2
8d
(
1 + a2
8d+ 11
16
)
ν0t0, (B2b)
t−10 =
[
d+ 2
4
(
1− a2 1
16
)
+
d+ 2
16d
(
1 + a2
8d+ 11
16
)]
ν0, (B2c)
where the kurtosis a2 of the velocity distribution is [27]
a2 = 8
3− 2√2
4d+ 6−√2 + 1−pp 8
√
2(d− 1) . (B3)
APPENDIX C: USEFUL RELATIONS FOR THE COEFFICIENTS ν∗κ AND ν
∗
η
The expressions (28) and (51) may be calculated with the help of the following relations. Let X and Y be arbitrary
functions, M(V) = n/(vdTπd/2) exp(−V 2/v2T ) the Maxwellian in the scaling regime, then∫
Rd
dv1 Y (v1)La[MX ] = σd−1φ(x)v1−xT
∫
R2d
dv1dv2 v
x
12f
(0)(v1)M(v2)X(v2) [Y (v1) + Y (v2)] , (C1)
and∫
Rd
dv1 Y (v1)Lc[MX ] = −σd−1φ(x)v
1−x
T
Sd
∫
R2d
dv1dv2 v
x
12f
(0)(v1)M(v2)X(v2)
∫
dσ̂(b − 1) [Y (v1) + Y (v2)] , (C2)
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where Lag = −Ja[f (0), g] − Ja[g, f (0)] and Lag = −Jc[f (0), g] − Jc[g, f (0)] for an arbitrary function g. Let α ∈ R+,
then ∫
Rd
dx|x|ne−αx2 = π
d/2
α(d+n)/2
Γ[(d+ n)/2]
Γ(d/2)
, (C3)∫
R
d
dx |x|n e−αx2xixj = π
d/2
α(d+n+2)/2
d+ n
2d
Γ [(d+ n)/2]
Γ [d/2]
δij . (C4)
In the integrals below, the results when θ(σ̂ · g) is absent are obtained upon multiplying the value of βn by two.
Finally for σ̂ = (σ1, . . . , σd), g ∈ Rd, |σ̂| = 1, |ĝ| = 1, we have∫
dσ̂ θ(σ̂ · g)(σ̂ · g)nσiσj = βn
n+ d
gn−2(ngigj + g
2δij), (C5)∫
dσ̂ θ(σ̂ · g)(σ̂ · g)nσi = βn+1gn−1gi, (C6)
βn =
∫
dσ̂ θ(σ̂ · ĝ)(σ̂ · ĝ)n = π(d−1)/2Γ [(n+ 1)/2]
Γ [(n+ d)/2]
. (C7)
APPENDIX D: EXACT RELATIONS FOR THE TRANSPORT COEFFICIENTS OF THE MAXWELL
MODEL
Following the same route as in [28] we may rewrite the right hand side of Eq. (19) such that
[∂
(0)
t + J ]f
(1) = Ai∇i lnT +Bi∇i lnn+ Cij∇iuj + pΩf (1), (D1)
where
Ai =
Vi
2
∂
∂Vj
[Vjf
(0)]− kBT
m
∂f (0)
∂Vi
, (D2a)
Bi = −Vif (0) − kBT
m
∂f (0)
∂Vi
, (D2b)
Cij =
∂
∂Vi
[Vjf
(0)]− 1
d
∂
∂Vk
[Vkf
(0)]δij , (D2c)
and Ω is a linear operator defined by
Ωg = f (0)ξ(1)n [f
(0), g]− ∂f
(0)
∂Vi
vT ξ
(1)
ui [f
0, g] +
∂f (0)
∂T
Tξ
(1)
T [f
(0), g]. (D3)
The quantity g is either Ai, Bi, or Cij , and the functionals ξ(1)n , ξ(1)ui , and ξ(1)T are obtained from Eqs. (21) upon
replacing f (1) by g.
1. Pressure tensor
Integrating the Boltzmann equation (D1) over V with weight mViVj and taking into account the symmetry prop-
erties of the coefficients (D2) one obtains
∂
(0)
t P
(1)
ij (r, t)+ p
∫
R
d
dVmViVjLa[f
(0), f (1)]+ (1− p)
∫
R
d
dVmViVjLc[f
(0), f (1)] =
∫
R
d
dVmViVjCkl(V)∇kul, (D4)
where we have made use of the definition (25) for the pressure tensor. The same definition further allows us to write∫
R
d
dVmViVjLa[f
(0), f (1)] = ξ(0)n P
(1)
ij (r, t), (D5)
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and using additionally Eq. (C2), and (C5) to (C7):∫
R
d
dVmViVjLc[f
(0), f (1)] = ξ(0)n
2
d+ 2
P
(1)
ij (r, t). (D6)
Finally ∫
R
d
dVmViVjCkl(V)∇kul = −p(0)∆ijkl∇kul, (D7)
where
∆ijkl = δikδjl + δjkδil − 2
d
δijδkl. (D8)
Insertion of Eqs. (D5) to (D7) in (D4) yields[
∂
(0)
t + pξ
(0)
n + (1 − p)ξ(0)n
d+ 2
2
]
P
(1)
ij (r, t) = −p(0)∆ijkl∇kul. (D9)
The solution of Eq. (D9) is P
(1)
ij = −η∆ijkl∇kul. Functional dependence analysis shows that η ∝ T 1/2, and since to
zeroth order the temperature is conserved ∂tP
(1)
ij = 0. Eq. (D9) thus gives
η∗ =
1
pd+22 + (1 − p)
. (D10)
2. Heat flux
Integrating the Boltzmann equation (D1) over V with weight mV 2Vi/2 and taking into account the symmetry
properties of the coefficients (D2) one obtains
∂
(0)
t q
(1)
i (r, t) + p
∫
R
d
dV
1
2
mV 2ViLa[f
(0), f (1)] + (1− p)
∫
R
d
dV
1
2
mV 2ViLc[f
(0), f (1)]
=
∫
R
d
dV
1
2
mV 2ViAk(V)∇k lnT +
∫
R
d
dV
1
2
mV 2ViBk(V)∇k lnT, (D11)
where we have made use of the definition (9) for the heat flux to first order. Moreover, one finds∫
R
d
dV
1
2
mV 2ViLa[f
(0), f (1)] = ξ(0)n q
(1)
i (r, t), (D12)
and using additionally Eq. (C2), and (C5) to (C7):∫
R
d
dV
1
2
mV 2ViLc[f
(0), f (1)] =
2(d− 1)
d(d+ 2)
ξ(0)n q
(1)
i (r, t). (D13)
Finally ∫
R
d
dV
1
2
mV 2ViAk(V)∇k lnT = −d+ 2
2
p(0)kB
m
∇iT, (D14)
∫
R
d
dV
1
2
mV 2ViBk(V)∇k lnn = 0. (D15)
Insertion of Eqs. (D12) to (D15) in (D11) gives[
∂
(0)
t + pξ
(0)
n + (1− p)ξ(0)n
2(d− 1)
d(d + 2)
]
q
(1)
i (r, t) = −
d+ 2
2
p(0)kB
m
∇iT. (D16)
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The solution of Eq. (D16) is q
(1)
i = −λ∇iT − µ∇in. Functional dependence analysis shows that λ ∝ T 1/2 and
µ ∝ T 3/2n−1, therefore ∂tq(1)i = pξ(0)n µ∇in. In order to satisfy Eq. (D16) it is therefore required that µ = 0 and
λ∗ =
1
pd(d+2)2(d−1) + (1− p)
. (D17)
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