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INTRODUCTION 
In recent years much work has been done in generalizing theorems from 
complex function theory to matrix valued functions. A prime example is the 
work of Potapov [6], who provided the general formula for the fac- 
torization of a matrix valued inner function. Further, there is the recent 
work of Gohberg and Rodman [3,4] on generalizations of the Weierstrass 
and Mittag-LeMer theorems to matrix valued functions. 
As is well known, factorizations of matrix valued functions play an 
important role in many branches of analysis and engineering. We refer to 
[l] for numerous applications of factorizations of rational matrix valued 
functions. 
In this paper we derive a factorization result for meromorphic matrix 
valued functions. In our final result we aim to stay as close as possible to 
the scalar case, as presented in [S]. The present paper may be viewed as an 
extension of our previous paper 177; however, the methods used here are 
different and much more straightforward. 
* Partially supported by the National Science Foundation. 
’ Supported by a grant from the Nkels Stensen Stlchtmg at Amsterdam. 
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1. PRELIMINARIES: ORDER, POLES, AND ZEROS 
First we define the order of a matrix function which is meromorphic on 
the whole (finite) plane. A complex number z is called a pole of ,4(z) if it is 
a pole of one of the entries of A(z), and z is called a zero of A(z) if it is a 
pole of A(z) --I. For a meromorphic m x m-matrix valued function A(z) let 
m(r,a)=(2n))‘/~~ln+ II A (re’“) II de, (1.1) 
where A has no poles on the circle 1 z I = r. Here Ij A(z)11 = max,,.,,, = i, .rit cm 
II A(z) x II. 
Set 
N(r, A) = /‘n(t, A)/t dt, 
0 
(1.2) 
where n(t, A) denotes the number of poles of A in the disk {z: I z 1 < t}, 
counting multiplicities. Let 
T(r, A) = m(r, A) + N(r, A). 
The order p of A is defined by 
p = lim sup log T(r, A )/log r. 
T’X (1.3) 
Since A(z) is meromorphic we can decompose A(z) as follows: for each 
Z,EC 
A(z)=E(z)diag((z-zo)K’~~~(z-zo)Km)F(z), (1.4) 
where E(z) and F(z) are analytic and invertible at z. and K, 3 . > K, are 
integers (see, e.g., [2, Sections VI.2, VI.31). The numbers I K,I for which 
Kj < 0 are called the partial pole multiplicities of A at zo, the numbers Kj for 
which K, > 0 are called the partial zero multiplicities of A at zo. The 
function diag((z - zo)~)~! 1 is called the local Smith form of A(z). 
We shall assume throughout this paper that A(z) is meromorphic and 
regular, i.e., there is at least one point where A(z) is analytic and invertible. 
Then A(z) ~ ’ is also a meromorphic matrix valued function, as can be seen 
by applying Cramer’s rule. 
PROPOSITION 1.1. Suppose A(z) is a meromorphic matrix valued function 
offinite order p. Let piJ denote the order of the ij entry a&z) of A(z). Then 
p= max p-. 
l<i,j<m 
1. ,
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Proof: Note that 
I ai,(z)l = I CACz) e,> ei> I 
d II A(Z) ej II II ei II 
G II A(z)ll. 
From this one sees that m(r, ati) <m(r, A). Clearly N(r, a,,) < ~(r, A), so 
that T(r, Q,~) 6 T(r, A). This implies that 
Conversely, the local Smith form shows that the highest order of a pole 
that afj(z) can have at z,, is ) K, (zO)l and, since E(z,) and F(z,) are inver- 
tible, at least one of the a,,(z) will have a pole of order I K,(z,)I at z,,. Then 
< 1 # {.j: K,(z) < O} I K,(=)l 
;r.j11 <I; 
so that 
171 
wr, A)dm 1 N(r, u;i). i.,= I
Furthermore, 
II A(z)ll = ,,yy, II A(z) x II .c 
< n1 ‘I2 max max f I a,j(z) X, I /I Y/l = 1 I <fGrn ,= 1 
< rr~‘/~ max max 2 lUij(z) xjl 
(‘.I r,l < 1) I sism j= , 
< r&f2 max 
l<i,j<m 
1 ali I. 
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Thus 
m(r, A) <log m312 + max m(r, aji) 
I <i,jsm 
d log m3j2 + m 2 m(r, a,,). 
r.,= 1 
It follows that 
T(r,A)dlogm3”+m i T(r,a,,). 
I.,= I 
Now, for each s>O, there are constants C, such that for all r sufficiently 
large 
T(r a.)<C rpa.!+” ’ ‘I ’ 1, 
One then sees that for all r sufficiently large 
Hence the order p of A is less than or equal to max p,,,. l 
Recall that if A(z) is entire the order p is defined as follows: it is the 
inlimum of the numbers 2 for which there exists positive constants B and C 
for which 
llA(z)ll <Aexp(B/zl”) (1.5) 
for all /z 1 sufficiently large. The next proposition shows that for entire 
functions, this definition of order coincides with the one previously given. It 
is well known that this is the case for scalar functions. 
PROPOSITION 1.2. Ij A(z) is an entire matrix valued,function then p = fi. 
Proof: Denote by fi,,, the order of a,(z) as an entire function, that is, 
defined similarly to (1.5). We claim that j? = max /3,,, for 1 6 i, j< m. 
Indeed, since 1 a,,(z)/ d 11 A(z)11 it follows that max fi;, jb jj for 1 d i,j< m. 
Conversely, use that /I A (z)II’ d CT,=, I a,(z)/* to see that 
fi<maxfi,., for 1 di, j<m. 
Since it is well known that for scalar functions fir,,, = p,., (see, e.g., [S]), it 
follows that we can apply Proposition 1.1 to obtam the desired result. 1 
PROPOSITION I .3. Let A(z) be a regular meromorphic matrix function oj 
,finite order p. Then A(I) ’ has order at most p. 
CLASSOF MEROMORPHIC MATRIX VALUED FUNCTIONS 417 
Proof. We use the fact that if f and g are scalar meromorphic functions 
of order pr and p2, respectively, then f+g, f.g, and ,f/g are functions 
having order at most max(p,, p2). 
Compute A(z)-’ by Cramer’s rule: 
A(;))’ = Adj A(z)/det A(z). 
By the above remarks and Proposition 1.1 each entry of A(z) ~ ’ has order 
at most p. Proposition 1.1 yields that ,4(z) ’ has order at most p. n 
By an argument similar to that given above, or by the definition of 
order, one obtains the following result. 
PROPOSITION 1.4. Let A(z) and B(z) he regular meromorphic matrix 
functions offinite order. Then the order of A(z) B(z) is at most the maximum 
qf the order qf A(z) and the order qf B(z). 
Next we study the poles and zeros of A(z). Recall that a point i E @ is a 
pole of A(I) if it is a pole of one of its entries, and 2 is a zero of A(z) if it is 
a pole of A(z) ~- ‘. Note that it can happen that 1 is both a pole and a zero. 
Suppose that z. is a zero of A(z). A nonzero column vector x, is called 
an eigentrector of A(z) at z. if there exist column vectors x2, .Y~, . . . . such 
that A(=) x;=, x,, , (I- zo)’ is analytic at z. and has a zero at -z,. If this 
zero has order at least r then x,, . . . . x, is called a zero chain of length CY of 
A(z) at zO. 
Likewise, suppose that r0 is a pole of A(z). A nonzero row vector y, is 
called a pole vector of A(:) at z0 if there exist row vectors ?s2, y3, . . . such 
that Cp=o ~1, + ,(z - z,,)’ A(Z) ’ is analytic at z0 and has a zero at z,,. If this 
zero has order at least r then J’,, . . . . yX is called a pole chain qf length a of 
A(I) at zO. 
One can show that the number of independent eigenvectors at z,) is equal 
to the number of partial zero multiplicities and the number of independent 
pole vectors at 2” is the number of partial pole multiplicities. Moreover, 
given any eigenvector X, the maximal length a zero chain starting at x, can 
have is one of the partial zero multiplicities and all partial zero mul- 
tiplicities are obtained this way. A similar statement holds for the partial 
pole multiplicities. For a discussion of these matters see, e.g., [ 11. 
Since A(z) is regular we may assume without loss of generality that A(z) 
is analytic and invertible at zero. We order the poles {M!~},“=, as 
I bC1 I 6 1 w-2 I < . . . . 
where each pole u’~ is repeated according to its total pole multiplicity, that 
is, the sum of its partial pole multiplicities. Here N may be finite or infinite. 
Likewise we order the zeros {z,}IM_, as 
lz, I d Iz2l6 .... 
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Again, zj is repeated according to its multiplicities and M might be finite or 
infinite. 
Next, define the exponent of convergence of the poles r and the exponent 
of convergence of the zeros o by 
i 
N 
t=inf ci:C jw,l-“<co , 
j= 1 i 
Cl.61 
a=inf CI: 2 lz,j-‘<co}. 
i 
(1.7) 
/=l 
Further, introduce integers p and q by 
Cal if a$Z 
P= O-l if aEZand f Iz~~-~<oo 
/=I 
and 
CT1 if ~$27 
N 
4= r-1 if rEZand 1 Iw,l--‘<co 
j=l 
T if zEZand f )IV-‘=OO. 
,=I 
Then we have the following proposition. 
PROPOSITION 1.5. The following inequalities hold: q < z < p and 
pdo<p. 
Proof. From the definition it is clear that q < r and p < 0’. 
Denote by z;,~ the exponent of convergence of the poles of au(z). That is, 
if { w,,}p= , denotes the sequence of poles of aJz) then 
t,,j=inf c[: f ]wjkIP1<cc 
k=l 
As the statement in the proposition holds true for scalar functions, z,,, d p. 
But the set of poles of A(z) is the union of the sets of poles of a&z) over i, j; 
the total multiplicity at each of these poles is at most m times the 
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maximum of the multiplicities of the poles of the a0 (to see this, consider 
the local Smith form). Then it easily follows that z dmax z;,, < p for 
1 <i,j<m. 
Since the zeros of A(z) are by definition the poles of A(z)-’ we obtain 
o <p by applying the previous argument to A(z)-‘. Note that here we 
make use of Proposition 1.3. 1 
2. FACTORIZATION 
THEOREM 2.1. Let A(z) be a regular meromorphic m x m matrix valued 
function of finite order p. Then 
A(z) = B(z) fi Cj(z) fi D,(z)-‘. 
j= I ,= I 
Here B(z) is an entire everywhere invertible m x m matrix function having 
order at most p and 
K”,( z, 1 
cj(z) = IJ Ep(zZ,,,) 
1-I 
I ~lO~j)i 
D,(z)-’ = n E,(zW;,,)-‘, 
,=I 
where 
E,(ZZ,.,)= (I- ZZ,~,) exp i Czzi, jlklk 
k=l !  
E,(zW,,j)=(z-zWi,,)exP i (ZWt,,lklk . 
( k=l > 
Here p, q, M, and N are the numbers introduced in Section 1. Further Zi, i is 
a normal matrix with eigenvafues 0 and 2,:’ and 
rank Z, j = number of partial zero multiplicities 2 i at zi 
and W,, is a normal matrix with eigenvalues 0 and w,- ’ and 
rank W,, i = number of partial pole multiplicities 3 i at wi. 
Moreover, the zero chains and pole chains of A(z) are equal to the zero 
chains andpole chains of n,T ’ Cj(z) ny= ’ Dj(z)-‘. The order of I-I,“, Cj(z) 
is precisely 0, the order of n,y= , Di(z) ~ ’ is precisely 5. 
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ProoJ: We first construct the matrices Wi,j in an inductive way. For 
any meromorphic matrix function W(z) let P( W, wi) be the span of all pole 
vectors of W at its pole w,. Now construct W,,, as follows: W,,, is the 
matrix of Q/w, in the standard orthonormal basis, where Q, is the 
orthogonal projector onto P(A, wr). Then clearly W,,, is normal and in 
some orthonormal basis 
where Y = dim P(A, w,). 
Define 
B,(z) = A(z)(Z- z w,,, ). 
Denote the partial pole multiplicities of A(z) at ~tr by 1 K, 1, . . . . 1 K,I (I 6 m). 
We then claim that the partial pole multiplicities of B,(z) at )v, are given 
by the nonzero numbers among I K, + 1 / , . . . . 1 K, + 1 I. To see this, suppose 
that J1, . . . . I;, is a pole chain of B,(z) at u’, , that is, p, # 0 and there exist 
vectors J,, , , . . . such that 
% % 
c ji(Z - w,)’ ’ B,(z)-’ = c Y,(z- IQ,)’ 
/=I [=I 
Now decompose the vectors j: with respect to 
c?=P(A, w,)+P(A, M’l)L 
as 
Then 
jpj; +j$. 
B,(,-)-I= ( -zw,,l)- ’ /qz)-’ = w’(w’ oz’ L 
-I zr 
So (2.1) becomes 
f --u’, ,7,1(z-w’,)‘-2+ f jj2(z-wl)‘--’ A(z)--’ 
,=I ,=I 
=(z-WI) I{- ~1.?11+ f (-~,.F,+1,1+~,2W 
j=l 
= f Y,(z-WI)'. 
(2.1) 
0 
I . m ~ r 1 
M,‘,)~-’ A(z)-] 
I 
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Note that j,, # 0 since otherwise -w, jj2, +j,2 would be a pole vector of 
A(z) at w, which can be true only if Jlz = 0. But if both j,, = 0 and jj,2 = 0 
then jj, = 0, contradicting the assumption jj, # 0. It follows that the vectors 
y,=w,~,,andy,=-w,~,,+~,, ,..., y,+,=-w,j,+,+jj,,formapole 
chain of length c1+ 1 of ,4(z) at w,. Conversely, if y,, . . . . y,, , (a 3 1) is a 
pole chain of A(z) at w,, then by defining p,= -(y,,/w>,)+y,+,,,, for 
1 <j 6 LX, we obtain a pole chain of B,(z) at w, of length ~1. Due to the 
correspondence between the partial pole multiplicities and the lengths of 
the pole chains (see, e.g., [ 11) the claim follows. 
Next, define 
B,(z)=A(z) -qzW,,,). 
Clearly B,(z) has the same partial pole multiplicities as B,(z). Now we can 
repeat the above argument for the function B,(z) and its pole W, (provided 
W, is a pole of B,(z)) to obtain the matrix W,, , In this way one constructs 
inductively the matrices W,.,. By a reasoning as in [7, Lemmas 2.3 and 2.4 
and Theorem 2.5)] one proves that n,!=, D,(z) is uniformly convergent on 
compact subsets of @. Further, each entry in this (infinite) product has 
order at most T, and by Propositions 1.1 and 1.3 the order of n,“_, Dj(z) ~’ 
is at most 5. However, the exponent of convergence of the poles of this 
product (which is 7) is less than or equal to its order by Proposition 1.5. 
Hence the order of n;“=, D,(z) ’ is precisely z. 
Next, define 
&)=/l(z) fi Dj(Z). 
/=I 
Then B(z) is an entire function having order at most p (using 
Proposition 1.4). The matrices Z,,, are constructed again by induction. Let 
N( B, z,) be the span of all eigenvectors of B at z, . Denote by P, the 
orthogonal projector onto N(B, z,) and put Z,,, = (l/z,) P,. Define 
C,(z)=B(z)(Z-ZZ’J ‘. 
Then the partial zero multiplicities of c,(z) at z, are the nonzero numbers 
among k,(z,) - 1, . . . . k,(z,) - 1, where k,(z,), . . . . k,(z,) are the partial zero 
multip!icities of A(z) at z, . This can be proved by an argument similar to 
the one used above for the partial pole multiplicities of B,(z). Then deline 
C,(z)= B(z) E,(zZ,,,) --I. 
Continue the process in a way similar to the construction of the matrices 
W,,,. One shows that n,“_, C/(z) has order 0 in a way completely 
analogous to the way one shows that n,y=, DJz))’ has order t. Further, 
A(z)=B(z) fi C,(z) I”i D,(z)--’ 
/=I ;= 1 
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as desired. By construction the zero chains and pole chains of A(z) are the 
zero chains and pole chains of n,“_, Ci(z) n,“_ , Dj(z))‘. This proves the 
theorem. 1 
We have concentrated our attention on right zero chains and right pole 
chains here. Clearly, similar factorization theorems might be obtained 
using, for instance, left pole chains and left zero chains, or any other com- 
bination. This leads to an interchanging of the factors in Theorem 2.1; the 
entire everywhere-invertible function B(z) will appear as the middle or 
right-hand factor. In another direction one might want to factor out the 
zeros first and then the poles, instead of the order we have taken here, 
thereby interchanging the order of the two factors involving (infinite) 
products. Needless to say one will obtain different matrices IV,,, and Zj,, 
and a different function B(z) in all these cases. 
Finally, the authors have examined the monograph by Ziegler [S] on a 
Nevanlinna theory for vector valued functions. His results are extendable 
to matrix valued functions. However, Ziegler’s definitions of zeros and 
poles differ from ours. Moreover, there are no factorization theorems 
similar to the one we derived here. 
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