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In 2005, R. Li et al. [1] established a general Orlicz–Pettis Theorem for subseries convergent series. Recently, C. Swartz [2]
established a bilinear Orlicz–Pettis Theorem for multiplier convergent series. These results yield known versions of
the Orlicz–Pettis Theorem for locally convex space as well as versions for operator valued series. However, for λ = c0
or lp , the conclusion [3, Theorem 5] that λ-multiplier convergence is an invariant on all admissible topologies is not
yielded by these results. In this note, we establish a version of Orlicz–Pettis Theorem for multiplier convergent series and
quasi-homogeneous operator, which involves the conclusion above and versions for quasi-homogeneous operator valued
series.
In [4], R. Li et al. gave the deﬁnition of quasi-homogeneous operators and showed the family of quasi-homogeneous
operators included all linear and many more nonlinear operators. The introduction of quasi-homogeneous operators has
strongly broadened our research scope of operators.
Deﬁnition 1. Let X , Y be vector spaces. An operator T from X to Y is said to be quasi-homogeneous if there exists a function
ϕ : C → C satisfying limt→0 ϕ(t) = ϕ(0) = 0 such that T (tx) = ϕ(t)T (x) for all t ∈ C and x ∈ X .
Obviously, if ϕ : C → C is a function such that T : X → Y is quasi-homogeneous, then ϕ satisﬁes: ϕ(ts) = ϕ(t)ϕ(s) for
all t, s ∈ C. Let
C(0) =
{
ϕ ∈ CC: lim
t→0ϕ(t) = ϕ(0) = 0, ϕ(ts) = ϕ(t)ϕ(s) for all t, s ∈ C
}
and for each ϕ ∈ C(0), let
QHϕ(X, Y ) =
{
T ∈ Y X : T (tx) = ϕ(t)T (x), for all t ∈ C, x ∈ X}.
By analogy with the deﬁnition of bilinear operator, we introduce a new deﬁnition called bi-quasi-homogeneous operator
and establish a bi-quasi-homogeneous Orlicz–Pettis Theorem for multiplier convergent series.
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if there exist ψ,ϕ ∈ C(0) such that b(x, ·) ∈ QHψ(F ,G) for each x ∈ E and b(·,y) ∈ QHϕ(E,G) for each y ∈ F .
Say the series
∑
j x j in E is λb-multiplier convergent if for every t = (t j) ∈ λ there exists xt ∈ E such that∑∞
j=1 b(t jx j, y) = b(xt , y) for every y ∈ F .
Say K ⊂ F is b-pointwise bounded, if for every x ∈ E , the set {b(x, y): y ∈ K } is bounded in G .
Say λ is c0-factorable if (t j) ∈ λ implies that there exists (s j) ∈ c0, (u j) ∈ λ with (t j) = (s ju j).
If σ ⊂ N, χσ will denote the characteristic function of σ and if t = (t j) is any sequence, χσ t will denote the coordinate-
wise product of χσ and t . A sequence space λ is monotone if χσ t ∈ λ for every σ ⊂ N and t ∈ λ.
For example, c0, lp ,
d = {t: sup{|t j| 1j }< ∞} and δ = {t: lim |t j| 1j = 0}
are both c0-factorable and monotone [5, p. 224].
Theorem 1. Let E, F be vector spaces, G be a locally convex space and b : E × F → G be a bi-quasi-homogeneous operator. If a
sequence space λ is both c0-factorable and monotone, then the following (T1) and (T2) are equivalent:
(T1) the series
∑
j x j in E is λb-multiplier convergent;
(T2) for every t = (t j) ∈ λ, there exists xt ∈ E such that for any arbitrary b-pointwise bounded subset K ⊂ F , ∑∞j=1 b(t jx j, y) =
b(xt , y) uniformly for y ∈ K .
To prove Theorem 1, we need the following two lemmas:
Lemma 2 (Uniform convergence principle). (See [6, p. 25], [7,8].) Let G be an abelian topological group and Ω a sequentially compact
space and F j : Ω → G a sequentially continuous function for all j ∈ N. If every sequence j1 < j2 < · · · in N has a subsequence
jk1 < jk2 < · · · such that
∑∞
v=1 F jkv (ω) converges at each ω ∈ Ω and
∑∞
v=1 F jkv (·) : Ω → G is sequentially continuous, then
lim j F j(ω) = 0 uniformly with respect to ω ∈ Ω .
Lemma 3. (See [9, Lemma 3.2].) Let X be a vector space and V a convex subset of X such that 0 ∈ V . If x1, x2, . . . , xn ∈ X and M > 0
such that
M
∑
j∈

x j ∈ V , for every nonempty 
 ⊂ {1,2, . . . ,n},
then
∑n
j=1 s jx j ∈ V for every 0 s j  M, j = 1,2, . . . ,n.
Proof of Theorem 1. The singleton set is b-pointwise bounded and therefore (T2) ⇒ (T1). Conversely, for (t j) ∈ λ, suppose
(T2) is not satisﬁed. Then there exists a convex neighborhood of 0 ∈ G , W , yk ∈ K and an increasing sequence n1 <m1 <
n2 <m2 < · · · < nk <mk < · · · such that
mk∑
j=nk
b(t jx j, yk) /∈ W , for every k ∈ N.
Since λ is c0-factorable, there exist (s j) ∈ c0, (u j) ∈ λ, such that t j = s ju j for every j. Then
mk∑
j=nk
ϕ(s j)b(u jx j, yk) /∈ W , for every k ∈ N.
Since ϕ(s j) → 0 as s j → 0, {ϕ(s j): j ∈ N} is bounded. Let rk = max{ϕ(s j): nk  j mk}, we can conclude that there exists

k ⊂ {nk,nk + 1, . . . ,mk} such that
() rk
∑
j∈
k
b(u jx j, yk) /∈ W , for every k ∈ N,
by Lemma 3. Let
Ω =
{
0,1, . . . ,
1
, . . .
}
.n
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fk(0) = 0, fk
(
1
i
)
= ri
∑
j∈
k
b(u jx j, yi), for i = 1,2,3, . . . .
Since K is b-pointwise bounded, for ﬁxed k and j ∈ 
k , we have u jx j ∈ E and {b(u jx j, y): y ∈ K } is bounded in E . Then
rk → 0 implies rib(u jx j, yi) → 0 by [10, Theorem 4-4-1]. Hence,
lim
i→∞
fk
(
1
i
)
= 0 = fk(0), for every k,
which shows that fk : Ω → G is a sequentially continuous function for all k ∈ N. On the other hand, for every subse-
quence {kv }, let
s j =
{
u j, if j ∈ 
kv , v = 1,2,3, . . . ,
0, otherwise.
Then (s j) ∈ λ by the monotone property of λ. So
∞∑
v=1
fkv
(
1
i
)
=
∞∑
v=1
ri
∑
j∈
kv
b(u jx j, yi) = ri
∞∑
v=1
∑
j∈
kv
b(u jx j, yi) = ri
∞∑
j=1
b(s jx j, yi)
is convergent at each i ∈ N+ by (T1). So
lim
i→∞
f i
(
1
i
)
= 0
by Lemma 2, which contradicts to (), and hence (T2) ⇒ (T1). 
If (E, F ) is a dual pair and λ is c0-factorable and monotone, from Theorem 1, a full invariant is easily obtained, that is,
all admissible topologies for E have the same λ-multiplier convergent series, which is given in the following:
Corollary 1. Let (E, F ) be a dual pair. Then [·,·] is a bilinear functional on E × F [10, Deﬁnition 8-2-1]. If λ is c0-factorable and
monotone, then the following (1.1) and (1.2) are equivalent:
(1.1) for every (t j) ∈ λ, the series∑ j t jx j is convergent in (E, σ (E, F ));
(1.2) for every (t j) ∈ λ, the series∑ j t j x j is convergent in (E, β(E, F )).
Henceforth, X is a topological vector space and Y is a locally convex topological vector space with the dual Y ′ . Let
WOT , SOT and UOT be the weak operator topology, strong operator topology and uniform operator topology on QHϕ(X, Y )
respectively, i.e.
lim
α
Tα = 0 in theWOT ⇔ for each x ∈ X, y′ ∈ Y ′, lim
α
[
Tα(x), y
′]= 0;
lim
α
Tα = 0 in the SOT ⇔ for each x ∈ X, lim
α
Tα(x) = 0;
lim
α
Tα = 0 in the UOT ⇔ for each bounded subset A of X,
lim
α
Tα(x) = 0 uniformly with respect to x ∈ A.
It is clear that WOT ⊂ SOT ⊂ UOT . Let
BQHϕ(X, Y ) =
{
T ∈ QHϕ(X, Y ): T is bounded
}
,
then we give two versions of the Orlicz–Pettis Theorem for quasi-homogeneous operator series:
Corollary 2. Let E be a vector subspace of BQHϕ(X, Y ) and {T j} ⊂ E. If λ is c0-factorable and monotone, then the following (2.1) and
(2.2) are equivalent:
(2.1) for every (t j) ∈ λ, the series∑ j t j T j is convergent in the SOT;
(2.2) for every (t j) ∈ λ, the series∑ j t j T j is convergent in the UOT.
Proof. Deﬁne b : E × X → Y by b(T , x) = T (x). Then b(T , ·) : X → Y ∈ QHϕ(X, Y ) for each T ∈ E and b(·,x) : E → Y is linear
for each y ∈ F . It’s easily to see that (2.1) ⇔ (2.2) by Theorem 1. 
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(3.2) are equivalent:
(3.1) for every (t j) ∈ λ, the series∑ j t j T j is convergent in the WOT;
(3.2) for every (t j) ∈ λ, the series∑ j t j T j is convergent in the UOT.
Proof. For x ∈ X , y′ ∈ Y ′ , deﬁne x⊗ y′ : E → C by x⊗ y′(T ) = [T (x), y′] and let X ⊗ Y ′ = {x⊗ y′: x ∈ X, y′ ∈ Y ′}. Deﬁne the
vector operations on X ⊗ Y ′ by
t · x1 ⊗ y′1(·) = (tx1) ⊗ y′1(·),
(
x1 ⊗ y′1 + x2 ⊗ y′2
)
(·) = x1 ⊗ y′1(·) + x2 ⊗ y′2(·)
for x1 ⊗ y′1, x2 ⊗ y′2 ∈ X ⊗ Y ′ . Then X ⊗ Y ′ is a vector subspace consisting of linear functionals on E .
Deﬁne b : E× X⊗Y ′ → C by b(T , x⊗ y′) = [T (x), y′]. Then b(T , ·) ∈ QHϕ(X⊗Y ′,C) for each T ∈ E and b(·,x⊗ y′) : E → C
is linear for each x ⊗ y′ ∈ X ⊗ Y ′ . By Corollary 1, for every (t j) ∈ λ, the series ∑ j t j T j is convergent in the topology
β(E, X ⊗ Y ′). So we only need to show that β(E, X ⊗ Y ′) is stronger than the UOT .
Suppose a net Sα → 0 in β(E, X ⊗ Y ′). Let A ⊂ X be bounded, B ⊂ Y ′ be equicontinuous and set C = {x ⊗ y′: x ∈ A,
y′ ∈ B}. For each T ∈ E ⊂ BQHϕ(X, Y ), T (A) is bounded, and therefore
sup
{∣∣[T (x), y′]∣∣: x ∈ A, y′ ∈ B}< +∞.
Then C is σ(X ⊗ Y ′, E) bounded, and hence Sα → 0 uniformly with respect to x⊗ y′ ∈ C , i.e.
sup
{∣∣[Sα(x), y′]∣∣: x ∈ A, y′ ∈ B}→ 0.
For each neighborhood U of 0 ∈ Y , since Y is a locally convex space, there exists a barrel V such that V is a neighborhood
of 0 ∈ Y and V ⊂ U [10, Theorem 7-1-2]. For V , the polar of V [10, Deﬁnition 8-3-1], denoted by V ◦ , we have V ◦◦ = V by
the Bipolar Theorem [10, Theorem 8-3-8], and V ◦ is equicontinuous [10, Theorem 9-1-4]. Then
sup
{∣∣[Sα(x), y′]∣∣: x ∈ A, y′ ∈ V ◦}→ 0.
So there exists α0 such that if α  α0, then∣∣[Sα(x), y′]∣∣ 1, for all x ∈ A and y′ ∈ V ◦,
which implies that Sα(x) ∈ V ◦◦ = V ⊂ U for all x ∈ A when α  α0, i.e. Sα(x) → 0 uniformly for x ∈ A, which completes the
proof. 
We show that many linear and nonlinear vector subspaces will satisfy the conditions in Corollaries 2 and 3.
Example 1. Deﬁne I : C → C by I(t) = t for each t ∈ C. Then QHI (X, Y ) contains all linear operators. Let K (X, Y ),
L(X, Y ) and B(X, Y ) denote the spaces of compact, continuous and bounded linear operators, respectively. Then L(X, Y ) ⊂
B(X, Y ) ⊂ BQHI (X, Y ). If Y is metrizable, then K (X, Y ) ⊂ BQHI (X, Y ). Especially, if X and Y are Banach spaces, then
K (X, Y ) ⊂ L(X, Y ) = B(X, Y ) ⊂ BQHI (X, Y ).
Theorem 4. If there exist ϕ,ψ ∈ C(0) such that ϕ(ψ(t)) = t for each t  0 and T ∈ QHϕ(X, Y ), then T is sequentially continuous at
0 implies that T is bounded. Especially, if X is metrizable, then T is bounded implies that T is sequentially continuous at 0.
Proof. If T is sequentially continuous at 0, suppose A ⊂ X is bounded. Then for arbitrary {yn} ⊂ T (A), there exist {xn} ⊂ A
such that {yn} = {T (xn)}. Since ψ ∈ C(0) and A is bounded, we have
ψ
(
1
n
)
xn → 0 as n → ∞.
Hence
1
n
T (xn) = ϕ
(
ψ
(
1
n
))
T (xn) = T
(
ψ
(
1
n
)
xn
)
→ 0, as n → ∞,
which shows T (A) is bounded.
If X is metrizable and T is bounded, suppose xn → 0 in X . Since X is metrizable, there exist {un} ⊂ X and {tn} ⊂ C such
that un → 0, tn → 0 and {xn} = {tnun} [11, p. 380]. So {un: n ∈ N} is bounded and hence {T (un): n ∈ N} is bounded. Then,
T (xn) = T (tnun) = ϕ(tn)T (un) → 0, as n → ∞,
which shows T is sequentially continuous at 0. 
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SC0QHϕ(X, Y ) =
{
T ∈ QHϕ(X, Y ): T is sequential continuous at 0
}
,
then SC0QHϕ(X, Y ) is a vector subspace of BQHϕ(X, Y ). Here are some examples for functions in AC(0):
1. Evidently, I ∈ AC(0).
2. If 0 < p < ∞, deﬁne ϕp : C → C by ϕp(t) = |t|p for each t ∈ C, then ϕp(ϕ 1
p
(t)) = t for all t  0. So ϕp ∈ AC(0).
A function ‖ · ‖ : X → [0,+∞) is said to be a p-norm (0 < p  1) if ‖0‖ = 0, ‖x + y‖ ‖x‖ + ‖y‖ and ‖tx‖ = |t|p‖x‖.
So ‖ · ‖ ∈ QHϕp (X,R).
Remark 1. If the condition “λ is c0-factorable and monotone” is replaced by “λ has the inﬁnite gliding hump property”,
Corollaries 1 and 2 still hold, which have been given in [5, Theorems 5.7 and 6.13]. In fact, Theorem 1 also holds for the
replaced condition. The next theorem will illustrate this fact.
Deﬁnition 3. An interval in N is a subset of the form
[m,n] = { j ∈ N: m j  n},
where m,n ∈ N with m  n. A sequence of intervals {I j} is increasing if max I j < min I j+1 for every j. The sequence space
λ has the inﬁnite gliding hump property (∞-GHP) if whenever t ∈ λ and {I j} is an increasing sequence of intervals, there
exists a subsequence {n j} and an j > 0, an j → ∞ such that every subsequence of {n j} has a further subsequence {p j} such
that the coordinate sum of the series
∑∞
j=1 ap jχI p j t ∈ λ.
Theorem 5. Let E, F be vector spaces, G be a topological vector space and b : E × F → G be a bi-quasi-homogeneous operator. If a
sequence space λ has ∞-GHP, then the following (T1) and (T2) are equivalent:
(T1) the series
∑
j x j in E is λb-multiplier convergent;
(T2) for every t = (t j) ∈ λ, there exists xt ∈ E such that for any arbitrary b-pointwise bounded subset K ⊂ F , ∑∞j=1 b(t jx j, y) =
b(xt , y) uniformly for y ∈ K .
Proof. For (t j) ∈ λ, suppose (T2) is not satisﬁed. Then there exists a neighborhood (not necessarily convex) of 0 ∈ G , W ,
yk ∈ K and an increasing sequence {Ik} such that∑
j∈Ik
b(t jx j, yk) /∈ W , for every k ∈ N.
Since λ has ∞-GHP, there exists a subsequence {nk} and ank > 0, ank → ∞ such that {nk} has a further subsequence {pk}
such that the coordinate sum of the series
∑∞
k=1 apkχI pk t ∈ λ. Then
∑
j∈I pk
ϕ
(
1
apk
)
b(apkt jx j, ypk ) /∈ W , for every k ∈ N.
Let rk = ϕ( 1apk ) and u j = apkt j , j ∈ I pk for every k ∈ N. Then
() rk
∑
j∈I pk
b(u jx j, ypk ) /∈ W , for every k ∈ N,
and the rest of the proof is the same with Theorem 1 except that
(s j) =
∞∑
k=1
apkχI pk t ∈ λ
is from the ∞-GHP but not from the monotone property of λ. 
The next two examples show that the properties “c0-factorable and monotone” and “∞-GHP” do not imply each other.
Example 3. (See [5, Example B.43].) cs and bv0 have ∞-GHP but they are not monotone.
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f (x) =
{
sin 1x , if x = 0,
0, if x = 0,
and let
λ = {(t j) ∈ c0: f (t j) → 0 as j → ∞},
then λ is c0-factorable and monotone, but does not have ∞-GHP.
Firstly, the monotone property of λ is evident. Then we will show that λ is c0-factorable. For each (t j) ∈ λ, without
loss of generality, we may assume t j = 0 for every j. Since (t j) ∈ c0, for ε = 1/π , there exists an integer N1 > 1 such that
t j < 1/π for all j > N1. For ε = 1/(22π), there exists an integer N2 > N1 such that t j < 1/(22π) for all j > N2. Inductively,
for ε = 1/(n2π), there exists an integer Nn > Nn−1 such that t j < 1/(n2π) for all j > Nn . Then we obtain a sequence
denoted by (s j) satisfying
s j =
{
nπt j  1n , if j ∈ [Nn + 1,Nn+1], n = 1,2,3, . . . ,
1, if j ∈ [1,N1],
then (s j) ∈ c0. Let
u j =
{
1
nπ , if j ∈ [Nn + 1,Nn+1], n = 1,2,3, . . . ,
t j, if j ∈ [1,N1],
then (u j) ∈ c0 and f (u j) = 0 eventually, hence (u j) ∈ λ. Obviously, (t j) = (s ju j), which shows λ is c0-factorable.
Secondly, we will show that λ does not have ∞-GHP. Let t = (1/( jπ)). Then f (t j) = sin jπ = 0 for all j and t ∈ λ. Set
I1 = [1,2] and
Im+1 =
[
max Im + 1,2(max Im + 1)
]
, form = 1,2,3, . . . ,
then {Im} is an increasing sequence of intervals. For any arbitrary {am} satisfying am > 0 and am → ∞, we only need to
show that
(∗) for each m ∈ N, there exists a km ∈ Im such that | f (amtkm )| 12 ,
that is, f (amtkm ) has no subsequence converging to 0, and it follows that
∞∑
j=1
apmχI pm t /∈ λ, for any arbitrary subsequence {pm}.
For convenience, let
Im = {nm,nm + 1, . . . ,nm + nm}.
Obviously, (∗) holds for
∣∣ f (amtnm)∣∣ 12 .
For
∣∣ f (amtnm)∣∣=
∣∣∣∣sin 1am 1nmπ
∣∣∣∣< 12 ,
there exists some k ∈ N such that∣∣∣∣ 1am 1nmπ − kπ
∣∣∣∣=
∣∣∣∣
(
nm
am
− k
)
π
∣∣∣∣< π6 , i.e., kπ − π6 < nmam π < kπ +
π
6
.
Choose km = [am/2], the integer part of am/2. Then
1
<
km
<
1
(since am → ∞, we may assume am > 3 for allm)
3 am 2
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kπ + π
6
= kπ − π
6
+ π
3
<
nm + km
am
π < kπ + π
6
+ π
2
= kπ + 2π
3
.
It follows that∣∣ f (amtnm+km)∣∣> 12 ,
which complete the proof of (∗), and hence λ does not have ∞-GHP.
Remark 2. If the condition “λ is c0-factorable and monotone” is replaced by “λ is a barrelled AK space”, Corollary 3 holds
which has been given in [5, Theorems 6.12].
Example 5. (See [10, Example 7-1-1].) l1/2 is not locally convex and hence is not barrelled. However, l1/2 is c0-factorable
and monotone.
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