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1. INTRODUCTION 
In this paper, we consider evolution equations mainly of the form 
(wqt) + %421(t)) - @(u(t)) 3 0, f  > 0, 0.9 
u(0) = h (1.2) 
in a real Hilbert space H. Here 3~ and a# are subdifferentials of convex lower 
semicontinuous (I.s.c.) functions 40 and 4 from Hto (-co, + oo] with y, Z,!J + +t& 
In [l], Brezis studied the existence and uniqueness of solutions of the problem 
(I.I)-(1.2) when a$ = 0. R A ecently, Otani [8] gave sufficient conditions to ensure 
existence and uniqueness of global solutions of (1.1)-(1.2). 
Our purpose is to study asymptotic stability and blowing up (in other words, 
nonexistence of global solutions) of solutions of (l.l)-( 1.2) assuming 9~ and + 
to be (nearly) homogeneous functions of degreep and q, 2 < p < q, respectively. 
The method of proofs employed here is what is called the potential well method 
(see [7, 9, lo]). 
Equation (1.1) includes as a special case nonlinear parabolic equations 
u(;x’, t) = 0, XEa2, t 3 0, p, 4 3 2. 
When .Q is a bounded domain in W and 2 < p < q, Fujita [4] (when p = 2) 
and Tsutsumi [IO, 111 gave criteria on global existence and blowing up of 
solutions of the initial value problem for the above equations (see also [3, 5, 6] 
and their references). 
Our results in Sections 4 and 5 improve Tsutsumi’s results in [IO, ll] in two 
directions, the time decay of global solutions with initial data near 0 in H and 
blowing up of solutions for a wider class of initial data. 
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The plan of this paper is as follows. Section 2 contains preliminaries on maxima 
monotone operators, subdifferentials, and gradient operators. In Section 3, WC 
deal with existence of local solutions of the problem (l.l)-(1.2). Section 4 i: 
devoted to the study of stability and blowing up of MET systems which will br 
introduced in the section as a generalized notion of the family of all maximally 
extended solutions with respect to the variable t. In Section 5, we take up tht 
problem (1.3)-(1.2) and some other as examples and discuss stability and 
blowing up of solutions of them. In Section.6, we are concerned with blowing up 
of solutions of a second order semilinear differential equation. 
The author wishes to express his gratitude to Professors R. Iino and M. 
Tsutsumi for their helpful suggestions and valuable discussions. 
2. PRELIMINARIES 
Let H be a real Hilbert space with the inner product (., .) and the norm j * j. 
Let A be a (multivalued) operator in H, that is, a mapping from H to 2H. We 
shall use the notations: 
and 
D(A) = (~EH;Au # @j, R(A) = u Au, 
2LEH 
a-‘f = {u E w; f E Au). 
If  the set Au has only one element for every u E D(A), we identify Au with 
its element and regard A as a mapping from H into itself. 
For an operator d in H, let us write B = {[u, f] E H x H; f E Au}. An 
operator A (the graph a) is said to be monotone if (f-g, u - v) 3 0 for any 
[u, j-1, [v, g] E A. IV e say that a monotone operator A is maximal monotone if the 
graph A$ has no proper monotone extension. It is well known that a monotone 
operator A is maximal monotone if and only if R(1 + A) = H (or equivalently, 
a(1+hZ4) = Hforanyh >0)( see, e.g., Proposition 2.2 in Brezis [l]). 
Let A be a maximal monotone operator in H. For X > 0, the operator Jn = 
(I + M-l is Lipschitz continuous in H with unity as Lipschitz constant, and 
the operator A,, (Yosida approximation) defined by A, = X-l(1 - JJ is monotone 
and Lipschitz continuous. Moreover, the following properties are valid: 
A,u E A JAu for u E H, X > 0, (2.1) 
j &zl 1 < / A% I and Ap + A% as h + 0 for u E D(A), (2.2) 
where A”u is the unique element of -4~ such that / A”zl 1 < j f  / for alIfE Au. 
For a function 9 from H to (-co, + oc)], we shall write 
D(y, Y) = (24 E H, q?(u) < r> for r ER and D(v) = u D(p, r). 
I-R 
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Let rp be a convex 1.s.c. function: W + (-co, -t- ~01 such that 9) + +a. 
The subdifferential &I of q~, an operator in H, is defined by 
+(u) = ife H; ~(4 - ~(4 > (f, v  - 4 for all u E H> 
and is maximal monotone (see, e.g., [I, Example 23.43). It is clear that II C 
D(y). It is easy to see that the set D(v, Y) is closed and convex in H. 
Now me list some lemmas which will be used later on. 
LEMMA 2.1. Let A = &p and 
T,,(U) = inf ((2h)-l / u - ZI ja + v(v); v  E H), A > 0. 
Then, the function g),, is convex andFrkhet dz$erentiable in H, and satisjes: 
%b> f  du> as ALU, (2.3) 
acp,) =G= A,. (24 
For the proof, we refer to Brezis [l]. Let 9 be a convex 1s.~. function: H 3 
(-co, + co] and let K be a closed convex set in H. We define ~~ by 
qq&) = du) 
for u E K, 
+a for u E H\,K. 
Then, we easily have the next lemma. 
LEMMA 2.2. pK is a convex 1.s.c. function. 
Let Kr , Kz be convex sets in H such that Kl C KS . We say that u f  Kl is an 
internal point of Kl in K2 if for each v  E Kz , there exists t, E (0, 1) such that 
(1 - t,)u $ t,,v E Kl (which clearly shows that (1 - t>u + ta E Kl for an.r 
f  E (0, f,l). 
LEMMA 2.3. Let p): H-t (-CD, +CO] b e a convex 1.s.c. function, K C B(y) 
a closed convex set in H, and 97~ the convex I.s.c. fun&ion defined by (2.5). I f  u is api 
internal point of K in D(v), tlren +(u) = %&u). 
Proof. From the definition of qK , it follows immediately that +(u) C LTFx(uj. 
Let u be an internal point of K in D(v), f E +J,(u) and z’ f  D(y). VVe choose 
t, E (0, 1) so that (1 - t& + t,,v E K. Putting w = (1 - t,)u + t@v, we get 
&w) - &&c) = g)(w) - 9)(u) > (f, w - 2~) = t,(f, v  - 24). 
Hence, by the convexity of q~, it follows that 
4h?w - PW 3 tdf, w - f-4’ 
This proves a,,(u) C +(zc) because ZJ is arbitrary. QED. 
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Let Y be a dense subspace in H which is a real Banach space with the con- 
tinuous injection: Y -+ H. 
Let # be a function: H -+ (-CO, +m] with II(#) = Y where # is FrCchet 
differentiable, that is, there exists Z/‘(U) E Y’ (the dual space of Y) for each u E I’ 
such that 
9tu + w> = VW + ww> w> + 4 w lk.) for w 6 Y, 
where (., a> and 1 . Iy denote the duality between Y and Y’ and the norm of Y, 
respectively. 
We denote by D(d#) the totality of u E Y such that the mapping: Y 3 v A.+ 
(#(u), v} is continuous in the topology induced by H. By virtue of Riesz’ 
theorem, we can find d+(n) E H which satisfies (Z/‘(U), w) = (d+(u), w) for all 
v E Y. 
The mapping: u -+ d+(u) will be called the gradient operator of ~,4 in H with 
domain D(d#). We shall assume below that any gradient operator d# which we 
will consider is hemicontinuous, that is, for u, v, w E Y, the mapping: s -, 
({(su + (1 - s)v), w) is continuous in [0, 11. 
A function p from H to (-co, + co] will be called homogeneous of degree 
p E R if D(v) is a cone (i.e., for any y > 0 and u E D(v), yu E D(v)) and if 
&zl) = ypv(~) for u E D(v) and y > 0. 
The following lemma follows immediately from the definition of the sub- 
differential. 
LEMMA 2.4. Let 9 be a convex Z.S.C. function: H -+ (--co, +co] with D(p) # 
iz: . If cp is homogeneous of degree p (> l), then 
Pd4 = (f, 4 fir u E D(+) and f E l@(u), 
LEMMA 2.5. Let d# be a (hemicontinuous) gradient operator in H of a homo- 
geneous function # of degree p > 1. Then, p+(u) = (d+(u), u) for u E D(d#). 
For the proof of this lemma, see Lemma 3 in Tsutsumi [lo]. 
Let X be a Banach space with the norm / . Ix, T > 0 and 1 < r < $-co. 
We denote by Lr(O, T; X) the space of all measurable functions u(t) from [0, T] 
to X such that / u(t)]> is integrable if Y < $-co, and the essential supremum of 
1 u(t)l, is finite if r = +c0. 
LEMMA 2.6. Let 9 be a cowvex 2.s.c. function: H--f (-co, +m] and $ +CO. 
For some T > 0, let u, duldt (the strong derivative of u) E L”(0, T; H) and u(t) E 
D(+) almost everywhere (a.e.) in [O, Tj. If there exists a function f  EL2(0, c H) 
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such that f(t) E &p(u(t)) a.e. in [0, T], then. the function: t .- y(u(tj) is absolutely 
continuous in [0, q and 
‘id/4 dutt>) = t f(t), W’WN 
We refer to [1] for the proof of this lemma. 
a.e. in [0, T]. 
~JElMM.4 2.7. Let d# be a (hemicontinuous) gradient operator in H of afunction $J. 
Let u, duldt EL’(O, T; H). If the function: t ry~-t &(p(tj + (1 - y) U(S)) is 
continuous (uniformZy in y  E [0, 11) f 01’ every s E [0, T], then the function: t *w 
#(u(t)) is absolutely continuous alzd 
Vi4 cWt)> = Wtutt)), (Wdt)tt)) a.e. in [O, T]. 
For the proof of this lemma, see that of [lo, Lemma 41. 
3. LOCAL ESISTENCE AND UNIQUENESS 
Let g, be a convex 1.s.c. function from H to (-DJ, +a] with D(y) f  ,a 
and B a (multivalued) operator in H. 
Let us consider the first order differential equation 
(du/dt)(t) + a&(t)) - Bu(t) 3 0, 0 < t < T (< +a), (3.1) 
with the initial condition 
u(O) = h. (3.2) 
We seek solutions of Eqs. (3.1)-(3.2) in the class defined by the following. 
DEFINITION 3.1. A function u E C([O, T]; H) (the space of all continuous 
functions in [0, T] with value in H) will be called a strong solution of (3.1)-(3.2) 
in [0, T] if 
(i) the strong derivative du/dt exists a.e. in [0, T], 
(ii) there exist functions f, g ELO-(0, T; H) such that (du/dt)(t) +f(tj -- 
g(t) = 0, f(t) E +(~(t)), g(t) E h(t) a.e. in [0, Q and 
(iii) the condition (3.2) is satisfied. 
Remark. (1) It should be noticed that the condition (ii) implies du/dt E 
L2(0, T; H). (2) In this definition, the condition that f, g ~Ls(0, T; H) seems 
. . 
apparently restrrctlve, but rt turns out in Theorems 3.3 and 3.4 that it is not so, 
at least for existence of solutions. 
We begin with the following uniqueness theorem. 
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THEOREM 3.2. Assume that for each Y E R, 
(~-~,ZI-v)-(x-y,ZI-v)\(Cr/“-v~~ (3.3) 
for afzy u, “L, E D(y, r) I? D(B), x E +(u), y  E &p(v), $ E Bu and 7 E Bv, where C, 
is a positz’ve constant deperzding on Y. Then, the strong solution of (3.1)-(3.2) is 
uniquely determined if it exists. 
Proof. Let u and z’ be arbitrary strong solutions of (3.1)-(3.2) in [0, T]. 
By virtue of Lemma 2.6, functions: t - v(u(t)), t ‘XQ p)(v(t)) are continuous 
in [O, TJ, so that there exists r E R such that &z(t)), q(v(t)) < r for all t E [0, T]. 
Subtracting Eq. (3.1) f  or v  from that for II, multiplying by u(t) - v(t) and 
integrating over [0, T], we get 
; 1 u(f) - v(t)/” < C,. s,’ 1 u(s) - a(s ds 
in view of (3.3). Hence, by Gronwall’s inequality, vve have u = v. Q.E.D. 
Now we turn to the study of local existence of strong solutions. We first 
consider the case when B is a single-valued operator in H with D(y) C D(B) 
and, for each r E R, satisfies the inequality 
IBu-BvI <CT[u-vI for .u, v  E D(~J, r), (3.4) 
where the C, is a positive constant depending on r. 
THEOREM 3.3. Under the hypothesis (3.4), for each h E D(y), there exist T > 0 
and a unique strong solution of (3.1)-(3.2) in [0, T]. 
Proof. Choose r E R, so that y(h) < r and put 
for u E D(~I,, r), 
for u $ D(y, r). 
By Lemma 2.2, $’ is a convex I.s.c. function from H to (-K’, +co] with 
D(v’) = D(?, r) f  5. 
By the assumption (3.4) the operator B is Lipschitzian in D(QY) and therefore, 
the problem 
(dujdt)(tj + +Y’(u(t)) - Bu(t) 3 0, 
u(O) = h 
(3.5) 
has a unique strong solution u in [0, T] for any T > 0 (see, e.g., [I, Proposition 
3.121). 
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In view of Lemma 2.6, the function: t ** p)*(zc(t)) is continuous, so that for 
some T, > 0, @(u(t)) = cp(u(t)) < y  for t E [Q, TJ. 
It is easy to see that x(t) is an internal point of D(F, r) in D(y) for every 
t E [O, T,,], and therefore, by Lemma 2.3, we see that zb is a strong solution of 
(3.1)-(3.2) in [O, To]. 
It is not hard to check that the condition (3.4) implies (3.3). So uniqueness of 
the strong solution is a direct consequence of Theorem 3.2. Q.E.D. 
T\Text we consider the case when 3 = @J where 4 is a convex 1.s.c. function: 
H + (-co, +a] and # + +-ocj. 
We make the following assumption on y: 
The set D(?, r) is compact in H for any r E R. (3x9 
It should be noticed that the function r,~ is bounded below in D(y,, r) by (3.6) 
and the lower semicontinuity of 9, and hence bounded below in H. So we may 
assume without any loss of generality that ~(21) > 0 for all u E H. 
THEOREM 3.4. Assume that the condition (3.6) holds and that D(F) C D(@j 
and 
for any F E R. 
the set ((&!J)~(u); u E D(y, I.)) is bourzded in H (3.7) 
Tfien, for each h E D(T), there exist T > 0 and a strong solution of (3.1)-(3.2) 
ilt [O, T-J. 
Proof Since D(v) C D(#), there exists T E R such that q(h), Z/J(~) < r. 
For such a fixed real number r, define a convex 1s.~. function r+? by 
We consider the equations 
where (a#), denotes the Yosida approximation of 84. 
Since (2$~)~ is Lipschitz continuous, these equations admit a unique strong 
solution u,, in [0, T] for any T > 0 and the functions: t ry~f $(~;,(t)), t I* Jl,,(uAi)) 
are absolutely continuous in [0, 7’l ( see again [I, Proposition 3.121). 
From the definition of @, it follows that 
(u,,(t); X > 0, t E [0, T]) C D(p, Y) n D(#, r). 
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Therefore, we get #n(un(t)) < #(+(t)) < Y by Lemma 2.1, and see by the assump- 
tion (3.6) that 
the set (un(t); X > 0, t E [0, 7’j> is precompact in H. (3.9) 
Multiplying (3.8) by du,/dt and integrating over [0, T], we get, in view of 
Lemma 2.6, 
Since lim,,,, Z/~(A) = 4(h), we get 
.c 
= ) duJdt 1% dt < C, A E (0, a), (3.10) 
0 
for some 6 > 0. (Henceforth, the letter C denotes various positive constants.) 
By (24, we have I(2#)A(uA(t))/ < I(2~)“(uA(t))) and therefore, by the assump- 
tion (3.7), we get 
IW)&,@)>l G c for h > 0 and t E [0, T]. (3.11) 
Putting fA(t) = -duJdt(t) + (2#),Ju,(t)), we have 
s 
,= Ifn(t)l’ dt < C for X E (0, S) and t E [0, T]. (3.12) 
Using Ascoli-Arzela’s theorem, by (3.9) and (3.10), we can extract a sequence 
{hk} C (0,s) tending to zero as K -+ + 00 such that uA, --+ u strongly in C([O, T]; H) 
as K -+ fco. Furthermore, in view of (3.10), (3.11), and (3.12), vve may assume 
that drc,Jdt, fn, and #A@,+,(.>> converge weakly in L2(0, T; H) to duldt, some 
functions f and g, respectively, which belong to L,(O, T; H). 
By the standard argument utilizing the demiclosedness of the realizations of 
2# and azj (see, e.g., [l, Propositions 2.5 and 2.16j), we see that the relations 
are valid. 
@ddt) + f (t) - g(t) = 0 a.e. in [0, T], 
f(t) E wMt>>~ g(t) E WW) a.e. in [0, q, (3.13) 
u(0) = h 
By virtue of Lemma 2.6, we see that @‘(u(t)) and #(u(t)) are continuous in [0, T]. 
To complete the proof, in view of Lemma 2.3, it suffices to show that for some 
To > 0, u(t) is an internal point of D(cp, r) n D(+, r) in D(y) for every t E [0, To]. 
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Ey the continuity of functions: t -. y)‘(zl(t)), t -+ #(u(t)), there exists T, > 0 
such that @o’(t)), #(zc(t)) < r for all t E [O, Ta]. This implies that u(t) is an 
internal point of D(y, r) n D(+, r) in D(q) for every t E [O, Ts]. Q.E.D. 
4. STABILITY AND BLOWING UP 
In this section, we introduce the notion of the system of maximally extended 
trajectories (for simplicity, MET system), for generality of our results and for 
brevity of description, and we study stability and blowing up of MET systems 
restrained by some inequalities instead of strong solutions of the problem 
(3. I)-(3.2). 
DEFINITION 4.1. Let 9” be the set of all nonvoid subsets of Ut,<rGin %([O, T); H). 
Let X be a subset of H, f = (fr ,. . . , &N) a function from X to RN and S a mapping 
from X to 5 x (0, fco] such that for any h E X, if (u, T) E S(h), then u(0) = h, 
u(t) E X for all t E [0, T) and u E C([O, T); H). 
We say that the triplet (X, S,f) . 1s a MET system if the following three 
conditions are satisfied for all h E X and all (u, T) E S(ll). 
(i) the strong derivative dz+Y(t} exists a.e. in [O, T) and dujdt EL~(O, Ti; 
H) for any Tl , 0 < Tl < T; 
(ii) the function: t a+ f(u(f)) is continuous from LO, T) to W; and 
(iii) sup{jf(u(t))l; t E [0, T)) = far, if T < +m. 
We denote by ~7 the projection: F x (0, +o~] -+ X. 
Let (X, S,J) be a MET system. A function II will be called a trajectory of 
the MET system if u E n(S(X)). 
We say that a trajectory u of (X, S,f) blows up if (u, T) E S(u(0)) for some 
T<+cG. 
For example, strong solutions of the problem (3.1)-(3.2) define a MET system 
in both cases when B is a subdifferential of a function $ from H to (-co, + W] 
and all hypotheses in Theorem 3.4 are satisfied, and when B is a gradient 
operator of a function # and the condition (3.4) is valid. 
Indeed, using Lemmas 2.6 and 2.7, we get 
‘t J j dujds I2 ds + &(t)) - #(u(t)) = p(h) - #@j 0 
for all I- E [0, T] whenever u is a strong solution of (3.1)-(3.2) in [0, TJ, and the 
function: t w (p(u(tj), #(qtj)j E R2 is continuous in [0, T]. 
For each h E D(p), let S(h) be the set of all pairs (u? T) consisting of a positive 
number T and a function u E C([O, T); H) such that u is a strong solution of 
(3.1)-(3.2) in [0, Tz] f  or any 0 < Tr < T and u cannot be extended to 10, Tj as 
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a strong solution of (3. I)-(3.2) there. Then, it is easy to see from (4.1), Theorems 
3.3 and 3.4 that (D(v), S, (p, 4)) is a MET system. 
Moreover, assuming that v  and # are, respectively, homogeneous of degree p 
and q, for any (u, 2’) E S(D(y)), we obtain 
a.e. in [0, T) by virtue of Lemmas 2.4 and 2.5. 
Let @ be a function: H + [0, + 031 and let Y be a function: H + (- ~0, + 00) 
with D(Y) 3 D(@) # m. 
Motivated by the above example, we first consider a MET system (D(D)), S, 
(@, Y)) restrained by relations (4.3) and (4.4), i.e., we assume that for any 
12 E D(Q) and (u, T) E S(h), the relations 
s 
t 1 du/ds j2 ds + @(u(t)) - Y+(t)) = Q(h) - Y(h), t E [O, T) (4.3) 
0 
and 
(44 I 4W d -449) + @J+(t)) a.e. in [0, r> (4.4) 
are valid. Here a and b are positive numbers. 
We shall discuss stability of the MET system (D(D)), S, (a, Y)) on the assump- 
tion that 
and 
1 21 j < C@(u)l/” for u ED(@) (4.5) 
Y(u) < C2@(u)~~P for uED(@) (4.6) 
forsomep,q,2<p<q,C,>OandC,>O. 
Without any loss of generality, we may assume that 
a/b G P/4 (< 1) (4.7) 
because @ is nonnegative. 
In what follows we need the following observation (see Fig. 1). 
Let c > 0 and a! > 1, and let us consider the curve y  = CP and the line 
y  = C&Y in the closed half-plane {(x, y) E R2; x > O}. Let (x0 , yo) (5 0) be the 
point where the curve y  = cxa intersects the line y  = K?X. The derivative of 
the function c.1~” at x0 is equal to 1, so that the line y  = x - d with d = x0 - y. 
is tangent to the cur-vey = ca+ at (x0 , y,,) ( no t ice that d = ((a - l)/o~)(co~)-r~(+~) = 
max{x - y; y  = CP} and is positive). 
Therefore, the set U = ((x, y) E R2; x > 0, y  < CX~, y  > x - d) is clearly 
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divided into two connected components W = ((x, y) E C; y  < &r> and IA = 
((x, 3’) E u; y  > a-1 x}. It is clear that IV is bcunded in R2 and x - y  is non- 
negative in IV. It is obvious that x > (ccy)-ti(‘-*) for all (x, y) E V. 
Let 0 < r < d, and let (x , y-) and (.x1, y-) be the intersecting points of the 
line y  = x - P and the curve y  = cx” such that Y- < s,, < x, ‘ Let y  = ,8-.x 
FIGURE 1 
and y  = ,8+x be, respectively, the lines which cut across the curve y  = CA. at 
(x- , y-) and (x+ , y,). Then, the function: Y - x’- is strictly increasing and the 
function: Y ew x+ is strictly decreasing as 7 varies in (0, d). 
On the other hand, the function: x - cx”/x = c.z+i is strictly increasing for 
x 3 0. Hence we know that the function: r - F- = cx~-’ (resp. 5’- & = 
CX;~‘) is strictly increasing (resp. decreasing). 
For/3,0<j3<l,welet(xB,y~)(f-0)b tl e le intersecting point of y  = 8.~ 
and y  = cx”. Then, it is easy to check that x0 - yB = (1 - /?>(/3jc)i’(“-i). It is 
clear that the inequality y  < g-x (resp. y  > /3+x) holds for (x, y) E W (resp. for 
(x, y) E V) with x - y  = r. 
Thus, we have proved 
LEMMA 4.2. Let c > 0 and 01 > I. DeJine d > 0 by 
(i) The set U = ((x, y) E R”; .x >, 0, y  < cx”, x - y  < d> consists of tam 
comated cmz>onents W = {ix> y) E Li; y  < c&x> and V = {(x, y) E U; 
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y  > a-lx}. The set W is bounded in R” and 0 < x - y  < d for all (x, y) E IV. 
For some y  > 0, the inequality x > y  holds for all (x, y) E V. 
For 0 < Y < d, let p+(r) and /S-(r) be th e solutiom of the equation (1 - ,h’) 
(p/c)“‘“-” = T such that P-(Y) < u-l < P+(Y). For Y < 0, let /3+(r) = 1. 
(ii) I f  (x, y) E W, therz 
y  < p-(x - y)x. 
The function /3- is strictly increasing in [0, d). 
(iii) If (x, y) E V, then 
y  2 /3+(x - y)x. 
The function /2+ is strictly decreasing in [O; d). 
In view of (4.6), we let 
c = inf(C, > 0; Y(u) < C,@(u)alP for all u E D(a)}. (4.8) 
Let us put 
and 
J(u) = CD(u) - Y(u) for uED(@) 
for u E D(Q). 
In view of Lemma 4.2, we define d, 0 < d < +a, by 
and set 
We let 
q --p * Pl(c7--P) 
=-- - 
i 1 
if c>O 
4 qc 
= +co if c=O, 
w = {u E D(@); J(u) < d,j(u) 3 O}. 
d, = (0 - 4/bW4p~‘q-p) if c > 0, 
It-00 if c=O, 
and 
%; = {u E D(G); J(u) < d1 , j(u) 3 O}. (4.12) 
(4.9) 
(4.10) 
(4.11) 
It should be noticed that d > d1 > 0. 
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We now state our theorem on stability of MET systems. 
THEOREM 4.3. Let (D(G), S, (di, Y)) b e a MET system restrained by (4.3) 
and (4.4). Suppose that inequalities (4.5) and (4.6) hold true. 
(1) 1f h E %bP, then for any (up T) E S(h), T = +CO and u(t) E-/Y- for all 
t > 0. 
(2) If  h E Wl , then, for any u E r(S(h)), u(t) E “Kl for all t 3 0 ami the 
following asymptotic estimates hold: (i) I f  p = 2, for some 7 > 0 
j u(t)1 = O(e-@) as t + +a, (4.13) 
where the v  does not depend on h E %< . 
(ii) I f  p > 2, then 
j u(t)\ = O(t-1/‘“-2’) as t-++m. 
(iii) As t-+ +co, 
@(u(t)), y(q)> -+ a 
(4.14) 
(4.15) 
Remark. (1) The d defined by (4.9) coincides with the “potential depth” 
introduced by Sattinger [9] when @ and Y are homogeneous functions. 
(2j Part (I) of this theorem is a generalization of Theorem 3 in Tsutsumi 
WI. 
PyooJ We shall only prove the theorem in case c > 0. When c = 0, making 
use of the fact that Y < 0 instead of Lemma 4.2, we can verify the theorem in a 
similar manner. 
For a given h E %* and (u, T) E S(h), we first show that u(t) E y&‘- for every 
t E [0, T). We let 
Clearly, (Q(h), Y(h)) E IV. 
It follows from (4.3) that 
JWN < 4 t E [0, T). (4.16) 
By virtue of (i) of Lemma 4.2 and the continuity of the function: t - (@(u(t)), 
Y(u(t))) E R”, we easily see that 
(@(u(t)), y(u(t>)> E w for t E CO, T), (4.17) 
which shows u(t) E y f  for all t E [0, r). 
505/26/2-IO 
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In view of(i) of Lemma 4.2, we also have 
for some constant C > 0. Therefore, by the definition of the MET system, we 
see that T = $-co. 
Next we turn to part (2). Let h E “rv, and u E m(S(h)). Put d’ = J(h) (< dl) and 
let fi- be the function defined in Lemma 4.2 with a! = q/p. In view of (4.3), 
we have J(u(t)) < d’. Therefore, by (ii) of Lemma 4.2, we see that 
and p-(d’) < p-(d,). Since PA(&) = a/b, we can choose S > 0 such that 
Therefore, by (4.4), we get 
(d/d) I u(t)12 < -SaCD(u(t)) a.e. (4.19) 
Hence, by (4.5), 
(d/d) / u(t)l” < --SUCKS 1 u(t)lP a.e. 
In case p = 2, from this inequality, we see that the estimate 
I u(t)/ = O(e+) (as t + +Co) (4.20) 
holds valid with r) = SaCTD/2 where 6 depends on the choice of h E WI . 
In casep > 2, putting y(t) = 1 u(t)/“, we get 
- --&$y(t)-(‘-“” < -SaCTp a.e. 
Integrating both sides over [0, t], we have 
y(t)-h+“) /2 > y(o)-(D-2’p” + &z(p -‘2) CT?, 
which shows 
y(t) = O(t-2/(o-2)) as t + +co. (4.21) 
It remains to show the assertion (iii) and that n in (4.13) can be taken inde- 
pendently of h E -rV; . 
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So we first prove that J(~(zl(t)) tends to zero as t goes to infinity. By (4.3), we 
see that the function: t - J(u(t)) is monotone descreasing. For an arbitrarily 
fixed E > 0, let us suppose bJ(u(t)) > E for all t 3 0. 
Integrating both sides of (4.4) over [O, T], we have 
since a@(u(t)) - bY((u(t)) > 0. Setting 
and 
E(T) = it E [O, 71; I@ - 4 @(u(t)) - bJ(u(t))/ d 41, 
we therefore have 
so that 
(4) meas@ 4@)) B 4~)~ 
meas E(T) 3 7 - (2/E) u(T). (4.22) 
Since (6 - a) @(u(t)) 2 c/2 in E(T), by (4.19), we have 
and so 
where xEt7) denotes the characteristic function of E(T). Therefore, it follows that 
&a 
1 am” < 1 h I2 - 2tb _ a) IlleaS E(T)a (4.23:) 
On the other hand, making use of the estimates (4.20) and (4.21), and the 
fact that fz j dujdt I2 dt < d, we easily see that 
V(T) = o(Tl/‘) as T--+fm. 
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Hence, by (4.22), we have 
( h I2 -=c Esa meas E(T) 
2(b - u) 
for sufficiently large 7, which contradicts (4.23). Thus we know that 
(4.24) 
Since @(u(t)) > 0 and &(u(t)) - bY(u(t)) > 0, we have 
Now it follows from (4.24) that 
@‘(W, yw>> --+ 0 as t++co. (4.25) 
Finally, we observe that the estimate (4.13) holds for all q < $zC;-“. Using 
(4.5) and (4.6), we get 
$ 1 u(t)12 < -(a - bC*@(2((t))(~-*)‘*) @(u(t)) 
< -CT”(a - bC2@(u(t))(Q-2)~2) 1 u(t)l* a.e. 
This proves our assertion. 
Let us replace Eq. (4.3) by the inequality 
Q.E.D. 
where 1 is a function: H -+ (- 00, + co] with D(J”) = D(Q). 
We define 9. and Ypr by 
and 
TAP = (24 ED(@)); J(u) < &j(u) 2 0) (4.26) 
-r/7; = (u ED(@); J(u) -==l 4 ,j(u) 3 01. (4.27) 
Then, by the same reasoning as the first part of the above proof, we have the 
next. 
THEOREM 4.4. Assume that @ and Y satisfy (4.5) and (4.6). Let (D(Q)), S, 
(@, Y)) be a MET system restrained by (4.3)’ and (4.4). 
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(I) I f  h E T@ and (u, T) E S(h), then T = + CG axd x(f) f  %‘r few all t 2 0. 
(2) If  h E 9pl and u ~n+S(h)), th en u(t) E YYrl for all t > 0. Moreocn, 
21 satisfies the estimates: 
(i) I f  p = 2, then for some 7 > 0 
1 u(t)l = O(e+) as t---f +0, (4.25) 
where 7 depends on h E YFl . 
(ii) Ifp > 2, then 
1 u(t)/ = O(t-~~~~-~)f as t++co. (4.293 
We now turn to the blowing up of trajectories of MET systems. Let (D(P), S, 
(@, Y)) be a MET system restrained by the inequalities 
’ a? + @(u(t)) - Y@(t)) = Q(h) - Y(h), t E [O, T), (4.30) 
a.e. in [0, T) (4.31) 
for h E D(Q) and (u, T) E S(h), where a, b > 0. 
We may assume that a/b > p/q because CD >, 0. 
We define VI by 
Yl = {u E D(G); J(u) < a1 > j(u) < 0). (4.32) 
We are now in a position to state our theorem on blowing up. 
THEOREM 4.5. Assume that the MET system (D(Q) S, (@, Y)) is restrained 
by (4.30)-(4.31) and that CD andY satisfy (4.5)-(4.6). Asmne that b > 4 ifp = 2. 
Then, any trajectory u E ?r(S(D(@))) with u(O) E $5 blows up. 
Remark. (1) Note that if dl = + KI (or equivalently c = 0), then Y< = .a . 
(2) This theorem is not only a generalization of Theorem 4 in Tsutsumi 
[IO], but also its refinement. 
Proof. Clearly, we may assume c > 0. Let h ~,i(r and (u, T) G S(lz). We let 
d’ = J(h) (< dl) and 
V’ = {(x,Y)E R2; x 3 0, y  < c.xq/p, s -y < d’,p.x < qy>. 
By (4.30), we get 
JMtN d rt’ for all t E [O, T). 
505/26/z-1 K 
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As before, using (i) of Lemma 4.2, we have 
Let /l+ be the function defined in Lemma 4.2 with a! = q/p. By virtue of (iii: 
of Lemma 4.2, we have 
w49) 3 P+UM% W(f)) 3 P+W @W))- 
Since /l,(Z) > p+(4) = a[b, we find 6 > 0 such that 
so that by (4.3, we have 
-u@(u(t)) -/- b!+(t)) > L%qu(t)) > Sac;” ] u(t)l”. 
Hence, putting C’s = BaCFP, we have 
(d/f&) 1 u(t)j2 > C, j u(t)lD a.e. 
Ifp > 2, we get 
s 
‘U(t”3J,-zV2 dj, > (‘$f for t E [0, T), 
IhI’ 
and therefore, 
Ifp = 2, we obtain 
1 u(t)l’ > ) h j2 ec3t. 
Since u(t) = R + ji (du/ds) ds, we have 
and so, 
Thus, we get 
t si I 0t 2 2 ds > 1 h I2 (eGt - 2) for t E [0, T). (4.39) 
(4.35) 
(4.36) 
(4.37) 
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Suppose T = ‘00 for a moment. In view of (4.33) and (4.30), we can choose 
t,, > 0 such that J(u(t,)) < 0. Let y  = --bJ(zs(t,))j(b - 2) (> 0) and let r be 
an arbitrary positive number. For a given TO (t, < TO < -+a), we set 
for f  E [to ) To]. 
DiEerentiating both sides and using (4.31) and (4.30), we have 
2 (t) = & I u(t)]” + 2y 
3 -a@(@)) + bY(zl(t>) + 2y 
3b 
t du z 
J! I t, z ds + (b - a) @(u(t)> - bY(u(t)) + Zr. 
Therefore, we obtain 
and hence 
Since b > 4, this inequality is equivalent to 
(dz/dt”) I(z)‘~-~)/~ < 0 for t E [t, ) TJ. 
(4.41) 
(4.42) 
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Therefore, we see 
I(t)-‘-“” < I@,)-“‘” jl(to) - y (t - to) g (to)/ 
for all t E [t, , rs], so that 
Vo) > y  (To - to) g (to). 
By an explicit calculation, we therefore have 
To < to + (b - 4) ,;;yj 5 1 us” 
if (b - 4) y(t,, + T) > 2 1 ~(ts)js. However, this contradicts the arbitrariness of T 
and To. Q.E.D. 
Now we treat a variant of the previous theorem. We replace (4.5) by 
/ u 1 < cJ+p for uED(@) (4.5)’ 
assuming Y > 0, and suppose instead of (4.30) that 
for h E D(@) and (u, T) E S(h), where C, is a positive constant and 1 is a function 
from D(@) to R. 
We set 
9< = {u E D(Q); ](zJ) < dI ,j(u) < 0). (4.43) 
THEOREM 4.6. Suppose that conditions (4.5)’ and (4.6) hold. Let the MET 
system (D(Q)), S, (Cp, Y)) be restrained by (4.30)’ and(4.31). Then, {ffu E z-(S(D(@))) 
and u(0) E flI , 21 blows up. 
Proof. Let /I E @I and (u, T) E S(h). By the same argument as in the proof 
of Theorem 4.5, we get 
W(t)) 2 (441 + 6) @WN for t E [0, T) (4.44) 
and for some 6 > 0. Therefore, by (4.31) and (4.5)‘, we have 
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Thus, we obtain 
since q > 2. 
(4.45) 
Q.E.D. 
5. EXAMPLES 
Let Q be a bounded domain in R” with smooth boundary 82. For p, I < 
p < +a, we denote by D(Q) the space of all measurable functions u in 9 
such that 
and by W~@(p(a) the completion of C,“(Q) (the space of all infinitely differentiable 
functions with support in 52) in the norm 
We may regard the space W~TP(Q) as a subspace of P(Q) if p > 2. 
Let us consider the initial-boundary value problem for nonlinear parabolic 
equations, 
~-~~~(~~~“-2~)-Iul”-“u=o, X”EQ, t20, 
u(x, t) = 0, XEa-2, t>,O, 
(5.1) 
u(x, 0) = k(x), 
where 2 < p < q. 
We let H = La(Q) and define functions 9 and $ from K to (--CO, +a] by 
and 
(5.3) 
=+cQ otherwise, 
respectively. 
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It is easy to see that the functions p and 4 are convex 1s.~. and $ +m,, and 
that + and a~,% are single valued and given by 
The problem (5.1) is now formulated as 
(du/dt) + a+) - a$h(u) = 0, 
u(0) = h. 
(5.4) 
We apply Sobolev’s inequality to obtain 
II u I/n > II u llzb-1) d c I/ u Illa for 24 E @“(Q) (5.5) 
if p >, n and 4 < $-co, or if p < n and 2(q - 1) < np/(n - p). Here we have 
used the fact that 4 < 2(p - 1). This inequality assures that the condition (3.7) 
is valid. By Rellich’s theorem, we see that the assertion (3.9) holds. By PoincarC’s 
inequality, we have 
for u E We*‘. (5.6) 
We define %‘” and V; as in Section 4 setting CD = v, Y = #, a = 2p, and 
b =2q. Notice that (5.5) assures the inequality (4.6). Then, as a corollary of 
Theorems 3.4, 4.3, and 4.5, we have 
THEOREM 5.1. Suppose 2 <p < q < +CO, and q < 1 + np/(n -p) if 
p < n. (1) For afzy h E W$P(Q), there comespond T,, > 0 and u E C([O, T,,]; L2(Q)) 
such that u is a strong solution of (5.1) in [0, T,,]. (2) If  h E W, then the local 
solution u can be continued to [0, +a) as a strong solution of (5.1) in any interval 
[0, T], T > 0. Moreover, the following estimates are valid: 
(i) Ifp = 2, then 
II u(t) II2 = O(e-“3 as t++co, (5.7) 
where 77 can be chosen not to depend on h. 
(ii) Ifp > 2, then 
11 u(t) II2 = O(t-l-2)) as t--+a. (5.8) 
(iii) As t + +oo, 
II u(t) /ll,D -+ 0. (5.9) 
(3) If  h E V1 , then the strong solution of (5.1) blows up, i.e., any strong 
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soZution can not be extended to [0, $-CD) as a strong solution of (5.1) iz [O, T] jo; 
any T > 0. 
Remark. This theorem refines the results in Tsutsumi [I I]. In [I I]? he has 
considered weak solutions of (5.1), and so his results have a wider application 
with respect to the exponent 4 than ours. But the method used in Section 4 
is also applicable to discuss stability of such weak solutions of (5.1). 
We shall now treat stability of weak solutions of (5.1) briefly. We need the 
following local existence theorem (see Tsutsumi [ll] for the proof and for the 
definition of weak solutions of (5.1)). 
THEOREM 5.2. Suppose n > p and p < q < np/(n - p). Define ?Y as before. 
For any h E W, there exists a weak solution u of (5.1) such-that for each T > 0, 
and 
21 E Lm(O, T; WpyQ)) (5.10) 
&@ EL?(O, T; P(Q)). (5.Ll) 
Furthermore, the solution u satisfies 
(5.12) 
for some 6 > 0 and all t > 0, and 
Remark. In El 11, Tsutsumi actually treated a slightly different equation from 
ours, but we can also prove the above theorem in the same way as in [ll] with 
the aid of Lemma 4.2. 
From (5.10) and (5.11), we see that the function: t - // zt(t)j12 is absolutely 
continuous in [O, +w) and that functions: t - p(u(t)), t ,- Jl(u(t)) belong to 
Ls(0, +co). Therefore, by (5.13), we have 
a.e. (5.14) 
By (5.12), we have 
$(d/dt) II u(t) 11,” < --Gpp(U(t)) < --6C-” !I u(t) 11: a.e. (5.15) 
Thus, repeating the same argument as in Section 4, we have 
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THEOREM 5.3. The solution u of (5.1) with h E Yf described in Theorem 5.2 
satisfies the estimates: (i) If p = 2, 
II 44 II2 = O(@) as t-+00, (5.16) 
zuhme r] is a positive constant depending on h E W. 
(ii) Ifp > 2, then 
/j u(t) /I* = O(t-ll’p-2’) as t++al (5.17) 
Next we consider the initial-boundary value problem for the nonlinear 
parabolic equation 
$ - il & (I 2 I,-*$) - I u l--l = 0, XEQ, t 3 0, 
(5.18) 
u(x, t) = 0, xEaf2, tao, 
4x, 0) = 44, XEQ, 
where 2 6 p < q. 
Let us define #+ and #- by 
and 
1G-(4 = 
I 
Ulq) Jk, dx>” dx 
+a 
if u+ EL@(Q) 
otherwise, 
(5.19) 
if u- EL*(Q), 
otherwise, 
(5.20) 
where we have used the notation U+(X) = sup(u(lv), 0} and U- = (-u)+ . Then, 
we have 
j u(x)p-l = (a+,(q - a+-(U))(x) a.e. in Q 
(see [I, Proposition 2.161 or [S]). Thus, the problem (5.16) can be rewritten as 
a Cauchy problem in H = L*(Q), 
(44 + a(v + kX4 - ah&) = 0, 
u(0) = h, 
(5.21) 
after using the fact that a(g, + IQ(U) = +(u) + a#-(z4) (see [S]). 
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By virtue of Theorem 3.4, we know that the problem (5.21) with h E W$P(Q) 
admits a local solution if (5.5) is satisfied. 
Let zc be a strong solution of (5.21) in [0, 2’1, T > 0. The mappings: t -+ 
P(W) + u4t)>t t A- !I;,(u(t)) - b 1 t 1 are a so u e y  continuous in [0, T]. In particular, 
du(t)! + u4~)) G r in [0, T] for some r > 0. Since $J- > 0, assuming (5.5), 
we have 
I W(u(t)jl < c in [0, r] for some C > 0, 
so that by Lemma 2.6, we see that the mappings: t ‘y~f v(u(t)), f  -+ $-(u(t)) are 
also absolutely continuous in [O, r]. 
Now we apply Theorems 4.3 and 4.5 with @ =q~, Y = #+ - &, a = 2~~ 
and b = 2q to obtain 
THEOREM 5.4. Let W and Y’; be sets in L’(Q) defined as ifz Section 4 with 
CD = y’, and Y = Q+ - #- . 
Then, all statements in Theorem 5.1 are also valid iz the case of the problem 
(5.21). 
-6. REMARK ON A SECOND ORDER EQUATION 
In this section, me shall exhibit applicability of the method used in Section 4 
to the initial value problem in H; 
d% 
ntg (t) + -du(t) - d+@(t)) = 0, t > 0, 
611 
40) = 4, , g (0) = h, > 
where --l is a nonnegative self-adjoint operator in H. 
We denote bv N/a the square root of A and define ~0 by p(u) = j A1i2ti I212 
if u E D(./W), and = +oz otherwise. It is well known that i+ = A. 
From now on we assume that D(AV2) C D(d#), and that the problem (6.1) 
admits a local solution, i.e., for each h, E D(A) and h, E D(/W), there exist 
T > 0 and a function u E C([O, T]; D(A)) n Cl([O, T]; D(N2)) n P([O, T]; H) 
such that u satisfies Eqs. (6.1) for all t E [0, T] (see, e.g., [2]). 
We assume that Q!J is homogeneous of degree q> q > 2, and ~JJ and #J satisfy 
inequalities 
j u 1 < C5q+q~2 for 2l E D(&W) (6.2) 
and 
G(u) < csq+p 
for some constants C, , C, > 0. 
for u E D(N2) (G-3) 
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We assume further that for each r E R, 
/ d+(u) - dl)h(v)I < c,. 1 A% - A% j (6.4) 
holds for all u, B E D(Al~) satisfying p)(u), 4(n) < Y, and for some C, > 0. 
Let us put 
and 
c = inf{C > 0; 3/(U) < C+J(U)“~> for u E D(N2) 
d = sup@ - y; x > 0, y  = KC@}. 
We assume below that 
c>o (or equivalently d < +a). (6.5) 
As in Section 4, we introduce a set “k’, 
V’- = {u E D(A); y(u) - #(u) < d, 29+) - q+(u) < 01. (6.6) 
We now state a theorem on the blowing up of solutions of (6.1). 
THEOREM 6.1. Suppose that the problem (6.1) with initial data h, E D(d) and 
h, E D(N’) has a local solution. Under the hypotheses (6.2), (6.3), (6.4), and (6.5), 
any solution of (6.1) with h, E V and h, E D(Al/“) verifying 
(6.7) 
cannot be continued to [0, +a) as a solution of (6.1) in any interval [0, T], T > 0. 
Remark. This theorem improves Theorem 7 in Tsutsumi [IO] (see also [6]). 
Proof. Let h, E V and let 12, E D(A”) satisfy the condition (6.7). Let u be a 
function defined in [0, r,) such that ZI is a solution of (6.1) in [0, T], 0 < T < T, 
and u cannot be extended to [0, T,,] as a solution of (6.1). 
Multiplying the first equation of (6.1) by dujdt and integrating over [0, t], 
t < T,, , by virtue of Lemmas 2.6 and 2.7, we obtain 
4 I (dW)(t)12 + g)(u(t>) - #(u(t)) = + I h, I2 + dh,) - #(ho). (6.8) 
Here we have used (6.4) to get the identity (d/dt) #(u(t)) = (u(t), d$(u(t))). 
This shows that 
p)(u(t>> - @4t)) < 4 I h I2 + dho) - v+b) < d 
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for all t E [0, F,), so that u(t) E Y. So, by the same argument as in Section 4, we 
get 
for some 6 > 0. 
In view of Lemmas 2.4 and 2.5, by (6.1), we get 
Hence, using the identity 
we have 
Therefore, by (6.9), we obtain 
By (i) of Lemma 4.2, we find y  > 0 so that &u(t)) > y  for all f  E [O, T,), and. 
therefore 
(d”/dP) / u(t)/” > 46y. (6.13) 
On the other hand, by (6.2) and (6.12), we have 
$(d2/dt2) 1 u(t)l” 2 26C,-2 j u(t)\“. 
Now we suppose T, = fox The inequality (6.13) shows that 
(6.14) 
and 
(6.15) 
(6.16’) 
for sufficiently large t, say t > t, . 
Putting y(t) = / u(t)la, multiplying (6.14) by dyjdt and integrating over [t, , t], 
we obtain 
(6.17) 
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where S’ = 4X;’ > 0 and C, = l(dy/dt)(t,,)j2 - 6’y(t,J2. Therefore, making use 
of the inequality (d/&) 1 u(t)i2 < 2 / z~(t)l I(dzc/dt)(t)l, we have 
4y(t) I(du/dt)(t)l” > %y(t)” + c, . 
By (6.15), we now easily see that 
l(du/dt)(t)l” i +a3 as t--t +a. (6.18) 
It follows from (6.8) and (6.18) that for each E > 0, there exists t, (> t,,) such 
that 
2 + Mt>> - Y+(t)) G 0, for tat,. (6.19) 
By (6.11) and this inequality, we obtain 
$ I w2 3 (2 + (1 - e) 4) / f  (t) I2 i 2(q - 2) p@(t)) 
> (2 + (1 - e) 4) 1% (t) I* for t > t, . 
Fix E > 0 so that 2 + (1 - ~)4 > 4, and put a = 2 + (1 - ~)q. Multiplying 
the above inequality by 1 u(t)/” and using again the inequality (d/dt) 1 u(t)12 < 
2 1 u(t)] I(du/dt)(t)l, we have 
By the same argument as in the last part of the proof of Theorem 4.5, we are led 
to a contradiction, 
for all t 3 t, . Q.E.D. 
Notes added ilt proof. (i) Mr. M. atani informed me that the assertion 
(iii) of Theorem 4.3 could be refined as follows. The estimates 
@(u(t + 1)) = @I 4a2>, qJ(t + 1)) = O(l +)I*) 
hold as t tends to infinity. 
(ii) Recently, I learned that Koi and Watanabe [12] obtained a result 
similar to Theorem 3.4. 
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