ABSTRACT e use of social media, like Facebook, Twi er and LinkedIn, is nowadays very common and quite for sure each one of us has at least a digital pro le on them. e information le of these platforms such as likes, posts, tweets and photos are very informative and can be used for deducting our preferences, tendencies and behaviors. e analysis of the social media footprints has become a relevant research topic in the last decade and many works have demonstrated how to extract some traits of the user's a ective sphere. In this paper, we focus on the prediction of empathic tendencies of a subject as an index of the in uence of emotions during decisional processes. is value can be included in the user pro le and can be relevant in some scenarios, such as music and movie recommender systems, where the emotional component is strongly delineated. We propose an approach of empathy level prediction based on a linear regression algorithm over Facebook pro les. We use a word2vec representation of the textual contents of the user's time-line posts, a LDA and SVD vector representation of the user's likes and other general descriptive data. e evaluation performed has demonstrated the validity of the approach for predicting the empathy tendency and the results have showed some relevant correlations with some speci c groups of user's descriptive features.
INTRODUCTION
e massive spread of social media over mobile devices has signi cantly changed the way people communicate today. e term Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. UMAP '17 Adjunct, July 9-12, 2017, Bratislava, Slovakia © 2017 ACM. ISBN 978-1-4503-5067-9/17/07. . . $15.00 DOI: 10.1145/3099023.3099103 "Digital identity" refers to the entire collection of information generated by a person's online activity, such as online searches, birth date, purchasing history. e interaction with social media allows a person's to feed her digital identity with preferences, interests, aptitudes. at information, usually known as social media footprints, is available on the web and can be exploited by others to discover that person's tendencies, styles of life, and also a ective and psychological traits [1, 6, 10, 11, 17, 25] .
In this paper, we focus on the problem of mining social media footprints to assess the user's inclination toward empathy, the ability to feel and share another person's emotions. People are in uenced by emotions with di erent intensity and empathy is a meaningful indicator about the impact of emotions on the user's everyday life. For this reason, we want to investigate whether (and how) it is possible to predict the empathy inclination of a user. We believe that personalization systems working in some speci c domains, such as movie or music recommendation, would bene t from the knowledge of this a ective aspect of the user. For instance, the system could give more importance to a ective features of items if the user's empathy propensity is high helping the algorithm to be er t the user's personal decisional process.
e idea proposed in this paper is to exploit regression techniques over Facebook's posts of users to:
• predict a value which represents the user's empathy inclination; • nd correlations among di erent groups of user's features and the predicted value.
Experiments are performed by using time-line posts of users, demographic data, personality traits, likes, and some general statistics, such as the number of friends. e paper is structured as follows: a er a brief discussion of related work (Section 2), in Section 3 we present the model designed for the prediction task. Experiments are described in Section 4, while results are discussed in Section 5.
RELATED WORK
In psychological literature, there is no common de nition of empathy. According to the study proposed by Zillmann [26] , empathy is not a self-trait of personality, but it is considered as an a ectivecognitive process over a speci c situation. From a personalization perspective, we are interested in understanding how this process interferes with human decision making processes. According to Hogan [16] , empathy can be correlated with social self-con dence, even-temperedness, sensitivity and nonconformity. erefore, a subject who shows high empathy is a very emotional and sensitivity person because not only she is inclined to understand others' emotions, but she is also able to feel some strong emotions for them. e measurement of the user's empathy level is usually performed using di erent type of questionnaires [7, 8, 16] . In the dataset used in our work, the empathy level is calculated as proposed by Baron [2] : a survey composed of 60 questions is proposed to the subject. Each answer to a speci c question is associated with a score that contributes to the overall empathy score. e nal score falls in a range between 0 and 80. Despite it's importance in psychology, empathy it's taken into account for personalization tasks rarely, mainly because it's di cult to gather it automatically. ere are some a empts only in speci c research areas, such as human like arti cial agents, where it is possible to calculate an empathy value from the agent model [3, 24] .
We try to infer that empathy score by using a method linear regression based on the representation of user's data as vector of features. e textual information obtained by user's posts on social media are transformed in Word Embeddings, a continuous vector representation able to capture syntactic and semantic information of a word. Several methods have been proposed in order to create word embedding that follow the Distributional Hypothesis [15] . In our work we adopt the continuous bag-of-words model commonly called word2vec, introduced in [20] .
is model learns a vector representation for each word by using a neural network language model that can be trained e ciently on billions of words. However, other approaches for building word embeddings can be used [13] .
EMPATHY INCLINATION PREDICTION MODEL
e proposed model is based on the idea that several aspects of the user life might contribute to infer user inclination to empathy. We exploit several kinds of features, as sketched in Fig.1 , to predict an empathy score by di erent linear regression models. e vector representation of features allows us to easy exploit several linear regression models without need of any other conversions.
e rst set of features contains demographic data and provides a general overview of generic characteristics such us gender, age, etc. A er that, we take into account the personality traits of the user, which are really important because they can in uence every kind of user inclinations, including empathy.Usually, personality features are not directly available as social media footprints but, as reported by Ortigosa [22] , they can be inferred from the user's social media interactions. e third set includes general statistics about the user concerning her activities on the social media, such as the number of friends or the number of daily status updates. Moreover, the fourth set of features includes the user's preferences, obtained by analyzing her likes grouped by topics over social media, they include likes over pages, artists, movies and many other topics of interest. e representation used is the SVD [19] for the representation through relevant combinations of concepts and LDA [4] for a combination of descriptive topics (Sec. 4). Finally, we include the textual content (posts) shared by the user, in order to understand her writing style and the semantics behind the words. e content is usually available as plain text and contains elements that can produce noise such as punctuations, emoticons and links. e text is analyzed by a pipeline performing basic NLP operations (we adopted TweetNLP as tokenizer: h p://www.cs.cmu.edu/ ∼ ark/TweetNLP/), as well as operations for annotating emoticons and for removing character repetitions longer than two inside words. Moreover, hashtags, user mentions and URLs are replaced by meta-tokens. In order to capture the semantics behind the words, we use the word2vec algorithm [20] over all the textual posts in the collection for learning 200-dimension vectors, by considering only words that occur at least 10 times and 10 epochs of learning. e word2vec model is learned over the 22 millions of user status updates of the "mypersonality" dataset [18] , in an a empt to discover the semantics behind social media user language. Finally, for each user a pseudo document that contains all her posts is created. e pseudo document is turned into a feature vector using the mean aggregation strategy over all the word embeddings encountered while scanning the document [5] . In order to be er characterize the textual content wri en by each user, we divide the whole vocabulary of word2vec vectors into clusters, which should represent topics of discussion. For this purpose, we run the k-Means algorithm over the word embeddings matrix containing all the word vectors from the vocabulary. Empirically we set k = 50. Since each cluster represents a topic, we create a centroid vector for each one of them, using the average vector of all the embeddings into the cluster. en, we add one feature for each topic which values represent the cosine similarity between the centroid vectors of both the user's posts and the speci c cluster, respectively.
EXPERIMENTAL SESSION
e aim of the experiment is to predict the user's empathy by exploiting information explicitly available on her Facebook pro le, as well as implicit information that can be inferred, as explained in Sec. 3. Moreover, we want to identify which groups of features are more important for obtaining an accurate prediction, by discovering relevant correlations among empathy and user's features.
More precisely, we formulated the following research questions:
• RQ1. Is it possible to predict empathy from social media footprints? • RQ2. What are the most important features to consider for improving the prediction accuracy?
Dataset
e dataset used in the experiment, proposed by Kosinski [18] , contains information about 4 millions of Facebook users. Data are collected using the "myPersonality" Facebook application, whose aim is to show to the users their personality traits, inferred from their answers to a BigFive Personality estionnaire [12] . At the same time, if the user agreed, her posts and pro le information were stored. Moreover, other questionnaires such as "belief in star sign", "satisfaction with life", "IQ score", "empathy level" were also proposed to users. In our experiment, we consider the following groups of data 1 :
• Demographic Data: general data about the users, including age, gender, relationship status, type of sexual preference, motivations of socialization, number of friends, religion, user's nationality. It contains about 4, 3 millions of records.
• BIG5 Personality Scores: personality traits of the users, including Openness, Conscientiousness, Extroversion, Agreeableness, Neuroticism [12] . It contains about 3, 1 millions of records.
• Facebook activity: statistics about the activity of the users, including number of user's likes, number of users' status updates, number of a ended events, number of concentrations, number of group memberships, number of places where she worked, number of education entries in the user pro le, number of photo-tags, number of friend dyads. It contains about 1, 6 millions of records.
• User-concept SVD reduced data (SVD): 100-dimensional vectors of weights for latent concepts associated to the users. ey are calculated using latent semantic indexing [19] on the user-likes matrix. is group of data contains about 111k of records. e vectors are already calculated and provided by the "mypersonality" project.
• User-topic membership data (LDA): 600-dimensional vectors of weights of topics of interest associated to the users. ey are calculated using Latent Dirichlet Allocation LDA) [4] on user likes considering the "dictionary of like". is group of data contains about 111k of records. e vectors are already calculated and provided by the "mypersonality" project.
• Facebook Status Updates: posts by the users on their personal pro les (about 22 millions of records).
• Empathy otient Scale (EQS): results of the empathy level questionnaire [2] (about 13k of records).
We obtained a subset of 13, 977 users from the dataset, by selecting only those who have an annotated empathy level (EQS). Furthermore, we removed those users who have not terminated the questionnaire or who were not linkable to other data (Demographic, BIG5, Activity, Status). In total, we obtained 1, 556 users with 262, 576 posts.
en, we connected them with the summarized data of user likes (SVD, LDA). A er this step, the dataset is composed by 903 users, 178, 766 status updates. e range of the empathy value in the available dataset is 0-57. It is important to remark that word embeddings are built by taking into account all 1 h p://mypersonality.org/wiki/doku.php?id=list of variables available the 22 millions posts since a large corpus is needed for extracting signi cant embeddings.
Data Representation
Each user in the dataset is represented as a vector of 1088 features. Demographic features are them from 1 to 121. Some of them are the result of a binarization process according to the values of religion, country, relationship status and interested in. Features from 121 to 126 are the personality traits of the user, whose values are decimal numbers from 0 to 10. Features from 127 to 134 represent the user's activities stats on Facebook, while those from 135 to 235 are the SVD vectors of user's likes. From 236 to 836 we include the features of the LDA process. Finally, from 837 to 1037, we added the word2vec resulting vector from user's status updates, and from 1038 to 1088 we added features about the clusters generated from word2vec.
Experiment Setup
We exploit three di erent regression algorithms: 1) Linear Regression (Lr ) [21] , 2) Simple Regression (Sr ) [9] , 3) di erent con gurations of kernel of the SVM Regression with SMO algorithm (SMO) [23] . For the SMO we used the polynomial kernel (SMO pol ) and the Radial Basis Function (RBF) kernel (SMO r bf ), by varying the c parameter from 1 to 8. e models work on numerical data, therefore preprocessing operations were adopted for the discretization of literal values. In particular, categorical features are transformed into binary features.
To the best of our knowledge, no other methods have been presented in literature to face with empathy prediction. We propose two simple baselines in order to compare the proposed approach with alternative options.
e former always predicts the most frequent value in the dataset (Majority), while the la er computes the empathy score as the simple average of EQS observed in the dataset. As for the evaluation metrics, we adopted the Root Mean Square Error (RMSE) and the Mean Absolute Error (MAE). e evaluation protocol was 10 folds cross validation. Results of the baselines are reported in Tab. 1. In order to know what is the set of feature that mostly a ects the empathy prediction, we performed an ablation test. We repeated the SMO r bf regression by removing one set of features per run from the training data. e percentage di erence of both MAE and RMSE (with respect to the run with all features) revealed the importance of each set features for empathy prediction.
DISCUSSION OF RESULTS
We execute a rst experiment by running Lr , Sr , and SMO by using all the features of the dataset. We compared the results in Tab. 2 with our baselines observing that using SMO with a polynomial kernel is not a good choice, having a large number of features. On the contrary, SMO with an RBF kernel is able to overcome both the baselines by se ing c = 1 (MAE = 5.9101, RMSE = 8.2341). ese results allow us to answer positively to RQ1. Interesting results are obtained by Sr . MAE and RMSE are be er than the baselines, despite this algorithm creates a regression function considering only the feature with higher variance in the dataset. Due to these ndings, we decided to perform feature selection. We exploit the correlation-based feature subset selection [14] for nding the set of "most informative" features for the prediction task. e selected features are those with high correlation with the prediction class and low correlation among them. We obtained a set of 37 features. e best result in term of MAE (5.6673) is obtained by the SMO r bf , with c = 2. is con guration does not provide the best RMSE (7.8236) that it is achieved by SMO r bf with c = 8. For the SMO pol con guration, the best result for both MAE and RMSE is obtained with c = 1 (5.714, 7.8407). It is interesting to note that results obtained by exploiting only selected features are be er than both the baselines and the runs over the whole set of features. Analyzing the features emerged a er the selection process, we can note some interesting correlations among the semantics of them and the empathy inclination of the user. In particular, we observed that for an accurate prediction we have to consider the user's religion (Nonreligious/Atheist), country (AG, EG, KW, HN, AR, SR), relationship status (Separated), personality (extroversion, agreeableness) and some relevant word2vec clusters:
• cluster 1: game, team, soccer, ba le, race, fans, bowling • cluster 13: dear, cheers, goody, extraordinaire, excitedly • cluster 21: personality, motivation, destiny, ability, vision • cluster 24: facebook, phone, message, internet, video ese ndings help us to guess which are some of the psychological correlations between subject and empathy. For instance, we can suppose that people who come from a speci c country are more or less empathic than others, or that extrovert people are very empathic. ese correlations can be used as hints for user pro ling.
ese ndings partially provide an answer for RQ2, therefore we decided to perform an ablation analysis for further investigation. We selected the best con guration SMO r bf with c = 1 and we removed one set of features at a time. e results in Table 3 show the di erences in MAE and RMSE for each run with respect to the results obtained on the whole set of features. By removing groups of features such as demographic, activity, LDA, we observed a slight change of MAE and RMSE. On the contrary, by removing the set of features about personality, a signi cant increase of both MAE (9.6308) and RMSE (9.0815) is observed.
ese results revealed the importance of the personality features for predicting the user empathy and the low impact of other kinds of features. is outcome con rms the results obtained by feature selection, which has kept, among the others, agreeableness and extroversion as relevant features for increasing the accuracy of prediction. is provides a more speci c answer for RQ2: personality traits are the key for e ective empathy prediction. 
CONCLUSIONS
In this paper, we investigated the problem of mining social media footprints to infer the user's inclination toward empathy. e main motivation for this research is that propensity to empathy is a meaningful indicator about the impact of emotions on the user's behavior. Personalization systems can exploit this information in user pro ling tasks that involve emotional requirements (e.g. music recommendation).
We have proposed a model for empathy prediction, which we have evaluated on the "mypersonality" dataset. Facebook user's information has been used for training many con gurations of regression algorithms able to predict this value. We studied six di erent set of features, including those obtained from the user's status updates on her time-line. e main outcome of the experiments are:
• feature selection reduces the noise in the training data and increases the accuracy of prediction; • a strong correlation is observed among empathy and personality traits.
As a future work, we plan to include the ndings described in this preliminary study as part of the user pro le.
e empathy inclination of the user will be used as a parameter for weighting the relevance of a ective features, associated to users or items, during a recommendation process.
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