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EVOLUTION DIFFERENTIAL EQUATIONS IN FRE´CHET
SPACE WITH SCHAUDER BASIS
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Abstract. We consider evolution differential equations in Fre´chet spaces
that possess unconditional Schauder basis and construct a version of the
majorant functions method to obtain existence theorems for Cauchy
problems. Applications to PDE and ODE have been considered.
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2 OLEG ZUBELEVICH
1. Introduction
Countable systems of ordinary differential equations appear in different
areas of differential equations and applications, see, for example [9],[3].
The most famous problem which leads to such an object is the Cauchy-
Kovalevskaya problem in nonanalytic in time statement. To reduce this
problem to the countable system of ODE one must expand the solution
to the Taylor series in spacial variables and substitute this expansion to
the corresponding initial value problem then the Taylor coefficients satisfy
infinite system of ODE.
The Cauchy-Weierstrass-Kovalevskaya method of majorant functions can
be modified for nonanalytic in time statement to obtain corresponding exis-
tence theorem [14]. Generally, being applied to Cauchy-Kovalevskaya prob-
lem, this modification does not give anything different from the results of
Nirenberg and Nishida [7]. Nevertheless, in some cases this method allows
to obtain global in time existence theorems or at least effective estimates for
the solution’s existence time [13].
Another application of the majorant functions method is the initial value
problems with non-Lipschitz right hand side. It is well known that in infinite
dimensional space such problems in general do not have solutions. But the
majorant functions method allows to prove the existence theorems in some
special cases.
This article is devoted to the generalisation of this method for countable
systems of ODE in the Fre´chet spaces that possess the Schauder basis.
For example, D(Tm), Tm = Rm/(2πZ)m is a Fre´chet space with the
unconditional Schauder basis {ei(k,x)}, k ∈ Zm. Other examples see below.
2. Main Theorems
Let E stand for a Fre´chet space. Its topology is defined by the collection
of seminormes {‖ · ‖n}n∈N.
Recall that such a space is completely metrizable by the following metrics
ρ(x, y) =
∞∑
k=1
1
2k
min{1, ‖x − y‖k}.
Definition 1. A sequence {ek}k∈N ⊂ E is called a Schauder basis in E if
for every x ∈ E there is a unique sequence of scalars {xk}k∈N so that
x =
∞∑
k=1
xkek. (2.1)
This series is convergent in the topology of E.
We shall say that {ek}k∈N is an unconditional basis if for any x ∈ E and
for any permutation π : N→ N the sum
∞∑
k=1
xπ(k)eπ(k)
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is convergent.
In the sequel we assume that E possesses an unconditional Schauder basis.
Introduce a notation IT = [0, T ], T > 0. By definition for T = ∞ put
I∞ = [0,∞). If it is not explicitly specified that T = ∞ , we assume that
T <∞.
Definition 2. We shall say that an element y =
∑∞
k=1 ykek is a majorant
for an element x =
∑∞
k=1 xkek and write x≪ y iff
|xk| ≤ yk, k ∈ N.
Definition 3. We shall say that x(t) ∈ C1(IT , E) iff for each t ∈ IT there
exists an element x˙(t) such that for all i one has
lim
h→0
∥∥∥x(t+ h)− x(t)
h
− x˙(t)
∥∥∥
i
= 0. (2.2)
And the element x˙ belongs to C(IT , E).
In formula (2.2) it is assumed that if t = 0 then h > 0 and h < 0 provided
t = T .
Fix an element y ∈ E and let Xj[y] : E → E stand for the following affine
mappings X1[y]x = y1e1 +
∑∞
k=2 xkek,
Xj [y]x =
j−1∑
k=1
xkek + yjej +
∞∑
k=j+1
xkek, j > 1.
Let a function X(t) =
∑∞
k=1Xk(t)ek ∈ C(IT , E) be such that
Xk(t) ≥ 0, k ∈ N, t ∈ IT ,
and Xk(t) ∈ C
1(IT ).
Introduce a set
WX = {(t, x) ∈ IT ×E | x≪ X(t)}.
Consider the following initial value problem
x˙ = f(t, x), x(0) = xˆ, (2.3)
f(t, x) =
∞∑
k=1
fk(t, x)ek, f ∈ C(WX , E).
Theorem 2.1. Suppose that Xk(t) > 0, k ∈ N, t ∈ IT and for each
(t, x) ∈WX one has
±fk(t,Xk[±X(t)]x) ≤ X˙k(t), xˆ≪ X(0).
(Here and in the sequel this means that for each k two inequalities hold.)
Then problem (2.3) has a solution x(t) ∈ C1(IT , E) such that
x(t)≪ X(t), t ∈ IT .
Remark 1. The function X(t) that satisfies the conditions of Theorem 2.1
is called a majorant function for problem (2.3).
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This theorem develops corresponding results of [14] and, like the theorems
from that article, implies the classical Cauchy-Kovalevskaya theorem and a
number of its generalisations.
Theorem 2.2. Suppose that T =∞ and the function f is ω−periodic (ω >
0) in t.
Suppose also that Xk(t) > 0, k ∈ N, t ∈ IT and for each (t, x) ∈ WX
one has
±fk(t,Xk[±X(t)]x) ≤ X˙k(t),
and X(ω)≪ X(0).
Then problem (2.3) has a solution x˜(t) ∈ C1(I∞, E) such that
x˜(t)≪ X(t), x˜(t+ ω) = x˜(t) t ∈ I∞.
Theorems 2.1 and 2.2 are proved in Section 4.
The following technical proposition is useful for proving continuity of some
mappings.
Proposition 1. Let A =
∑∞
k=1Akek ∈ E, Ak ≥ 0 be a fixed element.
Assume that a sequence xn =
∑∞
k=1 xknek belongs to
KA =
{
y =
∞∑
k=1
ykek ∈ E | |yk| ≤ Ak
}
and this sequence is weakly convergent: for all k it follows that xkn → xk as
n → ∞. Then x =
∑∞
k=1 xkek ∈ KA and the sequence is convergent in E
i.e. ρ(xn, x)→ 0.
It is proved by the methods developed in Section 4.
2.1. Non-negative Solutions. In this section we formulate another pair
of theorems which belong to the same range of ideas. We do not bring their
proofs since they repeat the argument of Section 4 up to evident modifica-
tions.
Endow the space E with partial order ≺ by the following rule.
Definition 4. We shall write x =
∑∞
k=1 xkek ≺ y =
∑∞
k=1 ykek iff
xk ≤ yk, k ∈ N.
Introduce a set
W+X = {(t, x) ∈ IT × E | 0 ≺ x ≺ X(t)}.
Assume that f ∈ C(W+X , E).
Theorem 2.3. Suppose that Xk(t) > 0, k ∈ N, t ∈ IT and for each
(t, x) ∈W+X one has
fk(t,Xk[X(t)]x) ≤ X˙k(t), 0 ≺ xˆ ≺ X(0)
and fk(t,Xk[0]x) ≥ 0.
Then problem (2.3) has a solution x(t) ∈ C1(IT , E) such that
0 ≺ x(t) ≺ X(t), t ∈ IT .
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Theorem 2.4. Suppose that T =∞ and the function f is ω−periodic (ω >
0) in t.
Suppose also that Xk(t) > 0, k ∈ N, t ∈ IT and for each (t, x) ∈ W
+
X
one has
fk(t,Xk[X(t)]x) ≤ X˙k(t),
and fk(t,Xk[0]x) ≥ 0. Moreover suppose that X(ω)≪ X(0).
Then problem (2.3) has a solution x˜(t) ∈ C1(I∞, E) such that
0 ≺ x˜(t) ≺ X(t), x˜(t+ ω) = x˜(t) t ∈ I∞.
3. Applications
3.1. Linear PDE. To release our exposition from technical details we re-
strict ourselves to the case of PDE with one-dimensional spatial variable.
However considered below propositions can easily be obtained for corre-
sponding systems with multidimensional spatial variable.
3.1.1. The Existence Theorem. Let O(C) stand for the space of entire func-
tions u : C→ C. This is a Fre´chet space with seminorms
‖v‖n = max
|z|≤n
|v(z)|, n ∈ N
and the Schauder basis is ej = z
j , j ∈ Z+ = {0, 1, 2, . . .}.
For the space E ⊂ O(C) take the space of entire functions
v : C→ C
such that v(z) = v(z).
Fix arbitrary positive number T and take functions a(t), b(t) ∈ C(IT ,R).
Consider the following initial value problem
vt(t, z) = b(t)v(t, z) + a(t)z
m ∂
Nv(t, z)
∂zN
, v(0, z) = vˆ(z). (3.1)
Here N > m ≥ 0 are some integers.
Introduce the following notations
qjmN =
(j −m+N)!
(j −m)!
, j ≥ m, a∗ = ‖a‖C(IT ).
We assume that a∗ 6= 0. Then take arbitrary positive constants U0, . . . UN−1
and define other constants recurrently
Uj−m+N =
Uj
a∗qjmN
, j ≥ m.
It is not hard to show that U(z) =
∑∞
j=0 Ujz
j ∈ E.
Proposition 2. Suppose that vˆ ≪ U . Then problem (3.1) has a solution
v(t, z) ∈ C1(IT , E) and v(t, z)≪ e
∫ t
0
b(s)ds+tU(z) for all t ∈ IT .
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Note that this proposition does not follow from results of [2].
Indeed, after the change of function v = e
∫ t
0
b(s)ds+tu problem (3.1) takes
the form
ut(t, z) = −u(t, z) + a(t)z
m ∂
Nu(t, z)
∂zN
, u(0, z) = vˆ(z). (3.2)
In coordinate notation problem (3.2) has the form u(t, z) =
∑∞
j=0 uj(t)z
j ,
u˙j = −uj, uj(0) = vˆj, j < m,
and
u˙j = −uj + qjmNa(t)uj−m+N , uj(0) = vˆj , j ≥ m. (3.3)
To apply Theorem 2.1 to problem (3.3) observe that for any
|ul| ≤ Ul, l ≥ m
we have
±
(
− (±Uj) + a(t)qjmNuj−m+N
)
≤ −Uj + a
∗qjmNUj−m+N = 0 = U˙j , j ≥ m.
The Proposition is proved.
3.1.2. Periodic Solutions. Let us redefine sequence {Uk}. Take a sequence
Fk ≥ 0, k ∈ N and let U0, . . . UN−1 be arbitrary positive constants. Then
put
Uj−m+N =
Uj
a∗qjmN + Fj
, j ≥ m.
It is not hard to show that U(z) =
∑∞
j=0 Ujz
j ∈ E.
Consider the following system
ut(t, z) = −u(t, z) + a(t)z
m ∂
Nu(t, z)
∂zN
+ f(t, z). (3.4)
Assume that the function
f(t, z) =
∞∑
k=0
fk(t)z
k ∈ C(I∞, E)
and fk are the ω−periodic functions.
Proposition 3. Suppose that for j ≥ m it follows that
max
t∈Iω
|fj(t)| ≤ FjUj−m+N .
Then system (3.4) has an ω−periodic solution u(t, z) ∈ C1(I∞, E).
In coordinate notation problem (3.4) has the form
u˙j = −uj + fj, j < m,
and
u˙j = −uj + qjmNa(t)uj−m+N + fj, j ≥ m. (3.5)
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To apply Theorem 2.2 to problem (3.5) observe that for any
|ul| ≤ Ul, l ≥ m
we have
±
(
− (±Uj) + a(t)qjmNuj−m+N + fj(t)
)
≤ −Uj + a
∗qjmNUj−m+N + FjUj−m+N = 0 = U˙j , j ≥ m.
The Proposition is proved.
3.2. Periodic Solutions to the Smoluchowski Equation. In this sec-
tion we consider the following IVP
x˙k = ck +
1
2
∑
i+j=k
bijxixj − xk
∑
j
bkjxj , xk(0) = xˆk, i, j, k ∈ N. (3.6)
The functions ci(t), bij(t) ∈ C(IT ) are non negative valued,
bij = bji, xˆk ≥ 0.
For this IVP the non negative solutions xk(t) ≥ 0 are of interest.
In [5],[12] the existence theorems have been proved under the following
assumptions bij(t) ≤ (i + j)
α, α ∈ [0, 1] and xˆk, ck are decreased as c/k
p
with some p > α. The obtained solutions are bounded in certain norm on
bounded intervals.
We do not assume anything about growth of coefficients bij for i 6= j, but
our assumption on growth of coefficients bkk is strong enough. Under these
assumptions we prove the existence of bounded for all time solutions and
the existence of a periodic solution when the coefficients bij, ck are periodic.
Let us put
ck(t) ≤ Ck, bkk(t) ≥ βk, bij(t) ≤ Bij.
In these formulas i, j, k ∈ N and the inequalities hold for all t ∈ IT with
some non negative constants Ck, Bij , βk.
Introduce a sequence
X1 =
√
C1/β1, Xk =
√
Ck +
1
2
∑
i+j=kBijXiXj
βk
, k = 2, 3, . . . .
We assume that the constants βk are large such that
bk =
∞∑
j=1
BkjXj <∞.
Let us put
Ak = Ck +
1
2
∑
i+j=k
BijXiXj +Xkbk, Fk = max{1, Ak,Xk}.
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Introduce a Banach space E of sequences x = {xk} with the following
norm
‖x‖ =
∞∑
k=1
1
k2Fk
|xk| <∞.
Evidently, this space possesses an unconditional Schauder basis ej = {δij}i∈N.
Note that
A =
∑
k∈N
Akek, X =
∑
k∈N
Xkek ∈ E.
Proposition 4. Assume that xˆ ≺ X.
Then problem (3.6) has a solution x(t) ∈ C1(IT , E) such that
0 ≤ xk(t) ≤ Xk, t ∈ IT .
Moreover, if the functions bij, cj are ω− periodic then there is a solution
x˜(t) ∈ C1(I∞, E), x˜k(t) ≥ 0 that is also ω−periodic and 0 ≤ x˜k(t) ≤ Xk.
Proof. So we wish to apply theorems 2.3, 2.4.
For 0 ≤ xs ≤ Xs, s ∈ N and xk = 0 the condition of the theorems is
satisfied identically
ck +
1
2
∑
i+j=k
bijxixj ≥ 0.
Another condition of the theorems to check is for 0 ≤ xs ≤ Xs, s ∈ N
and xk = Xk :
ck +
1
2
∑
i+j=k
bijxixj − xk
∑
j
bkjxj
≤ Ck +
1
2
∑
i+j=k
BijXiXj −X
2
kβk ≤ X˙k = 0
It remains to show that the mapping
f(t, x) =
∞∑
k=1
fk(t, x)ek, fk = ck +
1
2
∑
i+j=k
bijxixj − xk
∑
j
bkjxj
is continuous as a mapping of W+X to E. Observe that for each (t, x) ∈W
+
X
we have f(t, x)≪ A. Now the continuity follows from Proposition 1.
4. Proof of Main Theorems
4.0.1. A Short Digression in Functional Analysis. Let Pn : E → E be the
projection
Pn
( ∞∑
k=1
xkek
)
=
n∑
k=1
xkek.
Let us also put Qn = id−Pn.
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Theorem 4.1. Let λ = {λj}j∈N ∈ ℓ∞ and let
Mλx =
∞∑
k=1
λkxkek.
Then for any number i′ there exist a number i and a positive constant c both
independent on λ such that
‖Mλx‖i′ ≤ c‖λ‖∞ · ‖x‖i.
Particularly, Theorem 4.1 implies that the operators Pn,Qn are contin-
uous. However this fact needs an independent proof since Theorem 4.1 is
based upon it by itself.
Theorem 4.1 and the continuity of the projections are proved in Section
6.
Lemma 4.2. The set WX is a compact set in IT ×E.
Proof. Consider continuous mappings
vn : IT → E, vn(t) = QnX(t).
This sequence is pointwise convergent to zero: vn(t)→ 0, n→∞ for any
fixed t ∈ IT . On the other hand this sequence is uniformly continuous on
IT .
Indeed, by Theorem 4.1 the mappings Qn are uniformly continuous thus
for any i′ there exist a constant c > 0 and a number i such that
‖vn(t
′)− vn(t
′′)‖i′ ≤ c‖X(t
′)−X(t′′)‖i.
But the mapping X is uniformly continuous on the compact set IT .
Consequently, vn(t)→ 0 uniformly in IT [11].
Evidently, the set WX is closed. We prove the Lemma if show that the
sets
An = {(t,Pnx) ∈ IT × E | x≪ X(t)}
form a sequence of compact ǫ−nets in WX .
Indeed, each set An is contained in R
n+1, closed and bounded.
Let us take an element (t, x) ∈WX ; and employ Theorem 4.1 with
λk(t) = xk/Xk(t), |λk(t)| ≤ 1
then it follows that for any number i′ there exist a number i and a constant
c such that
‖x− Pnx‖i′ = ‖Mλ(t)QnX(t)‖i′ ≤ c‖vn(t)‖i.
Therefore sup(t,x)∈WX ‖x− Pnx‖i′ → 0 as n→∞.
The Lemma is proved.
By the analogous argument one obtains the following lemma.
Lemma 4.3. Take an element U =
∑
k=1 Ukek, Uk ≥ 0. Then
KU = {u ∈ E | u≪ U}
is a compact set.
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Theorem 4.4 (Arzela, Ascoli, [11]). Consider a set K ⊂ C(IT , E). Suppose
that
1) for any t ∈ IT the set Kt = {x(t) | x(·) ∈ K} ⊂ E is compact.
2) for any ǫ > 0 and for any n ∈ N there exist a constant δ > 0 such that
if t′, t′′ ∈ IT , |t
′ − t′′| < δ then
‖x(t′)− x(t′′)‖n ≤ ǫ.
Then K is a compact set.
4.0.2. Back to Proof of Theorem 2.1. We approximate problem (2.3) by the
following finite dimensional ones
y˙n = Pnf(t, y
n), yn(0) = yˆn = Pnxˆ, y
n =
n∑
j=1
yjej . (4.1)
By Theorem 5.3 all the problems (4.1) have solutions yn(t) ∈ C1(IT ,R
n)
and
(t, yn(t)) ∈WX , t ∈ IT . (4.2)
By Theorem 4.1 and Lemma 4.2 for any i′ there is a number i and a
constant c such that
sup{‖y˙n(t)‖i′ | n ∈ N, t ∈ IT }
≤ sup{‖Pnf(t, x)‖i′ | (t, x) ∈WX , n ∈ N}
≤ c sup
(t,x)∈WX
‖f(t, x)‖i ≤ Ci′ <∞.
For any t′, t′′ ∈ IT this implies
‖yn(t′)− yn(t′′)‖i′ =
∥∥∥ ∫ t′′
t′
y˙n(s)ds
∥∥∥
i′
≤ Ci′ |t
′ − t′′|.
By Theorem 4.4 and Lemma 4.3 the sequence {yn} contains a subsequence
that is convergent in C(IT , E). Denote this subsequence in the same manner:
yn(·)→ x(·) in C(IT , E).
Since the operators Pn are continuous, formula (4.2) implies x(t)≪ X(t), t ∈
IT .
Our next goal is to show that x(t) is the desired solution to problem (2.3).
Rewrite problem (4.1) as follows
yn(t)− yˆn =
∫ t
0
Pnf(s, y
n(s))ds. (4.3)
Passing to the limit as n → ∞ in the left side of this formula we obtain
x(t)− xˆ.
Consider the right hand side of formula (4.3).
Lemma 4.5. For all i ∈ N, t ∈ IT one has∥∥∥ ∫ t
0
Pnf(s, y
n(s))ds −
∫ t
0
f(s, x(s))ds
∥∥∥
i
→ 0
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as n→∞.
The integrals are understood in the sense of Millionshchikov [6].
Proof. Estimate this expression by parts∥∥∥ ∫ t
0
Pnf(s, y
n(s))ds −
∫ t
0
f(s, x(s))ds
∥∥∥
i
≤
∫ t
0
‖Pn(f(s, y
n(s))− f(s, x(s)))‖ids
+
∫ t
0
‖Qnf(s, x(s))‖ids.
Then due to Theorem 4.1 we have
‖Pn(f(s, y
n(s))− f(s, x(s)))‖i ≤ ci‖f(s, y
n(s))− f(s, x(s))‖i′ → 0.
Since the function f is uniformly continuous in the compact set WX , this
limit is uniform in s ∈ IT .
The set f(WX) is a compact set as an image of a compact set. The
operators Qn are uniformly continuous (Theorem 4.1). Consequently, the
convergence ‖Qnf(s, x(s))‖i → 0 is uniform in s ∈ IT [11].
The Lemma is proved.
From Lemma 4.5 and formula (4.3) it follows that
x(t)− xˆ =
∫ t
0
f(s, x(s))ds.
Consequently x(t) ∈ C1(IT , E) and x˙(t) = f(t, x(t)). [6].
In coordinate notation this implies
xk(t)− xˆk =
∫ t
0
fk(s, x(s))ds
or
x˙k(t) = fk(t, x(t)), xk(0) = xˆk.
This particularly implies that the series
∑∞
k=1 x˙k(t)ek is convergent for each
t.
Theorem 2.1 is proved.
4.0.3. Proof of Theorem 2.2. By Theorem 5.5 all the problems (4.1) have
ω−periodic solutions y˜n(t) such that
y˜n(t)≪ X(t).
By the same argument as above, the set {y˜n(·)} is relatively compact in
C(Iω, E). Let y∗(t) be an accumulation point of this set. Then the function
x˜(t) = y∗(τ), τ ∈ Iω, t = τ (mod ω)
is the periodic solution.
The Theorem is proved.
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5. Finite Dimensional Case
5.1. Estimates From Above. In this section we consider ordinary differ-
ential equations in Rm. Introduce several notations
R
m
+ = {x = (x1, . . . , xm) ∈ R
m | xk ≥ 0, k = 1, . . . ,m}, IT = [0, T ].
We shall say that a vector X = (X1, . . . ,Xm) ∈ R
m
+ majorizes a vector
x = (x1, . . . , xm) ∈ R
m iff
|xk| ≤ Xk, k = 1, . . . ,m.
This relation is written as x ≪ X. Suppose a function X(t) ∈ C1(IT ,R
m)
is such that
X(t) ∈ Rm+ ,
for all t ∈ IT with some fixed T > 0.
Let U ⊂ IT ×R
m be an open neighbourhood of the following set
WX = {(t, x) ∈ IT ×R
m | x≪ X(t)}.
5.1.1. Lipschitz Case. Introduce a function f(t, x) ∈ C(U,Rm) which is a
locally Lipschitz function in the second argument. In short words f is a
function such that the initial value problem
x˙ = f(t, x), x(0) = xˆ, x = (x1, . . . , xm). (5.1)
satisfies the standard Cauchy existence and uniqueness theorem in U .
Theorem 5.1. Suppose that Xk(t) > 0, k = 1, . . . ,m, t ∈ IT and for
each (t, x) ∈WX one has
± fk(t, x1, . . . , xk−1,±Xk(t), xk+1, . . . , xm) ≤ X˙k(t), xˆ≪ X(0). (5.2)
Then problem (5.1) has a solution x(t) ∈ C1(IT ,R
m) such that x(t) ≪
X(t).
5.1.2. Proof of Theorem 5.1. Let ψ(s) ∈ C∞(R), suppψ ⊂ [−1, 1] be a
non-negative function, ψ(0) = 1. Construct a function
φǫ(s) = ǫψ(s/ǫ), ǫ > 0.
Choose ǫ0 > 0 such that the equalities
φǫ(±2Xk(t)) = 0, k = 1, . . . ,m (5.3)
hold for all ǫ ∈ (0, ǫ0), t ∈ IT .
Define a function f ǫ as follows
f ǫk(t, y) = fk(t, y)− φǫ(yk −Xk(t)) + φǫ(yk +Xk(t)).
Consider a system
y˙ = f ǫ(t, y), y(0) = xˆ. (5.4)
We have
± f ǫk(t, x1, . . . , xk−1,±Xk(t), xk+1, . . . , xm) < X˙k(t), (t, x) ∈WX . (5.5)
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Let yǫ(t) stand for the solution to problem (5.4). Show that for all suffi-
ciently small ǫ > 0 it follows that
yǫ(t)≪ X(t), t ∈ IT . (5.6)
Indeed, fix ǫ ∈ (0, ǫ0) and assume the converse:
τ = sup{τ ′ | yǫ(t)≪ X(t), ∀t ∈ [0, τ ′]} < T.
This implies that for some number j and for some positive number δ we
have
yǫj(τ) = −Xj(τ), y
ǫ
j(t) +Xj(t) < 0, t ∈ (τ, τ + δ). (5.7)
We take the sign ”−” before Xj just for definiteness, the case y
ǫ
j(τ) = Xj(τ)
and yǫj(t) > Xj(t) is processed in the same way.
By formula (5.5) X˙j(τ)+y˙
ǫ
j(τ) > 0 and the functionXj(t)+y
ǫ
j(t) increases
provided t− τ > 0 is small enough. This contradicts against formula (5.7).
By the standard theorem, ‖x(·) − yǫ(·)‖C(IT ) → 0 as ǫ → 0. Therefore
formula (5.6) implies the assertion of the Theorem.
The Theorem is proved.
Theorem 5.2. Suppose that T = ∞ and in addition to conditions of The-
orem 5.1 assume the function f to be ω−periodic (ω > 0) in t:
f(t+ ω, x) = f(t, x)
and X(ω)≪ X(0).
Then problem (5.1) has a solution x˜(t) ∈ C1(IT ,R
m) such that x˜(t) ≪
X(t), t ∈ IT and x˜(t+ ω) = x˜(t).
Proof. Ideed, this Theorem follows from the argument above. The Poincare
map xˆ 7→ x(ω) takes the convex compact set K = {x ∈ Rm | x≪ X(0)} to
itself. By the Brouwer fixed point theorem there exists an initial condition
xˆ such that x(ω) = xˆ.
5.1.3. Non-Lipschitz Case. In this section we assume that f ∈ C(WX ,R
m).
The Theorem is proved.
Theorem 5.3. Suppose that Xk(t) > 0, k = 1, . . . ,m, t ∈ IT and for
each (t, x) ∈WX one has
±fk(t, x1, . . . , xk−1,±Xk(t), xk+1, . . . , xm) ≤ X˙k(t), xˆ≪ X(0).
Then problem (5.1) has a solution x(t) ∈ C1(IT ,R
m) such that x(t) ≪
X(t).
5.1.4. Proof of Theorem 5.3. By the Tietze Extension Theorem, extend the
functions fk to continuous functions of an open neighbourhood of the set
WT .
Introduce as above the function
f ǫk(t, y) = fk(t, y)− φǫ(yk −Xk(t)) + φǫ(yk +Xk(t)).
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The parameter ǫ is also chosen to fulfil equality (5.3). Therefore, inequality
(5.5) is also satisfied.
Let {fn,ǫ(t, x)} be a sequence of functions that are smooth in some open
neighbourhood of the set WX and such that
‖fn,ǫ − f ǫ‖C(WX) → 0 (5.8)
as n→∞. For all sufficiently large n these functions satisfy inequality (5.2):
±fn,ǫk (t, x1, . . . , xk−1,±Xk(t), xk+1, . . . , xm) ≤ X˙k(t).
Thus by Theorem 5.1 each problem
x˙n,ǫ = fn,ǫ(t, xn,ǫ), xn,ǫ(0) = xˆ (5.9)
has a solution xn,ǫ(t) ∈ C1(IT ),
xn,ǫ(t)≪ X(t). (5.10)
Lemma 5.4. The set U = {xn,ǫ(t)} is relatively compact in C(IT ).
Proof. Indeed, by formula (5.10) the set U is bounded. If we show that it
is uniformly continuous then the Arzela-Ascoli Theorem implies the Lemma.
Accomplish an estimate
‖xn,ǫ(t′)− xn,ǫ(t′′)‖∞ ≤
∥∥∥ ∫ t′
t′′
fn,ǫ(t, xn,ǫ(t)) dt
∥∥∥
∞
≤M |t′ − t′′|.
Here ‖ · ‖∞ is the standard norm in R
m.
By formula (5.8) the constantM can be chosen as followsM = 2‖f‖C(WX).
The Lemma is proved.
Take a subsequence {xnj ,ǫj} that is convergent to x(t) in C(IT ) as nj →
∞, ǫj → 0.
Passing to the same limit in the integral equation
xnj ,ǫj(t) = xˆ+
∫ t
0
fnj ,ǫj(s, xnj ,ǫj(s)) ds
we conclude that x(t) is the desired solution to problem (5.1).
The Theorem is proved.
Theorem 5.5. Suppose that T = ∞ and in addition to conditions of The-
orem 5.3 assume the function f to be ω−periodic (ω > 0) in t:
f(t+ ω, x) = f(t, x)
and X(ω)≪ X(0).
Then problem (5.1) has a solution x˜(t) ∈ C1(IT ,R
m) such that x˜(t) ≪
X(t), t ∈ IT and x˜(t+ ω) = x˜(t).
Proof. By Theorem 5.2 all the problems (5.9) have ω−periodic solutions
x˜n,ǫ(t) such that
x˜n,ǫ(t)≪ X(t).
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By the same argument as above, the set {x˜n,ǫ(·)} is relatively compact in
C(Iω,R
m). Let x∗(t) be an accumulation point of this set. Then the function
x˜(t) = x∗(τ), τ ∈ Iω, t = τ (mod ω)
is the periodic solution.
The Theorem is proved.
5.2. Estimates From Below. Now we are again in the conditions of Sec-
tion 5.1.1, particularly, f is a Lipschitz function.
A notation intWX stand for the interior of WX .
Theorem 5.6. Suppose that Xk(t) > 0, k = 1, . . . ,m, t ∈ IT and for
each (t, x) ∈WX one has
± fk(t, x1, . . . , xk−1,±Xk(t), xk+1, . . . , xm) ≥ X˙k(t). (5.11)
And let x(t) be a solution to problem (5.1) such that (0, xˆ) /∈ intWX .
Then (t, x(t)) /∈ intWX for all the time of existence of the solution.
5.2.1. Proof of Theorem 5.6. Our argument is almost the same as in Section
5.1.2. We bring it just for completeness.
Introduce a function
gǫk(t, y) = fk(t, y) + φǫ(yk −Xk(t)) − φǫ(yk +Xk(t)).
The parameter ǫ is also chosen to fulfil equality (5.3). Therefore, inequality
(5.5) is also satisfied.
Inequality (5.11) implies
± gǫk(t, x1, . . . , xk−1,±Xk(t), xk+1, . . . , xm) > X˙k(t), (t, x) ∈WX . (5.12)
Let yǫ stand for solution to system
y˙ǫ = gǫ(t, yǫ), (t0, y
ǫ(t0)) /∈ intWX . (5.13)
Let us show that (t, yǫ(t)) /∈ intWX for all admissible t > t0.
Assume the converse: there is a moment t˜ > t0 such that (t˜, y
ǫ(t˜)) ∈
intWX . Define a parameter τ as follows
τ = inf{τ ′ ∈ [t0, t˜] | (t, y
ǫ(t)) ∈WX , ∀t ∈ [τ
′, t˜]}.
These imply that for some number j we have yǫj(τ) = Xj(τ). The case
yǫj(τ) = −Xj(τ) is treated analogously.
Inequality (5.12) gives y˙ǫj(τ) − X˙j(τ) > 0, and the function y
ǫ
j(t)−Xj(t)
increases, consequently, for some small δ > 0 it follows that
yǫj(t) > Xj(t), t ∈ (τ, τ + δ).
This contradicts to the definition of τ .
Now prove the Theorem. Suppose that there are numbers t0 < t˜ such
that for the solution x(t) we have (t, x(t)) ∈ U, t ∈ [t0, t˜] and
(t˜, x(t˜)) ∈ intWX , (t0, x(t0)) /∈ intWX .
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Taking yǫ(t0) = x(t0) and approximating the solution x(t) by the solutions
to problem (5.13)
‖x− yǫ‖C[t0,t˜] → 0, ǫ→ 0
we get the contradiction.
The Theorem is proved.
5.3. Applications: Stability Theory. Consider a nonlinear system
x˙k =
m∑
j=1
akj(t)xj + ψk(t, x), k = 1, . . . ,m. (5.14)
Here the functions are as follows
aij ∈ C[0,∞), ψk ∈ C(A), A = {(t, x) ∈ R
m+1 | t ≥ 0, ‖x‖∞ ≤ r},
and r > 0 is a constant. The functions ψ are also locally Lipschitz in the
second argument and for some constants λ > 1, c ≥ 0 it follows that
|ψk(t, x)| ≤ c‖x‖
λ
∞, (t, x) ∈ A.
Introduce a function
p(t) = max
n
{
ann(t) +
∑
j∈Jn
|anj(t)|
}
, Jn = {1, . . . ,m}\{n}.
Proposition 5. Assume that
sup
t≥0
{∫ t
0
p(s)ds
}
<∞ and c · sup
t≥0
{∫ t
0
e(λ−1)
∫ ξ
0
p(s)dsdξ
}
<∞.
Then the zero solution to system (5.14) is stable in the sense of Lyapunov.
In the linear case (c = 0) this proposition does not follow directly from
Levinson’s theorem [1], but it perhaps follows from a modification of the
argument of that theorem.
To prove this Proposition 5 we employ Theorem 5.1 with Xk(t) = X(t).
The scalar function X is the solution to the following problem
X˙ = p(t)X + cXλ, X(0) = Xˆ > 0.
This Bernoulli equation is easily solved:
X(t) =
e
∫ t
0
p(s)dsXˆ(
1− c(λ− 1)Xˆλ−1
∫ t
0 e
(λ−1)
∫ ξ
0
p(s)dsdξ
) 1
λ−1
.
By virtue of Theorem 5.1, this formula implies Proposition 5.
Let us introduce a function
q(t) = min
n
{
ann(t)−
∑
j∈Jn
|anj(t)|
}
, Jn = {1, . . . ,m}\{n}.
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Proposition 6. Assume that for all t ≥ 0 the function q(t) is greater than
some positive constant C:
q(t) ≥ C > 0.
Then the zero solution to system (5.14) is Lyapunov unstable.
Remark 2. Actually this is not a solely possible conclusion from Theorem
5.6. Other one for example is as follows. Suppose that the expression
c · lim sup
t→∞
∫ t
0
e(λ−1)
∫ ξ
0
q(s)dsdξ <∞
and
lim sup
t→∞
∫ t
0
q(s)ds =∞
then zero solution to system (5.14) is also Lyapunov unstable.
To prove these assertions it is sufficient to put Xk(t) = X(t), k =
1, . . . ,m then
X˙ = q(t)X − cXλ, X(0) = Xˆ > 0
and
X(t) =
e
∫ t
0
q(s)dsXˆ(
1 + c(λ− 1)Xˆλ−1
∫ t
0 e
(λ−1)
∫ ξ
0
q(s)dsdξ
) 1
λ−1
.
Consider another example:
x˙1 =
(e2t + 1
2
− x1
)3
(1 + x62) + x
2
2, x˙2 = x
4
1(x
2
2− e
2t) + cos(x1)x2. (5.15)
Proposition 7. For any initial conditions |x1(0)| ≤ 1, |x2(0)| ≤ 1 system
(5.15) has a solution x(t) ∈ C1(I∞).
Indeed, to apply Theorem 5.1 take functions
X1(t) =
e2t + 1
2
, X2(t) = e
t
and note that these functions satisfy the following initial value problem
X˙1 = X
2
2 , X˙2 = X2, X1(0) = X2(0) = 1.
6. Appendix: Proof of Theorem 4.1
Let us note that theorem 4.1 remains valid for the space E over the field
C, λ = {λj}, λj ∈ C. This case is reduced to the real one by considering
the realification of the space E with the Schauder basis {ek, iek}, i
2 = −1.
Theorem 4.1 generalises the corresponding result of [4] from the case of
Banach spaces to the case of Fre´chet spaces. In the whole, our proof follows
in the stream of [4] but at several points our argument is considerably differs
from that book. So we bring the proof for exposition’s completeness sake.
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6.1. Preliminary Lemmas.
Lemma 6.1. The operators Pn : E → E are continuous.
Proof. Consider the seminorms
|x|n = sup
j∈N
∥∥∥ j∑
k=1
xkek
∥∥∥
n
.
One evidently has ‖ · ‖j ≤ | · |j . So that the identity map
id (E, {| · |k})→ (E, {‖ · ‖k})
is continuous.
The space (E, {| · |k}) is complete, this fact is proved in the same manner
as it is done in [10] for the case of Banach space.
By the open mapping theorem [8] the collections of seminorms {| · |k} and
{‖ · ‖k} endow the space E with the same topology.
Observe that the mappings Pn are continuous with respect to the semi-
norms {| · |k}.
The Lemma is proved.
Lemma 6.2. Series (2.1) is convergent unconditionally iff one of the fol-
lowing conditions are fulfilled.
(1) For any sequence θk ∈ {±1} the series
∞∑
k=0
θkxkek
is convergent.
(2) For each i and for each ǫ > 0 there is a natural n such that for each
finite set σ ⊂ N, minσ > n one has∥∥∥∑
k∈σ
xkek
∥∥∥
i
< ǫ.
(3) For any sequence k1 < k2 < . . . the series
∞∑
i=1
xkieki
is convergent.
If series (2.1) is convergent unconditionally then its sum is independent
on permutation of its summands.
The Banach space version of lemma 6.2 contains in [4]. The proof is
transmitted to the case of Fre´chet space directly.
Corollary 1. If series (2.1) is convergent then for any i ∈ N and for any
ǫ > 0 there exists a number n such that∥∥∥∑
k∈σ
xkek
∥∥∥
i
< ǫ
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if only minσ > n, σ ⊂ N.
The set σ is not necessarily finite.
Indeed, by Lemma 6.2 choose n1 such that for any finite σ1 ⊂ N one has∥∥∥ ∑
k∈σ1
xkek
∥∥∥
i
< ǫ/2.
Choose n2 > n1 such that for any finite σ2 ⊂ N, minσ2 > n2 it follows
that ∥∥∥ ∑
k∈σ2
xkek
∥∥∥
i
< ǫ/4
and so on. Let us put σj = (nj, nj+1] ∩ σ, j ∈ N. It remains to observe
that σ = ∪jσj and ∑
σ
=
∑
σ1
+
∑
σ2
+ . . . .
Let S = {±1}N stand for the set of sequences θ = (θ1, θ2, . . .), θk = ±1.
Endow the set S with the product topology.
Lemma 6.3. The operator Mθ : E → E, θ ∈ S is continuous.
Proof. By well-known theorem [8] it is sufficient to check thatMθ is a closed
operator.
Let xj =
∑∞
k=1 xjkek → x =
∑∞
k=1 xkek as j →∞. By lemma 6.1 for any
k it follows that xjk → xk.
Suppose
Mθx
j → z =
∞∑
k=1
zkek.
Then θkxjk → zk and zk = θkxk i.e. Mθx
j →Mθx.
The Lemma is proved.
Lemma 6.4. For any i ∈ N there are a constant c > 0 and a number i′ ∈ N
such that for all x ∈ E the inequality holds
sup
θ∈S
‖Mθx‖i ≤ c‖x‖i′ .
Proof. Show that for all x ∈ E the mapping Tx : S → E, Tx(θ) =Mθx is
continuous. Particularly, the mapping θ 7→ ‖Mθx‖n is continuous.
Indeed, let
θk = {θkj }j∈N → θ = {θj}j∈N
as k →∞. This implies that for any m ∈ N there is a number K such that
for k > K one has θkj = θj, j = 1, . . . ,m.
For these k it follows that
Mθkx−Mθx = −2
∑
l∈σ1
xlel + 2
∑
l∈σ2
xlel, minσ1, minσ2 > m.
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By Corollary 1 for all i ∈ N we have∥∥∥∑
l∈σ1
xlel
∥∥∥
i
,
∥∥∥∑
l∈σ2
xlel
∥∥∥
i
→ 0
as m→∞.
This implies
Mθkx−Mθx→ 0
as k →∞.
By Tychonoff’s theorem, S is a compact space. Consequently, for any i
and x it follows that
sup
θ∈S
‖Mθx‖i <∞.
Now the assertion of the lemma follows from the Banach-Steinhaus theorem
[11].
The Lemma is proved.
6.2. The Proof of The Theorem. Let us show that the operator Mλ is
defined for all x ∈ E. Introduce a notation
bnm =
∑
n≤k≤m
λkxkek, anm =
∑
n≤k≤m
xkek.
We wish to show that for each j ∈ N it follows that
‖bnm‖j → 0, n,m→∞.
There exists an element f ∈ E∗ such that f(bnm) = ‖bnm‖j and |f(x)| ≤
‖x‖j , x ∈ E [8]. The element f depends on n,m, j.
Then f(bnm) =
∑
n≤k≤m λkxkf(ek). Define a sequence θ ∈ S as follows.
For xkf(ek) ≥ 0 put θk = 1 and θk = −1 otherwise.
Thus we have
‖bnm‖j ≤ sup
k
|λk|
∑
n≤k≤m
θkxkf(ek).
From this formula it follows that
‖bnm‖j ≤ ‖λ‖∞f(Mθanm) ≤ ‖λ‖∞‖Mθanm‖j .
By Lemma 6.4 there is a number i ∈ N and a constant c > 0 such that
‖Mθanm‖j ≤ c‖anm‖i.
The parameters i, c are independent on anm and θ ∈ S. Since the series
(2.1) is convergent, anm → 0 as n,m → ∞ and so is Mθanm → 0. Thus
Mλx is defined for all x ∈ E and λ ∈ ℓ∞.
Now replacing bnm with the partial sums bn =
∑n
k=1 λkxkek and repeating
the previous argument we obtain the assertion of the theorem.
Theorem 4.1 is proved.
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