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Generic inhomogeneous steady states in an asymmetric exclusion process on a ring with a pair of
point bottlenecks are studied. We show that due to an underlying universal feature not considered
hitherto, measurements of coarse-grained steady state densities in this model resolve the bottle-
neck structures only partially. Unexpectedly, it displays localization-delocalization transitions, and
confinement of delocalized domain walls, controlled by the interplay between particle number con-
servation and bottleneck competition for moderate particle densities.
PACS numbers:
I. INTRODUCTION
Simplest physical modeling of classical transports in
low dimensions are often made in terms of asymmetric
exclusion processes. For instance, one-dimensional (1D)
totally asymmetric simple exclusion process (TASEP)
with open boundaries provides a simple physical descrip-
tion of restricted 1D motion in various natural [1] and
social phenomena [2]; see Refs. [3, 4] for basic reviews
on asymmetric exclusion processes. In this article we
investigate the generic relationship between the inho-
mogeneous steady state densities, and conservation laws
and structural deformations in asymmetric exclusion pro-
cesses with periodic boundary conditions. To this end,
we study the generic inhomogeneous steady states in a
1D model that executes TASEP on a ring having a pair
of bottlenecks. We show that bottleneck competitions in
the model leads to screening or irrelevance of one bottle-
neck by the other for moderate densities. Significantly,
this implies that coarse-grained measurements of the in-
homogeneous densities in closed TASEP cannot be re-
liably used to obtain information about the underlying
microscopic bottlenecks, as experiments detect them only
partially, establishing an underlying universal feature dis-
tinctly different from critical phenomena or critical dy-
namics. Furthermore, for moderate densities depending
upon the strengths of the bottlenecks, our model displays
both localized (LDW) and delocalized (DDW) domain
walls, in contrast to open TASEPs [5]. Unexpectedly,
DDWs can be smoothly confined by tuning the relative
positions of the bottlenecks. Our results have experimen-
tal implications, e.g., in studies of unidirectional circular
ribosome translocations along messenger RNA (mRNA)
loops with defects or slow codons in cells [6, 7].Our model
should serve as an important step for theoretical analy-
sis of the mutual interplay between particle number con-
servation and arbitrary number of discrete bottlenecks
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in asymmetric exclusion processes in 1D closed systems.
The rest of the paper is organized as follows: In Sec. II,
we construct our model. Then in Secs. III A and III B, we
elucidate the different inhomogeneous and homogeneous
density phases of the system. Finally, we summarize in
Sec. V.
II. CONSTRUCTION OF OUR MODEL
Our 1D model consists of a ring having 2N sites, with
two bottlenecks (point defects) of reduced hopping rates
q1, q2 < 1, from i = 1 to 2N and i = N(1 − ǫ) + 1
to N(1 − ǫ), |ǫ| ≤ 1, respectively. Hopping rates else-
where is unity; see Fig. (1). Site labels i run clock-
wise from i = 1, whereas particles move anticlockwise.
When one of q1, q2, |ǫ| is set to unity, our model is phys-
ically identical to that of Ref. [8]. It is convenient to
use a continuum labeling in thermodynamic limit (TL):
N → ∞, x = i/(2N), 0 < x < 1. The bottleneck po-
sitions are then at x = 0 and x = (1 − ǫ)/2. With Np
number of particles in the system, we define a mean den-
sity n = Np/(2N). The nonequilibrium steady states
in our model and the associated phase transitions are
parametrized by n, ǫ, q1, q2.
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FIG. 1: (color online) Schematic diagram of our model; TA
(blue dashed-dotted line) and TB (black dashed line) are
marked (see text).
It is useful here to compare our model with the ex-
isting literature on TASEP with disorder. For instance
2Refs. [9, 10], discuss the effects of multiple defects in an
open TASEP channel (see also Ref.[11] for general dis-
cussions on inhomogeneous TASEPs). In the model of
Ref. [9] one or two point defects have been considered.
Their effects on the steady state current has been ob-
tained. This has been generalized in Ref. [10], where in-
stead of point defects, extended defects of variable sizes
are discussed. Subsequently, Ref. [12] has studied the
TASEP with site-wise disorder and has obtained a set of
exact results in the low current regime. In contrast to the
models in Refs. [9–12], our model is a closed model hav-
ing no edge or boundary effects, and thus with no entry
or exit of particles. Evidently, the dynamics keeps the
particle number in our model strictly conserved. Con-
servation laws are known to affect the universal scaling
properties of fluctuations in equilibrium or nonequilib-
rium systems [13, 14]. How conservation laws affect the
ensuing (possibly nonuniform) steady states in inhomo-
geneous nonequilibrium systems remains a theoretically
interesting question. Our model is ideally suited to study
this issue. In particular, the two defect sites in our model
in general have unequal hopping rates (q1 6= q2), unlike
the models in Refs. [9, 10], where the bottlenecks are
considered to have equal hopping rates.
III. STEADY STATE DENSITY PROFILES
On general ground, the system should be in three dif-
ferent phases: (i) Low Density (LD) [High density (HD)],
with the lattice being nearly empty [full] and conse-
quently the bottlenecks affecting the density profile only
locally in the form of a boundary layer (BL) of vanishing
thickness in TL behind the bottleneck, and (ii) Interme-
diate Density (ID), with n between LD and HD phases,
when there are macroscopic effects of the defects on the
density profile in the form of generic LDWs and their
delocalization transitions. Notice that the dynamics of
TASEP is formally given by rate equations for every site,
that involves nonlinear coupling with neighboring sites,
and hence not closed [11]. In our work below, we use
analytical mean-field theory (MFT), complemented by
our extensive Monte-Carlo Simulations (MCS) (with ran-
dom sequential updates), for quantitative descriptions of
these steady-states. In MFT descriptions, one proceeds
by neglecting spatial correlations and replacing products
of averages by averages of products. We begin with the
analysis for the nontrivial ID phase below, followed by
the LD and HD phases.
A. Intermediate density phase
We study inhomogeneous steady states for moderate
densities (Intermediate density (ID) phase) by using ana-
lytical mean-field theory (MFT), developed by exploiting
the spatial constancy of the steady-state currents, com-
plemented by extensive Monte-Carlo Simulations (MCS)
(with random sequential updates). The steady state den-
sity ρ(x) follows
(2ρ− 1)∂xρ = 0, (1)
neglecting O(1/N) terms which are insignificant in the
bulk in TL (strictly, Eq. (1) holds away from the BLs,
which may form close to a defect). Thus, in the bulk,
ρ should be a constant [15]. Therefore, in ID phase, ρ
can be piecewise continuous without any spatial varia-
tion, with the possibility of an LDW in the system. The
system can be viewed as a combination of two TASEP
channels TA(0 ≤ x ≤ (1−ǫ)/2), marked as a blue dashed-
dotted line in Fig. 1, and TB((1 − ǫ)/2 ≤ x ≤ 1) (black
dashed line in Fig. 1), joined at x = 0 and x = (1− ǫ)/2
respectively [16]; see Fig. 1. Channels TA and TB are gen-
erally of unequal length. Define xA = (1 − ǫ)/2− x, 0 ≤
x ≤ (1− ǫ)/2, xB = 1−x, (1− ǫ)/2 < x < 1 with ρp(xp)
as densities for Tp (p = A,B). Thus, in terms of xA and
xB, locations of q1 and q2 are given by xA = (1 − ǫ)/2
and xB = (1+ ǫ)/2, respectively. We establish below the
conditions on q1, q2, n for ID phase. If for both q1, q2, ID
phase holds (see below), there should be an LDW for each
of them. Since the LDW height depends on the hopping
rates at the bottleneck, the two putative LDWs due to
q1, q2 impose different steady state currents in different
bulk regions of the system, which is unphysical. Assum-
ing the principle of minimum current [17], min(q1, q2)
that imposes the minimum current in the system cre-
ates an LDW behind it; the other bottleneck creates
only a boundary layer (BL) with a vanishing thickness
in TL, being rendered subdominant or irrelevant in TL
(see Fig. 2).
For concreteness, now consider q1 < q2 and an LDW
in TA at x
w
A; TB has a uniform density ρB(xB) = ρ2 in
the bulk. Assume n ≤ 1/2 ( n ≥ 1/2 may be analyzed
by the particle-hole symmetry). Then,
ρA(xA) = ρ3 + θ(xA− x
w
A)(ρ1− ρ3), (with ρ1 6= ρ3). (2)
In addition, at x = (1 − ǫ)/2, ρB(x) has a BL of value
ρ˜2. Current conservation at x = 0 leads to ρ1(1 − ρ1) =
q1ρ1(1 − ρ2) = ρ2(1− ρ2) yielding
ρ1 = 1/(1 + q1), ρ2 = q1/(1 + q1). (3)
Further, current conservation in TA yields ρ1(1 − ρ1) =
ρ3(1− ρ3) and since ρ1 6= ρ3,
ρ3 = 1− ρ1 = 1− 1/(1 + q1) = q1/(1 + q1). (4)
For a BL of height ρ˜2 and vanishing thickness in TL at
i = N , current conservation leads to
q2ρ˜2(1 − ρ3) = ρ3(1− ρ3)⇒ ρ˜2 =
1
q2
ρ3. (5)
From current conservation at x = 0, ρ2 =
q1
1+q1
= ρ3.
Further, particle number conservation (PNC)
∫ (1−ǫ)/2
0
dxAρA(x) +
∫ (1+ǫ)/2
0
ρB(xB)dxB = n (6)
3yields (see Fig. 2)
xwA =
1 + q1
1− q1
(
1
2
−
1− q1
2(1 + q1)
ǫ− n
)
, (7)
as the LDW position in TA. Equation (7) appears to
yield a diverging xwA as q1 → 1. However, in that limit
with q2 > q1, the model is no longer in the ID phase
and Eq. (7) does not apply. As expected, xwA depends
only on q1 [18]. Notice that x
w
A = (1 − ǫ)/2; thus an
LDW is just formed at the location of q1. Hence, this
yields q1 = n/(1 − n), or n = q1/(1 + q1) = ρLD,
setting the boundary between the ID and Low Density
(LD) phase. Particle-hole symmetry immediately yields
q1 = (1−n)/n, or, n = 1/(1+q1) ≡ ρHD as the boundary
between the ID and High Density (HD) phases. Thus, for
ρLD < n < ρHD, ID phase ensues. If for some n, both
q1, q2, q1 < q2 satisfy ID phase conditions, then there
is an LDW due only to q1; the putative LDW due to q2,
that would have existed with q2 6= 1 and q1 = 1, gets sup-
pressed to a BL with a vanishing thickness in TL. Thus,
q2 gets screened or rendered irrelevant by q1, establishing
an universal feature here [19]; see Fig. 3, where we show
an LDW due to q2 = 0.4 with q1 set to unity and its
suppression when q1 = 0.3 < q2. Notice that this notion
of universality is distinct from its significance elsewhere,
e.g., in equilibrium critical phenomena and (equilibrium
or nonequilibrium) critical dynamics. In these latter ex-
amples, universality implies correlations of fluctuations
(generally about uniform mean backgrounds) are inde-
pendent of the model parameters. In contrast, in the
present case, the idea of universal features concerns the
mean density profile itself; in addition, it does not imply
that the ensuing steady state density profile is indepen-
dent of the model parameters, since the LDW explic-
itly depends upon (in addition to n) the strength of the
strongest bottleneck (q1 in the above example), which is
a microscopic model parameter. It may be noted that the
height of an LDW is determined by the current conser-
vation across the dominant defect, whereas its position
is determined by PNC.
What happens when q1 = q2 = q? Then, the condi-
tions for LDWs due to q1, q2 are the same; hence two
LDWs, one each in TA and TB, should form. With x
w
A
and xwB as the locations of the LDWs in TA and TB, re-
spectively, PNC yields a linear relation between them,
without determining them uniquely, and hence, we ob-
tain one DDW in each of TA and TB. This can be phys-
ically understood as a consequence of PNC: If there are
two LDWs at xwA, x
w
B in the system (since q1 = q2, both
satisfying the ID phase conditions), PNC obviously holds
true by shifting xwA, x
w
B by equal and opposite amounts,
resulting into arbitrariness in the values of xwA, x
w
B . This
manifests into two DDWs, one each in TA and TB. Long
time averaged ρA(xA) and ρB(xB), unlike an LDW, do
not display any discontinuity, instead take the form of in-
clined lines, representing the envelops of the two DDWs
(Fig. 4). For ǫ = 0 an estimation of ∆, the span of
each DDW may be made. Notice that PNC together
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FIG. 2: (color online) MFT (blue continuous line) and
MCS (points) plots: LDW in TA, LD in TB , ρ =
[ρA(red circles), ρB(green rhombus, nearly flat)].
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FIG. 3: (color online) MCS results on the screening of q2 by
q1; LDW due to q2 for q1 = 1 [red (dark gray)], BL at x = 1/2
due to q2 for q1 < q2 [green (light gray)].
with q1 = q2 dictates that under long-time averaging
ρA(xA) = ρB(xB); we write for the average locations of
the DWs 〈xwA〉 = 〈x
w
B〉 = x0, where 〈..〉 represents av-
erages over steady state realizations. Assuming a linear
profile for the DDWs (consistent with our MCS data),
PNC then yields [20] for the mean position of the DDW
x0:
x0 = −
1 + q
2(1− q)
[n−
1
1 + q
]. (8)
Since particles accumulate behind the bottleneck(s), each
DDW wanders a distance ∆(ǫ = 0) = 2(1/2− x0), allow-
ing us to reconstruct the DDW profiles. Equation (8)
gives ∆/2 = 1/2 − x0 = 1/4 for all q < 1 and n = 1/2,
corresponding to DDWs spanning TA and TB entirely.
For all other n, the span is generally smaller; see Fig. 3
showing DDWs (from MC and MFT) for n = 1/2, 0.4, in
agreement with our analysis here.
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FIG. 4: (color online) Overlapping DDWs in TA and TB ; blue
continuous line represents MFT results for n = 0.4, q = 0.2.
Note the agreement between MCS (green triangles) and MFT
results.
For |ǫ| 6= 0, ρA and ρB are no longer identical under
long time averaging. However, the DDW spans remain
equal in TA and TB due to PNC. We now heuristically
obtain the DDW profiles. Noting that the particles tend
to accumulate right behind the bottlenecks, as long as
∆(ǫ = 0) < (1− ǫ)/2, DDW excursions are not expected
to be affected by shortening of TA (ǫ > 0) at the simplest
level of description. Hence, when
∆(ǫ = 0) < (1− ǫ)/2, (9)
we set
∆(ǫ 6= 0) = ∆(ǫ = 0) (10)
for both ρA and ρB. This, together with PNC, yields the
full DDW profiles in TA and TB. For
∆(ǫ = 0) ≥ (1− ǫ)/2, (11)
assuming that TA and TB may still be treated as two
different TASEPs, DDW in TA is expected to be fully
contained in it,
∆(ǫ 6= 0) = (1− ǫ)/2 (12)
for ρA and hence for ρB as well. Full profile of ρA is
obtained trivially. PNC and ∆(ǫ) together then yield
ρB(xB): Assume that ρB(xB) has a low density part of
length d1, a high density part of length d2 and a DDW
part of length ∆(ǫ), as shown in Fig. 7, such that
d1 + d2 +∆(ǫ) = (1 + ǫ)/2. (13)
By using PNC we obtain
∫ (1−ǫ)/2
0
ρA(xA)dxA +
∫ (1+ǫ)/2
0
ρB(xB)dxB = n,
⇒
∫ (1+ǫ)/2
0
ρB(xB)dxB = n−
∫ (1−ǫ)/2
0
ρA(xA)dxA,
⇒ d1
q
1 + q
+∆
q
1 + q
+
∆
2
1− q
1 + q
+ d2
1
1 + q
= n−∆
q
1 + q
−
∆
2
1− q
1 + q
,
⇒ d1q + d2 = (n−∆)(1 + q), (14)
and Eq. (13) together then yield ρB(xB) in terms of the
parameters d1, d2 and ∆(ǫ). The values of d1 and d2 are
found to be
d1 =
1+ ǫ
2(1− q)
+
q∆
1− q
−
n(1 + q)
(1− q)
, (15)
d2 = −
(1 + ǫ)q
2(1− q)
−
∆
1− q
+
n(1 + q)
1− q
. (16)
Now, define a critical ǫc by ∆(ǫ = 0) = (1 − ǫc)/2, such
that for ǫ ≥ ǫc, ∆(ǫ = 0) ≥ (1− ǫ)/2; ∆(ǫ) decreases lin-
early with ǫ, reducing to zero for ǫ = 1 for which TA effec-
tively shrinks to a point. Hence, ∆, the DDW span in TB,
gets shortened with increasing ǫ, thus confining DDW in
TB, eventually reducing to zero for ǫ = 1, corresponding
to an LDW in TB for ǫ = 1 in TL; the corresponding
DDW in TA, which becomes the coincident location of
the two defects (of equal magnitude) for ǫ = 1, natu-
rally reduces to an LDW at the coincident point of the
two defects [22]. This establishes confinement of DDWs
in our model. Our MF analysis for DDWs are comple-
mented by MCS studies: See Fig. 5 for DDW profiles for
ρA and ρB for ǫ = 0 and ǫ = 0.8 > ǫc = 0.3 (MFT value).
Figure 5 in fact clearly illustrates sharpening (i.e., con-
finement) of the DDW profiles of both ρA and ρB. See
also Fig. 6 for the DDW profile for ρB(xB) for various
values of ǫ and Fig. 7 for the agreement between MFT
and MCS result which clearly confirms our intuitive ar-
guments above [21]. A plot of ∆(ǫ) versus ǫ is given in
Fig. 8.
The phenomenon of confinement may be understood
heuristically as follows. Notice that in the ID phase,
the heights of the HD and LD parts of an LDW due
to the dominant defect are entirely determined by cur-
rent conservation at the defect and are independent of
ǫ. Since DDWs essentially are long-time averages over
LDW profiles, all of which have the same heights for
their LD and HD parts, the values of the densities at
the lowest and highest points of the corresponding DDW
envelope should be independent of ǫ as well. Further-
more, the DDW span ∆ being determined by PNC, it
remains unaffected by changes in ǫ so long as ∆(ǫ = 0) <
(1 − ǫ)/2. Beyond ǫ = ǫc, i.e., ∆(ǫ = 0) = (1 − ǫ)/2,
qualitatively speaking there exists two different possibil-
ities for ∆(ǫ 6= 0): either ∆(ǫ 6= 0) > (1 − ǫ)/2, or,
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FIG. 5: (color online) DDW profiles in ρA and ρB for various
ǫ. ǫ = 0: ρA (pink square left) and ρB (pink square right);
ǫ = 0.8: ρA (blue triangle left) and ρB (blue triangle right).
Changes in the DDW spans are clearly visible.
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FIG. 6: (color online) DDW confinement in TB for increas-
ing ǫ : (from left to right) ǫ = 0(red), 0.2(green), 0.4(blue),
0.6(magenta), 0.8(cyan); no change in ∆(ǫ) from ∆(ǫ = 0) for
ǫ ≤ ǫc = 0.3 (MFT result; not shown in the Fig.)
∆(ǫ 6= 0) = (1− ǫ)/2. If the former case holds, the defect
will be inside the DDW envelop. This should imply (a)
there should be more particles on average in front of the
defect than behind, and (b) consequently, current con-
servation across the defect will be violated. Since these
possibilities are unacceptable, we discard option (a) and
set ∆(ǫ 6= 0) = (1 − ǫ)/2 for ǫ ≥ ǫc, which evidently
satisfies current conservation at the defect(s) for all the
individual LDW profiles making up a particular DDW en-
velope. Our heuristic arguments are clearly validated by
our MCS simulation, as displayed in Fig. 6. Notice that
TASEPs with open boundaries also exhibit DDWs for
equal entry and exit rates, both being less than 1/2 [4].
This is due to the uncorrelated entry and exit of parti-
cles in an open TASEP. The span of a DDW in an open
TASEP covers the entire system. In contrast, DDWs here
are due to the indeterminacy of the corresponding LDW
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FIG. 7: (color online)DDW in TB for ǫ > ǫc; good agree-
ment between MFT (blue continuous line segments) and MCS
(points) shown.
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FIG. 8: (color onlne) Variation of ∆(ǫ) with ǫ with complete
DDW confinement for ǫ = 1 from MFT (dotted line) and
MCS (points) results.
positions subject to PNC, or equivalently, the freedom in
fixing the LDW positions while maintaining PNC. Fur-
thermore, the span of the DDWs in the present model
is determined by PNC, along with ǫ. Thus, PNC plays
a crucial role in DDW formation in the present model,
unlike open TASEPs.
B. LD and HD phases
Consider now the LD phase: the system is diluted
and the particles are well separated. In such a low
density traffic situation, we do expect the bulk den-
sity in TL should be same as the overall mean density,
n = Np/(2N). Just a local peak (a BL) in the density
at the bottleneck with a vanishing thickness in TL ap-
pears, such that ρ = n + hm, m = N(1 − ǫ), 2N , hm
being the local jump height imposed by the defects at
6i = m. Thus using MFT in TL, current conservation
yields hm = n(1 − qm)/qm, qm = q1, q2. Hence, as
q1,2 → 0, i.e., as the bottlenecks grows stronger, i.e., q
decreases, the peak height hm grows bigger and current
j decreases. Now if this decrease in j is large enough
such that j ≤ jc, a threshold critical value,the bottle-
necks starts to have global or macroscopic effect on the
system. We minimize j to get a maximum critical value
of hm and thence a critical density [16]
ρLD,m =
qm
1 + qm
, (17)
such that the LD phase prevails so long as n < ρLD,m,
beyond which the bottlenecks have macroscopic effects.
The HD phase of the system may be analyzed by using
the particle-hole symmetry yielding a critical density
ρHD,m = (
1
1 + qm
), (18)
such that for n < ρHD,m the macroscopic effects of the
bottlenecks manifest, else, the bottlenecks impose only
BLs (as local dips) in the density having vanishing width
in TL. Thus, in both LD and HD phases, ρ is independent
of the bottlenecks in TL. Plots of the density profiles in
the LD and HD phases are shown in Fig. 9. As soon as
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FIG. 9: (color online) LD and HD phases. MFT (green con-
tinuous lines) and MC (points) are shown.
n > min(ρLD,m) or n < max(ρHD,m), the effects of the
bottlenecks are no-longer localized [16] and the system is
in its ID phase. Unsurprisingly, these conditions are iden-
tical with the conditions for the threshold of the ID phase
derived above independently. Overall, then LD and HD
phases are characterized by macroscopically uniform den-
sities n = Np/(2N), with BLs of vanishing thicknesses in
TL forming behind q1, q2. Thus coarse-grained density
measurements will not detect any of q1, q2 in LD/HD
phases.
IV. PHASE DIAGRAM
Let us now consider the phase diagram of the model in
the q1 − q2 plane for a fixed n. Consider n < 1/2, ǫ = 0.
Thus, n < 1/(1 + q) is always satisfied, since q ≤ 1.
Therefore, the system can be only in LD or ID phases, but
not in the HD phase for n < 1/2. For q1, q2 > n/(1− n),
the LD phase follows, else the ID phase ensues with a
pair of DDWs are found along the line q1 = q2 = q ≤
n/(1−n). For n > 1/2 similar arguments follow, leading
to the system showing only the HD or ID phase with no
LD phase possible. The corresponding phase boundaries
may be similarly obtained phase. This is consistent with
the particle-hole symmetry of the model. For half filling
(n = 1/2), both q/(1 + q) = 1/2 and 1/(1 + q) = 1/2
yields q = 1, so that for (q1, q2) ≤ 1, the ID phase pre-
vails with DDWs along q1 = q2, with no LD/HD phases.
More generally, as n → 1/2, the area covered by the ID
phase in the phase diagram increases, covering the en-
tire phase diagram for n = 1/2. Evidently, MFT and
MCS results, though agree qualitatively, lack quantita-
tive agreement, presumably due to the correlation ef-
fects neglected in MFT (see Fig. 3(a) above for equiva-
lent quantitative disagreements between MFT and MCS
results for density profiles). We have used various sys-
tem sizes in our MCS studies, ranging from 2N = 500
to 2000, all of which agree with each other within the
numerical accuracies of our MCS studies, ruling out any
significant system size effects. Notice that in region AOC
(AOB) of Fig. 10, both q1, q2 satisfy ID phase condition,
but q2(q1) is screened by q1(q2). Now with the current
Jm = ρm(1 − ρm), m = A,B for channels Tm in the
bulk, Jm is clearly continuous across the phase bound-
aries in Fig. 10, since density ρm changes continuously
across the phase boundaries. This is reminiscent of a sec-
ond order phase transition between the LD and ID phases
(and hence between the HD and ID phases by using the
particle-hole symmetry in the model). Equivalently, con-
sidering the LDW position as an order parameter, the
phase boundaries in Fig. 10 are second order in nature,
with an order parameter exponent 1. This may be ob-
tained as follows: Assume q1 < q2 (thus q2 irrelevant).
Then, to obtain the behavior of xwA near the LD-ID phase
transition, use Eq. (7) and set
q1 = qc − δq, δq > 0, (19)
7with qc = n/(1− n) at the threshold of the ID phase for
a given n. This yields,
xwA =
(1 − ǫ)
2
−
δq(1− 2n+ ǫ)
2(1− qc)
, (20)
for small δq > 0, where we have used Eq. (7 to obtain
the above. Now, define an order parameter O = xwA −
(1 − ǫ)/2, such that it is zero in the LD phase and non-
zero in the ID phase. For small δq > 0, then, O =
δq (2n−1−ǫ)2(1−qc) , giving the order parameter exponent 1, with
q1 as the control parameter (analog of ”temperature” in
an equilibrium phase transition). This is in contrast to
a typical mean-field value of 1/2 for the order parameter
exponents in equilibrium systems [23].
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FIG. 10: (color online) MFT (lines) and MCS (points) phase
diagram in q1 − q2 plane. DDW (line AO), screening of q1 by
q2 (triangle AOB) and vice versa (triangle AOC) shown.
V. CONCLUSION AND OUTLOOK
This work, thus, shows how the mutual interplay be-
tween PNC and bottleneck competition leads to a com-
plex macroscopic behavior including delocalization tran-
sitions of LDWs and confinement of DDWs. While,
coarse-grained measurements of an LDW (or DDWs)
reveal the strength and (relative) position(s) of the
strongest bottleneck(s), but screening prevents detect-
ing the subdominant bottlenecks. Equivalently, different
systems having the same particle density and strongest
bottleneck(s), but with varying (in number, strength and
relative positions) subdominant bottlenecks yield same
macroscopic density profiles, revealing an underlying uni-
versal feature. This universal feature uncovered here
has strong experimental implications. For instance, ri-
bosome density mapping [24] or ribosome density pro-
filing [25] experiments measuring coarse-grained densi-
ties can detect only the strongest pause sites (or non-
preferred codons), but cannot resolve the other weaker
(subdominant) pause sites. As we have already discussed
above, the notion of universality in the present context is
conceptually distinct from its implications elsewhere. We
also take note of the fact that in our model particle num-
ber conservation affects the resulting macroscopic den-
sity profiles in ways that are very different from its role
in other systems, e.g., universal critical dynamics in equi-
librium or nonequilibrium systems. Phenomenologically,
DDW confinements imply that tuning the bottleneck po-
sitions, it is possible to control the extent of movement
of inhomogeneous densities, a feature expected to be sig-
nificant for in-vitro set ups. Our results may be tested in
in-vitro experiments by studying the restricted 1D mo-
tion of micron-sized self-propelled (active) particles along
circular rings with constrictions [26]. In addition, general
features of our results should be observed in vehicular
jams in a closed network of roads with bottlenecks, e.g.,
in Formula 1 tracks where car speeds are reduced near the
sharp bends (”bottleneck”), resulting into accumulation
of cars behind them [27]. We now make a brief compar-
ison between our results and those of Refs. [9, 10]. The
latter works typically found localized shocks or LDW. In
addition, Ref. [10] also found that a second, smaller bot-
tleneck, far form the first one has no effect on the current.
In particular in both Refs. [9, 10] the hopping rate across
the defects (point of extended) have the same magnitude.
Our closed model, in contrast, display DDWs in addi-
tion to LDWs, the associated localization-delocalization
transitions and confinement of the DDWs. Furthermore,
screening of the weaker defect in our model can happen
regardless of the mutual distance between the weaker and
the stronger defects. Note that in general we have un-
equal hopping rates at the point defects, unlike the mod-
els in Refs. [9, 10].
Our work is a promising starting point for under-
standing systems with a large number of discrete bot-
tlenecks. For intermediate values of n, macroscopically
inhomogeneous density profiles ensue. With nonidenti-
cal bottlenecks, the strongest one, (i.e., with the low-
est hopping rate) controls the macroscopic inhomogene-
ity in the form of an LDW, whose position may be
obtained by above analysis together with screening of
the weaker bottlenecks. When there are more than one
strongest bottleneck, those many DDWs will be formed,
as here. Nonetheless, screening of weaker bottlenecks and
its experimental implications should generally hold. Our
model is complementary to the model in Ref. [28]. It will
be interesting to study how density profiles for discrete,
isolated bottlenecks are modified eventually reducing to
the results in Ref. [28]. Lastly, considering the central
role of number conservation in the present model, it will
be interesting to see how violations, especially weak vio-
lations of particle number conservation affect the steady
states in this system [29].
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Appendix A: Mean-field Phase diagram in the n− q1
plane
An analogous mean-field phase diagram in the n− q1
(q1 ≤ q2, ǫ = 0) plane is shown in Fig. 11. The LD,
HD and ID phases are shown; q1 = n/(1 − n) gives the
boundary between the LD and ID phase; q1 = (1− n)/n
gives the boundary between the ID and HD phases. The
upper limit of q1 is confined up to q2, since above this
value, q1 gets screened by q2; 0.4 < n < 0.6 gives the lo-
cation of DDWs. Not surprisingly, the particle current is
continuous across the phase boundaries in Fig. 11, sim-
ilar to the continuity of the particle current across the
phase boundaries in Fig. 10. This is consistent with the
second order phase transitions between the LD (HD) and
the ID phases in the system.
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FIG. 11: (color online) Mean-field phase diagram in n − q1
plane (q2 = 0.68). LD, ID and HD phases and the DDW line
are shown. Note that the limit of q1 is confined between 0
and q2 = 0.68.
Appendix B: Locations of LDW and DDW in the
ǫ−∆q plane
Consider the locations of LDW and DDWs in the ǫ−∆q
plane, where ∆q = |q1− q2| with n = 1/2. Evidently, the
∆q = 0 line corresponds to DDWs in the model, with
DDW spans shrinking as ǫ rises to 1, finally being fully
confined at ǫ = 1. The rest of the box with ∆q > 0
corresponds to LDWs in the system.
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FIG. 12: (color online) Locations of LDW, DDW and DDW
confinement in ∆q − ǫ plane, n = 0.5.
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