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Abstract
A new iterative hybrid methodology, incorporating quantum mechanics (QM) calcu-
lations and a computationally inexpensive computer-aided molecular design (CAMD)
methodology, QM-CAMD, for identification of optimal solvents for reactions is pre-
sented. The methodology has been applied to a Menschutkin reaction, where pyridine
and phenacyl bromide are the reactants. The QM calculations take on the form of
density functional theory calculations with a given solvent treated using continuum
solvation models. The accuracy of the solvent QM calculations is assessed by com-
puting free energies of solvation for different solvation models; the IEF-PCM, SM8
and SMD models are studied and SMD is identified as the best model. Rate constants
kQM , determined from QM calculations, are calculated based on conventional transi-
tion state theory (Eyring 1935, Evans & Polanyi 1935). By using the SMD solvation
model and a statistical mechanics derivation of kQM , rate constant predictions within
an order of magnitude are achieved. For a small set of solvents investigated by QM,
selected solvent properties are predicted using group contribution (GC) methods. 38
structural groups are considered in this approach. The QM-computed rate constants
and solvent properties determined by GC are used to obtain a computationally inex-
pensive reaction model, based on an empirical linear free energy relationship, which
is used to predict reaction rate constants. This predictive reaction model is incorpo-
rated into an optimisation-based CAMD methodology. With an objective function
of maximising the reaction rate constant subject to molecular and reaction condition
constraints, optimal solvent candidates are identified. By considering a design space
of over 1000 solvent molecules, solvent candidates containing nitro-groups are pre-
dicted to be optimal for the Menschutkin reaction. This outcome supports experimen-
tal results for a related reaction available in the literature (Lassau & Jungers 1968).
For verification purposes, Ganase et al. (2011) have measured (based on 1H NMR
data and kinetic analysis) the rate constant for the reaction of interest in a number
of solvents and report a significant increase in the rate constant with nitromethane
as the solvent.
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Roman Symbols
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Hˆtot Modified Hamiltonian operator
Jˆj Coulomb operator (in Appendix)
Kˆj Exchange operator (in Appendix)
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Vˆ Potential energy
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d Regressed coefficient in the solvatochromic equation
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DG Independent solvent property in a general LFER
dG Regression coefficient in a general LFER
diν Coefficient of the primitive Gaussian function
E Electronic energy excluding nucleus-nucleus interactions
e Electrons
Etot Total electronic energy
Ea Arrhenius activation energy
Eel,Li Liquid phase electronic energy for species i
EZPV E,IGi Zero-point vibrational energy for species i in the gas phase
Eee Interelectronic repulsive energy
EKP Specific solvent property (Lewis acidity) in the Koppel-Palm approach
eKP Regression coefficient in the Koppel-Palm approach
Ene Nuclear-electronic attractive energy
Enn Internuclear repulsive energy
EXC Exchange and correlation energy
G Work
G1 A set of single-group solvents
GΦ Set of structural groups associated with determining the dielectric con-
stant
GΨ Set of structural groups associated with determining the dielectric con-
stant
GIIR Free energy of reactants in Solvent II
GIR Free energy of reactants in Solvent I
GIITS Free energy of TS in Solvent II
GITS Free energy of TS in Solvent I
GΥ Set of structural groups associated with determing the dielectric constant
GA Set of aromatic groups
GF Set of functional groups
GH Set of halogenated groups
GLi Liquid phase free energy for species i
Gcav,Li Free energy associated with cavity formation in the liquid phase
GCDS,Li Liquid phase free energy for species i associated with cavity formation,
dispersion interactions and changes in local solvent structure
Gdis,Li Free energy associated with dispersion interactions in liquid phase
Grep,Li Free energy associated with repulsive forces in liquid phase
GM Set of main groups
GHC Set of structural groups associated with determining dipole moment
GnD Set of structural groups used to determine correlation for the refractive
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index prediction
h Planck constant
h Regressed coefficient in the solvatochromic equation
hi Number of halogen atoms for group i ∈ GH
HV Heat of vaporisation
Hii Coulomb integral (in Appendix)
HV,i Heat of vaporisation contribution of group i
It,i Moment of inertia along principal axis t = A,B,C
Jij Coulomb integral (in Appendix)
k Reaction rate constant
kL QM-based reaction rate constant in the liquid phase
kCAMD Reaction rate constant in the CAMD environment
kEXP Experimental reaction rate constant
kIG Reaction rate constant in ideal gas phase
krel Relative reaction rate constant
K‡,IGA Activity-based quasi-equilibrium constant in the gas phase
K‡,LA Activity-based quasi-equilibrium coefficient in the liquid phase
kB Boltzmann constant
K‡,IGC Concentration-based quasi-equilibrium constant
K‡,LC Concentration-based quasi-equilibrium constant
Kij Exchange integrals (in Appendix)
M In CAMD M is a large positive number associated with the big-M
method
M Number of nuclei (in Appendix)
m Continuous variable determining if a molecule is acyclic, monocyclic or
bicyclic
mLi Molality of species i
m◦,Li Standard state molality of species i
mk,i Mass of each atom k in a molecule i in atomic mass units
N Number of electrons (in Appendix)
n Neutrons
N Total number of particles in the system
nD Refractive index
ni Number of active structural groups
nUi Maximum number of groups of type i that can appear in a molecule
nIGi Moles of species i in the gas phase
Ni Number of particles of species i in a system
Navo Avogadro number
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nG,max Maximum number of groups allowed in a molecule
nG,min Minimum number of groups allowed in a molecule
nord Order of the reaction
p◦,IG Standard state pressure in the gas phase
pIG Ideal gas pressure
PKP Non-specific solvent property (Solvent polarisability) in the Koppel-Palm
approach
pKP Regression coefficient in the Koppel-Palm approach
QIG Partition function of a system in the gas phase
q
′,IG
i Molecular partition function excluding electronic partition function
qIGi Molecular partition function of species i in the gas phase
qIGe,i Electronic molecular partition function in the gas phase
qIGr,i Rotational molecular partition function in the gas phase
qIGt,i Translational molecular partition function in the gas phase
qIGv,i Vibrational molecular partition function in the gas phase
R Universal gas constant
r Intrinsic rate of the reaction
riI Distance between electron i and nucleus I
RIJ Distance between nuclei I and J
rij Distance between electron i and electron j
s Regressed coefficient in the solvatochromic equation
Si Dipolarity/polarisability contribution for species i in set G
T Absolute temperature
Tb Boiling temperature
Te Electronic kinetic energy
Tm Melting temperature
Tb,0 Reference value (Tb,0 = 222.543K) for the boiling temperature
Tb,e Dimensionless equivalent boiling point temperature
Tb,i Temperature contribution of group i to Tb,e
Tm,0 Reference value (Tm,0 = 147.450K) for the melting temperature
Tm,e Dimensionless equivalent melting point temperature
Tm,i Temperature contribution of group i to Tm,e
Tm Melting point temperature
V Volume corresponding to p◦,IG
vi Actual valency of group i
Vm Liquid molar volume
VRF General reaction field inside a cavity
xLi Mole fraction for species i in the liquid phase
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XY Z Logarithm of the property of interest (for instance, log k) in the solva-
tochromic equation
XY Z0 Regressed coefficient in the solvatochromic equation
y1 Binary variable associated with identification of aromatic groups
y2 Binary variable associated with identification of halogenated groups
y5 Binary variable associated with acyclic molecules
y6 Binary variable associated with monocyclic molecules
y7 Binary variable associated with bicyclic molecules
yB Binary variable associated with Abraham’s hydrogen bond basicity B
yi Binary variable for structural group i
yM Binary variable associated with monocyclic molecules
YKP Non-specific solvent property (Solvent polarity) in the Koppel-Palm ap-
proach
yKP Regression coefficient in the Koppel-Palm approach
ZI Nuclear charge of nucleus I
ZJ Nuclear charge of nucleus J
q˜ Molecular partition function excluding electronic partition function and
V
d A set of design constraints
g1 A set of structure-property inequality constraints
g2 A set of chemical feasibility and molecular complexity inequality con-
straints
h1 A set of structure-property equality constraints
h2 A set of chemical feasibility and molecular complexity equality con-
straints
A Reactant A
B Reactant B
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Chapter 1
Introduction
1.1 Solvent selection and design
A solvent can be described as the component of a solution that is present in excess
or the largest amount (Buncel et al. 2003). The importance of selecting suitable
solvents for chemical manufacturing processes is a problem that has confronted sci-
entists and engineers for centuries. In the late 15th century alchemists searched for
a ‘universal solvent’ (Reichardt 2005). No such ‘universal solvent’ was successfully
identified. Since then, work improving the understanding of the role of solvents and
the process of solvation has continued. The search for this ‘universal solvent’ resulted
in experiments and theoretical advances that led to the discovery of new solvents,
new reactions and new compounds. Today, solvents are used in a vast number of
batch and continuous processes in industry, yet the importance of selecting the best
solvent for a given situation is often underestimated or not considered (Constable
et al. 2007a). The first step to selecting an optimal solvent for a process is to identify
the role of the solvent.
Chipperfield (1999) identified that solvents can act as a) reaction media, b) as
reactants, c) as transportation agents or d) as separation agents. a) As reaction
media, solvents can facilitate reactions in several ways. Solvents can be used to
control reaction conditions, by for instance acting as a heat sink for exothermic
reactions. They can also promote collisions between reactants, for instance in the
case of solid reactant particles, mixing and observed reaction rates are increased
when the reactants are dissolved in solution as opposed to solid reactions where
diffusion, mixing and observed reaction rates are slower. b) As reactants, solvents
can partake in early stages of reactions and be recovered unchanged in later stages.
c) As transport agents, solvents can be used to facilitate transport reactants and
products around processes and in addition, by dissolving viscous compounds they
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can decrease the viscosity of potentially problematic mixtures that can strain pumps.
d) As separating agents, solvents are used in separation or purification processes and
simplify the removal of components. For instance, in a liquid-liquid extraction process
a solvent may exhibit a large affinity to one or more of the components.
The selection of the optimal solvent(s) depends on various objectives, such as
process economic performance, safety or environmental impact. These multiple ob-
jectives emphasise the complexity of the solvent selection problem and indicate that
trade-offs between the various performance measures are likely to be necessary, as it
is unlikely that all objectives will be met simultaneously. A further objective may be
stage telescoping, that is, to reduce the number of separate stages in a multiple-stage
process. During production different solvents may be used for each stage. By using
separate ‘optimal’ solvents for single stages, optimal performance may be attained
for each stage, but can lead to suboptimal performance of the overall process. Such
situations indicate that optimal solvent selection requires a plant-wide approach.
Stricter environmental, health and safety regulations and capital and operational
economic pressures continue to drive the search for alternative solvents. For instance,
in 2005, the ACS Green Chemistry Institute (GCI) and global pharmaceutical cor-
porations developed the ACS GCI Pharmaceutical Roundtable to encourage innova-
tion, whilst integrating green chemistry and green engineering into the pharmaceuti-
cal industry drug discovery, development and production business areas (Constable
et al. 2007b). It had previously been recognised (Constable et al. 2007a) that in a
pharmaceutical company the ten solvents most frequently used in highly developed
chemical processes from 1990-2000 accounted for over 80% of the frequency of sol-
vent use. In Constable et al. (2007b) the need for innovative engineering tools and
the replacement of specific solvents is explicitly highlighted and in Jime´nez-Gonza´lez
et al. (2010), solvent selection has been identified, by the ACS GCI Pharmaceutical
Roundtable, as one of the top five priorities for green engineering research.
Limited research has however been undertaken in the area of solvent selection or
solvent design for reactions. Partly, this is due to the fact that, to capture the solvent
effects on reactions remains a major challenge. The extent to which solvent effects
can influence the reaction rate constant is shown in two motivational examples.
Campbell & Hogg (1967) measured the rate constants for the reaction between
cyclohexene and chloro-2, 4-dinitrophenylsulfane in different solvents. It was found
that the rate constant increased with increasing solvent polarity, for instance, if the
reaction is carried out in nitrobenzene, as opposed to carbon tetrachloride, the rate
constant is 2800 times larger at 35◦C (Table 1.1).
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Table 1.1: Relative reaction rate constants for the reaction between cyclohexene and
chloro-2, 4-dinitrophenylsulfane in different solvents, measured by Campbell & Hogg
(1967).
Solvent Nitrobenzene Ethylene
dichloride
Acetic acid Chloroform Carbon
tetrachloride
krel 2800 1380 1370 605 1
Also, Hartmann & Schmidt (1969) measured reaction rate constants for a Men-
schutkin reaction between triethylamine and iodoethane in different solvents. It is
observed from a selection of the relative reaction rate constants shown in Table 1.2,
that when selecting nitrobenzene as the solvent, the reaction rate constant is 52 times
higher than in 1, 1, 1-trichloroethane at 50◦C.
Table 1.2: Relative reaction rate constants krel for a Menschutkin reaction between
triethylamine and iodoethane, measured by Hartmann & Schmidt (1969) at 50◦C.
Solvent Nitro-
benzene
Propio-
nitrile
Acetone Trichloro-
methane
Chloro-
benzene
1, 1, 1-Trichloro-
ethane
krel 52 33 18 9 5 1
Further supporting literature on relative reaction rate constants for other reactions
can be found in Reichardt (2005). This observation, and the increasing economic and
environmental legislation pressures faced by companies highlight the need for solvent
selection methodologies in general, and to control reaction rates in particular.
Currently, solvents are mostly selected based on insight, previous experience and
heuristics. Specific experiments are then carried out and the best solvent from the set
of experiments is then usually selected. Methodologies exist in which solvent proper-
ties can be predicted and used for rapid screening of potential solvents, if the desired
characteristics are known and the target properties exist in the solvent database
used. Such methodologies do not allow the selection of new solvents and limit the
selection only to solvents for which the relevant target properties are present in the
database. However, a powerful methodology, known as computer-aided molecular de-
sign (CAMD) (Gani & Brignole 1983, Achenie et al. 2003), has been developed over
the last few decades, in which solvent molecular candidates are synthesised in silico
33
according to their ability to meet a set of target properties most effectively. These
designed solvent candidates can be used as a guide to experimentation, potentially
identifying solvent candidates that are unknown or not intuitively chosen as solvents.
In such cases, solvent effects on the reaction rate constant can be captured using
multivariate statistical methods (for instance, multiple linear regressions or principal
component analysis) or computational chemistry (for instance, molecular modelling
or quantum mechanics).
1.2 Objectives
The main objective of this work is to develop a systematic and generic approach to
design solvents that lead to an increase of the rate of a given reaction. An itera-
tive approach is proposed in which computational chemistry is investigated as a tool
to predict reaction rate constants in combination with a multiple linear regression
analysis, and an optimisation formulation to synthesise optimal solvent candidates
for experimental verification. The methodology developed provides an aid to select
optimal solvents for given reactions and to identify targeted experiments. A require-
ment is that the methodology should be easily combined with existing optimisation
approaches for solvent design (for example, separation process design), as a step
towards a plant-wide solvent design methodology.
A further objective of the thesis is to apply this methodology to a specified reac-
tion. A Menschutkin reaction between phenacyl bromide and pyridine is investigated.
Experimental validation is completed for the designed optimal solvent candidate or a
similar compound, based on 1H NMR data and kinetic analysis (Ganase et al. 2011).
1.3 Outline of thesis
In Chapter 2 the concepts of solvent design and selection are introduced and empirical
and CAMD approaches are reviewed. Solvent design and selection is presented in the
context of reactions, investigating property predictions in a CAMD framework. The
key challenges faced in developing a methodology for solvent design and selection are
highlighted.
In Chapter 3, an overview of the proposed iterative methodology for design-
ing optimal solvent candidates for a reaction is presented. In this section quantum
mechanical calculations, the optimisation-based CAMD formulation using a group
contribution approach and a multiple linear regression are integrated.
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In Chapter 4, some background on the prediction of reaction rate constants is
presented. The Koppel & Palm (Koppel & Palm 1971a, Koppel & Palm 1972) and
solvatochromic empirical (Kamlet et al. 1977, Kamlet et al. 1983, Taft et al. 1985a)
methods are reviewed, followed by an introduction to kinetic theory, where two vari-
ations of transition state theory are presented. Expressions for gas and liquid phase
reaction rate constants, using quantum mechanics, are derived and different solvation
models to calculate the liquid phase reaction rate constant are reviewed. The reac-
tion investigated in this work, a Menschutkin reaction, is reviewed and experimental
results are compared to quantum mechanical rate constant predictions.
In Chapter 5, a mixed-integer linear programming optimisation formulation for
the design of optimal solvent candidate molecules is presented. Solvent candidates are
represented using a group contribution approach and an optimal solvent candidate
is designed by maximising the reaction rate constant based on an empirical model
(multiple linear regression), known as the solvatochromic comparison method, with
respect to molecular and process constraints.
In Chapter 6, the results of the proposed solvent design and selection algorithm
for the chosen Menschutkin reaction are highlighted. Various case studies are in-
vestigated and the results discussed. An uncertainty analysis on the solvatochromic
equation is presented to determine its robustness and predictive capability. Fur-
thermore, the predictive capability of the group contribution approach employed is
investigated.
In Chapter 7, this thesis is concluded with a summary and highlights the main
contributions of this work and future work recommendations of the proposed method-
ology.
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Chapter 2
Solvent design and selection
2.1 Introduction
Solvent selection methods are reviewed in this chapter. Solvent selection methods
consist of two steps, where in Step 1 a list of likely solvent candidates is obtained,
followed by Step 2 where the best solvent(s) is/are selected as the final optimal
solvent candidate(s) using a range of criteria. The generation of solvent candidates,
Step 1, is itself based on three techniques, that is, identifying the suitable solvents
for a particular system a) from a database, b) from empirical classification methods
or c) from a ranked list of solvent candidates predicted by solvent design methods,
for instance, CAMD methods. The reader is referred to Figure 2.1 for a graphical
representation. The shaded area, a combination of solvent design and empirical
methods, is addressed in this work.
In Section 2.2, database searches, empirical classification methods and two differ-
ent CAMD approaches are introduced, followed by a section on integrating process
and solvent design. Five common empirical classification methods are discussed.
Empirical methods require insight into the type of solvent desired for a situation,
resulting in a solvent being selected due to its known solvent property values, such as
acidity, basicity, etc. Such solvent properties are obtained from experiment or pre-
dicted and can be used to rank individual solvents or groups of solvents with similar
properties. Solute-solvent interactions, such as solubility, can also be considered in
this method. However, maintaining such a database requires constant updating and
realistically is only useful for simple systems. When numerous property constraints
and performance objectives need to be satisfied simultaneously, such a method may
be inadequate.
The ‘generate-and-test’ and optimisation-based CAMD methodologies are intro-
duced. These methods generate molecular candidates (in the case of solvent design,
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solvent candidates) to match specified target properties (Gani 2004) or to optimise
a specified performance measure. Using a combination of database searches and
predictive tools, such as group contribution methods (Fredenslund et al. 1975), prop-
erties of the designed solvent candidates can be determined. This approach identifies
molecular candidates that may meet specified target properties to the system. In this
way candidates that may not be selected by experience, insight and heuristics, but
that are predicted to perform well for the system under investigation, can be found.
In the ‘generate-and-test’ method, the properties of all possible molecular candidates
are evaluated, whilst in the optimisation-based method the properties are only eval-
uated for a subset of the best molecular candidates. Furthermore, the integration of
Figure 2.1: Overview of methods used to generate solvent candidates. Database
searches and empirical approaches require solvents and their properties to be known
in advance, whilst solvent design methods synthesise solvent candidates in silico. The
shaded area, a combination of solvent design and empirical methods, is addressed in
this work. Modified from Gani et al. (2005).
process and solvent design is investigated. Here, the design of equipment and the
design of a solvent are treated as integrated problems and some examples of such an
approach in the literature are reviewed.
This is followed by Section 2.3, which specifically deals with the problem of solvent
selection for reactions. To select solvent candidates, it is a necessity to be able to
predict solvent properties, such as acidity, basicity, reaction rate constant, etc. This
can be done by group contribution (GC) or computational chemistry techniques.
Literature relevant to solvent selection is then reviewed for the cases where a) feasible
solvents are identified for a reaction, b) the effects of CAMD-generated solvents on
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reaction kinetics are verified by quantum mechanics and c) kinetics are integrated
into the CAMD problem with an empirical model.
It should be noted that in this work only pure solvents are considered. Therefore,
all solvent effects referred to in this work, for instance reaction rate constants, are
predicted in the context of pure solvents. The use of solvent blends is widespread and
it will be useful to extend the proposed methodology, in the future, to design such
solvents. In this work some ideas on how to extend the proposed methodology are
expressed later in Section 7.3. Further information on the design of solvent blends
can be found in, for instance, Klein et al. (1992), Buxton et al. (1999), Buxton (2001)
and Karunanithi et al. (2005).
Finally, in Section 2.4, challenges that are faced in developing a methodology
for identifying solvents that will increase the reaction rate constant are discussed.
Prediction of reaction rate constants in solution and the problem formulation and
computational cost are singled out as important issues.
2.2 Methodologies for solvent selection
In the following section three methods for solvent selection are reviewed, that is,
database searches, empirical methods and CAMD methods.
2.2.1 Database searches
Databases can be utilised, for instance, to avoid calculation of pure component prop-
erties for solvents, when prediction methods are not sufficiently accurate or as an
additional source of solvent candidates or component properties when used in a sol-
vent design methodology. An example of the latter case is found in Gani et al. (2005),
where a database of the 75 most common organic solvents used in industrial compa-
nies has been developed and integrated into their solvent design methodology as an
additional approach to identifying suitable solvents. Not all properties are given for
all solvents, but they can be measured, retrieved from other databases or estimated
by tools, such as group contribution methods. Using predetermined rules, solvents
are assigned indices and selected for validation based on their suitability.
2.2.2 Empirical classification methods
In the context of reactions, solvents are usually selected based on insight, past expe-
rience, heuristics or some type of classification before experimental trials. Classifica-
tion of solvents is a nontrivial matter, as both specific and non-specific solute-solvent
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interactions influence a system to varying degrees for different applications.
Reichardt (2005) has reviewed five common classification systems, based on chem-
ical constitution, physical constants, acid-base behaviour, specific solute-solvent in-
teractions and multivariate statistical methods. These are briefly discussed in the
remainder of this section.
2.2.2.1 Chemical constitution
Solvents can be classified into three categories according to their chemical bonds,
namely, molecular liquids, which have covalent bonds only (for example, butane or
pentane), ionic liquids, which are molten salts and exhibit ionic bonds (for example,
molten sodium chloride) and atomic liquids, which are low-melting metals and exhibit
metallic bonds (for example, liquid mercury or sodium). By mixing solvents of these
three classes, various transitions can be observed (Reichardt 2005). These three
categories can be further refined by considering the functional groups in a solvent.
For example, when dissolving a solute in a solvent, a solvent chosen with similar
functional groups to those appearing in the solute generally dissolves the solute better.
Furthermore, when a solvent is chosen based on chemical reactivity, insight into what
functional groups should not be combined can suppress undesirable reactions from
occurring.
2.2.2.2 Physical constants
Physical constants can be used to describe solvent properties and solvents can then be
classified accordingly. Solvents can, for instance, be classified according to melting or
boiling temperatures, density, cohesive energy density, polarity, etc. The scales can
then be used to identify solvents which may be expected to display similar behaviour.
Melting and boiling temperatures are widely available for solvents. Cohesive en-
ergy density is a measure of the strength of molecular solvent-solvent interactions and
is used in a number of empirical correlations. Polarity is defined by Reichardt (2005)
as the sum of the molecular properties responsible for all the interactions between
solvent and solute molecules. It is nevertheless difficult to describe polarity quan-
titatively and it is often described by the dielectric constant or the dipole moment.
A further widely used scale of polarity is the ET (30) parameter, which is based on
measuring the UV/Vis absorption spectra of a solvatochromic dye (pyridinium N -
phenolate betaine dye, where the number 30 refers to dye number 30 in Dimroth
et al. (1963)) in a solvent and determining the energy needed to promote the dye
from its ground state to its first excited state. The dimensional ET (30) parameter
has units of kcal mol−1 and since this is not used in SI units, the normalised ENT
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values (using water and tetramethylsilane as reference solvents) are recommended.
2.2.2.3 Acid-base behaviour
Various definitions of solvent acidity and basicity exist and depending on the con-
text, the most appropriate can be chosen. In the Brønsted-Lowry definition acids
and bases are viewed as proton donors and acceptors, respectively. On the other
hand, the Lewis theory defines acids as electron-pair acceptors (EPA) and bases as
electron-pair donors (EPD). Furthermore, Kamlet & Taft (1976a), Kamlet & Taft
(1976b) and Kamlet et al. (1977) introduced measurable solvent property descriptors
for acidity and basicity and implemented these in the linear free energy relationship
they developed (the reader is referred to Section 4.2.2 for further details). Swain
et al. (1983) introduced an acidity and basicity scale, called acity and basity, refer-
ring to bulk solvent properties involved in solute solvations. The scales are based on
1080 data sets for 61 solvents and 77 solvent-sensitive reactions and physicochemical
properties from the literature (for example, rate constants, product ratios, equilib-
rium constants, UV/Vis, IR , ESR and NMR spectra). The sum of the acity and
basity term for the same solvent can be considered a measure of the solvent polarity
in terms of the overall solvation capability of a solvent (Reichardt 2005).
2.2.2.4 Specific solute-solvent interactions
The solute-solvent interactions referred to when describing polarity in Section 2.2.2.2
take into account both non-specific and specific interactions. Non-specific interactions
include, for instance, Coulombic, inductive and dispersive interactions, whereas spe-
cific interactions include, for instance, hydrogen bonding and EPA or EPD (Reichardt
et al. 1993). Hydrogen bonds are made up of hydrogen bond donors (HBDs) and
hydrogen bond acceptors (HBAs). A HBD is a molecule that can donate a proton,
that is, when a hydrogen atom is attached to a highly electronegative atom (such
as fluorine, oxygen or nitrogen), whereas a hydrogen bond acceptor (HBA) refers
to a molecule that can accept a proton, that is, it contains at least one relatively
electronegative atom (such as fluorine, oxygen or nitrogen) (Reichardt 2005).
Solvents can be divided into three groups according to their specific interactions
with anions and cations, that is, dipolar aprotic solvents (Miller & Parker 1961),
protic solvents (Miller & Parker 1961) and apolar aprotic solvents (Reichardt 2005).
The distinction between these classes of solvents lies in the difference in the dipo-
larity of the solvent molecules and in their ability to form hydrogen bonds. Dipolar
aprotic solvents generally exhibit large (> 15) dielectric constants and dipole mo-
ments, ENT values between 0.3 and 0.5 and do not act as HBDs. However, they are
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generally good EPD solvents. Examples include acetone, acetonitrile and dimethyl
sulfoxide. Protic solvents contain hydrogen atoms bound to electronegative atoms
and are HBD solvents. Generally, large (> 15) dielectric constants and ENT values
between 0.5 and 1.0 are indicative of a strongly polar solvent, for example, water,
ammonia, alcohols. Apolar aprotic solvents generally exhibit low (< 15) dielectric
constants, low dipole moments, ENT values between 0.0 and 0.3 and do not act as
HBDs. Interaction with the solute is limited to non-specific forces, such as, induc-
tion and dispersion forces. Examples are aliphatic and aromatic hydrocarbons.
2.2.2.5 Multivariate statistical methods
To classify solvents is not always an easy task, especially since there are so many
factors to take into account when selecting a solvent and it is not always possible to
correlate solvent sensitive processes with one solvent property only (Reichardt 2005).
Therefore, when selecting solvents from a list, the solvent properties (for example,
boiling points, dielectric constants, etc.) can be used as input to a multivariate
statistical method. Two main methods are available to determine the relative im-
portance of certain solvent properties to describe a variable or property dependent
on them. The first such method is known as multiple linear regression analysis (the
reader is referred to Section 4.2 for models that can be used with this analysis),
where a dependent variable or property is determined by the relative importance of
a set of pre-selected solvent properties in a postulated equation. The second method
is known as factor analysis (for example, Malinowsky & Howery (1980)) or princi-
pal component analysis (for example, Zalewski (1990)). It is used to construct the
simplest linear equation using a set of solvent descriptors. The minimum number
of underlying factors or principal components is determined from the descriptors (in
the form of a matrix of experimental data) by means of statistical methods. This is
followed by determining the magnitudes of these factors for particular solvents.
2.2.2.6 Conclusion
The aforementioned approaches are useful for solvent selection, but can only be used
once particular solvent properties have been predicted or measured experimentally.
Furthermore, it is difficult to know what scale(s) to use a priori. Multivariate sta-
tistical methods can therefore be useful, and their use in solvent selection is assessed
later in this work.
However, in the following section, a tool (referred to as CAMD) that is able to
identify the molecular structures of promising solvent molecules, using tools for the
prediction of the relevant physical properties is presented.
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2.2.3 CAMD: ‘Generate-and-test’ methods
A first approach to CAMD, the ‘generate-and-test’ method, was presented by Gani
& Brignole (1983) and Brignole et al. (1986). The key idea is to generate a large
design space of molecular candidates that match a specified set of target properties
from a smaller, specified set of “building blocks” in a combinatorial way. That is,
it is the reverse problem of property prediction, where for a given molecular struc-
ture these “building blocks” can be used to predict a set of target properties, for
instance, melting point or heat of vaporisation (Gani 2004). In CAMD, the gener-
ated molecular candidates are screened against molecular design feasibility rules, for
example, ensuring that two adjacent building blocks only form one covalent bond
between each other and not a double bond. Feasible candidates are assessed based
on target physical property values, such as the boiling or melting point of a poten-
tial molecular candidate. In this approach all possible molecular candidates are thus
generated and then screened for chemical feasibility. This can be a computationally
expensive task as the number of candidate molecules that can be generated from a
few building blocks is very large. This is therefore usually implemented in combi-
nation with computationally inexpensive property estimation methods. In CAMD,
molecular structures are most often represented by atom groups, such as CH3, OH,
NH2 (Gani 2004). Properties are then evaluated mainly by group contribution ap-
proaches (the reader is referred to Section 2.3.1.1 for further details), but other
methods such as the group interactions contribution method (Marrero-Morejon &
Pardillo-Fontdevila 1999), the ABC approach (Mavrovouniotis 1990, Constantinou
et al. 1993, Constantinou & Gani 1994) and computational chemistry (for instance,
Lehmann & Maranas (2004), Sheldon & Adjiman (2006)) have also been used in
CAMD.
Gani et al. (1991) expanded on the initial work of Gani & Brignole (1983) and
Brignole et al. (1986) and proposed a more flexible CAMD methodology by intro-
ducing constraints resulting in only chemically feasible molecular candidates being
generated. For instance, they introduced the constraint that the final molecular
candidate needs to have a valency of zero. This approach drastically decreased the
computational load of molecular candidate generation. Furthermore, an additional
stage was implemented in the final design/selection step of the methodology. The
values of the target properties were combined to determine a performance index,
which was used to rank the best solvent candidates. Alternatively, selected solvent
candidates can be assessed one by one by using an optimisation formulation where
a predefined objective function is minimised to identify the best molecular candi-
date that satisfies additional property constraints, that is, constraints that usually
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require process simulation (for example, separation factors for a liquid-liquid extrac-
tion (LLE) process). An application to refrigerant design, originally presented by
Joback & Stephanopoulos (1989), was investigated with this approach. The CAMD
approach identified a list of potential refrigerant designs, two of which had been
proposed by Joback & Stephanopoulos (1989) (the remainder of their proposed re-
frigerants had been rejected because of constraint violations).
Constantinou et al. (1996) introduced a CAMD methodology (called computer-
aided product design, CAPD) that is able to design acyclic, cyclic and aromatic
molecular structures as pure compounds, mixtures and polymers. Better group con-
tribution methods (Constantinou & Gani 1994, Constantinou et al. 1995, Kontoge-
orgis et al. 1993, Horvath 1992) were used to update groups and extend the existing
methodology. Constantinou & Gani (1994) enabled the identification of isomers and
consideration of proximity effects by updating the building groups and introducing
second-order groups for physical property predictions. The methodology allows the
use of mathematical programming where appropriate, for example, mixed integer
linear programming (MILP) can be used where only pure component properties are
considered.
Harper et al. (1999) and Harper & Gani (2000) expanded the methodology by
proposing a multi-level approach to CAMD. After identifying feasible molecular struc-
tures, higher-order groups (the reader is referred to section 2.3.1.1 for further infor-
mation) were introduced to distinguish isomers. All identified molecular candidates
were described atomistically, thereby allowing the candidate molecules’ properties to
be obtained by other property prediction approaches. The three-dimensional struc-
ture of the atomistic molecular candidates can then be defined, allowing the use
of molecular modelling techniques to study the candidate further, for example, by
finding the most stable conformer with the lowest energy or by predicting its inter-
actions with other compounds. The approach is ended with a “post-design step”
where the results are analysed. Here, structural searches of databases of chemical
manufacturers are undertaken to ensure that candidates are commercially available
and affordable. Where possible, experimental and environmental data are used to
verify predictions when selecting a set of final candidates.
Gani et al. (2005) introduced a ‘generate-and-test’ methodology to select solvents
for promotion of organic reactions. This approach has been implemented in a com-
mercial software package ICAS (Gani 2001). The methodology will be investigated
in more detail in Section 2.3.2, including a discussion of how successful and widely
applicable it is.
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2.2.4 CAMD: Mathematical programming optimisation-based
methods
Introduced by Macchietto et al. (1990) and Odele & Macchietto (1993), optimisation-
based CAMD methods have become widely used. Optimal molecular structures are
determined by solving a mixed-integer optimisation problem, generally formulated
as:
max
n,x
p (n,x) (2.1)
s.t. h (n,x) = 0 (2.2)
g (n,x) ≤ 0 (2.3)
x ∈ Rm (2.4)
n ∈ Nq (2.5)
yi ∈ {0, 1}u , i = 1, . . . , q (2.6)
where p is the objective function that is an appropriately defined performance mea-
sure, n1 is a q-dimensional vector of integer variables referring to the number of
structural groups of each type, x is the m-dimensional vector of continuous physical
and chemical property variables, h and g are sets of equality and inequality con-
straints, respectively, representing process equations, feasibility criteria and design
specifications and y is a q×u matrix of binary variables used to activate groups, con-
strain continuous variables to integer values where appropriate, or in the evaluation
of physical properties.
When solving such an optimisation problem, a large design space of potential
molecular candidates is explored. Such a design space is inherently restricted by the
property prediction technique used (that is, molecular candidates can be designed
only with the structural groups considered explicitly) and subject to explicit molec-
ular and process constraints. The objective function and constraints may be varied,
depending on the requirements of the problem. Since it is an optimisation prob-
lem, the properties of a subset of the solvent design space are determined, unlike in
the ‘generate-and-test’ methodology where the properties of all molecular candidates
in the design space are determined and then used to screen according to specified
criteria.
The objective function can be of a single-objective or multi-objective nature.
When using the latter, useful results are only obtainable when proper selection and
weighting of variables is ensured. Objective functions can measure performance of
1Although n is continuous, its dependence on binary variables y ensures that it will only assume
positive integer values. The reader is referred to Section 5.2.4.5 for further details.
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a solvent by considering solvent physical property targets that are independent of
the process (for example, Maranas (1996)) or by considering process performance
measures (for example, Buxton et al. (1999), Giovanoglou et al. (2003) and Bardow
et al. (2010)).
Macchietto et al. (1990) and Odele & Macchietto (1993) introduced the optimi-
sation problem as a non-linear programming (NLP) and a mixed-integer non-linear
programming (MINLP) problem, respectively, and investigated, for instance, deter-
mining an optimal solvent for a liquid-liquid extraction process with an objective
function combining selectivity and capacity. Local optimisation has often been used
in solving such problems. To overcome problems due to non-convexity, Maranas
(1996) showed how a MINLP problem with non-linear structure-property constraints
can be transformed into a MILP problem. However, it should be noted that not all
constraints can always be linearised to facilitate the solution of the problem. Sinha
et al. (1999) and Sahinidis & Tawarmalani (2000) used deterministic global opti-
misation to solve the non-convex CAMD problem. Marcoulaki & Kokossis (2000a)
proposed a stochastic optimisation algorithm using simulated annealing, to solve the
CAMD problem.
The remainder of this section will demonstrate the breadth of problems solved
using optimisation-based CAMD by presenting a selection of important examples.
Within the optimisation-based CAMD framework new problem formulations have
been developed, for instance Churi & Achenie (1996) and Churi & Achenie (1997)
introduced the use of full connectivity for the description of molecular candidates.
A refrigerant design problem was considered and by taking into account full molec-
ular connectivity, the refrigerant candidates prone to polymerisation reactions were
excluded from the design space by disabling structural groups exhibiting double and
triple bonds. Maranas (1997a) took property prediction uncertainty into account
through chance constraints and formulated a non-linear stochastic optimisation prob-
lem. This was transformed into a deterministic MINLP problem with linear binary
and convex continuous parts. The resulting convex MINLP formulation was solved to
global optimality using uncertain group contribution parameters. Folic´ et al. (2008a)
studied the effect of uncertainty in property predictions through a linear multi-period
formulation.
Applications of molecular candidate design have been investigated in the con-
text of polymer design, refrigerant design, entrainer design and solvent design. For
instance, in polymer design, Vaidyanathan & El-Halwagi (1996) designed polymer
candidates for specified target properties in a CAMD framework using a MINLP
formulation. Maranas (1997b) designed polymer repeat units with fine-tuned or op-
timised thermophysical and mechanical properties by using a MILP problem and
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multilinear regression. Camarda & Maranas (1999) based polymer candidate design
on connectivity indices. New sets of correlations were proposed, for example for
heat capacity, and incorporated in a MINLP optimisation framework. This MINLP
problem was then transformed to a convex MINLP.
For refrigerant design, Duvedi & Achenie (1996) developed a hybrid property
estimation technique and designed refrigerants along with environmental constraints
by using a MINLP problem in the context of CAMD.
Entrainer selection was demonstrated by Kim et al. (2004), where a methodology
that integrated entrainer selection and solvent recycling in batch separation processes
for complex systems (for example, systems where azeotropes occur) was proposed.
The optimisation formulation was of a NLP nature.
Examples of solvent design using optimisation-based CAMD are numerous. Mar-
coulaki & Kokossis (2000b), applied the approach developed by Marcoulaki & Kokos-
sis (2000a) to select solvents for liquid-liquid extraction processes, extractive distil-
lation problems, retrofit designs and gas absorption processes. Karunanithi et al.
(2005) presented a CAMD framework to design single-compounds or mixtures us-
ing a MINLP problem and applied it to a liquid-liquid extraction example of acetic
acid and water. Molecular candidate generation and property evaluations were car-
ried out using ProCAMD (Gani 2003), part of the commercial ICAS software pack-
age (Gani 2003) developed by Gani and coworkers. In Karunanithi et al. (2006) this
approach was extended to design solvents for solution crystallisation. Folic´ et al.
(2005) and Folic´ et al. (2007) designed solvents to increase the reaction rate constant
using a CAMD framework with a deterministic MILP problem and investigated un-
certainty with a stochastic MINLP formulation.
The optimisation-based CAMD approach has been shown to be transferable to
various applications. Problem formulations are mainly non-linear, but Maranas
(1996) has shown that under specific conditions it is possible to linearise constraints.
Thanks to the versatility of optimisation, optimisation-based CAMD can be adapted
relatively easily to plant-wide design problems.
2.2.5 A holistic approach: Integrated process and solvent
design
As stated in the introduction, the methodology proposed in this work is to be compat-
ible with a plant-wide problem formulation. To demonstrate the wide applicability of
such an approach, a selection of plant-wide approaches in the literature is reviewed
briefly here, focussing on the methodology employed or developed. Solvent physical
property targets that are independent of the process are traditionally used in sol-
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vent selection, as the design of equipment and the design or selection of a solvent
are two independent events. However, the plant-wide approaches are gaining mo-
mentum, since designing or selecting a solvent tailored to the process or designing a
process system with an optimal solvent has potential advantages. For example, in
Giovanoglou et al. (2003), by minimising time as a performance measure, a batch
distillation was shown to run for 15.3 hours when using toluene as the solvent, as
opposed to 18.3 hours when using heptane. Such a difference can result in gains of
40 days per annum in terms of productivity. It is therefore important to address a
solvent design problem with a plant-wide or more holistic approach. By considering
process performance measures, a solvent that performs well against environmental,
health and safety metrics as well as offering relatively low capital and operational
expenditure can be designed. The optimal solvent candidates that are identified can
be subjected to targeted experimental verification. This can reduce the need for ex-
tensive experimental trials and decrease the risk of achieving suboptimal performance
of the process.
There is a sizable amount of literature that takes into account a holistic approach
of the specified problem. Below is a small selection of examples that demonstrate in
what context such work has been carried out.
Pistikopoulos & Stefanis (1998) developed a methodology that integrated solvent
and process design for a gas absorption process. Environmentally benign separation
solvents based on global plant-wide process and environmental constraints for two
gas absorption applications (using MILP and NLP problems) were designed. The
methodology has three steps: firstly, relevant process operations are identified; sec-
ondly, a list of candidate solvents is determined using optimisation-based CAMD
subject to process and environmental constraints; thirdly, using a verification stage
with plant-wide process and environmental constraints an optimal solvent can be
chosen from the aforementioned list. The objective function was the minimisation of
annual cost and environmental impact criteria. Buxton et al. (1999) expanded the
approach of Pistikopoulos & Stefanis (1998) by enabling the design of solvent blend
alternatives for non-reactive, multi-component gas absorption processes by MILP
and NLP formulation.
Hostrup et al. (1999) investigated the integrated design of a solvent and a sepa-
ration process, with respect to a multi-objective formulation considering separation
efficiency, cost of energy consumption and compounds involved and process and en-
vironmental constraints. The approach consists of seven steps: Step 1, separation
techniques for the problem need to be identified (for instance, separation techniques
based on property difference or on the use of solvents); Step 2, consider external
media (for instance, membrane-based separations): if none are available this op-
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tion is removed from the list of techniques; Step 3, perform an analysis based on
pure component properties, eliminate infeasible separation techniques (for instance,
crystallisation) and determine a superstructure to represent all alternatives; Step 4,
perform an analysis based on binary mixture properties (for instance, investigate the
existence of azeotropes, liquid miscibility gaps and bubble and dew points) and elimi-
nate infeasible techniques and the corresponding equipment from the superstructure;
Step 5, generate solvent alternatives and if none are found, eliminate solvent-based
separation techniques; Step 6, perform an analysis based on multi-component mix-
ture properties for the generated solvent alternatives (for instance, to investigate
phase behaviour, location of ternary azeotropes and separation boundaries) and re-
move infeasible separation techniques and the corresponding equipment from the
superstructure; Step 7, solve the resulting optimisation problem.
Eden et al. (2004) proposed a methodology for process/product design. The first
step of the methodology is to solve a ‘reverse simulation’ problem to determine the
design target properties for specified inputs and outputs of the process. Secondly, a
‘reverse property prediction’ problem is solved to determine unit operations, oper-
ating conditions and/or products. Specifically ProCAMD, which is included in the
ICAS software package developed by Gani and coworkers, was used for this approach.
Folic´ et al. (2008a) extended the work in Folic´ et al. (2007) to study solvent design
in the context of complex reaction systems (competing or consecutive reactions) for
a simple reactor model.
Papadopoulos & Linke (2009) proposed an integrated solvent and process design
problem that was decomposed into two design stages. Firstly, solvent candidates
were designed with a multi-objective function, based on solvent and process property
objective functions that could impact the process design performance. The con-
straints were independent of the separation task and process or economic criteria.
Secondly, the obtained solvent design information was used to generate molecular
clusters. These were used in process design and optimal solvents then identified. An
application of solvent design for separating a multi-component mixture with various
separation operations and solvent types was presented.
Bardow et al. (2010) designed solvents based on a hypothetical molecule described
by equation of state parameters rather than by atom groups for specified process and
molecular constraints. A group-based representation of this “molecule” was then
determined by optimisation of continuous parameters defined within the equation of
state; perturbed-chain-polar-statistical-associating-fluid theory (PCP-SAFT) (Gross
& Sadowski 2001). This approach was demonstrated for carbon dioxide capture
from flue gas using physical absorption. Since the solvent absorption-desorption
process is prone to solvent loss, the objective function was to minimise the “make-
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up solvent”. The closest existing solvent (dimethyl sulfoxide) differed by 15% from
the hypothetical target solvent and reduced the solvent loss by more than a factor
of 1000 from the base case solvent (methanol), whilst exhibiting the same carbon
dioxide capture performance.
Pereira et al. (2008) and Pereira et al. (2011) presented a methodology to deter-
mine process equipment sizes, operating conditions and the solvent or solvent mixture
needed to separate a high-pressure feed mixture with different objective functions,
again by manipulating equation of state parameters. The equation of state used
was the statistical associating fluid theory for potentials of variable range (SAFT-
VR) (Gil-Villegas et al. 1997, Galindo et al. 1998). In this case, the parameters
were linked directly to the molecular structure and composition of the solvent. An
objective function that considered maximum purity or maximum net present value
over a 15 year lifetime was used. The approach was applied to carbon dioxide cap-
ture into a n-alkane solvent from methane, where methane was used as a model for
natural gas. The purity constraint on the sale gas stream was set to at least 97%
pure methanol and streams containing 10%, 30% and 70% of CO2 were investigated
for different temperatures, pressures (3.0 MPa, 4.1 MPa and 7.9 MPa, respectively)
and n-alkane solvents. It was found that the optimal solvents for the 10% and 30%
cases are similar, whilst the one for the 70% case is a much lighter mix of alkanes.
The net present value and revenue of gas sales was predicted to be highest for the
10% case and lowest for the 70% case.
There is an increasing focus on integrated molecular and process design, requiring
more complex methodologies to capture realistic behaviour. By solving realistic
problems by such means, a better overall solution (as opposed to design by insight or
trial-and-error) to the problem can be achieved and targeted capital and operational
savings are potentially addressed for real systems.
2.3 Solvent selection for reactions
To date there are few applications of CAMD in the literature that are applied to
solvent effects on reactions, and even fewer that investigate the kinetics of a reaction
explicitly. Although the roles of solvents outlined in Section 1.1 are all important to
the economic performance of industrial processes, the area least investigated in the
literature, that is non-reactive reaction solvents, may have a very large effect and
bring about a significant decrease in operational and capital expenditure.
To design solvents for reactions, within a CAMD framework, requires prediction
of certain solvent properties and the effect of the solvent on the solubilities of the re-
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action species and reaction kinetics. Methods that have been used to date include GC
and computational chemistry techniques, and these are considered in Section 2.3.1.
This is followed by an overview of relevant literature with respect to solvent selection
for reactions.
2.3.1 Property prediction used in CAMD
Once a molecular candidate has been identified by CAMD, the associated properties
need to be determined. This may be to compare how well the candidate ‘matches’
the target properties of the scenario or for further modelling work. In the event
that experimental solvent properties are not available, predictive methods need to be
investigated. Predicting property values for reactions, in the context of CAMD, is
done mainly using group contribution methods or computational chemistry. CAMD
is referred to as the ‘reverse problem’ because it is the reverse of property prediction
(and property prediction is therefore referred to as the ‘forward problem’).
In the following two sections the forward problem is discussed. Specifically, GC
methods are discussed in Section 2.3.1.1, whereas the use of computational chemistry
is discussed in Section 2.3.1.2.
2.3.1.1 Group contribution methods
GC methods are based on the idea of predicting target properties for a large number
of molecules using only a small set of structural groups (Fredenslund et al. 1975).
Examples of simple structural groups are CH3, CH2, OH and CH2Cl. Each structural
group contributes a predefined amount to a given property of a target molecule (for
instance, the melting temperature). The structural group contribution is constant
regardless of the molecule it is in and of the environment the molecule is in. A target
molecular property for a given molecule is determined by summation of the structural
group contributions multiplied by their number of occurrences. For instance, to
calculate the melting temperature for ethanol will require summation of the melting
temperature group contributions of a CH3, a CH2 and an OH structural group.
The transferability and additivity of these specified structural group contributions is
therefore a crucial assumption.
The additivity assumption requires the contributions of the predefined structural
groups, used to predict target properties of a specified molecule, to be independent of
each other and results in many isomers being treated as indistinguishable molecules.
For instance, target properties for both 2-pentanol and 3-pentanol will be determined
from contributions of two CH3, two CH2, one CH and one OH structural groups. This
has consequences when using a GC approach in CAMD, since several molecular can-
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didates can be designed with the same set of structural groups (Gani 2004). When
considering transferability, it should be noted that GC methods are only approximate.
Since the structural groups are assumed independent of each other, proximity effects
between neighbouring structural groups are not taken into account (Fredenslund
et al. 1975). The accuracy of this approach increases with increasing distinction of
groups (Fredenslund et al. 1975) and the larger a molecule, the higher the signifi-
cance of proximity effects. For instance, in the pentanol example the positions of
the OH and CH groups are not considered, but if a more advanced GC method is
developed and both of the groups are assigned within a further group (for instance,
CH3CH2CHOH), properties can be predicted for isomers (as the larger group can
be used for 3-pentanol, but not for 2-pentanol). These larger groups can help take
into account some proximity effects. This has led to an approach (Constantinou &
Gani 1994, Marrero & Gani 2001) that refers to simple structural groups as first-
order groups and introduces higher-order groups. In Constantinou & Gani (1994)
only second-order groups are introduced, whilst in Marrero & Gani (2001) second-
and third-order groups are introduced. The higher-order groups capture, to a cer-
tain degree, proximity effects and are obtained by combining lower-order groups as
building blocks. For example, second-order groups use first-order groups as building
blocks (Constantinou & Gani 1994, Marrero & Gani 2001). An example of first-
order groups are COOH, CH and NH2. An example of a second-order group is
CHCOOH. A third-order group is then, for instance, CH(NH2)COOH. COOH and
CH, as first-order groups, are included as building blocks of CHCOOH, a second-order
group, and CHCOOH and NH2 are in turn building blocks of the third-order group,
CH(NH2)COOH (Marrero & Gani 2001). A few examples of recently developed GC
methods are discussed below.
In their work, Constantinou & Gani (1994) discussed GC predictions for boiling
temperature, melting temperature and standard enthalpy of vaporisation, amongst
others. Constantinou et al. (1995) extended this approach to predict the acentric
factor and liquid molar volume at 298 K. In 2001, this work was further extended
by Marrero & Gani (2001) to a new GC approach where estimation of macroscopic
properties took place at three levels. The third-order groups were introduced to
incorporate larger groups, considered to be fragments of compounds, where first-
and second-order groups are insufficient. This enables the prediction of the properties
for complex heterocyclic and large polyfunctional acyclic compounds. The standard
deviation (SD) and absolute average error (AAE) to be expected when using first-,
second- and third-order groups is shown in Table 2.1 for melting temperature Tm,
boiling temperature Tb and heat of vaporisation HV .
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Table 2.1: Standard deviation and absolute average error to be expected when using
first-, second- and third-order structural groups for melting temperature Tm, boiling
temperature Tb and heat of vaporisation HV . Modified from Marrero & Gani (2001).
Property Data
points
SD AAE
First Second Third First Second Third
Tm [K] 1547 33.87 29.52 27.67 24.90 21.41 20.22
Tb [K] 1794 11.11 8.96 8.09 7.90 6.38 5.89
HV [kJ mol
−1] 437 2.05 1.61 − 1.10 0.86 −
There are many ways to define structural groups. For example, Stefanis et al. (2004)
proposed a second-order GC method, based on that of Constantinou et al. (1995),
to predict properties for more complex structures. This was done by introducing
further first-order groups. Group contributions were established for the octanol-
water partition coefficient, total Hildebrand solubility parameter at 298K and flash
point.
Among the many GC methods, that of Marrero & Gani (2001) is of particular
relevance to this work. Also of interest is that of Sheldon et al. (2005), who pro-
posed a GC methodology using first-order groups to determine primary properties;
Abraham’s hydrogen bond acidity and basicity, and secondary properties, Hilde-
brand solubility parameter, macroscopic surface tension, dipole moment, refractive
index and dielectric constant. Folic´ et al. (2007) proposed a GC methodology using
first-order groups for the dipolarity/polarisability term. These properties (Sheldon
et al. 2005, Folic´ et al. 2007) can be used to describe a solvent environment in a quan-
tum mechanical model, developed by Cramer, Truhlar and coworkers (for example,
Marenich et al. (2009b)).
2.3.1.2 Computational chemistry
Quantum mechanics or molecular modelling can be used to calculate macroscopic
properties when experimental data is not at hand. The time and computational load
required are significantly higher than for the aforementioned GC methodologies, but
this approach is in principle more transferable, as many properties can be calculated
without relying on predefined contributions of structural groups only. A few authors
have used computational chemistry approaches within CAMD methodologies.
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Harper & Gani (2000) allowed computational chemistry techniques in their “post-
design” step. In this step the CAMD candidates were analysed and verified. A
case study was presented in which an alternative solvent to benzene was required to
dissolve solid phenol at 298 K. Methyl sec-butyl ether and 2, 2-dimethyl-1-propanal
were identified out of 63 candidates as candidates to be analysed in the “post-design”
stage. It was assumed the process equipment would be cleaned using water and
therefore a solvent easily separable from the wash water is required. To study the
ease of regenerating the wash water solvation free energies of the solvent candidates
in water were determined using the MOPAC software package (for example, Stewart
(2008)). It was found that 2, 2-dimethyl-1-propanal had a lower solvation free energy
compared to methyl sec-butyl ether, suggesting that stripping it from the wash water
would be more difficult.
Lehmann & Maranas (2004) proposed an iterative algorithm in which designed
candidates were verified by quantum mechanical calculations. Three steps were de-
fined: Step 1, a list of candidates was determined by solving a MILP or exhaustive
enumeration CAMD problem; Step 2, a genetic algorithm was tuned to find the max-
imum average number of globally best solutions; Step 3, candidates were screened
using a GC approach to determine if all were within a targeted property range and
then further evaluated using ab initio calculations. In the first case study, a replace-
ment chlorine-free refrigerant was determined. The heat of formation was chosen
as the property of interest, as it was an indicator of the stability of the candidate.
Density functional theory (DFT) calculations showed that the best ranked candidate
was 3, 3, 3-trifluoropropene. In the second case study, a solvent suited for the liquid-
liquid extraction of benzene from cyclohexane was identified. The target properties
were the solvent limiting capacity, limiting selectivity and environmental safety of
the solvent (represented as the octanol-water partition function). The solvent lim-
iting capacity (how well the solvent can dissolve a solute A at infinite dilution that
is recovered from a mixture A-B) and limiting selectivity (indicates the preference
of the solvent for solute A at infinite dilution compared to solute B at infinite dilu-
tion) were evaluated using a GC method, whilst the octanol-water partition function
was evaluated using quantum mechanics. The rankings obtained from the CAMD
approach and the genetic algorithm approach with quantum mechanical calculations
were the same for the first eight solvents. Acetonitrile was identified as the best sol-
vent, although nitromethane, ‘a classic solvent for the benzene-cyclohexane system’,
was also identified as a potential candidate.
Sheldon & Adjiman (2006) presented a methodology in which quantum mechani-
cal (QM) calculations were embedded in an optimisation-based CAMD formulation,
solved using the outer approximation algorithm (Viswanathan & Grossmann 1990).
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The design problem required the minimisation of the solvation free energy of a given
solute in the designed solvent, subject to constraints. The QM calculations were used
to determine the free energy of solvation of a solute in a particular solvent. The iter-
ative methodology started by fixing a solvent structure. The computed properties of
the solvent were then determined by a GC methodology proposed by Sheldon et al.
(2005). The properties were used as input to the quantum mechanical calculations
and the solvation free energy for a specified solute was determined. These results
were used to construct a MILP problem and using CAMD a new solvent candidate
was proposed.
Stanescu & Achenie (2006) investigated reaction kinetics in the context of a
CAMD methodology and QM calculations. As in the methods of Harper & Gani
(2000), the solution of a CAMD problem with group contribution was followed by
QM calculations. QM calculations were employed to confirm the Kolbe-Schmitt reac-
tion mechanism and these calculations supported a mechanism proposed by Markovic
et al. (2002). Alternative or new solvents were then synthesised by CAMD based on
a GC methodology implemented in a commercial software package, ICAS, based on
the work of Harper & Gani (2000) and Gani et al. (2005). Design constraints consid-
ered that the solvents were to be inert toward reactants and products, of non-toxic
nature and liquid under reaction conditions. Feasible solvent candidates were then
investigated for their solvent effects on the reaction by determining the respective
reaction rate constants, based on conventional transition state theory (CTST) and
QM calculations. It was found that the mechanism was irreversible in the gas phase
and when the reaction occurred in a liquid phase it became reversible. This meant
that the gas phase reaction resulted in higher yields.
2.3.2 Identification of feasible solvents for reactions
In this section, the approach of Gani et al. (2005), Gani et al. (2006), Gani et al.
(2008) and Folic´ et al. (2008b) to identify organic solvents based on their suitability
for reaction systems is reviewed. It is based on using the hybrid ‘generate-and-
test’ CAMD technique developed by Harper & Gani (2000). The objective of this
solvent selection methodology is to generate feasible solvent candidates from a set
of building blocks and/or select candidates from a database. GC methodology is
used for property prediction in combination with experimental databases. Solvent
candidates are evaluated against various performance criteria. However, the impact
of the solvent on reaction kinetics is only considered when experimental rate constant
data are available in a database.
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2.3.2.1 Methodology
The methodology outlined in Gani et al. (2005) is defined within five steps. In
Step 1, the solvent functionality is determined based on the operational needs of
the process. For example, one identifies whether the function of the solvent is to
dissolve all the reaction participants or only the reactants or products. In Step
2, the solvent functions that fulfill the operational requirements are expressed in
the form of predefined reaction (R) indices. These indices are based on knowledge
of the reaction and insight, captured as a set of rules that define desirable pure
solvent properties, solute-solvent properties and environment and health and safety
(EHS) solvent properties. For example, a rule is that the solvent must be a liquid
at the reaction temperature. In Step 3, suitable solvents for the specified process are
determined through database mining or CAMD. Reaction-solvent (RS) indices are
assigned to the solvent candidates, based on the R indices and the candidate solvent
properties (Gani et al. 2005). A database of known solvents is then consulted to
identify and screen the set of solvents that satisfy the reaction-solvent rules. In Step
4, the feasible solvents are listed and scores (S) are assigned to the solvents based on
the RS indices. In Step 5, the feasible solvents are selected for verification by further
analyses, for example, liquid-liquid phase equilibrium calculations.
In Gani et al. (2008) and Folic´ et al. (2008b) the approach was extended to handle
multi-step reaction systems and solvent substitution for specific reaction steps in
existing processing systems. That is, in Step 5, a matrix of identified solvents is
contrasted against the stages of the process, indicating which solvent is feasible for
which stage of the process, making stage-telescoping possible.
2.3.2.2 Applications
Gani et al. (2005) applied the proposed methodology to four situations. For the first
example, a solvent was selected for the biotransformation of toluene to toluene cis-
glycol in a solution with a catalyst. The results were verified with ternary liquid-liquid
phase equilibrium calculations and it was found that 2-heptanone fulfilled all required
criteria. In the second example, a solvent that would separate the reactants from the
products in an esterification reaction was designed. Here verification was performed
using a two-phase reactor, and along with ternary liquid-liquid phase equilibrium
calculations, it was shown that water had been removed from the reacting phase. It
was shown that for 50% water removal from the reacting phase, a 20% increase in
conversion could be obtained. The third example was an industrial problem whereby
the first reaction is a peptide coupling between two compounds (A and B) with
a coupling agent and catalyst to give compound C, whilst the second reaction is a
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saponification that hydrolyses the ethyl group in compound C with sodium hydroxide.
A solution proposed by Vinson (2002) was then validated through the reaction-solvent
index values, thereby verifying the rules used to assign them. In the fourth example,
the replacement of dichloromethane as a solvent in oxidation reactions was analysed.
Using the methodology, a list of promising solvents was found, with 2-pentanone
being the most promising.
Gani et al. (2008) investigated three case studies. In the first example, posed by
Damstrup et al. (2005), the objective was to identify a feasible set of solvents for an
enzymatic glycerolysis reaction. Three solvents were identified as being suitable, two
of them coinciding with solvents suggested by Damstrup et al. (2005). The second
example involved the identification of solvents that could be used for more than one
reaction step in a five-step reaction system. Several solvents were favoured for more
than one reaction step. Solvents such as ethyl acetate and toluene were feasible for up
to four stages, whilst others, such as 1-butanol and 2-butanol, were feasible for three
reaction stages. Experimental data showed that the entire reaction system could be
run in toluene, one of the identified solvents. In the third example, a solvent was
selected to replace dichloromethane for a reaction type shown in Figure 2.2. Solvent
candidates were suggested, but experimental verification was not carried out.
N R OH H3C S
O
O Cl N R O S
O
O Cl+
Figure 2.2: General reaction system for which dichloromethane is the solvent. Mod-
ified from Gani et al. (2008).
2.3.2.3 Conclusion
In the approach proposed by Gani et al. (2005), the first step consists in specifying the
desired solvent functionality. Based on predefined rules, R indices are determined.
Suitable solvents for the specified process are determined by database mining or
CAMD. RS indices are then assigned to the solvent candidates based on the R indices
and rules. Feasible solvents are listed and a predefined scoring system, based on the
RS indices, is used. A strength of this approach is that it takes into account a wide
range of considerations that impact solvent choice. The methodology was extended
by Folic´ et al. (2008b) to contrast the identified solvents with the stages of the process
and indicate which solvent is feasible for which stage.
Gani and coworkers have shown that a systematic rule-based approach is a very
useful and practically applicable approach, in the context of CAMD, for solvent
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selection/design for reactions. GC methods are used extensively in the method to
predict properties. However, no attempt is made to predict solvent effects on rate
constants beyond the use of available experimental data. The numerous validated
case studies show the relevance to practical problems and open the possibility to
apply such a methodology in the context of identifying solvent candidates that can
increase the rate of a specified reaction.
2.3.3 Verification of CAMD-generated solvents by quantum
mechanics
An approach that combines the use of CAMD-generated solvent candidates and QM
calculations to assess solvent effects on reaction kinetics was presented by Stanescu
& Achenie (2006). The authors investigated various solvents for the Kolbe-Schmitt
reaction in terms of its kinetics. The Kolbe-Schmitt reaction mechanism was debated
and using DFT calculations, the reaction mechanism was confirmed as that proposed
by Markovic et al. (2002). Alternative or new solvent solvent molecular structures
were then synthesised using the CAMD methodology in the commercial software
package, ICAS, based on the work of Gani and coworkers (for example, Harper &
Gani (2000) and Gani et al. (2005)). Design constraints considered that the solvents
were to be inert toward reactants and products, of non-toxic nature and liquid under
reaction conditions. The ability of the solvents to dissolve the reactants and products
was assessed using a solubility parameter close to that of one of the product solutes
(sodium salicylate) in the reaction. The design criteria were:
• Types of molecules: Acyclic, aromatic and cyclic alcohols, phenols, aldehydes,
ketones, ethers and esters, compounds containing double and triple bonds,
• Molecules can contain 2-10 structural groups, up to 3 functional groups and up
to 3 of the same functional groups,
• Melting temperature < 420 K,
• Boiling temperature > 425 K,
• Total solubility parameter: 30-48 (MPa) 12 (the target value was 31 (MPa) 12 ).
In a post-processing step, reaction rate constants were calculated for the three most
promising feasible solvent candidates and five solvents proposed in previous litera-
ture sources (numerous sources are cited in Stanescu & Achenie (2006)) using QM
calculations (DFT using a polarisable continuum (PCM) solvation model) and the
thermodynamic formulation of the CTST (Laidler 1987). The calculated reaction
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rate constants showed that solvents with low dielectric constants are suitable for the
reaction. Analyses of the calculated reaction rate constants for the designed solvents
showed that the solvents were capable of increasing the reaction rate constant. How-
ever, no improvement in product yield was obtained, compared to the yield obtained
when performing the reaction in the gas phase, where high yields are possible. This
was explained by irreversibility of the last step in the gas phase reaction mechanism,
as the products and reactants are in different phases, whilst the liquid phase reac-
tion retains the product in the reactive phase, leading to a reverse reaction with an
equilibrium constant favouring the reactants. This meant that the gas phase reaction
resulted in higher yields and that the reaction should be run in the gas phase. A
suggestion for future work was to design a solvent mixture that would bring about a
phase split, resulting in the reactants in one liquid phase and the products in another.
In this approach, solvents suitable to dissolve all reactants and products are de-
signed, before being evaluated for their effect on reaction kinetics. This approach
therefore highlights the need to integrate reaction kinetics criteria with a CAMD
methodology, so that solvent candidates that will potentially increase the reaction
rate are designed directly. This work has shown that the use of QM calculations to
predict reaction kinetics is promising, as computational chemistry can capture the
complex solvent effects and further advances in the field will lead to more accurate
predictions for ab initio reaction rates.
2.3.4 Integrating kinetics in CAMD with an empirical model
Folic´ et al. (2005), Folic´ et al. (2007) and Folic´ et al. (2008a) identified organic solvents
to increase the rate constant of a specified reaction, based on a hybrid optimisation-
based CAMD framework. Hybrid refers to the use of targeted experiments at the
outset of the methodology and the integration of a predictive empirical model, relat-
ing the reaction rate constant to pure solvent properties, within a CAMD framework.
In the special case where the objective is to maximise the rate constant for a sin-
gle reaction, with constraints on pure solvent properties only (for example, melting
temperature), the problem was shown to be linear. In Folic´ et al. (2008a), the un-
certainty associated with the use of few experimental measurements was investigated
by a stochastic MINLP formulation of the CAMD problem. Here the uncertainty
in the reaction-specific coefficients of the predictive empirical model were explicitly
accounted for by random variations within their 95% confidence intervals.
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2.3.4.1 Methodology
Folic´ et al. (2007) proposed a systematic approach to design solvent candidates that
can increase the rate constant of a reaction. This was done by considering exper-
imental measurements of rate constants for that reaction in at least six solvents.
The approach was formulated as an optimisation-based CAMD problem, using GC
methodology, to maximise the rate constant for a specified reaction under various
specified constraints. A predictive empirical reaction model linking the reaction rate
constant to the pure solvent properties was used. The model is based on a multi-
variate statistical analysis and is known as the solvatochromic equation. It can be
regressed using a relatively small set of rate constants measured in various solvents.
Since only a few solvents were used to build the solvatochromic equation, a sensitivity
analysis was performed to determine the extent of the resulting uncertainty on the
rate constant predictions in other solvents. That is, an analysis was carried out to
determine the number of solvents required to predict the rate constant for a speci-
fied reaction to a satisfactory level. It was determined that there were no significant
improvements in the absolute average percentage error when regressing the model
using between 8 and 24 diverse solvents. This uncertainty analysis was then used to
formulate a stochastic optimisation problem to determine the solvents that exhibit
the best average performance. The final predicted solvent candidates were intended
for experimental verification.
Folic´ et al. (2008a) extended the aforementioned approach to integrating process
analyses and treatment of complex reaction systems. Specifically, competing and
consecutive reactions were investigated (in separate problem formulations) when in-
corporating a simple reactor model into the problem formulation. It was shown that
solvents designed by the approach could potentially maximise product formation by
enhancing the main reaction and suppressing by-product formation. Again, the ef-
fect of uncertainty was investigated using a stochastic optimisation-based CAMD
formulation.
2.3.4.2 Applications
In Folic´ et al. (2007), the approach was applied to a SN1 reaction, the solvolysis of t-
butyl chloride. Solvent candidates were built using at most seven first-order structural
groups and a design space of 8443 feasible solvent candidates was considered. It was
found that nine of the top ten solvent candidates were alcohols (either diols or triols).
These results were in agreement with published experimental data.
In Folic´ et al. (2008a), the approach was applied to a SN2 reaction, known as a
Menschutkin reaction. Specifically the reaction of tripropylamine with methylio-
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dide was investigated as rate constants in 59 solvents were available (Lassau &
Jungers 1968). For the deterministic problem formulation a MILP problem was
solved, resulting in dinitrates being identified as optimal solvents. The uncertainty
in the solution was investigated using a stochastic problem formulation and it was
found that consistent solvent candidate predictions were obtained despite the signif-
icant degree of uncertainty in the model.
2.3.4.3 Conclusions
Folic´ et al. (2007) and Folic´ et al. (2008a) predicted solvent candidates using an
optimisation-based CAMD methodology in order to increase the reaction rate con-
stant. To do this, a predictive empirical reaction model linking the reaction rate
constant with pure solvent properties, referred to as the solvatochromic equation,
was used together with GC methods. This approach was therefore used to design
solvent candidates based on their suitability to increase the reaction rate directly, in
contrast to Stanescu & Achenie (2006), where solvent candidates were designed based
broadly on their suitability as a solvent (no reaction kinetics criteria were considered)
for the compounds involved in the reaction, and only then assessed in terms of their
effect on reaction kinetics.
2.4 Challenges
Stanescu & Achenie (2006) determined suitable solvent candidates before computing
reaction rate constants from QM calculations that capture complex solvent effects
on the reaction. This sequential approach allows many aspects of solvent design to
be taken into account, but does not permit trade-offs between kinetics and other
properties. For example, the best solvent may be one in which solubility is far
from maximised, but which exhibits a very high rate constant. Such trade-offs are
especially important in the context of process design. A more integrated and holistic
approach would lay the foundation to solve for plant-wide solvent design problems
in which realistic economic performance indices can be used.
Gani et al. (2005) have proposed a useful methodology that may be applied to
a multitude of situations (almost holistically), but they do not consider reaction
kinetics. Reaction kinetics can be determined by empirical methods or computational
chemistry methods. Computational chemistry methods can be more transferable
than empirical methods, at a significant computational cost. The role played by
QM calculations and empirical methods, within a CAMD framework based on group
contribution methods needs to be investigated. The challenges faced in developing a
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tractable approach to designing reaction solvents are highlighted in the remainder of
this section.
2.4.1 Predicting reaction rate constants in solution
The main challenges when predicting reaction rate constants in solution are the
trade-offs between accuracy and computational efficiency and the applicability of the
method employed to the case study. There are two routes available for prediction of
reaction rate constants, empirical and computational chemistry methods.
Empirical methods are computationally inexpensive and may or may not be accu-
rate, as different correlations or classifications may be case-specific. These methods
are employed mainly when a solvent and its properties are known, unless implement-
ing a multivariate statistical method, where solvent properties may be determined
by a property prediction methodology, such as GC or computational chemistry. For
example, using a combination of a multiple linear regression and GC, Folic´ et al.
(2008a) found deviations of up to 59% in log k compared to the data of Lassau &
Jungers (1968) in 59 solvents. Approaches like these are computationally inexpen-
sive compared with QM calculations, but require the availability of some data. For
instance, in a multiple linear regression (linking the rate constant to the solvent pure
properties) the rate constant can only be determined for a reaction in a specified
solvent, if the solvent properties and data in other solvents are available. In this
work, we will show how to employ an empirical method to reduce the computation
cost associated with solvent design, without reducing the accuracy of the reaction
rate constant unnecessarily.
QM calculations can, in principle, be more accurate than empirical methods.
Liquid phase calculations, however, pose a significant challenge because of the im-
portance of considering the effect of the solvent bulk phase and of specific solute-
solvent interactions. This requires either very expensive calculations or the use of
empirically parameterised terms to complement the calculated QM energy. There
are many approaches, solvation models and parameters that can be considered to
predict rate constants of acceptable accuracy (Truhlar et al. 1996, Ferna´ndez-Ramos
et al. 2006, Jalan et al. 2010).
The aforementioned challenges highlight some difficulties associated with deter-
mining reaction rate constants. The calculation of reaction rate constants is in Chap-
ter 4 for empirical and QM methods, whereas the implementation of the predictive
empirical reaction model in the optimisation formulation is addressed in Chapter 5.
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2.4.2 Problem formulation and computational cost
Combining QM methods with a CAMD formulation has been demonstrated in the
literature, for example, Lehmann & Maranas (2004) and Sheldon & Adjiman (2006).
In Sheldon & Adjiman (2006) solvent candidates were designed based on the min-
imum of solvation free energy for a specified solute. Here, the QM calculations
were embedded within the CAMD framework. In the first example by Lehmann &
Maranas (2004), hydroflurocarbons were designed to match a target value for the
ideal gas phase enthalpy of formation and in the second example, solvents were se-
lected based on the QM prediction of the octanol-water partition coefficient. Such
problem formulations result in multi-level optimisation problems, since QM calcu-
lations are minimisations that are carried out separately to the CAMD framework.
Lehmann & Maranas (2004) used fixed geometries, further simplifying the problem
and reducing the computation cost. The direct integration of QM calculations within
a CAMD framework leads to challenging optimisation problems, with two levels of
optimisation. This is due to the need to compute the free energy of reaction species,
itself an optimisation problem. To illustrate this, consider a CAMD framework in
which a solvent candidate is designed to maximise the reaction rate constant kCAMD
max
p,n,y
kCAMD (p,n,y) , (2.7)
where p is a vector of physical properties, n is a vector of continuous variables and y
is a vector of binary variables. However, as will be shown in Chapter 4 the QM rate
constant kL is a function of the free energy of the reactants ∆GR and the transition
state (TS) structure ∆GTS
kL = f (∆GR,∆GTS) . (2.8)
The free energy of the reactants is calculated by minimising their free energy with
respect to the molecule geometry rR and the associated wavefunction ΨR,
∆GR = min
rR,ΨR
G (rR,ΨR) , (2.9)
whilst the free energy of the TS structure is determined by finding a saddle point on
the energy surface along the reaction path with respect to its geometry rTS and the
associated wavefunction ΨTS
∆GTS = ts
rTS,ΨTS
G (rTS,ΨTS) . (2.10)
This leads to a complex problem formulation for which no algorithms exist to date.
The aforementioned challenges on how to implement the various levels practically
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in such a multi-level problem will be addressed in this work via the construction of
an approximation of the problem.
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Chapter 3
A new methodology for solvent
design
3.1 Introduction
A systematic methodology for the design of solvent candidates that maximise the
performance (in the form of a rate constant) of a specified reaction is proposed. The
aim of the methodology is to develop a systematic and generic approach to aid the
selection of the best solvents for a reaction, by focussing on kinetics and identify-
ing targeted experiments. The methodology is of a hybrid nature, as it allows the
combination of experimental and theoretical inputs to save time and guide experi-
mentation. It can be viewed as an extension of the methodology of Folic´ et al. (2007),
which was entirely based on experimental data. The application of the methodology
to a case study, presented in Chapter 6, will be mainly focussed on theoretical inputs,
although some stages can be completed by experiments.
3.2 Methodology
The flowchart for the methodology developed in this work is shown in Figure 3.1
and a description of each of the stages involved to design an optimal solvent for a
specified reaction is presented here.
In the proposed methodology, a definition of the problem is required first. In
this work, a solvent that maximises the reaction rate constant is designed, but other
aspects, such as the criteria identified in Gani et al. (2005), could be readily included.
This is followed by detailed calculations or experiments that are used to build a
low-cost predictive model of solvent effects on kinetics. The predictive model is
incorporated in a CAMD problem to design an optimal solvent candidate from a
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design space of 1341 possible solvents. The predicted solvent candidate is verified by
QM calculations or experiment and iterations follow if required.
3.2.1 Initialisation stage: Definition of design problem
The objective of this stage is to pose the design problem by analysing the requirements
for the role of the solvent. In this work, the solvent that maximises the reaction rate
constant, does not react with reactants or products and is in the liquid range at 298
K is targeted. This is clearly a subset of a greater design problem (that is, overall
performance of a process), but is a crucial limiting step that needs to be addressed.
3.2.2 Stage 1: Obtaining reaction rate constants
Stages 1 to 3 are used to build a low-cost predictive reaction model of solvent effects
on the reaction kinetics. In Stage 1, a small set of diverse solvents and the respective
reaction rate constants are used to build an empirical model. Six to seven solvents
are selected for the initial iteration, as it has been shown that there is no disadvan-
tage compared to selecting a larger set of solvents, provided the set is sufficiently
diverse (Folic´ et al. 2007). Diversity of the solvents can be demonstrated by consid-
ering compounds with different functional groups or different definitions of polarity
(for instance, dielectric constant or dipole moment). The reaction rate constants
can be determined by experimental or predictive means (using QM calculations and
treating the solvent with continuum solvation models).
3.2.3 Stage 2: Obtaining pure solvent properties
In addition to the reaction rate constant data, a number of properties for the set of
initial solvents need to be obtained prior to regressing the empirical reaction model.
This can be done experimentally, using analytical theoretical methods (most com-
monly GC methods) or computational chemistry. In this work the solvent properties
are based on a GC approach. A list of structural groups and the associated group
contributions is set up and solvent properties are updated at each iteration of the
overall algorithm.
3.2.4 Stage 3: Building an empirical predictive reaction model
An empirical model is regressed to reaction rate constant data (obtained in Stage 1)
and the associated solvent properties (obtained in Stage 2). In this work the em-
pirical model used is based on a multiple linear regression analysis, known as the
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Figure 3.1: Proposed methodology for designing an optimal solvent for a specified
reaction using QM calculations together with an optimisation-based CAMD formu-
lation.
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solvatochromic comparison method (Abraham et al. 1987a, Abraham et al. 1987b),
and details of this can be found in Section 4.2.2.
3.2.5 Stage 4: Identifying the optimal solvent candidate
In this stage, the regressed empirical model is used as a constraint in an optimisation-
based CAMD framework, where the objective function is to maximise the rate con-
stant for a specified reaction. Using the CAMD approach, an optimal solvent is
designed within the specified molecular and process constraints. Thereafter, pure
solvent properties are calculated for the identified optimal solvent for use in Stage 5.
In this work, the optimisation formulation is in the form of a MILP problem and
uses a GC approach. An optimal solvent is designed as an optimal combination of the
structural groups that satisfies all the process and molecular constraints (the reader
is referred to Chapter 5 for further details on the constraints).
3.2.6 Stage 5: Targeted experiment or QM calculations
The rate constant, for the specified reaction in the optimal solvent candidate, iden-
tified by CAMD (in Stage 4) is verified by a more reliable method. This is done by,
for instance, retrieving the reaction rate constant from an existing database, carrying
out an experimental measurement of k in the solvent or calculating the rate constant
using QM.
In this work QM calculations using a continuum solvation model are used to com-
pute the rate constant in the optimal solvent candidate. The pure solvent properties
computed using GC in Stage 4 are used as input to the continuum solvation model.
3.2.7 Stage 6: Convergence criteria
In this stage, convergence is tested. If the latest solvent candidate identified by
CAMD had not yet been included in the regression of the empirical model in Stage 3,
the algorithm is incomplete and the empirical model is updated with this newly
designed solvent candidate (that is, regressed with an additional rate constant value).
However, if an optimal solvent candidate is found that had been designed in a previous
iteration (and has therefore been included in the regression of the empirical model in
Stage 3), the algorithm is terminated. At this point, the QM rate constants for all
designed optimal solvent candidates (from all previous iterations) are compared and
the solvent with the highest value is selected as the final optimal solvent candidate.
If the rate constant for the optimal solvent candidate has not been measured
experimentally, a final experiment should be carried out. Experimental validation
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of the final optimal solvent candidate (or a solvent with similar functional groups
or properties) is essential, as the optimality of the designed candidate is affected by
uncertainty in the models employed.
3.3 Conclusion
In conclusion, a methodology to design optimal solvent candidates is developed in
this thesis. An predictive empirical reaction model is regressed to multiple reaction
rate constants (obtained from experiment or quantum mechanical calculations) and
pure solvent properties (obtained using a GC approach or from experiment). The
regressed empirical model is implemented into an optimisation-based CAMD formu-
lation, along with process and molecular constraints. An optimal solvent candidate
is designed to maximise the reaction rate constant, using structural groups. The
CAMD rate constant is then contrasted against experimentally determined or com-
puted reaction rate constants and if the new solvent is not included in the regression
of the empirical model, the empirical model is updated (regressed for a further itera-
tion) to include the newly designed solvent candidate. If the new solvent is included
in the regression of the empirical model, the algorithm is terminated. The QM rate
constants for all designed optimal solvent candidates (from all previous iterations)
are compared and the one with the highest value is predicted as the final optimal
solvent candidate. Experimental validation of the designed solvent candidate (or a
solvent with similar functional groups or properties) is required.
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Chapter 4
Predicting reaction rate constants
4.1 Introduction
In this chapter, an overview of existing methods for the prediction of reaction rate
constants is presented and a methodology based on CTST and QM calculations is
evaluated for a specific reaction. There are two main routes for predicting reaction
rate constants, namely empirical methods used in Stage 3 of the proposed method-
ology and computational chemistry methods used in Stages 1 and 5 of the proposed
methodology.
As has been shown in Chapter 2, empirical methods can be categorised into
classifications. In Section 4.2, these are further explored for the specific purpose of
predicting reaction rate constants. The main focus is on the solvatochromic equation,
which is based on a multivariate regression analysis.
An overview of the most commonly implemented (for example, Santiso & Gubbins
(2004) and Ferna´ndez-Ramos et al. (2006)) kinetic theory for predicting reaction
rate constants, the transition state theory (Eyring 1935, Evans & Polanyi 1935), is
introduced in Section 4.3. Two variations, the conventional and variational transition
state theory, are discussed.
In Section 4.4, an equation for the calculation of gas phase reaction rate con-
stants is derived based on CTST (Eyring 1935, Evans & Polanyi 1935, Wynne-Jones
& Eyring 1935, Laidler 1987), as a prelude to the calculations of liquid phase reaction
rate constants. This derivation makes apparent the similarities and differences be-
tween gas phase and liquid phase rate constants for a given reaction. The gas phase
expression can be used as a base case, so that solvent effects can be shown to retard
or enhance the reaction rate constant in the liquid phase relative to the gas phase.
In Section 4.5, an equation to calculate liquid phase reaction rate constants is de-
rived. The use of the IEF-PCM (Tomasi et al. 1999), the SM8 (Marenich et al. 2007)
69
and SMD (Marenich et al. 2009b) continuum solvation models to obtain the free en-
ergies required in the rate constant equation is investigated. An initial assessment
is made based on their ability to predict solvation free energies compared with ex-
periment (Hawkins et al. 1998). The solvation models are further investigated with
different functionals for a SN2 Menschutkin reaction between phenacyl bromide and
pyridine (Barnard & Smith 1981).
The reaction rate constant is calculated in five solvents: two nonpolar aprotic sol-
vents (toluene, chlorobenzene), two polar aprotic solvents (tetrahydrofuran, acetone)
and one polar protic solvent (methanol). Limitations of the aforementioned method
are highlighted and a sensitivity analysis is carried out to investigate potential errors
in the prediction of reaction rate constants.
4.2 Empirical models for predicting rate constants
Describing solvent sensitive processes can be a complex problem and it is not always
possible to correlate them to one empirical solvent property only (Reichardt 2005).
Multivariate statistical methods take into account two or more solvent properties and
have been used to classify and select organic solvents (Reichardt 2005). A general
expression for such an approach is of a linear nature so that
AG = aG + bGBG + cGCG + dGDG + ..., (4.1)
where AG is the solvent-dependent property (for instance, log k) depending on the
solvent properties BG, CG, DG, and aG, bG, cG, dG are regression coefficients de-
scribing the sensitivity of AG to the various solvent properties. The Hammett equa-
tion (Hammett 1938) takes on the most basic form of a multivariate statistical anal-
ysis, that is a bivariate statistical analysis. Multivariate statistical analyses have
been used to develop linear free energy relationships (LFERs) or linear Gibbs energy
relationships – in this work, the former term is used.
Although single-property correlations can be used, Fowler et al. (1971) showed
that by using multi-property correlations with at least three properties, predictions
of rates, spectral properties and equilibria improved significantly (from “moderate”
with a single-property correlation to “good” with a three-property correlation).
Some multi-property approaches that are historically significant or are widely
used are discussed below.
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4.2.1 The Koppel & Palm approach
Koppel and Palm (Koppel & Palm 1971a, Koppel & Palm 1972) put forward a four-
property LFER that accounts for two specific and two non-specific solute-solvent
interactions
AKP = aKP + yKPYKP + pKPPKP + eKPEKP + bKPBKP , (4.2)
where AKP is a given property, aKP , yKP , pKP , eKP , bKP are the regressed coeffi-
cients, YKP and PKP are non-specific solvent properties and EKP and BKP are two
specific solvent properties. YKP is the solvent polarity, which is a function of the
dielectric constant ε (for instance the Kirkwood function, (ε− 1) / (2ε+ 1)) whilst
PKP is the solvent polarisability, which is a function of the refractive index nD (for
instance, (n2D − 1) / (2n2D + 1)). EKP is the Lewis acidity and is based on the ET (30)
parameter (Dimroth et al. 1963) (the reader is referred to Section 2.2.2.2 for further
information) corrected for the influence of non-specific effects, whilst BKP is the Lewis
basicity and is based on the infrared stretching of the O–D bond in CH3OD. For full
definitions of these solvent properties the reader is referred to Reichardt (2005).
4.2.2 Solvatochromic comparison method
A similar approach to that of Equation (4.2) was proposed by Kamlet and cowork-
ers (Kamlet et al. 1977, Taft et al. 1981, Kamlet et al. 1983, Taft et al. 1985a) and is
known as the solvatochromic comparison method. It is more general and precisely de-
fined than the Koppel & Palm approach (Reichardt 2005). Specific and non-specific
interactions are considered separately and all solvent properties are assumed to be
independent of each other. A general form of the solvatochromic equation (Kamlet
et al. 1983) is
XY Z = XY Z0 + s (pi
∗ + dδ) + aα + bβ + h
δ2H
100
, (4.3)
where XY Z is the logarithm of the property of interest (for instance, reaction rate
constant, equilibrium constant), pi∗ is the solvent dipolarity/polarisability parameter
measuring the ability of the solvent to stabilise a charge or dipole by its dielectric
effect, α is the solvent hydrogen bond donor acidity (ability of a solvent to donate a
proton in a solute-solvent hydrogen bond), β is the solvent hydrogen bond acceptor
basicity (ability of a solvent to donate an electron pair in a solute-solvent hydro-
gen bond), δ is a discontinuous polarisability correction term showing that there are
significant differences in polarisability between three classes of molecules (δ = 0 for
nonhalogenated aliphatic compounds, δ = 0.5 for polyhalogenated aliphatic com-
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pounds and δ = 1 for aromatic compounds) and δ2H is the cohesive energy density.
The cohesive energy is the square of the Hildebrand solubility parameter (Hildebrand
& Scott 1950) and is a measure of the energy required to create a sufficiently large
cavity for the solute. XY Z0, s, d, a, b, h are regressed reaction-specific parameters
that measure the susceptibility of XY Z to the solvent properties
Several methods have been proposed to measure the solvatochromic parameters
α, β and pi∗ for a given solvent. The solvatochromic parameters (referred to as the
solvent property descriptors) are based mostly on UV/Vis spectra measurements
of solvatochromic indicator dyes (Reichardt 2005). Kamlet and Taft (Kamlet &
Taft 1976b, Kamlet & Taft 1976a, Kamlet et al. 1977) measured solvent descriptors
by comparing the electronic transition of different solutes in the solvent of interest.
Later, Kamlet et al. (1984), Abraham (1993a) and Abraham (1993b) investigated
using solute descriptors instead of solvent descriptors. To derive these scales a large
gas-liquid chromatography data set that did not contain hydrogen bond acceptors was
used (Abraham et al. 1991, Li et al. 1991, Abraham 1993). More recently, Zissimos
et al. (2002) have calculated solute parameters using data from reverse-phase high-
performance liquid chromatography in the form of a chromatographic hydrophobicity
index.
The solute descriptors (solvatochromic parameters) are measured by treating the
compound of interest as a solute. These parameters are used in the present work and
the solvatochromic equation is written in the form
log kCAMD = c0 + cAA+ cBB + cSS + cδδ + cδ2H
δ2H
100
, (4.4)
where log kCAMD is the logarithm of the reaction rate constant, A is Abraham’s hy-
drogen bond acidity solute descriptor, B is Abraham’s hydrogen bond basicity solute
descriptor, S is the dipolarity/polarisability solute descriptor, δ is a polarisability
correction parameter and δH is the Hildebrand solubility parameter and c0, cA, cB,
cS, cδ and cδ2H are the regressed reaction-specific parameters. Values for solute de-
scriptors can be found in the literature and in this work have also been calculated
using correlations presented in Section 5.2.3.
The method can be used as a predictive tool by first regressing the solvatochromic
equation to a set of data, for instance the reaction rate constant and the relevant
solvent properties, and then predict reaction rate constants for other solvents, by
substituting the associated solvent properties.
The solvatochromic comparison method is the most widely applied multiparame-
ter approach (Reichardt 2005). It has been used to correlate octanol/water partition
coefficients (Kamlet et al. 1984) and to correlate the Gibbs free energies of transfer
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of tetramethyl- and tetraethylammonium chloride (Taft et al. 1985b). The reaction
rate constant for the solvolysis of t-butyl chloride was correlated by Abraham et al.
(1987a) and correlations for the rate constants of several Diels-Alder reactions were
investigated by Cativiela et al. (1997). Adjiman et al. (2008) measured the influence
of eight diverse solvents on the rate of Grubbs II-catalysed ring-closing metathesis
and used the solvatochromic equation to gain insight into solvent effects on reaction
rate constants. Folic´ et al. (2007), (2008a) implemented the solvatochromic equation
into an optimisation-based methodology to design optimal solvents for a Menschutkin
reaction. Solvent groups favoured in the literature were identified to increase the re-
action rate constant. Ford et al. (2008) used the method to investigate the suitability
of gas-expanded liquids as a potential class of solvents for a Diels-Alder reaction by
measuring the solvent properties and evaluating the reaction rate constant.
Although all of the above methods successfully used the solvatochromic equation,
experiments need to be carried out in several solvents to determine the reaction-
specific coefficients before predictions can then be carried out in other solvents. Such
predictions need to be validated to ensure that the model chosen is applicable to the
case. Folic´ et al. (2007) reported experimental and predicted log k values (the reader
is referred to Table 4.1) from the solvatochromic equation for various solvents and
significant differences were observed.
Table 4.1: Experimental and predicted log k values using the solvatochromic equation
for a selection of the solvents identified (Folic´ et al. 2007).
Solvent log kexp log kpred
Glycerol −4.10 −0.67
1, 2-Ethanediol −4.60 −4.57
Phenol −4.66 −6.04
Propane-1, 3-diol −5.29 −5.25
Propane-1, 2-diol −5.51 −5.54
Diethylene glycol −5.69 −4.56
Butane-1, 4-diol −5.99 −5.67
Triethylene glycol −6.07 −3.87
Butane-1, 2-diol −6.14 −5.92
Aniline −6.15 −7.69
Butane-2, 3-diol −6.21 −6.21
Pentane-1, 5-diol −6.32 −5.98
N -Methylformamide −6.54 −7.35
Acetic acid −6.70 −6.98
The solvatochromic equation is an empirical approach and lacks the theoretical basis
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to predict reaction rate constants. In the following section a theoretical approach is
outlined, based on transition state theory.
4.3 Kinetic theory
The effect of a solvent on a reaction can be studied by comparison to gas phase data
(experimentally or computationally). However, not all reactions in the liquid phase
can also take place in the gas phase, as is the case of reactions involving ions. An
alternative approach is to compare kinetic measurements or predictions in different
solvents. In this work, the latter approach is adopted.
For the reaction to occur spontaneously the free energy of the products has to
be lower than the free energy of the reactants. If this is the case, three steps need
to be fulfilled (Laidler 1987). Firstly, the reactant molecules need to diffuse towards
each other. Secondly, the “chemical transformation” needs to take place and thirdly,
the products need to diffuse away from each other. For most processes, the chemical
transformation is significantly slower than the diffusion process and therefore, the
rate is controlled by this step (Laidler 1987).
In a dilute, unreactive solvent environment, the solvent molecules surround a
reactant molecule in a “cage.” The reactant and solvent molecules collide constantly
with each other and once the reactants meet, a “cage” of solvent molecules form
around the two reactants, restraining their movement. The reactants then collide
in rapid succession with each other and the “cage” walls (that is, molecules in the
first solvation shell) and this occurrence is known as an encounter, possibly resulting
in a reactive collision. If no reactive collision takes place, the separate reactants
diffuse apart again. Any collision between the reactants may be reactive, provided
a minimum energy (called the activation energy) can be overcome, the reactive sites
on the reactants are not shielded from each other and the free energy of the products
is lower than the free energy of the reactants.
In the theory of Arrhenius (see for example, Atkins & de Paula (2006) and Inter-
national Union of Pure and Applied Chemistry (2009)), reactants have to overcome
an energy barrier called the activation energy barrier before being transformed into
products, and the rate constant is expressed as
k = A exp
(
− Ea
RT
)
, (4.5)
where k is the reaction rate constant in units of (concentration)1−nord s−1 for reaction
order nord, A is a pre-exponential factor in (concentration)
1−nord , Ea is the activa-
tion energy in J mol−1, R is the universal gas constant in J mol−1 K−1 and T is
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absolute temperature in K. This theory laid the foundation of transition state theory
(TST) (Reichardt 2005), which is the most applicable theory for treating the reaction
rates of homogeneous liquid phase chemical reactions at this point in time (Buncel
et al. 2003, Reichardt 2005). In the following two sections the conventional transition
state theory and the variational transition state theory are reviewed.
4.3.1 Conventional transition state theory
Eyring (1935) and Evans & Polanyi (1935) independently presented the CTST. They
postulated that when considering an elementary bimolecular reaction
νAA + νBB→ products, (4.6)
where A and B are the reactants and νi is the stoichiometric coefficient of species i,
the reaction can be interpreted as
νAA + νBB­ ν(AB)‡ (AB)
‡ → products, (4.7)
where the reactants A and B are in a rate-determining quasi-equilibrium with the
activated complex (AB)‡.
This implies that during the reaction the two reactants A and B follow a path,
known as the intrinsic reaction coordinate (IRC), which is the minimum potential
energy path followed from the initial to product states along the potential energy sur-
face (PES). A reaction coordinate is composed of points that are a combination of the
reactive component bond lengths, bond angles, torsion bond angles and interatomic
distances that are not necessarily bonded. Every new motionless geometry describing
the interactions of A and B with each other exhibits a potential energy (Lewars 2003).
For example, the graph of the potential energy against the reaction coordinate is a
PES. The PES is therefore a hypersurface on which every point is a representation
of the potential energy (referred to as the total electronic energy in this work) of a
molecular system at different fixed atomic positions.
The reactants interact to form an energetically-higher complex in the forward
direction at the saddle point of the PES. This complex then decomposes to the
products. Any complex of the reactants within a small region of the saddle point is
hypothetical (Laidler 1988) and referred to as an activated complex (Eyring 1935,
Laidler 1987). The activated complexes in this small region occur when the system
is at the energetic state of a saddle point of the PES. This is called the TS and, for
an N -atom system, has 3N−7 degrees of freedom (Cramer 2008). The TS structure,
corresponding to a saddle point of the PES, represents the population of activated
complexes (Cramer 2008).
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When the intrinsic reaction rate (note that diffusion effects are not considered) of
a liquid phase elementary bimolecular reaction is calculated according to TST, the
rate constant and the concentrations need to be determined
r = kLcνAA c
νB
B , (4.8)
where r is the intrinsic rate of the reaction in mol dm−3 s−1, kL is the rate constant in
dm3 mol−1 s−1 and cA and cB are the concentrations in mol dm−3 for reactants A and
B, respectively. The concentrations of the reactants depend on solvent effects, but
solubility is not considered at this point in the work. TST focusses on determining
the rate constant kL.
Reaction kinetics are determined by the Gibbs free energy. Thermodynamically,
and for an elementary reaction, the liquid phase reaction rate constant kL is expressed
as
kL = κ
kBT
h
∏
i
(
c◦,Li
)νi
exp
(
−∆
‡G◦,L
RT
)
, (4.9)
where κ is the dimensionless transmission coefficient, kB is the Boltzmann constant
in J K−1, T the absolute temperature in K, h the Planck constant in J s, c◦,Li is
the standard state concentration in the liquid phase, R the universal gas constant
in J mol−1 K−1 and ∆‡G◦,L the standard state free energy of activation (and is also
referred to as the free energy of activation) in J mol−1.
Different solvents solvate the reactants and activated complexes to varying de-
grees, thereby altering the free energy of activation (this is the free energy required
for reactants to become an activated complex) and the corresponding reaction rate
constant. An example of this is shown in Figure 4.1, where the energetic path of a
reaction in two solvents is sketched. In Solvent I, the reactants have a free energy GIR,
an activated complex of free energy GITS and a resulting activation free energy barrier
∆‡GI . In Solvent II the reactants have a free energy GIIR , an activated complex free
energy GIITS and a resulting activation free energy barrier ∆
‡GII < ∆‡GI . Therefore,
Solvent II has lowered the activation free energy required for the reaction to progress
in a forward direction and is therefore expected to exhibit a higher reaction rate
constant kL.
Solvent effects are referred to as either static (or equilibrium) solvent effects or
dynamic (or frictional) solvent effects. Static solvent effects can be described using
TST and require the fast reorientational relaxation of solvent molecules during the
activation process, whilst the activated complex is in thermal equilibrium with the
surrounding solvent molecules (Reichardt 2005). Dynamic solvent effects are observed
in solvents where non-equilibrium solvation of the activated complex and/or slow
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Figure 4.1: The TST shown graphically to demonstrate solvent effects from two
different solvents. Modified from Reichardt (2005).
solvent reorientation take place and cannot be described only by TST. Solvents that
exhibit such behaviour are, for instance, highly viscous solvents.
For further reading, the reader is referred to Laidler (1987) for an excellent review
on CTST.
4.3.2 Variational transition state theory
The variational transition state theory (VTST) was formalised by Keck (1960) from
work by Wigner (1937) and Horiuti (1938). Imagine a dividing surface normal to the
reaction coordinate at the saddle point when using CTST, as is shown in Figure 4.2
(based on an approach proposed by Anderson (1973)).
Six possible trajectories are shown for an activated complex to cross the saddle
point of a PES. Trajectories 1 to 3 originate in the reactant state, whereas trajectories
4 to 6 originate in the product state. Trajectories 1 and 4 represent a direct crossing
over the saddle point with no recrossing taking place. For trajectory 2, the system
starts in the reactant state, moves to the saddle point region (crossing the dividing
line) and ends back in the reactant state. Similarly, trajectory 5 starts in the product
state, moves to the saddle point region (crosses the dividing line) and ends back in the
product state. Trajectories 3 and 6 start in the reactant or product states, cross the
dividing surface three times and end in the product or reactant states, respectively.
There are six crossings of the dividing line (indicated by points a to f) from the
left-hand side (reactant state side) to the right-hand side (product state side) and
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Figure 4.2: Possible trajectories for an activated complex when moving over the
saddle point. Modified from Anderson (1973) and Laidler (1987).
CTST counts all of these crossings to the reaction. However, only trajectories 1 and
3 contribute to the reaction from reactants to products. The recrossing effects mean
that CTST would over-predict the reaction rate constant (since recrossing is taken
into account).
The concept behind VTST is therefore that when this dividing surface is moved
arbitrarily (in a forward or reverse direction) from the saddle point (associated with
the TS structure) along the IRC, the multiple crossings of activated complexes at
the saddle point should not pass at the alternative dividing surface and therefore are
not included in calculation of the rate of the reaction. This results in a (minimised)
lower reaction rate constant and the lowest reaction rate constant is expected to be
the most realistic (Laidler 1987). Therefore, VTST minimises the CTST reaction
rate constant as a function of position along the IRC. CTST is therefore a special
case of VTST, when the position of the dividing surface is kept at the saddle point.
Clearly, the VTST approach is computationally more expensive than CTST.
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4.4 Gas phase reaction rate constants by conven-
tional transition state theory
In this section, an expression for the reaction rate constant in the ideal gas phase
is derived for a specified bimolecular reaction using CTST. The rate constant is
directly proportional to a concentration-based quasi-equilibrium constant, which can
be determined using thermodynamics and statistical mechanics.
4.4.1 Theoretical background
According to CTST, Reaction (4.6) taking place in the gas phase can be expressed
as
νAA + νBB
K
‡,IG
C­ ν(AB)‡ (AB)
‡ kIG→ products, (4.10)
where (AB)‡ is the activated complex (which due to the nature of the calculations is
referred to as the TS structure from hereafter), ν(AB)‡ is the associated stoichiometric
coefficient, K‡,IGC is the concentration-based quasi-equilibrium constant in m
3 mol−1
and kIG is the ideal gas phase reaction rate constant in m3 mol−1 s−1.
The reaction rate constant for ideal gas kIG by CTST is related to the quasi-
equilibrium constant K‡,IGC between the reactants and TS structure (Wynne-Jones &
Eyring 1935, Laidler 1987) by
kIG = κ
kBT
h
K‡,IGC , (4.11)
where
K‡,IGC =
∏
i
(
cIGi
)νi
(4.12)
is determined using concentration ci for species i. A derivation of Equation (4.11)
is presented in Appendix D. In the remainder of this section it will be shown how
K‡,IGC is derived from known quantities.
4.4.1.1 Determining the standard state free energy of activation
A closed, single-phase system in equilibrium at pressure pIG, temperature T with
nIGi moles of species i in set Ω =
{
A,B, (AB)‡ , 1, 2, ...
}
is assumed. Species i in
subset Γ = {1, 2, ...} refers to any components in the system other than A, B and
(AB)‡. Although this thermodynamic approach (Hill 1986) is valid for gaseous, liquid
and solid phases, it is presented here only in the ideal gas phase, as denoted by the
superscript IG. The Gibbs free energy for this multicomponent system is defined as
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GIG = Navo
∑
i∈Ω
nIGi µ
IG
i , (4.13)
where Navo is the Avogadro number in particles mol
−1 and µIGi is the chemical po-
tential per particle of species i in J particle−1. To monitor a reaction, only changes
of the active participants need to be observed, simplifying Equation (4.13) to
dGIG = Navo
∑
i∈Ω\Γ
µIGi dni = Navo
∑
i∈Ω\Γ
µIGi νi
 dξ, (4.14)
where dξ is the extent of reaction in mol. The necessary equilibrium conditions for a
closed system at constant pressure and temperature specify that the gradient of the
Gibbs free energy is zero with respect to the extent of reaction (Hill 1986), resulting
in Equation (4.14) simplifying to
∑
i∈Ω\Γ
νiµ
IG
i =
∑
i∈Ω\Γ
νiµ
IG
i
= 0, (4.15)
where µIG
i
is the molar chemical potential in J mol−1. From here on i will refer always
to an active species in the reaction, that is, i ∈ Ω\Γ, unless otherwise specified. The
molar chemical potential µIG
i
is defined as
µIG
i
= µ◦,IG
i
(
p◦,IG, T
)
+RT ln
(
aIGi
)
, (4.16)
where µ◦,IG
i
is the standard state chemical potential for species i in J mol−1, p◦,IG
is the standard state pressure of the system and aIGi is the activity of species i. By
incorporating Equation (4.16) into Equation (4.15) and rearranging, the change in
molar standard state Gibbs free energy ∆‡G◦,IG (also known as the activation free
energy) is defined in terms of the standard state molar chemical potential
∆‡G◦,IG =
∑
i
νiµ
◦,IG
i
. (4.17)
For an extensive property P , ∆‡P refers to the weighted sum of property P for
the reaction species (that is, the reactant and TS species), where the weight is the
stoichiometric coefficient. For instance, the Gibbs free energy difference for the bi-
molecular reaction of Reaction 4.10 is
∆‡GIG =
∑
i
νiµ
IG
i
= ν(AB)‡µ
IG
(AB)‡ + νAµ
IG
A
+ νBµ
IG
B
. (4.18)
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Considering Equations (4.16), (4.15) and (4.17), the free energy of activation can be
described in terms of the activity-based quasi-equilibrium constant K‡,IGA by
−∆‡G◦,IG = RT ln
(∏
i
(
aIGi
)νi)
(4.19)
= RT ln
(
K‡,IGA
)
. (4.20)
4.4.1.2 Calculating K‡,IGC in terms of the activity-based equilibrium con-
stant
K‡,IGA is defined as the product of the reaction species activities to the power of their
respective stoichiometry coefficients
K‡,IGA =
∏
i
(
aIGi
)νi
, (4.21)
and the activity aIGi for species i in the limit of an ideal gas is defined (see for example,
International Union of Pure and Applied Chemistry (1993)) as
aIGi =
pIGi
p◦,IG
, (4.22)
where pIGi is the partial pressure for species i and p
◦,IG is the standard state pressure.
By substituting Equation (4.22) into Equation (4.21) the expression
K‡,IGA =
∏
i
(
pIGi
p◦,IG
)νi
, (4.23)
is obtained. The ideal gas law
pIGi V = niRT, (4.24)
can be written as
pIGi = c
IG
i RT, (4.25)
and incorporated into Equation (4.23), so that
K‡,IGA =
∏
i
(
cIGi RT
p◦,IG
)νi
(4.26)
= K‡,IGC
∏
i
(
RT
p◦,IG
)νi
. (4.27)
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K‡,IGC can then be expressed in terms of K
‡,IG
A by
K‡,IGC = K
‡,IG
A
∏
i
(
RT
p◦,IG
)−νi
. (4.28)
In the following section an expression for K‡,IGA is determined.
4.4.1.3 Determining K‡,IGA based on statistical mechanics
By rearranging Equation (4.20), the activity-based equilibrium constant can also be
defined as
K‡,IGA = exp
(
−∆
‡G◦,IG
(
T, p◦,IG
)
RT
)
, (4.29)
where K‡,IGA can be used to determine K
‡,IG
C , referred to in Equation (4.11). The
free energy change ∆‡G◦,IG can be quantified (Evans & Polanyi 1935) using gas
phase statistical mechanics, and the approach is well documented in Hill (1986) and
McQuarrie & Simon (1997).
K‡,IGA is dependent on the standard state Gibbs free energy of activation (cf.
Equation (4.29)). In a system of different species the standard state chemical poten-
tial µ◦,IGi for species i is defined as
µ◦,IGi
(
T, p◦,IG
)
= −kBT
(
∂ lnQIG
∂Ni
)
Nj 6=i,V,T
, (4.30)
where Ni is the number of particles of species i in the system, p
◦,IG
i is the total system
pressure and QIG is the dimensionless partition function of that system at the volume
V corresponding to p◦,IG, so that
QIG
(
V, T,N IG
)
=
∏
i
(
qIGi (V, T )
)Ni
Ni!
, (4.31)
where N is the total number of particles (=
∑
Ni), q
IG
i is the dimensionless molecular
partition function for species i and V is the volume of the ideal gas system in m3.
The ideal gas law for the system is
p◦,IGV = NkBT. (4.32)
However, in the approximation of an ideal gas, a one-component system is assumed
in calculating each chemical potential, resulting in the chemical potential µ◦,IGi being
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described by
µ◦,IGi
(
T, p◦,IG
)
= −kBT ln q
IG
i (V, T )
Ni
. (4.33)
Substituting Equation (4.33) into Equation (4.15) results in∏
i
(
qIGi (V, T )
Ni
)νi
= 1. (4.34)
By dividing the numerator and denominator of Equation (4.34) by V
∑
iνi and rear-
ranging the expression, it is observed that∏
i
(
qIGi (V, T )
V
)νi
=
∏
i
(
Ni
V
)νi
. (4.35)
This expression relates the partition function to the number of particles in the system
and is useful when determining K‡,IGA . By substituting the ideal gas law
pIGi V = NikBT, (4.36)
for pIGi in Equation (4.23) the following expression is obtained
K‡,IGA =
∏
i
(
pIGi
p◦,IG
)νi
=
∏
i
(
NikBT
V p◦,IG
)νi
. (4.37)
Substitute Equation (4.35) into Equation (4.37) for Ni/V so that
K‡,IGA =
∏
i
(
qIGi (V, T )
V
· kBT
p◦,IG
)νi
. (4.38)
By using Equation (4.32) to substitute for V , the following expression is obtained
K‡,IGA =
∏
i
(
qIGi (V, T )
N
)νi
, (4.39)
which is used as a basis to calculate K‡,IGA .
The molecular partition function for species i consists of translational, rotational,
vibrational and electronic contributions:
qIGi (V, T ) = q
IG
t,i (V, T ) q
IG
r,i (T ) q
IG
v,i (T ) q
IG
e,i (T ) , (4.40)
where qIGt,i is the translational molecular partition function, q
IG
r,i is the rotational
molecular partition function, qIGv,i is the vibrational molecular partition function and
qIGe,i is the electronic molecular partition function. Each term is found well doc-
umented in Hill (1986), McQuarrie & Simon (1997) and McQuarrie (2000). The
83
translational molecular partition function is obtained by
qIGt,i =
(
2pi (
∑
kmk,i) kBT
h2
) 3
2
V, (4.41)
where mk,i is the mass of each atom k in molecule i in atomic mass units and V
is determined by Equation (4.32). For linear molecules, the rotational molecular
partition function is
qIGr,i =
8pi2IikBT
σih2
, (4.42)
where σi is a symmetry number and Ii is the moment of inertia in kg m
2. For
non-linear molecules, the rotational molecular partition function is
qIGr,i =
pi
1
2
σi
(
8pi2IA,ikBT
h2
) 1
2
(
8pi2IB,ikBT
h2
) 1
2
(
8pi2IC,ikBT
h2
) 1
2
, (4.43)
where σi is a symmetry number and IA,i, IB,i and IC,i are principal moments of inertia
in kg m2. The vibrational molecular partition function is relative to the potential
well and is determined by
qIGv,i =
αi∏
j=1
exp
(
−Θi,j
2T
)
1− exp
(
−Θi,j
T
) , (4.44)
where αi = 3N − 6 for non-linear molecules i, αi = 3N − 5 for linear molecules i
and Θi,j is a characteristic vibrational temperature for species i in K and vibrational
mode j and is defined as
Θi,j =
hνi,j
kB
, (4.45)
where νi,j is the vibrational frequency of species i and vibrational mode j in s
−1.
Equation (4.44) includes a contribution called the zero-point vibrational energy,
which considers an inherent vibrational energy of a molecule at 0 K. The expres-
sion for the zero-point vibrational energy EZPV E,IGi is given by
EZPV E,IGi =
αi∑
j=1
1
2
hνi,j. (4.46)
The electronic molecular partition function is approximated using the ground elec-
tronic state energy:
qIGe,i = ωe1,i exp
(
− 
IG
e1,i
kBT
)
, (4.47)
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where ωe1,i is the degeneracy, that is, the number of electronic energy levels in the
ground state (“for ordinary chemically saturated molecules ωe1,i = 1” (Hill 1986))
and IGe1,i is the potential energy in J particle
−1, with a reference of zero energy taken
when all atoms in the molecule are separated in their ground electronic states. IGe1,i
at the minimum of the potential well is defined as the ideal gas electronic energy
Eel,IGi obtained from QM calculations. Therefore, the electronic molecular partition
function can be expressed as
qIGe,i = ωe1,i exp
(
−E
el,IG
i
kBT
)
. (4.48)
Equation (4.40) can be expressed as
qIGi = q
′,IG
i q
IG
e,i , (4.49)
where
q
′,IG
i (V, T ) = q
IG
t,i (V, T ) q
IG
r,i (T ) q
IG
v,i (T ) . (4.50)
Using Equation (4.49) and substituting in Equation (4.48), the electronic energy
Eel,IGi can be considered explicitly in the molecular partition function
qIGi = q
′,IG
i (V, T ) exp
(
−E
el,IG
i
kBT
)
. (4.51)
4.4.1.4 Reaction rate constant in ideal gas phase
By substituting Equation (4.51) into Equation (4.39) and simplifying the expression
to
K‡,IGA =
∏
i
(
q
′,IG
i (V, T )
N
)νi
exp
[
−∆
‡Eel,IG
kBT
]
. (4.52)
However, q
′,IG
i (V, T ) depends on V in the translational partition function. q
′,IG
i (V, T )
can be written so that
q
′,IG
i (V, T ) = q˜ (T ) · V, (4.53)
where q˜ (T ) is a temperature dependent partition function. By substituting Equa-
tion (4.32) for V :
q
′,IG
i (V, T ) = q˜ (T ) ·
NkBT
p◦,IG
. (4.54)
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Substitute this expression into Equation (4.52) and the N term cancels:
K‡,IGA =
∏
i
(
q˜ (T ) · kBT
p◦,IG
)νi
exp
[
−∆
‡Eel,IG
kBT
]
(4.55)
=
∏
i
(
q
′,IG
i
(
kBT
p◦,IG
, T
))νi
exp
[
−∆
‡Eel,IG
kBT
]
, (4.56)
where
q˜ (T ) · kBT
p◦,IG
= q
′,IG
i
(
kBT
p◦,IG
, T
)
. (4.57)
The term q
′,IG
i
(
kBT
p◦,IG , T
)
is calculated by QM software packages, for example Gaus-
sian 03 and 09, for p◦,IG = 1 atm. By incorporating the resultant expression (Equa-
tion (4.56)) into Equation (4.28), the concentration-based quasi-equilibrium constant
can be expressed as
K‡,IGC =
∏
i
(
RT
p◦,IG
)−νi∏
i
(
q
′,IG
i
(
kBT
p◦,IG
, T
))νi
exp
[
−∆
‡Eel,IG
kBT
]
, (4.58)
and by substituting Equation (4.58) into Equation (4.11), kIG is finally given in m3
mol−1 s−1 by
kIG = κ
kBT
h
∏
i
(
RT
p◦,IG
)−νi∏
i
(
q
′,IG
i
(
kBT
p◦,IG
, T
))νi
exp
[
−∆
‡Eel,IG
kBT
]
. (4.59)
4.4.2 Conclusion
In conclusion, a derivation of an expression for the calculation of gas phase bimolec-
ular reaction rate constants has been presented according to CTST. There are other
approaches to predict reaction rate constants in the gas phase that were not men-
tioned here, for instance, collision theory, in which a collision frequency and a steric
factor affect the reaction rate, or variational transition state theory, that is similar to
CTST, but in which the recrossing effect of reactants and products over the saddle
point is minimised. However, such methods are not considered in this work and the
reader is referred to Atkins & de Paula (2006) for further information on collision
theory and Cramer (2008) for further information on VTST.
In the following section, the expression to determine the liquid phase reaction
rate constant is derived.
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4.5 Liquid phase reaction rate constants by con-
ventional transition state theory
In this section, an expression for the reaction rate constant in the liquid phase will be
derived for a specified elementary bimolecular reaction using the conventional tran-
sition state theory. Similarly to the gas phase approach, an expression for the liquid
phase concentration-based quasi-equilibrium constant is derived. This constant is de-
pendent on the liquid phase activation free energy ∆‡G◦,L, which can be determined
by combining QM calculations with a solvation model. Various types of solvation
models are briefly reviewed and rate constant expressions are then derived for two
classes of continuum solvation models, that is the SMx and IEF-PCM solvation mod-
els. Finally, a simple model for the transmission coefficient κ is reviewed.
4.5.1 Theoretical background
Similarly to the gas phase and according to CTST, Reaction (4.6) taking place in
the liquid phase can be expressed as
νAA + νBB
K
‡,L
C­ ν(AB)‡ (AB)
‡ kL→ products, (4.60)
where kL is the liquid phase reaction rate constant in dm3 mol−1 s−1, K‡,LC is the
concentration-based quasi-equilibrium constant in dm3 mol−1 and ν(AB)‡ is the stoi-
chiometric coefficient for the activated complex (AB)‡ (which, due to the nature of
the calculations is referred to as the transition state (TS) structure from here on).
kL is related to KLC (between the reactants and TS structure) by
kL = κ
kBT
h
K‡,LC . (4.61)
A derivation of Equation (4.61) is presented in Appendix D. In the remainder of this
section, it is shown how KLC can be derived from known quantities.
A closed, single-phase system in equilibrium at pressure p, temperature T with ni
moles of species i in set Ω =
{
A,B, (AB)‡ , 1, 2, ...
}
is assumed. Species i in subset
Γ = {1, 2, ...} refer to any components in the system other than A, B and (AB)‡.
As mentioned in Section 4.4.1, this thermodynamic approach (Hill 1986) is valid for
gaseous, liquid and solid phases. However, here it is presented in the liquid phase, as
denoted by the superscript L. As for the ideal gas, it can be shown that∑
i∈Ω\Γ
νiµ
L
i =
∑
i∈Ω\Γ
νiµ
L
i
= 0, (4.62)
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where µL
i
is the molar chemical potential for species i in J mol−1. From here on i will
refer always to an active species in the reaction, that is, i ∈ Ω\Γ. Similarly to the
gas phase it can then be shown that the activity-based equilibrium coefficient can
be described by the activities of the reaction species and the activation free energy
required by the reaction
K‡,LA =
∏
i
(
aLi
)νi (4.63)
= exp
(
−∆
‡G◦,L
RT
)
, (4.64)
where K‡,LA is the activity-based quasi-equilibrium coefficient and ∆
‡G◦,L is the acti-
vation free energy. Only low to medium pressures are considered, here approximating
the Poynting factor to unity (Sandler 1999). Therefore the activity aLi for species i
is defined (International Union of Pure and Applied Chemistry 1993) as
aLi = γ
∗
i
mLi
m◦,Li
, (4.65)
where mLi is the molality of species i and is defined as the moles of species i in 1 kg of
solvent, m◦,Li is the standard state molality of species i also in mol (kg of solvent)
−1
and γ∗i is the dimensionless activity coefficient for the species i. Because there are
no reliable methodologies to estimate realistic activity coefficients for both reactants
and TS structures (Ashcraft 2008), the species involved in the reaction are assumed
to be solutes at infinite dilution and are described by Henry’s law. Therefore, γ∗i
tends to unity and it can be assumed that the density of the solution is equal to that
of the solvent, so that
mLi · ρ = cLi , (4.66)
and
m◦,Li · ρ = c◦,Li , (4.67)
where ρ is the solvent density in kg dm−3, cLi is the molar concentration for species
i in mol dm−3 and c◦,Li is the standard state molar concentration of species i in mol
dm−3.
By substituting Equations (4.65) to (4.67) into Equation (4.63), and setting γ∗i
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to unity, K‡,LA can be determined as a function of concentration
K‡,LA =
∏
i
(
cLi
c◦,Li
)νi
(4.68)
=K‡,LC
∏
i
(
c◦,Li
)−νi
, (4.69)
where
K‡,LC =
∏
i
(
cLi
)νi
. (4.70)
As has been identified earlier in Equation (4.64), K‡,LA can also be related to the
standard state free energy of activation ∆‡G◦,L, which is a function of temperature
T and standard state concentration c◦,Li . Therefore, by substituting Equation (4.64)
into Equation (4.69) and rearranging for K‡,LC , the following expression is obtained
K‡,LC =
∏
i
(
c◦,Li
)νi
exp
−∆‡G◦,L
(
c◦,Li , T
)
RT
 . (4.71)
∆‡G◦,L can be determined by solvation models and in the following section, a selection
of solvation models is briefly reviewed.
4.5.1.1 Solvation models
Solvation models are used to introduce solvent effects in the form of solute-solvent
interactions to determine the free energies and potential energies associated with so-
lutes in solution (liquid phase). However, liquid phase predictions of thermochemistry
and rate constants are not yet widely applied for reactions, as there is no consensus
on how to determine all relevant solvent effects (Jalan et al. 2010). The result is
that there are various models available to the user, but each having its own specific
advantages and disadvantages.
In all solvation models, the solutes are treated explicitly, but the solvent effects are
incorporated in different ways. There are three classes of solvation models; namely,
explicit solvation models, implicit solvation models and hybrid solvation models. A
brief overview of the main approaches is given in the remainder of this section.
4.5.1.1.1 Explicit solvation models In explicit solvation models the solvent
molecules are considered explicitly. This is done usually by molecular mechanics
(MM) techniques, using appropriate force fields or intermolecular potentials. These
methods treat the solvent around the solute as a large ensemble of molecules to which
the laws of statistical mechanics are applied (Reichardt 2005, Maginn & Elliott 2010).
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The electronic structure of molecules is not considered explicitly and calculations are
based on nuclear positions only (different scales can be used to describe the solvent
molecule nuclear positions, for instance an atomistic scale or mesoscale).
Interactions between molecules are treated using force fields or intermolecular po-
tentials. The parameters used to define the size of atoms and the strength and stiff-
ness of connecting bonds are usually derived from experimental data or higher-level
computational calculations (Jensen 1998) and the accuracy of a force field or inter-
molecular potential directly determines the accuracy of the calculations (Gubbins &
Moore 2010). The explicit treatment of the phase space introduces a large number
of degrees of freedom and therefore predicted properties require statistical averages
to be carried out over the phase space (Cramer 2008).
These approaches are less demanding than electronic methods (for instance, quan-
tum mechanics) and, depending on the size and complexity of the system, can be
used to investigate large systems over time intervals of a few nanoseconds (Gubbins
& Moore 2010). For reactions, these techniques are mainly used in the form of Monte
Carlo and molecular dynamics simulations (the reader is referred to Appendices A.1
and A.2, respectively, for a brief introduction to these approaches).
If electronic detail is required, methods in which QM calculations are combined
with MM calculations can be used. In such cases, the solute is modelled using
QM and the surrounding solvent molecules are modelled using MM (Jalan et al.
2010). This allows important chemical phenomena to be captured, while reducing
the computational cost compared to a full QM calculation.
4.5.1.1.2 Implicit solvation models Implicit solvation models, also known as
continuum solvation models, generally describe the solvent molecules surrounding a
solute molecule as a polarisable continuum with a given dielectric constant. There-
fore, the degrees of freedom of the electronic structure calculation are reduced to the
size of the solute molecule (Cramer & Truhlar 1999, Marenich et al. 2009b), resulting
in more computationally efficient calculations.
The free energy of a solute molecule solvated by a bulk medium depends partly
on an electronic energy term that includes polarisation, nuclear and electronic ef-
fects (this term is sometimes referred to as the electrostatic term). In some cases,
depending on the continuum solvation model chosen, free energy terms (referred to
as non-electrostatic terms) associated with the creation of a cavity, dispersive inter-
actions and/or solvent re-organisation in the first solvation shell, are considered.
The solute molecule is placed into the polarisable continuum by creation of a
cavity. In the past, various descriptions have been used to define this cavity and they
did not all consider polarisation effects. Born calculated the change in electronic
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energy resulting from displacing a point charge from a vacuum into a spherical cavity
in a dielectric continuum (Born 1920). Onsager extended this idea to incorporate
a molecular dipole moment in a spherical cavity (Onsager 1936), allowing mutual
polarisation of the solute and solvent, that is, the charge density of the solute polarises
the continuum dielectric solvent, resulting in an electric field that interacts with the
solute electronic density until a self-consistent reaction field (SCRF) is achieved.
The shape of the cavity used in continuum solvation models has been the sub-
ject of debate. Molecules take on different shapes and sizes and therefore cavities of
spherical description are deemed inadequate. Furthermore, the choice of cavity may
significantly affect the electronic energy term. Miertusˇ et al. (1981) implemented
multiple spheres centred at the nuclei of the atoms composing the solute molecule,
dependent on the radii of the respective atoms (the authors used van der Waals radii),
in a polarisable continuum model (PCM). A cavity surrounding the solute molecule
can then be described by the solvent-accessible surface area (SASA), independently
conceptualised by Lee & Richards (1971) and Hermann (1972). The SASA is the area
traced out by the centre of a ball rolling over the surface of a solute molecule, with a
specified solvent radius. Different solvation models use different approaches, for in-
stance Cramer & Truhlar (1999) used the radius of half the effective width of the first
solvation shell and the original COSMO implementation used the minimum radius
found in solvent molecules (that is, the hydrogen radius) (Klamt 2011). The SASA
is generally employed to calculate energy terms associated with cavity formation and
dispersive interactions, describing short-range solvation effects.
Implicit solvation models consider short-range solute-solvent interactions by us-
ing parameterised terms, known as non-electrostatic terms. These interactions take
place mainly in the first solvation shell, that is, the solvent molecules immediately
surrounding the solute molecule. The properties of the solvent molecules in the first
solvation shell differ to those of the bulk dielectric medium (Cramer & Truhlar 1999)
and short-range solute-solvent interactions are then implemented in various ways,
depending on the solvation model used.
Implicit solvation models are computationally inexpensive compared to other sol-
vation models, such as explicit and hybrid solvation models.
4.5.1.1.3 Hybrid solvation models Hybrid solvation models are a combina-
tion of implicit and explicit solvation models. For instance, in a QM/MM/continuum
model (a combination of quantum mechanics, molecular mechanics and implicit solva-
tion methods), the solute and at least the first solvation shell are modelled explicitly,
whilst the remainder of the bulk solvent is modelled as a continuum, as seen for
example in Chamlet et al. (2001). The solute may be described with QM, whilst the
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molecules making up the first solvation shell are described by MM.
This approach is chosen in some cases since the first solvent shell molecules ex-
hibit properties drastically different to those of the bulk solvent medium and this
may sometimes result in better predictions (Cramer 2008). However, this approach
increases the number of degrees of freedom of the calculation and is computation-
ally more expensive than implicit solvation models, especially as it requires solving
for local minima conformations. Such calculations therefore require statistical sam-
pling to determine the equilibrium system properties. An open question still plagu-
ing these hybrid solvation models is how to keep the first solvation shell electronic
wavefunctions from overlapping with the continuum. Therefore, it is not necessar-
ily better to choose a hybrid solvation model rather than an implicit or explicit
one (Cramer 2008, Nicholls et al. 2008).
4.5.1.1.4 Summary Explicit solvation models are known to be computationally
expensive, resulting in very long simulation times. Such an approach can have the
advantage of predicting more precise reaction rate constants, but may not necessarily
be suited for a tool that is being developed to aid users of the methodology for quick
answers. Hybrid solvation models seem to reduce the complexity of explicit models
significantly, but the literature (Cramer 2008, Nicholls et al. 2008) does point out
that it may not increase accuracy compared to implicit solvation models. Implicit
solvation models have the lowest computational load compared to explicit and hybrid
solvation models and the parameterised non-electrostatic terms ensure that the nec-
essary solute-solvent interactions are considered. Therefore, since implicit solvation
models offer the lowest computational load for QM calculations and can offer results
of reasonable accuracy, they are the first choice to predict reaction rate constants
for the proposed methodology. However, this analysis is based on qualitative criteria
and in the following section, a more quantitative investigation into solvation models
is conducted.
4.5.1.2 Can QM be used to predict reaction rate constants?
The question that arises is: how well can rate constants be predicted for liquid phase
reactions using TST? Gas reaction rates can now be predicted within an order of
magnitude or better to experimental measurements by QM (Sumathi & Green 2002),
and are considered to be within experimental accuracy when using TST (Leach 2001,
Broadbelt & Pfaendtner 2005). The liquid phase reaction rate constant depends on
the prediction of the activation free energy barrier (cf. Equation (4.71)). That is,
the liquid phase free energy of the reactant and TS solutes need to be determined.
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In continuum solvation models, the liquid phase solute energies are calculated by
adding solute gas phase energies to the respective solvation free energies (Ashcraft
et al. 2007, Ashcraft 2008, Jalan et al. 2010, Ho et al. 2010).
Readers who are not familiar with computational chemistry are referred to Ap-
pendix A for an overview of computational chemistry techniques. In particular, QM
methods (such as molecular orbital methods, semi-empirical methods and density
functional theory) are reviewed in Appendix A.3.
The accuracy of the liquid phase reaction rate constant therefore depends mainly
on the accuracy of the gas phase free energy and the predicted solute solvation free
energy. Jalan et al. (2010) warn that the solvation free energy for a solute in a pure
solvent cannot yet be predicted a priori to the accuracy required for kinetic modelling.
However, the solvation free energy calculation depends on the predictive capability
of the model implemented. Ho et al. (2010) point out that dielectric continuum
solvation models have been parameterised to “deliver accurate values of free energies
of solvation”. The models have different formulations and, as a result, different
solvent effects are introduced differently to the system of interest (for instance, the
PCM solvation model introduces cavitation, dispersive and repulsive terms, whereas
the SMx solvation model introduces cavitation, dispersive and solvent orientation
terms). A great deal of QM studies related to the calculation of energy barriers or
reaction rate constants do not compare predictions to experimental measurements.
Validating QM activation barriers is only useful and accurate if the adopted model
(for example, transition state theory) is applicable to the situation. Acevedo &
Jorgensen (2010) investigated the Menschutkin reaction between triethylamine and
ethyl iodide. The experimental free energy activation barriers from Abraham &
Grellier (1976) were contrasted with predicted ones (predicted with different levels of
theory) for various solvents. Table 4.2 shows a selection of predicted values contrasted
to the experimental ones. Large differences were obtained and it becomes clear
how important experimental values are in selecting the level of theory that captures
the experimental behaviour best. It was found that the best level of theory for
predicting the activation free energy barrier for the set of solvents in Table 4.2 was
B3LYP/MIDI! with a mean absolute error of 4.9 kcal mol−1.
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Table 4.2: A selection of predicted and experimental (Abraham & Grellier 1976)
liquid phase activation free energy barriers in kcal mol−1. Gas phase QM results were
corrected for solvent effects using the PDDG/PM3-based free energy perturbation in
Monte Carlo simulations. Modified from Acevedo & Jorgensen (2010).
B3LYP/
LANL2DZd
B3LYP/
SVP
B3LYP/
MIDI!
B3LYP/
6-
311G(d,p)
MP2/
LANL2DZd
Exp.
Dimethyl sulfoxide 17.8 24.6 20.1 22.1 13.6 20.1
Acetonitrile 17.6 24.4 19.9 21.9 13.4 20.6
Water 21.0 27.8 23.3 25.3 16.8 21.1
Tetrahydrofuran 19.5 26.3 21.8 23.8 15.3 22.7
Methanol 15.2 22.0 17.5 19.5 11.0 22.9
Tetrachloromethane 33.6 40.4 35.9 37.9 29.4 24.8
Cyclohexane 37.7 44.5 40.0 42.0 33.5 26.6
When calculating a reaction rate constant from an activation free energy barrier
(as is done in TST), the prediction can differ from experimental measurements. This
is due to the dependence of the rate constant on the exponential of the activation
free energy barrier.
In Pfaendtner & Broadbelt (2007) solvent effects were studied on reactions (bi-
molecular hydrogen transfer involving alkylperoxy radicals) using a polarisable con-
tinuum model with heptane as the solvent. Experimental and QM-based reaction rate
constants of three of the reactions were contrasted with each other. Reaction rate
constants for three reactions were measured to be 7.52E-07, 3.50E-07 and 6.10E-04
m3 mol−1 s−1, respectively. The predicted reaction rate constants (using CBS-QB3)
were determined to be 1.48E-07, 1.51E-08 and 1.37E-04 m3 mol−1 s−1, respectively.
The predictions were in the correct order of magnitude.
Oxford et al. (2009) developed a kinetic model based on elementary steps for a
styrene epoxidation reaction. Rate constants (from TST) and equilibrium constants
were determined for each elementary step by using QM/MM calculations. These
values were then optimised within a predefined error by least squares regression and
it was found that the QM/MM reaction rate constants and the optimised reaction
rate constants differed by about two orders of magnitude. For instance, in Step 3 in
the mechanism (from a loosely bound reactant (styOMnl) to a radical intermediate
(styOMnr)) the QM/MM rate constant is 4.68E+02 s
−1, whilst the optimised rate
constant is 1.05E+04 s−1.
Ashcraft (2008) compared a few predicted reaction rate constants with experi-
mentally measured ones. When investigating the reactivity of HO2 with itself in an
aqueous solution a rate constant of 3.7E+06 dm3 mol−1 s−1 was predicted. The ex-
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perimental value was measured (Bielski et al. 1985) to be about 8.3E+05 dm3 mol−1
s−1. The error of the continuum solvation model and the possible pH dependence
of the reaction were identified as possible causes for the poor prediction. The reac-
tions of a hydroxyl radical with a protonated and unprotonated hydroxylamine were
predicted to have rate constants of 8.2E+10 dm3 mol−1 s−1 and 2.3E+08 dm3 mol−1
s−1, respectively. Experimental (Simic & Hayon 1971) rate constants were 9.5E+09
dm3 mol−1 s−1 and 5E+08 dm3 mol−1 s−1, respectively. Therefore, the predicted
and measured rate constants agreed within an order of magnitude. Ashcraft (2008)
concludes that due to the lack of meaningful experimental rate constant data, they
cannot comment on the absolute accuracy of TST estimates.
It is difficult to obtain an estimate of the errors associated with solvation models
from the literature, as authors compare solvation free energy predictions for different
sets of solvents. Depending on the solvent set used, some solvent behaviour may
not have been captured in the parameterisation of the dielectric continuum solvation
models, decreasing the predictive capability for that particular type of solvent. As a
result, solvation models will perform best for the set of solvents used to parameterise
them (Guthrie & Povar 2009, Klamt et al. 2009).
For instance, Marenich et al. (2009b) introduced the SMD solvation model (the
most recent in the SMx solvation model series). The authors parameterised the sol-
vation model with a training set of 2821 solvation data. This data included 112
aqueous ionic solvation free energies, 220 solvation free energies for 166 ions in ace-
tonitrile, methanol and dimethyl sulfoxide, 2346 solvation free energy data points for
318 neutral solutes in 91 solvents (where 90 solvents are of a non-aqueous nature
and the other solvent is water) and 143 transfer free energies for 93 neutral solutes
between water and 15 organic solvents. It was found that SMD (incorporated in
GESOL (Marenich et al. 2008)) exhibited absolute average errors between 0.6 and
1.0 kcal mol−1 for solvation free energies of neutral solutes included in the training
set. The authors compared their approach to other methods available, and a small
selection of their published results is shown in Table 4.3.
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Table 4.3: A selection of AAEs (from Marenich et al. (2009b)) in kcal mol−1 for sol-
vation free energies of neutral solutes in organic solvents (the data have been taken
from Marenich et al. (2007) and Marenich et al. (2009b)). C-PCM and COSMO are
known as the conductor-like polarisable continuum solvation model and conductor-
like screening model, respectively. G03 refers to the software package Gaussian 03,
GAMESS refers to the software package GAMESS-US and NWChem is also a soft-
ware package. B3LYP and mPW1PW are density functionals employed.
Method AAE
SMD/IEF-PCM/G03/B3LYP 0.67
IEF-PCM/G03(UA0)/mPW1PW 5.99
IEF-PCM/G03(UAHF)/mPW1PW 3.94
C-PCM/GAMESS/B3LYP 2.78
COSMO/NWChem/B3LYP 2.76
Similarly, Marenich et al. (2009c) introduced the SM8AD solvation model and
claimed that an absolute average error of 0.6 kcal mol−1 could be achieved on average
for 2560 solvation free energies of aqueous and non-aqueous neutral solutes included
in the training set. The authors conducted a comparison of the SM8AD solvation
model implemented in MN-GSM 1, IEF-PCM using UA0 in Gaussian 03, IEF-PCM
using UAHF radii in Gaussian 03 and the Poisson-Boltzmann self-consistent reaction
field solver in Jaguar. It was found that the absolute average errors were 1.8, 9.9, 3.8
and 2.7 kcal mol−1, respectively.
The publication was scrutinised by Klamt et al. (2009) and the authors made
clear that a reason for the poor performance of the other solvation models was due to
them not being parameterised for the solvation free energies tested by Marenich et al.
(2009c). It was shown that COSMO-RS (Klamt & Schu¨u¨rmann 1993, Klamt 1995)
exhibited an absolute average error of 0.48 kcal mol−1 when predicting the solvation
free energies of all neutral solutes for the training set of the SM8 solvation model
(the SM8 solvation model exhibited an absolute average error of 0.59 kcal mol−1).
Klamt et al. (2009) also showed that when using the IEF-PCM solvation model
for the MST (Miertus-Scrocco-Tomasi) version (Miertusˇ et al. 1981) (parameterised
only for water, octanol, chloroform and tetrachloromethane), the absolute average
error is 0.64 kcal mol−1 for non-aqueous solvation and 1.01 kcal mol−1 for aqueous
solvation when restricted to the subset of experimental data of the solvents used to
parameterise the IEF-PCM model.
To investigate the predictive capability of various methods, Nicholls et al. (2008)
proposed an informal blind test for predicting small-molecule solvation free energies
1This is a locally modified version of Gaussian 03 and is known as the Minnesota Gaussian
Solvation Module.
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for water. Two different methods were explored, that is, an implicit solvent approach
(PCM/G03/B3LYP/6-31G∗∗) and an explicit solvent approach (Amber GAFF force
field for bonded and Lennard-Jones parameters with several charge models). It was
found, that for a set of 17 small molecules, the root mean square errors were between
1.33 and 2.57 kcal mol−1. The explicit solvent approaches were deemed more accurate
(root mean square errors between 1.33 and 2.05 kcal mol−1), but were computation-
ally more expensive. The implicit solvation approaches had root mean square errors
of 1.87 and 2.57 kcal mol−1. Chamberlin et al. (2008) demonstrated that the SM8
solvation model predicted the free energies of solvation for the 17-molecule test set
with a root mean square error of 1.08 kcal mol−1 when using conformations optimised
in water and 1.14 kcal mol−1 when using gas phase conformations.
Ribeiro et al. (2010) used the SM8, SM8AD and SMD solvation models to predict
solvation free energies for the SAMPL2 test set organised by OpenEye Scientific
Software. It was shown that absolute average errors of 1.3, 2.0 and 2.6 kcal mol−1
were obtained for the aqueous free energies of 30 out of 31 compounds, respectively.
The prediction of reaction rate constants therefore seems to be challenging, but
possible to within an order of magnitude, and this is perhaps sufficient to compare
different solvents. From the literature, it becomes apparent that the better the
solvation model, the better the predictions of the reaction rate constant are to be
expected. It is difficult to compare the true predictive capability of all implicit
and explicit methods, but as was demonstrated in Nicholls et al. (2008), implicit
methods are less expensive and their predictive capability may not be far off from
explicit approaches. Of the implicit solvation models, the SMx solvation models have
been shown to be highly parameterised, but ‘universal’ (that is, ‘universal’ denotes
applicable to all solvents) in nature. A small set of predefined solvent properties
can be used to capture the solvent effects for any solvent on a solute using quantum
mechanics, although errors should be expected when a solvent is not included in the
training set. However, the ‘universal’ approach can be advantageous to predict free
energies of solvation for solvent conformations that may not have been synthesised
or experimentally investigated before. The low solvation free energy errors exhibited
by the SMx solvation models result in them being the preferred solvation models to
predict reaction rate constants. Therefore, using an implicit solvation model (such
as SMx) in combination with experimental verification, may result in quantitative
predictions of liquid phase kinetics.
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4.5.1.3 Including solvent effects: The solvent as a dielectric
An important factor in capturing solvent effects is the modelling of induction due to
the solvent. In implicit solvent models, this is achieved by treating the solvent as a
dielectric continuum.
The dielectric constant results in a charge distribution different to when the sys-
tem is in the gas phase. The solute dipole (in its cavity) induces a dipole in the
surrounding medium and this interaction induces an electric field within the cavity,
also known as the reaction field. The reaction field then interacts with the solute
dipole. The electric field at a specific point is the gradient of the electrostatic po-
tential φep. The interaction of the solute charge density ρc with the electrostatic
potential determines the work G to create the charge distribution
G = −1
2
∫
ρc (r)φep (r) dr, (4.72)
where ρc can be a continuous function of r (for example, when using the integral equa-
tion formalism polarisable continuum model) or discrete point charges (for example,
when using the generalised Born model).
The reaction field model is incorporated into QM as the self-consistent reaction
field (SCRF) method by treating the reaction field as a perturbation of the Hamil-
tonian for an isolated molecule (Leach 2001). The modified Hamiltonian operator is
Hˆtot = Hˆ + HˆRF , (4.73)
where Hˆtot is the new Hamiltonian operator, Hˆ is the Hamiltonian operator for an
isolated molecule (as used before) and HˆRF is the perturbation to Hˆ and is also known
as the polarisation. Therefore, in a continuum solvation model, the time-independent
Schro¨dinger equation is expressed as(
Hˆ − 1
2
VRF
)
Ψ = EtotΨ. (4.74)
where VRF is a general reaction field inside the cavity and dependent on the wave-
function Ψ (Cramer 2008)
4.5.1.4 Solvation free energy
Since the activation free energy needs to be determined in the standard state, all
the following definitions will be presented in the standard state. Calculating the
liquid phase standard state free energies required to determine the activation free
energy term needs careful accounting of terms. As has been highlighted by Ho et al.
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(2010) and portrayed in Figure 4.3, the liquid phase standard state free energy G◦,Li
is determined, in the context of continuum solvation models, by starting from the
standard state gas phase at pressure p◦,IG = 1 atm and temperature T = 298.15 K,
moving to a gas phase standard state of concentration c◦,IGi = 1 mol dm
−3 and
temperature T = 298.15 K, and finally moving to the liquid phase standard state
concentration c◦,Li = 1 mol dm
−3 and temperature T = 298.15 K. In the literature
(for example, Kelly et al. (2007)), a superscript asterisk ∗ is often used to denote free
energies or solvation free energies that use a standard state liquid phase concentration
of 1 mol dm−3 and a superscript open circle ◦ to denote free energies that use a
standard state pressure of 1 atm. Here a different notation is adopted: ◦ is used to
denote any standard state free energy in either the gas or liquid phase, p→ c refers
to a change from a pressure-based standard state at 1 atm to a concentration-based
standard state at 1 mol dm−3 for an ideal gas and solv indicates the change from a
gas phase concentration-based standard state at c = 1 mol dm−3 to a liquid phase
concentration-based standard state at c = 1 mol dm−3.
Ideal gas phase
Ideal gas phase
Liquid phase
Figure 4.3: Thermodynamic route to determine the liquid phase free energy with
using the gas phase free energy as the starting point.
The thermodynamic route to determine the liquid phase free energy of a solute in
a solvent using a continuum solvation model is presented in Figure 4.3. To keep
track of the terms and their meanings the extensive properties, here in the stan-
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dard state, need to be expressed in terms of their dependencies, that is, tempera-
ture, composition and pressure. This becomes cumbersome and simplifications of
the terms are necessary. The software packages employed calculate properties in
the ideal gas state at temperature T = 298.15 K and atmospheric pressure, and
G◦,IGi
(
T = 298.15 K, p◦,IG = 1 atm
)
is denoted by G◦,IGi . Liquid state calculations
are determined at temperature T = 298.15 K and standard state concentration
c◦,Li = 1 mol dm
−3 (International Union of Pure and Applied Chemistry 1993, Guthrie
& Povar 2009), and here G◦,Li
(
T = 298.15 K, c◦,Li = 1 mol dm
−3
)
is denoted by G◦,Li .
Solvation free energies are calculated for species i from an ideal gas state of temper-
ature T = 298.15 K and standard state concentration c◦,IGi = 1 mol dm
−3 to a
liquid state at temperature T = 298.15 K and standard state concentration c◦,Li =
1 mol dm−3, and ∆G◦,solvi
(
T = 298.15 K, c◦,IGi = 1 mol dm
−3 → T = 298.15 K, c◦,Li
= 1 mol dm−3
)
is denoted by G◦,solvi . The term ∆G
p→c,IG
i
(
T = 298.15 K, p◦,IG = 1
atm→ T = 298.15 K, c◦,IGi = 1 mol dm−3
)
is denoted by ∆Gp→c,IGi .
Based on Figure 4.3 and Ho et al. (2010), the liquid phase free energy for species
i in the standard state is defined by
G◦,Li = G
◦,IG
i + ∆G
p→c,IG
i + ∆G
◦,solv
i , (4.75)
and ∆Gp→c,IGi is given (for example by Kelly et al. (2007), Guthrie & Povar (2009)
and Ho et al. (2010)) by
∆Gp→c,IGi = 2.38846× 10−4RT ln
(
1000RT
p◦,IG
)
(4.76)
= R˜T ln
(
RT
p◦,IG
)
(4.77)
≈ 1.89 kcal mol−1, (4.78)
where 2.38846 × 10−4 is a conversion factor from J to kcal, p◦,IG = 101, 325 Pa, the
factor 1000 converts 1 m3 to 1 dm3 and R˜ and R are the universal gas constants in
kcal mol−1 K−1 and kJ mol−1 K−1, respectively. For a continuum solvation model,
the solvation free energy ∆G◦,solvi is defined (Ho et al. 2010) as
∆G◦,solvi =
(
Eel,Li +G
NES,L
i
)
− Eel,IGi , (4.79)
where Eel,Li is the liquid phase electronic energy at T = 0 K and c
◦,L = 1 mol dm−3,
Eel,IG is the gas phase electronic energy at T = 0 K and p◦,IG = 1 atm and GNES,Li is
the non-electrostatic term for species i at T = 298 K. By using Equations (4.75) and
(4.17), the activation free energy for a bimolecular reaction (with νA = −1, νB = −1
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and ν(AB)‡ = 1) is obtained
∆‡G◦,L = ∆‡G◦,IG + ∆‡∆Gp→c,IG + ∆‡∆G◦,solv, (4.80)
where
∆‡∆Gp→c,IG = −R˜T ln
(
RT
p◦,IG
)
, (4.81)
and
∆‡∆G◦,solv =
(
∆‡Eel,L + ∆‡GNES,L
)−∆‡Eel,IG. (4.82)
By combining Equations (4.80), (4.71) and (4.61), a general (yet intermediate) defi-
nition for the reaction rate constant is obtained
kL =κ
kBT
h
∏
i
(
c◦,Li
)νi
exp
[
−∆
‡G◦,IG
RT
]
(4.83)
· exp
[
−∆
‡∆Gp→c,IG + ∆‡∆G◦,solv
RT
]
.
The exponential term for the ideal gas term ∆G◦,IG is identical to that determined
in Section 4.4 and is given by Equation (4.56) as
K‡,IGA = exp
(
−∆
‡G◦,IG
RT
)
=
∏
i
(
q
′,IG
i
)νi
exp
[
−∆
‡Eel,IG
kBT
]
.
By substituting this expression into Equation (4.83) and rewriting quantities in their
molar notation, the reaction rate constant kL is obtained as
kL =κ
kBT
h
∏
i
(
c◦,Li
)νi∏
i
(
q
′,IG
i
)νi · exp [−∆‡Eel,IG
RT
]
· exp
[
−∆
‡∆Gp→c,IG + ∆‡∆G◦,solv
RT
]
. (4.84)
All liquid phase energy-related terms are calculated according to the solvation model
employed. The following sections provide further details of how the solvation free
energy term ∆‡∆G◦,solv quantitatively depends on the solvation model used and give
the tailored expressions for kL.
4.5.1.5 Solvation free energy: The IEF-PCM solvation model
The PCM, in which the nonhomogeneous Poisson equation is solved, was developed
by Tomasi and coworkers and implemented in Gaussian 03 (Frisch et al. 2004). The
liquid phase free energy GLi , which is equivalent to the liquid phase electronic energy
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added to the non-electrostatic free energy term, is determined by
GLi = E
el,L
i +G
NES,L
i = E
el,L
i +G
cav,L
i +G
dis,L
i +G
rep,L
i , (4.85)
where Eel,Li is the liquid phase electronic energy, G
cav,L
i is the free energy associated
with cavity formation in the liquid phase bulk solvent for the solute molecule, Gdis,Li
is the free energy associated with dispersion interactions in the liquid phase and
Grep,Li is the free energy associated with repulsive forces in the liquid phase. Various
PCM formulations exist, for example, the IEF-PCM (Cance´s et al. 1997, Mennucci &
Tomasi 1997, Mennucci et al. 1997, Tomasi et al. 1999) follows the integral equation
formalism. Here the calculation of the free energy associated with cavity formation
is based upon a method developed by Pierotti (Pierotti 1963, Pierotti 1976). The
free energy terms associated with dispersion and repulsion are based on empirical
dispersion and repulsion atom-atom potentials (Floris & Tomasi 1989, Tomasi 2004).
Gaussian 03 offers a range of radii that can be chosen to run the calculations. The
default radii are the united atom UA0 radii, whilst those recommended for solvation
calculations are the united atom UAHF radii.
For the IEF-PCM solvation model (Tomasi et al. 1999), implemented in Gaussian
03 (Frisch et al. 2004), the molar free energy of solvation is calculated using Equations
(4.79) and (4.85) by
∆G◦,solvi =E
el,L
i − Eel,IGi +Gcav,Li +Gdisp,Li +Grep,Li , (4.86)
where ∆‡Eel,L is the molar electrostatic energy in the liquid state and Gcav,L, Gdisp,L
and Grep,L are the the molar free energy contributions associated with cavity forma-
tion, dispersion and repulsion interactions at temperature T = 298.15 K and standard
state concentration c◦,Li = 1 mol dm
−3, respectively.
Therefore, for the IEF-PCM approach (Tomasi et al. 1999), the complete expres-
sion for the reaction rate constant in dm3 mol−1 s−1, according to CTST, is
kL =κ
kBT
h
∏
i
(
c◦,Li
)νi∏
i
(
q
′,IG
i
)νi
· exp
[
−∆
‡∆Gp→c,IG + ∆‡Eel,L + ∆‡Gcav,L + ∆‡Gdisp,L + ∆‡Grep,L
RT
]
. (4.87)
4.5.1.6 Solvation free energy: The SMx solvation models
A group of solvation models that is of interest in this work is known as the SMx
solvation model family, developed by Cramer, Truhlar and coworkers, where x refers
to the version number and is substituted by a number between one and eight or ‘D’.
Two solvation models, SM8 and SMD, are investigated here. The SMx solvation
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models are called ‘universal’ (Marenich et al. 2009b), as they are applicable to “any
charged or uncharged solute in any solvent or liquid medium for which a few key
descriptors are known” (Marenich et al. 2009b). The descriptors required by the
SMD solvation model are, the dielectric constant, refractive index, bulk surface ten-
sion, Abraham’s hydrogen bond acidity and basicity, aromaticity and electronegative
halogenicity (Winget et al. 2010). The radii are optimised for each solvation model
and are called intrinsic atomic Coulomb radii (Marenich et al. 2009b). The liquid
phase free energy GLi is determined by
GLi = E
el,L
i +G
CDS,L
i , (4.88)
where GCDS,Li is the equivalent to G
NES,L
i and is a collective empirical term for the
liquid phase free energy associated with cavity formation, dispersion interactions
and possible changes in local solvent structure, that is, in the first solvation shell
(Marenich et al. 2009b).
The solvation model SM8 (Cramer & Truhlar 2008) uses the generalised Born
approximation to determine the electronic energy Eel,Li , representing the charge dis-
tribution of solute molecules by partial atomic charges (Marenich et al. 2009b). The
accuracy of predictions for a given level of theory is determined by the applicability of
the charge model; the newest and recommended (Marenich et al. 2009b) models are
Charge Model 4 (CM4) (Kelly et al. 2005) and Charge Model 4M (CM4M) (Olson
et al. 2007). The SM8 model was parameterised with a training set consisting of
2842 solvation free energy data for neutral species in 90 organic solvents and water
and for single cations and anions in solvents water, acetonitrile, dimethyl sulfoxide
and methanol (Marenich et al. 2009b).
A further development in terms of solvation models is the SMD solvation model,
where ‘D’ denotes density and implies that the full solute electron density is used
without partial atomic charges (as had been common in most previous SMx models).
This solvation model is the recommended solvation model in Gaussian 09 (Frisch
et al. 2009) and uses the IEF-PCM solvation model to solve the nonhomogeneous
Poisson equation to determine the electronic energy, whilst using the intrinsic atomic
Coulomb radii. The GCDS,L term is determined by a method outlined in Marenich
et al. (2009b). The SMD model was parameterised with a training set consisting
of 2821 solvation free energy data (Marenich et al. 2009b). 112 of these points are
aqueous ionic solvation free energies, 220 are solvation free energies for 166 ions in
acetonitrile, methanol and dimethyl sulfoxide, 2346 are the solvation free energies of
318 neutral solutes in 91 solvents (where 90 are nonaqueous solvents and the other
is water) and 143 are transfer free energies for 93 neutral solutes between water and
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15 organic solvents (Marenich et al. 2009b). A distinct advantage the SMD solvation
model has over its predecessors, which were dependent on the GB approximation, is
that it does not rely on a specifically developed charge model and can therefore be
used with any electronic structure method compatible with the IEF-PCM algorithm.
For the SMD solvation model (Marenich et al. 2009b), incorporated in Gaussian
09 (Frisch et al. 2009), and the SM8 solvation model (Marenich et al. 2007), incor-
porated in GAMESSPLUS (Higashi et al. 2008), the molar free energy of solvation
is calculated by
∆G◦,solvi = E
el,L
i − Eel,IGi +GCDS,Li . (4.89)
For the SMx solvation models (Marenich et al. 2007, Marenich et al. 2009b) the
complete expression for the reaction rate constant in dm3 mol−1 s−1, according to
CTST, is
kL =κ
kBT
h
∏
i
(
c◦,Li
)νi∏
i
(
q
′,IG
i
)νi
· exp
[
−∆
‡∆Gp→c,IG + ∆‡Eel,L + ∆‡GCDS,L
RT
]
. (4.90)
4.5.1.7 Conductor-like screening solvation models
This approach is not considered in this work, but is reviewed briefly, as the conductor-
like screening model formulation is also widely used and has been implemented in
various software packages. However, not all implementations are equivalent to the
method introduced originally by the authors (Klamt 2011).
Klamt & Schu¨u¨rmann (1993) developed a conductor-like screening model, abbre-
viated as COSMO, whereby the nonhomogeneous Poisson equation is solved for an
infinite dielectric constant and a scaling function f (ε) (for the screening charges) is
then used to determine an approximate solution for a finite dielectric. The general
scaling function is defined by
f (ε) =
ε− 1
ε+ x
, (4.91)
where x is a constant. In Klamt (2011), x = 0.5 is recommended for neutral com-
pounds and x = 0 for ions in low dielectric constant solvents.
COSMO reduces the outlying charge (the solute electron density that reaches out
of the cavity) errors (OCE), as such errors can account for ∼ 20% of the predicted
solvation free energy for neutral solutes (Klamt 2011). This advantage resulted in
implementations of the approach in various software packages, an example of which
is the C-PCM (Barone & Cossi 1998, Cossi et al. 2003). However, Klamt (2011)
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points out that the IEF-PCM solvation model can reduce the OCE as efficiently as
COSMO and that the dielectric boundary condition may result in better solvation
free energies.
Because of the inability of dielectric continuum solvation models to distinguish
between solvents with similar dielectric constants and differences in other proper-
ties, Klamt (1995) proposed an approach called conductor-like screening model for
realistic solvation (COSMO-RS). Here, COSMO calculations for the solutes and sol-
vents are post-processed with a statistical thermodynamical treatment of interacting
“surface segments” (Klamt 2011). The extension to COSMO was developed and pa-
rameterised for neutral compounds, but has been shown to also be applicable to ionic
liquids as mixtures of anions and cations (Marsh et al. 2002, Diedenhofen et al. 2002).
4.5.1.8 The transmission coefficient κ
The final term that has not been discussed so far is the transmission coefficient.
According to Eyring (1962), the transmission coefficient κ can be used to correct
some of the assumptions inherent in the CTST reaction rate constant. κ is usually
close to unity, and is greater than unity if “barrier leakage” or tunnelling occurs and
less than unity if “reflection” or recrossing of the activated complex at the saddle
point occurs.
Although numerous approximations to the transmission coefficient exist, the sim-
plest transmission coefficient in common use (Garrett & Truhlar 1979, Sumathi &
Green 2002, Barreto et al. 2003, Ashcraft et al. 2008, Henriksen & Hansen 2008) is
the Wigner tunnelling correction factor
κ (T ) = 1 +
1
24
(
hν‡
kBT
)2
, (4.92)
where ν‡ is the magnitude of the imaginary frequency for the TS structure in s−1.
This transmission coefficient can be implemented when a small degree of tunnelling
occurs (Henriksen & Hansen 2008),
α =
2pi∆‡Eel,IG
hν‡
À 1, (4.93)
and the system is at a high temperature (Henriksen & Hansen 2008),
β =
hν‡
2pikBT
¿ 1. (4.94)
In theory, a liquid phase κ should be calculated for a liquid phase reaction, but in
this work a gas phase κ is used due to the potential inaccuracy associated with using
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predicted liquid phase imaginary frequencies.
4.5.2 Methodology for QM reaction rate calculations
To predict reaction rate constants as accurately as possible, a methodology encom-
passing three stages is followed: firstly, a suitable continuum solvation model is cho-
sen. The accuracy of solvation free energy calculations is used as a first assessment
of the different solvation models. Solvation free energies for at least one solute in
a number of different solvents (in this work, five solvents are investigated) readily
available in Gaussian 03 (Frisch et al. 2004), Gaussian 09 (Frisch et al. 2009) and
GAMESSPLUS (Higashi et al. 2008) are computed and compared with experimental
measurements (Hawkins et al. 1998). Secondly, reaction rate constants are calcu-
lated, using the SM8, SMD and IEF-PCM continuum solvation models, for seven
different solvents over a wide dielectric constant range and compared with experi-
mental data (Ganase et al. 2011). Thirdly, a sensitivity analysis is completed on
the reaction rate constants calculated with the best solvation model, to investigate
possible uncertainties related to reaction rate constants.
All calculations for the reaction species are first carried out in the gas phase
with the IEF-PCM model (Tomasi et al. 1999). The reactant and product species
are optimised separately at infinite separation and the approximate TS structure is
determined by the “QST2” function, followed by a further optimisation using the
“TS” function to determine the TS structure coordinates more accurately. Following
CTST, only the reactant and TS structures are optimised in the presence of a solvent.
The IEF-PCM solvation model is used to obtain the liquid phase energy contribu-
tions. The optimised gas phase conformations of the reaction species (reactants and
TS structure) are then used to determine the liquid conformations for the UA0 and
UAHF cavities. The optimised gas phase and liquid phase conformations obtained
using UA0 cavities are used as initial starting conformations when computing the re-
action rate constant with solvation models SM8 and SMD, incorporated in software
packages GAMESSPLUS and Gaussian 09, respectively. Solvation free energies for
SM8 are calculated using intrinsic Coulomb radii (Cramer & Truhlar 2008). Similar
radii were used for SMD, but here IEF-PCM is used to determine the electronic en-
ergy Eel,Li . All optimisations are completed with the standard convergence criteria
(GAMESSPLUS was set to an optimisation tolerance of 0.0005 and in Gaussian 03
and 09 the maximum component of the force must be below 0.00045).
Solvents are investigated in the order of increasing dielectric constant so that the
geometry of the solute species investigated can adjust gradually, decreasing the com-
putational load of optimising each geometry. For instance, a solute is investigated
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in a solvent with a low dielectric constant, like toluene, before it is investigated in a
solvent with a higher dielectric constant, like tetrahydrofuran. Solvation free ener-
gies are calculated for pyridine in a few common solvents with known experimental
data (Hawkins et al. 1998) by using Equation (4.86) for the IEF-PCM approach and
Equation (4.89) for the SMx approach: cyclohexane, benzene, chloroform, aniline
and water. The solvents are investigated with DFT at the B3LYP/6-31+G(d) level
of theory for the IEF-PCM and SM8 solvation models. The SMD solvation model
is investigated using functionals B3LYP and M06-2X (Zhao & Truhlar 2008). It
is claimed (Zhao & Truhlar 2008) that the M06-2X functional can improve on the
B3LYP functional performance for thermochemistry, reactive energy barriers and
weak interactions. It has been shown (Marenich et al. 2009a) that solvation free
energies based on this functional in the solvation models SM6, SM8 and SMD have
been predicted well in an “informal blind test” posed by Nicholls et al. (2008).
Once solvation free energies have been calculated and compared to data, the
focus is on calculating reaction rate constants. For the IEF-PCM solvation model, all
calculations are performed with “very tight” (Frisch et al. 2004) convergence using the
B3LYP functional with the 6-31+G(d) level of theory, whilst reaction rate constants
for the SM8 solvation model are determined at the standard convergence criterion (the
calculations are very time-consuming). For the SMD solvation model, reaction rate
constant calculations are performed with “very tight” (Frisch et al. 2009) convergence
using the B3LYP and M06-2X functionals with the 6-31+G(d) level of theory. For
the cases run using B3LYP/6-31+G(d), a frequency scaling factor of 0.9614 was
applied (Scott & Radom 1996). For the cases run using M06-2X/6-31+G(d), a
frequency scaling factor of 0.9790 was applied (Alecu et al. 2010). The predicted
reaction rate constants are compared with experimentally determined reaction rate
constants (Pearson et al. 1952, Barnard & Smith 1981, Yoh et al. 1981, Forster &
Laird 1982, Hwang et al. 1983, Shunmugasundaram & Balakumar 1985, Winston
et al. 1996, Koh et al. 2000, Ganase et al. 2011).
Frequency calculations are carried out for both the TS structure and reactant
species in gas and liquid states in Gaussian 03 and Gaussian 09. However, because
computations for GAMESSPLUS, embedded in GAMESS-US, are time-consuming,
only the gas phase structures and TS structure in the liquid phase were analysed using
frequency calculations. Therefore, for GAMESSPLUS liquid phase reactant energies
are determined by single-point calculations and the TS structures are verified by
ensuring that only one negative eigenvalue is associated with the Hessian matrix of
the saddle point. IRC scans are carried out from the TS structures in Gaussian 03
and 09, ensuring that the TS structures decompose to the correct reactants and
products. GAMESSPLUS does not allow IRC scans and therefore, visual verification
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is needed.
4.5.3 Results and discussion
To investigate the performance of the proposed methodology, a Menschutkin reaction
was identified as an ideal type of reaction for a first case study. In the following
section, this type of reaction is reviewed before the performance of the different
continuum solvation models are investigated.
4.5.3.1 A Menschutkin reaction as a case study
In 1890 Menschutkin published a study (Menschutkin 1890a, Menschutkin 1890b) on
solvent effects on the reaction of triethylamine with ethyl iodide. Menschutkin con-
cluded that a reaction cannot be separated from the medium in which it is performed
and that the reaction medium was able to affect (that is, increase or decrease) the
reaction rate constant by orders of magnitude.
Menschutkin reactions have manifested themselves as “guinea pig” (Reichardt
2005) reactions in terms of studying solvent effects. The term Menschutkin reac-
tion refers to a class of SN2 reactions where a tertiary amine reacts with a primary
halogenoalkane to form a quaternary ammonium salt. Therefore, both reactants are
neutral and the products ionic. The Hughes-Ingold rules (Hughes & Ingold 1935)
have been used in the past to analyse solvent effects on reactions. They considered
only pure electrostatic interactions between ions and dipolar molecules and solvents
in their initial and transition states. Four SN2 reaction types have been identi-
fied (Hughes & Ingold 1935, Reichardt 2005), but only the reaction type (under
which a Menschutkin reaction falls) where the initial state is neutral is investigated
in this work. Hughes and Ingold found that when charge density is larger in the ac-
tivated complex than in the initial state, the reaction rate increases with an increase
in solvent polarity, where “solvent polarity” referred the “power to solvate solute
charges” (Reichardt 2005). Modelling techniques have also been able to capture this
behaviour. For example, Truong et al. (1997) investigated the Menschutkin reaction
of ammonia reacting with methyl chloride and found that the rate of the reaction
increased dramatically with increasing solvent polarity.
Since there are a number of Menschutkin reactions to select for a study, the
question of which reaction may offer the most insight within the objectives of the
study needs to be posed. In this work, it was decided that to obtain the most
meaningful results, in the context of the proposed methodology, the reaction should
be studied both theoretically and experimentally.
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A great number of publications investigate the Menschutkin reaction between am-
monia and methyl chloride, for instance Truong et al. (1997), Amovilli et al. (1998)
and Castejon & Wiberg (1999). However, this reaction is not suitable for measure-
ments in liquid phase under standard pressure and at mild temperatures. Lassau
& Jungers (1968) investigated a Menschutkin reaction between tripropylamine and
methyliodide and published 59 rate constant data of the reaction in various solvents.
However, the presence of iodine introduces additional uncertainty in QM calculations,
as few basis sets are available for this heavy atom and only few combined experimen-
tal and QM studies have been carried out to compare its reliability. Barnard & Smith
(1981) presented a methodology for measuring reaction rate constants by conductiv-
ity on a Menschutkin reaction between pyridine and phenacyl bromide (see Figure 4.4
for the reaction scheme) at various temperatures. This reaction was chosen for this
work, as it could be studied both experimentally and theoretically, thereby poten-
tially offering the most realistic and meaningful results within the objectives of this
work.
Figure 4.4: A Menschutkin reaction: phenacyl bromide and pyridine react to form
phenacylpyridinium bromide (Barnard & Smith 1981).
4.5.3.2 Solvation free energy predictions
Experimental solvation free energies are calculated for pyridine (a reactant for the
reaction investigated) in five solvents readily available in Gaussian 03, Gaussian 09
and GAMESSPLUS, and compared with experimental measurements (Hawkins et al.
1998) for an overview of the best solvation model(s). Equations (4.86) and (4.89) pre-
dict the experimental solvation free energy for IEF-PCM and SMx solvation models,
respectively.
The solvents cyclohexane, benzene, chloroform, aniline and water are investigated
and the results, in Figure 4.5, demonstrate that experimental solvation free energies
computed by the SMx solvation models are more accurate than those computed by
IEF-PCM solvation models, as has been shown quantitatively by Marenich et al.
(2007). IEF-PCM experimental solvation free energies for both UA0 and UAHF
cavities are poor, with the exception of water when using UAHF radii. There is no
experimental data for pyridine solvated in aniline, but since both pyridine and aniline
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Figure 4.5: The solvation free energy of pyridine predicted in solvents cyclohexane,
benzene, aniline, chloroform and water with the functional B3LYP and level of the-
ory 6-31+G(d) for the IEF-PCM solvation model with UA0 and UAHF radii, SM8
and SMD solvation models with intrinsic Coulomb radii. SMD predictions are also
modelled with the functional M06-2X and level of theory 6-31+G(d). Experimental
data are obtained from Hawkins et al. (1998).
have similar structures, the solvation free energy is hypothesised to be negative (as
is shown by the SMx results).
The IEF-PCM solvation model seems to predict solvation free energies poorly.
A reason for this may be that the default implementations in Gaussian 03 of the
IEF-PCM solvation model have not been parameterised quantitatively to reproduce
solvation free energies (Klamt et al. 2009). A parameterised IEF-PCM solvation
model, the MST (Miertus-Scrocco-Tomasi) version (Curutchet et al. 2001, Soteras
et al. 2005), that is not incorporated in Gaussian 03 or Gaussian 09, has only been
parameterised for water, octanol, chloroform and carbon tetrachloride (Klamt et al.
2009). Furthermore, few default solvents are available for the IEF-PCM solvation
model in Gaussian 03. The broad range of predictive capability required for this work,
therefore indicates that the IEF-PCM solvation model is unlikely to be a contender
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against the SMx solvation models.
The SMD solvation model is chosen for further investigation since it belongs to
the SMx family of solvation models, it has been parallelised and seems to be robustly
implemented in Gaussian 09. In addition, the M06-2X functional was investigated
because of its promising performance compared with B3LYP for main-group chem-
istry (Zhao & Truhlar 2008, Chamberlin et al. 2008). To assess the overall predictive
capabilities of the SMD solvation model more quantitatively, experimental solva-
tion free energies of partial or complete training sets (Hawkins et al. 1998, Marenich
et al. 2009c) for different solvents were calculated. The small-molecule solvents inves-
tigated are toluene, chlorobenzene, tetrahydrofuran, ethanol and nitromethane and
cover a range of dielectric constants from 2.4 to 36.6.
Methanol is of interest as a solvent, as several rate constant measurements have
been obtained (Pearson et al. 1952, Yoh et al. 1981, Barnard & Smith 1981, Forster &
Laird 1982, Ganase et al. 2011). However, methanol was not included in the training
set for the SMD solvation model, as no data on neutral solutes solvated in methanol
were available (Marenich et al. 2009b). On the basis that the prediction accuracy for
methanol cannot be investigated, a similar compound, ethanol (which is part of the
SMD training set) is chosen.
The AAEs determined for the various solvents using the M06-2X and B3LYP
functionals are shown in Table 4.4. It is found that non-polar solvents are predicted
well relative to polar solvents, where larger AAEs are observed. The more polar a
solute or solvent becomes, the larger the observed discrepancy. However, none of
the investigated aprotic solvents have an AAE as large as that of ethanol. The AAE
when using the B3LYP functional for the complete training set of ethanol is computed
to be 3.10 kcal mol−1, whereas the AAEs associated with the other solvents are all
below 1.3 kcal mol−1. Therefore it is expected that predicted solvation free energies
for small-sized alcohols, at least for methanol and ethanol (where the training set
is small), will be inaccurate. The B3LYP functional results in smaller AAEs, but
the M06-2X functional is better for toluene and tetrahydrofuran. For a Menschutkin
reaction, solvents with a lower polarity are not expected to influence the reaction
rate significantly, whereas solvents that are more polar are expected to influence the
reaction most. Since the AAEs for the more polar solvents are reduced by the B3LYP
functional, particularly for the more polar solvents, this is expected to result in better
reaction rate constant predictions.
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Table 4.4: AAEs of solvation free energies of selected solvents in the training sets for
the SMD solvation models when using M06-2X and B3LYP functionals. AAEs are
presented in kcal mol−1.
Solvent ε SMD
M06-2X
SMD
B3LYP
Toluene 2.374 0.40 0.46
Chlorobenzene 5.697 1.10 1.03
Tetrahydrofuran 7.426 0.77 0.82
Ethanol 24.852 3.19 3.10
Nitromethane 36.562 1.31 1.26
Average 1.35 1.33
A continuum solvation model is validated by predictive capability of solvation free
energy (Marenich et al. 2009b). The separation of electrostatic and non-electrostatic
terms may differ for different solvation models and their accuracy depends on the
parameterisation of the latter terms (Marenich et al. 2009b), as well as the se-
lection of cavity description (in this work, all-atom intrinsic Coulomb radii and
united atom descriptions were used). Therefore, errors in the solvation free en-
ergy and reaction rate constant can arise from calculation of the electrostatic term
and the “shorter-range” non-electrostatic terms (in the SMx solvation model, cavity-
dispersion-solvent-structure terms) (Marenich et al. 2009b). The electrostatic terms
are determined by the IEF-PCM protocol, which has been implemented in all except
the SM8 solvation model.
A further source of inaccuracy can sometimes be attributed to the solute confor-
mations used to determine the liquid phase free energy. The solvation free energy can
be determined using a fixed gas phase solute conformation for both the gas and liq-
uid phase or by using a gas phase solute conformation and a separately re-optimised
liquid phase conformation (Nicholls et al. 2008). The issues associated with each
approach are highlighted in Section 4.5.3.3.
4.5.3.3 Optimising the gas phase solute conformation in liquid phase
In the literature there are two approaches to predicting solvation free energies. In
the first approach (used by, for example, Tomasi (2004), Marenich et al. (2009c),
Guthrie & Povar (2009) and Ribeiro et al. (2010)), solvation free energies are often
calculated with the gas phase optimised conformation in the liquid phase. Thus,
solvent effects are investigated only on the gas phase optimised conformation and
do not take into account structural and energetic changes of the conformation when
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solvated. This may be a sufficient and reasonable trade-off in terms of resources
and speed of computation for calculating solvation free energies for large numbers of
solvents, but the second approach (employed, for example, by Castejon & Wiberg
(1999), Stanescu & Achenie (2006) and Ashcraft et al. (2007)), where the gas phase
conformation is re-optimised in the liquid phase is more intuitive (it is expected that
a change in the dielectric surrounding of the solute may bring about a change in the
solute charge distribution, which may result in a change in the solute conformation).
As has been shown in Equation (4.84), the rate constant depends exponentially
on the solvation free energy ∆‡∆G◦,solv and a small change or error in this value
may result in a significantly different output. In the first approach, the use of the
lowest-energy conformation in the liquid phase is ignored. However, the lowest energy
conformation in the gas phase is not necessarily the lowest in liquid phase (Nicholls
et al. 2008). By considering that the lowest-energy solute conformations may be
different in the liquid phase, more realistic solvation free energies may be obtained
with separate solute optimisations in the gas and liquid phase.
Nicholls et al. (2008) claim that the first approach is generally an adequate as-
sumption. In Figure 4.6, solvation free energy predictions for both approaches in the
solvents cyclohexane, benzene, chloroform, aniline and water (the solvents are those
used in Figure 4.5) are contrasted. It is observed that the free energies of solvation
are similar, as both approaches have AAEs of ∼ 0.04 kcal mol−1. However, a case
demonstrating a significant effect when optimising a solute in the liquid phase can
be seen by using conformations published in the supplementary documentation of
Ribeiro et al. (2010). The authors calculated the solvation free energies of two gas
phase optimised conformations of glycerol. In this work, the solvation free energies
for the gas phase optimal conformations are reproduced and, in addition, solvation
free energies for the liquid phase optimised conformations are calculated using the
SM8 solvation model with the same level of theory (M06-2X/6-31+G(d)). Solva-
tion free energy differences of 0.82 kcal mol−1 and 0.69 kcal mol−1 are observed for
conformations I and II optimised in the liquid phase, respectively. The simulated
results are summarised in Table 4.5. No experimental values are available for the two
different conformations of glycerol, but this example demonstrates the effect that
re-optimising a solute in the liquid phase may have.
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Figure 4.6: Solvation free energy predictions of pyridine (gas phase optimised and
liquid phase optimised conformations) in solvents cyclohexane, benzene, chloroform,
analine and water. The level of theory used is M06-2X/6-31+G(d) and the AAE for
both approaches is 0.04 kcal mol−1.
Table 4.5: The effect on free energies of solvation when using gas phase optimised
conformation or liquid phase optimised conformations. The free energies of solvation
are calculated using the SM8 solvation model with the M06-2X/6-31+G(d) level of
theory and are presented in kcal mol−1.
Conformer I Conformer II
Source Gas phase
optimised
Liquid
phase
optimised
Gas phase
optimised
Liquid
phase
optimised
Ribeiro et al. (2010) −11.71 N/A −12.32 N/A
This work −11.68 −10.89 −12.30 −11.68
Such differences may result in significant changes to the predicted reaction rate
constant. Because of this and to keep the proposed methodology as generally appli-
cable as possible, the second approach is applied in this work. An analysis of the
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conformational changes and energetics is presented in the following section.
4.5.3.4 Reaction kinetics
Solvent effects on a solute are observed as an equilibration of the solvent-solvent and
solute-solvent interactions. During this equilibration stage the solute bond lengths,
bond angles and torsional angles adjust to minimise the free energy of the solute-
solvent system. In reality, solvent molecules in the immediate surrounding of the
solute also change their conformations. However, in this work the solvent physical
properties, some of which are used to describe the solvent, are considered not to
change since the solvent is approximated to a continuum. Such a description of the
solvent can nevertheless indicate how a solvent can alter the pathway of a reaction.
Presented below are changes in terms of solute conformations and solute energetics
for the SMD solvation model based on the B3LYP/6-31+G(d) level of theory, which
will be used to compute reaction rate constants.
4.5.3.4.1 Conformations Changes in conformation bond lengths, bond angles
and torsional angles are indicative of the effect of the medium. For the reaction being
investigated, changes in the bonds breaking or being created are the most indicative
to solvent effects on the reaction. The key bond lengths followed are the N-C bond
length for pyridine and the TS structure and the C-Br bond length for phenacyl
bromide and the TS structure. They are reported in Table 4.6, where R represents
the bond length between two nuclei in A˚.
Table 4.6: Changes of bond length in A˚ for solute species under the influence of
different solvents in Gaussian 09 at the SMD/B3LYP/6-31+G(d) level of theory.
Medium Pyridine Phenacyl
bro-
mide
TS structure
R(N-C) R(C-Br) R(N-C) R(C-Br)
Vacuum 1.3402 1.9735 1.8903 2.5458
Toluene 1.3411 1.9771 1.9819 2.5010
Chlorobenzene 1.3425 1.9796 2.0330 2.4686
Tetrahydrofuran 1.3429 1.9800 2.0420 2.4604
Acetone 1.3436 1.9815 2.0642 2.4409
Methanol 1.3444 1.9810 2.0738 2.4288
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From Table 4.6, bond lengths N-C increase in pyridine and the TS structures as the
solvent dielectric constant increases, whilst bond lengths C-Br increase in phenacyl
bromide and decrease in the TS structures for increasing solvent dielectric constants.
Consequently, as the solvent polarity increases, the TS for the Menschutkin reac-
tion in question occurs earlier in the reaction pathway. These findings agree with
those by Acevedo & Jorgensen (2010), who predicted a similar trend of earlier transi-
tion states with solvents of increasing polarity for the Menschutkin reaction between
triethylamine and ethyl iodide.
The conformational adjustments of the species involved in a reaction under the
influence of different media result in changes in the reaction pathway and can be
characterised by changes in the free energy of activation. The effects of conforma-
tional adjustments on the free energies of activation for different solvents is presented
in the next section.
4.5.3.4.2 Energetics Liquid phase free energies of activation ∆‡G◦,L are com-
puted using ideal gas and liquid phase contributions, as shown in Equation (4.95).
The ideal gas contributions, using the SMD/B3LYP approach, are shown in Table 4.7,
whereas liquid phase contributions are shown in Table 4.8. The energetic information
for the other approaches (that is IEF-PCM/B3LYP/UA0, IEF-PCM/B3LYP/UAHF,
SM8/B3LYP, SMD/M06-2X) can be found in Appendix E.
Table 4.7: Frequency calculation output from Gaussian 09 for IEF-PCM calculations
in the gas phase at B3LYP/6-31+G(d) level of theory. q
′,IG
i are the partition functions
and Eel,IGi the electronic energy contributions. TS denotes the TS structure, PhBr
denotes phenacyl bromide and Pyr denotes pyridine.
Medium Solute q
′,IG
i E
el,IG
i ν
‡
- [a.u. particle−1] cm−1
TS 1.55E-77 −3204.297 −424.6129
Vacuum PhBr 3.63E-41 −2956.030 -
Pyr 2.15E-27 −248.296 -
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Table 4.8: Frequency calculation output from Gaussian 09 for the SMD solva-
tion model for reaction species (transition state structure = TS, phenacyl bro-
mide = PhBr, pyridine = Pyr) in different solvents with intrinsic Coulomb radii
and B3LYP/6-31+G(d) level of theory.
Solvent Solute Eel,Li +G
CDS,L
i G
CDS,L
i
[a.u. particle−1] [kcal mol−1]
TS −3204.326 −8.510
Toluene PhBr −2956.045 −6.140
Pyr − 248.304 −2.270
TS −3204.335 −8.210
Chlorobenzene PhBr −2956.048 −5.870
Pyr − 248.306 −2.150
TS −3204.333 −5.890
Tetrahydrofuran PhBr −2956.046 −4.580
Pyr − 248.305 −0.990
TS −3204.337 −5.630
Acetone PhBr −2956.048 −4.350
Pyr − 248.307 −1.000
TS −3204.335 −1.170
Methanol PhBr −2956.046 −0.890
Pyr − 248.305 −0.010
The free energy of activation ∆‡G◦,L is defined as
∆‡G◦,L =−RT ln
[∏
i
(
q
′,IG
i
)−νi]
+ ∆‡∆Gp→c,IG + ∆‡Eel,L + ∆‡GNES,L, (4.95)
and predictions of this property are presented in Table 4.9 for different combina-
tions of solvation models (IEF-PCM, SM8, SMD), cavity descriptions (UA0, UAHF,
intrinsic Coulomb radii) and levels of theory (B3-LYP/6-31+G(d) and M06-2X/6-
31+G(d)). The activation free energies are computed in kcal mol−1. The reaction in
vacuum has the highest activation free energy, implying that the reactants are less
likely to pass over the saddle point to complete the reaction as products2, as opposed
to the reaction taking place in a medium of higher dielectric constant, for example,
acetone.
2The activation energy barrier is not the only factor affecting the spontaneity of a reaction. For
instance, if the free energy of the products is higher than that of the reactants, as is the case in the
gas phase in this case, the reaction will not take place spontaneously.
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Table 4.9: Comparison of activation free energies ∆‡G◦,L in kcal mol−1 for the Men-
schutkin reaction of phenacyl bromide with pyridine, using solvation models IEF-
PCM, SM8 and SMD with the associated radii for levels of theory B3LYP/6-31+G(d)
and M06-2X/6-31+G(d).
Medium ε UA0
PCM
B3-LYP/
6-31+G(d)
UAHF
PCM
B3-LYP/
6-31+G(d)
Coulomb
SM8
B3-LYP/
6-31+G(d)
Coulomb
SMD
B3-LYP/
6-31+G(d)
Coulomb
SMD
M06-2X/
6-31+G(d)
Vacuum 1.000 31.3 31.3 33.5 31.3 29.2
Toluene 2.374 25.5 28.0 27.0 25.4 23.6
Chlorobenzene 5.697 23.0 26.3 25.1 23.5 21.7
Tetrahydrofuran 7.426 22.6 26.2 24.9 23.1 21.2
Acetone 20.493 21.7 25.3 24.3 22.4 20.5
Methanol 32.613 21.6 24.3 23.8 21.7 19.8
Table 4.9 highlights how predictions of the activation free energy vary according to
solvation model, cavity description and functional selected. It is observed that the
trend for predicting free energies of activation is consistent between the different ap-
proaches, that is, the free energy of activation decreases as the value of the dielectric
constant increases. Calculations with the UAHF cavities predict the highest activa-
tion free energies and this is followed closely by predictions from the SM8 solvation
model. Predictions of activation free energy with UA0 cavities are close to the B3LYP
SMD predictions. Errors originating from the QM calculations are assumed to cancel
in the equation, thereby bringing about favourable predictions, as it has been shown
(in Section 4.5.3.2) that solvation free energies are predicted poorly by using the UA0
and UAHF cavities. The SMD solvation model with the M06-2X functional resulted
in the lowest free energies of activation compared with all other approaches, and is
therefore expected to result in higher reaction rate constants. Data from both Ta-
bles 4.7 and 4.8 are required to compute reaction rate constants for the SMD B3LYP
approach, as outlined in Section 4.5.1.4.
4.5.3.4.3 Reaction rate constants Absolute reaction rate constants are pre-
dicted using Equations (4.87) and (4.90) for IEF-PCM and SMx solvation models,
respectively. Although the IEF-PCM solvation model performed poorly when pre-
dicting solvation free energies, plausible results were obtained for activation free en-
ergies. Reaction rate constants are nevertheless calculated for comparison purposes.
The predicted reaction rate constants for the IEF-PCM, SM8 and SMD solvation
models with B3LYP and M06-2X density functionals are presented in Figure 4.7
along a vertical logarithmic scale. The predicted reaction rate constants are reported
in Table 4.10 and are compared to available experimental data (Ganase et al. 2011),
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obtained from 1H NMR spectroscopy used to measure reaction kinetics, in Figure 4.7
and Table 4.11.
Figure 4.7: Absolute rate constants for IEF-PCM and SMx solvation models with
B3LYP and M06-2X functionals and associated radii (UA0, UAHF, intrinsic Coulomb
radii), contrasted with rate constants measured by Ganase et al. (2011).
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Table 4.10: Absolute reaction rate constants kL in dm3 mol−1 s−1 for the SN2 reaction
in five pure solvents at 298.15 K when describing the solvent with the IEF-PCM and
SMx solvation models, using the associated radii and levels of theory B3LYP/6-
31+G(d) and M06-2X/6-31+G(d). ε denotes the dielectric constant of the solvent.
Solvent ε kL [dm3 mol−1 s−1]
IEF-PCM
UA0
B3LYP
IEF-PCM
UAHF
B3LYP
SM8
Coulomb
B3LYP
SMD
Coulomb
B3LYP
SMD
Coulomb
M06-2X
Toluene 2.379 1.42E-06 2.03E-08 1.10E-07 1.61E-06 3.76E-05
Chlorobenzene 5.621 1.06E-04 3.92E-07 2.66E-06 3.94E-05 9.19E-04
Tetrahydrofuran 7.580 1.98E-04 4.22E-07 4.02E-06 8.70E-05 2.19E-03
Acetone 20.700 8.94E-04 1.93E-06 1.08E-05 2.86E-04 7.51E-03
Methanol 32.630 1.07E-03 1.02E-05 2.47E-05 9.23E-04 2.54E-02
These experimental data are reported, amongst other measurements from the liter-
ature, in Table 4.11. The predictions vary significantly depending on the functional
used, for instance, the predictions based on the B3LYP functional underpredict the
rate constant, whereas the predictions based on the M06-2X functional overpredict
the rate constant. However, both methods are generally within an order of magni-
tude of the measured data (with the exception of methanol for the SMD/M06-2X
case and toluene for both cases) and the same trend is observed for both predictions.
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Table 4.11: Predicted absolute reaction rate constants kL in dm3 mol−1 s−1 for all
solvents that can be experimentally validated by rate constants kEXP from named
sources. The SMD solvation model was used with intrinsic Coulomb radii and the
B3LYP/6-31+G(d) level of theory.
Solvent ε kL kEXP Source
Toluene 2.374 1.61E-06 1.15E-04 Ganase et al. (2011)
Chloroform 4.711 2.33E-05 2.08E-04 Ganase et al. (2011)
Tetrahydrofuran 7.426 8.70E-05 2.59E-04 Ganase et al. (2011)
Acetone 20.493 2.86E-04 1.23E-03 Ganase et al. (2011)
1.45E-01 Hwang et al. (1983)
1.57E-03 Shunmugasundaram
& Balakumar (1985)a
3.62E-03 Winston et al. (1996)b
Ethanol 24.852 6.24E-04 3.00E-04 Ganase et al. (2011)
Methanol 32.613 9.23E-04 2.50E-04 Ganase et al. (2011)
7.50E-04 Pearson et al. (1952)c
4.12E-04 Barnard & Smith (1981)
2.88E-04 Yoh et al. (1981)
6.15E-04 Forster & Laird (1982)d
Acetonitrile 35.688 4.70E-04 2.61E-03 Ganase et al. (2011)
1.14E-02 Koh et al. (2000)e
a in 90% acetone - 10% water (v/v) mixture at 307 K.
b in 60% acetone - 40% water (v/v) mixture at 298 K.
c at 308 K.
d at 310 K.
e at 318 K.
As expected, the high free energies of activation (based on the UAHF/IEF-PCM/B3LYP
and SM8/B3LYP calculations) lead to the prediction of smaller values for the rate
constants. Surprisingly though, the predicted reaction rate constants based on the
UA0 cavities are very close to the experimental measurements. Although the UA0
cavity results are promising, they are not used in this work. The reason for this is
that reaction rate constants depend on the solvation free energies, and since these
cannot be predicted to a satisfactory accuracy by the model, the approach cannot be
defended quantitatively.
To verify the accuracy of the QM reaction rate constants, further experiments
(Ganase et al. 2011) were carried out for additional solvents (chloroform, ethanol, ace-
tonitrile). The measured and predicted reaction rate constants (kEXP and kL, respec-
tively) are reported in Table 4.12 and both predicted reaction rate constants deter-
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mined using the SMD solvation model. AAEs for the approaches based on the B3LYP
and M06-2X functionals are determined to be 6.50E-04 and 9.39E-03 dm3 mol−1 s−1,
respectively. Results based on the B3LYP functional demonstrate the smallest error
for the solvents investigated in this work. Therefore, from hereon, the reaction rate
constants are predicted using the B3LYP density functional. The energetics for these
additional solvents, using the approaches SMD/B3LYP and SMD/M06-2X, can be
found in Appendix F.
Table 4.12: Predicted absolute reaction rate constants kL in dm3 mol−1 s−1 for
additional solvents chloroform, ethanol and acetonitrile at 298.15 K compared to
experimental reaction rate constants kEXP from named sources. The SMD solvation
model is used with intrinsic Coulomb radii and the B3LYP/6-31+G(d) and M06-
2X/6-31+G(d) level of theory.
Solvent ε kL
B3LYP
kL
M06-2X
kEXP Source
Chloroform 4.711 2.33E-05 5.59E-04 2.08E-04 Ganase et al. (2011)
Ethanol 24.852 6.24E-03 1.71E-02 3.00E-04 Ganase et al. (2011)
Acetonitrile 35.688 4.70E-03 1.25E-02 2.61E-03 Ganase et al. (2011)
Finally, the predicted reaction rate constants with experimental data for the specified
Menschutkin reaction are shown in Figure 4.8. The solvents that have therefore been
verified by experiment are: toluene, chloroform, tetrahydrofuran, acetone, ethanol,
methanol and acetonitrile.
In Figure 4.8 it is shown that the reaction rate constants in the liquid phase can
generally be predicted within an order of magnitude of experimental measurements,
exceptions being toluene and chloroform. The predicted reaction rate constant for
chloroform is just over an order of magnitude out from the experimental measure-
ments, whilst toluene is out by two orders of magnitude. This may be attributed to
the low dielectric value associated with the solvents.
The reader is reminded that prediction of liquid phase rate constants is a trade-off
between accuracy and computational cost, and that a discrepancy between predic-
tions and experimental measurements is expected. There is no consensus on how to
determine all relevant solvent effects (Jalan et al. 2010) and because the electrostatic
and non-electrostatic terms are separated differently in solvation models (Marenich
et al. 2009b), the solvation model that best describes experimental measurements
is used. In this case, the SMD/B3LYP approach is shown to predict solvation free
energies and rate constants well.
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Figure 4.8: Absolute reaction rate constants for SMD solvation model with the
B3LYP functional and the intrinsic Coulomb radii, and compared with experimen-
tal (Ganase et al. 2011) reaction rate constants.
In addition, all predicted reaction rate constants (with exception of methanol and
ethanol) follow the trend of the experimental measurements reported by Ganase et al.
(2011). The poor prediction of the reaction rate constants for methanol and ethanol
was anticipated due to the high errors associated with the parameterisation of the
solvation free energies for ethanol and the lack of ∆G◦,solv data for methanol. Further
experimental data obtained from the literature is also reported in Table 4.11, but it
is also worth noting that rate constant measurements vary.
4.5.3.5 SMD sensitivity analysis
The sensitivity analysis investigates the uncertainty in the reaction rate constant for
a given error in the activation free energy term ∆‡G◦,L. It is believed that the overall
error for the activation free energy will be relatively low compared to errors in the
solvation free energy of individual species, due to the nature of the reaction. This
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is because the TS structure and phenacyl bromide are both highly polar and it is
anticipated that the error associated with the solvation free energy of both species will
be within a similar range and therefore the error terms may cancel each other. Here
an arbitrary error of 1.0 kcal mol−1 in ∆‡G◦,L is assumed, that is, the rate constant
expression is multiplied by exp
(∓1.0kcal mol−1/RT ). Figure 4.9 demonstrates the
resulting error in the predicted reaction rate constants, in the form of vertical error
bars. Since the reaction rate constant for methanol is predicted to be largest, it
Figure 4.9: Reaction rate constant calculated using the SMD solvation model with
the B3LYP functional and incorporating an error of 1.0 kcal mol−1 into the free
energy of activation barrier ∆‡G◦,L.
is most sensitive to error, followed by ethanol. Reaction rate constant predictions
with such high sensitivity should therefore be treated with caution. It is shown
that by assuming an overprediction of the free energy of activation by only 1.0 kcal
mol−1, predictions of the experimental reaction rate constant data are achievable
(with exception to methanol and ethanol). Since the error seems to be consistent for
all predictions (except the small alcohols, which are being disregarded), this error may
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be a result mainly from the gas phase QM calculations. It is therefore recommended,
as a future direction, to do gas phase calculations at a higher level of theory and see
if better predictions for the rate constants can be obtained.
4.5.4 Concluding remarks
In conclusion, an expression to calculate the rate constant for an elementary SN2
Menschutkin reaction in a pure solvent has been derived. The reaction kinetics are
based on CTST and the solvents are described using continuum solvation models.
The expression has been adapted to predict reaction rate constants for the IEF-PCM
and SMx continuum solvation models – in this work software packages Gaussian 03,
Gaussian 09 and GAMESSPLUS are used.
Based on initial solvation free energy calculations and comparison with experi-
mental data (Hawkins et al. 1998), the SMx solvation models are identified as the
most promising. It has been demonstrated that the IEF-PCM solvation model, with
both default and recommended cavity descriptions (Frisch et al. 2004) (UA0 and
UAHF, respectively), predicts the solvation of pyridine in pure solvents poorly. The
SMD solvation model was pursued further, as it belongs to the more predictive SMx
family of solvation models and it has been parallelised and implemented robustly in
Gaussian 09. The M06-2X functional is also investigated alongside the more com-
monly used B3LYP functional, due to its potentially promising performance (Zhao
& Truhlar 2008).
Solvation free energy predictions for ethanol exhibited high AAEs, showing that
the reaction rate constants for methanol and ethanol are likely to be predicted poorly.
Furthermore, reaction rate constant data measured by Pearson et al. (1952), Barnard
& Smith (1981), Yoh et al. (1981), Forster & Laird (1982) and Ganase et al. (2011)
verified the preceding statement for methanol. It was also observed that predic-
tions for methanol and ethanol do not follow the trend of experimental reaction rate
constant measurements. Solvation free energies of other solutes investigated with a
similar solvation model and functional, exhibited significantly smaller AAEs.
Reaction rate constants have been calculated using the B3LYP and M06-2X den-
sity functionals for the SMD solvation models (using intrinsic Coulomb radii). It has
been shown that when using the M06-2X functional, the reaction rate constants are
overpredicted, whereas when using the B3LYP functional, the reaction rate constants
are underpredicted. A comparison of the predicted rate constants for the B3LYP and
M06-2X functionals show that predictions based on the former functional yield better
results for the solvents investigated in this work.
This demonstrates how important solvation model, cavity description and func-
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tional selection are for predictions of liquid phase reaction rate constants. A positive
result is that the trend of the reaction rates can be captured. However, without
experimental data, there are no means to determine which approach is necessarily
correct. Predictions for the SMD solvation model (based on the B3LYP functional)
are found to generally fall within an order of magnitude of the measured reaction
rate constants (Ganase et al. 2011).
The uncertainty in predicting reaction rate constants has highlighted the need
for a quantification of potential error, which has been investigated in the form of a
sensitivity analysis. Due to the similar nature of phenacyl bromide and TS structures,
it was assumed that the prediction of the activation free energy ∆‡G◦,L is subject
to an arbitrary overall error and a value of 1.0 kcal mol−1 was used. This analysis
showed that the solvents with the largest reaction rate constants are also the most
sensitive to error and that experimental validation may therefore be required for the
particular solvent. Moreover, it has been shown that by assuming an overprediction
of the free energy of activation by only 1.0 kcal mol−1, predictions and experimental
data are found within the error bars for the aprotic solvents.
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Chapter 5
Computer-aided molecular design
5.1 Introduction
In this chapter, the focus is placed on Stages 2 to 4 of the methodology presented in
Chapter 3. The CAMD optimisation formulation is presented along with all struc-
tural groups and associated property contributions.
Stage 2, is a collection of lists of group contributions that are used, along with
the predicted QM reaction rate constants from Chapter 4, to build a predictive
reaction model in Stage 3. This reaction model is then implemented into Stage 4,
which is an optimisation formulation used to identify an optimal solvent candidate to
enhance the rate constant of a specified reaction most. Furthermore, the properties
of the designed solvent candidate that are needed to validate its performance by QM
calculations are calculated.
5.2 Optimisation problem formulation
An optimisation problem similar to that of Folic´ et al. (2008a) is formulated as a
MILP problem, where an optimal solvent candidate of small-to-medium size is iden-
tified with the objective to enhance the rate constant of a specified reaction. Simple
structure-property relations are used (for instance, group contribution methods and
empirical relations) and a large design space of solvent molecules can be explored.
The problem formulation is introduced over several sections. Firstly, the general
optimisation problem formulation is presented, followed by the objective function. It
is shown how the objective function relates to one of the constraints, the empirically-
determined solvatochromic equation (Abraham et al. 1987a, Abraham et al. 1987b).
All structure-property constraints, chemical feasibility constraints, molecular com-
plexity constraints and design constraints needed to identify the optimal solvent
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candidate are presented thereafter.
The methodology presented here is general and when considering a specific ap-
plication, certain groups can be deactivated due to their potential reactivity with
reactants and/or lack of data to predict the solvent properties. The set of groups
considered by Folic´ et al. (2007) has been expanded by adding important single-group
solvents (for instance, nitromethane, acetonitrile and tetrahydrofuran), making the
methodology more practically applicable and expanding the design space.
5.2.1 General formulation
The optimisation problem is formulated as the maximisation of an objective function
f (p) with respect to variables p, n, y
max
p,n,y
f (p) (5.1)
s.t. h1 (k,p,n,y) = 0 (5.2)
g1 (k,p,n,y) ≤ 0 (5.3)
h2 (n,y) = 0 (5.4)
g2 (n,y) ≤ 0 (5.5)
d (p,n,y) ≤ 0 (5.6)
p ∈ Rm (5.7)
n ∈ Rq (5.8)
yi ∈ {0, 1}u i = 1, . . . , q, (5.9)
where h1 is a set of structure-property equality constraints, h2 is a set of chemical fea-
sibility and molecular complexity equality constraints, g1 is a set of structure-property
inequality constraints, g2 is a set of chemical feasibility and molecular complexity in-
equality constraints, d is a set of design constraints, p is a m-dimensional vector of
variables denoting physical properties, n is a q-dimensional vector of continuous vari-
ables denoting the number of groups in a molecule1, k is the reaction rate constant, y
is a q×u matrix of binary variables used to activate groups and constrain continuous
variables to integer values.
1Although n is continuous, its dependence on binary variables y ensures that it will only assume
positive integer values. The reader is referred to Section 5.2.4.5 for further details.
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5.2.2 Objective function
The objective function for the optimisation formulation is expressed for one reaction,
that is
f (k) = log kCAMD, (5.10)
where log kCAMD is a variable representing the logarithm of the reaction rate constant.
The logarithm was chosen to conform with the solvatochromic equation (Abraham
et al. 1987a, Abraham et al. 1987b), discussed in Section 4.2.2, and to ensure linearity.
It is possible to investigate more complex objective functions, for instance, the case
of several competing reactions (the reader is referred to Folic´ et al. (2008a)).
5.2.3 Structure-property constraints
Structure-property constraints, h1 = 0 and g1 ≤ 0, relate the structure of the sol-
vent to its properties and to properties of the mixture. The solvatochromic equation
is the first such constraint and relates the logarithm of the reaction rate constant
to the following solvent properties; Abraham’s hydrogen bond acidity (the solvent’s
hydrogen bond donor ability) A, Abraham’s hydrogen bond basicity (the solvent’s
hydrogen bond acceptor ability) B, dipolarity/polarisability parameter S, polaris-
ability correction parameter δ and the Hildebrand solubility parameter δH , which are
related to the solvent structure.
5.2.3.1 Solvatochromic equation
The solvatochromic equation has been discussed in Section 4.2.2 and is shown here
only for completeness of the optimisation problem formulation
log kCAMD = c0 + cAA+ cBB + cSS + cδδ + cδ2H
δ2H
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,
The solvatochromic equation is regressed to a small set of diverse solvents (diversity
can be based on, for example, solvent polarity or functional groups). In this work,
six to seven solvents were used to develop the initial solvatochromic equation and
the Microsoft Office Excel software package was used, along with the Data Analysis
package for Regressions.
5.2.3.2 Abraham’s hydrogen bond acidity A and basicity B
Sheldon et al. (2005) proposed a first-order group contribution prediction for A and
B. Solvents of small-to-medium size can be described in a sufficient accurate manner
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by
P =

p0 +
∑
i∈G
nipi if p0 +
∑
i∈G
nipi > m,
0 otherwise,
(5.11)
where P is the primary property (A or B), G is a set of groups (the reader is referred
to Table 5.4 in Section 5.3.1), p0 is a coefficient, pi is the group contribution to
property P from group i, ni is the number of groups of type i, m is a cutoff value
below which the property value is considered zero. In Sheldon et al. (2005), p0, pi
and m were determined by regression of Equation (5.11) to experimental data.
5.2.3.2.1 Abraham’s hydrogen bond acidity, A Abraham’s hydrogen bond
acidity A is predicted by
A =

0.010641 +
∑
i∈G
niAi if yA = 1,
0 otherwise.
(5.12)
The binary variable yA is determined by
yA =

1 if 0.010641 +
∑
i∈G
niAi > 0.029,
0 otherwise.
(5.13)
A, from Equation (5.12), is determined by constraints
− A+
∑
i∈G
niAi + yA − 0.989359 ≤ 0, (5.14)
0 ≤ A ≤MyA, (5.15)
A−
∑
i∈G
niAi − 0.010641 ≤ 0, (5.16)
where M is a large positive number associated with the big-M method (M = 100 is
used), Ai is the acidity contribution for group i (the reader is referred to Table 5.6 in
Section 5.3.3) and yA is a binary variable associated with Abraham’s hydrogen bond
acidity A. Equation (5.13) is implemented by∑
i∈G
niAi −MyA − 0.018359 ≤ 0, (5.17)
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and
M(yA − 1)−
∑
i∈G
niAi + 0.018359 ≤ 0. (5.18)
5.2.3.2.2 Abraham’s hydrogen bond basicity, B The prediction of Abra-
ham’s hydrogen bond basicity B is similar to that of Abraham’s hydrogen bond
acidity (Sheldon et al. 2005) and is predicted by
B =

0.12371 +
∑
i∈G
niBi if yB = 1,
0 otherwise.
(5.19)
The binary variable yB is determined by
yB =

1 if 0.123731 +
∑
i∈G
niBi > 0.124,
0 otherwise,
(5.20)
B, from Equation (5.19), is determined by
− B +
∑
i∈G
niBi + yB − 0.87629 ≤ 0, (5.21)
0 ≤ B ≤MyB, (5.22)
B −
∑
i∈G
niBi − 0.12371 ≤ 0, (5.23)
where M is a large positive number (M = 100 is used), Bi is the basicity contribution
for species i (the reader is referred to Table 5.6 in Section 5.3.3) and yB a binary
variable associated with Abraham’s hydrogen bond basicity B. Equation (5.20) is
determined by ∑
i∈G
niBi −MyB − 0.00029 ≤ 0, (5.24)
and
M(yB − 1)−
∑
i∈G
niBi + 0.00029 ≤ 0. (5.25)
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5.2.3.3 Dipolarity/polarisability S
A prediction method for the dipolarity/polarisability parameter S has been developed
by Folic´ et al. (2007)
S = 0.325675 +
∑
i∈G
niSi, (5.26)
where Si is the dipolarity/polarisability contribution for species i in set G (the reader
is referred to Table 5.6 in Section 5.3.3).
5.2.3.4 Polarisability correction parameter δ
Kamlet et al. (1977) introduced a polarisability correction parameter δ to correct
the aforementioned dipolarity/polarisability parameter S, depending on whether
the molecule investigated is a nonhalogenated aliphatic solvent, a polyhalogenated2
aliphatic solvent or an aromatic solvent. δ is defined as
δ =

1.0 if aromatic solvent,
0.5 if polyhalogenated aliphatic solvent,
0.0 if nonhalogenated aliphatic solvent.
(5.27)
To determine δ, two binary variables are needed. The binary variable y1 is used to
identify aromatic groups and is defined (Folic´ et al. 2007) by
y1 =

1 if
∑
i∈GA
ni ≥ 1,
0 otherwise.
(5.28)
Binary variable y2 is used to identify halogenated molecules and is defined
3 by
y2 =

1 if
∑
i∈GH
hini ≥ 1,
0 otherwise,
(5.29)
where GA is the set of aromatic groups and GH is the set of halogenated groups
and hi is the number of halogen atoms for group i ∈ GH . Both GA and GH are
subsets of set G (the reader is referred to Table 5.4 in Section 5.3.1 for groups in set
G and Table 5.5 in Section 5.3.2 for subsets of set G). y1 can be determined with
2In this work δ = 0.5 has been assumed for aliphatic solvents with one or more halogen atoms,
whereas Folic´ et al. (2007) assumed δ = 0.5 for aliphatic solvents with two or more halogen atoms.
This implementation allows the design of single-halogenated aliphatic solvents, which is not possible
under the assumption by Folic´ et al. (2007).
3The constraints have been modified to those published by Folic´ et al. (2007) and Folic´ et al.
(2008a).
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two constraints
∑
i∈GA
ni ≤
(∑
i∈GA
ni
)
max
y1, (5.30)
and ∑
i∈GA
ni ≥ y1, (5.31)
where max denotes the maximum value that can be attained by the summation,
assuming the maximum number of aromatic groups is present. y2 can be determined
using two constraints
y2 ≤
∑
i∈GH
hini, (5.32)
and
y2
(∑
i∈GH
hini
)
max
≥
∑
i∈GH
hini − ω
(∑
i∈GH
hini
)
max
, (5.33)
where hi is the number of halogen atoms in a group of subset GH (refer to Table 5.1
for further details), max denotes the maximum value that can be attained by the
summation, assuming the maximum number of halogen atoms that can be present
and ω is a positive number ensuring that y2 = 1 when at least one halogen atom is
present in the molecule of interest (in this work, ω = 0.19).
Table 5.1: Halogenated groups in subset GH with number of halogen atoms per
group.
ni hi
I 1
Br 1
CH2Cl 1
CHCl2 2
CHCl 1
CHCl3 3
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δ is then determined as a function of binary variables y1 for aromatic groups and y2
for halogenated groups, so that
δ ≥ y1, (5.34)
δ ≤ y1 + 0.5y2, (5.35)
δ ≥ 0.5y2, (5.36)
0 ≤ δ ≤ 1. (5.37)
5.2.3.5 Cohesive energy density δ2H
One of the descriptors used by Abraham and coworkers is the cohesive energy density
of a solvent (Abraham et al. 1987a, Abraham et al. 1987b). The cohesive energy
density δ2H is the square of the Hildebrand solubility parameter δH and can be related
to the solvent liquid molar volume and the solvent enthalpy of vaporisation at low
pressures so that
δ2H
[
cal
cm3
]
= 0.238846
∆HV − 10−3RT
Vm
, (5.38)
where the factor 0.238846 is the conversion factor from J to cal, ∆HV is the enthalpy
of vaporisation of the solvent in kJ mol−1 at 298 K, R is the universal gas constant
in J mol−1 K−1, T is absolute temperature in K and Vm is the liquid molar volume
of the solvent in m3 kmol−1 at 298 K. Equation (5.38) is nonlinear and has been
linearised by Folic´ (2006) according to the methodology of Maranas (1996). Both
the solvent enthalpy of vaporisation and the solvent liquid molar volume are predicted
using first-order group contribution approaches (Constantinou et al. 1995, Marrero &
Gani 2001). The enthalpy of vaporisation4 is determined using the approach proposed
by Marrero & Gani (2001)
∆HV =
∑
i∈G
niHV,i + 11.733, (5.39)
where HV,i is the heat of vaporisation contribution of group i in kJ mol
−1 (the reader
is referred to Table 5.6 in Section 5.3.3). The liquid molar volume is determined
using the approach proposed by Constantinou et al. (1995)
Vm =
∑
i∈G
niVm,i + 0.01211, (5.40)
where Vm,i is the liquid molar volume contribution of group i in m
3 kmol−1 (the
reader is referred to Table 5.6 in Section 5.3.3).
4The enthalpy of vaporisation is predicted with an up-to-date approach and therefore differs
from that used by Folic´ et al. (2008a)
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5.2.3.6 Melting and boiling temperatures
A potential solvent candidate needs to be in the liquid phase at reaction conditions
and to ensure that this is the case, melting and boiling points need to be calculated
for solvent candidates. Criteria to ensure that potential solvents are in the liquid
phase will be further discussed in Section 5.2.6. The first-order GC method proposed
by Marrero & Gani (2001) is implemented to determine a dimensionless equivalent
melting point temperature Tm,e by
Tm,e = exp (Tm/Tm,0) =
∑
i∈G
niTmi , (5.41)
where Tm is the melting point temperature, Tm,0 is a reference value (Tm,0 = 147.450
K) for the melting temperature and Tm,i is the contribution of group i (the reader is
referred to Table 5.13 in Section 5.3.3) to Tm,e. A similar first-order correlation, also
proposed by Marrero & Gani (2001), is implemented to determine a dimensionless
equivalent boiling point temperature Tb,e by
Tb,e = exp (Tb/Tb,0) =
∑
i∈G
niTbi , (5.42)
where Tb is the boiling point temperature, Tb,0 is a reference value (Tb,e = 222.543
K) for the boiling temperature and Tb,i is the contribution of group i (the reader is
referred to Table 5.13 in Section 5.3.3) to Tb,e.
5.2.4 Chemical feasibility constraints
Chemical feasibility constraints of the form h2 = 0 and g2 ≤ 0 are given in this
section. Here the types of molecules that can be designed are introduced, along with
constraints that ensure solvent candidates are feasible.
5.2.4.1 Types of molecules
Three types of molecular structures (namely, acyclic, bicyclic and monocyclic molec-
ular structures) can be designed using structural groups and the associated con-
straints to do so are discussed in Section 5.2.4.1.1. Two of these types of molecules
(bicyclic and monocyclic molecules) are of an aromatic nature and are discussed in
Section 5.2.4.1.2.
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5.2.4.1.1 General Acyclic, bicyclic and monocyclic molecules can be designed5
with additional constraints on the structural groups and these molecules are denoted
by binary variables y5, y6 and y7, respectively. These binary variables ensure that
only one type of molecule can be generated at a time with constraint
y5 + y6 + y7 = 1. (5.43)
Therefore, an acyclic molecule is designed when y5 = 1, a bicyclic molecule is designed
when y6 = 1 and a monocyclic molecule is designed when y7 = 1. A continuous
variable m, corresponding to the binary variables introduced in Equation (5.43) is
given by Odele & Macchietto (1993), so that
m =

1 for an acyclic molecule,
0 for a monocyclic molecule,
−1 for a bicyclic molecule.
(5.44)
The use of a continuous variable allows the type of molecule (either acyclic, mono-
cyclic or bicyclic) designed to be represented by one variable. Its use will become
apparent in other chemical feasibility constraints, such as the octet rule (Odele &
Macchietto 1993) and modified bonding rule (Buxton et al. 1999). m is determined
as a function of the acyclic molecule binary y5 and the bicyclic molecule binary y6,
so that
m− (y5 − y6) = 0. (5.45)
5.2.4.1.2 Aromatic molecules For simplicity, cyclic molecules have been con-
strained to strictly aromatic monocyclic and bicyclic molecules, that is, only struc-
tural groups from set GA (the reader is referred to Table 5.5 in Section 5.3.2) can
be used to build the backbone of the designed molecule. For a formulation allowing
more complex structures, the reader is referred to Apostolakou & Adjiman (2003).
A monocyclic molecule, denoted by y7 = 1, contains exactly six aromatic structural
groups and a bicyclic molecule, denoted by y6 = 1, contains exactly ten aromatic
structural groups. This is represented by constraint:∑
i∈GA
ni − 6y7 − 10y6 = 0, (5.46)
as shown in Figure 5.1.
5Only acyclic and monocyclic molecules have been designed in this work to simplify the method-
ology and to ensure maximum accuracy is attained for predictions with first-order group contribu-
tions.
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Figure 5.1: A monocyclic molecule containing six (circled) aromatic groups (left) and
a bicyclic molecule containing ten (circled) aromatic groups (right).
5.2.4.2 Octet rule
The implementation of the octet rule ensures that a molecule is structurally feasible
and that each valency in a structural group is satisfied with a covalent bond (Odele
& Macchietto 1993) ∑
i∈G
(2− vi)ni − 2m = 0, (5.47)
where vi is the actual valency of group i (the reader is referred to Table 5.6 in
Section 5.3.3).
5.2.4.3 Modified bonding rule
In GC techniques, double and triple bonds are defined explicitly in the groups, and
to preserve the accuracy inherent in this approach, two structural groups should not
be bonded to each other by more than one covalent bond. For instance, a CH2 group
with a valency of two has to bond with at least two other groups with a valency of
at least one. Therefore, CH2 with a valency of two cannot form a covalent double
bond to another CH2 with a valency of two group to form ethene. To form ethene,
a =CH2 group with a valency of one is required to bond with a =CH2 group with
a valency of one. A constraint to ensure this was proposed by Odele & Macchietto
(1993). It was modified by Buxton et al. (1999) and it has been further modified
in this work to include single-group solvents6. Single-group solvents are groups that
have no free valency (that is, they are feasible solvent molecules consisting strictly
of one group) and the reader is referred to Table 5.2 for a list of the single-group
solvents introduced in this work. Typically, they are solvents that are too small to be
treated accurately by group contribution (for example, chloroform). Therefore, the
following constraint ensures that no more than one covalent bond is formed between
6Adding single-group solvents that could not be predicted by existing GC techniques is a new
constraint not in the original problem formulation of Folic´ et al. (2007)
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two adjacent structural groups
nj(vj − 1) + 2
(
m−
∑
i∈G1
ni
)
−
∑
i∈G
ni ≤ 0, ∀j ∈ G (5.48)
where G1 ⊂ G is the set of single-group solvents (refer to Table 5.2). If an evaluated
solvent candidate is a single-group solvent, by default m = 1, as single-group solvents
are treated as pseudo-acyclic groups. Therefore, the group will have no valencies and
Equation (5.48) will allow a single-group solvent to be designed∑
i∈G1
ni ≥ 0. (5.49)
This ensures that at a single-group solvent can be selected per solvent candidate
designed.
Table 5.2: Single-group solvents implemented for this work in subset G1, where
G1 ⊂ G.
Solvent
name
ni
Acetonitrile CH3CN
Benzonitrile C7H5N
Benzyl alcohol C7H8O
Chloroform CHCl3
Nitrobenzene C6H5NO2
Nitromethane CH3NO2
Tetrahydrofuran C4H8O
5.2.4.4 Ensuring the existence of one molecule only
The octet rule ensures that the valency for each molecule is satisfied, whilst the
modified bonding rule ensures that no more than one bond occurs between two
adjacent structural groups. However, with these constraints it is possible to design
two separate molecules instead of one. This is clearly an undesirable solution. This
situation is more likely to occur if single-group solvents are introduced, because the
upper limit on the number of allowed structural groups, nG,max, will readily allow
an additional stable molecule to be designed. Together, the single-group solvent and
the second stable molecule will satisfy both the octet rule and the modified bonding
rule. Therefore, to ensure that single-group solvents appear only by themselves when
138
designed, the following constraint was developed∑
i∈G
ni − nj ≤ (1− nj)nG,max, j ∈ G1, (5.50)
where i denotes a structural group in set G and j denotes a single-group solvent in
set G1 ⊂ G.
5.2.4.5 Ensuring continuous variable ni is an integer
The number of groups allowed in a molecule of type i is defined by continuous variable
ni, where i ∈ G. However, ni must take only integer values and this is done as follows
K∑
k=1
2k−1yi,k − ni = 0, ∀i ∈ G, (5.51)
where yi,k are binary variables for groups i over the index of summation k and pa-
rameter K can be chosen to ensure that no more than a certain number of identical
groups appear in the molecule. In this work K = 3, allowing a maximum of seven
groups of type i in the same molecule.
5.2.5 Molecular complexity constraints
Molecular complexity constraints limit the complexity (i.e. types of functional groups
and bond types) and size of molecules. These constraints require a certain degree
of insight into chemistry (some functional groups should not appear in the same
molecule or certain combinations of functional groups can result in high viscosity of
the solvent, for example, allowing amine or amide groups into a solvent candidate
can result in the solvent reacting with one of the reactants and allowing three OH
structural groups may result in a solvent like glycerol that is highly viscous). Any
known limitations of the property prediction techniques used (for example, group
contribution methods often perform poorly for large molecules) can be taken into
account in setting up these constraints. Marrero & Gani (2001) have shown that
the properties of simple and monofunctional compounds can be predicted using first-
order GC, whilst those of polyfunctional acyclic compounds, aromatic and alicyclic
compounds with only one ring, may require second-order groups.
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5.2.5.1 Molecule size
The size of molecules is controlled by introducing a lower bound for the minimum
number of groups nG,min that should be in a molecule
nG,min −
∑
i∈G
ni ≤ 0, (5.52)
and an upper bound for the maximum number of groups nG,max that are allowed in
a molecule ∑
i∈G
ni ≤ nG,max. (5.53)
The values chosen for nG,min and nG,max are presented in Table 5.3.
Table 5.3: Summary of parameter determining minimum and maximum number of
groups allowed in a designed molecular candidate.
Parameter Description Value
nG,min Minimum number of groups allowed in a molecule 1
nG,max Maximum number of groups allowed in a molecule 7
5.2.5.2 Group contraints
5.2.5.2.1 General The maximum number of groups of type i that can appear in
a molecule is also restricted by an upper bound nUi where
ni ≤ nUi , ∀i ∈ G, (5.54)
and values of nUi associated with ni are presented in Table 5.4 in Section 5.3.1. GM
is a set of main groups and a subset of G, consisting of groups that only contain
C and H atoms (the reader is referred to Table 5.5 in Section 5.3.2). As an upper
bound, main groups should appear in acyclic molecules at most nG,max times and in
monocyclic molecules at most twice. This is done by∑
i∈GM
ni ≤ 2y7 + nG,maxy5. (5.55)
GF is a set of functional groups and a further subset of G, consisting of groups that
contain atoms other than C and H atoms (the reader is referred to Table 5.5 in
Section 5.3.2). The possible occurrence of non-aromatic functional groups is limited
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to only monocyclic and acyclic molecules by∑
i∈GF
ni
nUi
≤ y5 + y7. (5.56)
5.2.5.2.2 Carbon-carbon double bond occurrence The number of carbon-
carbon double bonds that can occur in a solvent molecule is constrained to a maxi-
mum of one by
nCH2=CH + nCH=CH + nCH2=C + nCH=C + nC=C ≤ 1. (5.57)
5.2.5.2.3 Aromatic groups & side chains When designing aromatic mono-
cyclic molecules, side chains will appear if the groups aC, aCCH or aCCH2 are ac-
tive. Some aromatic molecules will already contain aromatic functional groups, and
to control further the size and functionality of these molecules, three binary variables
are introduced. The binary variable yaC for group aC is given by
yaC =
1 if an aC group is present in a molecule,0 otherwise. (5.58)
The binary variable yaCCH for group aCCH is given by
yaCCH =
1 if an aCCH group is present in a molecule,0 otherwise. (5.59)
The binary variable yaCCH2 for group aCCH2 is given by
yaCCH2 =
1 if an aCCH2 group is present in a molecule,0 otherwise. (5.60)
Constraints (Folic´ et al. 2008a) are set up to determine values for the binary variables.
yaC is determined
7 by
naC − 0.9−MyaC ≤ 0, (5.61)
and
M(yaC − 1)− naC + 1 ≤ 0. (5.62)
7An alternative formulation for this constraint of yaC ≤ naC ≤ MyaC has been identified, but
has not been implemented yet.
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yaCCH is determined
8 by
naCCH − 0.9−MyaCCH ≤ 0, (5.63)
and
M(yaCCH − 1)− naCCH + 1 ≤ 0. (5.64)
yaCCH2 is determined
9 by
naCCH2 − 0.9−MyaCCH2 ≤ 0, (5.65)
and
M(yaCCH2 − 1)− naCCH2 + 1 ≤ 0. (5.66)
For monocyclic molecules there is a need to introduce a new binary variable yM so
that
yM =
1 if yaC + y7 = 2,0 otherwise. (5.67)
yM is obtained by two constraints:
y7 + yaC − 1− yM ≤ 0, (5.68)
and
M(yM − 1)− y7 − yaC + 2 ≤ 0, (5.69)
where M = 2. Both monocyclic and bicyclic molecules can be designed, but only
monocyclic molecules are allowed to have side chains. Therefore, aCCH and aCCH2
groups will not appear in bicyclic molecules. The aC group can appear up to once
in monocyclic and twice in bicyclic molecules so that
2y6 + yM − naC = 0. (5.70)
The complexity of molecules designed is reduced by allowing at most one aC, aCCH
or aCCH2 group to be active in a monocyclic molecule by
yM + yaCCH + yaCCH2 ≤ 1. (5.71)
8An alternative formulation for this constraint of yaCCH ≤ naCCH ≤MyaCCH has been identi-
fied, but has not been implemented yet.
9An alternative formulation for this constraint of yaCCH2 ≤ naCCH2 ≤ MyaCCH2 has been
identified, but has not been implemented yet.
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There are two types of groups in side chains, the chain-ending groups in set GCE and
non-chain-ending groups in set GNCE. These are defined in Table 5.5 in Section 5.3.2.
Non-chain-ending groups are always attached directly to the aromatic molecule, pro-
vided a chain-ending group is attached afterwards, whereas a chain-ending group
can be attached directly to the aromatic group or to a non-chain-ending group. For
example, in Figure 5.2 the molecular structure on the left-hand is infeasible, as a
chain-ending group is missing. The molecular structure on the right-hand side is
feasible, since a CH3 chain-ending group is attached. An aCCH group forms two side
CH2
H3C
CH2
Figure 5.2: Left: an infeasible monocyclic molecule containing six aromatic groups,
one of which is a non-chain-ending group. Right: the monocyclic molecule is feasible
and contains six aromatic groups with a chain-ending group (in this case a CH3
group).
chains, of which one is restricted to a CH3 group by
yaCCH ≤ nCH3 . (5.72)
Chain-ending groups are limited to appear at most three times in aliphatic molecules
and once in aromatic molecules with active yM , yaCCH or yaCCH2 binary variables by∑
i∈GCE
ni ≤ 3y5 + yM + yaCCH + yaCCH2 , (5.73)
whereas non-chain-ending groups can only appear up to three times in aliphatic
molecules and once in aromatic molecules with active yM or yaCCH2 binary variables
by ∑
i∈GNCE
ni ≤ 3y5 + yM + yaCCH2 . (5.74)
5.2.6 Design constraints
For a proposed solvent to be considered, it needs to be liquid at 298 K, as the GC data
have been measured at this temperature and the QM calculations are also performed
at this temperature.
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In this work, an upper bound for the melting point temperature is relaxed from
298 K to 317 K and the boiling point temperature is relaxed from 298 K to 292 K to
give flexibility in the operating conditions and allow for some error in the predictions
of the group contribution method. Therefore, the dimensionless equivalent melting
point temperature constraint is
Tm,e ≤ 8.6, (5.75)
and the dimensionless equivalent boiling point temperature constraint is
Tb,e ≥ 3.7. (5.76)
A more detailed treatment of uncertainty in property prediction, using chance con-
straints, can be found in Maranas (1997b).
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5.3 Data for optimisation problem
5.3.1 Groups of set G
Table 5.4: Groups in set G and the upper limit on numbers of groups allowed to appear
per solvent candidate. Groups with an ∗ have been deactivated due to possible reactivity
and/or lack of sufficient data for optimal solvent prediction.
Groups Upper limit
i nUi
CH3 nG,maxy5 + yaCCH + yaCCH2
CH2 3y5
CH 3y5
C y5
CH2=CH
∗ y5+yM+yaCCH+yaCCH2
CH=CH∗ y5+yM+yaCCH2
CH2=C
∗ y5
CH=C∗ y5
C=C y5
aCH 6y7+8y6
aC yM + 2y6
aCCH3 6y7+8y6
aCCH2 yaCCH2
aCCH yaCCH
OH y5
aCOH 6y7+8y6
CH3CO y5 + yM + yaCCH + yaCCH2
CH2CO y5 + yM + yaCCH2
CHO y5 + yM + yaCCH + yaCCH2
CH3COO y5 + yM + yaCCH + yaCCH2
CH2COO y5 + yM + yaCCH2
CH3O y5 + yM + yaCCH + yaCCH2
CH2O y5 + yM + yaCCH2
CH-O y5
CH2NH2
∗ 2y5 + yM + yaCCH + yaCCH2
CH3NH
∗ y5
CH2NH
∗ y5 + yM + yaCCH2
CH3N
∗ y5 + yM + yaCCH2
CH2N
∗ y5
Continued on next page
145
Table 5.4 – continued from previous page
Groups Upper limit
i nUi
aCNH2
∗ 6y7+8y6
CH2CN y5 + yM + yaCCH + yaCCH2
COOH y5 + yM + yaCCH + yaCCH2
CH2Cl 2y5 + yM + yaCCH + yaCCH2
CHCl y5
CHCl2 y5
aCCl 6y7 + 8y6
CH2NO2 y5 + yM + yaCCH + yaCCH2
CHNO2 y5 + yM + yaCCH2
CH2SH
∗ y5 + yM + yaCCH2
I 2y5 + yM + yaCCH + yaCCH2
Br 2y5 + yM + yaCCH + yaCCH2
aCF 6y7 + 8y6
CH2S
∗ y5
CH3CN y5
C7H5N y5
C7H8O y5
CHCl3 y5
C6H5NO2 y5
CH3NO2 y5
C4H8O y5
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5.3.2 Subsets of set G
Table 5.5: Subsets of set G. The subsets GF are for functional groups, GNCE for
non-chain-ending groups, GCE for chain-ending groups, GA for aromatic groups, GH
for halogenated groups and GM for main groups. Groups with an
∗ have been deac-
tivated.
GF GNCE GCE GA GH GM
CH3CO CHNO2 CH2NO2 aCH I CH3
CH2CO CH2CO CH3CO aC Br CH2
CHO CH2COO CH3COO aCCH3 CH2Cl CH
CH3COO CH2O CH3O aCCH2 CHCl2 C
CH2COO CH=CH
∗ CHO aCCH CHCl C=C
CH3O CH2NH
∗ COOH aCOH CHCl3 CH2=CH∗
CH2O CH3N
∗ CH2CN aCCl CH=CH∗
CH-O CH2SH
∗ CH2Cl aCF CH2=C∗
CH2CN I C7H5N CH=C
∗
COOH Br C6H5NO2
CH2Cl CH2=CH
∗ aCNH2∗
CHCl CH2NH2
∗
CHCl2
CH2NO2
CHNO2
OH
I
Br
CH3CN
C7H5N
C7H6O
CHCl3
C6H5NO2
CH3NO2
C4H8O
CH3NH
∗
CH2S
∗
CH2NH2
∗
CH2NH
∗
CH3N
∗
CH2N
∗
CH2SH
∗
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5.3.3 GCs for valency, acidity, basicity, dipolarity/polarisability,
heat of vaporisation, liquid molar volume and melting
and boiling temperature.
Table 5.6: GCs for valency vi, acidity Ai, basicity Bi, dipolarity/polarisability Si, heat of
vaporisation HV,i and liquid molar volume Vm,i. Groups with an
∗ have been deactivated.
Single-group contributions were calculated from Lee (1996) and Winget et al. (2010).
ni vi Ai Bi Si HV,i Vm,i
CH3 1 0.000000 0.000000 −0.121946 0.217 0.02614
CH2 2 −0.001215 0.000000 −0.004475 4.910 0.01641
CH 3 0.000000 0.000000 0.060456 7.962 0.00711
C 4 −0.029098 0.061588 0.220533 10.730 −0.00380
CH2=CH
∗ 1 0.000000 0.000000 −0.068898 4.031 0.03727
CH=CH∗ 2 0.000000 0.000000 0.000000 9.456 0.02692
CH2=C
∗ 2 0.000000 0.027210 0.069770 8.602 0.02697
CH=C∗ 3 0.000000 0.020261 0.115250 14.095 0.01610
C=C 4 0.000000 0.000000 0.250224 19.910 0.00296
aCH 2 0.000000 0.005373 0.037395 3.683 0.01317
aC 3 0.000000 0.000000 0.125015 6.631 0.00440
aCCH3 2 −0.005007 0.009939 0.048763 8.279 0.02888
aCCH2 3 0.000000 0.052453 0.128524 11.981 0.01916
aCCH 4 0.000000 0.059835 0.220456 13.519 0.00993
OH 1 0.317097 0.362081 0.200678 24.214 0.00551
aCOH 2 0.565501 0.120599 0.353406 34.099 0.01133
CH3CO 1 0.000000 0.367063 0.485266 15.195 0.03655
CH2CO 2 0.000000 0.387556 0.567022 19.392 0.02816
CHO 1 0.000000 0.304903 0.489932 12.370 0.02002
CH3COO 1 −0.016810 0.351460 0.373931 19.342 0.04500
CH2COO 2 0.000000 0.340981 0.562160 21.100 0.03567
CH3O 1 −0.059281 0.200768 0.084134 5.783 0.03274
CH2O 2 0.000000 0.292346 0.193892 9.997 0.02311
CH-O 3 0.000000 0.195516 0.245215 14.620 0.01799
CH2NH2
∗ 1 0.143565 0.498168 0.171166 15.432 0.02646
CH3NH
∗ 1 0.279359 0.273015 0.372262 11.831 0.02674
CH2NH
∗ 2 0.141189 0.566291 0.245236 13.067 0.02318
CH3N
∗ 2 0.000000 0.396525 0.357309 9.493 0.01913
CH2N
∗ 3 −0.039727 0.468704 0.301618 12.636 0.01683
aCNH2
∗ 2 0.255983 0.248167 0.437387 23.335 0.01365
Continued on next page
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Table 5.6 – continued from previous page
ni vi Ai Bi Si HV,i Vm,i
CH2CN 1 0.000000 0.234188 0.758708 21.923 0.03313
COOH 1 0.599263 0.309620 0.370092 17.002 0.02232
CH2Cl 1 0.000000 0.012326 0.182209 11.754 0.03371
CHCl 2 0.000000 0.032895 0.175840 12.048 0.02663
CHCl2 1 0.166271 0.000000 0.261610 17.251 0.04682
aCCl 2 0.000000 −0.063720 0.118214 11.224 0.02414
CH2NO2 1 0.000000 0.178291 0.755221 29.640 0.03375
CHNO2 2 0.000000 0.196291 0.666699 29.173 0.02620
CH2SH
∗ 1 0.000000 0.112291 0.163076 16.815 0.03446
I 1 0.000000 0.018577 0.196690 14.171 0.02791
Br 1 0.017962 0.004644 0.176422 9.888 0.02143
aCF 2 0.000000 0.000000 0.040433 3.965 0.01727
CH2S
∗ 2 0.000000 0.196291 0.311642 14.296 0.02732
CH3CN 0 0.059359 0.196290 0.574000 20.966 0.04014
C7H5N 0 −0.010641 0.206290 0.784000 39.284 0.09006
C7H8O 0 0.319359 0.436290 0.544000 54.086 0.09168
CHCl3 0 0.139359 −0.103710 0.164000 19.643 0.06862
C6H5NO2 0 −0.010641 0.156290 0.774000 43.042 0.09017
CH3NO2 0 0.049359 0.186290 0.624000 26.363 0.04157
C4H8O 0 −0.010641 0.356290 0.194000 20.127 0.06952
Table 5.7: GCs for melting Tm,i and boiling Tb,i temperature. Groups with an
∗ have been
deactivated. Single-group contributions were calculated from Lide (2011).
ni Tm,i Tb,i
CH3 0.6953 0.8491
CH2 0.2515 0.7141
CH −0.3730 0.2925
C 0.0256 −0.0671
CH2=CH
∗ 1.1728 1.5596
CH=CH∗ 0.9460 1.5597
CH2=C
∗ 0.7662 1.3621
CH=C∗ 0.1732 1.2971
C=C 0.3928 1.2739
aCH 0.5860 0.8365
Continued on next page
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Table 5.7 – continued
from previous page
ni Tm,i Tb,i
aC 1.8955 1.7324
aCCH3 1.0068 1.5653
aCCH2 0.1065 1.4925
aCCH −0.5197 0.8665
OH 2.7888 2.5670
aCOH 5.1473 3.3205
CH3CO 2.9588 3.1178
CH2CO 2.5232 2.6761
CHO 3.0186 2.5388
CH3COO 2.1657 3.1228
CH2COO 1.6329 2.9850
CH3O 1.3643 1.7703
CH2O 0.8733 1.3368
CH-O 0.2461 0.8924
CH2NH2
∗ 3.2742 2.7987
CH3NH
∗ 2.4034 2.2514
CH2NH
∗ 1.7746 1.8750
CH3N
∗ 0.9607 1.3841
CH2N
∗ 0.0442 1.1222
aCNH2
∗ 3.9889 3.8298
CH2CN 2.5760 4.5871
COOH 7.4042 5.1108
CH2Cl 1.9253 2.6364
CHCl 1.0224 2.0246
CHCl2 2.5196 3.3420
aCCl 1.7134 2.0669
CH2NO2 3.2131 4.5311
CHNO2 0.7812 3.8069
CH2SH
∗ 2.2992 3.1974
I 1.9444 3.1778
Br 1.7641 2.4231
aCF 0.9782 0.7945
CH2S
∗ 1.0063 2.6524
CH3CN 4.7365 4.9293
C7H5N 5.7986 8.0536
C7H8O 5.7434 8.5846
Continued on next page
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Table 5.7 – continued
from previous page
ni Tm,i Tb,i
CHCl3 4.1473 4.4919
C6H5NO2 6.6270 8.7990
CH3NO2 5.2594 5.3768
C4H8O 3.0558 4.5738
5.4 Optimal solvent property prediction
After having identified the optimal solvent candidate for a specified reaction using
the CAMD optimisation problem formulation in Section 5.2 (this relates to Stage
4 of the methodology presented in Chapter 3), properties need to be calculated for
this solvent candidate in order to validate its suitability as a solvent by QM with
the SMD continuum solvation model. These solvent properties are used to capture
solvent effects and serve as the solvent definition of the SMD model.
The constraints below, unless determined in the optimisation problem, have to
be evaluated separately. All single-group solvent properties are also accounted for.
5.4.1 Abraham’s hydrogen bond acidity
Abraham’s hydrogen bond acidity has been determined in the optimisation formula-
tion and therefore does not require recalculation for the optimal solvent candidate.
5.4.2 Abraham’s hydrogen bond basicity
Abraham’s hydrogen bond basicity has been determined in the optimisation formu-
lation and therefore does not require recalculation for the optimal solvent candidate.
5.4.3 Macroscopic surface tension at 298 K
The expression used to calculate the macroscopic surface tension at a liquid-air in-
terface at 298 K was initially proposed by James (1986) and its coefficients updated
by Sheldon et al. (2005) so that for the set G\G1:
γ =
1.43932× 0.01707δ2HV
1
3
m if nOH + nCOOH + naCOH = 0,
1.43932× 0.0068δ2HV 0.45m otherwise,
(5.77)
151
where γ is the macroscopic surface tension in cal mol−1 A˚−2, δ2H is the cohesive
energy density in J cm−3 and Vm is molar volume in cm3 mol−1. Vm is determined
from Constantinou et al. (1995) and δ2H is determined using Constantinou et al.
(1995) and Marrero & Gani (2001). If a single-group solvent is being evaluated (that
is, a group from set G1), the following expression is used
γ =
∑
i∈G1
niγi, (5.78)
where γi is the contribution of group i in set G1 in cal mol
−1 A˚−2 (Winget et al. 2010).
The γi contributions of single-group solvents are presented in Table 5.8 and are the
estimated or experimental values of the macroscopic surface tension for these solvents.
Table 5.8: γi contributions (Winget et al. 2010) of single-group solvents implemented
in this work. Groups with an ∗ have been deactivated.
Solvent
name
ni γi
Acetonitrile CH3CN 41.25
Benzonitrile C7H5N 55.83
Benzyl alcohol C7H8O 52.96
Chloroform CHCl3 38.39
Nitrobenzene C6H5NO2 57.54
Nitromethane CH3NO2 52.58
Tetrahydrofuran C4H8O 39.44
5.4.4 Index of refraction at 298 K
Sheldon et al. (2005) proposed a regressed predictive approach, based on an expres-
sion by Koenhen & Smolders (1975), to determine the index of refraction nD by
nD =

1
7.26
(δ0.36H + 8.15) if
∑
i∈G\(GnD∪G1)
ni ≥ 1,
1
14.95
(δH + 13.47) otherwise,
(5.79)
where GnD is a set of structural groups summarised in Table 5.12 in Section 5.5.2. It
is not necessary to predict nD for single-group solvents, as will become apparent.
In the case of a single-group solvent being evaluated (that is, a group from set
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G1), the following expression is used
nD =
∑
i∈G1
ninD,i, (5.80)
where nD,i is the contribution of group i ∈ G1 (Winget et al. 2010). The nD,i
contributions of single-group solvents are presented in Table 5.9 and are the estimated
or experimental values of the refractive index for these solvents.
Table 5.9: nD,i contributions (Winget et al. 2010) of single-group solvents imple-
mented in this work. Groups with an ∗ have been deactivated.
Solvent
name
ni nD,i
Acetonitrile CH3CN 1.3416
Benzonitrile C7H5N 1.5257
Benzyl alcohol C7H8O 1.5384
Chloroform CHCl3 1.4431
Nitrobenzene C6H5NO2 1.5030
Nitromethane CH3NO2 1.3796
Tetrahydrofuran C4H8O 1.4044
5.4.5 Dielectric constant at 298 K
Sheldon et al. (2005) proposed an expression consisting of a combination of correla-
tions to predict dielectric constants more accurately for the group G\G1:
ε =
n2D + 0.1 if µ ≤ 0.5D,0.91 (48µ2 − 15.5µ3)V −0.5m + ε1 + ε2 + ε3 otherwise, (5.81)
where ε is the dielectric constant, µ is the dipole moment in D and ε1, ε2 and ε3 are
dielectric correction factors. ε1 is defined as
ε1 =

70
(∑
i∈GΦ
ni + 4.5
)−1
if
∑
i∈GΨ
ni ≥ 1,
0 otherwise,
(5.82)
where GΦ and GΨ are sets of structural groups summarised in Table 5.11 in Sec-
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tion 5.5.1. ε2 is defined as
ε2 =

−16
(∑
i∈GΦ
ni + 3
)−1
if nCOOH ≥ 1,
0 otherwise,
(5.83)
and ε3 is defined as
ε3 =

2.5 if
∑
i∈GΥ
ni ≥ 1,
0 otherwise,
(5.84)
where GΥ is a set of structural groups also summarised in Table 5.11 in Section 5.5.1.
To determine the dielectric constant ε, the refractive index nD from Section 5.5.2 and
the dipole moment µ need to be determined. To determine µ, Sheldon et al. (2005)
formulated an approach based on a similar functional form to that investigated by
Koenhen & Smolders (1975), where
µ =

0.11
 ∑
i∈G\G1
nidi
0.29 V −0.16m if ∑
G\(GHC∪G1)
ni ≥ 1 and if
∑
i∈G\G1
nidi ≥ 0
0 otherwise,
(5.85)
where di is a contribution of group i published in Sheldon et al. (2005) regressed
from the DIPPR database (Daubert & Danner 2002), Vm is molar volume in cm
3
mol−1 and GHC is a set of structural groups shown in Table 5.12 in Section 5.5.2.
The contributions di are presented in Table 5.13 in Section 5.5.3.
In the case of a single-group solvent being evaluated (that is, a group from set
G1), the following expression is used
ε =
∑
i∈G1
niεi, (5.86)
where εi is the contribution of group i ∈ G1 (Winget et al. 2010). The εi contribu-
tions of single-group solvents are presented in Table 5.10 and are the estimated or
experimental values of the dielectric constant for these solvents.
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Table 5.10: εi contributions (Winget et al. 2010) of single-group solvents implemented
in this work. Groups with an ∗ have been deactivated.
Solvent
name
ni εi
Acetonitrile CH3CN 35.688
Benzonitrile C7H5N 25.592
Benzyl alcohol C7H8O 12.457
Chloroform CHCl3 4.711
Nitrobenzene C6H5NO2 34.809
Nitromethane CH3NO2 36.562
Tetrahydrofuran C4H8O 7.426
5.4.6 Aromaticity
Aromaticity of a solvent molecule is defined as the fraction of atoms, excluding hy-
drogen atoms, that are aromatic carbon atoms (Winget et al. 2010). For this work,
the following expression is used
φ =
∑
i∈G
niφi∑
i∈G
niζi
, (5.87)
where φ is the aromaticity, φi is the number of aromatic carbon atoms in group i
of set G and ζi is the number of non-hydrogen atoms in structural group i of set G.
Contributions of φi and ζi are presented in Table 5.13 in Section 5.5.3.
5.4.7 Electronegative halogenicity
The electronegative halogenicity of a solvent molecule is defined as the fraction of
atoms, excluding hydrogen atoms, that are F, Cl or Br (Winget et al. 2010). For this
work, the following expression is used
ψ =
∑
i∈G
niψi∑
i∈G
niζi
, (5.88)
where ψ is the electronegative halogenicity of a solvent molecule and ψi is the number
of halogen atoms in structural group i in set G. Contributions of ψi are presented in
Table 5.13 in Section 5.5.3.
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5.5 Data for optimal solvent property prediction
5.5.1 Dielectric constant correction factors
Table 5.11: Sets GΦ, GΨ and GΥ, are used to determine the dielectric con-
stant (Sheldon et al. 2005). For this work, groups with an ∗ have been deactivated.
GΦ GΨ GΥ
CH3 OH CH2Cl
CH2 CH3CO CHCl
CH CH2CO CHCl2
C CHO
CH2=CH
∗ CH2CN
CH=CH∗ CH2NO2
CH2=C
∗ CHNO2
CH=C∗
C=C
5.5.2 Refractive index and dipole moment set data
Table 5.12: Set GnD and GHC are used to define contributions for the refractive index
and dipole moment, respectively (Sheldon et al. 2005). For this work, groups with
an ∗ have been deactivated.
GnD GHC
CH3O CH3
CH2O CH2
CH-O CH
CH2Cl C
CHCl CH2=CH
∗
CHCl2 CH=CH
∗
I CH2=C
∗
Br CH=C∗
aCCl C=C
aCF aCH
aC
aCCH3
aCCH2
aCCH
156
5.5.3 Group contributions for the dipole moment di, the aro-
maticity φi, the electronegative halogenicity ψi and the
number of non-hydrogen atoms ζi.
Table 5.13: GCs for dipole moment di (Sheldon et al. 2005), aromaticity φi, electronega-
tive halogenicity ψi and number of non-hydrogen atoms ζi. Groups with an
∗ have been
deactivated.
ni di φi ψi ζi
CH3 0.0 0 0 1
CH2 11255.6 0 0 1
CH 29480.8 0 0 1
C 78086.8 0 0 1
CH2=CH
∗ 3841.2 0 0 2
CH=CH∗ 48323.4 0 0 2
CH2=C
∗ 73577.7 0 0 2
CH=C∗ 24138.9 0 0 2
C=C 0.0 0 0 2
aCH 28212.2 1 0 1
aC −50745.9 1 0 1
aCCH3 10272.1 1 0 2
aCCH2 −108358.3 1 0 2
aCCH −44220.2 1 0 2
OH 80002.0 0 0 1
aCOH 52958.9 1 0 2
CH3CO 400172.6 0 0 3
CH2CO 353695.2 0 0 3
CHO 412628.5 0 0 2
CH3COO 222410.7 0 0 4
CH2COO 256788.1 0 0 4
CH3O 44572.9 0 0 2
CH2O 61084.6 0 0 2
CH-O 37588.6 0 0 2
CH2NH2
∗ 40231.2 0 0 2
CH3NH
∗ 56361.3 0 0 2
CH2NH
∗ 13285.8 0 0 2
CH3N
∗ 66257.9 0 0 2
CH2N
∗ −19660.2 0 0 2
aCNH2
∗ 17076.4 1 0 2
Continued on next page
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Table 5.13 – continued from previous page
ni di φi ψi ζi
CH2CN 217391.6 0 0 3
COOH 110267.7 0 0 3
CH2Cl 163844.0 0 1 2
CHCl 145381.6 0 1 2
CHCl2 110685.2 0 2 3
aCCl 778.7 1 1 2
CH2NO2 239019.2 0 0 4
CHNO2 177360.5 0 0 4
CH2SH
∗ N/A 0 0 2
I 110776.4 0 0 1
Br 66504.4 0 1 1
aCF −11053.3 1 1 2
CH2S
∗ N/A 0 0 2
CH3CN N/A 0 0 3
C7H5N N/A 6 0 8
C7H8O N/A 6 0 8
CHCl3 N/A 0 3 4
C6H5NO2 N/A 6 0 9
CH3NO2 N/A 0 0 4
C4H8O N/A 0 0 5
5.6 Conclusion
In summary, in Section 5.2 a MILP optimisation problem, based on GC theory, has
been formulated to design an optimal solvent candidate that will enhance the rate
constant for a specified reaction most. An empirically derived model, in this work
the solvatochromic equation, and various structure-property constraints, chemical
feasibility constraints, molecular complexity constraints and design constraints are
used to restrict the design space to feasible solvent candidates.
Section 5.4 highlighted expressions to predict solvent properties required as an
input by the quantum mechanical SMD continuum solvation model to capture the
effects of the CAMD-identified solvent candidate. The properties required for the con-
tinuum solvation model are; Abraham’s hydrogen bond acidity, Abraham’s hydrogen
bond basicity, macroscopic surface tension, index of refraction, dielectric constant,
aromaticity and electronegative halogenicity (Winget et al. 2010).
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The complexity of the problem can be reduced by deactivating certain groups.
Further reasons to deactivate groups are due to potential reactivity with the reactants
or products, ensure that the GC methodology is used effectively (that is, not to design
molecules that are too large and cannot be described to a satisfactory accuracy with
GC) or ensure solvent candidates with high viscosity are not designed. The solvent
candidates are restricted to acyclic aliphatic and monocyclic solvent candidates only.
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Chapter 6
Solvent design results and
discussion
6.1 Introduction
In this chapter the solvent design results are presented, followed by an investigation
into uncertainty the proposed methodology is subject to.
In Section 6.2, results for six cases are presented, where Case 1 uses six solvents to
regress the solvatochromic equation and is denoted as the basecase, Case 2 includes
an additional erroneous predicted reaction rate constant of a problematic solvent
(that is, methanol), whilst Case 3 includes the experimentally measured reaction
rate constant for methanol. A potentially problematic structural group (that is, the
OH structural group) is then removed from the CAMD framework. Cases 4, 5 and 6
are identical to Cases 1, 2 and 3, respectively, with the exception of the removal of
the OH structural group.
Solvent candidates are designed by using the methodology presented in Chapter 3
and presented again in Figure 6.1 for ease of reference. Case 1 is presented in detail for
each iteration, whereas Cases 2 to 6 are calculated in the same way, but summarised
for brevity. The iterations for Cases 1 to 6 are followed by a discussion of the solvent
design results.
In Section 6.3 two sources of uncertainty are investigated. Firstly, the uncer-
tainty of the regressed reaction-specific coefficients in the solvatochromic equation
is addressed with a stochastic optimisation formulation of the CAMD framework.
Secondly, the predictive capability of the GC techniques employed in this work is
scrutinised with experimental values for solvents used within the proposed methodol-
ogy. The chapter is concluded with a summary of the solvent results and uncertainty
investigation.
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Figure 6.1: Proposed methodology for designing an optimal solvent for a specified
reaction using QM calculations together with an optimisation-based CAMD formu-
lation.
6.2 Solvent design results
6.2.1 All CAMD structural groups active
In this section, all groups (excluding the groups with an ∗) presented in Chapter 5 in
Table 5.4 are active. In the following sections, the proposed methodology is applied
to different scenarios. Every case includes all stages in the proposed methodology, as
outlined in Figure 6.1. The iterations are analysed and every case is followed by a
table in which the key results are summarised. Throughout, the QM calculations are
performed in Gaussian 09 using the SMD solvation model and the B3LYP density
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functional. The optimised geometries for the reaction species in the gas phase and
in liquid phase can be found in Appendix C. The gas phase energetics have been
reported in Table 4.7 and the liquid phase energetics for the designed solvents can
be found in Appendix G.
6.2.1.1 Case 1: Basecase scenario
A summary of the key results for Case 1 are shown in Table 6.1.
6.2.1.1.1 Iteration 1 At the start of Iteration 1 (Stage 1, Figure 6.1), the initial
solvents used for the regression of the predictive empirical model need to be selected.
Thereafter, the respective reaction rate constants and solvent properties need to be
determined and the data are then collected in Table 6.1 under “Stage 1 & 2”.
In Stage 1, a small set of diverse solvents is chosen and the corresponding reac-
tion rate constants computed using QM calculations – the methodology presented in
Chapter 4 is followed. The solvatochromic equation (that is, the predictive empirical
model) requires a minimum of six solvents for a regression. To minimise the num-
ber of QM calculations, six common solvents with diverse dielectric constants are
selected. The solvents and their respective dielectric constants are: toluene (2.3741),
chlorobenzene (5.6968), ethyl ethanoate (5.9867), tetrahydrofuran (7.4257), acetone
(20.493) and acetonitrile (35.688).
In Stage 2 all associated solvent properties are determined by a GC methodology.
In Stage 3 the solvatochromic equation is regressed to the data in “Stage 1 & 2”.
The resulting expression is
log kCAMD = −22.43− 100.72A+ 8.55B + 7.61S + 2.31δ + 11.99 δ
2
H
100
, (6.1)
with an R2 value of 1.00 and a standard error of the mean of 0.00 (this is expected,
as six solvents are used to regress a linear equation with six unknowns). For Case 1,
the reaction-specific coefficients of the solvatochromic equation are presented in Ap-
pendix B.1. It is expected that large uncertainty can occur in the six reaction-specific
coefficients regressed to more than six data points.
In Stage 4, Equation 6.1 is implemented into the optimisation-based CAMD for-
mulation detailed in Chapter 5. The solvent candidate that maximises the reaction
rate constant most is determined to be made up of 1 CH2NO2 and 1 I structural
groups, that is, iodonitromethane. The pure solvent properties (refractive index,
Abraham’s hydrogen bond acidity, Abraham’s hydrogen bond basicity, macroscopic
surface tension, dielectric constant, aromaticity and electronegative halogenicity) re-
quired as input to describe the solute cavity and solvent for the SMD continuum
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solvation model are computed. Lastly, the reaction rate constant predicted by the
optimisation-based CAMD approach is kCAMD = 6.174E+11 dm3 mol−1 s−1.
In Stage 5, the computed pure solvent properties from Stage 4 are used in the
SMD continuum solvation model to determine a QM reaction rate constant kL for
iodonitromethane. Energies of the reactants and TS are determined at infinite dis-
tance from each other under the influence of the solvent candidate iodonitromethane.
Using the approach outlined in Chapter 4, kL is then determined to be kL = 2.470E-
04 dm3 mol−1 s−1. kCAMD is 15 orders of magnitude higher than kL.
In Stage 6, the convergence test is applied and since the predicted solvent can-
didate has not been used in the regression of the solvatochromic equation, Itera-
tion 2 is commenced by obtaining the solvent group contributions and then updating
the solvatochromic equation with the designed solvent candidate iodonitromethane
(1 CH2NO2 and 1 I).
6.2.1.1.2 Iteration 2 This iteration is presented in Table 6.2 and Stage 2 includes
all data from Iteration 1 and the solvent candidate designed for that iteration, that
is, iodonitromethane (1 CH2NO2 and 1 I, referred to as ITERATION 1 in Table 6.2).
In Stage 3, the solvatochromic equation is regressed to the data in “Stage 2” and
the resulting expression is
log kCAMD = −1.32− 13.40A− 7.61B + 3.36S − 4.13δ − 1.20 δ
2
H
100
, (6.2)
with an R2 value of 0.96 and a standard error of the mean of 0.41. The quality of fit
of the solvatochromic equation to the data has decreased due to the introduction of
a seventh solvent, as can be expected.
In Stage 4, the optimal solvent candidate is determined to contain 3 CH3, 2 CH2,
1 C=C and 1 CH2NO2 structural groups, for example 3-methylnitro-2-methyl-2-
pentene. The pure solvent properties are computed and the obtained CAMD reaction
rate constant is kCAMD = 2.226E-02 dm3 mol−1 s−1.
In Stage 5, the computed pure solvent properties from Stage 4 are used in the
SMD continuum solvation model to determine a QM reaction rate constant of kL =
8.460E-05 dm3 mol−1 s−1. There is still a large discrepancy between the kCAMD and
kL values and the predicted solvent candidate has not been used in the regression of
the solvatochromic equation.
In Stage 6, the convergence test is applied and since the predicted solvent candi-
date has not been used in the regression of the solvatochromic equation, Iteration 3
is commenced by obtaining the solvent group contributions and then updating the
solvatochromic equation with the designed solvent candidate (3 CH3, 2 CH2, 1 C=C
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and 1 CH2NO2).
6.2.1.1.3 Iteration 3 This iteration is presented in Table 6.3 and Stage 2 includes
all data from Iteration 2 and the solvent candidate designed for that iteration, that
is, 3 CH3, 2 CH2, 1 C=C and 1 CH2NO2 (referred to as ITERATION 2 in Table 6.3).
In Stage 3, the solvatochromic equation is regressed to the data in “Stage 2” and
the resulting expression is
log kCAMD = −4.50− 0.84A− 1.11B − 0.11S − 1.46δ + 1.21 δ
2
H
100
, (6.3)
with an R2 value of 0.73 and a standard error of the mean of 0.75. The quality of
fit of the solvatochromic equation to the data is seen to greatly decrease with the
introduction of an eighth solvent.
In Stage 4, the optimal solvent candidate is determined to contain 1 OH and
1 CH2NO2 structural groups, that is, nitromethanol. The pure solvent properties are
computed and the obtained CAMD reaction rate constant is kCAMD = 8.253E-03
dm3 mol−1 s−1.
In Stage 5, the computed pure solvent properties from Stage 4 are used in the
SMD continuum solvation model and a QM reaction rate constant of kL = 5.758E-04
dm3 mol−1 s−1 is determined. The discrepancy between the kCAMD and kL value is
now within one order of magnitude.
In Stage 6, the convergence test is applied and since the predicted solvent candi-
date has not been used in the regression of the solvatochromic equation, Iteration 4
is commenced by obtaining the solvent group contributions and then updating the
solvatochromic equation with the designed solvent candidate nitromethanol (1 OH
and 1 CH2NO2).
6.2.1.1.4 Iteration 4 This iteration is presented in Table 6.4 and Stage 2 in-
clude all data from Iteration 3 and include the solvent candidate designed for that
iteration, that is, nitromethanol (1 OH and 1 CH2NO2, referred to as ITERATION 3
in Table 6.4).
In Stage 3, the solvatochromic equation is regressed to the data in “Stage 2” and
the resulting expression is
log kCAMD = −4.18− 4.71A− 1.79B − 0.35S − 1.75δ + 1.41 δ
2
H
100
, (6.4)
with an R2 value of 0.76 and a standard error of the mean of 0.62. The quality of
fit of the solvatochromic equation to the data is seen to increase slightly with the
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introduction of a ninth solvent.
In Stage 4, the optimal solvent candidate is determined to contain 1 CH3NO2
structural group, that is, nitromethane. The pure solvent properties are computed
and the obtained CAMD reaction rate constant is kCAMD = 7.735E-04 dm3 mol−1 s−1.
In Stage 5, the computed pure solvent properties from Stage 4 are used in the
SMD continuum solvation model and reaction rate constant is kL = 6.085E-04
dm3 mol−1 s−1. Only a very small discrepancy is now observed between the kCAMD
and kL values.
In Stage 6, the convergence test is applied and since the predicted solvent candi-
date has not been used in the regression of the solvatochromic equation, Iteration 5 is
commenced by obtaining the solvent group contributions and then updating the sol-
vatochromic equation with the designed solvent candidate nitromethane (1 CH3NO2).
6.2.1.1.5 Iteration 5 This iteration is presented in Table 6.5 and Stages 2 include
all data from Iteration 4 and include the solvent candidate designed in Iteration 4,
that is, nitromethane (1 CH3NO2, referred to as ITERATION 4 in Table 6.5).
In Stage 3, the solvatochromic equation is regressed to the data in “Stage 2” and
the resulting expression is
log kCAMD = −4.25− 4.12A− 1.59B − 0.16S − 1.66δ + 1.24 δ
2
H
100
, (6.5)
with an R2 value of 0.79 and a standard error of the mean of 0.54. The quality
of fit of the solvatochromic equation to the data is seen to increase slightly with
the introduction of the tenth solvent. Furthermore, it is observed that the reaction-
specific coefficients in the solvatochromic equation are similar to those obtained in
Iteration 4, that is, the regression changed the coefficients only slightly.
In Stage 4, the optimal solvent candidate is determined to contain 1 CH3NO2
structural group, that is, nitromethane is designed again. The obtained CAMD
reaction rate constant is kCAMD = 6.706E-04 dm3 mol−1 s−1.
The absolute percentage error between the kCAMD and kL values is 10% and
the predicted solvent candidate (nitromethane) has been used in the regression of
the solvatochromic equation before. Therefore, the methodology is terminated with
Iteration 5.
6.2.1.1.6 Analysis The final optimal solvent candidate is determined by com-
paring the QM rate constants for all solvent candidates included in the regressed
solvatochromic equation in the final iteration. Nitromethane is identified as the fi-
nal optimal solvent candidate with a rate constant of kL = 6.085E-04 dm3 mol−1
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s−1. This is closely followed though by the prediction of nitromethanol with a rate
constant of kL = 5.758E-04 dm3 mol−1 s−1. Both solvent candidates have similar
rate constants and ideally both solvents should be investigated by experiment. How-
ever, nitromethanol is unstable (for instance, Davies et al. (1983)) and therefore is
discarded as a potential solvent candidate.
The final optimal solvent candidate was identified with QM calculations for ten
different solvents using the solvatochromic equation as a predictive reaction model
in a CAMD environment from a design space of 1341 solvent candidates.
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Table 6.1: Iteration 1 of proposed methodology for Case 1.
Begin Iteration 1
↓
Stage 1 & 2: Obtain kL and solvent properties
Solvents kL A B S δ
δ2H
100
[dm3 mol−1 s−1] [cal cm−3]
Toluene 1.614E-06 0.000 0.151 0.516 1.0 0.760
Chlorobenzene 3.942E-05 0.000 0.000 0.631 1.0 0.910
Ethyl ethanoate 4.882E-05 0.000 0.475 0.574 0.0 0.808
Tetrahydrofuran 8.701E-05 0.000 0.480 0.520 0.0 0.860
Acetonitrile 4.697E-04 0.070 0.320 0.900 0.0 1.381
Acetone 2.861E-04 0.000 0.491 0.689 0.0 0.788
↓
Stage 3: Regress solvatochromic equation to data
log kCAMD = −22.43− 100.72A+ 8.55B + 7.61S + 2.31δ + 11.99 δ2H100
R2 = 1.00 Standard error= 0.00
↓
Stage 4: Identify solvent candidate, solvent properties &
CAMD rate constant
Solvent candidate: 1×CH2NO2, 1×I
n2D A B γ ε φ ψ
- - - [cal mol−1
A˚−2]
- - -
2.473 0.000 0.321 77.581 8.616 0.000 0.000
kCAMD = 6.174E+11 dm3 mol−1 s−1
↓
Stage 5: Determine QM rate constant for solvent candidate
kL = 2.470E-04 dm3 mol−1 s−1
↓
Stage 6: Convergence test: Fail
↓
End Iteration 1
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Table 6.2: Iteration 2 of proposed methodology for Case 1.
Begin Iteration 2
↓
Stage 2: Obtain solvent properties for new candidate
Solvents kL A B S δ
δ2H
100
[dm3 mol−1 s−1] [cal cm−3]
Toluene 1.614E-06 0.000 0.151 0.516 1.0 0.760
Chlorobenzene 3.942E-05 0.000 0.000 0.631 1.0 0.910
Ethyl ethanoate 4.882E-05 0.000 0.475 0.574 0.0 0.808
Tetrahydrofuran 8.701E-05 0.000 0.480 0.520 0.0 0.860
Acetonitrile 4.697E-04 0.070 0.320 0.900 0.0 1.381
Acetone 2.861E-04 0.000 0.491 0.689 0.0 0.788
ITERATION 1 2.470E-04 0.000 0.321 1.278 0.5 1.718
↓
Stage 3: Regress solvatochromic equation to data
log kCAMD = −1.32− 13.40A− 7.61B + 3.36S − 4.13δ − 1.20 δ2H100
R2 = 0.96 Standard error= 0.41
↓
Stage 4: Identify solvent candidate, solvent properties &
CAMD rate constant
Solvent candidate: 3×CH3, 2×CH2, 1× C=C, 1×CH2NO2
n2D A B γ ε φ ψ
- - - [cal mol−1
A˚−2]
- - -
2.351 0.000 0.302 59.800 6.086 0.000 0.000
kCAMD = 2.226E-02 dm3 mol−1 s−1
↓
Stage 5: Determine QM rate constant for solvent candidate
kL = 8.460E-05 dm3 mol−1 s−1
↓
Stage 6: Convergence test: Fail
↓
End Iteration 2
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Table 6.3: Iteration 3 of proposed methodology for Case 1.
Begin Iteration 3
↓
Stage 2: Obtain solvent properties for new candidate
Solvents kL A B S δ
δ2H
100
[dm3 mol−1 s−1] [cal cm−3]
Toluene 1.614E-06 0.000 0.151 0.516 1.0 0.760
Chlorobenzene 3.942E-05 0.000 0.000 0.631 1.0 0.910
Ethyl ethanoate 4.882E-05 0.000 0.475 0.574 0.0 0.808
Tetrahydrofuran 8.701E-05 0.000 0.480 0.520 0.0 0.860
Acetonitrile 4.697E-04 0.070 0.320 0.900 0.0 1.381
Acetone 2.861E-04 0.000 0.491 0.689 0.0 0.788
ITERATION 1 2.470E-04 0.000 0.321 1.278 0.5 1.718
ITERATION 2 8.460E-05 0.000 0.302 0.957 0.0 1.034
↓
Stage 3: Regress solvatochromic equation to data
log kCAMD = −4.50− 0.84A− 1.11B − 0.11S − 1.46δ + 1.21 δ2H100
R2 = 0.73 Standard error= 0.75
↓
Stage 4: Identify solvent candidate, solvent properties &
CAMD rate constant
Solvent candidate: 1×OH, 1×CH2NO2
n2D A B γ ε φ ψ
- - - [cal mol−1
A˚−2]
- - -
2.619 0.328 0.664 73.549 9.815 0.000 0.000
kCAMD = 8.253E-03 dm3 mol−1 s−1
↓
Stage 5: Determine QM rate constant for solvent candidate
kL = 5.758E-04 dm3 mol−1 s−1
↓
Stage 6: Convergence test: Fail
↓
End Iteration 3
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Table 6.4: Iteration 4 of proposed methodology for Case 1.
Begin Iteration 4
↓
Stage 2: Obtain solvent properties for new candidate
Solvents kL A B S δ
δ2H
100
[dm3 mol−1 s−1] [cal cm−3]
Toluene 1.614E-06 0.000 0.151 0.516 1.0 0.760
Chlorobenzene 3.942E-05 0.000 0.000 0.631 1.0 0.910
Ethyl ethanoate 4.882E-05 0.000 0.475 0.574 0.0 0.808
Tetrahydrofuran 8.701E-05 0.000 0.480 0.520 0.0 0.860
Acetonitrile 4.697E-04 0.070 0.320 0.900 0.0 1.381
Acetone 2.861E-04 0.000 0.491 0.689 0.0 0.788
ITERATION 1 2.470E-04 0.000 0.321 1.278 0.5 1.718
ITERATION 2 8.460E-05 0.000 0.302 0.957 0.0 1.034
ITERATION 3 5.758E-04 0.328 0.664 1.282 0.0 2.934
↓
Stage 3: Regress solvatochromic equation to data
log kCAMD = −4.18− 4.71A− 1.79B − 0.35S − 1.75δ + 1.41 δ2H100
R2 = 0.76 Standard error= 0.62
↓
Stage 4: Identify solvent candidate, solvent properties &
CAMD rate constant
Solvent candidate: 1×CH3NO2
n2D A B γ ε φ ψ
- - - [cal mol−1
A˚−2]
- - -
1.903 0.060 0.310 52.58 36.562 0.000 0.000
kCAMD = 7.735E-04 dm3 mol−1 s−1
↓
Stage 5: Determine QM rate constant for solvent candidate
kL = 6.085E-04 dm3 mol−1 s−1
↓
Stage 6: Convergence test: Fail
↓
End Iteration 4
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Table 6.5: Iteration 5 of proposed methodology for Case 1.
Begin Iteration 5
↓
Stage 2: Obtain solvent properties for new candidate
Solvents kL A B S δ
δ2H
100
[dm3 mol−1 s−1] [cal cm−3]
Toluene 1.614E-06 0.000 0.151 0.516 1.0 0.760
Chlorobenzene 3.942E-05 0.000 0.000 0.631 1.0 0.910
Ethyl ethanoate 4.882E-05 0.000 0.475 0.574 0.0 0.808
Tetrahydrofuran 8.701E-05 0.000 0.480 0.520 0.0 0.860
Acetonitrile 4.697E-04 0.070 0.320 0.900 0.0 1.381
Acetone 2.861E-04 0.000 0.491 0.689 0.0 0.788
ITERATION 1 2.470E-04 0.000 0.321 1.278 0.5 1.718
ITERATION 2 8.460E-05 0.000 0.302 0.957 0.0 1.034
ITERATION 3 5.758E-04 0.328 0.664 1.282 0.0 2.934
ITERATION 4 6.085E-04 0.060 0.310 0.950 0.0 1.585
↓
Stage 3: Regress solvatochromic equation to data
log kCAMD = −4.25− 4.12A− 1.59B − 0.16S − 1.66δ + 1.24 δ2H100
R2 = 0.79 Standard error= 0.54
↓
Stage 4: Identify solvent candidate, solvent properties &
CAMD rate constant
Solvent candidate: 1×CH3NO2
n2D A B γ ε φ ψ
- - - [cal mol−1
A˚−2]
- - -
1.903 0.060 0.310 52.580 36.562 0.000 0.000
kCAMD = 6.706E-04 dm3 mol−1 s−1
↓
Stage 5: Determine QM rate constant for solvent candidate
kL = 6.085E-04 dm3 mol−1 s−1
↓
Stage 6: Convergence test: Pass
↓
End of methodology
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6.2.1.2 Case 2: Basecase + predicted rate constant for methanol
Liquid phase reaction rate constants are only as good as the models used to determine
the free energies of solutes in solvents. For the QM-based kL the key model compo-
nents are the parameterisation, choice of cavity description and functional chosen, as
outlined in Chapter 4. Methanol has been singled out as a problematic solvent, since
the reaction rate constant cannot be predicted accurately. The effect of including
methanol as a solvent in the regression of the solvatochromic equation is investigated
in this case. A summary of the results for each iteration is shown in Table 6.6.
6.2.1.2.1 Iteration 1 Seven solvents (toluene, chlorobenzene, ethyl ethanoate,
tetrahydrofuran, acetonitrile, acetone and methanol) are selected and the respective
solvent properties and rate constants determined for the Menschutkin reaction in
Stage 1 and 2. In Stage 3, the solvatochromic equation is regressed to the respec-
tive QM-based reaction rate constants and GC-determined pure solvent properties,
resulting in
log kCAMD = 6.011− 22.28A− 12.57B + 1.51S − 6.09δ − 5.91 δ
2
H
100
, (6.6)
with an R2 value of 0.93 and a standard error of the mean of 0.58. The reaction-
specific coefficients of the solvatochromic equation for Case 2 are presented in Ap-
pendix B.2. It is observed that the reaction-specific coefficients for Equation 6.6 vary
significantly from those obtained for Iteration 1 in Case 1. In Stage 4, the optimal
solvent candidate for Iteration 1 is identified to be 2 CH3 1 CH 1 COOH, that is
2-methyl-propanoic acid, with kCAMD = 5.167E+09 dm3 mol−1 s−1. In Stage 5, the
pure solvent properties of the solvent candidate are used to determine kL = 1.268E-
05 dm3 mol−1 s−1. The kCAMD and kL values are found to be out by 14 orders of
magnitude.
In Stage 6, the convergence test is applied and since the predicted solvent can-
didate has not been used in the regression of the solvatochromic equation, Iteration
2 is commenced by obtaining the solvent group contributions and then updating the
solvatochromic equation with the designed solvent candidate.
6.2.1.2.2 Iteration 2 After Stage 2 has been updated with the new solvent can-
didate 2-methyl-propanoic acid, the solvatochromic equation is regressed in Stage 3:
log kCAMD = −3.59− 1.76A− 2.88B − 0.321S − 2.23δ + 1.37 δ
2
H
100
, (6.7)
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with a R2 value of 0.85 and a standard error of the mean of 0.66. The quality of
the fit of the solvatochromic equation to the data has decreased by addition of an
eighth solvent. In Stage 4, the optimal solvent candidate is identified to be 1 OH 1
CH2NO2 (nitromethanol) with k
CAMD = 3.488E-03 dm3 mol−1 s−1. In Stage 5, the
pure solvent properties of the solvent candidate are used to determine the QM rate
constant kL = 5.758E-04 dm3 mol−1 s−1. The values of kCAMD and kL are out by
about an order of magnitude.
In Stage 6, the convergence test is applied and since the predicted solvent can-
didate has not been used in the regression of the solvatochromic equation, Iteration
3 is commenced by obtaining the solvent group contributions and then updating the
solvatochromic equation with the designed solvent candidate, nitromethanol. Note
that nitromethanol was identified as a possible candidate in Case 1.
6.2.1.2.3 Iteration 3 After Stage 2 has been updated with the new solvent can-
didate nitromethanol, the solvatochromic equation is regressed in Stage 3:
log kCAMD = −2.68− 1.91A− 3.96B − 0.85S − 2.72δ + 1.30 δ
2
H
100
, (6.8)
with a R2 value of 0.86 and a standard error of the mean of 0.54. In Stage 4, the
optimal solvent candidate is identified to be 5 CH3 1 CH 1 C=C, that is 2, 3, 4, 4-
tetramethyl-2-pentene, with kCAMD = 1.189E-02 dm3 mol−1 s−1. In Stage 5, the pure
solvent properties of the solvent candidate are used to determine QM rate constant
and kL = 1.526E-06 dm3 mol−1 s−1. The discrepancy between the two values has
therefore increased again.
However, in Stage 6, convergence has not been achieved.
6.2.1.2.4 Iteration 4 After Stage 2 has been updated with the new solvent can-
didate 2, 3, 4, 4-tetramethyl-2-pentene, the solvatochromic equation is regressed in
Stage 3:
log kCAMD = −5.51− 1.02A+ 1.48B + 0.69S − 0.50δ + 0.49 δ
2
H
100
, (6.9)
with a R2 value of 0.64 and a standard error of the mean of 0.90. The quality of the fit
of the solvatochromic equation to the data has decreased significantly by addition of
the tenth solvent and the reaction-specific coefficients have also changed significantly.
In Stage 4, The optimal solvent candidate is identified to be 1 OH 1 CH2NO2 (ni-
tromethanol) with kCAMD = 2.760E-03 dm3 mol−1 s−1. The absolute percentage error
between the kCAMD and kL values is 379%, but since the predicted solvent candidate
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(nitromethanol) has been used in the regression of the solvatochromic equation, the
identification of this solvent candidate terminates the methodology.
6.2.1.2.5 Analysis The final optimal solvent candidate is determined by consid-
ering all solvent candidates included in the regression of the solvatochromic equation
and the respective QM reaction rate constants. Methanol is identified as the final
optimal solvent candidate with a rate constant of kL = 9.234E-04 dm3 mol−1 s−1. Ni-
tromethanol is identified as the second best solvent candidate with a rate constant of
kL = 5.758E-04 dm3 mol−1 s−1. This is followed by acetonitrile with a rate constant
of kL = 4.697E-04 dm3 mol−1 s−1. Unfortunately, experimental verification (Ganase
et al. 2011) has shown that the rate constant for methanol is overpredicted by the
calculations and that its rate constant is only kL = 2.500E-04 dm3 mol−1 s−1. Also,
as is pointed out for Case 1, nitromethanol is unstable. Therefore, the solvents
to be experimentally tested should be acetonitrile and possibly other solvents with
nitro-groups in them, for example nitromethane and nitroethanol.
The final optimal solvent was identified with QM calculations for ten different
solvents using the solvatochromic equation as a predictive reaction model in a CAMD
environment from a design space of 1341 solvent molecules.
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6.2.1.3 Case 3: Basecase + experimental rate constant for methanol
In the previous section, Case 2, the problematic solvent methanol was included in
the regression of the solvatochromic equation. It is noted that the quality of the fit
of the regressed solvatochromic equation to the data was low compared to Case 1.
Nevertheless, the methodology still predicted a nitro-group compound as one of the
best solvent candidates. In this section, the experimental reaction rate constant mea-
sured (Ganase et al. 2011) in methanol is included in the methodology. A summary
of the results for each iteration is shown in Table 6.7 at the end of this section.
6.2.1.3.1 Iteration 1 As in Case 2, the same seven solvents are selected and the
respective solvent properties and rate constants are determined for the Menschutkin
reaction in Stage 1 and 2. The only exception is that the rate constant for methanol
is experimentally measured as kL = 2.500E-04 dm3 mol−1 s−1. In Stage 3, the
solvatochromic equation is regressed to the respective reaction rate constants and
GC-determined pure solvent properties, resulting in
log kCAMD = 5.31 + 19.26A− 12.05B + 1.66S − 5.89δ − 5.47 δ
2
H
100
, (6.10)
with an R2 value of 0.92 and a standard error of the mean of 0.57. The reaction-
specific coefficients of the solvatochromic equation for Case 3 are presented in Ap-
pendix B.3. The reaction-specific coefficients for Equation 6.10 are similar to those
in Case 2 Iteration 1, even though the experimental rate constant of methanol is
smaller than the predicted value. In Stage 4, the optimal solvent candidate for It-
eration 1 is identified to be 2 CH3 1 CH 1 COOH (2-methyl-propanoic acid) with
kCAMD = 7.295E+07 dm3 mol−1 s−1. In Stage 5, the pure solvent properties of the
solvent candidate are used to determine kL = 1.268E-05 dm3 mol−1 s−1. The kCAMD
and kL values are found to be out by 12 orders of magnitude. However, in Stage 6,
convergence has not been achieved.
6.2.1.3.2 Iteration 2 After Stage 2 has been completed for the new solvent
candidate 2-methyl-propanoic acid, the solvatochromic equation is regressed in Stage
3:
log kCAMD = −3.07− 1.73A− 3.59B + 0.06S − 2.54δ + 0.89 δ
2
H
100
, (6.11)
with an R2 value of 0.84 and a standard error of the mean of 0.60. The quality of
the fit of the solvatochromic equation to the data has decreased by addition of an
eighth solvent, but is still relatively high. In Stage 4, the optimal solvent candidate
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is identified to be 4 CH3 2 CH2 1 C=C (for example, 3-ethyl-2-methyl-2-pentene)
with kCAMD = 3.103E-03 dm3 mol−1 s−1. In Stage 5, the pure solvent properties of
the solvent candidate are used to determine kL = 1.611E-06 dm3 mol−1 s−1. The
discrepancy between the two values has decreased significantly, but is still large (three
orders of magnitude). However, in Stage 6, convergence has not been achieved.
6.2.1.3.3 Iteration 3 After Stage 2 has been updated with the new solvent can-
didate (4 CH3 2 CH2 1 C=C), the solvatochromic equation is regressed in Stage 3:
log kCAMD = −6.60− 1.11A+ 0.77B + 2.11S − 0.69δ + 1.11 δ
2
H
100
, (6.12)
with an R2 value of 0.87 and a standard error of the mean of 0.54. The quality of the
fit of the solvatochromic equation to the data has increased slightly by addition of
the ninth solvent. In Stage 4, the optimal solvent candidate is identified to be 1 OH
1 CH2NO2 (nitromethanol) with k
CAMD = 3.217E-01 dm3 mol−1 s−1. In Stage 5, the
pure solvent properties of the solvent candidate are used to determine kL = 5.758E-
04 dm3 mol−1 s−1. The discrepancy between the two values is now within two orders
of magnitude. However, in Stage 6, convergence has not been achieved.
6.2.1.3.4 Iteration 4 After Stage 2 has been updated with the new solvent can-
didate nitromethanol, the solvatochromic equation is regressed in Stage 3:
log kCAMD = −5.53− 0.99A+ 1.13B + 1.33S − 0.61δ + 0.24 δ
2
H
100
, (6.13)
with an R2 value of 0.70 and a standard error of the mean of 0.77. The quality of the
fit of the solvatochromic equation to the data has decreased significantly, similarly
to that in Case 2. However, it is observed that the reaction-specific coefficients are
similar to those in Iteration 3 and Equation (6.9) (Case 2). In Stage 4, the optimal
solvent candidate is identified to be 1 OH 1 CH2NO2 (nitromethanol) with k
CAMD
= 1.998E-03 dm3 mol−1 s−1. The absolute percentage error between the two rate
constants is 247% and nitromethanol has been used in the regression of the solva-
tochromic equation before. The identification of this solvent candidate terminates
the methodology.
6.2.1.3.5 Analysis From Table 6.7, the final optimal solvent candidate is deter-
mined to be nitromethanol and exhibits a rate constant of kL = 5.758E-04 dm3 mol−1 s−1.
This is followed by acetonitrile with a rate constant of kL = 4.697E-04 dm3 mol−1 s−1.
As in Case 2, nitromethanol is unstable as a solvent and there, solvents to be experi-
mentally tested should include acetonitrile and other solvents containing nitro-groups.
177
The final solvatochromic equation for Case 3 exhibits reaction-specific coefficients
very similar to those in Case 2. Therefore, even though the rate constant used for
methanol in the regression of the solvatochromic equation is different, the same result
(namely, nitromethanol) is achieved as the optimal solvent.
The final optimal solvent was identified with QM calculations for ten different
solvents using the solvatochromic equation as a predictive reaction model in a CAMD
environment for a design space of 1341 solvent molecules.
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6.2.2 Removing OH from the list of structural groups
6.2.2.1 Case 4: Basecase without OH
Alcohols are known to cause difficulties in QM rate constant calculations and the OH
structural group is found as the best solvent for Cases 2 and 3 and the second-best
(only by a very small margin) in Case 1. Therefore, in this section the removal of the
potentially problematic OH structural group from the methodology is investigated.
By disabling the OH structural group from Case 1, the effect on the methodology is
investigated here as Case 4. It should be noted that by disabling the OH structural
group, the design space is restricted to 1233 possible solvent candidates (down from
1341 possible solvent candidates). A summary of the results for each iteration is
shown in Table 6.8 after this section.
6.2.2.1.1 Iteration 1 The same six solvents in Case 1, the respective calculated
rate constants and solvent properties are collected in Stages 1 and 2. In Stage 3,
the solvatochromic equation is regressed to the respective QM-based reaction rate
constants and GC-determined pure solvent properties, resulting in
log kCAMD = −22.43− 100.72A+ 8.55B + 7.61S + 2.31δ + 11.99 δ
2
H
100
, (6.14)
with an R2 value of 1.00 and a standard error of the mean of 0.00. The reaction-
specific coefficients are identical to those determined in Case 1 for Iteration 1. The
reaction-specific coefficients of the solvatochromic equation for Case 4 are presented
in Appendix B.4. In Stage 4, the optimal solvent candidate for Iteration 1 is identified
to be 1 CH2NO2 1 I (iodonitromethane) with k
CAMD = 6.174E+11 dm3 mol−1 s−1
– identical to the result from Case 1. The pure solvent properties of the solvent
candidate are used in QM calculations and the rate constant is determined to be
kL = 2.470E-04 dm3 mol−1 s−1. The rate constant values have a discrepancy of 15
orders of magnitude. In Stage 6, convergence has not yet been achieved.
6.2.2.1.2 Iteration 2 After Stage 2 has been updated with the new solvent can-
didate iodonitromethane, the solvatochromic equation is regressed in Stage 3:
log kCAMD = −1.32− 13.40A− 7.61B + 3.36S − 4.13δ − 1.20 δ
2
H
100
, (6.15)
with an R2 value of 0.96 and a standard error of the mean of 0.41 – again, identical
values compared with Case 1. In Stage 4, the optimal solvent candidate is identi-
fied to be 3 CH3 2 CH2 1 C=C 1 CH2NO2 (3-ethyl-2-nitromethyl-2-pentene) with
180
kCAMD = 2.260E-02 dm3 mol−1 s−1. In Stage 5, the pure solvent properties of the
solvent candidate are used in QM calculations and the rate constant kL = 8.460E-05
dm3 mol−1 s−1 is determined. In Stage 6, convergence has not yet been achieved.
6.2.2.1.3 Iteration 3 After Stage 2 has been updated with the new solvent can-
didate 3-ethyl-2-nitromethyl-2-pentene, the solvatochromic equation is regressed in
Stage 3:
log kCAMD = −4.50− 0.84A− 1.11B − 0.11S − 1.46δ + 1.21 δ
2
H
100
, (6.16)
with an R2 value of 0.73 and a standard error of the mean of 0.75. The solvatochromic
equation is identical to the one in Case 1, but at this point is where a solvent can-
didate with a OH group is designed in Case 1 – it is therefore expected that a new
and different solvent be designed now. In Stage 4, the optimal solvent candidate is
identified to be 1 CH3NO2 (nitromethane) with k
CAMD = 6.961E-04 dm3 mol−1 s−1.
In Stage 5, the pure solvent properties of the solvent candidate are used in QM calcu-
lations and the reaction rate kL = 6.085E-04 dm3 mol−1 s−1 is determined. In Stage
6, convergence has not yet been achieved.
6.2.2.1.4 Iteration 4 After Stage 2 has been updated with the new solvent can-
didate nitromethane, the solvatochromic equation is regressed in Stage 3:
log kCAMD = −4.57− 0.36A− 0.90B + 0.14S − 1.37δ + 0.99 δ
2
H
100
, (6.17)
with an R2 value of 0.77 and a standard error of the mean of 0.62. The quality of
the fit of the solvatochromic equation to the data has increased slightly. In Stage
4, the optimal solvent candidate is identified to be 1 CH3NO2 (nitromethane) with
kCAMD = 6.947E-04 dm3 mol−1 s−1. The absolute percentage error between the
two rate constants is 14% and nitromethane has been used in the regression of the
solvatochromic equation before. The identification of this solvent candidate therefore
terminates the methodology.
6.2.2.1.5 Analysis The final optimal solvent candidate identified is identical to
the one in Case 1, that is 1 CH3NO2 (nitromethane), and exhibits a reaction rate
constant of kL = 6.085E-04 dm3 mol−1 s−1. This result shows that even though the
OH structural group is disabled, the final optimal solvent candidate is still identified.
The second best solvent identified is acetonitrile with a rate constant of kL = 4.697E-
04 dm3 mol−1 s−1. However, this solvent was part of the initial set of solvents used
181
to regress the solvatochromic equation.
The final optimal solvent was identified with QM calculations for nine different
solvents using the solvatochromic equation as a predictive reaction model in a CAMD
environment from a design space of 1233 solvent candidates.
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6.2.2.2 Case 5: Case 2 without OH structural groups
In this section, Case 2 is investigated without OH structural groups. That is, the
predicted reaction rate constant of problematic solvent methanol is included in the
initial regression of the solvatochromic equation and solvents with an OH structural
group cannot be designed. A summary of the results for each iteration is shown in
Table 6.9 after this section.
6.2.2.2.1 Iteration 1 Seven solvents (toluene, chlorobenzene, ethyl ethanoate,
tetrahydrofuran, acetonitrile, acetone and methanol) are selected and the respective
solvent properties and rate constants determined for the Menschutkin reaction in
Stages 1 and 2. In Stage 3, the solvatochromic equation is regressed to the respec-
tive QM-based reaction rate constants and GC-determined pure solvent properties,
resulting in
log kCAMD = 6.01 + 22.28A− 12.57B + 1.51S − 6.09δ − 5.91 δ
2
H
100
, (6.18)
with an R2 value of 0.93 and a standard error of the mean of 0.58. The reaction-
specific coefficients are identical to those for Iteration 1 of Case 2. All reaction-specific
coefficients of the solvatochromic equation for Case 5 are reported in Appendix B.5.
In Stage 4, the optimal solvent candidate for Iteration 1 is identified to be 2 CH3 1
CH 1 COOH (2-methyl-propanoic acid) with kCAMD = 5.167E+09 dm3 mol−1 s−1.
In Stage 5, the pure solvent properties of the solvent candidate are used in QM
calculations and the reaction rate constant of kL = 1.268E-05 dm3 mol−1 s−1 is
determined. As before, the order of magnitude between the two predictions is very
large, at 14. In Stage 6, no convergence has been achieved.
6.2.2.2.2 Iteration 2 After Stage 2 has been updated with the new solvent can-
didate 2-methyl-propanoic acid, the solvatochromic equation is regressed in Stage 3:
log kCAMD = −3.59− 1.76A− 2.88B − 0.32S − 2.26δ + 1.37 δ
2
H
100
, (6.19)
with an R2 value of 0.85 and a standard error of the mean of 0.66. The solvatochromic
equation is still identical to that in Case 2, but at this point a solvent with a OH
group was designed. It is therefore expected that a new solvent is designed. In
Stage 4, the optimal solvent candidate is identified to be 1 CH3NO2 (nitromethane)
with kCAMD = 1.934E-03 dm3 mol−1 s−1. In Stage 5, the pure solvent properties
of the solvent candidate are used in QM calculations and a reaction rate constant
of kL = 6.085E-04 dm3 mol−1 s−1 is determined. The discrepancy between the two
184
rate constant predictions is now within an order of magnitude. However, in Stage 6,
convergence has not yet been achieved.
6.2.2.2.3 Iteration 3 After Stage 2 has been updated with the new solvent can-
didate nitromethane, the solvatochromic equation is regressed
log kCAMD = −2.79− 1.85A− 3.37B − 1.048S − 2.48δ + 1.22 δ
2
H
100
, (6.20)
with an R2 value of 0.85 and a standard error of the mean of 0.57. In Stage 4, the
optimal solvent candidate is identified to be 5 CH3 1 CH 1 C=C (2, 3, 4-trimethyl-
2-pentene) with kCAMD = 8.200E-03 dm3 mol−1 s−1. In Stage 5, the pure solvent
properties of the solvent candidate are used in QM calculations and a rate constant
of kL = 1.526E-06 dm3 mol−1 s−1 is determined. Here the discrepancy between the
predictions has increased again, showing that the predictive reaction model requires
further training. In Stage 6, convergence has not yet been achieved.
6.2.2.2.4 Iteration 4 After Stage 2 has been updated with the new solvent
2, 3, 4-trimethyl-2-pentene, the solvatochromic equation is regressed in Stage 3:
log kCAMD = −6.64− 1.15A+ 1.55B + 1.10S − 0.40δ + 1.43 δ
2
H
100
, (6.21)
with an R2 value of 0.87 and a standard error of the mean of 0.54. In Stage 5, the
optimal solvent candidate is identified to be 1 CH2NO2 1 I (iodonitromethane) with
kCAMD = 3.269E-03 dm3 mol−1 s−1. The pure solvent properties of the solvent can-
didate are used to determine kL = 2.470E-04 dm3 mol−1 s−1. In Stage 6, convergence
has not yet been achieved.
6.2.2.2.5 Iteration 5 After Stage 2 has been updated with the new solvent
iodonitromethane, the solvatochromic equation is regressed in Stage 3:
log kCAMD = −6.27− 1.09A+ 1.74B + 0.53S − 0.47δ + 1.29 δ
2
H
100
, (6.22)
with an R2 value of 0.81 and a standard error of the mean of 0.60. The quality of
the fit of the solvatochromic equation to the data has increased significantly over
that observed for Case 2. In Stage 4, the optimal solvent candidate is identified to
be 1 CH2NO2 1 I (iodonitromethane) with k
CAMD = 8.582E-04 dm3 mol−1 s−1. The
absolute percentage error between the rate constant predictions is 247%, which is
lower than in Case 2. The identification of this solvent candidate terminates the
185
methodology at this stage.
6.2.2.2.6 Analysis The final optimal solvent candidate identified to be methanol
and the calculated rate constant is kL = 9.234E-04 dm3 mol−1 s−1. However, it is
known that the rate constant for methanol is not predicted correctly and experi-
mental verification (Ganase et al. 2011) gives a rate constant of kL = 2.500E-04
dm3 mol−1 s−1. The second best rate constant identified by the methodology is
nitromethane, which exhibits a rate constant of kL = 6.085E-04 dm3 mol−1 s−1.
Acetonitrile is the best solvent after this. It is therefore recommended (as in Case 2)
that solvents nitromethane and acetonitrile are tested as a solvent for the specified
Menschutkin reaction.
The final optimal solvents were identified with QM calculations for 11 different
solvents using the solvatochromic equation as a predictive reaction model in a CAMD
environment from a design space of 1233 solvent candidates.
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6.2.2.3 Case 6: Basecase 2 + experimental rate constant for methanol
In this section, Case 3 is investigated without OH structural groups in the method-
ology. That is, the experimentally measured rate constant of solvent methanol is
included in the initial regression of the solvatochromic equation and solvents with an
OH structural group cannot be designed. A summary of the results for each iteration
is shown in Table 6.10.
6.2.2.3.1 Iteration 1 As in Case 3, the same seven solvents are selected and the
respective solvent properties and rate constants are determined for the Menschutkin
reaction in Stages 1 and 2. The only exception is that the rate constant for methanol
is experimentally measured as kL = 2.500E-04 dm3 mol−1 s−1. In Stage 3, the
solvatochromic equation is regressed to the respective reaction rate constants and
GC-determined pure solvent properties, resulting in
log kCAMD = 5.31 + 19.26A− 12.05B + 1.66S − 5.89δ − 5.47 δ
2
H
100
, (6.23)
with an R2 value of 0.92 and a standard error of the mean of 0.57. Since all values
coincide with those of Case 3, the reaction-specific coefficients are identical. All of the
reaction-specific coefficients of the solvatochromic equation for Case 6 are presented
in Appendix B.6. In Stage 4, the optimal solvent candidate for Iteration 1 is identified
to be 2 CH3 1 CH 1 COOH (2-methyl-propanoic acid) with k
CAMD = 3.719E+08
dm3 mol−1 s−1. In Stage 5, the pure solvent properties of the solvent candidate are
used to determine kL = 1.268E-05 dm3 mol−1 s−1. The discrepancy between the
predicted rate constants is large and further training of the solvatochromic equation
is required. In Stage 6, convergence has not yet been achieved.
6.2.2.3.2 Iteration 2 After Stage 2 has been updated with the new solvent can-
didate 2-methyl-propanoic acid, the solvatochromic equation is regressed in Stage 3:
log kCAMD = −3.07− 1.73A− 3.59B + 0.06S − 2.54δ + 0.89 δ
2
H
100
, (6.24)
with an R2 value of 0.84 and a standard error of the mean of 0.55. The reaction-
specific coefficients are still identical to those using for Iteration 2 in Case 3. In Stage
4, the optimal solvent candidate is identified to be 4 CH3 2 CH2 1 C=C (for example,
3-ethyl-2-methyl-2-pentene) with kCAMD = 3.103E-03 dm3 mol−1 s−1. In Stage 5,
the pure solvent properties of the solvent candidate are used in QM calculations
and a rate constant of kL = 1.611E-06 dm3 mol−1 s−1 is determined. In Stage 6,
convergence has not yet been achieved.
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6.2.2.3.3 Iteration 3 After Stage 2 has been updated with the new solvent can-
didate, the solvatochromic equation is regressed in Stage 3:
log kCAMD = −6.60− 1.11A+ 0.77B + 2.11S − 0.69δ + 1.11 δ
2
H
100
, (6.25)
with an R2 value of 0.87 and a standard error of the mean of 0.54. The quality of the
fit of the solvatochromic equation to the data has increased slightly and is generally
good. In Stage 4, the optimal solvent candidate is identified to be 1 CH3NO2 1 I
(iodonitromethane) with kCAMD = 3.217E-01 dm3 mol−1 s−1. In Stage 5, the pure
solvent properties of the solvent candidate are used in QM calculations and a rate
constant of kL = 2.470E-04 dm3 mol−1 s−1 is determined. In Stage 6, convergence
has not yet been achieved.
6.2.2.3.4 Iteration 4 After Stage 2 has been updated with the new solvent can-
didate iodonitromethane, the solvatochromic equation is regressed in Stage 3:
log kCAMD = −6.07− 1.02A+ 1.47B + 1.06S − 0.55δ + 0.83 δ
2
H
100
, (6.26)
with an R2 value of 0.78 and a standard error of the mean of 0.64. In Stage 4, the
optimal solvent candidate is identified to be 1 CH2NO2 1 I with k
CAMD = 7.717E-04
dm3 mol−1 s−1. The absolute percentage error between the rate constant predictions
is 212%, which is a slight improvement on Case 3. The identification of this solvent
candidate terminates the methodology.
6.2.2.3.5 Analysis The final optimal solvent candidate identified is acetonitrile
with a rate constant of kL = 4.697E-04 dm3 mol−1 s−1. This is followed by methanol
and iodonitromethane with rate constants of 2.500E-04 and 2.470E-04 dm3 mol−1 s−1,
respectively. Acetonitrile has been experimentally verified (Ganase et al. 2011) and
has been shown to be a good solvent. Methanol has been shown to be a poor solvent,
but nitro-group solvents should be tested. Favourable results have been obtained
for solvents containing nitro-groups by Lassau & Jungers (1968) for a related Men-
schutkin reaction.
The final optimal solvents were identified with QM calculations for ten different
solvents using the solvatochromic equation as a predictive reaction model in a CAMD
environment from a design space of 1233 solvent candidates.
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6.2.3 Discussion and verification
The final optimal solvent candidates obtained for Cases 1 to 6 are summarised in
Table 6.11.
Table 6.11: Summary of optimal solvent candidates identified with a deterministic
problem formulation.
Case Description Best solvent
candidate
Second solvent
candidate
1 Basecase CH3NO2 1 OH 1 CH2NO2 1
2 Basecase + pred. methanol CH3 1 OH 1 OH 1 CH2NO2 1
3 Basecase + expt. methanol OH 1 CH2NO2 1 CH3CN 1
4 Basecase - OH groups CH3NO2 1 CH3CN 1
5 Basecase + pred. methanol - OH groups CH3 1 OH 1 CH3NO2 1
6 Basecase + expt. methanol - OH groups CH3CN 1 CH3 1 OH 1
∗
∗ Closely followed by CH2NO2 1 I 1.
Between six and seven solvents (toluene, chlorobenzene, ethyl ethanoate, tetrahy-
drofuran, acetonitrile, acetone and methanol) are used to regress Cases 1 to 6 in
Iteration 1. It is found that QM calculations for only 9 to 11 solvents are needed to
determine the optimal solvents for the reaction, resulting in solvent candidates that
can be experimentally targeted.
From the results in Table 6.11, six solvent candidates containing nitro-groups are
found to be optimal for the specified Menschutkin reaction. Both nitromethane and
nitromethanol appear three times.
Lassau & Jungers (1968) have observed that solvents with nitro-groups increase
the reaction rate constant for a related Menschutkin reaction between tripropylamine
and methyliodide. Nitromethanol is found to be an unstable solvent. It is nevertheless
useful to also consider related solvent candidates or solvent candidates identified
with lower reaction rate constants, as reaction rates predicted with QM have an
error associated with them (as shown in Section 4.5.3.5). For this reason a few
solvents other than the optimal solvent candidate may need to be tested (for instance,
nitroethanol). If it is found, in a verification step, that two solvents are suitable, the
one that is least expensive, more readily available and/or more green may be selected
for the specified reaction.
Cases 1 to 6 show how the proposed methodology can be applied to a real reac-
tion and predict final optimal solvent candidates for experimental verification. For
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Cases 1 to 3 a design space encompassing 1341 solvent candidates is investigated,
whereas for Cases 4 to 6 a design space of 1233 solvent candidates is considered. The
final optimal solvent candidates may not necessarily be the best when tried in the
laboratory, as QM calculations and the empirical model also have errors associated
with them, but it may point the user to solvents that contain particular functional
groups. For instance, in Cases 1 to 5 it is observed that solvents with nitro-groups
are identified as being either the best or second best solvents for the particular Men-
schutkin reaction between phenacyl bromide and pyridine. By targeted verification,
nitromethane has been identified as a solvent with an experimental rate constant of
kEXP = 3.43E-03 dm−3 mol−1 s−1 by Ganase et al. (2011) (proton nuclear magnetic
resonance (1H NMR) spectroscopy was used). Both nitromethane and acetonitrile
have been identified as solvents that increase the reaction rate constant significantly
compared with other solvents, such as toluene, chloroform and acetone (the reader
is referred to Figure 6.2 for QM-based rate constant predictions with vertical error
bars demonstrating an error of 1 kcal mol−1 in the activation free energy).
Figure 6.2: QM-predicted reaction rate constants experimentally verified (Ganase
et al. 2011) by 1H NMR spectroscopy.
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6.3 Investigating uncertainty
In this section the uncertainty of the regressed reaction-specific coefficients in the
solvatochromic equation and the effect of uncertainty within the GC approach on
QM calculations is investigated.
In Section 6.3.1, the use of the reaction-specific coefficients regressed to the sol-
vatochromic equation are investigated to determine the uncertainty of the design of
solvent candidates. During the model regression, 95% confidence intervals are ob-
tained for these reaction-specific coefficients and therefore provide a range of values
the coefficients can vary within. When consulting Appendix B large confidence in-
tervals can sometimes be observed for Cases 1 to 6 and the following section will
demonstrate that the solvents designed are robust and representative of the average
performance of the solvatochromic equation.
In Section 6.3.2, the predictive capability of the GC techniques used for the pro-
posed methodology are contrasted to experimental measurements. This is followed
by investigating the effect of using GC predictions and experimental measurements
as input to QM calculations on the predicted reaction rate constants.
6.3.1 Solvents designed are robust
The aim of this section is to investigate whether solvents designed using the solva-
tochromic equation as a constraint are robust, even though large confidence intervals
are observed for the reaction-specific coefficients. The optimisation problem from
Section 5.2 can be reformulated as the maximisation of an average objective function
f (pj) with respect to variables pj, n, y
max
pj,n,y
1
Q
Q∑
j=1
f (pj) (6.27)
s.t. h1,j (kj,pj,n,y) = 0 j = 1, . . . , Q (6.28)
g1,j (kj,pj,n,y) ≤ 0 j = 1, . . . , Q (6.29)
h2 (n,y) = 0 (6.30)
g2 (n,y) ≤ 0 (6.31)
d (p,n,y) ≤ 0 (6.32)
p ∈ Rm (6.33)
n ∈ Rq (6.34)
yi ∈ {0, 1}u i = 1, . . . , q, (6.35)
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where f (pj) is the performance measure (in this work, the logarithm of the reaction
rate constant for scenario j) and Q is the number of scenarios considered. The
solvatochromic equation in Section 5.2.3.1 is given for scenario j by
log kCAMDj = c0,j + cA,jA+ cB,jB+ cS,jS+ cδ,jδ+ cδ2H ,j
δ2H
100
, j = 1, . . . , Q. (6.36)
The predicted solvent properties are assumed accurate. An average performance
measure can be determined by explicitly considering different scenarios of the solva-
tochromic equation where reaction-specific coefficients are randomly sampled within
their confidence intervals. That is, a reaction-specific coefficient cθ,j for property θ can
take uniformly distributed values between the lower bound of the confidence interval
cLOWERθ,j and the upper bound of the confidence interval c
UPPER
θ,j . Equation (6.27)
may then be written to explicitly consider Equation (6.36), where cθ,j are randomly
assigned values between cLOWERθ,j and c
UPPER
θ,j :
max
pj,n,y
1
Q
Q∑
j=1
log kCAMDj (6.37)
= max
pj,n,y
1
Q
Q∑
j=1
(
c0,j + cA,jA+ cB,jB + cS,jS + cδ,jδ + cδ2H ,j
δ2H
100
)
(6.38)
= max
pj,n,y
(
Q∑
j=1
1
Q
c0,j +
Q∑
j=1
1
Q
cA,jA+
Q∑
j=1
1
Q
cB,jB +
Q∑
j=1
1
Q
cS,jS
+
Q∑
j=1
1
Q
cδ,jδ +
Q∑
j=1
1
Q
cδ2H ,j
δ2H
100
)
(6.39)
For an average performance measure, a large set of scenarios needs to be considered.
Therefore, in the case where the limit of Q→∞ is considered:
lim
Q→∞
Q∑
j=1
1
Q
cθ,j = cθ,j , (6.40)
where cθ,j is the average value between the lower and upper confidence intervals.
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Therefore, Equation (6.39) can be written in the form
lim
Q→∞
max
pj,n,y
(
Q∑
j=1
1
Q
c0,j +
Q∑
j=1
1
Q
cA,jA+
Q∑
j=1
1
Q
cB,jB +
Q∑
j=1
1
Q
cS,jS
+
Q∑
j=1
1
Q
cδ,jδ +
Q∑
j=1
1
Q
cδ2H ,j
δ2H
100
)
(6.41)
= max
pj,n,y
(
c0,j + cA,jA+ cB,jB + cS,jS + cδ,jδ + cδ2H ,j
δ2H
100
)
. (6.42)
The values used in this work for the reaction-specific coefficients are mean values
of the parameters. Therefore, no matter how large the confidence interval, average
performance is obtained by using the solvatochromic equation. This shows that the
solvatochromic equation is a constraint independent of uncertainty in the optimisa-
tion formulation and that the solvents designed are robust. This conclusion is valid
for other parameter distributions (for example, normal). It would no longer be valid
if the objective function was non-linear in log kCAMD.
In the context of uncertainty, it is also interesting to investigate what the worst
case performance is and what the variance or spread of the rate constant distribu-
tion is. To this end Q = 10, 000 solvatochromic equations (scenarios) with varying
reaction-specific parameters resulted in a normal distribution of rate constants. Each
set of Q solvatochromic equations for a specified solvent was based on the solva-
tochromic equation in the final iteration of the proposed methodology. For example,
in Case 1 the minimum reaction rate constant that can be predicted for the solvent
CH3NO2 1 (nitromethane) is log k
CAMD = −23.302, whereas the maximum reaction
rate constant that can be predicted is log kCAMD = 16.904. Since the solvatochromic
equation is a linear model and all solvent properties are larger or equal to zero, the
worst or best case scenarios can be computed based on the corresponding minimum
or maximum values of the reaction-specific parameters. If a given solvent property in
Equation (6.42) is zero, a narrower rate constant distribution can be expected (since
there are less degrees of freedom). This is, for example, the case for many of the
initially selected solvents where acidity is zero. By comparison, many of the designed
solvents have all properties as non-zero (including the acidity solvent property term)
and therefore will exhibit wider distributions.
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6.3.2 Considering the impact of uncertainty in the GC ap-
proach on QM calculations
In Section 6.2.3, reaction rate constants predicted by QM calculations are shown to
have errors associated with them. For instance, it was shown that generally predic-
tions in this work have an error of 1 kcal mol−1 in the free energy of activation and
that some rate constants cannot be predicted accurately because of poor parame-
terisation in the solvation model. In the proposed methodology, a further potential
source of error is possible.
In this section, the predictive capability of the GC approach employed in this
work is investigated in terms of its impact on QM calculations. In the proposed
methodology, the GC approach determines the inputs to the SMD continuum solva-
tion model. The accuracy of the QM calculations is affected by errors in the inputs
from GC and it is worth considering possible errors. This can be done by investigat-
ing solvents that have been designed at some point during execution of the proposed
methodology for which experimental data are available.
To demonstrate the effect an error in the GC methodology can have on the rate
constant, rate constants can be calculated for the specified Menschutkin reaction
in solvents where a) GC methods are used to calculate the SMD inputs and b)
experimental measurements are used as SMD inputs. The solvents considered are
presented in Tables 6.12, 6.13 and 6.14.
The pure solvent properties considered in Tables 6.12 and 6.13 are Abraham’s
hydrogen bond acidity and basicity, the dipolarity/polarisability term, the cohesive
energy density term and the melting and boiling point temperatures. These pure
solvent properties are determined within the CAMD optimisation calculation.
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Table 6.12: Summary of predicted and experimental values of hydrogen bond acidity
A and basicity B, dipolarity/polarisability S and cohesive energy density δ2H/100.
Solvents A B S δ2H/100
[cal cm−3]
Pred. Exp.a Pred. Exp.a Pred. Exp.b,c Pred. Exp.c
Toluene 0.00 0.00 0.16 0.14 0.56 0.52 0.80 0.80
Chlorobenzene 0.00 0.00 0.00 0.07 0.63 0.65 0.91 0.89
Ethyl ethanoate 0.00 0.00 0.48 0.45 0.57 0.62 0.81 0.80
Tetrahydrofuran? 0.00 0.00 0.48 0.48 0.52 0.52 0.86 0.86
Acetonitrile? 0.15 0.15 0.02 0.02 0.49 0.49 0.85 0.85
Acetone 0.00 0.04 0.49 0.49 0.69 0.70 0.79 0.93
Chloroform? 0.15 0.15 0.00 0.02 0.49 0.49 0.85 0.85
Nitromethane? 0.06 0.06 0.31 0.31 0.95 0.95 1.58 1.58
Methanol 0.33 0.43 0.49 0.47 0.41 0.44 1.84 2.09
Ethanol 0.33 0.37 0.49 0.48 0.40 0.42 1.53 1.63
Acetic acid 0.61 0.61 0.43 0.44 0.57 0.65 1.04 0.86
Propanoic acid 0.61 0.60 0.43 0.45 0.57 0.65 0.97 0.90
? Single-group solvent candidates
a Winget et al. (2010)
b Lee (1996)
c Brigham Young University (2011)
Table 6.13: Summary of predicted and experimental values of Tm and Tb.
Solvents Tm Tb
[K] [K]
Pred. Exp.a Pred. Exp.a
Toluene 202 180 389 383
Chlorobenzene 226 228 408 405
Ethyl ethanoate 167 189 344 350
Tetrahydrofuran? 165 165 338 338
Acetonitrile? 229 229 355 355
Acetone 191 179 307 329
Chloroform? 210 210 334 334
Nitromethane? 245 245 374 374
Methanol 184 175 273 338
Ethanol 194 159 316 351
Acetic acid 308 290 379 391
Propanoic acid 313 253 422 414
? Single-group solvent candidates
a Lide (2011)
The pure solvent properties presented in Table 6.14 are the refractive index, the
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macroscopic surface tension, the dielectric constant and the dipole moment. These
pure solvent properties are evaluated after the CAMD optimisation calculation and,
along with Abraham’s hydrogen bond acidity and basicity, are the major inputs
required by the SMD continuum solvation model.
Table 6.14: Summary of predicted and experimental values of refractive index nD,
macroscopic surface tension γ, dielectric constant ε and dipole moment µ.
Solvents nD γ ε µ
[cal mol−1
A˚−2]
[D]
Pred. Exp.a Pred. Exp.a Pred. Exp.a Pred. Exp.b,c
Toluene 1.52 1.49 39.23 40.20 2.40 2.37 0.00 0.36
Chlorobenzene 1.52 1.52 43.74 47.48 5.94 5.70 1.84 1.69
Ethyl ethanoate 1.52 1.37 38.55 33.67 6.10 5.99 1.90 1.78
Tetrahydrofuran? 1.40 1.40 39.44 39.44 7.43 7.43 N/A 1.63
Acetonitrile? 1.34 1.34 41.25 41.25 35.69 35.69 N/A 3.93
Acetone 1.51 1.36 34.14 33.77 19.53 20.49 2.32 2.88
Chloroform? 1.44 1.44 38.39 38.39 4.71 4.71 N/A 1.01
Nitromethane? 1.38 1.38 52.58 52.58 36.56 36.56 N/A 3.45
Methanol 1.58 1.33 41.26 31.77 20.84 32.61 1.59 1.70
Ethanol 1.56 1.36 39.68 31.62 17.60 24.85 1.57 1.69
Acetic acid 1.53 1.37 27.12 39.01 3.15 6.25 1.65 1.74
Propanoic acid 1.53 1.38 28.17 37.71 3.09 3.44 1.64 1.75
? Single-group solvent candidates
a Winget et al. (2010)
b Brigham Young University (2011)
c Dipole moments were not predicted for single-group solvents, as they were
not required to predict the dielectric constant in these cases.
Tetrahydrofuran, acetonitrile, chloroform and nitromethane are all single-group sol-
vents and their group contributions have been determined from experimentally mea-
sured values. Therefore, these values are identical to the experimental values and
do not add uncertainty to the method. The pure solvent properties for toluene,
chlorobenzene, ethyl ethanoate, acetone, methanol and ethanol are predicted by
group contribution methods and compared to estimates or measurements from the
literature. The predictions are observed to be in fairly good agreement with the ex-
perimental values. Methanol and ethanol are solvents most poorly predicted by the
GC approach, but a comparison of reaction rate constants with GC input and experi-
mental measurement input may not demonstrate the effect of GC error clearly. It was
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therefore decided to predict the reaction rate constant for the specified Menschutkin
reaction in ethyl ethanoate for cases a) and b).
The reaction rate constant, when using GC predictions as input to the SMD
solvation model, is calculated to be 5.444E-05 dm3 mol−1 s−1 with a free energy of
activation of 23.36 kcal mol−1. The reaction rate constant, when using experimental
measurements as input to the solvation model, is 4.877E-05 dm3 mol−1 s−1 with a
free energy of activation of 23.42 kcal mol−1. The prediction based on GC is in
good agreement with the prediction based on experiment. By considering that the
reaction rate constant is obtained by an exponential function of the Gibbs free energy
of activation, using GC as input to the solvation model SMD can give reasonably
accurate results.
The GC approach has been shown to work well for ethyl ethanoate (in the context
of predicting QM-based reaction rate constants), but its predictions may not be as
good for every predicted solvent candidate. An example to demonstrate when the
GC approach fails is for acetic acid. It was found that when predicting pure solvent
properties for acetic acid, the dielectric constant and macroscopic surface tension are
predicted poorly. The reaction rate constant, using GC as input to the SMD solvation
model, is calculated to be 1.304E-05 dm3 mol−1 s−1 with a free energy of activation
of 24.2 kcal mol−1, whereas the reaction rate constant based on experimental pure
solvent properties as the input is determined to be 1.472E-04 dm3 mol−1 s−1 with
a free energy of activation of 22.8 kcal mol−1. Thus there is almost one order of
magnitude in difference between the two reaction rate constant predictions.
GC has been shown to successfully predict properties of pure solvents used in this
work. Such approaches are widely applied in CAMD because they are transferable
and relatively accurate, but cases do exist where the methodology may not be as
accurate as expected. Acetic acid is one of those cases, where the prediction for
only the macroscopic surface tension and dielectric constant are poor. However, the
failure to predict only a few acetic acid properties is not transferable to all carboxylic
acids, as properties for propanoic acid are predicted well (in the proposed approach,
carboxylic acids similar to propanoic acid are synthesised and it is therefore assumed
that predictions are fairly accurate).
Therefore, when using GC approaches, predictions should be compared to exper-
imental measurements whenever possible. Experimental validation of, for instance,
optimal solvent candidates can verify the accuracy of property predictions. In the
case of acetic acid, it is recommended to introduce acetic acid as a single-group
solvent.
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6.4 Summary
In Section 6.2 the proposed methodology is applied to the Menschutkin reaction
between phenacyl bromide and pyridine for six cases. Cases 1 to 3 consider a design
space of 1341 solvent candidates and only ten solvents are investigated with QM
calculations before an optimal solvent candidate is identified.
In Case 1, six solvents (toluene, chlorobenzene, ethyl ethanoate, tetrahydrofuran,
acetone and acetonitrile) are used to regress the solvatochromic equation in Iteration
1. Nitromethane and nitromethanol are identified as the best solvents. In Case 2,
methanol (with a predicted rate constant) is added to Case 1 as a seventh solvent
for the initial regression. Methanol and nitromethanol are identified as the best
solvents. In Case 3, methanol (with an experimentally measured rate constant) is
added to Case 1 as a seventh solvent for the initial regression. Here, nitromethanol
and acetonitrile are identified as the best solvents.
Cases 4 to 6 are identical to Cases 1 to 3, except that the OH structural groups
are disabled. Alcohols are found to cause difficulties in QM rate constant calculations
and in Cases 1 to 3 the best solvents include OH structural groups. The effect of
removing the OH structural group is therefore investigated. The design space con-
sidered contains 1233 possible solvent candidates and between 9 and 11 solvents are
investigated with QM calculations before and optimal solvent candidate is identified.
In Case 4, the OH structural group is disabled for Case 1. Nitromethane and
acetonitrile are identified as the best solvents. In Case 5, the OH structural group is
disabled for Case 2. Methanol and nitromethane are found to be the best solvents.
In Case 6, the OH structural group is disabled for Case 3. Acetonitrile and methanol
are found to be the best solvents.
In conclusion, solvents containing nitro-groups are shown to promote the reaction
rate constant most. Experimental verification has been carried out (Ganase et al.
2011) and the rate constant of nitromethane was measured to be a very good solvent
compared to other common solvents.
In Section 6.3.1, uncertainty associated with the reaction-specific coefficients of
the solvatochromic equation is investigated. It is shown that solvents designed with
large confidence intervals of the reaction-specific coefficients are robust and repre-
sentative of the average performance of the solvatochromic equation for the design
formulation used in this thesis.
In Section 6.3.2 the uncertainty of the rate constant predictions was investigated
with respect to errors in GC proptery predictions. The uncertainty of the reaction
rate constant when using a GC approach as input to the SMD solvation model is
shown to be small for solvents with experimental data in this work. If the GC ap-
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proach were to perform poorly for a molecular candidate, it is recommended that the
candidate be introduced as a single-group solvent with experimental group contribu-
tions.
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Chapter 7
Conclusions
7.1 Summary
This work addresses the need for a tool to help users target solvents for experimenta-
tion by designing optimal solvent candidates that are in the liquid phase at reaction
conditions and can increase reaction rates. An iterative hybrid methodology combin-
ing QM calculations and a CAMD framework has been proposed and it is shown that
only between 9 and 11 solvents need to be investigated by QM to determine optimal
solvent candidates from a large design space of over 1000 solvents. The proposed
methodology encourages targeted experimental verification, instead of an extensive
experimental approach based solely on insight, previous experience and heuristics.
Furthermore, it is flexible, as experimental measurements can be used instead of or
to complement QM predictions (if these are more readily available or more accurate).
Initially, a small set of diverse solvents is selected to build a predictive empirical
reaction model for a specific reaction, using the solvatochromic equation. This model
is integrated into an optimisation-based CAMD framework and an optimal solvent
candidate is synthesised in silico. The rate constant for the given reaction is deter-
mined by using the CTST and QM calculations. These data are used to update the
coefficients of the simpler model, the solvatochromic equation, which is used to design
the next candidate. The proposed methodology iterates until an optimal solvent is
designed for the second time. The best performing solvent(s) is/are then selected for
experimental validation.
The proposed methodology has been successfully applied to a Menschutkin reac-
tion between phenacyl bromide and pyridine. Solvents containing nitro-groups are
identified as optimal to maximise the rate constant. This prediction was experimen-
tally verified (Ganase et al. 2011) and nitromethane is shown to increase the reaction
rate constant significantly compared with a selection of other common solvents.
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The derivation of the reaction rate constant using CTST is presented in this
work. The expression is rewritten to incorporate output from three continuum solva-
tion models, namely, the IEF-PCM and two variations of the SMx solvation models
(the SM8 and the SMD versions are investigated). Predictions of the IEF-PCM solva-
tion model are investigated using UA0 and UAHF cavity descriptions and the B3LYP
functional. The SM8 solvation model is investigated using the intrinsic Coulomb radii
and the B3LYP functional, whilst the SMD solvation model is investigated using the
intrinsic Coulomb radii and the B3LYP and M06-2X functionals. The predictive
capability of the derived expression for the rate constant is based on the ability of
the solvation models to predict the solvation free energy of solutes in pure solvents.
Calculated results supported the literature that the SMx solvation model is best and
the SMD solvation model is chosen. The SMD rate constant predictions are investi-
gated for the use of two functionals, the B3LYP functional is a commonly employed
functional, whereas the M06-2X functional is claimed to improve on this (Zhao &
Truhlar 2008). The use of different functionals, cavity descriptions and solvation
models has highlighted the necessity of experimentally verifying rate constants in the
liquid phase. Without this, the choice of functional, cavity description and solva-
tion model can be difficult and speculative. Reaction rate constants predicted using
the B3LYP functional are found to be more accurate when compared with experi-
mentally measurements (Ganase et al. 2011) for the specified Menschutkin reaction.
The rate constant predictions are then integrated into the optimisation-based CAMD
framework.
The CAMD framework is based on GC techniques and employs the empirically
derived solvatochromic equation as the predictive reaction model. A mathemati-
cal optimisation formulation allows the introduction of molecular and potentially
process constraints. This formulation can therefore be integrated with existing
CAMD approaches and be extended to a plant-wide analysis. The optimisation
problem is formulated as a MILP problem and molecular constraints considered are:
structure-property constraints, chemical feasibility constraints, molecular complexity
constraints and design constraints. A design space of over 1000 solvent candidates
are considered for every iteration of the proposed methodology.
Finally, uncertainty of the proposed methodology is considered. The large con-
fidence intervals associated with the reaction-specific coefficients of the regressed
solvatochromic equation are shown to not affect the average performance of the pre-
dictive model. This is demonstrated by reformulating the deterministic optimisation
problem used in the proposed methodology as a stochastic optimisation problem and
showing that by randomly varying the coefficients within their confidence intervals
for a large number of scenarios, it is identical to using the average value associated
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with the confidence intervals. Therefore, solvents designed by this approach are con-
sidered robust and representative of the average performance of the solvatochromic
equation.
Secondly, the QM calculations used in this work are from the SMD solvation
model where the inputs are described using GC methods. The uncertainty associated
with GC techniques is therefore investigated and it is shown that predictions of
properties for solvents used in this work with experimental data are good. Reaction
rate constants based on both GC and experimental measurements seem to agree with
one another. A case where GC may perform poorly is also shown and the result on
the rate constant shows a change of almost an order of magnitude. It is therefore
found that predictions need to be verified by experiment whenever possible. If such
a case is encountered, it is proposed to introduce the solvent as a single-order group
with the experimental group contribution.
7.2 Main contributions of this work
A summary of the main contributions in this work are summarised in the following
section:
• An iterative hybrid methodology (combining CAMD, QM calculations and ex-
perimental measurements) has been proposed to design optimal solvent candi-
dates that increase the rate constant for a specified reaction by solvent effects.
• A MILP problem is presented within the CAMD framework. The approach is
based on the work of Folic´ et al. (2007) with several modifications:
1. The formulation has been extended with single-group solvents, that is, sol-
vents that cannot be described by existing structural groups (for instance,
tetrahydrofuran, acetonitrile and nitromethane) can now be considered.
2. Part of the group contribution methodology has been updated, for in-
stance, the approach by Marrero & Gani (2001) is now being used to
predict the heat of vaporisation.
3. Additional constraints
– Realistic solvent molecules are designed by restriction of the number
of structural groups a molecular candidate can have.
– The boiling temperature is now a constraint for the optimisation prob-
lem.
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– Molecular candidates have been restricted to acyclic aliphatic com-
pounds and monocyclic aromatic compounds only.
• The expression to predict reaction rate constants quantitatively using CTST is
derived in detail to serve as an introduction to other researchers in the field.
It is also implemented in the proposed methodology. The expression is written
to account for the output of the IEF-PCM and SMx solvation models.
• The reaction rate constants have generally been predicted within an order of
magnitude of experimentally measured rate constants (Ganase et al. 2011).
A detailed kinetic study for a Menschutkin reaction was complemented by the
study of the solvation free energy. It has been shown that solvation free energies
are described more accurately by the SMx solvation models and that the choice
of functionals and cavity description can affect the accuracy of both solvation
free energy and rate constant predictions significantly.
• The proposed methodology has been successfully applied to a Menschutkin
reaction. Experimental verification (Ganase et al. 2011) has been promising
and agrees with observations made by Lassau & Jungers (1968), who found
that solvents containing nitro-groups increased the rate constant for a different
Menschutkin reaction. Nitromethane has been shown to increase the reaction
rate constant significantly when compared with a selection of common solvents.
• Uncertainty within the proposed methodology is considered:
1. It is shown that, for the objective function chosen, solvents designed with
large confidence intervals of the reaction-specific coefficients are robust and
representative of the average performance of the solvatochromic equation.
2. The uncertainty of the reaction rate constant when using a GC approach
as input to the SMD solvation model is shown to be small for solvents
used in this work for which experimental data are available.
7.3 Future work recommendations
7.3.1 Use higher level of theory for gas phase calculations
As has been mentioned in Section 4.5.3.5, a higher level of theory should be used for
gas phase calculations to determine if more accurate reaction rate constants can be
obtained. For example, Sumathi & Green (2002) and Wijaya et al. (2003) used the
CBS-QB3 level of theory for gas phase calculations.
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7.3.2 Expand CAMD formulation
A reduced set of structural groups is implemented for this work. Increasing the num-
ber of structural groups available to the CAMD approach can bring about more vari-
ation in solvent candidates, for instance, more solvent candidates exhibiting carbon-
carbon double bonds may be designed. Furthermore, if certain functional groups
need to be disabled for any reason, such as reactivity, a large and realistic design
space will still be available to the CAMD methodology.
Industry requires the use of alternative ‘green’ solvents and therefore constraints
that account for, for instance, toxicity and bio-accumulation can be addressed by
prediction of lethal concentration LC50 (Gao et al. 1992) and the octanol-water
partition coefficient Ko/w (Stefanis et al. 2004), respectively.
In this work, small molecular candidates are investigated and therefore only first-
order group contribution methods are employed. To distinguish between isomers and
describe solvent candidates more accurately, higher-order groups may be desirable. If
second-order or third-order groups are employed, monocyclic and bicyclic molecular
structures can be designed by the algorithm with more confidence.
The apparent reaction rate is determined by various factors, such as solubility,
diffusion and the reaction rate constant. In this work, only the reaction rate constant
is considered. To account for solubility a group contribution method (such as that
proposed by Stefanis et al. (2004) for the Hildebrand solubility parameter) or an a
priori approach (such as that outlined by Cramer & Truhlar (2006)) can be employed.
If solubility is accounted for, constraints can be introduced to design solvent candi-
dates that dissolve only a particular solute or particular solutes. For instance, the
reaction rate may be maximised by dissolving the product into another medium other
than the reaction medium. If the reaction is diffusion-controlled, Ferna´ndez-Ramos
et al. (2006) presents a method for predicting the apparent reaction rate based on
Fick’s first law of diffusion.
7.3.3 Automate proposed methodology
Currently, the proposed methodology is a manual procedure. The manual steps are
as follows: a) the solvatochromic equation is regressed, b) this model is then inserted
into the CAMD approach which designs the solvent candidate and automatically
computes the input to the QM solvation model, c) the solute conformations are
generated within GaussView (Frisch et al. 2004) and the GC-determined solvation
model input is imported from b), d) the QM calculations are run to the required
accuracy, requiring constant attention by the user and finally e) the reaction rate
constant is computed. If this procedure is automated, the methodology will be
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significantly faster and more user-friendly.
7.3.4 Solvent-solute reactivity
A requirement of the proposed methodology is that the solvent candidates designed
are inert towards the solutes (reactants and products) of the specified reaction. In
this work, functional groups or compounds that are known to react with the solutes of
the reaction are disabled manually. However, it is desirable to introduce an approach
that can predict reactivity to a certain degree, even if only by the use of heuristics.
7.3.5 Further case studies and experimental validation
In this work the proposed methodology has been applied successfully to a Men-
schutkin reaction. Further case studies will verify how robust and capable this pro-
posed methodology is. For instance, realistic case studies with multi-step reactions
that may be prone to side reactions are particularly useful, as they are relevant to
industrial practice.
7.3.6 Integrating solvent design into a plant-wide process
design
Integrating solvent design and selection into process design would lead to a plant-
wide framework (the reader is referred to Section 2.2.5 for further details). An
optimisation-based CAMD framework is ideal for such circumstances. The necessary
constraints will need to be identified and captured accurately in mathematical form.
Such constraints may be highly non-linear, resulting in complicated search spaces.
Situations like this may be solvable using existing MINLP algorithms, but global
optimality will be needed.
Investigating the integration of an optimisation-based CAMD framework into a
process is not addressed in this work, but the methodology is developed with this
scenario in mind. There are a number of stages to be completed before moving
on to this stage, for instance introducing further realistic constraints like solubility
and compound reactivity data and extensive testing of the methodology on further
case studies. However, the methodology presented in this work lays a solid founda-
tion in terms of solvent design for increasing reaction rates and can be extended to
incorporate process constraints in the future.
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7.3.7 Investigate alternative predictive reaction models
In this work a LFER approximation has been used as the predictive reaction model.
However, generally systems exhibit non-linear behaviour, but due to the complexity
of the problem and for ease of finding a solution, linear models are sometimes used
instead. The solvatochromic equation is empirically derived and not necessarily ap-
plicable to every situation. For the proposed methodology to be generally applicable
to any situation, an alternative model that will always be applicable to a situation
needs to be pursued. An alternative to a LFER may be to investigate a response sur-
face methodology (Box & Draper 1987), which is also empirical. Here, for instance, a
response (for example, the reaction rate constant) is measured in relation to a chosen
set of variables (for example, solvent properties that can be described by a priori
calculations) for a function f . The function f may be linear or of a higher-order
nature. It is hoped that such an approach will decrease the discrepancy observed
between the reaction rate constant based on QM calculation and the solvatochromic
equation.
7.3.8 Consider mixed solvents
In this work only pure solvents are investigated. This is because pure solvent prop-
erties are easier to predict than solvent blend properties and more experimental data
is available for such a scenario. However, it is common industrial practice to use
solvent blends. The advantage of using solvent blends is that solvent properties can
be altered and can become larger than for a pure solvent. To incorporate solvent
blends will require identification of solvent properties that need to be predicted and
extend the GC approach to solvent blends group contributions.
7.3.9 Protocol for QM calculations
The IEF-PCM and SMx solvation models are investigated in this work. Further eval-
uation of other solvation models, for example the COSMO-RS (Klamt & Schu¨u¨rmann
1993, Klamt 1995) and the C-PCM solvation model (Klamt & Schu¨u¨rmann 1993,
Cossi et al. 2003), is advisable. The effect functionals and the cavity description can
have on predicted properties has been shown. It will therefore be useful to investigate
a more complete set of functionals and various cavity descriptions (if this is offered
by the software package) for their effects on properties that can be experimentally
verified.
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Appendix A
Overview of computational
chemistry
The Monte Carlo and molecular dynamics approaches are introduced briefly, followed
by more in-depth information on quantum mechanical calculations. This is followed
by an overview of approaches adopted to study reactions.
A.1 Monte Carlo method
A Monte Carlo (MC) simulation is used to solve numerically the statistical mechan-
ical equations by using a probabilistic treatment. It is used to calculate average
values of properties (Buncel et al. 2003). Configurations of a system of particles
(an ensemble) are generated by moving randomly an arbitrary particle from an arbi-
trary, but feasible, configuration to a new configurational state. The new positions
of the particles in a configuration allow calculation of a new potential energy and
other properties (Leach 2001). If the new configuration has a lower energy than its
previous configuration, the new configuration is accepted and becomes the initial
point for the next iteration. However, if the new configuration has a potential energy
higher than its previous configuration, then the Boltzmann factor exp
(−∆Eel/kBT)
is compared to a number randomly generated between zero and one (∆Eel is the
potential energy between the initial and new configuration). If the factor is larger
than the randomly generated number, the new configuration is accepted as the new
initial point for the next iteration. If the configuration is rejected, its initial config-
uration is again the next iteration’s starting point. This approach is known as the
Metropolis algorithm (Metropolis et al. 1953), ensuring a Boltzmann type distribu-
tion of the sampled configurations. The algorithm therefore allows exploration of the
overall phase space, even that of a higher energy, allowing the system to move away
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from locally identified minima (Folic´ 2006). Usually molecules are represented at an
atomic or higher level, that is, united atom or coarse-grained level).
A MC simulation begins with an equilibration phase, which is then followed by
a production phase during which the average properties of interest are calculated.
For the equilibration phase, appropriate parameters (such as total energy) are mon-
itored until stable, and once the system is in equilibrium the production phase com-
mences (Leach 2001).
MC calculations are typically used to determine equilibrium properties of matter,
but they can also be used to address dynamical properties, for example by imple-
menting the approach in a TST framework the rate constant of a reaction can be
determined (Theodorou 2010). The reader is referred to Theodorou (2010) for a
review of the method.
The reader is also referred to the reviews by Gubbins & Moore (2010) and
Theodorou (2010) for more detailed information regarding MC calculations in gen-
eral.
A.2 Molecular dynamics
In molecular dynamics (MD), particles move under their own intermolecular forces
and adhere to Newton’s second law (Maginn & Elliott 2010, Gubbins & Moore 2010).
That is, as time progresses, a trajectory defining the coordinates and velocities of the
particles of the system with respect to time can be calculated. Particles are treated as
classical particles within the Born-Oppenheimer assumption (refer to Section A.3.1.1
for information on this) and the system Hamiltonian depends only on the position
and momenta of the particles (Maginn & Elliott 2010). The energetic interactions
between the particles are described by force fields (for example, the transferable
intermolecular potential models for water, alcohols and ethers developed by Jorgensen
and co-workers (Jorgensen 1981a, Jorgensen 1981b)).
Simulations are initiated by choosing the initial positions of all atoms to be in or
close to a local minimum of the potential energy, as this avoids large forces at the be-
ginning of the simulations (Gubbins & Moore 2010). However, for complex molecular
systems (for example, biomolecular systems) energy minimisation techniques may be
required (for example, the steepest decent method) – the reader is referred to Leach
(2001) for further reading. Initial velocities are sampled from a Maxwell-Boltzmann
distribution with a random number generator (Gubbins & Moore 2010).
Computational cost, energy conservation required of the modelled system and
time-step needed dictate the method to be chosen. To conserve energy of the modelled
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system, a time step needs to be approximately 1/10th of the characteristic time of the
fastest vibration in the system (Gubbins & Moore 2010). Because of the small time
steps that need to be taken for MD simulations (and current computer advances),
studying events or phenomena for more than a microsecond is difficult (Gubbins
& Moore 2010). However, each iteration allows the calculation of thermodynamic
system properties, such as energy and pressure, and since time is explicitly accounted
for, this type of simulation allows calculation of non-equilibrium properties, such as
diffusion coefficients (Maginn & Elliott 2010).
A.3 Quantum mechanical methods
Molecular orbital ab initio methods are presented, along with a brief introduction
to semi-empirical methods. The basis of density functional theory is introduced to
highlight the differences between using this approach and that of molecular orbital
ab initio methods.
The most common molecular orbital ab initio method employed is the Hartree-
Fock (HF) theory where polyelectron wavefunctions are represented in the form of
Slater determinants. Slater determinants are made up from single electron wavefunc-
tions and all of these single electron wavefunctions are computed. In DFT, single
electron wavefunctions are taken into account, but only the total electronic energy
and overall electron-density distribution function are computed, as the Hohenberg
and Kohn theorem (Hohenberg & Kohn 1964, Leach 2001, Buncel et al. 2003) states
that “all properties of a molecular system in its ground state can be derived from
the electron-density distribution function” (Buncel et al. 2003).
A.3.1 Molecular orbital ab initio methods
In molecular orbital quantum mechanical calculations the electrons of an atom or
molecule are explicitly represented, allowing the derivation of properties that are
dependent on the electronic distribution. This is particularly useful for chemical
reactions where bonds are continuously broken and formed (Leach 2001).
This section introduces the concept of quantum mechanics and should by no
means be viewed as a comprehensive review. Further information can be found in
several textbooks, amongst others, Jensen (1998), Leach (2001) and Cramer (2008).
Quantum mechanical approaches are based on solving the time-dependent Schro¨dinger
equation. For a single particle (for example, an electron), this is expressed as{
− ~
2
2m
∇2 + V
}
Ψ (r, t) = i
h
2pi
∂Ψ (r, t)
∂t
, (A.1)
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where ∇2 is the Laplacian operator in Cartesian coordinates
∇2 = ∂
2
∂x2
+
∂2
∂y2
+
∂2
∂z2
, (A.2)
and where ~ is known as the Dirac constant, Ψ (r, t) is the time-dependent wavefunc-
tion at position r (where r is a position vector r = xi + yj + zk) at time t, i is the
square root of −1, and V is an external field (for example, electrostatic potential due
to the nuclei of a molecule). When the external potential is time-independent, the
wavefunction is written as (Leach 2001)
Ψ (r, t) = ψ (r)T (t) , (A.3)
where ψ (r) is a spatial function and T (t) is a time-dependent function. In this work,
only the time-independent variation of Equation (A.1) is considered
Hˆ totΨ {r} = EtotΨ {r} , (A.4)
where Etot is the electronic energy of a single particle and Hˆ tot is the Hamiltonian
operator composed of kinetic and potential energies and is defined as
Hˆ tot = − ~
2
2m
∇2 + V. (A.5)
In general, for a polyelectronic system of N electrons and M nuclei, Hˆ contains
pairwise attraction and repulsion terms (Leach 2001) and is defined as
Hˆtot = Tˆn + Tˆe + Vˆne + Vˆee + Vˆnn, (A.6)
where Tˆ are kinetic and Vˆ potential energies, e refers to electrons and n to neutrons
in the nuclei.
A.3.1.1 Born-Oppenheimer approximation
The Schro¨dinger equation can only be solved exactly for a basic system, such as the
hydrogen atom. Any system larger than a hydrogen atom requires a solution of a
three-body problem, to which no exact solutions are possible. Therefore, solutions
obtained for polyelectronic systems are approximations to the exact solutions of the
Schro¨dinger equation. The most common approximation made by most ab initio
methods is the Born-Oppenheimer (BO) approximation. Here, the motion of the
electrons is decoupled from the motion of the nuclei. Since the masses of the nu-
clei are three orders of magnitude larger than those of the electrons, it is assumed
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that electrons adjust instantaneously to positions of the nuclei, ignoring the nuclei
momenta. Thus, for the BO approximation the electronic wavefunctions can be de-
termined by assuming fixed nuclei. By using the BO approximation, only terms
explicitly taking into account electrons are considered (Santiso & Gubbins 2004),
resulting in Equation (A.6) simplifying to
Hˆ = Tˆe + Vˆne + Vˆee, (A.7)
where the separate terms in Hˆ are defined as
Tˆe = −
N∑
i=1
1
2
∇2i , (A.8)
Vˆne = −
N∑
i=1
M∑
I=1
ZI
riI
, (A.9)
Vˆee =
N−1∑
i=1
N∑
j=i+1
1
rij
, (A.10)
where indices i and j refer to electrons, index I refers to nuclei, N is the number
of electrons, M is the number of nuclei, riI is the distance between electron i and
nucleus I, rij is the distance between electron i and electron j and ZI is the nuclear
charge of nucleus I. Therefore, Equation (A.4) becomes
HˆΨ {r} = EΨ {r} , (A.11)
and is solved with Hˆ from Equation (A.7) and the value obtained for E is in fact
the electronic energy excluding nucleus-nucleus interactions. However, the total elec-
tronic energy Etot (required to investigate potential energy surfaces for reactions) is
dependent on the Coulomb repulsion between the nuclei of the molecule. As a result,
Etot is determined by
Etot = E +
M−1∑
I=1
M∑
J=I+1
ZIZJ
RIJ
, (A.12)
where ZJ is nuclear charge of nucleus J and RIJ is the distance between nuclei I and
J . The second term on the right-hand side in Equation (A.12) is equivalent to Vnn
in Equation (A.6), but is a constant due to the BO approximation.
Equation (A.11) is an eigenvalue problem, where the scalar E and functions Ψ
are to be determined for Hamiltonian operator Hˆ. To solve for the expected value
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E, Equation (A.11) is multiplied (from the left-hand side) by the complex conjugate
of the wavefunction Ψ∗. Integrating both sides over all space yields∫ +∞
−∞
Ψ∗HˆΨdτ =
∫ +∞
−∞
Ψ∗EΨdτ, (A.13)
where dτ denotes that the integrals span all of space (in the x, y and z directions)
and Ψ∗ is the complex conjugate of Ψ. E is a scalar and can be factored out of the
integral. Therefore, the electronic energy E can be solved for by
E =
∫ +∞
−∞
Ψ∗HˆΨdτ∫ +∞
−∞
Ψ∗Ψdτ
. (A.14)
Without loss of generality, the wavefunctions Ψ∗ and Ψ are assumed to be orthonor-
mal (Cramer 2008). That is, the wavefunctions are both normal and orthogonal to
each other. Mathematically this is given by∫ +∞
−∞
Ψ∗iΨjdτ = δij , (A.15)
where Ψ∗i and Ψj are normalised eigenfunctions of the Hamiltonian Hˆ and δij is
the Kronecker delta. In Equation (A.15), δij = 0 if i 6= j (this is the orthogonality
criterion) and δij = 1 if i = j (the wavefunctions are normal). Thus, Equation (A.13)
can be written as ∫ +∞
−∞
Ψ∗HˆΨdτ = Eδij . (A.16)
A.3.1.1.1 Slater determinant An appropriate functional form for the wave-
function of a polyelectronic system needs to adhere to the antisymmetry principle;
the electrons are indistinguishable and by exchanging pairs of electrons, the wave-
function changes sign (Leach 2001). In addition, a one-electron wavefunction must
account for electron spin. A one-electron wavefunction is defined by spin orbitals χ,
that are the product of a spatial function σ (referred to as a spatial orbital – φ will
represent atomic orbitals, whilst ψ will represent molecular orbitals) and a spin func-
tion α or β (α and β determine the direction of the spin). An appropriate form for
expressing the wavefunction is by means of the Slater determinant. For N electrons
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in spin orbitals χ1, χ2,..., χN the wavefunction is shown as
Ψ =
1√
N !
∣∣∣∣∣∣∣∣∣∣
χ1 (1) χ2 (1) · · · χN (1)
χ1 (2) χ2 (2) · · · χN (2)
...
...
. . .
...
χ1 (N) χ2 (N) · · · χN (N)
∣∣∣∣∣∣∣∣∣∣
, (A.17)
where χi (N) is a function depending on space coordinates i and spin coordinates of
electron N and 1/
√
N ! is the normalising factor for the wavefunction. The Slater
determinant adheres to the antisymmetry principle and Pauli exclusion principle,
which states that two electrons of the same spin cannot occupy the same spatial
orbital. That is, if in Equation (A.17) two rows are identical, the determinant van-
ishes (Leach 2001).
A.3.1.2 Linear combination of atomic orbitals
In molecular QM calculations, spatial molecular orbitals are generally determined by
means of a linear combination of atomic orbitals (LCAO) approach. Each spatial
molecular orbital is determined as a sum of single electron orbitals
ψi =
K∑
ν=1
cνiφν , (A.18)
where ψi is spatial molecular orbital i, φν is the ν-th single electron orbital from
a set K and cνi is a coefficient. φν are called basis functions and often correspond
to atomic orbitals (Leach 2001). This set of K single electron orbitals form a ‘basis
set’ (Leach 2001). The variational principle states that the energy calculated from an
approximate wavefunction will be always greater than or equal to the energy from the
exact wavefunction (Sheldon 2004, Santiso & Gubbins 2004). Therefore, the lower the
energy predicted by an approximate wavefunction, the closer the prediction to the real
energy. This is implemented by searching for the set of coefficients in Equation (A.18)
for a given basis set and wavefunction similar to Equation (A.17) for which the energy
is a minimum.
Two types of functions have been implemented to approximate atomic and molec-
ular orbitals, namely, Slater and Gaussian functions. Slater-type orbitals (described
by Slater functions) have been identified as unsuitable for molecular orbital calcula-
tions, since integrals can be difficult or impossible to calculate. Thus, the commonly
implemented Gaussian-type orbitals have replaced the Slater-type orbitals. Gaussian
functions are expressed in the form exp (−αr2) and their advantage is computational
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in nature – a product of two Gaussian functions results in a single Gaussian func-
tion. The disadvantage of such a type of function is that one such function cannot
approximate a Slater function accurately. This problem is overcome by representing
atomic orbitals by linear combination of Gaussian functions
φν =
L∑
i=1
diνφi (αiν) , (A.19)
where diν is the coefficient of the primitive Gaussian function, φi has the exponent
αiν and L is the number of functions set for the expansion. Gaussian functions are
called ‘uncontracted’ or ‘primitive’ (Leach 2001) when the coefficient and exponent
are varied, but this procedure requires significant computational resources and has
resulted in the use of ‘contracted’ Gaussian functions. Contracted functions make use
of constant, pre-determined coefficients and exponents for the calculation – further
information regarding this can be found in Leach (2001).
A.3.1.3 Basis sets
Basis sets are commonly expressed in the shorthand form 6-31+G(d), implying that
six Gaussian functions are used to describe the core orbitals and the valency orbitals
are represented by four Gaussian functions – the contracted part by three Gaussian
functions and the diffuse part by one Gaussian function. The ‘(d)’ indicates use of
polarisation functions on heavy atoms, whilst the ‘+’ indicates use of highly diffuse
functions for molecules that have significant electron density off their nuclear centres
(for instance, anions and molecules with lone pairs).
A.3.1.4 Coulomb and exchange integrals
When using the wavefunctions expressed in Equation (A.17), the energy E is deter-
mined by
E (Ψ) = 2
N∑
i=1
Hii −
N∑
i=1
N∑
j=1
(2Jij −Kij) , (A.20)
where Hii contains the kinetic and potential energy contributions for the electron-
nuclei interactions
Hii =
∫ +∞
−∞
ψ∗i
[
−1
2
∇2 −
M∑
I=1
ZI
riI
]
ψidr, (A.21)
and Jij are called the Coulomb integrals (representing the potential energy interac-
tions of single electron orbitals ψi and ψj) and Kij are called the exchange integrals.
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To calculate E using single-electron orbitals ψi, a Fock operator Fˆ is defined
Fˆ =
Hˆn + N/2∑
j=1
(
2Jˆj − Kˆj
) , (A.22)
to solve
Fˆψi = εiψi. (A.23)
Jˆj is called a Coulomb operator, Kˆj is an exchange operator and εi is known as an
orbital energy and is composed of the kinetic energy and nuclei-electron interaction
energy for each orbital (Santiso & Gubbins 2004). Once ψi and εi have been calcu-
lated, Equations (A.20) and (A.17) can be used to obtain an approximate all-electron
wavefunction.
A.3.1.5 Self-consistent field theory
To determine a value for E a self-consistent field (SCF) calculation is carried out.
The wavefunction is refined by iterative means and only closed-shell ground-state
molecules (molecules with electron-paired spin orbitals adhering to the Aufbau prin-
ciple) were investigated for this work. A polyelectron molecular system is treated as
a set of spin orbitals (Santiso & Gubbins 2004). Electron-electron interactions are
expressed as a single electron interacting with a mean field of the other electrons –
expressed in the form of Coulomb integrals. Therefore, each single electron wavefunc-
tion is dependent on a mean field of wavefunctions that depend on all other single
electron wavefunctions. This problem is solved iteratively for refined wavefunctions
and when converged, the system is called self-consistent.
A.3.2 Semi-empirical methods
Ab initio calculations are computationally expensive and an alternative approach is
to use semi-empirical models. Such models are computationally more efficient and
are mainly used to model larger, more complex systems, where ab initio calculations
would cause difficulties (Santiso & Gubbins 2004). Good results can be obtained by
simplifying ab initio polyelectron problems and incorporating parameters obtained
by experiment or higher quality ab initio calculations.
Only valence electrons are considered explicitly and it is assumed that core elec-
tronic wavefunctions are transferable between molecules, that is, their energy and
distribution around the nuclei is assumed constant. This assumption reduces the com-
putational time by reducing the number of wavefunctions that need to be determined
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and atomic cores are assigned fixed charge distributions for simple systems (Buncel
et al. 2003).
Furthermore, integrals are replaced by constants where possible and many semi-
empirical methods incorporate the zero-differential overlap (ZDO) assumption, whereby
the products of basis functions that are located on different atoms, but occupy the
same electron wavefunction coordinates, are set to zero (Sheldon 2004).
The numerous semi-empirical methods, such as the modified neglect of differential
overlap (MNDO) method, are not discussed here and the reader is referred to Leach
(2001) for a comprehensive review. The methods mainly differ from each other by
the extent of application of the ZDO approximation.
Due to their poor predictive capability compared to ab initio calculations, semi-
empirical methods can be used to find initial guesses for higher level ab initio cal-
culations or tackle problems that higher level ab initio calculations cannot solve (for
example, modelling the behaviour of biomolecules) (Buncel et al. 2003). However,
a disadvantage of semi-empirical methods is that properties that were not consid-
ered during the parameterisation procedure may be subject to large uncertainty or
error (Leach 2001).
In this work, semi-empirical methods have not been given much consideration, as
the motivation behind the algorithm presented was to incorporate accurate quantum
mechanical approaches to correct a less accurate surrogate model.
A.3.3 Density functional theory
Density functional theory (DFT) is an alternative approach to the molecular orbital
HF ab initio approach. Single electron wavefunctions are taken into account, but
only the total electronic energy and overall electron-density distribution function are
computed, as the Hohenberg and Kohn theorem (Hohenberg & Kohn 1964, Leach
2001, Buncel et al. 2003) states that “all properties of a molecular system in its
ground state can be derived from the electron-density distribution function” (Buncel
et al. 2003). In DFT the electronic energy Etot is expressed as
Etot (ρ) = Te (ρ) + Enn (ρ) + Ene (ρ) + Eee (ρ) + EXC (ρ) , (A.24)
where Te is the electronic kinetic energy, Enn is the internuclear repulsive energy, Ene
is the nuclear-electronic attractive energy, Eee is the interelectronic repulsive energy
and EXC is the exchange and correlation energy. Enn, Ene and Eee are functionals
of the electron-distribution function only, where a functional transforms a function
into a number (for example, a function between can be transformed into a number,
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such as its area) (Leach 2001, Buncel et al. 2003). There is no formal derivation for
EXC (but the Hohenberg and Kohn theorem has proved its existence) and therefore
approximations are made (Santiso & Gubbins 2004).
A number of exchange-correlation functionals have been proposed to incorporate
exchange and correlation contributions (Leach 2001) and they exist in the forms of
local density approximations (LDA), for example Vosko et al. (1980), or gradient-
corrected functionals, for example Becke (1988). LDAs depend on a uniform electron
density, whilst gradient-corrected functionals depend on gradients of density at a
specified position in space (Leach 2001). However, neither of the two methods is
observed to have a major advantage over the other. It has, however, become more
common to implement hybrid Hartree-Fock/density functional methods, which in-
corporate a fraction of the HF exchange energy and further exchange and correlation
contributions from elsewhere, for example, LDAs, etc. An example of such a hybrid
functional is the B3LYP functional made up from functionals by Vosko et al. (1980),
Lee et al. (1988) and Becke (1988).
The total electronic energy Etot is determined by the variational principle (the
reader is referred to Section A.3.1 for more detail) and Buncel et al. (2003) give a
useful overview of how to solve for Etot by DFT. As a first iteration, an approxi-
mate electron-density function can be derived by means of a “simplified” ab initio
calculation in which electrons do not interact with one another, and so that the
electron-density function is obtained from
ρ (r) =
N/2∑
i=1
|ψi (r)|2 . (A.25)
Taking into account further terms from Equation (A.24) in later iterations and de-
termining ψi using orthonormal single electron wavefunctions leads to refinement of
the electron-density function to converge to Etot.
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Appendix B
Regression coefficients, confidence
intervals and quality of fit
In this section, regression coefficients for each iteration in Cases 1 to 6 are presented,
along with the confidence intervals and the quality of fit (expressed as R2 values and
standard error values).
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B.1 Case 1: Regression coefficients, confidence in-
tervals and quality of fit
Table B.1: Summary of regressed coefficients of the solvatochromic equation for every
iteration in Case 1 and the associated 95% lower and upper confidence bounds, R2
values and standard error of the mean values.
Iteration Reaction-
specific
parame-
ter
Coefficient
value
Lower
95% con-
fidence
bound-
ary
Upper
95% con-
fidence
bound-
ary
R2 Standard
error of
mean
1 log k0 −22.433 −22.433 −22.433 1.00 0.00
cA −100.717 −100.717 −100.717
cB 8.551 8.551 8.551
cS 7.611 7.611 7.611
cδ 2.313 2.313 2.313
cδ2H
11.994 11.994 11.994
2 log k0 −1.318 −24.227 21.591 0.96 0.41
cA −13.401 −174.629 147.828
cB −7.611 −54.913 39.691
cS 3.360 −29.542 36.261
cδ −4.134 −23.858 15.591
cδ2H
−1.202 −27.127 24.723
3 log k0 −4.545 −13.849 1.759 0.73 0.75
cA 0.297 −88.383 88.976
cB −0.939 −20.115 18.238
cS 0.171 −17.202 17.544
cδ −1.381 −9.491 6.728
cδ2H
0.972 −13.335 15.279
4 log k0 −4.216 −8.706 0.274 0.76 0.62
cA −3.693 −37.510 30.125
cB −1.633 −10.763 7.497
cS −0.049 −10.439 10.340
cδ −1.672 −5.558 2.214
cδ2H
1.146 −7.429 9.720
5 log k0 −4.243 −7.264 −1.222 0.79 0.54
cA −3.450 −24.962 18.062
cB −1.557 −6.963 3.849
cS 0.032 −6.334 6.397
cδ −1.637 −3.805 0.530
cδ2H
1.075 −4.016 6.166
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B.2 Case 2: Regression coefficients, confidence in-
tervals and quality of fit
Table B.2: Summary of regressed coefficients of the solvatochromic equation for every
iteration in Case 2 and the associated 95% lower and upper confidence boundaries,
R2 values and standard error of the mean values.
Iteration Reaction-
specific
parame-
ter
Coefficient
value
Lower
95% con-
fidence
bound-
ary
Upper
95% con-
fidence
bound-
ary
R2 Standard
error of
mean
1 log k0 6.011 −111.199 123.222 0.93 0.58
cA 22.283 −222.744 267.310
cB −12.572 −140.590 115.446
cS 1.508 −42.669 45.584
cδ −6.094 −58.281 46.093
cδ2H
−5.910 −80.456 68.636
2 log k0 −3.586 −28.498 21.325 0.85 0.66
cA −1.760 −8.721 5.202
cB −2.881 −34.227 28.465
cS −0.321 −15.584 15.042
cδ −2.257 −15.555 11.040
cδ2H
1.374 −1.991 4.739
3 log k0 −2.675 −6.191 0.841 0.86 0.54
cA −1.913 −5.336 1.510
cB −3.959 −11.675 3.758
cS −0.854 −4.438 2.730
cδ −2.716 −5.928 0.496
cδ2H
1.296 −0.314 2.905
4 log k0 −5.511 −7.759 −3.264 0.64 0.90
cA −1.017 −5.788 3.754
cB 1.478 −5.491 8.447
cS 0.687 −3.897 5.271
cδ −0.497 −3.486 2.492
cδ2H
0.485 −1.457 2.428
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B.3 Case 3: Regression coefficients, confidence in-
tervals and quality of fit
Table B.3: Summary of regressed coefficients of the solvatochromic equation for every
iteration in Case 3 and the associated 95% lower and upper confidence boundaries,
R2 values and standard error of the mean values.
Iteration Reaction-
specific
parame-
ter
Coefficient
value
Lower
95% con-
fidence
bound-
ary
Upper
95% con-
fidence
bound-
ary
R2 Standard
error of
mean
1 log k0 5.313 −109.021 119.647 0.92 0.57
cA 19.264 −219.750 258.278
cB −12.054 −136.930 112.822
cS 1.657 −41.435 44.750
cδ −5.887 −56.794 45.019
cδ2H
−5.471 −78.187 67.246
2 log k0 −3.069 −25.852 19.714 0.84 0.60
cA −1.734 −8.100 4.633
cB −3.590 −32.258 25.078
cS 0.060 −13.990 14.110
cδ −2.537 −14.698 9.624
cδ2H
0.891 −2.187 3.968
3 log k0 −6.604 −8.784 −4.424 0.87 0.54
cA −1.105 −4.413 2.203
cB 0.766 −3.951 5.483
cS 2.113 −1.299 5.524
cδ −0.691 −2.717 1.336
cδ2H
1.110 −0.723 2.944
4 log k0 −5.532 −7.456 −3.607 0.70 0.77
cA −0.990 −5.070 3.090
cB 1.129 −4.662 6.919
cS 1.325 −2.655 5.305
cδ −0.613 −3.113 1.886
cδ2H
0.242 −1.433 1.916
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B.4 Case 4: Regression coefficients, confidence in-
tervals and quality of fit
Table B.4: Summary of regressed coefficients of the solvatochromic equation for every
iteration in Case 4 and the associated 95% lower and upper confidence boundaries,
R2 values and standard error of the mean values.
Iteration Reaction-
specific
parame-
ter
Coefficient
value
Lower
95% con-
fidence
bound-
ary
Upper
95% con-
fidence
bound-
ary
R2 Standard
error of
mean
1 log k0 −22.433 −22.433 −22.433 1.00 0.00
cA −100.717 −100.717 −100.717
cB 8.551 8.551 8.551
cS 7.611 7.611 7.611
cδ 2.313 2.313 2.313
cδ2H
11.994 11.994 11.994
2 log k0 −1.318 −24.227 21.591 0.96 0.41
cA −13.401 −174.629 147.828
cB −7.611 −54.913 39.691
cS 3.360 −29.542 36.261
cδ −4.134 −23.858 15.591
cδ2H
−1.202 −27.127 24.723
3 log k0 −4.441 −13.806 4.924 0.74 0.74
cA −1.053 −90.291 88.185
cB −1.218 −20.753 18.317
cS −0.046 −16.603 16.512
cδ −1.510 −9.805 6.785
cδ2H
1.171 −12.519 14.861
4 log k0 −4.510 −9.997 0.976 0.77 0.61
cA −0.586 −53.790 52.617
cB −1.011 −12.021 10.000
cS 0.198 −8.432 8.828
cδ −1.412 −6.001 3.176
cδ2H
0.955 −5.989 7.899
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B.5 Case 5: Regression coefficients, confidence in-
tervals and quality of fit
Table B.5: Summary of regressed coefficients of the solvatochromic equation for every
iteration in Case 5 and the associated 95% lower and upper confidence boundaries,
R2 values and standard error of the mean values.
Iteration Reaction-
specific
parame-
ter
Coefficient
value
Lower
95% con-
fidence
bound-
ary
Upper
95% con-
fidence
bound-
ary
R2 Standard
error of
mean
1 log k0 6.011 −111.199 123.222 0.93 0.58
cA 22.283 −222.744 267.310
cB −12.572 −140.590 115.446
cS 1.508 −42.669 45.584
cδ −6.094 −58.281 46.093
cδ2H
−5.910 −80.456 68.636
2 log k0 −3.586 −28.498 21.325 0.85 0.66
cA −1.760 −8.721 5.202
cB −2.881 −34.227 28.465
cS −0.321 −15.584 15.042
cδ −2.257 −15.555 11.040
cδ2H
1.374 −1.991 4.739
3 log k0 −2.788 −18.122 12.545 0.85 0.57
cA −1.851 −6.281 2.579
cB −3.367 −23.262 16.528
cS −1.048 −10.031 7.934
cδ −2.476 −10.906 5.954
cδ2H
1.223 −0.765 3.211
4 log k0 −6.641 −8.440 −4.842 0.87 0.54
cA −1.146 −4.022 1.730
cB 1.548 −2.238 5.335
cS 1.102 −1.383 3.587
cδ −0.396 −2.044 1.251
cδ2H
1.426 −0.092 2.943
5 log k0 −6.273 −7.954 −4.591 0.81 0.60
cA −1.086 −4.013 1.840
cB 1.738 −2.100 5.576
cS 0.526 −1.735 2.786
cδ −0.468 −2.140 1.204
cδ2H
1.287 −0.234 2.808
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B.6 Case 6: Regression coefficients, confidence in-
tervals and quality of fit
Table B.6: Summary of regressed coefficients of the solvatochromic equation for every
iteration in Case 6 and the associated 95% lower and upper confidence boundaries,
R2 values and standard error of the mean values.
Iteration Reaction-
specific
parame-
ter
Coefficient
value
Lower
95% con-
fidence
bound-
ary
Upper
95% con-
fidence
bound-
ary
R2 Standard
error of
mean
1 log k0 5.313 −109.021 119.647 0.92 0.57
cA 19.264 −219.750 258.278
cB −12.054 −136.930 112.822
cS 1.657 −41.435 44.750
cδ −5.887 −56.794 45.019
cδ2H
−5.471 −78.187 67.246
2 log k0 −3.069 −25.852 19.714 0.84 0.60
cA −1.734 −8.100 4.633
cB −3.590 −32.258 25.078
cS 0.060 −13.990 14.110
cδ −2.537 −14.698 9.624
cδ2H
0.891 −2.187 3.968
3 log k0 −6.604 −8.784 −4.424 0.87 0.54
cA −1.105 −4.413 2.203
cB 0.766 −3.951 5.483
cS 2.113 −1.299 5.524
cδ −0.691 −2.717 1.336
cδ2H
1.110 −0.723 2.944
4 log k0 −6.073 −8.025 −4.122 0.78 0.64
cA −1.019 −4.406 1.369
cB 1.467 −3.150 6.084
cS 1.056 −1.688 3.799
cδ −0.554 −2.614 1.505
cδ2H
0.826 −0.961 2.613
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Appendix C
Geometries for reproducing
selected runs
C.1 Optimised gas phase conformations
C.1.1 Transition state conformation
Figure C.1: Cartesian coordinates for the transition state conformation for the spec-
ified Menschutkin reaction in the gas phase.
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C.1.2 Phenacyl bromide conformation
Figure C.2: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the gas phase.
C.1.3 Pyridine conformation
Figure C.3: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the gas phase.
251
C.2 Optimised liquid phase conformations
C.2.1 Solvent: Toluene
C.2.1.1 Transition state conformation
Figure C.4: Cartesian coordinates for the transition state conformation for the spec-
ified Menschutkin reaction in the solvent toluene.
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C.2.1.2 Phenacyl bromide conformation
Figure C.5: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent toluene.
C.2.1.3 Pyridine conformation
Figure C.6: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent toluene.
253
C.2.2 Solvent: Chlorobenzene
C.2.2.1 Transition state conformation
Figure C.7: Cartesian coordinates for the transition state conformation for the spec-
ified Menschutkin reaction in the solvent chlorobenzene.
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C.2.2.2 Phenacyl bromide conformation
Figure C.8: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent chlorobenzene.
C.2.2.3 Pyridine conformation
Figure C.9: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent chlorobenzene.
255
C.2.3 Solvent: Ethyl ethanoate
C.2.3.1 Transition state conformation
Figure C.10: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent ethyl ethanoate.
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C.2.3.2 Phenacyl bromide conformation
Figure C.11: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent ethyl ethanoate.
C.2.3.3 Pyridine conformation
Figure C.12: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent ethyl ethanoate.
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C.2.4 Solvent: Tetrahydrofuran
C.2.4.1 Transition state conformation
Figure C.13: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent tetrahydrofuran.
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C.2.4.2 Phenacyl bromide conformation
Figure C.14: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent tetrahydrofuran.
C.2.4.3 Pyridine conformation
Figure C.15: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent tetrahydrofuran.
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C.2.5 Solvent: Acetone
C.2.5.1 Transition state conformation
Figure C.16: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent acetone.
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C.2.5.2 Phenacyl bromide conformation
Figure C.17: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent acetone.
C.2.5.3 Pyridine conformation
Figure C.18: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent acetone.
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C.2.6 Solvent: Methanol
C.2.6.1 Transition state conformation
Figure C.19: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent methanol.
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C.2.6.2 Phenacyl bromide conformation
Figure C.20: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent methanol.
C.2.6.3 Pyridine conformation
Figure C.21: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent methanol.
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C.2.7 Solvent: Chloroform
C.2.7.1 Transition state conformation
Figure C.22: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent chloroform.
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C.2.7.2 Phenacyl bromide conformation
Figure C.23: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent chloroform.
C.2.7.3 Pyridine conformation
Figure C.24: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent chloroform.
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C.2.8 Solvent: Ethanol
C.2.8.1 Transition state conformation
Figure C.25: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent ethanol.
266
C.2.8.2 Phenacyl bromide conformation
Figure C.26: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent ethanol.
C.2.8.3 Pyridine conformation
Figure C.27: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent ethanol.
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C.2.9 Solvent: Acetonitrile
C.2.9.1 Transition state conformation
Figure C.28: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent acetonitrile.
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C.2.9.2 Phenacyl bromide conformation
Figure C.29: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent acetonitrile.
C.2.9.3 Pyridine conformation
Figure C.30: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent acetonitrile.
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C.2.10 Solvent: Nitromethane
C.2.10.1 Transition state conformation
Figure C.31: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent nitromethane.
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C.2.10.2 Phenacyl bromide conformation
Figure C.32: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent nitromethane.
C.2.10.3 Pyridine conformation
Figure C.33: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent nitromethane.
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C.2.11 Solvent: Iodonitromethane
C.2.11.1 Transition state conformation
Figure C.34: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent iodonitromethane.
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C.2.11.2 Phenacyl bromide conformation
Figure C.35: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent iodonitromethane.
C.2.11.3 Pyridine conformation
Figure C.36: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent iodonitromethane.
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C.2.12 Solvent: CH3 3 CH2 2 C=C 1 CH2NO2 1
C.2.12.1 Transition state conformation
Figure C.37: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent CH3 3 CH2 2 C=C 1 CH2NO2 1.
274
C.2.12.2 Phenacyl bromide conformation
Figure C.38: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent CH3 3 CH2 2 C=C 1 CH2NO2 1.
C.2.12.3 Pyridine conformation
Figure C.39: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent CH3 3 CH2 2 C=C 1 CH2NO2 1.
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C.2.13 Solvent: Nitromethanol
C.2.13.1 Transition state conformation
Figure C.40: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent nitromethanol.
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C.2.13.2 Phenacyl bromide conformation
Figure C.41: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent nitromethanol.
C.2.13.3 Pyridine conformation
Figure C.42: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent nitromethanol.
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C.2.14 Solvent: 2-methyl-propanoic acid
C.2.14.1 Transition state conformation
Figure C.43: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent 2-methyl-propanoic acid.
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C.2.14.2 Phenacyl bromide conformation
Figure C.44: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent 2-methyl-propanoic acid.
C.2.14.3 Pyridine conformation
Figure C.45: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent 2-methyl-propanoic acid.
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C.2.15 Solvent: 2, 3, 4, 4-tetramethyl-2-pentene
C.2.15.1 Transition state conformation
Figure C.46: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent 2, 3, 4, 4-tetramethyl-2-pentene.
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C.2.15.2 Phenacyl bromide conformation
Figure C.47: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent 2, 3, 4, 4-tetramethyl-2-pentene.
C.2.15.3 Pyridine conformation
Figure C.48: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent 2, 3, 4, 4-tetramethyl-2-pentene.
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C.2.16 Solvent: CH3 4 CH2 1 C=C 1
C.2.16.1 Transition state conformation
Figure C.49: Cartesian coordinates for the transition state conformation for the
specified Menschutkin reaction in the solvent CH3 4 CH2 1 C=C 1.
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C.2.16.2 Phenacyl bromide conformation
Figure C.50: Cartesian coordinates for the conformation of phenacyl bromide for the
specified Menschutkin reaction in the solvent CH3 4 CH2 1 C=C 1.
C.2.16.3 Pyridine conformation
Figure C.51: Cartesian coordinates for the conformation of pyridine for the specified
Menschutkin reaction in the solvent CH3 4 CH2 1 C=C 1.
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Appendix D
An interpretation of the CTST
The starting point of the derivation for the reaction rate constant k with CTST,
presented in Sections 4.4 and 4.5, is
k =
kBT
h
K‡C , (D.1)
where k is the rate constant in mol dm−3 s−1, kB is the Boltzmann constant in J K−1,
T is absolute temperature in K and K‡C is the concentration-based quasi-equilibrium
constant where the factor relating to the actual motion of the TS structure over the
saddle point has been omitted from the molecular partition function. In this section,
it is shown how the aforementioned expression can be obtained. There are a number
of ways to derive this (Eyring 1935, Evans & Polanyi 1935, Mahan 1974), but only
one approach is demonstrated here (Wynne-Jones & Eyring 1935, Laidler 1987).
A quasi-equilibrium between the initial and activated states is assumed and the
motion of the activated complexes over the saddle point is considered as a very
loose vibration (Laidler 1987). That is, ‘the complex can form products without
restraint’ (Laidler 1987). The basic assumption is that a reaction
νAA + νBB→ products, (D.2)
where νi is the stoichiometric coefficient for species i = A and B, can be expressed
using a quasi-equilibrium approach so that
νAA + νBB
K
‡,tot
C­ ν(AB)‡ (AB)
‡ k→ products, (D.3)
where (AB)‡ is the activated complex (which due to the nature of the calculations
is referred to as the TS structure from hereon), ν(AB)‡ is the associated stoichiomet-
ric coefficient and K‡,totC denotes the concentration-based quasi-equilibrium constant
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including the actual motion of the TS structure over the saddle point in the molec-
ular partition function. That is, it is assumed that for a non-linear molecule the TS
structure has 3N − 6 degrees of vibrational freedom. K‡,totC is expressed as
K‡,totC =
(
ctot
(AB)‡
)ν
(AB)‡
(cA)
νA (cB)
νB , (D.4)
where ctot
(AB)‡ is the concentration of the TS structures considering the factor related to
their motion over the saddle point in mol dm−3 and cA and cB are the concentrations
for the reactants A and B in mol dm−3, respectively. K‡,totC is a function of the ideal
gas phase activity-based quasi-equilibrium constant K‡,IG,totA :
K‡,totC = f
(
K‡,IG,totA
)
, (D.5)
where K‡,IG,totA is the activity-based quasi-equilibrium constant between the TS struc-
ture and reactants A and B. In K‡,IG,totA it is also assumed that a non-linear TS
structure has 3N − 6 degrees of vibrational freedom. Similarly to Equation 4.52, an
expression including the factor for the motion of the TS structure over the saddle
point can be written:
K‡,IG,totA =
∏
i
(
q
′,IG,tot
i
(
kBT
h
, T
))νi
exp
[
−∆
‡Eel,IG
RT
]
, (D.6)
where the product is over reaction species i and q
′,IG,tot
i
(
kBT
h
, T
)
denotes the molec-
ular partition function including all 3N − 6 vibrational degrees of freedom.
In this derivation, the vibrational degree of freedom of the TS structure over the
saddle point is considered a loose vibration where there is no restoring force. The
specified vibrational degree of freedom is therefore factored out from the vibrational
molecular partition function of the TS structure qIG,tot
v,(AB)‡
(
kBT
h
, T
)
and treated as a
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loose vibration by limiting its frequency to zero:
qIG,tot
v,(AB)‡
=
αj∏
j=1
exp
(
−hν(AB)‡,j
2kBT
)
1− exp
(
−hν(AB)‡,j
2kBT
) (D.7)
≈ lim
ν‡→0
exp
(
− hν
‡
2kBT
)
1− exp
(
− hν
‡
2kBT
) αj−1∏
j=1
exp
(
−hν(AB)‡,j
2kBT
)
1− exp
(
−hν(AB)‡,j
2kBT
) (D.8)
= lim
ν→0
exp
(
− hν
‡
2kBT
)
1− exp
(
− hν
‡
2kBT
)qIG
v,(AB)‡ (D.9)
=
1
1−
(
1− hν
‡
kBT
)qIG
v,(AB)‡ (D.10)
=
kBT
hν‡
qIG
v,(AB)‡ , (D.11)
where αj denotes the vibrational mode j (for a non-linear molecule αj = 3N − 6), ν‡
denotes the vibrational frequency of the TS structure along the IRC, qIG
v,(AB)‡ denotes
the vibrational molecular partition function used in this work (it excludes the actual
motion of the TS structure over the saddle point, that is the molecular partition
function is based on 3N − 7 vibrational degrees of freedom), and the limit of the
vibrational degree of freedom in the denominator of Equation (D.10) is determined
using
exp (x) = lim
n→∞
(
1 +
x
n
)n
. (D.12)
By combining Equation (D.11) with Equations (D.6) and (D.5), K‡,totC can be ex-
pressed as
K‡,totC =
kBT
hν‡
f
(
K‡,IGA
)
(D.13)
=
kBT
hν‡
K‡C , (D.14)
where both K‡C and K
‡,IG
A are quasi-equilibrium constants omitting the actual motion
of the TS structure over the saddle point, that is, the molecular partition function
exhibits 3N − 7 degrees of freedom. Substitute this expression into Equation (D.1)
286
to obtain (
ctot
(AB)‡
)ν
(AB)‡
(cA)
νA (cB)
νB =
kBT
hν‡
K‡,IGC , (D.15)
and by rearranging,
ν‡
(
ctot
(AB)‡
)ν
(AB)‡
= r =
kBT
h
K‡,IGC (cA)
νA (cB)
νB , (D.16)
where the frequency ν‡ is in the degree of freedom that converts TS structures into
products. The product of the concentration of the TS structures ctot
(AB)‡ and the
frequency of the TS structure conversion into products ν is the rate of the reaction
r. Therefore, the rate constant for a reaction is written so that
k =
kBT
h
K‡C . (D.17)
287
Appendix E
Energetics for approaches other
than SMD/B3LYP
E.1 IEF-PCM/B3LYP/6-31+G(d)/UA0 energy data
from Gaussian 03
E.1.1 Gas phase
Table E.1: Frequency calculation output from Gaussian 03 for IEF-PCM calculations
in the gas phase at B3LYP/6-31+G(d) level of theory.
Medium Solute q
′,IG
i E
el,IG
i ν
‡
- [a.u. particle−1] [cm−1]
TS 1.56E-77 −3204.297 −424.6134
Vacuum PhBr 3.63E-41 −2956.030 -
Pyr 2.15E-27 −248.296 -
288
E.1.2 Liquid phase
Table E.2: Frequency calculation output from Gaussian 03 for the IEF-PCM solvation
model for reaction species in different solvents with UA0 cavities and B3LYP/6-
31+G(d) level of theory. The non-electrostatic energy GNES,Li = G
cav,L
i + G
dis,L
i +
Grep,Li .
Solvent Solute Eel,Li G
cav,L
i G
dis,L
i G
rep,L
i G
NES,L
i
[a.u. particle−1] [kcal mol−1] [kcal mol−1] [kcal mol−1] [kcal mol−1]
TS −3204.314 25.22 −22.87 2.78 5.13
Toluene PhBr −2956.035 17.35 −16.56 2.01 2.80
Pyr − 248.300 10.78 −10.58 1.36 1.56
TS −3204.324 27.64 −22.58 2.65 7.70
Chlorobenzene PhBr −2956.039 18.98 −16.39 1.92 4.51
Pyr − 248.303 11.78 −10.47 1.30 2.61
TS −3204.327 27.72 −21.98 1.73 7.47
Tetrahydrofuran PhBr −2956.040 19.03 −15.94 1.24 4.33
Pyr − 248.304 11.81 −10.18 0.85 2.48
TS −3204.331 22.54 −18.89 1.50 5.14
Acetone PhBr −2956.042 15.48 −13.71 1.07 2.84
Pyr − 248.305 9.60 −8.76 0.74 1.58
TS −3204.333 23.17 −20.25 1.65 4.58
Methanol PhBr −2956.042 15.91 −14.67 1.18 2.41
Pyr − 248.305 9.87 −9.37 0.81 1.31
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E.2 IEF-PCM/B3LYP/6-31+G(d)/UAHF energy
data from Gaussian 03
E.2.1 Gas phase
Table E.3: Frequency calculation output from Gaussian 03 for IEF-PCM calculations
in the gas phase at B3LYP/6-31+G(d) level of theory.
Medium Solute q
′,IG
i E
el,IG
i ν
‡
- [a.u. particle−1] [cm−1]
TS 1.56E-77 −3204.297 −424.6134
Vacuum PhBr 3.63E-41 −2956.030 -
Pyr 2.15E-27 −248.296 -
E.2.2 Liquid phase
Table E.4: Frequency calculation output from Gaussian 03 for the IEF-PCM solvation
model for reaction species in different solvents with UAHF cavities and B3LYP/6-
31+G(d) level of theory. The non-electrostatic energy GNES,Li = G
cav,L
i + G
dis,L
i +
Grep,Li .
Solvent Solute Eel,Li G
cav,L
i G
dis,L
i G
rep,L
i G
NES,L
i
[a.u. particle−1] [kcal mol−1] [kcal mol−1] [kcal mol−1] [kcal mol−1]
TS −3204.306 24.46 −28.70 6.68 2.44
Toluene PhBr −2956.032 16.61 −20.32 4.56 0.84
Pyr −248.298 9.57 −13.93 3.98 −0.38
TS −3204.312 26.78 −28.12 6.21 4.87
Chlorobenzene PhBr −2956.034 18.13 −19.98 4.26 2.42
Pyr −248.299 10.44 −13.67 3.70 0.47
TS −3204.313 26.81 −27.46 4.43 3.78
Tetrahydrofuran PhBr −2956.034 18.15 −19.48 3.00 1.67
Pyr −248.299 10.44 −13.34 2.67 −0.24
TS −3204.316 21.88 −23.61 3.81 2.08
Acetone PhBr −2956.035 14.79 −16.75 2.59 0.62
Pyr −248.300 8.51 −11.47 2.30 −0.67
TS −3204.327 22.45 −25.45 4.31 1.31
Methanol PhBr −2956.040 15.13 −18.02 2.91 0.02
Pyr −248.304 8.68 −12.35 2.59 −1.08
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E.3 SM8/B3LYP/6-31+G(d)/intrinsic Coulomb radii
energy data from Gaussian 09
E.3.1 Gas phase
Table E.5: Frequency calculation output from Gaussian 09 for IEF-PCM calculations
in the gas phase at B3LYP/6-31+G(d) level of theory. q
′,IG
i is the partition functions
with respect to the first vibrational energy level (which means that the zero-point
vibrational energy EZPV E,IGi needs to be considered explicitly).
Medium Solute q
′,IG
i E
ZPV E,IG
i E
el,IG
i ν
‡
- [kcal mol−1] [a.u. particle−1] [cm−1]
TS 4.57E+20 137.558 −3204.297 −413.65
Vacuum PhBr 7.09E+16 81.150 −2956.030 -
Pyr 4.30E+12 55.756 −248.296 -
E.3.2 Liquid phase
Table E.6: Frequency calculation output from GAMESSPLUS for the SM8 solva-
tion model for reaction species in different solvents with intrinsic Coulomb radii and
B3LYP/6-31+G(d) level of theory.
Solvent Solute Eel,Li +G
CDS,L
i G
CDS,L
i
[a.u. particle−1] [kcal mol−1]
TS −3206.479 −10.302
Toluene PhBr −2958.202 −7.386
Pyr −248.304 −2.548
TS −3206.485 −10.063
Chlorobenzene PhBr −2958.203 −7.216
Pyr −248.305 −2.415
TS −3206.485 −9.244
Tetrahydrofuran PhBr −2958.203 −6.766
Pyr −248.305 −2.071
TS −3206.487 −8.951
Acetone PhBr −2958.203 −6.578
Pyr −248.306 −2.099
TS −3206.487 −5.945
Methanol PhBr −2958.203 −4.688
Pyr −248.305 −4.927
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E.4 SMD/M06-2X/6-31+G(d)/intrinsic Coulomb radii
energy data from Gaussian 09
E.4.1 Gas phase
Table E.7: Frequency calculation output from Gaussian 09 for IEF-PCM calculations
in the gas phase at M06-2X/6-31+G(d) level of theory.
Medium Solute q
′,IG
i E
el,IG
i ν
‡
- [a.u. particle−1] [cm−1]
TS 1.64E-80 −3204.085 −509.928
Vacuum PhBr 4.67E-43 −2955.930 -
Pyr 1.50E-28 −248.180 -
E.4.2 Liquid phase
Table E.8: Frequency calculation output from Gaussian 09 for the SMD solvation
model for reaction species in different solvents with intrinsic Coulomb radii and M06-
2X/6-31+G(d) level of theory.
Solvent Solute Eel,Li +G
CDS,L
i G
CDS,L
i
[a.u. particle−1] [kcal mol−1]
TS −3204.114 −8.440
Toluene PhBr 2955.945 −6.090
Pyr −248.188 −2.290
TS −3204.122 −8.110
Chlorobenzene PhBr −2955.948 −4.820
Pyr −248.191 −2.170
TS −3204.121 −5.850
Tetrahydrofuran PhBr −2955.947 −4.550
Pyr −248.190 −1.010
TS −3204.125 −5.580
Acetone PhBr −2955.948 −4.310
Pyr −248.191 −1.020
TS −3204.123 −1.230
Methanol PhBr −2955.946 −0.850
Pyr −248.190 −0.040
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Appendix F
Liquid phase energetics for
solvents chloroform, ethanol,
acetonitrile
F.1 SMD/B3LYP
Table F.1: Frequency calculation output from Gaussian 09 for the SMD solva-
tion model for reaction species (transition state structure = TS, phenacyl bro-
mide = PhBr, pyridine = Pyr) in solvents chloroform, ethanol, acetonitrile and the
designed solvents with intrinsic Coulomb radii and B3LYP/6-31+G(d) level of theory.
Solvent Solute Eel,Li +G
CDS,L
i G
CDS,L
i
[a.u. particle−1] [kcal mol−1]
TS −3204.332 −7.180
Chloroform PhBr −2956.046 −4.950
Pyr −248.306 −2.150
TS −3204.335 −2.140
Ethanol PhBr −2956.046 −1.620
Pyr −248.306 −0.250
TS −3204.337 −4.870
Acetonitrile PhBr −2956.047 −3.670
Pyr −248.307 −0.850
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F.2 SMD/M06-2X
Table F.2: Frequency calculation output from Gaussian 09 for the SMD solva-
tion model for reaction species (transition state structure = TS, phenacyl bro-
mide = PhBr, pyridine = Pyr) in solvents chloroform, ethanol, acetonitrile and the
designed solvents with intrinsic Coulomb radii and M06-2X/6-31+G(d) level of the-
ory.
Solvent Solute Eel,Li +G
CDS,L
i G
CDS,L
i
[a.u. particle−1] [kcal mol−1]
TS −3204.120 −7.090
Chloroform PhBr −2955.947 −4.910
Pyr −248.191 −2.170
TS −3204.123 −2.150
Ethanol PhBr −2955.947 −1.570
Pyr −248.190 −0.280
TS −3204.125 −4.830
Acetonitrile PhBr −2955.948 −3.640
Pyr −248.191 −0.870
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Appendix G
Liquid phase energetics for the
designed solvents
Table G.1: Frequency calculation output from Gaussian 09 for the SMD solvation model
for reaction species (transition state structure = TS, phenacyl bromide = PhBr, pyri-
dine = Pyr) in solvents chloroform, ethanol, acetonitrile and the designed solvents with
intrinsic Coulomb radii and B3LYP/6-31+G(d) level of theory.
Solvent Solute Eel,Li +G
CDS,L
i G
CDS,L
i
[a.u. particle−1] [kcal mol−1]
TS −3204.336 −4.070
CH3NO2 PhBr −2956.046 −3.130
Pyr −248.306 −0.450
TS −3204.330 −3.600
CH2NO2 1 I 1 PhBr −2956.044 −2.880
Pyr −248.304 0.090
TS −3204.331 −5.270
CH3 3 CH2 2 C=C 1 CH2NO2 1 PhBr −2956.045 −4.030
Pyr −248.304 −0.700
TS −3204.327 0.340
OH 1 CH2NO2 1 PhBr −2956.042 −0.080
Pyr −248.302 1.310
TS −3204.320 −1.130
CH3 2 CH 1 COOH 1 PhBr −2956.039 −0.580
Pyr −248.302 −0.230
TS −3204.326 −8.550
CH3 5 CH 1 C=C 1 PhBr −2956.044 −6.060
Pyr −248.304 −2.370
Continued on next page
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Table G.1 – continued from previous page
Solvent Solute Eel,Li +G
CDS,L
i G
CDS,L
i
[a.u. particle−1] [kcal mol−1]
TS −3204.326 −8.590
CH3 4 CH2 2 C=C 1 PhBr −2956.044 −6.080
Pyr −248.304 −2.390
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