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CHAPTER 1 
 
INTRODUCTION AND REVIEW OF THE LITERATURE 
 
 
1.1. Introduction and overview 
 
Cognitive theories of emotion are concerned with the elicitation of emotion and 
attempt to specify the mechanisms underlying the elicitation of emotion. In contrast 
with those theories that marked the debut of emotion psychology (e.g. James, Wundt), 
where the emphasis was on subjective feeling states as markers of emotion, the 
cognitive theories are characterised by describing how the object of emotion is 
evaluated and how the evaluation process, in combination with motivation, defines the 
nature of the emerging emotion. The proposal that emotion is the result of what an 
event or object means with respect to our individual goals and concerns is not new, 
having been discussed by Aristotle and, in the 17th century, by Spinoza (see Frijda, 
1986). Contemporary cognitive theories of emotion, appraisal theories in particular, 
have elaborated these pioneering philosophical notions into comprehensive and 
detailed accounts of the evaluative processes that underlie the elicitation and 
differentiation of emotions.  
 
Despite evidence supporting the appraisal approach to emotion, in particular with 
respect to the predicted differentiation of emotions, the extent to which cognition 
plays a central role in emotion elicitation as proposed by appraisal theory is heavily 
debated (see Lazarus, 1982, 1984; Zajonc, 1980, 1984). Indeed, perhaps due to the 
fact that appraisal theories were first developed in the sixties (Arnold, 1960a, b; 
Lazarus, 1968) as a reaction to behaviourism and so emphasise the involvement of 
thought processes as a mediator between object and response, appraisal theories have 
been depicted by critics as overestimating the importance of “thought” as the core 
process in emotion elicitation (e.g. Zajonc, 1984). The interest in the influence of 
unconscious processes on thought and behaviour, as reflected in the New Look III 
(e.g. Greenwald, 1992; Kihlstrom, 1987), gave rise in cognitive psychology to the 
discussion of “automaticity” issues, an area in which some of the critics on appraisal 
theory find their origin (e.g. Zajonc, 1980).  
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 As outlined by Leventhal and Scherer (1987) such debates often hedge upon the 
definition of “cognition” rather than on the premises of appraisal theories themselves.  
In order to end such debates, and also to clarify that appraisal is not limited to 
propositional representations of knowledge, various process models of emotion have 
recently been proposed, (e.g. Smith, Griner, Kirby, & Scott, 1996; Power & 
Dalgleish, 1997; Robinson, 1998) following the early suggestion of Leventhal and 
Scherer to distinguish and specify the different levels of processing at which 
appraisals are proposed to take place. The use of process models in emotion 
psychology is not new (e.g. Leventhal, 1979; Öhman, 1979), but their use in appraisal 
theories is recent. These process models are all characterised by the inclusion of at 
least two modes of evaluative processing; a higher, conceptual mode and a low, 
automatic or schematic mode. 
 
This work attempts to empirically test the suggestion that appraisal processes take 
place at different levels of processing, and to identify where these process models 
need to be further developed, in particular with respect to the concurrent operation 
and interaction of such levels in emotion elicitation. In what follows, after proposing 
some working definitions and a list of terms applied throughout this work, a brief 
overview of literature relevant to levels of processing-models in appraisal will be 
provided which will roughly follow the structure of such models. First, theoretical 
ideas and evidence concerned with evaluations performed at a high level of cognitive 
processing of a propositional or conceptual kind will be outlined, including a brief 
overview of appraisal theory. Zajonc's criticisms of appraisal theory, and the ensuing 
debate between Lazarus and Zajonc, will then be summarised. Arguments of Zajonc 
and others are based upon evidence that unconsciously perceived stimuli influence 
behaviour and preferences, whose ideas and studies concerned with lower levels of 
affective processing will next be reviewed. 
 
The review of these disciplines of emotion research, one concentrating on automatic 
evaluations, the other involving a more propositional, high level of processing leads to 
the following section on the process models which integrate both modes in emotion 
elicitation. In this section, the precursors to these models will first be summarised. 
Some clinically oriented information processing models of affective disorders and 
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cognitive functioning which can be applied to emotion elicitation in general will then 
be reviewed. Reflecting the focus of the current research,  the overview of multi-level 
models will end with a discussion of appraisal-based process models including the 
early suggestion of Leventhal and Scherer (1987).  
 
The review of process models of emotion leads to the question of how different 
processing levels interact in emotion-antecedent appraisal. Substantial space is 
devoted to a review of recent brain research concerned with emotion elicitation, since 
neuroscience approaches to emotion provide valuable insights of how different 
structures within the neocortex interact with subcortical structures. The chapter 
concludes with a summary of some of the questions raised in the literature review and 
an overview of the experimental design that was used to address these questions in the 
present work.   
 
1.1.1. Working definitions 
 
The word “emotion” refers to a wide scope of phenomena, from fleeting likes and 
dislikes to full-blown emotional states, which are often interchangeably used in the 
literature. Even though among emotion researchers the exact definition of emotion 
differs slightly, high agreement is found in the literature on at least three observable 
indicators of emotion, which make up the classic emotional response triad: 
Expression, physiology and subjective feeling. Although this definition holds in a 
large number of cases, not all emotions are always accompanied by an observable 
(facial) expression, as Ekman (1992) outlines. Frijda (1986) notes that emotions have 
an object, and alter the action readiness of a person. One is angry at someone or 
something, and one wants to do something about it, such as removing the obstacle. In 
this work, the term “emotion” will be used in a liberal sense, referring to a state 
elicited by a person's evaluation of an object which changes the person's action 
readiness as indicated by changes in at least some of the response systems, such as 
physiology. Emotions defined in this more liberal sense differ from affective feelings 
of likes and dislikes, pleasantness and unpleasantness (or preferences) by the 
implication of bodily responses with respect to a specific object.  
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While describing the processes involved in emotion elicitation, a variety of terms will 
be used. The term “cognition” used here is broadly defined to include all processing, 
from simple sensory information processing to complex, propositional, or semantic 
processing. Some theorists prefer to include only the latter class of processing to 
define “cognition”, and referral to this restricted meaning of the term “cognition” will 
be clearly indicated when discussing the contributions of these theorists.  The variety 
of terms used to refer to different cognitive processes involved in emotion elicitation 
could potentially cause much confusion. In order to avoid this, terms such as “higher 
level", "conceptual" and "controlled" processing will be applied in the review of the 
literature interchangeably, as will the terms, “lower level”, “pre-attentive”, 
“schematic” and “automatic”. In general, “higher level processing” includes 
processing described as explicit (Graf & Schacter, 1985), controlled (Shiffrin & 
Schneider, 1977), or “conceptual” (e.g. Leventhal, 1979, 1984). “Lower level 
processing” includes but is not restricted to “pre-attentive processing” (e.g. Öhman, 
1986). It also includes “schematic” (e.g. Leventhal, 1979, 1984; Norman & Shallice, 
1985) and “automatic” processing (Shiffrin & Schneider, 1977; Logan, 1988). For the 
experimental part of this work, concepts referring to the way in which information is 
processed will be further defined and instantiated in the respective empirical sections.  
 
 
1.2. “Higher” cognitive processes involved in emotion elicitation 
 
1.2.1. Introduction to appraisal theory and empirical evidence favouring appraisal 
approaches 
 
Appraisal theory originated in the sixties with the work of Arnold (1960) and Lazarus 
(Lazarus, 1968; Lazarus, Averill, & Opton, 1970) emphasising that for a stimulus to 
be emotion-arousing, it needs to be evaluated as having personal meaning. These 
appraisals of the meaning of an event and our relation to that event are determined by 
our current goals and shaped by our past experiences. The meaning attributed to an 
event through appraisal determines the nature of the emotional response. These early 
contributions underscored that appraisals do not necessitate awareness and probably 
often occur in an automatic fashion. Although appraisal theory would in principle not 
object to include both a high and a low level of cognitive processing in emotion-
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antecedent appraisal, most evidence in favour of the appraisal approach is strongly 
based upon high-level processes, such as introspection and explicit memory 
processes. Hence, the review of appraisal theory is placed under the header of “higher 
level emotion-antecedent processing” (see also below, under “criticism on appraisal 
theory”).  
 
Following Arnold and Lazarus’ early theoretical formulations, empirical evidence 
supporting the appraisal approach was soon to come. In a series of experiments, 
Lazarus and collaborators (Speisman, Lazarus, Mordkoff, & Davison, 1964; Lazarus 
& Alfert, 1964) showed how different commentaries accompanying a rather stressful 
film (on ritualised subincision) influenced the stress reactions of participants watching 
the film. In general, when the film was accompanied with commentaries that were 
detached, emphasising the scientific/anthropological aspects of the film, or 
commentary in which the ritual was described as important and not painful for the 
young boys undergoing subincision (the denial condition), the participants showed 
lower skin conductance responses than when the film was presented without 
commentary or when the traumatic aspects of the film were emphasised.  
 
Lazarus and Alfert (1964) replicated and extended findings of Speisman et al., by 
varying the moment in which the commentary was given to the participants. In one 
condition, the participants were presented with some denial commentary preceding, 
but most denial commentary during the film, whilst in another condition full denial 
commentary was provided only preceding the film, with a silent presentation serving 
as a control condition. Results showed that skin conductance activity was reduced and 
pleasantness ratings higher in the denial conditions compared to the silent condition. 
Furthermore, the condition in which full denial commentary was provided beforehand 
and not during the film showed the lowest skin conductance stress reactions. These 
results indicated that denial information influenced the way in which the event was 
appraised and hence was responded to. Furthermore, providing such information 
beforehand, thus allowing time to assimilate the information and to form ideas about 
what was happening in the ritual depicted in the film, was most effective in changing 
people’s appraisal of the film as threatening or stressful. The study thus shows how a 
high level of cognitive activity, in particular the formation of expectations and beliefs 
about what is happening, can effectively influence an appraisal of threat to highly 
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negative stimuli, and thus alter the emotional response. Hence, the emotional response 
is less dependent upon the objective characteristics of an event, but rather is strongly 
determined by the subjectively evaluated meaning of an event.  
 
Since this pioneering work, a large number of “appraisal theories of emotion” have 
been developed in an attempt to predict the elicitation and differentiation of emotions 
on the basis of a detailed set of appraisal criteria (Frijda, 1986; Oatley & Johnson-
Laird, 1987; Lazarus, 1991; Roseman, 1984, 1991; Scherer, 1984a, b; Smith & 
Ellsworth, 1985; Weiner, 1986). In spite of the divergent disciplinary and historical 
traditions of the authors involved, one finds a high degree of convergence with respect 
to the  appraisal dimensions or criteria postulated by different theories (see Lazarus & 
Smith, 1988; Manstead & Tetlock, 1989; Reisenzein & Hofmann, 1990, 1993; 
Roseman, Spindel, & Jose, 1990; Scherer, 1988). These include the perception of a 
change in the environment that captures the subject's attention (novelty and 
expectancy), the perceived pleasantness or unpleasantness of the stimulus or event 
(valence), the importance of the stimulus or event to one's goals or concerns 
(relevance and goal conduciveness or motive consistency), the notion of who or what 
caused the event (agency or responsibility), the estimated ability to deal with the event 
and its consequences (perceived control, power or coping potential), and the 
evaluation of one's own actions in relation to moral standards or social norms 
(legitimacy), and one’s self-ideal.  
 
Furthermore, appraisal theory in general posits that these evaluations organise the 
response components, such as physiology and expressive behaviour (Lazarus, 1991; 
Frijda, 1986; Scherer, 1984a, b; Smith, 1989). In particular Scherer (1984, 1986, in 
press) and Smith (1989, 1991) explicitly propose that each appraisal dimension 
influences each of the response components. Smith proposes that with respect to facial 
activity, the expressive units might each convey information of specific appraisal 
components (see also Smith & Scott, 1997), whereas appraisals of coping directly 
affect the autonomic and postural changes required for the specific action serving to 
adapt to the situation. In the framework of his Component Process Model, Scherer 
(1986, in press) provides detailed predictions as to how the appraisal checks, which in 
his theory take place in a fixed sequential manner, each trigger specific changes in the 
autonomic nervous system (ANS), and for facial and vocal expressions, result in a 
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response pattern that is determined by adding together the responses to each of the 
individual appraisal checks.  
 
Most evidence supporting the dimensions proposed by appraisal theories has been 
derived from a methodology which is based upon verbal reports, obtained in a variety 
of settings. Typically, the experiments (e.g. Frijda, Kuipers, & Ter Schure, 1989; 
Gehm & Scherer, 1988; Roseman, Spindel, & Jose, 1990; Smith & Ellsworth, 1985; 
Smith & Lazarus, 1993) consist of the imagining of an emotional event, cued either 
by the participant's subjective past experience, by a provided vignette or by in-vivo 
emotional situations, after which participants respond to questions concerning their 
evaluation of the event which gave rise to the emotion. The questions are construed to 
provide a measure of different appraisal dimensions. In general, the results reveal that 
the empirically obtained appraisal patterns converge above chance level with the 
theoretically predicted patterns for different emotions. These patterns are quite robust, 
as indicated both by considerable replication of results, as well as methods that more 
directly test the predictive power of postulated appraisal dimensions, such as the use 
of expert systems (Scherer, 1993; Edwards, 1998) which have yielded a correct 
estimate of felt emotion as high as 77.9% (in the Scherer 1993 study).  Recent studies 
have also demonstrated converging appraisal patterns across different cultures (e.g. 
Scherer, 1997). 
 
1.2.2. Criticisms of appraisal theory 
 
Despite substantial empirical evidence demonstrating the explanatory value of 
appraisal theory in the study of emotion differentiation, the appraisal approach has 
been heavily criticised with respect to both its presumed emphasis on conscious or 
voluntary processes (e.g. Zajonc, 1980, 1984, Berkowitz, 1994), and the research 
methods generally used by its proponents (particularly the emphasis on verbal reports 
of presumed appraisal processes in emotion experiences recalled from memory). The 
critique of “exaggerated cognitivism” is in large part based on the kinds of 
experimental paradigms used in this research tradition, as reviewed above. In all of 
these experiments, participants are required to engage in conscious, complex 
inference or imagination processes, followed by verbalisation. Clearly, these 
processes require a fairly high level of conceptual processing. As highlighted by Phaf 
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(1995), such research is based upon the assumption that people can accurately, 
consciously report on processes which probably largely occur outside of awareness, 
(as is suggested by many appraisal theorists themselves). Furthermore, in such 
circumstances participants are likely to construct a rationale for their emotional 
response, a situation which is possibly made worse by providing the participants with 
ready-made dimensions of appraisal (see also Parkinson & Manstead, 1992, 1993). 
These problems parallel those encountered by cognitive psychologists and knowledge 
engineers when attempting to extract information from experts about problem-solving 
and decision-making strategies, which frequently are overtrained and therefore 
implicit. It has been shown that experts consistently report having used a logical 
strategy which bears limited resemblance to the one they actually used (see Berry, 
1987, for an excellent summary). Also, Ericcson and Simon (1980) state that when 
automatic processes are rendered conscious by asking people to verbally report on 
information processed automatically, transformations of the information take place. 
Even though appraisal theorists indicate that the proposed evaluations can, and often 
do, take place involving highly automatic, unconscious processes, the methodology 
generally adopted in empirical work on appraisal suggests that appraisals are 
performed through high level, conscious processing.  
 
The apparent insistence on cognition as a requirement for emotion elicitation triggered 
the often-cited debate between Lazarus (1982, 1984) and Zajonc (1980, 1984). Zajonc 
(1980) describes why he considers affect as a functionally separate system from 
cognition, and argues that affect can be generated without a prior cognitive process. A 
stimulus would, according to Zajonc, first be processed in terms of the affective 
properties, after which cognitive processes can come into play (here the word 
"cognitive" is used by Zajonc to mean higher mental processes). Similarly to Zajonc, 
other theorists argue that cognitive processing might only be one of several ways to 
produce emotion. Izard (1993), for instance, underscores that since emotions play 
such a significant role in evolution and adaptation, there must also be neural, 
“hardwired” mechanisms which account for emotion activation. Izard describes four 
classes of emotion activators, of which only one is considered by Izard to be 
cognitive. The other systems include neural processes with particular reference to 
changes in levels of neurotransmitters (and drugs), which can induce emotions, 
sensory-motor systems including feedback of facial expression and posture (e.g. 
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Laird, 1984), and motivational systems such as drive states rooted in physiological 
processes and pain. Whether these three “non-cognitive systems” in and of themselves 
elicit emotions or whether these processes, such as particular neural processes 
influenced by drugs, “set up” a specific context in which events are appraised and 
hence influence the elicitation of an emotion only through cognitive mediation, 
remains to be specified. The argument that evaluations can, and probably often do, 
take place outside of awareness or in an automatic fashion, illustrates the need to 
study the role of both postulated modes of emotion generation- deliberate, controlled 
appraisal as well as automatic appraisal. The argument also illustrates the need to 
study appraisal processes experimentally, manipulating appraisals in the laboratory 
and using measures other than self-report, since what is consciously, deliberately 
reported as being the appraisals preceding or leading to an emotion might not at all 
reflect what actually went on. Such efforts have only recently started in appraisal 
research (e.g. Pecchinenda, 1996; Kappas & Pecchinenda, 1999; Smith, 1994; Kirby 
& Smith, 1996; Banse, van Reekum, Johnstone, Etter, Wehrle, & Scherer, 1999). 
 
 
1.3. Automatic evaluation processes involved in emotion elicitation 
 
A strong tradition, in particular within the social cognition domain, researches the 
unconscious, preattentive influences of affective information on attitude change and 
impression formation. In addition, a great deal of work in more clinically oriented 
domains has been devoted to the influence of valenced or personally relevant 
information on attention allocation. These two fields of research, which bear directly 
upon the role played by low level, automatic modes of processing in emotion 
elicitation, will be reviewed here. 
  
1.3.1. Affective priming 
 
Zajonc (1980, 1984) bases his arguments for two separate “systems” in emotion 
elicitation on research showing that preferences are generated for stimuli which 
cannot be consciously perceived (e.g. Kunst-Wilson & Zajonc, 1980; Murphy & 
Zajonc, 1993). His “affective primacy hypothesis”, claiming in particular that 
affective reactions towards a stimulus can be elicited with minimal stimulus input and 
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virtually no cognitive processing, has since triggered much research in the domain of 
implicit perception and emotion (e.g. Niedenthal, 1990; Niedenthal & Kitayama, 
1994; Isen & Diamond, 1989). For instance, Murphy and Zajonc (1993) carried out an 
experiment in which they established positive and negative valence for a previously 
neutral stimulus using an affective priming procedure. They compared the effects of 
what they called “affective” and “cognitive” priming on the judgement of previously 
neutral, novel targets (Chinese ideographs), under both extremely brief (4 msec) and 
longer exposure duration (1000 msec) of the primes. Pictures of faces expressing 
happiness and anger were used as affective primes, while small or large circles and 
squares, and symmetric and asymmetric objects were used as cognitive primes. They 
found that the affective primes presented at a suboptimal level, but not those 
presented at a optimal level, produced significant shifts in subjects' evaluations of 
“good” versus “bad” towards the targets. In contrast, cognitive primes only affected 
judgements concerning the possible meaning of the ideographs as representing a small 
or large object or being symmetric or asymmetric in the optimal presentation 
condition.  
 
These results were explained by claiming that “when affect is elicited at levels outside 
of conscious awareness, it is diffuse and its origin and address are unspecified. 
Because of its diffuse quality, nonconscious affect can “spill over” onto unrelated 
stimuli” (p. 736). When presented at an optimal level of perception, hence when the 
source of affect is known, the affective reaction is, according to Murphy and Zajonc, 
less likely to be transferred to unrelated stimuli. Non-affective primes showed the 
opposite pattern according to the authors, due to this type of information needing a 
different degree of access to awareness (but see e.g. Lewicki, 1985, for effects of 
subliminal exposure of stimuli such as adjective-noun pairs onto judgements of 
“better fitting” words in subsequent question-answer sessions, or Marcel, 1983, where 
both supraliminally and subliminally presented word primes almost equally affected 
lexical decision tasks). Researchers studying the mechanisms of evaluative 
conditioning have proposed similar mechanisms of affect transfer, and have provided 
some empirical evidence that the transfer of affect from one stimulus onto a 
contingently presented neutral stimulus can take place outside of awareness of the 
contingency (e.g. Baeyens, Eelen, & van den Bergh, 1990). 
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Automatic, unintentional effects of an affective nature were also observed in Bargh, 
Chaiken, Raymond, & Hymes (1996) in a series of studies aimed to replicate and 
extend findings of Fazio, Sanbonmatsu, Powell, and Kardes (1986). Bargh et al. found 
that the pronunciation of positively or negatively tainted target words was facilitated 
when these words were primed with other positive or negative words, without the 
words sharing any semantic features. These effects occurred even for mildly affective 
stimuli, such as “dentist”. The results suggest an automatic activation of the concepts 
“good” and “bad” which cannot be explained by models of spreading semantic 
association (e.g. Neely, 1977) as the words used in the studies differed semantically. 
In line with Zajonc’s affective primacy hypothesis, stronger effects were found when 
efforts were made to distract the participant from consciously evaluating words, 
compared with explicitly instructing the participants to evaluate words.  
 
De Houwer and Eelen (1998) found further evidence of automatic valence processing. 
In their experiments, subjects engaged in decision tasks where a target word was 
either a noun or an adjective. The response was given by saying aloud “positive” in 
response to a noun, or “negative” in response to an adjective as fast as possible. The 
target words were either positive, negative or neutral in valence, but subjects were 
instructed (in study 2 and 3) to ignore the affective connotations of the target words. 
They consistently showed longer reaction times to words affectively discrepant with 
the connotation of their response than to words affectively congruent with the 
connotation of their response. Thus, even though the participants were explicitly 
instructed to ignore the affective connotations of the words which were irrelevant to 
performing the task well, the connotations were automatically activated, interfering 
with the task at hand.  
 
In summary, using a variety of paradigms, the affective priming literature suggests 
that evaluations of stimuli in terms of their valence can take place automatically, even 
without awareness. These evaluations influence further processing by interference in 
the case of lexical decisions when the affective primes are discrepant, or by priming 
the evaluations of subsequently presented neutral stimuli in the sense of the affective 
valence of the prime. Furthermore, some evidence is obtained for affective priming 
being most effective when the source of the elicited affect is not explicitly recognised 
by the subject.  
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 1.3.2. Attention allocation through automatic relevance evaluations 
 
Recently, clinical research on emotion and attention incorporates information-
processing models to address the role of emotional states and traits in attentional 
processes (selection and intensive processing of stimuli, see e.g. Wells & Matthews, 
1994) and sustaining emotional thoughts (e.g. Teasdale & Barnard, 1993). 
Experimental research in the field of attentional bias as a result of an emotional 
disturbance has been inspired by paradigms developed within cognitive psychology 
(e.g. the Stroop colour naming task; Stroop, 1935), resulting in interesting adaptations 
of these paradigms to research on affective disorders (e.g. using an emotion version of 
the Stroop task). This extensive body of work cannot be reviewed here; for more 
complete reviews of theoretical models and research results, the reader is referred to 
Teasdale & Barnard (1993), Wells & Matthews (1994) and Williams, Mathews, & 
MacLeod (1996). 
 
In brief, evidence so far shows that emotionally disturbed patients often show an 
attentional bias towards information relevant to their concerns or worries. 
Furthermore, such concern-relevant information elicits a comparable attentional bias 
(although the effect is small in magnitude) when the information is presented 
subliminally,. This research emphasises the automatic nature of the detection of 
relevance (see MacLeod & Hagan, 1992; Mogg, Bradley et al., 1993; Mogg, Kentish 
et al., 1993; all in Williams et al., 1996). Automatic, low-level processes, triggered by 
specific stimulus inputs and often interacting with higher-order controlled processes, 
are held responsible for this shift of attention toward potentially relevant information 
(e.g. Wells & Matthews, 1994).  
 
An attentional bias effect has also been found in non-clinical groups with high trait 
emotion (e.g. trait-anxiety), or for normal participants following emotion induction, 
but the bias effects tend to be less pronounced and less reliable than in clinical 
patients (Wells & Matthews, 1994). The fact that attentional bias is consistently found 
for persons high on certain emotional traits (especially trait anxiety) but hardly for 
normal individuals experiencing a particular emotional state (such as state anxiety), is 
explained by Wells and Matthews in terms of unusual and extensive stimulus-
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response learning experiences, which are supposedly anchored in low-level memory 
traces. Whether or not most trait-anxious or phobics (i.e. those who are anxious with 
respect to particular objects) have actually encountered the object of their phobia in a 
more striking manner than nonphobics is an open question (see Rachman, 1974). 
 
In summary, the research in the domain of social cognition has demonstrated that 
affective stimuli evaluated in an automatic manner, without elaborate cognitive, 
conscious processing, have an effect on subsequent (affective) processing. The studies 
on the emotional Stroop suggest that stimuli are automatically evaluated in terms of 
their relevance to personal concerns, and that the more a stimulus is relevant, the more 
attention is automatically captured by the stimulus and the harder this attention-
allocation is to overcome. Taken together, the research performed in these disciplines 
indicates that low-level, automatic evaluations might influence, or disrupt, higher 
level processing. This research, however, often concerns affect or preferences rather 
than emotions as such, and does not address how such general, global affect is 
important to, or develops into, emotions. Further specification is warranted of the 
mechanisms underlying the extraction of significant information and how this 
information influences further evaluations and emotional responses.  
 
 
1.4. Multilevel models integrating both processing modes in emotion elicitation 
 
So far, research has been reviewed on how “higher” cognitive, appraisal processes are 
related to emotion, and how automatic evaluations are involved in attention allocation 
and can prime further behaviour or judgement. Theoretical claims made in the field of 
automatic evaluations are important, because of the potential role automaticity plays 
in daily life (e.g. Bargh, 1997), including emotion. Even though evaluations of 
valence or significance are probably primitive in origin and precede any other form of 
judgement, their effects upon behaviour might, however, be overrated by some (in 
particular by Bargh, 1997). Indeed, the emotional Stroop studies have shown that 
nonpatient populations do not always show interference in colour naming, suggesting 
that any automatic elicitation of affect or significance is relatively easily inhibited or 
ignored by more controlled or conscious processes. The work by Lazarus and Alfert 
(1964) also shows the extent to which conceptual information can influence the 
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meaning given to highly emotion-laden visual information, for which, arguably, the 
evaluation of emotional significance would be derived automatically in the absence of 
such conceptual information. It thus seems likely that both automatic and controlled 
evaluative processes play an important role in the elicitation of emotion, both 
individually and through their interaction. 
 
The idea of integrating different modes of processing in emotion theories is not new. 
Leventhal (1979) and Öhman (1979), for instance, made important contributions two 
decades ago. What is surprising though, is the limited application of multi-level 
process models in emotion theories, in particular in those theories attempting to 
explain the elicitation of emotion through a cognitive process, such as appraisal. Only 
recently have such models been more widely proposed emotion psychology 
(Robinson, 1998; Teasdale & Barnard, 1993; Power & Dalgleish, 1997; Smith et al., 
1996) following an earlier suggestion by Leventhal and Scherer (1987). By describing 
the different types of processing involved in appraisal, it should be possible to build 
upon the success of appraisal theories in explaining and predicting the elicitation of 
and differentiation between emotions. In what follows, several process models of 
emotion are outlined, starting with early suggestions of Leventhal and Öhman. Next, 
the dual path model of LeDoux, which is based upon neuroscientific findings and 
shares features with Öhman’s model, will be reviewed. Work in cognitive 
psychology, in particular in the domain of memory processes, has also lead to  
descriptions of the involvement of different memory systems in emotion elicitation 
(Johnson & Multhaup. 1992). This research, and similar recent efforts in modelling 
emotion disorders in terms of the embedding and reactivating of past emotional 
experiences in memory (Teasdale & Barnard, 1993; Power & Dalgleish, 1997) will 
also be reviewed. The section culminates in a description of the first efforts in 
reformulating appraisal theories in terms of multiple levels of evaluative processing.  
 
1.4.1. The early multi-level models 
 
1.4.1a. Leventhal’s hierarchical emotion processing model 
Leventhal (1979, 1984) proposes that emotions are based upon operations performed 
at three levels of processing which are hierarchically organised, each of which can, by 
itself, give rise to emotions (although often all the levels influence emotions). The 
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sensory-motor, schematic and conceptual levels proposed by Leventhal are proposed 
to be constructed on the basis of various (emotional) experiences an individual has 
throughout their development.  
 
The sensory-motor level involves processing by largely innate, unconditioned, 
hardwired feature detectors, which gives rise to a reflex-like, uncontrolled reaction. 
Leventhal proposes that through evolution, the sensory-perceptual mechanisms were 
tuned in such a manner as to quickly recognise potentially harmful or beneficial 
stimuli. Responses are generated without the interference of more controlled 
processes, in order to save time. Emotions elicited through sensory-motor processing 
are mostly short-lived and are of a reflex-like nature. Even though this level is held to 
be able to give rise to full emotions however, most emotions observed in daily life 
cannot be accounted for by an innate disposition. Rather, according to Leventhal, 
many emotions are learned in order that a person is able to adapt to the environment. 
 
The schematic level of processing is based on the past learning experiences of an 
organism, which give rise to representations of learned procedures. Events or stimulus 
patterns lead to the activation of stored records of emotional experiences, which can 
be considered as average, prototypical exemplars, or “schemata”, of the emotions 
which an organism has developed throughout its life. These schemata contain 
combined information concerning the conditions of the emotion-eliciting event itself, 
as well as the physiological and behavioural responses together with the concomitant 
subjective feeling. Incoming information sharing features with a schema and/or a 
specific stored instance, automatically reactivates and generates the associated 
emotional response.  
 
The conceptual level of processing is characterised by reflective, propositional 
processes, as opposed to the template matching-like processes which were specific to 
the first two levels. This level comprises capacities to abstract from and reason about 
the environment on the bases of propositional memory structures, which are 
developed by comparisons between past experiences. Processes such as anticipating 
or problem-solving are typical for the conceptual level, and permit a more flexible, 
thoughtful response to emotional experiences compared to the processes involving the 
schematic and sensory-motor level. The formation of conceptual code in emotion 
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processing plays, according to Leventhal, a crucial role in the control of emotional 
responses.  The main contribution of Leventhal’s model is the acknowledgement that 
each level, even a simple, more “primitive” level is capable of eliciting emotion by 
itself and that the main function of the conceptual level comprises the control of 
emotional responses.  
 
1.4.1b. Öhman's “preparedness” model of emotion-generation 
In contrast to Leventhal, Öhman proposes that lower level processes do not result in 
full-blown emotions by themselves, but rather activate higher level processes. 
Öhman’s (1979, 1986, 1988, 1993) research, based on Pavlovian conditioning of fear-
relevant stimuli, reveals that physiological responses can be activated pre-attentively, 
and that emotional learning can take place without the participant being aware of its 
source. Based upon this research evidence, Öhman argues that evolution has tuned the 
perceptual mechanisms in such a manner as to promptly generate a response as soon 
as a stimulus relevant to the organism is perceived, even at a very low level of 
analysis of the stimulus. According to this view, the perceptual systems detect 
relevant stimuli automatically and independently of the current attentional focus. As 
soon as a relevant stimulus is perceived, ongoing actions are interrupted and more 
conscious, i.e. controlled, processing mechanisms are activated to further analyse the 
situation's significance before directed action is taken. This “call” for controlled 
processing is, in the older versions of the model, accompanied by an unspecific 
physiological response, preparing the organism for subsequent, more directed 
emotional responses.  
 
Research findings reported by Öhman and colleagues (see e.g. Öhman, 1988 for an 
overview of pertinent research) underscore the pre-attentive activation aspect in 
Öhman’s model. The research paradigm generally used in this work consisted of 
conditioning of emotionally relevant and irrelevant pictures to a light electric shock in 
an acquisition phase where the stimuli were presented optimally (i.e. clearly visible), 
followed by an extinction phase in which a sub-optimal presentation of the 
conditioned pictures took place, using backward masking procedures in order to 
maximally exclude controlled or conscious processing of the pictures. During the 
extinction phase, phasic skin conductance activity in response to the pictures was 
recorded. These skin conductance response measures revealed increases in 
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sympathetic nervous system activity only for fear-relevant pictures, such as spiders 
and snakes (Öhman, 1986) and angry facial expressions (Öhman, Dimberg, & 
Esteves, 1989). No such effects were found with the fear-irrelevant pictures, such as 
mushrooms and happy facial expressions. Öhman and Soares (1994) have been able to 
extend these findings to spider and snake phobias where the phobics show similar 
physiological responses when presented either optimally or suboptimally presented 
pictures with the object of their phobia. Furthermore, Flykt (1998) found that stimuli 
which are pointed towards the subject, such as a gun which was used as a cultural 
threat stimulus to put the preparedness hypothesis to a test, also show such effects 
even when the stimuli are presented with the backward masking procedure in an 
extinction phase. These effects do not occur when threat objects points away from the 
subject, or when a neutral stimulus points towards the subject. The perceived direction 
of a threat stimulus, i.e. towards the person or directed elsewhere, thus seems to 
equally possess “hard-wired” or highly overlearned significance related to threat 
which can be activated pre-attentively.  
 
Recently, Öhman (1992, 1993) revised his view somewhat on the basis of other 
research, and considers the direct, automatic activation of the arousal-system as a 
response specific to biologically fear-relevant stimuli, whereas other threat-related 
stimuli (such as words) need to be consciously perceived in order for the arousal 
system to be activated. This suggestion adds to the knowledge obtained from e.g. 
affective priming and emotional Stroop studies (as reviewed above) in proposing that 
whereas subliminally presented, and hence pre-attentively processed, affective stimuli 
might have been evaluated and have an effect on subsequent processing, these types 
of evaluations are not necessarily capable of activating the arousal system.  
 
1.4.2. LeDoux’s dual route model: Neuroscientific evidence of different processing 
levels 
 
Öhman's proposals concerning the role of controlled processing in modifying and 
elaborating the diffuse arousal triggered by initial, pre-attentive urgency detection are 
often related to the findings of LeDoux (e.g. 1986, 1989, 1993, 1994), who traced two 
separate but interdependent routes in the rat brain that are held responsible for 
emotional learning and emotional memory. LeDoux conditioned fear in rats by the 
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application of a standard conditioning paradigm (presentation of an auditory stimulus 
followed by an electric shock), and by producing lesions at systematically chosen 
locations and measuring the electrical activity of neurones at different sites in the rats' 
brains, was able to isolate the neural pathways involved in the conditioning and 
elicitation of the fear response. 
 
This research showed that fear in the rat can be elicited through neural activity 
involving two pathways, one subcortical and one cortical. In both cases, the amygdala 
plays a central role in the evocation of fear responses to a conditioned auditory 
stimulus. The subcortical pathway consists of projections from the thalamus which 
pass rudimentary information directly to the amygdala. The amygdala then activates 
the peripheral nervous system. The cortical pathway consists of trajectories from the 
thalamus to the sensory cortex, and then via the association cortices to the amygdala. 
Research from LeDoux and colleagues reveals that lesions in the auditory cortex do 
not interfere with the conditioned response to the sound, implying that the more 
direct, subcortical route is sufficient to evoke behavioural fear responses. LeDoux 
(e.g. 1989, 1994) argues that the subcortical pathway processes information very 
quickly due to the fact that it involves very few neural links, but only provides coarse-
grained, global information about the stimulus. In contrast, signals processed through 
the cortical pathways provide more detailed information but require more processing 
time, given that these pathways involve several neural links between the thalamus and 
the amygdala. With respect to emotion in general, LeDoux (1986) theorises that 
subjective experience results from a conscious, higher-level of cognitive processing, 
but that every emotion is preceded by unconscious, low-level emotional processing of 
the stimuli. The unconscious, subcortically mediated processes, “prepare” the 
organism for fight/flight behaviour, whereas conscious, cortical processing modifies 
the subcortical responses, giving the response “direction”, or inhibiting the processes 
triggered via the subcortical pathway in the case that they are maladaptive.  
 
It remains to be established whether the subcortical pathways identified by LeDoux in 
the rat brain are equally important in human emotional experiences. For instance, 
Halgren (1992) argues that sensory input to the amygdala via a direct thalamo-
amygdaloid pathway is very weak or even non-existent in humans. Rather, studies 
measuring amygdala unit activity, as well as stimulation of the amygdala, reveal that 
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the human amygdala functions within the cortical system, emphasising the role of 
cortico-amygdala communication in emotional evaluation. For example, measurement 
of electrical activity during word and face recognition (both of which presumably 
require cortical processing) shows high activation in the amygdala. It thus seems 
plausible that the amygdala plays a role in emotions, but the nature of the involvement 
of the amygdaloid structures with respect to different pathways involved in emotion 
elicitation needs to be further established. 
 
1.4.3. Emotion models in cognitive psychology 
 
Recent advances in the study of memory have influenced work on emotion-related 
cognitive processing (see Christianson, 1992). For instance, the dissociation between 
implicit and explicit memory as suggested by Graf and Schacter (1985) and Schacter 
(1987) has been used by emotion psychologists in order to explain the seemingly 
unconscious elicitation of affect, particularly in the case of emotional disorders 
(Teasdale & Barnard, 1993). Similarly, Bower’s (1981) influential work on the 
influence of emotion on thinking and remembering has been directly influenced by 
memory models in cognitive psychology. 
 
1.4.3a. Multiple-Entry, Modular memory system (MEM) 
Johnson’s (Johnson, 1983: Johnson & Multhaup, 1992) model of a Multiple-Entry, 
Modular memory system (MEM) proposes that memory consists of a perceptual 
system (dealing with perceptual activities such as seeing, hearing etc.), and a 
reflective system (which is actively involved in the creation and recording of self-
generated activities such as planning, comparing, imagining etc.). Based on this 
conceptualisation of a multi-level memory system, Johnson and Multhaup (1992) 
have also attempted to describe the elicitation of emotion. 
 
The goals and plans of an organism, which have a central place in appraisal theories 
of emotion, are considered as “agendas” by Johnson and Multhaup. These agendas 
control processing in different subsystems, and they can vary in complexity and in the 
degree to which they are perceptually (i.e. situationally) controlled or reflectively (i.e. 
self-) controlled. For example, an activated perceptual agenda guides one as to where 
to look, whereas activated reflective agendas, providing the individual with a “sense 
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of self” (Johnson & Multhaup, 1992), might give rise to one blaming others for an 
event.  
 
Emotions, according to Johnson and Multhaup, arise from agenda-controlled 
processing within the subsystems. All subsystems give rise to emotions, but there are 
differences as to which emotions arise from which systems. Some emotions, like fear, 
anger or joy, can arise from all subsystems. But the quality of the emotion that arises 
from reflective processing will be different from that arising from perceptual 
processing. As Johnson and Multhaup note, the reflective subsystems are responsible 
for the occurrence and experience of more complex emotions. Emotions arising from 
activity of the reflective subsystems unfold more slowly than emotions arising from 
the perceptual subsystems.  
 
To test their model, Johnson and Multhaup investigated the acquisition and retention 
of preferences to different types of stimuli in amnesic patients . They found that whilst 
amnesics developed smaller affective biases for hypothetical men (instantiated by 
providing biographical information depicting the men as “good” or “bad”) than 
controls, they showed no deficit in the development of preferences for melodies. 
Johnson and Multhaup concluded that whereas preference acquisition of melodies 
depends largely on perceptual processes (which are intact in amnesics), the 
acquisition and especially the retention of evaluative impressions for people are 
mainly influenced by reflective processes (which are impaired in amnesics). Even 
though the experiment concerned affective preferences rather than full emotions, and 
similar dissociation effects for bona fide emotions remain to be demonstrated, the 
results show how two levels of information processing can work in a dissociated 
manner in eliciting affect, and that which particular level of processing is dominant 
might depend on the qualities of the stimulus being appraised. 
 
1.4.4. Clinical approaches to emotional disorder 
 
1.4.4a. Interacting cognitive subsystems (ICS)  
In an attempt to better model cognitive-affective relationships, Teasdale and Barnard 
(1993; Barnard & Teasdale, 1991) developed their framework of interacting cognitive 
subsystems (ICS). Briefly, ICS consists of 9 subsystems, including 
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sensory/proprioceptive, effector, propositional, and implicational subsystems (which 
involvement in emotion processing will be described below), each of which handles a 
different type of information. Contained in every subsystem is a memory for that 
system’s previously processed information, processes to update and access the 
memory, as well as processes to transform information into a representation (or 
coding) suitable for processing by the other subsystems.  
 
Of particular relevance to the present discussion is Teasdale and Barnard's proposal 
that emotions are generated primarily within the implicational subsystem. The 
implicational subsystem directly receives and integrates information about an 
occurring event from the other subsystems, such as the sensory and the propositional 
subsystems. The implicational subsystem then makes inferences by matching the 
patterns of incoming information with previously stored schemata, which include 
emotion-related, “affective themes” (e.g. the theme of “potential severe self-related 
threat”, see Barnard and Teasdale, 1991, p. 19), and generates emotional reactions, 
including overt manifestations such as facial and bodily responses, by activating 
expressive “patterns” in the effector subsystems. 
 
In ICS, the type of emotion elicited is highly dependent upon “matching” of incoming 
or inferred information to stored information about past emotional experiences, and 
hence this mechanism resembles closely that of Leventhal’s schematic level. Despite 
the fact that the final, emotion-producing inferences occur in the implicational 
subsystem, ICS makes explicit the possibility that different types of information, 
being processed at different “levels”, contribute to this final inference, such as the 
qualities of a shrieking sound (processed by the sensory subsystem) which serves as 
input in the implicational subsystem and produces elements of implicational code. 
Also, Teasdale and Barnard’s (1993, Barnard and Teasdale, 1991) reference to the 
affective themes which are extracted from previous experiences is reminiscent of 
Lazarus’ (1991a, b) notion of Core Relational Themes (CRT). Integrating the ICS 
approach into appraisal theory, one could infer that the implicational system is the 
"seat of appraisal". The ICS is unique in emphasising that the implicational system is 
the final mode through which all emotions are mediated, in that this subsystems 
“adds” emotional connotations to otherwise “cold” cognitions.  
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1.4.4b. The Schematic model, Propositional, Associative, and Analogue 
Representational Systems (SPAARS) approach to emotion.  
Power and Dalgleish (1997) have built upon the work of Teasdale and Barnard 
(1993), in proposing their SPAARS model of emotion-elicitation. In SPAARS, they 
distinguish between four levels of representation, namely, as the acronym SPAARS 
indicates, an analogical level, an associative level, a schematic model level and a 
propositional level. The analogical mode of representation comprises images of the 
different sensory modalities, including visual, olfactory, auditory, gustatory, 
proprioceptive, and tactile images. Propositional representations are representations of 
beliefs, thoughts, ideas, objects, concepts as well as the relations between them. In 
principle, propositional representations take a non-language specific form but are 
amenable to description by any language. These representations, according to the 
authors, are explicit, abstract and discrete. These two modes of representations have in 
SPAARS no direct role in eliciting emotions. The direct role in emotion elicitation is 
reserved for the schematic model and the associative modes. The schematic model 
level of representation contains higher-order information about the world and the self, 
abstracted from information at the other levels of representation, which cannot be 
easily or fully expressed verbally, and is basically equivalent to what Teasdale and 
Barnard called the “implicational subsystem”. Finally, the associative level of 
representation is best understood as being the equivalent of automatic processing 
(Shiffrin & Schneider, 1977, see below), containing hardwired or frequently activated 
associations between situations and the meaning ascribed to the situations.  
 
The authors argue that the associative representations and schematic model 
representations are functionally dissociated in emotion processing; the associative 
level accounts for direct, “single-step” access to information stored in memory (cf. 
Logan, 1988) established by repetition of event-emotion combinations, whereas the 
schematic model level includes the representations of self and goals that are relevant 
for appraisal processes. Emotion elicitation in SPAARS is thus accounted for both by 
an appraisal process performed at the schematic model level of meaning, and memory 
retrieval mediated by the associative level that bypasses any appraisal processes. As 
with ICS, the propositional level of representation, being “cold” and “non-emotional”, 
cannot be directly involved in the elicitation of emotions, but contributes information 
to an appraisal process performed by the schematic model level or through the 
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associative level, by for instance providing an interpretation by reasoning about the 
event such as health risks involved in smoking, a line of reasoning which only 
becomes emotional when the implications are assessed with respect to one’s goals by 
schematic model representations.  
 
1.4.5. Multilevel appraisal theories 
 
1.4.5a. Levels of processing in appraisal: Leventhal and Scherer 
As a contribution to the “cognition-vs.-emotion” debate initiated by Lazarus and 
Zajonc (see above), Leventhal and Scherer (1987) combined their respective 
approaches: On the one hand Leventhal’s (1979, 1984) perceptual-motor theory, 
suggesting that emotions are produced by the constructive activity of a multi-
component, hierarchical processing system, on the other hand, Scherer’s (e.g. 1984a) 
component process theory, arguing for emotion elicitation and differentiation through 
a sequence of stimulus evaluation or appraisal “checks” (SECs). Specifically, they 
suggested that the different appraisal checks can occur at the three different levels 
described above – sensory-motor, schematic, and conceptual. Table 1 reproduces the 
central figure from Leventhal and Scherer (1987, p. 17) suggesting a preliminary 
model of appraisal occurring at different levels of processing. 
 
Table 1.1. Levels of processing for Stimulus Evaluation Checks 
 Novelty Pleasantness Goal/need 
Conduciveness 
Coping Potential Norm/self 
Compatibility 
Conceptual  
Level 
 
Expectations: 
cause/effect, 
probability 
estimates 
 
Recalled, 
anticipated, or 
derived positive-
negative 
evaluations 
Conscious goals, 
plans 
Problem solving 
ability 
Self ideal, moral 
evaluation 
Schematic  
Level 
Familiarity: 
schemata 
matching 
Learned 
preferences/ 
aversions 
 
Acquired needs, 
motives 
Body schemata Self/social 
schemata 
Sensory-
motor  
Level 
Sudden, intense 
stimulation 
Innate 
preferences/ 
aversions 
Basic needs Available energy (Empathic 
adaptation?) 
Note: Reproduced from Leventhal and Scherer, 1987, p.17 
 
Scherer’s suggestion that the appraisal checks take place in a fixed sequence, and that 
the number of checks as well as the complexity of the checks increases over the life 
course of an individual, still holds for, and in fact is even more clearly instantiated in, 
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the processing levels account. For instance, whilst a newborn infant would respond to 
a sudden loud noise, presumably due to an appraisal of novelty performed at a 
sensory-motor level, newborns are not cognitively “equipped” to perform more 
complex evaluations such as that of norm/self compatibility, or evaluations of novelty 
based upon conceptual processing as with the detection of probability violation (e.g. a 
stranger entering the room walking on his hands). In adult processing, where all of the 
levels and all of the checks are presumed to be involved in appraisal processing most 
of the time, the different processing levels are assumed to affect the resulting 
emotional response in line with the original predictions made by Scherer (1984a, b). 
However, the authors acknowledge that development changes the ease and frequency 
of use of processing levels and the extent to which a specific level plays a dominant 
role in emotion processing. With age, schematic and conceptual processing become 
more accessible, whereupon Leventhal and Scherer propose that most emotion 
processing is initiated at the schematic level.  Leventhal and Scherer’s proposition 
was the first to recognise the need to address different levels of processing in 
emotion-antecedent appraisal, and has subsequently been adopted and extended upon 
by Smith and colleagues (1996).  
 
1.4.5b. Towards a general process model of appraisal: Smith and colleagues 
Recently, Smith and collaborators (Smith, Griner, Kirby, & Scott, 1996; Smith & 
Kirby, in press) have described an ongoing effort to reformulate the basic concepts 
suggested by Leventhal and Scherer (1987) by constructing a preliminary version of 
an appraisal process model. As with Öhman, they emphasise the functional role of 
emotion in motivating and regulating attention, and argue that since emotion alerts the 
organism to relevant information, the scanning or monitoring of the environment must 
occur outside attention. If this evaluative scanning process were attentional, then the 
constant demand upon attentional resources would be too high, restricting the 
resources available for other ongoing processes. In the model, the authors emphasise 
two modes of appraisal processing, namely associative processing and reasoning. As 
in the case of the automatic/controlled distinction made by Shiffrin and Schneider 
(e.g. 1977) and in general agreement with Leventhal and Scherer (1987), the two 
modes proposed by Smith et al. are not completely independent of one another, but 
are assumed to interact in several ways. Most important in this context is the creation 
of emotional memories in the associative mode through the process of learning from 
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experience by reasoning. Conversely, when existing memory structures (schemata) 
are sufficiently activated by incoming sensory data, the information they represent 
becomes available to reasoning. 
 
The appraisal information output from the conceptual and schematic modes (in 
addition to perceptual information, which in this model accounts for direct, probably 
innate, appraisals carried by pain stimuli or perhaps fear-relevant facial expressions as 
proposed by Öhman) is monitored by “appraisal detectors”. The detectors combine 
appraisal information from both processing modes, on the basis of which a specific 
emotional response is generated. The detector is not considered as an active processor 
which computes information, but rather, as the name implies, as an information 
detector and response selector, which combines the appraisal outcomes from 
associative and reasoning appraisal processes and initiates the appropriate emotional 
response. Attention is regulated by the registering of a subjective feeling state 
(resulting from appraisal outcomes), when sufficiently intense, in conscious, focal 
awareness. Furthermore, Smith and colleagues assume that the two processing modes 
are constantly involved in the activation and priming of memory, and the detectors 
continuously monitor the outputs of the two processing modes, hence outputting 
emotional responses all the time, although the person often is not aware of this 
constant appraisal monitoring. Only at the moment an activity threshold in the 
appraisal detector is surpassed, the appraisal information becomes accessible to 
reasoning and awareness, which often is related to a full-blown emotion, including 
marked changes in the components of emotional responding.  
 
1.4.5c. Robinson’s model 
Inspired by the recent findings on the specific relation of the amygdala to fear 
responses, Robinson (1998) has proposed a model in which two preattentive modules 
independently classify a perceived stimulus in terms of 1) its potential goodness or 
badness and 2) whether it is personally threatening or not (and hence whether it 
requires urgent action, see Öhman for a similar view). These two detection 
mechanisms serve to allocate attention to the ensuing conscious appraisal of the 
stimulus. In addition, Robinson states that the preattentive detection of urgency, but 
not valence, is linked to activity of the sympathetic nervous system, due to its close 
relation to motor preparation. In the model, the preattentive/unconscious detection of 
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urgency is, by itself, able to trigger fear/anxiety automatically, before the stimulus is 
appraised consciously, but nevertheless only after focal attention has been deployed to 
the stimulus. Compared to other emotions, the emotion of fear is thus unique in that it 
can be elicited preattentively, purely on the basis of a detected threat. The valence 
detection mechanism, on the other hand, directly feeds into conscious appraisal, hence 
preceding and triggering primary and secondary appraisal (cf. Lazarus, e.g. 1991). To 
summarise the salient aspects of Robinson's model, the emotion of fear/anxiety can be 
elicited without conscious appraisal of the stimulus, due to the direct input of the 
urgency detection. However, the great bulk of emotion-antecedent appraisal would 
take the form of conscious evaluation of the stimulus in terms of their ultimate 
relevance to the individuals’ well-being and their ability to cope with the stimulus.  
 
 
1.5. Interaction between levels 
 
In the preceding sections, several models, each of which emphasises different aspects 
of emotion processing, were reviewed. The models broadly converge in the idea that 
perceptual, attention-independent processes as well as conceptual, attention-intensive 
processing are involved in emotion elicitation. The models differ, however, in the 
detail with which they describe the underlying appraisal mechanisms, which affects 
the empirical testability of the models, and in the relative roles they attribute to each 
of the processing modes.  
 
None of the models clearly address how the different processing modes interact, what 
the conditions would be for one mode to dominate another, or whether appraisals 
performed in different processing modes give rise to separate, co-occurring emotional 
responses. Based on the assumption that lower, more automatic processing is faster 
than higher, controlled processing, most models presume a bottom-up process in 
which the lower levels of appraisal processing precede higher levels of processing. 
Nevertheless, some models do recognise top-down influences of higher level 
processing on lower level relevance or valence evaluations. In what follows, the issue 
of the interaction between modes of processing will be described in more detail.  
 
 30
1.5.1. Bottom-up versus top-down processing 
 
In developing process models of appraisal that describe the details of information 
processing on different levels, the obvious interaction between the levels needs to be 
theoretically conceptualised in a more stringent fashion. The work of Öhman on the 
role of pre-attentive processing, together with general advances in the field of 
attention and emotion, indicates that a bottom-up process is involved in the evaluation 
of the significance of sensory stimuli. This process is responsible for signalling to the 
organism that attention needs to be focused upon an external event in order to further 
elaborate on the results of the rather coarse, unspecific analysis performed at the 
lower level. At the same time, the lower level already initiates a rudimentary 
preparation for action, by activating the autonomic nervous system (ANS) and the 
somatic nervous system (SNS) in a rather general, non-specific manner (Öhman, 
1993). However, the propositions of the author mentioned above, although firmly 
based on empirical evidence, have thus far only been tested for one emotion, namely 
fear. Although only indirectly comparable, research on the implicit perception of 
affective information, in particular the work of Murphy and Zajonc (1993), also 
suggests that affective information is evaluated in a highly automated, largely pre-
attentive manner. This research finds effects for both negative and positive stimuli. It 
thus seems that such low level mechanisms might be based upon general relevance, or 
urgency (Robinson, 1998), detection rather than checking specifically for threat. 
 
While there thus is good reason to assume bottom-up processing of the significance of 
an event, which then primes or triggers other higher level appraisal processes, there is 
also evidence that top-down processes are involved in priming the low level relevance 
"detectors" as well as in the subsequent modification of the initial emotional response. 
Drawing a parallel between psychological processes and neural pathways, LeDoux 
(1996) notes that the amygdala is not only activated by bottom-up processes 
evaluating the significance of an incoming simple sensory stimulus, but that it also 
receives information from various parts of the cortex. In consequence, the appraisal 
performed at low levels might well be influenced by higher level processes such as 
the monitoring of the current concerns and goals of the individual. In fact, evidence in 
the field of attentional bias (as reviewed above) suggests that the individual actively 
inhibits any information not relevant to current concerns or goals. According to 
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Kosslyn and Koenig (1995), working memory is thought of as being the interface 
between bottom-up and top-down processing. LeDoux (1996) has suggested that the 
lateral prefrontal cortex, known to be involved in working memory, plays an 
important role in the selection of relevant stimuli for further processing.  
 
Involvement of the prefrontal cortex in controlling responses generated by lower level 
processes is illustrated by a study of Bechara, Damasio, Damasio, & Anderson (1994) 
in which patients with bilateral lesions around the orbitofrontal cortex were unable to 
develop suitable affective responses when confronted with a new situation. They 
showed a more oblivious attitude towards a simulated gambling situation than 
controls. Based on this and similar experiments, Damasio (1994) argues that the 
“somatic marking” of a positive or negative value of an event is lacking, resulting in 
the inability to reject or accept a future outcome. Rolls, Hornak, Wade, & McGrath 
(1994) found that unlike non-brain-damaged controls, patients with lesions of the 
ventral part of the frontal lobes continued to show responses to stimuli that had 
previously been, but were no longer associated with reward , even though these 
patients were aware that the contingency had changed (see also Shallice, 1994, for a 
review on the involvement of the prefrontal cortices in contention scheduling). 
Similar to Damasio, the authors claimed a role of the prefrontal lobes in the 
modification of more automatically generated responses, proposing that the damage of 
such a control mechanism is responsible for the disinhibited, often socially 
inappropriate, emotional behaviour characteristic of frontal lobe patients.  
 
A preliminary PET study performed by Reiman, Lane, Ahern et al. (1997) provided 
evidence for the stimulus-dependent involvement of different brain structures in 
emotion processing. This study revealed that recalled emotional experiences were not 
accompanied by significant activity in regions involving the amygdala, whereas 
emotions induced by watching silent films were. Both emotion-induction techniques, 
however, showed symmetrical activation of the medial prefrontal cortex and 
thalamus. Structures in the prefrontal cortex thus seem to play a pivotal role in 
integrating and readjusting the emotion-relevant “primitive” sensory information 
evaluations of subcortical structures in a top-down fashion, as well as accessing more 
abstract, implicational emotional meaning representations stored in memory. In 
summary, whereas much attention was initially given to the role of the subcortical 
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structures such as the amygdala in emotion elicitation, more recent evidence indicates 
that, at least in humans, higher, cortical, structures often play a key role in emotion 
processing, even when the stimuli are perceptual in nature such as slides depicting 
emotionally relevant scenes, perhaps by regulating or biasing low-level, subcortical or 
amygdaloid activity (Davidson, 1999). 
 
1.5.2. Dominance of processing levels 
 
The discussion of bottom-up and top-down appraisal interactions still does not address 
the question of how the different processing levels dominate or prevail in  the 
generation of an emotional response. What are the conditions for automatic 
processing outcomes to prevail and when are automatic processing outcomes 
overruled? In the section described above, we have seen that the prefrontal cortex is 
presumed to play an important role in mediating such a process. But when and how 
does such prefrontal activity come into play? Some twenty-five years ago, Posner and 
Snyder (1975) described the issue of the relative dominance of the outcomes of either 
processing type, in particular for the case that these conflict. The authors hypothesised 
that automatic processing outcomes, being faster, will dominate when a fast response 
is required, i.e. within 200 to 300 milliseconds after stimulus onset. Conscious 
processes, taking longer to develop and being attention-resource intensive, will 
override the response initiation of the automatic level when given enough time to 
develop. Time is thus proposed to be the crucial factor in the overriding of automatic 
processes by strategic or conscious ones; if not enough time is allotted, automatic 
processes will prevail in response determination. 
 
This hypothesis of time being the crucial factor in overriding of automatic processing 
has been empirically tested by Neely (1977), using a lexical decision task in which 
primes were used that were either semantically related to target words (e.g. “bird” as 
prime with “sparrow” as target) or semantically unrelated to target words (e.g. 
“building” as prime with “arm” as target). Furthermore, the participants were 
instructed that for some prime words, such as “bird” they should expect a 
semantically related word, whereas for others, such as “building” they should expect a 
semantically unrelated word. Thus for each trial, the prime could potentially affect the 
processing of the target word either through semantic association or through 
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expectancy. According to Neely, the process of semantic priming is highly learned 
and automatic, whereas the process of expectancy priming is recently learned and 
controlled. Importantly, for a certain number of trials, the two types of priming were 
in conflict – either the target was semantically associated to the prime, but 
unexpected, or the target was expected but not semantically associated to the prime. 
By varying the stimulus onset asynchronies1 (SOAs), thus manipulating the amount of 
time subjects had to process the primes, Neely showed that for trials in which the two 
types of priming were in conflict, the automatic semantic priming dominated for short 
SOAs, whereas the controlled expectancy priming dominated for long SOAs.  
 
In general agreement with the Neely's findings but using affectively connotated 
stimuli, Richards & French (1992) and Calvo & Castillo (1997) also found that 
controlled processing generally operates independently of automatic processing for 
long time periods. However, they also revealed evidence that when stimuli were 
highly relevant (i.e. threat-related stimuli for high anxiety participants), automatic 
processing persisted and impinged on cognitive processing over a longer period of 
time. Thus the hypothesis of Posner & Snyder that conscious processing dominates or 
overrides automatic response elicitation whenever sufficient time is available for 
stimulus processing might not hold entirely for emotion stimuli. The extent to which 
conscious or high level processing can override automatic processing could depend on 
the personal relevance of emotional stimuli, in particular those with negative 
implications. When the relevance as evaluated by automatic processes is sufficiently 
strong, perhaps the ensuing response is entirely determined by automatic processes, 
irrespective of the time available for further processing. 
 
The resistance of automatic processing of fear-relevant stimuli to overriding by higher 
level representations such as explicitly knowing that actual threat is unlikely, has been 
demonstrated by Lanzetta and Orr (1986). In this study, pictures of a fearful face for 
one group of subjects or a happy face for another were presented contingently with a 
tone previously conditioned to an electric shock. For half of the subjects of each face 
group, the shock electrodes were removed just before the presentation of the stimuli, 
whilst for the remaining subjects the electrodes remained attached, without shocks 
                                                 
1 Stimulus onset asynchrony is the delay between prime and target. 
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being delivered. The results show that the anticipatory and phasic skin conductance 
activity was higher for the fear faces than for the happy faces, irrespective of the 
presence or absence of the shock electrodes. Thus, even in the presence of explicit 
knowledge that shocks cannot be obtained (as was verified with a self-report on 
beliefs), the fearful face still showed its potency in eliciting emotional arousal 
automatically.  
 
In contrast to the resistance of automatically threatening stimuli to conceptual 
processing, the susceptibility of automatic, affective judgements to higher level 
processes such as introspection has been demonstrated by Wilson and Schooler (1991) 
and Wilson, Lisle, Schooler, Hodges, Klaaren, and LaFleur (1993). These studies 
showed that introspection about the reasons for one’s preference resulted in lower 
liking ratings for stimuli than in people who were not prompted to reason about their 
evaluation. Even though the conditions under which introspection can change initial 
preference evaluations need to be further specified, it seems that initial affect can be 
overruled by reasoning processes (given that the reasons are in conflict with the initial 
affect) resulting in a muted or even affectively opposite response.  
 
In summary, whereas dominance of high-level cognitive processing might be 
expected when given enough time to “kick in” in semantic processing, time might not 
play an equally crucial role in emotion processing. In the processing of emotionally 
relevant information, automatic evaluations can persist despite the conflicting efforts 
of conceptual or conscious processing. One of the mechanisms underlying this 
persistence of automatic emotional processing could be “relevance” or “urgency” 
(Robinson, 1998), although most of the studies reviewed above pertained more 
specifically to threat-related stimuli, or “potential threat-value”. With other types of 
affect, such as preference, the persistence of automatic processing is not so clear. 
Studies trying to directly address the issue of dominance of one level over another 
might try to use affectively ambiguous stimuli, which would lead to a conflict in the 
evaluations of  different processing levels, such as opposing evaluations of valence 
(good versus bad) or coping potential (easy versus difficult) and so on. Such research 
has not yet been performed.  
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1.6. Summary and discussion 
 
Early evidence (Speisman et al., 1964; Lazarus & Alfert, 1964) supporting the 
premise of appraisal theories that the meaning attributed to a potentially emotional 
event determines the emotional response has been backed up by numerous studies in 
recent times (e.g. Scherer, 1993; Smith & Lazarus, 1993). However, the focus of 
empirical and theoretical work in appraisal theory so far has been more on 
establishing the dimensions that underlie emotion differentiation and less on 
discovering the underlying processes of appraisal that give rise to emotion. Appraisal 
theory has been criticised for overemphasising cognitively complex, conscious 
processes involved in emotion elicitation, which is largely a result of its reliance on 
self-report studies for empirical support.  Even though most appraisal theorists 
acknowledge that appraisal processes can take place automatically, they have only 
recently begun to formulate appraisal as a multi-level process (Leventhal & Scherer, 
1987; Smith et al., 1996; Smith & Kirby, in press).  
 
Empirical evidence buttressing the small number of recently proposed multilevel 
emotion models is, however, limited. Most evidence which can be, albeit 
speculatively, related to such models stems from brain imagery and lesion studies, 
showing the differential involvement of subcortical and cortical structures in emotion 
perception as well as emotion generation. Obviously, the nature of the incoming 
information determines to a large extent which mode dominates emotion processing, 
as illustrated by the brain studies in which amygdala regions showed activity in 
response to perceptual stimuli, but not to stimuli that contained purely semantic, or 
other cognitively complex, emotional information. Such neuroscientific evidence 
suggests that in the latter case low level appraisal does not occur; the emotional 
response is entirely driven by appraisals performed at a conceptual, or higher, level of 
processing.  Further neuroscience evidence indicates a central role for the prefrontal 
cortices in emotion processing, in particular with respect to regulating subcortical 
activity, as well as dealing with complex information more “suited” to schematic or 
higher level processing.  
 
Both bottom-up and top-down emotion processes, mediated by interactions between 
cortical and subcortical brain regions, are indicated by the high interconnectivity 
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between prefrontal structures and structures of the limbic system. Simply put, the 
bottom-up processes in emotion comprise subcortical activity (including amygdaloid 
activity), presumably corresponding to cognitively simple, perceptually-based 
appraisal processes. These processes are regulated in a top-down manner by more 
complex cognitive processing in cortical structures such as those around the prefrontal 
areas. Several theorists argue that emotional stimuli are predominantly processed at a 
low level to “prepare” the organism for action as fast as possible, as a fast reaction is 
beneficial to survival (e.g. LeDoux, Öhman, Robinson). Models such as those of 
Öhman and Robinson emphasise the bottom-up, pre-attentive detection of 
significance/threat, which provokes a focusing of attention and further, higher level 
evaluations of the event.  
 
Conversely, low-level appraisal might equally be primed by higher level processes 
acting in a top-down fashion. Leventhal and Scherer (1987, p.21) suggest that top-
down effects of conceptual processing may sensitise classes of schemata relevant to 
situations that are related at more abstract or semantic levels. They provide the 
example of hearing a noise that fails to match the schemata of noises normally 
encountered upon entering one’s home, with the result of priming sensory-motor 
processing and strengthening the fear response. Frijda (1993) provides a similar 
example: “Emotions indeed rarely have the one-shot, immediate, and fast character of 
the paradigmatic case of being startled by a crackle in the solitary woods. And even 
there one has been walking around with all sort of expectations against which the 
crackle is perceived” (p.382). Thus, the potentially threatening implications of being 
alone in the woods facilitate or enhance low level appraisal of the crackle by priming 
appraisals of e.g. obstructiveness, threat or by allotting more than the usual share of 
attention to the stimulus. Such processes have not been described nor specified in 
much detail in the process models reviewed above, and merit further attention.  
 
Related to the issue of bottom-up and top-down processing is the issue of dominance 
of either level in the preparation and production of a response, particularly if the 
appraisals performed at different levels conflict. Posner and Snyder (1975) proposed 
that, at least for cognitive tasks, the relative dominance of automatic or conscious 
processes is a function of time; if little time is available to respond to a stimulus, the 
response will be determined by automatic processes. If more processing time is 
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available, conscious processes will override automatic processes and hence determine 
the response. Neely (1977) provided some evidence in favour of this proposition.  
 
Comparable research presenting emotion-relevant stimuli (i.e. threat-related words) 
showed that when the relevance of the stimulus was high enough (as are certain 
threat-related words to anxious people), automatic processing impinged on controlled 
processing. So, relevance might be a more important factor than time in determining 
the dominance of either level in emotion processing. Other research has shown 
automatic persistence for fear-related stimuli other than words, and according to 
Öhman and collaborators, particularly biologically fear-relevant stimuli compared to 
other stimuli. The question remains as to whether biologically fear-relevant stimuli 
are unique, or whether such effects generalise to any personally relevant stimuli or, 
indeed, stimuli appraised highly on other appraisal dimensions.  
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CHAPTER 2 
 
METHODOLOGICAL ISSUES IN STUDYING MULTILEVEL APPRAISAL 
MODELS AND AIMS OF PRESENT STUDIES 
 
 
2.1. Experimental paradigm 
 
This work presents an effort to empirically study some of the issues discussed above 
concerning theoretical models of multiple level appraisal processes. In particular, this 
study focuses on the interaction of levels of processing in the appraisal of a situation. 
In order to implement different levels of appraisal, we chose a paradigm in which 
appraisals were hypothesised to be in conflict. A task resembling a reversal paradigm 
(e.g. Rolls, 1994) was used. In the task, the contingencies between two symbols (e.g. 
two sounds) and the symbols' respective affective relevance (e.g. reward and 
punishment respectively) were schematised through repeated presentations. The 
subject was then explicitly told that the contingencies were reversed. Upon the next 
encounter with the stimuli, the learned symbol meanings would thus be in conflict 
with the new, instructed meanings of the stimuli. Such a paradigm significantly differs 
from others often used to study questions related to automatic and controlled issues, 
such as priming (e.g. Murphy & Zajonc, 1993) or manipulating information to be 
either lexical or visual/auditory to "fit" a certain processing mode such as 
propositional or reflective and analogical or perceptual processing (e.g. Johnson & 
Multhaup, 1992). We concluded that even though such paradigms were better 
established through their more widespread use, they pose some disadvantages in the 
study of multi-level appraisal frameworks. 
 
As mentioned before, most studies which aim to research questions related to 
automatic or controlled issues use priming as a major paradigm, as reviewed above. 
Even though priming studies are pertinent to the issue of levels, one of the major 
problems with priming paradigms is that such paradigms involve two stimuli 
presented separately in time and hence show how one processing mode (i.e. an 
automatic one) applied to one stimulus influences further processing of a separate 
stimulus. True bottom-up mechanisms in the appraisal models are better tested by 
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focusing on one event to establish whether and how a lower level appraisal process 
can influence the higher level appraisal. Furthermore, studies applying priming 
paradigms to emotion research have indicated that there are two levels at which 
evaluations can take place, but do not address how these levels (inter)act in the 
evaluation of a single emotion-relevant event.  
 
The functioning of the levels in the evaluation of one event is difficult to 
experimentally test, however, in particular when the automatic or schematic modes 
and controlled or conceptual modes produce similar responses as a result of 
convergent appraisals, in which case the controlled mode is expected to reinforce 
automatic responses. Indeed, in a nonpublished study (see Appendix 1 for a report on 
the study), I attempted to assess the effects of appraisals performed at both schematic 
and conceptual levels on subjective and physiological emotional responses, as 
measured by self-report and skin conductance and facial EMG. In the framework of a 
computer space game, I manipulated stimuli in two ways, such that the appraisal of 
the stimuli would involve either more conceptual/reflective or more 
schematic/perceptual processing, not unlike Johnson & Multhaup’s 1992 approach to 
study two modes of affect processing in Alzheimer patients.  
 
The results were hard to interpret, partly due to uncontrolled variables such as 
intrinsic differences in processing spoken words versus sounds (which had a sudden 
onset), partly due to a lack of control of how subjects engaged in the events (the game 
gave the players many options for responding to enemies other than just avoiding 
them). A more serious conceptual problem with the approach was the lack of 
experimental control over the intended level at which appraisals were actually 
performed. It could reasonably be assumed that decoding of low frequency emotional 
words and counting numbers of tone sequences (which are examples of the two types 
of instantiations of used in this experiment) are high level processes. However, 
although initial detection of the intended automatic stimuli, such as the sound of a 
scream or a growl, can be assumed to be automatic, there is no way of knowing 
whether subsequent controlled processing took place. For these stimuli then, one does 
not know if any measured responses were due purely to low level appraisal, or to a 
combination of low and high level appraisal. In hindsight, such manipulations were 
not well enough designed to test the hypothesis that different levels result in different 
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emotional responses. Paradigms to study such questions need some way of 
dissociating the individual contributions of each processing level in the evaluation of 
an event. 
 
If the different processing modes are considered as functionally independent, or at 
least partly so, the processing modes could in principle lead to different, or even 
conflicting, appraisal outcomes. Power and Dalgleish (1997) describe examples of 
how automatic modes can elicit fear (Peter being shouted at by his father) whilst at the 
same time higher level appraisal leads to anger (the content of Peter’s fathers’ 
outbursts imply that he treats Peter like a child, which makes him angry). Such 
examples are abundant in clinical settings (see Power & Dalgleish, 1997; Barnard & 
Teasdale, 1993). The manipulation of such conflicting appraisals could serve as a 
useful paradigm to test multilevel appraisal models. 
 
 
2.2. Measuring emotion: The issue of multiple responses 
 
Emotion differs from “cold” cognition in the involvement of bodily responses related 
to action tendencies. Emotions are defined as a multi-component phenomenon, which 
involve at least subjective feelings, changes in physiology and expressive behaviour. 
Most multi-level theories concentrate on two of the three components: That of 
subjective feeling and changes in physiology. In fact, subjective feelings are described 
as inherently dependent upon conscious processing, as a result of monitoring or 
perceiving changes in the other subsystems (Scherer, 1984a,b). While a feeling 
necessitates awareness of one’s feeling state, the evaluation that leads to the feeling 
does not require awareness, and can be elicited by any mode of processing involved in 
appraisals. One might feel irritated without knowing why one feels irritated. As 
addressed in the review of the literature, studies on appraisal processes often solely 
relied on self-report measures, even though appraisal theory indicate that the various 
components of the emotional response are organised by appraisal outcomes, including 
behaviour and physiology. Since psychophysiological measures are taken over real-
time, they are well suited to capture ongoing changes in an emotion process (Öhman, 
1987; see also Banse et al., submitted). We focused mainly on these variables for 
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investigating the influence of schematic versus conceptual appraisal on emotional 
responses.  
 
2.2.1. Physiology  
 
Some research has been performed in which the physiological changes served as 
markers of the appraisal process. Whilst Lazarus and colleagues (Lazarus & Alfert, 
1964; Speisman et al., 1964) were the first to relate, albeit indirectly, changes in skin 
conductance activity to appraisal processes, Smith (1989) made important 
contributions and found initial support for the idea that physiological changes can be 
related to a specific dimension. Smith’s most salient findings concerned facial muscle 
activity (see below) and appraisals of conduciveness. Besides these findings on 
expression and appraisal, he provides evidence with respect to the contribution of 
appraised anticipated effort (corresponding to “urgency” in Scherer’s terms) to 
arousal as indexed by heart rate, with a higher heart rate for high anticipated effort 
than for low anticipated effort manipulations. However, no effects of the appraisal 
manipulations on skin conductance level measures were found.  
 
Indeed, research in the domain of affective responses to pictures (e.g. Lang, Bradley, 
& Cuthbert, 1990) reports that skin conductance activity, whether magnitude of the 
responses or the level of skin conductance, is not related to the positive-negative value 
of information, but instead skin conductance activity is proposed to be a more reliable 
measure of the arousal that a stimulus elicits. However, as underscored by Scherer 
(e.g. 1984, 1988), valence cannot always be used synonymously to conduciveness. 
Rather, valence often refers to the pleasantness or unpleasantness of a stimulus in 
itself, regardless of current goals and concerns of a person. To distinguish valence as 
such from goal/concern-related valence, Scherer introduced the appraisal dimension 
of Intrinsic Pleasantness (see Scherer, 1984, 1988). Generalisations of studies that 
reveal effects of “valence” on physiological responding to “conduciveness” thus 
needs to be regarded with caution. 
 
Despite the absence of effects of valence on skin conductance activity in research 
using imagery (e.g. VanOyen-Witvliet & Vrana, 1995) or affective pictures (e.g. 
Lang, Bradley, & Cuthbert, 1990), which arguably could be related to the valence of 
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the stimuli being unrelated to a person’s goal-related valence response thus not 
affecting the person emotionally, a hypothesis on the link between the appraised 
conduciveness and electrodermal activity can be put forward on the basis of other 
research. Various parameters of skin conductance activity are well studied, and skin 
conductance response magnitude is classically used as a reliable indicator of an 
orienting response, in that response magnitudes increase corresponding to the 
significance or novelty of a stimulus (e.g. Öhman, Esteves, Flykt, & Soares, 1993; 
Dawson, Schell, & Filion, 1990). Possibly due to the potential harmfulness of the 
event or stimulus, an obstructive event captivates the attention more strongly than 
conducive events, and thus would show increases in skin conductance response 
magnitudes (see also Öhman, 1987). Also, Nikula (1991) found that increases in the 
non-specific skin conductance response rate were associated with thoughts related to 
current concerns and with emotionally negative connotations. In a similar vein, our 
own research (Banse, van Reekum, Johnstone, Etter, Wehrle, & Scherer, 1999) 
indicates increases in skin conductance response rate for obstructive events compared 
to conducive events.  
 
With regard to the relation between conduciveness and skin temperature, Scherer 
(1987) predicts peripheral vasoconstriction, reflected in decreasing skin temperature, 
when the event is appraised as goal obstructive, and vasodilation, reflected in 
increasing skin temperature, when the event is appraised as goal conducive. These 
predictions found partial confirmation in the study of Banse et al. (submitted), where 
increases in skin temperature were observed for conducive situations in a computer 
game and slight decreases in skin temperature for obstructive situations, but only 
when the game situations were relatively unimportant for the player. Equally, a 
confirmation of Scherer’s (1987) predictions was forthcoming in a study conducted in 
our lab (van Reekum, Johnstone, & Scherer, 1997) where the a negative skin 
temperature slope was significantly related to manipulations of obstructiveness and a 
positive slope for conduciveness manipulations in a computer game when the player 
was confronted with such manipulated game situations.  
 
The correlates of coping processes in the autonomic nervous system (in particular the 
cardio-vascular system) have been well studied by a few different laboratories. Obrist 
(e.g. 1981, see also Obrist & Light, 1988 for a review) contributed to the research area 
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with substantial work on the differentiation between passive and active coping 
strategies employed when confronted with a stressor. The influence of coping 
processes has also been tested by manipulating task difficulty and measuring the 
effects of varying difficulty on the ANS, in particular cardiovascular activity (e.g. 
Light & Obrist, 1983) and SNS (e.g. Svebak, 1983). More directly pertinent to the 
appraised coping potential and ANS correlates is work performed by Tomaka and 
colleagues. Borrowing from Lazarus’ appraisal theory, Tomaka et al. postulate that a 
threat appraisal occurs when the situation is goal relevant and environmental demands 
are perceived as exceeding resources or ability to cope. Challenge appraisal occurs 
when the situation is goal relevant, but the person appraises the situation as within it’s 
resources or abilities to cope. Tomaka and colleagues (e.g. Tomaka, Blascovich, 
Kelsey, & Leitten, 1993; Tomaka, Blascovich, Kibler, & Ernst, 1997) found that 
appraisals of threat were negatively related to cardiac reactivity (e.g. lower heart rate, 
lower cardiac output, shorter pre-ejection period, and higher peripheral resistance), 
and that appraisals of challenge were positively related to cardiac reactivity (i.e. 
higher heart rate, higher cardiac output, lower resistance). These results were found 
using a post-hoc allocation of participants to either one of two groups (threat or 
challenge) on the basis of their reported appraisals of performing mental arithmetic 
tasks (Tomaka et al., 1993) and by actually manipulating the appraisals through 
instructions provided before the mental arithmetic tasks (Tomaka et al, 1997).  
 
Pecchinenda and Smith (1996) extended these findings of appraised coping potential 
and the cardiovascular system with measures of electrodermal activity. They 
manipulated the difficulty of various problem-solving tasks, which led to different 
appraisals of a person’s problem-focused coping potential. Using self-report measures 
of appraisals to index electrodermal activity, they found that the skin conductance 
response rate and the slope of skin conductance change were positively correlated 
with the appraised coping potential. In addition, in a follow-up study (Kirby and 
Smith, 1996), the response amplitude was found to be negatively correlated with 
coping potential and actually solving the problem. In a related study, using skin 
temperature measures, Smith (1994) showed that the slope of skin temperature change 
was positively correlated with perceived problem difficulty and effort expended on 
the task. Similar results have been obtained for electrodermal activity and heart rate 
measures in studies using a computer game to manipulate the player’s coping 
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potential (Pecchinenda & Kappas, 1998; Pecchinenda, Kappas & Smith, 1997; 
Kappas & Pecchinenda, 1999). See Pecchinenda (in press) for a more extended 
review and discussion of the relation between appraisal, in particular that of coping 
potential, and autonomic nervous system activity. Thus, various parameters of 
physiological activity are specifically or differentially related to the appraisal 
outcomes of coping potential and conduciveness.   
 
Physiology, and perhaps to a lesser extent bodily expression, has also been linked to 
automatic processing, at least in the early processing stages. As Öhman and 
colleagues have shown, pre-attentive processing of stimulus significance is related to 
increases in electrodermal activity. Physiological changes associated to automatic 
appraisals might be appraisal-specific or non-specific (i.e. general arousal), and are 
most probably modified or controlled by higher level appraisals at later processing 
stages. Unfortunately, the studies reviewed above do not address any levels-issues. As 
described earlier, pre-attentive processing has been found to at least lead to unspecific 
physiological activity. It remains to be seen whether the physiology related to 
schematic appraisal processing would be specific, as one could infer from appraisal 
theories (Smith et al., 1996; Scherer, 1986, in press) or unspecific, as suggested by 
Robinson and Öhman for instance. Based on functional arguments put forward by 
appraisal theories, and Scherer (1986) in particular, we propose that both schematic 
and conceptual appraisals produce differentiated physiological activity.  
 
2.2.2. Expression 
 
Expressive behaviour results from preparations for action or action tendencies. Ekman 
(e.g. Ekman, Friesen, & Ellsworth, 1972) proposes that emotional facial expressions 
are the result of innate motor programs, which are elicited without much cognitive 
processing or appraisal. Appraisal theorists (e.g. Scherer, 1984a, b, 1992; Smith, 
1989) claim that facial expressions are a direct reflection of a person’s appraisals of 
the situation. Scherer (1984a, b) in addition proposes that the action subsystem 
reflects the outcome of each of the appraisals, which in his theory are thought of to 
take place in a sequential, cumulative manner.  
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Smith (1989) and Pope and Smith (1994) were the first to provide initial evidence 
supporting the view that specific facial expression components are related to specific 
appraisal dimensions. Their research shows that increases in muscle activity around 
the eyebrow region (corrugator activity) were primarily related to perceived obstacle 
(and motivational incongruence, Pope & Smith, 1994), and increased muscle activity 
around the cheek region (zygomatic activity) was associated to the appraised 
pleasantness of the situations. These results extend those provided by Cacioppo, Petty, 
Losch, and Kim (1986), which have been replicated repeatedly (e.g. Dimberg, 1990a, 
b; Lang, Greenwald, Bradley, & Hamm, 1993; Bradley, 1994) concerning the valence 
of various emotional stimuli, such as slides and imagined emotional events, where 
corrugator activity increased for negative stimuli and zygomatic activity with positive 
stimuli to the appraisal domain.  
 
Fewer studies have taken measures of facial behaviour with regard to appraisals of 
coping potential or task difficulty. Scherer (1987, in press) predicts that when a 
situation is in principle controllable, and when the available power is high, the face 
would show expressive elements indicative of anger (Ekman, e.g. 1972), such as 
frowning of the eyebrows (involving mainly the corrugator supercilii muscle group) 
and tightening of the lips. When a person appraises the situation as in principle 
controllable, but does not have the power to deal with or modify the situation, the 
facial expression is predicted to show elements resembling those of a fearful 
expression (Ekman, e.g. 1972), such as the raising of brow and eye lid, jaw drop and 
mouth stretching. Low control would result in higher activity of parasympathetic 
branches of the nervous system, with associated hypoactivity of the musculature, 
including those of the face (e.g. jaw drop and drooping eye lids). In terms of the 
measures taken in our study, corrugator activity should then be higher for high coping 
potential than for low coping potential, and zygomatic activity should not differ across 
coping potential manipulations. 
 
Scherer’s predictions were not confirmed by Schmidt (1998), whose study only 
revealed a trend for coping potential with, in contrast to the predictions of Scherer, the 
presence of lip pressing being predicted by coping potential appraised as low in a 
computer game situation. Her study did not show eyebrow frowns (due primarily to 
activity of the corrugator muscle) in situations where the coping potential (or power) 
 46
was appraised as high. Furthermore, contradicting the predictions of Scherer at first 
sight, Pecchinenda and Kappas (e.g. 1998) found that difficult computer game tasks 
(evoking appraisals of low coping potential) were related to higher corrugator activity 
than easy game tasks (which evoked appraisals of high coping potential). A difference 
between an appraisal of low coping potential, in which a person could still exert the 
power left to deal with the situation, and no coping potential, where the predictions of 
Scherer specifying hypoactivity would seem most adaptive, could resolve the seeming 
discrepancy however (see also Johnstone, van Reekum, & Scherer, in press).  
 
Surprisingly, an effect similar to that of corrugator activity was found for mean 
zygomatic activity: Pecchinenda and Kappas (1998, also Kappas and Pecchinenda, 
1996) found higher zygomatic activity in difficult games than in easy games. As the 
difficult games were also associated with reports of less positive (i.e. less satisfaction, 
amusement) and more negative emotions (i.e. anger, anxiety), the finding of higher 
zygomatic activity for the difficult games is hard to understand and warrants further 
study.  
 
In this work, the relation between corrugator and zygomatic activity and appraisals of 
conduciveness and coping potential will be further examined. Furthermore, the study 
also tests whether appraisal performed at a schematic level influences the facial EMG 
measures when schematic and conceptual appraisals are in conflict.  
 
2.2.3. The time course of responses 
 
So far, based upon the reviewed theoretical and empirical work into emotion 
processes, most evidence favours bottom-up effects in the interaction between 
different modes of processing. Automatic or pre-attentive, non-conscious appraisals 
have been restricted by some authors to imply only “significance”(Öhman, 1991) or 
“urgency” and “valence” detection (Robinson, 1998). Abundant research indeed has 
shown that valenced stimuli, even presented subliminally, have effects on further 
processing (e.g. the emotional Stroop studies) and on autonomic arousal (Öhman and 
colleagues). We propose that automatic or schematic processes, being fast, result in an 
initial appraisal of the situation, and further, conceptual, appraisal biasing such 
appraisal processes towards congruent outcomes. Due to schematic appraisal being 
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fast and relatively inflexible, the automatic process is thought to precede (and 
influence) further processing even when the two modes are in conflict. For example, 
when past emotional experiences are strongly embedded in memory in the form of 
schemata, and a current situation resembles a particular emotion schema, schematic 
appraisal of that event results in an initial emotional response elicitation. Furthermore, 
this schematic appraisal outcome biases or primes further conceptual appraisal before 
the latter refines the initial emotional response. This implies that when, for instance, a 
situation is appraised by a schematic processing mode as obstructive to one’s goals, 
the schematic appraisal of obstruction produces physiological arousal and primes 
conceptual appraisal to “obstruction”. A subsequent conceptual appraisal of 
conduciveness (based upon expectations or other sorts of conceptual knowledge) will 
only occur after having overcome this obstructive bias. Consequently, overriding 
schematic appraisal takes time, and takes more time than pure conceptual appraisal 
(which is slower than schematic appraisal by definition). An example provided by 
LeDoux clearly illustrates this process: A person walks through the woods, and is 
confronted with a curly piece of wood which resembles a snake. The schematic 
evaluation outcome of danger or threat initiates a physiological response which 
prepares the body to action and primes conceptual processing to “snake is dangerous”. 
The conceptual level is involved in further evaluation of the situation, and on the basis 
of more detailed information that the curly object actually consists of wood, the 
conceptual evaluation outcome is one of “safe”, or perhaps even “beautiful piece of 
wood”. The time it takes to conceptually interpret the situation as “safe” takes longer 
because the schematic biasing of “danger” needs to be overcome than when the 
schematic appraisal would have resulted in “nice object”. No study has included such 
ambiguous or conflicting emotional stimuli.  
 
Empirical evidence on the automatic evaluation of stimuli have so far focused on 
valenced or merely personally relevant stimuli. Studies involving stimuli of affective 
meaning other than valence, such as that of coping potential, have thus far not been 
performed. Appraisals of conduciveness and coping potential are of central concern in 
appraisal theories for the elicitation of emotion (see Scherer, 1984a; Lazarus, 1991). 
To buttress claims made by the appraisal-based multilevel theories that coping 
potential can equally be performed at a schematic level, we propose that stimuli 
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indicating for the person a low availability of resources to deal with a situation should 
be included in any study testing these models.  
 
 
2.3. Overview of this research 
 
2.3.1. Aims 
 
In summary, the goals of the present study were to test whether schematic appraisals 
occurs prior to or concurrent with those of a conceptual nature, and how appraisals at 
each of the two modes affect the emotional response systems, in particular when the 
two modes conflict. Appraisals of the conduciveness of the situation (“good” versus 
“bad” for obtaining goals) as well as the appraised coping potential were examined. 
The hypothesis that different appraisals lead to specific physiological changes, as 
indexed by measures of the autonomic nervous system, was tested. Changes due to 
appraisal performed at a schematic level and appraisal performed at a conceptual level 
were hypothesised to be, at least in part, separable due to the schematic appraisal 
being performed faster and hence preceding conceptual appraisal. Also, the influence 
of the two modes of appraisal processing on expressive behaviour were measured, and 
were expected to show little effect of schematic appraisals compared to conceptual 
appraisals.  
 
2.3.2. Method 
 
To accomplish these goals, ambiguous situations were created within a computer 
game, in such a way that appraisals performed at the schematic and conceptual 
processing levels would be in conflict. Compared to more classic emotion induction 
techniques such as the use of films (e.g. Gross & Levenson, 1995) or showing 
emotionally laden images (e.g. Lang et al, 1993; Ito, Cacioppo, & Lang, 1998) where 
subjects passively endure the procedure, computer games have the advantage that the 
subject is actively engaged (e.g. MacDowell & Mandler, 1989), and parameters which 
are in theory relevant for emotion elicitation, such as appraisals, can be carefully 
manipulated in a relatively controlled setting (see Kappas and Pecchinenda, 1998, for 
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an example of how a player’s coping potential can be successfully manipulated 
through changing the task difficulty within a game setting).  
 
To increase the relevance of the game to the participants, and thus render game events 
more emotional, cash prizes were offered to the players with the highest scores. 
Within the computer game, schematic processing of appraisal was established by the 
repeated exposure to game situations with a given evaluative meaning. Conceptual 
appraisal was manipulated by giving explicit instructions of what to expect in 
different game situations. This instruction procedure is comparable to Lazarus and 
Alfert, who provided information just before an emotional event to change the 
appraisal of that event, and Neely, who manipulated controlled processing by 
provision of stimulus expectation. Importantly, a bias was introduced such that the 
response resulting from conceptual appraisal was the more adaptive, or "correct", 
response. By the introduction of this bias, the basic tenet that schematic appraisal 
precedes conceptual appraisal is put to its most conservative test. At a certain point 
during the game, after the original appraisal-event contingencies were presumably 
schematised, the player was instructed, upon encountering an event, to expect an 
evaluative meaning opposite to the contingency learned previously. Thus players 
found themselves in a situation in which previously learnt and schematised appraisals 
were in conflict with newly acquired conceptual appraisals. Appraisals of goal 
conduciveness and coping, dimensions which were selected upon the basis of their 
decisive importance in emotion elicitation and differentiation (Scherer, 1997, see 
above), were instantiated in accordance with the definitions of Scherer’s (1984) 
component process model. Two studies were performed. In the first study only the 
goal conduciveness appraisal dimension was examined, whereas the second study 
comprised manipulations of both conduciveness and coping dimensions.  
 
Conduciveness was manipulated by the presentation of a friend-character which gave 
the player points (conducive to the goal of winning) or an enemy-character which 
took away points from the player (obstructive). These game characters were 
differentiated by a different sound (study 1) or by a visually different appearance 
(study 2). The player’s task was to attract the friend and to repel or destroy the enemy 
as quickly as possible by pressing the appropriate mouse button. Coping was 
manipulated by changing the capability of the player's ship to make use of either a big 
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gun with a high number of bullets (high coping) or only a small gun with few bullets 
(low coping) to defeat an enemy-character. The varying size of the player’s ship 
indicated which one of the two guns it was capable of using. For both manipulations, 
the player’s reaction times and correctness of the responses was recorded, the latter 
serving as manipulation checks of the player’s ultimate appraisal outcomes.  
 
As well as the reaction times, physiological measures were monitored in real time 
during the manipulated events. These included measures of heart rate, skin 
conductance, finger temperature and general muscle tension. Facial EMG measures 
were taken over the brow and cheek areas as indicators of facial expression. 
Subjective feelings were measured with a rating screen which appeared after a subset 
of manipulated events.  
 
2.3.3. Hypotheses 
To address the aims of the studies listed above, we tested three hypotheses. First, we 
predicted that the appraisals of Goal Conduciveness and Coping Potential organise the 
response systems in a specific fashion. The review of the literature outlined above in 
section 2.2, combined with the theoretical predictions of Scherer (1986, 1987, in 
press), provided a basis for drafting specific hypotheses concerning the way in which 
different response systems would change in accordance with each appraisal. Facial 
EMG in particular has been found to reliably index valence and motivational 
congruency. Therefore, facial EMG activity was expected to show an effect of 
conduciveness, with more activity over the brow regions for obstructive events and 
more activity over the cheek regions for the conducive events. With respect to the 
relationship of the ANS to valence or conduciveness appraisals, the literature outlined 
above is not as unanimous. Some evidence provides a basis for expecting that the 
conduciveness manipulations would lead to specific effects on skin conductance 
activity and skin temperature. Skin conductance response magnitudes and rate were 
expected to be higher in response to the obstructive than conducive situations, based 
upon the suggestion that obstructive situations are more threatening and therefore 
more attention is paid to the potentially threatening stimulus (see also Kirby, 1999). 
Less evidence is available for skin temperature and heart rate, but the evidence 
combined with Scherer’s (1987) predictions lead us to predict that the skin 
temperature slope decreases (due to vasoconstriction) with obstructive appraisals and 
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increases with conducive situations. Changes at the level of the ANS related to coping 
have been more extensively researched. The appraisal of low coping potential is 
suggested to be related to resignation and higher parasympathetic activity and the 
appraisal of high coping potential to challenge and higher sympathetic activity. High 
sympathetic activity and low parasympathetic activity would result in increased skin 
conductance activity, increased heart rate, and decreasing skin temperature. Thus, we 
predicted that the skin conductance responses would be larger and more frequent for 
higher coping potential than for low coping potential appraisals, that the heart rate 
would be higher and skin temperature slopes more negative for high coping potential 
than for low coping potential. The relation between expressive behaviour and coping 
potential appraisals has rarely been studied, but those studies performed led us to 
predict that more expressive behaviour (as indexed by corrugator and zygomatic 
activity) would occur with high coping potential than with low coping potential.  
 
Second, if the two modes of appraisal, schematic and conceptual, are performed 
concurrently and result in conflicting outcomes, we should at least be able to observe 
an increase in cognitive processing. This would be reflected in changes to those 
measures which are found to be indicators of information intake and cognitive effort, 
in particular reaction times, skin conductance activity and heart rate. We predicted 
longer reaction times and increased heart rate and skin conductance activity for the 
discrepant cases compared to the schematised cases before reversal and after 
relearning of the reversed contingencies.  
 
The third hypothesis we tested was considered a direct test of the prediction that 
schematic appraisal would take place before conceptual appraisal in the case where 
the two modes were discrepant. Based upon the suggestion that appraisal, whether 
performed schematically or conceptually, affects the response systems, we predicted 
that some specific effects of schematic appraisal would be observable, even though 
the response would be overruled by conceptual appraisal. There is very little research 
integrating automatic appraisals with measures of ANS and SNS activity, hence 
concrete predictions of which measure would show effects of schematic appraisal are 
hard to formulate. An exception is the work by Öhman et al., and based upon their 
work involving skin conductance (e.g. Öhman et al., 1989), we expected that phasic 
skin conductance activity would show multiple responses, the first due to schematic 
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appraisal and the second due to conceptual appraisal. The amplitudes of responses 
were predicted to differently reflect the appraisal outcomes, with obstructive and low 
coping situations leading to a higher amplitude than conducive and high coping 
situations. We examined the other response measures for the possible influences of 
schematic appraisal, which we predicted would oppose or mute the effects of 
conceptual appraisal of conduciveness or coping potential in the discrepant situations. 
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CHAPTER 3 
 
FIRST EXPERIMENT 
 
 
3.1. Overview 
 
In this study, computer-game events were designed to give rise to conflicting 
appraisals resulting from schematic and conceptual processing. Only the dimension of 
Goal Conduciveness was studied, based upon the importance of this particular 
appraisal dimension in emotion differentiation (e.g. Scherer, 1984, 1988; Scherer & 
Ceschi, 1997), and to test the feasibility of such a new experimental approach. The 
nature of the space-game used for the study is such that alien characters form an 
essential part of the game, and in order to manipulate the appraisal of Goal 
Conduciveness in a controlled fashion, taking care of the comparability of the 
manipulations in all other respects, the presentation of either a friend-character 
(conducive) or an enemy-character (obstructive) was used as an instantiation of the 
conduciveness appraisal. A unique visual character representation was chosen for both 
friend and enemy, which were only distinguishable on the basis of the sound they 
emitted. Two sounds were selected by the experimenter on the basis of their 
distinctiveness and slight positive or negative tonality, the latter in order to “help” 
decoding the character meaning somewhat. These sounds consisted of a succession of 
simple, synthetic tones as often encountered in such computer games. The sound-
character pairings (the positive tone with the friend and the negative tone with the 
enemy) were repeatedly presented to the participant during a training phase of the 
experiment, in order to schematise the character meaning of each of the sounds via 
learning. During the experimental phase, after four trials, these schematised sound-
character contingencies were reversed, such that the sound originally indicating the 
enemy would become an indicator of the friend and vice versa. The player was 
instructed about the reversal of the sound-character contingencies, through which 
conceptual knowledge concerning the meaning of the sound was manipulated. The 
reversed situation was intended to lead to a discrepancy between schematic and 
conceptual appraisal outcomes, and subsequent trials would initially be characterised 
by this conceptual-schematic appraisal conflict. Due to relearning of the new meaning 
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of the sound through subsequent repetitions, trials further towards the end of the game 
are defined as reflecting newly schematisation of the reversed sound-character 
contingencies.  
 
3.1.1. Overview of the measures and predictions 
 
As addressed in the review of the literature, studies on appraisal processes often solely 
relied on self-report measures, even though appraisal theory indicate that the various 
components of the emotional response are organised by appraisal outcomes, including 
behaviour and physiology. First steps in investigating the relations between appraisals 
and physiological reactions have been taken. These efforts show promising results 
with respect to appraisals of coping potential in particular (see also Pecchinenda, in 
press). Furthermore, most of these studies reviewed in chapter 2 use real-time 
manipulations of appraisals while the person is engaged in performing a task rather 
than passively watching a film or trying to elicit an emotional state by recalling a past 
emotional event. Ultimately, as psychophysiological measures are taken over real-
time, they are well suited to capture ongoing changes in an emotion process (Öhman, 
1987; see also Banse et al., submitted). We focused mainly on these variables for 
investigating the influence of schematic versus conceptual appraisal on emotional 
responses. 
 
The review of past experiments show that valence of stimuli or events is mostly 
distinguished on the basis of facial EMG activity, in particular EMG activity 
measured over the brow (corrugator) and cheek (zygomatic) regions. The point has 
been made that valence is not necessarily equivalent to appraisals of conduciveness 
(although the two seem inextricably intertwined). Scherer (1986, 1987) made detailed 
predictions for conduciveness appraisals of the concomitant physiological changes. 
These predictions partly serve as a basis for our hypotheses, and are augmented by 
predictions concerning the level and/or general cognitive processing on the basis of 
existing empirical research, wherever these seem pertinent. Furthermore, reaction 
times are often used to deduce various cognitive processes involved in response 
selection (e.g. Sternberg, 1969; Stoffels, 1996). As reviewed in chapter 1, reaction 
time latencies serve in semantic or emotional priming studies as an indicator of the 
amount of interference or facilitation of automatic processing on response selection 
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determined by controlled or conceptual processing. The application of reaction time 
latencies in this study then mainly serves as a manipulation check for increased 
processing involved in the unlearned and discrepant condition compared to the 
schematised and newly schematised condition.  
 
If the hypotheses that two levels of appraisal are involved in the evaluation of the 
discrepant situation and that the discrepant situation requires more conceptual 
processing than the schematised situation (due to at least the event’s “newness”) are 
correct, we should be able to observe at least an increase in processing effort. This 
increase in processing effort is expected to be reflected in a longer reaction time and 
changes to those psychophysiological parameters that are reported to indicate 
cognitive effort (i.e., increases in corrugator activity as shown by van Boxtel & 
Jessurun, 1993, and increases in inter-beat interval and skin conductance due to higher 
information content as shown by e.g. Kirsch, Boucsein, & Baltissen, 1995). These 
effects should subsequently disappear as a function of new schematisation.  
 
Furthermore, we predicted specific psychophysiological effects of the conduciveness 
manipulation, in particular for the facial EMG measures (increases in corrugator 
activity for obstructiveness and in zygomatic activity for conduciveness, Smith, 1989) 
and skin temperature (increasing skin temperature for conduciveness and decreasing 
skin temperature for obstructiveness), and possibly for general muscle tension and 
phasic skin conductance activity to increase in obstructive situations compared to 
conducive situations (see predictions of Scherer, 1987, in press).  
 
Most importantly, as effects of conflicting appraisals from the two levels are our main 
interest, we predicted interactions between conduciveness and contingency, resulting 
from schematic appraisal of conduciveness having an effect on the response systems 
which is opposite to (or at least muted) the effects of conceptual conduciveness 
appraisal in the discrepant situation. Effects of schematisation of the new 
contingencies would then show a pattern comparable to that of the originally 
schematised situations. Due to the absence of prior work in this area, we made no 
specific predictions as to which psychophysiological measure would be most sensitive 
with respect to the conflicting schematic and conceptual appraisal outcomes. 
However, based on previous work of Öhman and collaborators which indicates that 
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pre-attentive significance processing is reliably reflected in increased skin 
conductance response magnitudes, the skin conductance measures would be most 
likely to show differences with respect to the conflicting appraisal outcomes as well as 
specific conduciveness effects.  
 
Self-report measures were taken as an indicator of the effects of the conduciveness 
manipulations on the subjective feeling states. As the reports were provided some 
time after the player responded to the appearing character (in order to avoid possible 
noise in the psychophysiological measures due to speaking), however the measures 
were not expected to be sensitive enough to capture the subtle and time-dependent 
effects of the level at which appraisals were performed.  
 
 
3.2. Method 
 
3.2.1. Participants 
 
43 male students and one female student of the University of Geneva were recruited 
via announcements describing the experiment as a test of perceptual-motor 
performance using a computer game, and participated as part of a larger study (van 
Reekum, Johnstone, & Scherer, 1997) addressing issues beyond the scope of this 
report. All participants were between 18 and 30 years and native French speakers. 
SFr. 30 was paid to each participant for a two-hour experiment. Additionally, three 
cash prizes were awarded to the participants with the best three scores (SFr. 500, 350, 
and 150 respectively). Students of the Faculty of Psychology and Educational 
Sciences were excluded from participation, in order to avoid participants' prior 
knowledge of the game as well as emotion research affecting the results.  
 
3.2.2. Equipment and game specifications 
 
Equipment. The participants were seated in a comfortable armchair in a dimly lit, 
sound-isolated experimental room. A 15-inch colour Compaq monitor was located on 
a desk approximately 70 cm in front of the seated participant. A board was placed 
across the armrests and on the participant’s lap in such a manner that the participant 
 58
could sit backwards into the chair and that forward movements were restricted 
without introducing discomfort. The mouse with which the participants were to play 
the game was placed on the board. A video camera was positioned behind the desk in 
a straight line with the chair, and was focused in such a manner that the face and 
upper body of the participant were clearly visible. A stereo loudspeaker was located 
right above the desk, and was connected to an amplifier placed out of sight of the 
participant.  
 
The amplifier was connected to the SoundBlaster 16 output of a Compaq 486DX100 
PC, located in the adjacent control room, from which the game was run. The keyboard 
and a second monitor in the control room allowed the experimenter to start up, control 
and monitor the game. The camera in the subject room was connected to a video 
recorder with a Panasonic TV monitor located in the control room, such that the 
experimenter could follow the actions of the participants. Video recordings were 
made to be able to check during signal processing for possible movement artefacts 
produced by the subject. Contact Precision Instruments equipment for 
psychophysiology measures was used to acquire the signals (see below for more 
details). The parallel port of the PC on which the game was run was connected to a 
binary input/output port of the psychophysiological system, such that sections of the 
physiological signals corresponding to game events of interest could be marked with a 
unique value between 0 and 255. These event values were stored in a separate signal 
channel alongside the physiological signals. 
 
Computer game. The game “XQuest” was chosen as an induction tool, as this game 
was considered to present a good balance between variability to keep players engaged 
in the game and ease to learn the general ideas of the game. In this game, the player 
navigates a space ship in a fictional galaxy, filled with crystals, mines and enemies. 
The general assignment is to gather the crystals which are present on each level, and 
each galaxy has different numbers of crystals, mines and different numbers and types 
of enemies. Embedded within the game, we introduced so-called “special stages” 
specifically to test the aims of this experiment. The game was programmed such that 
the "special stages" occurred no more often than once every two minutes after a 
regular game level was completed, in order not to unduly interrupt the flow of the 
game. In these special stages, the enemy took points from the player, and the friend 
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gave points to the player. The player had to respond appropriately to the appearance 
of the character on the screen by pressing the appropriate button. This game was 
programmed originally by M. Mackay, who made the source code (written in 
TurboPascal) available and implemented some additional features, to make the game 
better suitable for experimental usage. Additional changes to the game for the present 
experiments were implemented in our laboratory. 
 
3.2.3. Design and manipulations 
 
The “special stages”, which incorporated the trials of interest, were presented at the 
most once every two minutes within a more general game framework. Hence, because 
the occurrence of the “special stages” was partly dependent upon how quickly the 
player completed the general game levels, the number of presentations varied for each 
of the participants but was at least twelve for all. 
 
The experiment consisted of a 2 (Goal Conduciveness: conducive vs. obstructive) x 3 
(Contingency: schematised vs. discrepant vs. newly schematised) design. Goal 
Conduciveness was manipulated by the introduction of enemy and friend characters. 
The enemy and friend were distinguishable only on the basis of the sound they made, 
i.e. they had exactly the same appearance. Two sounds were selected by the 
experimenter on the basis of their distinctiveness and slight positive or negative 
tonality, the latter in order to “help” the player decoding the character meaning. These 
sounds consisted of a succession of simple, synthetic tones as often encountered in 
such video games. The positive tone was always paired with the friend and the 
negative tone with the enemy.  
 
Each of these special stages started with a rest period, in which the player's agent was 
displayed and sat motionless in the middle of the screen. After a random period 
lasting between 3 to 5 seconds, a character appeared, accompanied by one of the two 
sounds, to which the player had to respond by pressing the appropriate mouse button. 
The player had to respond to the appearance of the enemy by pressing the left (right) 
mouse button in order to destroy the enemy, and to the appearance of the friend by 
pressing the right (left) mouse button in order to attract the friend. The actions 
associated to either mouse button were counterbalanced to control for possible 
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dominant index finger effects. Pressing the correct button resulted in an immediate 
reaction of the character in the game corresponding to the action selected, i.e. a 
movement of the character towards the player’s ship when attracted and an 
“explosion” of the character at which time the character disappeared from the screen 
when destroyed. The faster the reaction time, the less points the player would loose in 
the case of the enemy, and the more points the player would win in the case of the 
friend. Reactions with the incorrect button resulted in attracting the enemy, thereby 
loosing the ship, or in killing the friend, thereby not obtaining points. Feedback about 
the time taken to react and the amount of points gained or lost was given 4 seconds 
after the button click, by means of a dialogue box appearing on the screen, which 
demarcated the end of the special stage. The general game continued at the end of the 
special stage.  
 
The processing level at which the Goal Conduciveness appraisal was to be performed 
was manipulated in the following manner: During the training session the player 
learned specific sound-enemy and sound-friend pairs which were repeatedly presented 
over a time course of 20 minutes (which translated to approximately 10 trials), 
depending upon the player's skills to play and advance in the game. During the 
experimental session, after four presentations (2 of each sort) the player was informed 
by intercom that the sound-character pairs would be reversed. The first four trials 
were defined as schematic appraisal of Goal Conduciveness, whereas the trials 
following the reversal of the sound-character pairs presumably induced a conflicting 
schematic and conceptual appraisal of Goal Conduciveness. The manipulated 
conduciveness conditions occurred randomly within blocks of four trials each (i.e. two 
conducive and two obstructive trials in one block). Thus, each of the three 
contingency conditions contained data of two conducive and two obstructive trials.  
 
3.2.4. Procedure 
 
The participant was told that the general goal of the experiment was "to examine how 
your reaction times, mouse movements and physiological responses vary with the 
nature and complexity of different game events". This cover story was chosen to 
prevent demand characteristics from influencing the results. The participants were 
then told that the session consisted of three parts: Filling in a personality questionnaire 
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and a general motivation questionnaire, a practice session of 20 minutes during which 
the participant could get acquainted with the game and (after a break in which the 
participant was connected to the physiology measuring apparatus), the experimental 
session. The participant was informed that after exactly 45 minutes of the 
experimental session the game would automatically stop. At the end of the experiment 
the mean score of all games played would be designated as the player's final score, 
which was used to determine the winners of the prizes. The questionnaire data were 
used for another part of the experiment, not reported here. 
 
The training phase consisted of a brief introduction to the game by the experimenter, 
followed by a 20 minute practice session. The introduction to the game was 
standardised for all participants, its purpose being to explain in general terms how the 
game was played, to demonstrate how to give the verbal subjective feeling reports as 
well as making the participant familiar with the "special stages". The "special stages" 
were introduced as giving the participant the possibility to increase their score 
substantially in a short period of time. The player was told which sound indicated that 
the character was an enemy and which sound indicated that the character was a friend. 
The experimenter corrected the player during the training session at times when the 
player erred, to ensure that the player correctly learned the sound-character 
contingencies. 
 
The experimental phase started with a 2-minute relaxation period in which the subject 
was requested to relax and avoid any body movement, during which the physiology 
was inspected. Baseline recordings were made, but were not included in the analysis 
as the design was fully within-subjects (hence auto-correcting for inter-individual 
differences in physiological responding). The game then started and the participant 
played for 45 minutes. After the fourth special stage, two in which the friend appeared 
and two in which the enemy appeared, the game was paused and the experimenter 
instructed the player through an intercom that  "from now on, the special stage 
changes; the sound which usually indicated that the enemy appeared will from now on 
indicate that the friend appears and, vice versa, the sound that indicated that the friend 
appeared will from now on indicate that the enemy appears. Is this clear?". After 
providing the instruction, and making sure that the participant understood the 
instruction, the game continued. At the end of the 45 minutes the experimenter 
 62
entered the experimental room and removed the electrodes, after which an exit-
interview (containing questions on the participant’s degree of implication in the game, 
and on the participant’s motivation to play the game) was completed. The participant 
was then debriefed on the actual goal of the experiment, paid SFr. 30, and was asked 
not to inform possible future participants about the experiment. 
 
3.2.5. Measurements 
 
3.2.5a. Psychophysiological measures, data reduction and scoring of parameters 
EMG activity from the corrugator supercilii, zygomatic major, and forearm extensor, 
skin temperature, skin conductance, ECG, and respiration were measured on-line with 
Contact Precision Instruments, throughout the duration of the whole experimental 
session, at a sample rate of 800 Hz. A separate digital channel recorded the different 
game events of interest, each of which was represented by an unique value between 0 
and 255. On the basis of these values, the onset of events of interest could be 
accurately determined and data could be reduced as a function of these event 
indicators. For all measures, data blocks of 8 seconds, 1 second before and 7 seconds 
after the onset of the appearance of the character were extracted from the data files for 
further processing. All measures except skin conductance (see below) were reduced 
over blocks of 5 seconds length, starting at the onset of the appearance of the 
character. Routines specifically developed for off-line processing and data reduction 
were created with LabView 4. 
 
EMG. The muscle sites were cleaned with alcohol and rubbed in with electrode paste 
to reduce the skin resistance to below 10 kOhm. Four mm Ag-Ag/Cl Med Associates 
electrodes were placed on the corrugator supercilii, zygomatic major and forearm 
extensor in accordance with the guidelines provided by Cacioppo, Tassinary, and 
Fridlund (1990). Raw EMG data was sampled, with a band-pass filter of 3 - 300 Hz. 
Each of the EMG signals was rectified and smoothed off-line using a digital 
Butterworth low-pass filter with a cut-off frequency of 4 Hz., after which the signal 
was down-sampled to 20 Hz. and averaged within the 5 second time window. 
 
Skin conductance. Eight mm Ag-Ag/Cl Med Associates electrodes were placed on the 
tips of the index and third finger. The electrodes were filled with a special NaCl paste 
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(0.9% of isotone NaCl in unibase) which resembles the consistency of human 
perspiration. A constant voltage of 0.6 Volts was applied across the two electrodes. 
The skin conductance signal was low-pass filtered (cut-off of 0.7 Hz) and down-
sampled to 20 Hz. before parameter extraction in order to eliminate high frequency 
spikes introduced by a problem with the automatic back-off system and the A-D 
converter. An automated routine enabled the scoring of the number of skin 
conductance responses within the time block as well as the amplitudes of the 
responses detected. The focus was on the amplitude of the first response for further 
analysis, as this response was expected to contain the most relevant information 
concerning possible schematic appraisal. Such scoring is also conform to research on 
conditioning where for multiple occurring anticipatory responses, the first anticipatory 
response has been found to be the most reliable index of classical conditioning (see 
Hugdahl, 1995). When the number of second responses is sufficiently high, the data 
of the amplitudes of the second responses will be provided. A skin conductance 
response was scored when the increase in skin conductance level exceeded 0.05 
microSiemens, and when this increase started during the period of 1 second to 6 
seconds after the onset of the appearance of the character (event-related skin 
conductance responses typically occur within 1 to 3 seconds after stimulus onset, see 
also Dawson, Schell, & Filion, 1990). The amplitudes were scored as the difference 
between the onset and the maximum deflection. The amplitude was set to missing 
when no response was detected, in order to keep the measures of amplitude and 
frequency as independent as possible. 
 
ECG. Pre-gelled, disposable ECG electrodes were placed on the chest according to 
the Einthoven's triangle. The inter-beat interval (IBI) derived from the R-R interval 
was calculated off-line. IBIs of shorter than 400 and longer than 1500 milliseconds 
were considered as artefacts and eliminated from further analysis. For each 5-second 
block, the mean IBI was calculated. 
 
Skin temperature. A CPI skin temperature probe was placed on the little finger of the 
non-dominant hand. Cotton wool was wrapped around the finger, to reduce influences 
of the ambient temperature upon the skin temperature measures. For each window of 
5 seconds, the slope of finger temperature changes was calculated off-line, using a 
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curve fitting-function, where the first derivative served as an index for the slope of 
skin temperature change. 
 
3.2.5b. Reaction time measures 
For each event of interest, the latency between the onset of the sound and the button 
press as well as the correctness of the response were recorded and saved in a data file 
containing also information on the nature of the event.  
 
3.2.5c. Subjective feeling 
Once per event type (conducive - schematised, conducive-discrepant, obstructive - 
schematised, obstructive - discrepant), 4 seconds after the reaction to the character 
and before the feedback concerning the loss or gain of points, the participants were 
asked to provide a report of their current emotional state, by pronouncing aloud "En 
ce moment, je me sens..." ("At this moment, I feel..."), and then completing the 
sentence by choosing one or more emotion words and giving an intensity for each 
one. The player was provided with a list of 8 emotion words, including “irrité”, 
“déçu”, “content”, “stressé”, “surpris”, “soulagé”, “impuissant”, and “alarmé” 
(irritated, disappointed, contented, stressed, surprised, relieved, helpless, and alarmed) 
and a 10-point scale of which three points were accompanied with labels (1 with 
“very little”, 5 with “moderately”, and 10 with “extremely”). These emotion labels 
were chosen on the basis of their expected likelihood to be elicited through the 
manipulations of Goal Conduciveness (i.e. contentment, irritation, disappointment) 
and the expected feeling states which could be experienced when playing a computer 
game (i.e. stress, surprise, helplessness, etc.). This list was placed above the computer 
screen in an easy to read, large font. Players could also use their own words in the 
case that none of the words on the list corresponded to their felt emotion. The player 
provided the intensity of the felt emotion by speaking an integer from 1 to 10. Players 
rehearsed the words on the list before the experiment to facilitate their easy recall 
during the experiment, thus minimising their need to refer to the list while playing. 
The resulting speech segments were recorded but used in another part of the 
experiment, which falls beyond the scope of the current report.  
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3.3. Results 
 
Upon their arrival in the laboratory, two students (including the female participant) in 
fact were not native French speaking, and one was over the intended age limit. These 
students participated in the experiment, but their data were not considered in further 
analyses. The data of two participants could not be used, due to technical problems 
with the game (1 participant) and one participant interrupted the experiment. In 
addition, the insufficient playing skills of two participants resulted in too few 
observations for one of the manipulated events and were excluded from further 
analysis. The data of the remaining 38 subjects were used for further analysis.  
 
3.3.1. Overview of analyses 
 
The psychophysiological and reaction time data of the first 12 appearing events event 
were averaged over two observations per event type (conducive versus obstructive) 
and organised into each of the 3 cells of the Level-factor. This resulted in a 2 
(Conduciveness: conducive versus obstructive) by 3 (Contingency: schematised vs. 
discrepant vs. newly schematised) fully within-subjects design, analysed with 
repeated measures univariate ANOVAs for each of the measures. All the descriptive 
analyses of the psychophysiological and reaction time data including and excluding 
error trials are summarised in Appendix 3. The levels of the Conduciveness factor 
refer to the actual nature of the game character (i.e. the “high level” meaning) and not 
to the appraisal meaning associated to the sound as learned during practice and 
evident during the first part of the experiment (i.e. the schematised trials). Within each 
test, three polynomial contrasts were performed to test the three main relationships 
that were hypothesised to occur2 (see Appendix 2 for figures illustrating each type of 
polynomial contrasts).  
 
First, the quadratic by linear interaction contrast of Contingency and Conduciveness 
was considered (see Appendix 2, fig. 2b&c). Such a quadratic by linear interaction 
                                                 
2 An advantage of using contrasts, besides their adequacy in hypothesis testing and providing 
directional information of the effects observed within the data (Rosenthal & Rosnov, 1985), is that the 
use of a single degree of freedom for testing effects of the independent variable on the measures 
excludes the violation of homogeneity of covariance (Tabachnick & Fidell, 1996, p. 475).  
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between the factor levels is an indicator that the contingency reversal changed the way 
that conduciveness manipulations affected the responses. If schematic appraisal 
completely determined the states of the response systems, the conduciveness effect 
after the contingency reversal would be opposite the effect before reversal (see fig. 2b 
in Appendix 2), since the schematic appraisal outcome after reversal would still 
reflect the old, schematised contingencies. However, since the measurements taken 
are averaged over a window of several seconds, during which conceptual appraisal 
will also have taken place and is also expected to affect the response systems, the 
hypothesis is that the effect of schematic appraisal on responses will be muted by the 
conflicting effect of conceptual appraisal. This will lead to a smaller effect of 
conduciveness immediately following the contingency reversal than either before 
reversal or some time after (i.e. during relearning of the new contingency) reversal. 
This muted effect would be also reflected in a significant quadratic by linear trend 
(possibly also with a simple main effect or tend of Conduciveness, see Appendix 2, 
fig. 2c). 
 
Second, quadratic contrasts across the factor Contingency reflecting effects of "pure" 
discrepancy, that is, effects of greater information uptake (or more cognitive activity) 
after contingency reversal compared to before and after, were considered (see 
Appendix 2, fig. 2a). This "pure" discrepancy is related to higher cognitive activity 
due to conflict or inhibition and should affect reaction times and psychophysiological 
measures known to be affected by varying cognitive intake, including inter-beat 
interval, skin conductance and corrugator. 
 
Third, a simple linear contrast of Conduciveness was calculated (see Appendix 2, fig 
1a) as an indicator of a main effect of conduciveness, hence reflecting the effects of 
"final" appraisal outcomes on the response systems. Conduciveness effects were in 
particular expected to occur for the expressive, or facial EMG, measures, as these 
measures have reliably shown effects of conduciveness (Smith, 1989) or valence (e.g. 
Dimberg, 1990a,b). 
 
If these three types of effects did not occur, then linear contrasts over the Contingency 
factor were explored as an indicator of decreased responsiveness, due to habituation, 
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over the time course of the experiment. Such a linear effect is considered to be 
unaffected by or independent of the manipulations (see Appendix 2, fig. 1b). 
 
In choice reaction time tasks, researchers often remove those trials from the data set in 
which a response error was made. One of the reasons why the removal of errors is in 
general better than an analysis including all observations, is that the error variance is 
augmented without one knowing why such an error is made. For instance, errors can 
be due to guessing, accidentally pressing the button, a general misunderstanding of 
the instructions or random responding out of a lack of motivation in performing well 
in the task. Another reason why it is better that error trials are excluded from analysis, 
is that the hypotheses that are being tested are usually based on the assumption that 
correct processing occurred. This is equally valid for the present studies: The point of 
these manipulations was that conceptual processing was either congruent or 
discrepant with schematic processing, depending on the stage in the experiment. An 
error in responding, in particular after the reversal of contingencies, could be due to 
the participant either relying entirely on schematic appraisal using previously learned 
contingencies, or making the wrong conceptual appraisal. Either way, the outcomes of 
schematic and conceptual appraisal would not have been discrepant as intended. Thus, 
one needs to be as sure as possible that the processing of conceptual appraisal 
occurred. The participants’ mouse response was the only and best indicator of their 
conceptual appraisal outcome. Therefore, the analyses should only include those trials 
in which the subjects were correct, since for those trials one can be maximally sure 
that the participants’ conceptual appraisal was as intended.  
 
However, in the case that the percentage error is high, the inclusion or exclusion of 
error trials substantially influences the results. More importantly, removing a 
relatively large percentage of the data reduces the power, thus raising the possibility 
of type II error. Indeed, in the present study the percentage error was quite elevated, 
averaging approximately 20% across the conditions. Given such an error rate, the 
default analysis with error trials excluded poses problems due to the elevated number 
of missing values. There really is not much option in this case but to also analyse the 
data with errors included. To provide a complete picture for this experiment, two 
analyses were thus performed on the measures, one analysis including and one 
excluding the observations containing errors in the reaction time task. In the 
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discussion of the results, those pertaining to the analysis including the errors are 
reported first (see also Appendix 3, table 1), and will then be compared to the results 
stemming from the analysis where the response errors were excluded (see also 
Appendix 3, table 2 for the results of the descriptive analysis).  
 
Because the self-report data is not normally distributed, due to the high frequency of 
zero responses resulting from not reporting an emotional state, the non-parametric 
Friedman tests for multiple related samples were performed on each of the emotion 
labels used to test for differences in reported subjective feeling as a function of the 
event type. As no self-report data was obtained for the third level of the factor 
Contingency, only four event types (friend-schematised, enemy-schematised, friend-
discrepant, enemy-discrepant) were included in the analyses. Post-hoc paired 
comparisons (applying a Bonferroni correction to avoid Type 1 errors) were then 
performed to determine the source of a significant difference between the four types 
of events.  
 
3.3.2. Reaction time and errors 
 
Due to a technical problem during experimentation, the reaction time values of one 
participant were lost. The number of response errors, depicted in table 3.1 as 
percentage error, show similarities between the schematised condition and the 
discrepant condition, with a reduction in errors in the newly schematised conditions. 
Slightly more errors were made to the friend than to the enemy, although this 
difference is not significant (Friedman test for k-related samples gives χ2 = 1.81, p = 
.18, n.s. with N of 37 and df of 1 when aggregated over the contingency levels) With 
respect to the reaction time latencies including the trials with errors, the quadratic-
linear interaction contrast was not significant (F (1, 36) < 1, n.s.). A quadratic relation 
of Contingency on the reaction times, reflecting more cognitive processing for the 
discrepant cases, was significant (F (1, 36) = 5.811, p = .021, η2 = .14)3. as expected. 
                                                 
3 This eta-squared is an alternative form (or partial eta-squared), as this partial eta-squared only takes 
the variance attributable to the effect plus the error variance of that effect into account (η2 = SSeffect / 
(SSeffect + SSerror)). This eta-squared is more appropriate to the present design with more than 1 
independent variable than the more commonly used eta-squared (i.e. η2 = SSeffect / SStotal ), as the 
denominator in the latter would contain systematic variance attributable to other effects and 
interactions. See Tabachnick & Fidell, 1989, for more information. 
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Figure 3.1 illustrates the increase in reaction times from schematised to discrepancy, 
and a decrease from the discrepancy to the newly schematised situations. The 
difference between friend and enemy discernible in figure 3.1 is not significant (F (1, 
36) < 1, n.s.).  
 
The analysis performed on the data excluding the reaction errors showed a slightly 
different pattern, depicted in figure 3.2. Due to the relatively large number of errors, 
12 cases contained one or more missing values, with as a result that only 25 cases 
were considered valid for further analysis. In this analysis, the contrast reflecting a 
quadratic relation of Contingency is no longer significant (F (1, 24) < 1, n.s.), but the 
difference between the conduciveness manipulations reached significance (F (1, 24) = 
5.720, p = .025, η2 = .19), with longer reaction times to the friend than to the enemy 
in the discrepant and newly schematised conditions. No interaction effect was found.   
 
Table 3.1. Percentage of errors (across subjects) observed for each of the conditions in 
the reaction time task (n=37).  
Condition: schematised discrepant newly schematised
Enemy 21.62% 21.62% 13.51% 
Friend 27.03% 25.68% 20.27% 
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Figure 3.1. Mean reaction time latencies (± SE) after the onset of the appearance of a 
friend or an enemy in the schematised, discrepant and newly schematised 
contingencies (RT = reaction time; msec = milliseconds). 
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Reaction times (no errors)
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Figure 3.2. Mean reaction time latencies (± SE), excluding trials with response errors, 
after the onset of the appearance of the character in the schematised, discrepant and 
newly schematised contingencies.  
 
3.3.3. Psychophysiological data 
 
Inter-beat interval. Similar to the effect obtained for reaction times including the 
errors, we found a significant quadratic relation for mean inter-beat interval (F (1, 37) 
= 6.303, p = .017, η2 = .15), where the inter-beat interval was greater (i.e. an 
indication that the heart rate was lower) as a reaction to the discrepant situations than 
to the schematised situations, and decreased again in the newly schematised trials. As 
with the reaction times, we did not find a significant quadratic-linear interaction effect 
(F (1, 37) = 1.052, n.s., η2 = .03) nor a difference between friend and enemy (F (1, 37) 
< 1, n.s.). The results are depicted in figure 3.3. The quadratic effect of Contingency 
persisted in the analysis excluding the trials containing response errors with a larger 
effect size (F (1, 24) = 6.827, p = .015, η2 = .22), and again, no effect of the 
Conduciveness manipulations. Confirming our hypothesis on pure discrepancy, these 
effects indicate that the discrepant situations give rise to more cognitive processing 
(due to higher information intake as evidenced by IBI data) than both the originally 
schematised and the newly schematised situations. See also figure 3.4 for a graph of 
these data.  
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Inter-beat interval
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schematised discrepant newly sche-
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µV enemyfriend
Figure 3.3. Mean inter beat intervals (± SE) averaged over 5 seconds after the onset of 
the appearance of a friend or an enemy in the schematised, discrepant and newly 
schematised contingencies (IBI = inter-beat interval; msec= milliseconds). 
 
 
Inter-beat interval (no errors)
710
720
730
740
750
760
770
780
790
schematised discrepant newly sche-
matised
m
se
c enemy
friend
Figure 3.4. Mean inter beat intervals (± SE) excluding trials with response errors, 
averaged over 5 seconds after the onset of the appearance of the character in the 
schematised, discrepant and newly schematised contingencies. (IBI = inter-beat 
interval; msec= milliseconds). 
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EMG. Corrugator activity did not yield any of the predicted effects in the analysis in 
which the error trials were retained. General polynomial contrasts revealed a linear 
trend of Contingency (F (1, 37) = 3.33, p = .076, η2 = .08), indicating that the mean 
corrugator activity merely decreased over time, being unaffected by the contingency 
manipulations, and did not significantly vary for Conduciveness. However, the 
analysis performed on the corrugator activity measures when only the trials were 
included that contained no reaction error showed an effect in the predicted direction, 
with higher corrugator activity in response to the enemy than to the friend for the 
schematised and discrepant conditions (F (1, 24) = 3.308, p = .081, η2 = .12), although 
this effect did not reach conventional levels of statistical significance. See figure 3.6 
for a graph of this effect. The mean corrugator activity did not seem to be affected by 
the discrepancy manipulation, apart from an absence of Conduciveness effect in the 
newly schematised condition, which could be due to fatigue or habituation occurring 
towards the end of the experiment.   
 
Corrugator
3.4
3.6
3.8
4
4.2
4.4
schematised discrepant newly sche-
matised
µV enemyfriend
Figure 3.5. Mean EMG activity (± SE) over the brow region after the appearance of a 
friend or an enemy in the schematised, discrepant and newly schematised 
contingencies (µV = microVolt). 
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Corrugator (no errors)
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3.8
4
4.2
schematised discrepant newly sche-
matised
µV enemyfriend
Figure 3.6. Mean EMG activity (± SE) over the brow region, excluding trials with 
response errors, after the appearance of a friend or an enemy in the schematised, 
discrepant and newly schematised contingencies (µV = microVolt). 
 
The quadratic-linear interaction effect did also not occur for mean zygomatic activity, 
neither in the analysis including the trials with response errors nor in the analysis 
excluding such trials. However, contrary to expectations, mean zygomatic activity 
was higher for the obstructive than for the conducive events (see figure 3.7) in the 
analysis including the trials with response errors. While this difference represents only 
a trend (F (1, 37) = 3.41, p = .073, η2 = .084), in our laboratory (e.g. Schmidt, 1998) 
as well as in that of others (e.g. Kappas & Pecchinenda, 1998) similar effects have 
consistently been found within computer-game settings. For instance, in a study in 
which different computer game events were found to elicit a variety of appraisal 
profiles, Schmidt (1998) found that the occurrence of AU12 (zygomatic) was 
consistently negative correlated with appraisals of conduciveness and self-
contentment. Kappas and Pecchinenda (1998) reported on repeated observations of 
increased zygomatic activity in negative or obstructive events within a Pacman-type 
game. Regardless of the direction of the effect observed here, it exists in both the 
originally schematised and the discrepant situations, indicating no influence of the 
schematised significance of the sound on mean zygomatic activity. Interestingly, such 
an effect of Conduciveness did not appear in the analysis where the trials containing 
errors were discarded (F < 1, n.s.), as depicted in figure 3.8. Zygomatic activity 
significantly decreased across the Contingency conditions in both analyses (F (1, 37) 
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= 12.35, p = .001, η2 = .25 including errors; F (1, 24) = 5.233, p = .031, η2 = .18 
excluding errors), probably due to effects of habituation or fatigue. 
 
Zygomatic
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schematised discrepant newly sche-
matised
µV enemy
friend
Figure 3.7. Mean EMG activity (± SE) over the zygomatic major region after the 
appearance of a friend or an enemy in the schematised, discrepant and newly 
schematised contingencies (µV = microVolt). 
 
Zygomatic (no errors)
1.6
1.8
2
2.2
2.4
2.6
2.8
3
3.2
schematised discrepant newly sche-
matised
µV enemyfriend
Figure 3.8. Mean EMG activity (± SE) over the zygomatic major region, excluding 
trials with response errors, after the appearance of a friend or an enemy in the 
schematised, discrepant and newly schematised contingencies (µV = microVolt). 
 
Although no specific effects of Contingency were predicted for general muscle 
tension indexed in this experiment by forearm extensor activity, the measure was 
taken into account to test for possible effects of conduciveness (see Scherer, 1987). 
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Mean forearm extensor activity showed in the analysis including the trials with 
response errors a slight trend for the quadratic relation of the Contingency x 
Conduciveness interaction (F (1, 37) = 2.750, p = .106, η2 = .07), but no main effect 
of Conduciveness (F < 1, n.s.). The analysis performed on the mean forearm extensor 
activity excluding the trials with response errors showed a similar effect, with a 
significant quadratic (Contingency) x linear (Conduciveness) contrast (F (1, 24) = 
4.962, p = .036, η2 = .17). Figure 3.9 and 3.10 display the effects of the manipulations 
on the mean forearm extensor activity. Inspection of these figures indicates that the 
effect of Conduciveness was most pronounced for the schematised contingencies for 
which, as predicted by Scherer, muscle tension was higher in response to obstructive 
compared to conducive situations, but this difference increasingly dissipated in the 
discrepant and newly schematised cases.  
 
Forearm Extensor
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µV enemyfriend
Figure 3.9. Mean EMG activity (± SE) over the forearm extensor of the non-dominant 
arm after the appearance of a friend or an enemy in the schematised, discrepant and 
newly schematised contingencies (µV = microVolt). 
 
 76
Forearm extensor (no errors)
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14.4
schematised discrepant newly sche-
matised
µV enemyfriend
Figure 3.10. Mean EMG activity (± SE), excluding error trials, over the forearm 
extensor of the non-dominant arm after the appearance of a friend or an enemy in the 
schematised, discrepant and newly schematised contingencies (µV = microVolt). 
 
Skin conductance. Two parameters were extracted from the skin conductance signal, 
the skin conductance response rate and the response amplitudes. The results are 
presented in that order. For the skin conductance response rate, the general quadratic 
contrast on the Contingency x Conduciveness showed a non-significant trend (F (1, 
37) = 2.416, p = .129, η2 = .06) in the analysis for which the error trials were retained, 
and a similar effect was obtained disregarding the error trials, although this effect was 
not significant (F (1, 24) = 2.318, p = .141, η2 = .09) in the latter analysis, but had a 
larger effect size (although both effect sizes are small). As figure 3.11 and 3.12 show, 
a difference between the conducive and obstructive situations is present for the 
discrepant contingency only, and the relation of the effect is very similar in both data 
sets depicted in the figures. Simple effects on Conduciveness in the analysis 
containing the trials with error responses revealed a difference, albeit small in effect, 
between the Conduciveness conditions for the discrepant trials only (F (1, 37) = 
3.016, p = .091). For these trials, the appearance of the enemy character signalled with 
the sound previously associated with the friend resulted in relatively more skin 
conductance responses than the friend which was accompanied with the sound 
previously associated with the enemy. Note, however, that the average number of 
responses in both analyses hardly exceeds one, indicating that multiple responses, as 
hypothesised to occur after reversal, only occurred for a relatively small number of 
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participants. Furthermore, in the analysis containing the trials with error responses, 
the number of skin conductance responses (SCR) decreased linearly over the three 
Contingency conditions (F (1, 37) = 14.98, p = .000, η2 = .29), an effect which was 
not significant however in the analysis performed on the data set in which the trials 
containing error responses were omitted (F (1, 24) = 2.933, p = .100, η2 = .11). The 
effect size was also substantially smaller for the latter analysis compared to the former 
analysis. 
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Figure 3.11. Mean number of skin conductance responses (± SE) averaged over 5 
seconds starting at one second after onset of the appearance of a friend or an enemy in 
the schematised, discrepant and newly schematised contingencies (SCR rate = skin 
conductance response rate). 
 
Due to the large number of missing values for secondary responses in one or more of 
the repeated measures, only the first response amplitudes were taken in the analysis. 
Equally, some cases were deleted list-wise due to one or more missing values in the 
repeated measures, leaving 19 valid cases for the statistical analysis. The resulting 
reduced power notwithstanding, the polynomial contrasts showed a quadratic trend for 
Contingency x Conduciveness (F (1, 18) = 3.354, p = .084, η2 = .16). The effects of 
the manipulations on the skin conductance response amplitudes are depicted in figure 
3.13. As this graph shows, the amplitude did not increase for the discrepant cases, as 
would be expected due to increased information content (e.g. Kirsch et al., 1995). 
Interestingly however, in both the schematised and newly schematised cases the 
response amplitudes to the enemy are higher than those to the friend, whereas the 
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effect is reversed (but smaller) in the discrepant case; i.e. the amplitudes are higher in 
response to the friend than to the enemy. 
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Figure 3.12. Mean number of skin conductance responses (± SE) averaged over 5 
seconds starting at one second after onset of the appearance of a friend or an enemy in 
the schematised, discrepant and newly schematised contingencies (SCR rate = skin 
conductance response rate), excluding the trials which correspond to the error 
responses.  
 
With respect to the analysis which contained only those trials where the reactions to 
the character were correct, of the 25 valid cases which remained, only 9 cases 
manifested responses for each of the observation points. Even though performing 
inferential analyses on observations stemming from such a small subject pool hardly 
seems worthwhile due to the low power and high sensitivity to outliers, for 
completeness the analysis was performed, and showed a small trend for the quadratic 
(Contingency) x linear (Conduciveness) contrast (F (1, 8) = 3.184, p = .112, η2 = .29; 
see figure 3.14 for a graph of this relation). These data exhibit a stronger linear 
decrease across the contingencies than the analysis performed on all observations, and 
evidenced less clear differences between the obstructive and conducive events for the 
newly schematised contingencies.  
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Figure 3.13. Amplitude of the first response (± SE) after the onset of the appearance 
of a friend or an enemy in the schematised, discrepant and newly schematised 
contingencies (FRA = first response amplitude; µS = microSiemens). N = 19. 
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Figure 3.14. Amplitude of the first response (± SE), excluding the error response 
trials, after the onset of the appearance of a friend or an enemy in the schematised, 
discrepant and newly schematised contingencies (FRA = first response amplitude; µS 
= microSiemens). N = 9.  
 
Thus the skin conductance amplitude seems to show some influence of the 
schematised appraisal carried by the sound, and less influence of the conceptual 
knowledge of the rule change: Whereas in the schematised and newly schematised 
conditions, the learned meaning of the sound reflected the actual nature of the 
character, in the discrepant condition, the learned meaning of the sound reflected the 
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opposite nature of the character as if the knowledge of the rule change were not 
applied.  
 
Digit skin temperature slope. Due to problems with the temperature amplifier, the 
temperature data of 10 of the 38 participants were incomplete, and are therefore not 
included in the analysis including all trials. Furthermore, due to the missing values for 
some of the cases, an additional 10 cases were excluded from the analysis removing 
data related to response errors. None of the expected effects reached significance in 
the analysis. A linear trend across the Contingency factor was observed (F (1, 27) = 
2.917, p = .099, η2 = .10), with negative slopes for at the start of the experiment, and 
increases in the skin temperature slope across the Contingency manipulations, which 
possibly reflect habituation.  
 
The analysis including only correct responses, however, revealed a main effect of 
Conduciveness (F (1, 17) = 6.778, p = .019, η2 = .29). Figure 3.15 depicts the effects 
obtained for the skin temperature slope including all trials and figure 3.16 presents the 
data without the trials related to the response errors. These figures show a more 
negative slope in relation with the obstructive events compared to conducive events, 
as predicted by Scherer (1987), and replicating earlier findings of Banse et al. 
(submitted) and van Reekum, Johnstone, and Scherer (1997). In particular with 
respect to the data where the response errors were excluded, and despite reduced 
power possibly affecting the size of the effect, the effect was pronounced to the extent 
that, on average, negative skin temperature slopes were observed for the obstructive 
situations whilst the conducive situations were characterised by more positive slopes. 
The schematised and newly schematised contingencies were typified by these effects, 
whereas the temperature slopes approached zero for the discrepant contingencies, 
which could possibly reflect an effect of conflicting appraisals diminishing the clear-
cut difference of the conduciveness manipulations.  
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Figure 3.15. Mean peripheral skin temperature slope (± SE) over a window of 5 
seconds after the onset of the appearance of a friend or an enemy in the schematised, 
discrepant and newly schematised contingencies. N = 28. 
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Figure 3.16. Mean peripheral skin temperature slope (± SE), excluding the error 
response trials, over a window of 5 seconds after the onset of the appearance of a 
friend or an enemy in the schematised, discrepant and newly schematised 
contingencies.  N = 18.  
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3.3.4. Subjective report data 
 
The self-reports were analysed per emotion with a 2 (Conduciveness) by 2 
(Contingency) Friedman two-way analysis of variance by ranks (Siegel and Castellan, 
1988). The results for the subjective reports show a significant difference for 
contentment (χ2= 7.711, p = .052). Post-hoc comparisons performed on each pair, 
with a critical value of 0.781314 , adjusted for the six comparisons, revealed no 
significant differences for any of the comparisons. Paired tests (Wilcoxon signed 
ranks test) were performed for those emotion labels with at least 5 observations in 
each of the cells to test whether the Conduciveness manipulations had any effect on 
the reported subjective feeling states. The emotions tested were contentment, 
disappointment, relief, and stress. These analyses (two-tailed tests) indicated, although 
not overwhelmingly so, that the appearance of the friend elicited stronger feelings of 
contentment than the appearance of the enemy for the schematised situations (Z=-
1.632, p = .103). A trend in the same direction was found for relief (Z=-1.485, p = 
.138). In addition, disappointment was (non-significantly) higher in the schematised 
situations for obstructive situations than for conducive situations (Z=-1.585, p = .113). 
See also figure 3.17 for a bar-graph depicting the self-report data.  
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Figure 3.17. Mean reported emotion intensity (1-10) per event. (FC= friend in 
schematised case; EC = enemy in schematised case; FD = friend in discrepant case; 
ED = enemy in discrepant case).  
                                                 
4 The critical value was determined in the following manner:⏐Ru-Rv⏐ ≥ Zα/k(k-1)√ (k(k+1)/6*N. With a two-
tailed test, α = .05, k=4, and n=38, this gives Z = 2.638 and critical value of ⏐Ru-Rv⏐ ≥ 0.78131. See 
Siegel & Castellan, 1986, for more details.  
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3.4. Discussion 
 
This study focused on the proposition that schematic appraisal, being fast, triggers 
appraisal-specific action tendencies that precede any conceptual appraisal, and tested 
whether both appraisal modes are active in the evaluation of an event. Furthermore,  
we aimed at exploring the extent to which schematic appraisal would persist in 
mobilising appraisal-specific ANS and SNS responses, whilst the conceptual appraisal 
was manipulated in this experiment to give rise to a most adaptive response to the 
person’s concern to perform well in the game. The discussion of the results is broadly 
organised in three sections: Those results for which only main effects were found will 
be discussed first (of Contingency and Conduciveness respectively as were to be 
expected on the basis of prior research). Then, the results pertaining to the interaction 
of the two factors are outlined, which are thought to show some effect of the 
schematic appraisal on the ultimate (conceptual) appraisal outcome. The main results 
of the psychophysiological variables and the reaction time latencies are summarised in 
table 3.2, in which only the first two levels of the Contingency factor are considered 
to simplify reading of the table.  
 
Table 3.2. Summary of the main effects of experiment 1, expressed in increases or 
decreases with respect to each of the within-subjects conditions.  
 Before reversal After reversal Confirmed 
predictions? 
Measure: Enemy Friend Enemy Friend  
Reaction time 0 0 0 + Partially 
SNS      
Corrugator (all)  0 0 0 0 No 
Corrugator (no error) + - + - Yes 
Zygomatic (all) + - + - No 
Zygomatic (no error) 0 0 0 0 No 
Forearm Extensor + - 0 0 Partially 
ANS      
Inter-beat interval 0 0 + + Yes 
SC response rate 0 0 + - Partially 
SC amplitude first response + - - + Yes 
Skin temperature slope - + 0 + Yes 
Note: The data excluding reaction time errors are reported, unless otherwise noted (as in the case of the 
results of corrugator and zygomatic activity, where both analyses are summarised). The effects are 
expressed in terms of higher/lower/no change relative to the other conditions. SC = skin conductance. + 
= higher; - = lower; 0 = no significant difference. Only two levels of the Contingency-factor are 
reported, for ease of interpretation of the table. 
 
 84
 3.4.1. Results with respect to a mere discrepancy effect 
 
The results show that the inter-beat intervals were higher (i.e. heart rate was lower) 
for the discrepant situations than for the situations in which the player could rely on 
schematised contingencies. A similar effect was also obtained for the reaction time 
latencies when all observations were considered, as predicted, although such an effect 
was not significant when the error trials were excluded. Skin conductance responses, a 
measure often used as a reliable indicator of changes in attentional resources allocated 
to information content, (e.g. Dawson, Filion, & Schell, 1989; Kirsch et al., 1995) 
however did not show such effects, and instead decreased over the contingency 
conditions. EMG activity measured over the corrugator region was expected to 
increase due to more cognitive effort for the discrepant cases compared to the 
schematised cases, similarly to the heart rate and reaction times. In the present study, 
corrugator activity did not show any such effect. The data containing the response 
errors merely showed a decrease of activity over the time course of the experiment, 
and in the analysis excluding the errors, no effect of Contingency was found.  
 
In summary, the analysis performed on all cases with respect to the reaction times as 
well as the data on heart rate showed an increase in cognitive or attentional processing 
after the contingency change. This increase in processing could be caused by either a 
discrepancy between the schematic and conceptual information, by inhibition of the 
schematic appraisal, or simply by active recall of or increased attention due to the 
contingency change instructions, and does not inform us whether any appraisal took 
place. 
 
3.4.2. Conduciveness 
 
With respect to Conduciveness, main effects were expected for the EMG measures, 
skin temperature and, to a lesser extent, electrodermal activity. Remember that a main 
effect of Conduciveness indicates the result of an ultimate appraisal outcome (i.e. the 
nature of the character). The results for mean corrugator activity show that in the 
analysis where the response errors were discarded, an effect of Conduciveness was 
obtained: Higher corrugator activity was observed in response to the enemy than in 
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response to the friend, at least for the schematised and the discrepant contingencies. 
These results are in line with those obtained by Cacioppo et al. (1986) and Dimberg 
(1990a, b) with respect to negative valence, and particularly with those obtained by 
Smith (1989) and Pope and Smith (1994) concerning appraisals of motivational 
incongruence. The sound which carried the learned meaning of the character had not 
much effect on the corrugator response, in particular when the meaning of the sound 
and the actual meaning of the character was discrepant (where the difference in 
corrugator activity between friend and enemy is comparable to that where the sound-
character contingencies were congruent), suggesting that an ultimate appraisal is most 
likely to determine the corrugator activity.  
 
Surprisingly, facial EMG measured the zygomatic region, documented in the 
literature as reliable indicators of positive valence, did not reveal the predicted effects 
for the conducive situations in our study. On the contrary, the found effect was the 
opposite of what one would expect, zygomatic activity being higher for obstructive 
than conducive situations in the analysis for which all cases were retained. Higher 
activity of the zygomatic major in obstructive cases compared to conducive cases has 
also been recently observed in another lab working with computer games (Kappas & 
Pecchinenda, 1998) as well as in our lab in an unrelated study (Schmidt, 1998). Work 
of Schmidt (1998) on emotional facial expressions observed within a Pacman-like 
game in fact shows that AU12 (which is the FACS code for zygomatic major activity, 
see Ekman & Friesen, 1978) is negatively correlated with appraisals of conduciveness 
and self-contentment. It is possible that this discrepancy between our results and those 
of previous studies (e.g. Dimberg, 1990a, b; Cacioppo et al., 1986; Smith, 1989) is 
due to the active nature of a computer game as compared to the rather passive tasks 
such as viewing slides or imagery tasks which have been used in previous studies. 
However, the analysis performed on the cases which contained no response error 
failed to replicate this effect, and the mean zygomatic activity in response to the 
enemy was not significantly different from that to the friend. The inconsistent results 
between the two types of analyses could indicate that when a person made an error in 
the game, i.e. kills a friend or attracts the enemy by clicking the mouse button 
opposite to the intended one, they smile because of the mistake they made. This 
however, could explain why players smile or grimace when erring, but it does not 
address why there was more zygomatic activity in response to the error concerning the 
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enemy than the friend. Perhaps due to a higher significance of the enemy (or a 
negativity bias, see Cacioppo & Bernston, 1994; or Lewicka, Czapinski, & Peeters, 
1992 on negative asymmetry) compared to the friend, a stronger reaction to an error 
would result when the enemy is concerned than when the friend is concerned. Besides 
the unexpected direction of this conduciveness effect, the mean zygomatic and 
corrugator activity (the latter as evidenced in the analysis for which the trials with 
errors were excluded) seemed unaffected by the contingency change. It is thus likely 
that facial EMG activity reflects an ultimate appraisal outcomes determined by higher 
level processing. However, note that effects of conduciveness disappeared for the 
newly schematised situations for both facial EMG measures, possibly due to fatigue 
and habituation.  
 
The data on peripheral skin temperature showed effects of conduciveness in the 
analysis conducted on the observations for which the errors were excluded. The skin 
temperature slope was negative for obstructive situations and positive for conducive 
situations. These data confirm earlier observations on skin temperature changes in 
relation to the manipulated conduciveness of the situation (Banse et al., submitted; 
van Reekum, Johnstone, & Scherer, 1997), and even though skin temperature is a 
relatively slow-acting measure of autonomic activity (see e.g. Smith, 1994), phasic 
changes as indexed by the slope of temperature changes measured over a short 
window seems to respond fast enough to observe systematic effects. The difference in 
slope between the conduciveness manipulations was relatively clearer in the 
schematised and newly schematised conditions compared to those in the discrepant 
condition. Possibly, if an appraisal conflict occurred in the discrepant cases, the 
opposing appraisal outcomes might have had moderating effects on the skin 
temperature, resulting in close to zero changes.  
 
3.4.3. Evidence favouring two levels of appraisal 
 
As stated at the outset, we did not make any explicit predictions of the combined 
effects of schematic and conceptual appraisal, in particular when the two levels of 
appraisal were discrepant, on the psychophysiological measures. Skin conductance 
amplitudes were however considered a most likely measure to give such effects, due 
to prior work which indicates influences of pre-attentively processed significance on 
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the skin conductance response magnitudes (see work of Öhman and colleagues). For 
each measure we examined the quadratic interactions between Conduciveness and 
Contingency, and some effects were found which will be discussed.  
 
General muscle tension as indexed by the EMG activity measured over the forearm 
extensor showed such an interaction. In particular in the schematised condition, an 
effect of conduciveness is discernible with higher tension for the obstructive than for 
the conducive cases, which is in line with the predictions made by Scherer (1987). 
The difference between enemy and friend, however, vanishes for the discrepant and 
the newly schematised contingencies in both analyses. In that respect, the muscle 
tension does not indicate that conflicting appraisal processes might have taken place, 
except perhaps on the diffusion of a difference between obstructive and conducive 
cases. But an explanation of reduced responding due to (muscle) fatigue or 
habituation seems more parsimonious to explain the effect, given a comparable 
decrease for the newly schematised cases in facial EMG (see above).  
 
With respect to the reaction time latencies, when the response errors were omitted, the 
effect of increased reaction times for the discrepant condition was not found, but 
rather showed a main effect for Conduciveness. The latter reveals that the reaction 
times to the friend were longer than to the enemy for the discrepant and newly 
schematised contingencies, whereas for the schematised contingency, no difference 
was observed for friend or enemy. And while the reaction times to the friend 
increased in the discrepant cases compared to the schematised cases, the reaction 
times to the enemy hardly increased in these cases. These results could be explained 
in terms of a “negativity bias” (Cacioppo & Bernston, 1994; Ito, Larsen, Smith, & 
Cacioppo, 1998) which highlights that negative stimuli have a stronger impact on 
behaviour and judgements than positive stimuli. In the case of the present task, the 
schematised meaning of the sound previously paired with the enemy was probably 
harder to override by the knowledge that this sound now signalled the friend than the 
inverse case where the schematised meaning of the friend-sound was more easily 
overridden. However, a negativity bias does not account for the reaction times 
observed in the schematised conditions, where the reaction times were similar in 
response to enemy and friend.  
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The skin conductance measures, more specifically the amplitude of the first occurring 
response, showed a more “pure” interaction effect in both analyses, although the 
statistical significance was low, probably caused by the reduced power. The results 
reveal higher amplitudes to the enemy than to the friend in the original schematised 
and newly schematised cases. Importantly, lower amplitudes to the enemy than to the 
friend were observed for the discrepant situations. The skin conductance response rate 
data indicates an effect for conduciveness in the discrepant condition only, where the 
rate increased (i.e. more second responses superimposed on or immediately following 
the first response) for obstructive situations compared to the conducive situations. 
This finding might imply that a second response is triggered more often by the 
conceptual appraisal of obstructiveness that follows a schematic appraisal of 
conduciveness than for the reverse. Again, applying the hypothesis that the enemy is 
more significant than the friend (by a negativity bias or “threat” value), one can 
suggest that a second response is more likely to be triggered by a conceptual appraisal 
outcome of obstructivenesss following a schematic conduciveness appraisal than by a 
conceptual appraisal of conduciveness following schematic appraisal of 
obstructiveness.  
 
Although needing replication, these findings indicate that the first skin conductance 
response amplitude is influenced by schematic appraisal based upon the affective 
meaning carried by the sound, with relatively limited influence from conceptual 
knowledge of the character’s nature on the amplitude of the first response. Elicitation 
of a second response, as evidenced by the findings of the skin conductance response 
rate, could occur for situations which are conceptually appraised as obstructive, due to 
a higher significance and hence a higher need for action of obstructive compared to 
conducive situations. Unfortunately, due to too many missing values, an analysis of 
the amplitudes of the second response could not be performed. Such an analysis could 
have provided some further insight on the nature of the second response with regard 
to the post-hoc explanation of the response rate data. 
 
In summary, the heart rate measures (and reaction time to some extent) indicate that 
the discrepant situation triggered more cognitive or attentional processing than the 
schematised conditions. Furthermore, the reaction time data also points to a possible 
indirect effect of schematic appraisal, which persevered more in the case of 
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obstructive appraisals than of conducive appraisals. The effects obtained for skin 
conductance suggest more directly that schematic appraisal perseveres and continues 
to have an effect on at least some psychophysiological variables in the presence of 
discrepant conceptual appraisal. Other measures, such as facial EMG might be less 
influenced by schematic appraisal but more by conceptual appraisal of goal 
conduciveness. These results seem encouraging and need further replication. 
 
In an effort to replicate these results, the methodology should be adjusted to avoid 
some problems with the current design. First, the design of this experiment was such 
that the observations made for the schematised conditions took place at the start of the 
experiment. At this moment in time the participant probably experienced some level 
of increased attention, stress and excitement, with as a result that some of the 
measures contain confounds related to such states. The habituation to playing the 
game (and to the presence of the electrodes) and a decrease of stress then resulted in a 
linear decrease of physiological activity, as evidenced in particular for the EMG 
measures and electrodermal activity. Those effects have probably been made worse 
by the embedding of these manipulations within a larger game setting, including other 
stress-inducing game events. Due to these confounds, any effects of the 
conduciveness and contingency manipulations could have been overshadowed by a 
stronger effect of habituation or fatigue and decrease of stress. The obvious solution 
to such effects is to obtain measures of physiological activity during initial 
schematisation, and to shorten playing time. Also, a comparison between observations 
taken just before and after the onset of the event (which in the current experiment was 
not possible, due to the short interval between the manipulations) would account to a 
certain extent for such problems.  
 
Furthermore, the practice session was quite remote in time from the first observations 
made for the schematised trials in the experimental session. The difference in time, 
combined with increased stress/arousal levels caused by the start of the experimental 
session, could have affected the initial performance of the learned contingency, 
resulting in a relatively large amount of response errors in the “schematised” trials. 
The relatively high number of errors for the “schematised” trials might indicate that 
the sound-character contingencies were in fact not schematised. However, on the basis 
of the combined results of the physiological measures (in particular inter-beat 
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interval) as well as the reaction time latencies, it is tempting to conclude that at least 
the performance on the learned trials was less demanding on cognitive resources than 
the discrepant trials. True “schematisation” might not have occurred, and more 
convincing evidence favouring the claim that the appraisal was schematised or 
automatised for those trials would stem from examining learning curves (e.g. Logan, 
1988). When trials are being automatised, learning curves should show an asymptotic 
decrease, with low variance, in reaction times after some training. The moment when 
the curve flattens out indicates a high level of automatisation. Unfortunately, the data 
in this experiment did not lend themselves for such analyses. 
 
So far, this study was restricted to testing levels of appraisal for one dimension only, 
that of Goal Conduciveness. The manipulation of this dimension in the present study 
by the use of an enemy and friend could arguably pertain to valence, i.e. positive 
versus negative distinction. In the literature review, a relatively large number of 
studies included such a distinction and showed effects of automatic valence detection 
with words, pictures of faces and other sorts of stimuli. It thus seems that at least 
valence seems to be processed at a high and low level. Of particular interest for 
appraisal theory, who postulate that a number of appraisals can be performed at either 
level (Leventhal & Scherer, 1987; Smith et al., 1996), is to include a manipulation of 
other appraisal dimensions to test whether valence is unique in being processed at low 
levels, or whether any sorts of appraisals can be performed at even low levels of 
processing. For instance, Lazarus (1991) considers appraisals of congruence as 
primary and those pertaining to the ability to cope with a situation as secondary. 
Scherer (1984) includes intrinsic pleasantness and goal conduciveness checks in the 
earlier part of the sequential unfolding of the appraisal process and coping potential is 
proposed to be performed after conduciveness checks provided their outcomes. 
Coping potential could thus be thought of as more dependent upon elaborate 
processing than conduciveness, and combined with the importance attributed to the 
appraisal of coping potential in emotion differentiation (in particular to differentiate 
negative emotions such as anger and sadness or fear), this appraisal dimension would 
lend itself to further testing a levels of processing framework.  
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CHAPTER 4 
 
SECOND EXPERIMENT 
 
 
4.1. Overview 
 
The first experiment indicated that the manipulation of conflicting conduciveness 
appraisals had both direct and indirect effects on some of the behavioural and 
physiological measures. The expressive measures, however, seemed relatively 
unaffected by the conflicting appraisals. For replication, a number of methodological 
changes were proposed in order to improve the experimental paradigm. The study 
presented here attempted to replicate the findings from experiment 1 whilst trying to 
remedy the problems identified in the last chapter, as outlined below.  
 
As in the first experiment, ambiguous computer-game situations were created that 
gave rise to conflicting appraisals resulting from schematic and conceptual 
processing. To replicate and extend the findings of the first study, this study 
incorporated two appraisal dimensions in the design, notably conduciveness and 
coping potential. These dimensions were selected upon the basis of their decisive 
importance in emotion elicitation and differentiation (e.g. Scherer, 1997, Lazarus, 
1991), and were manipulated in accordance with the definitions of Scherer’s CPM 
(1984), which largely overlap with those of other researchers (see Scherer, 1988, for a 
discussion of the convergence between appraisal theories). Briefly, goal 
conduciveness refers to the extent to which a situation helps or hinders goal 
attainment or a person’s concerns or needs. Coping potential refers to the person’s 
perceived ability to deal with the situation and its consequences.  
 
Similar to the previous study, conduciveness was manipulated in this study by the 
presentation of a friend-character which gave points (conducive) or an enemy-
character which took points away (obstructive). In contrast to the previous study, the 
nature of the game characters was signalled in this study by a visually different 
representation. Furthermore, to reinforce the conducive or obstructive nature of the 
character, and to embed this manipulation more into a game context, the character put 
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down objects which helped or hindered the player to obtain more points. The friend-
character left more crystals for the player to collect and the enemy left more mines for 
the player to avoid. These actions of the game characters took place, however, a few 
seconds after the response of the player to the initial appraisal manipulation, to avoid 
confounds of the effects of appraisal on the response systems with the responses to 
actions of the characters within the game5.  
 
To extend the findings of experiment 1, and to test whether appraisals other than 
conduciveness are to the same extent, if at all, processed at a schematic level as 
conduciveness, manipulations of coping potential were added to the design. The 
appraisal of coping potential was chosen because of the importance of this appraisal 
dimension to emotion elicitation and differentiation, as well as the proposed need for 
more elaborate, cognitive processing to perform this appraisal compared to 
performing an appraisal of conduciveness (e.g. Scherer, 1984). The player’s coping 
potential was manipulated by the availability of high shooting power (high coping) or 
low shooting power (low coping) to defeat an enemy-character. The higher the 
shooting power, the easier it was to defeat the enemy. As the appraisal of coping 
potential is more relevant in obstructive situations than in conducive situations (e.g. 
Lazarus, 1991b; see also Johnstone, van Reekum, & Scherer, in press), the coping 
potential manipulations were embedded in obstructive game situations. The 
obstructive nature of the situations was ensured by the introduction of a rather vicious 
enemy character, different from the enemy character used in the conduciveness 
manipulation both in behaviour and visual representation (see method-section). The 
level of shooting power available was signalled by the size of the player’s ship, with a 
big ship representing high power and a small ship representing low power.  
 
As in experiment 1, specific game situations were repeatedly presented to the subject 
in order to schematise the appraisal, by (over)learning of the “new” image-character 
contingencies (conduciveness) and the ship size-shooting power contingencies 
(coping). A pilot-study performed with 6 participants showed that about ten 
                                                 
5 The actions of the characters (i.e. coming towards the player’s ship or moving away, and placing 
crystals or mines) would enable the player to deduce the correctness of their response, hence any 
measured reactions of the player could be related to the feedback rather than the nature of the 
manipulated game event. 
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presentations of non-learned image-meaning contingencies resulted in flattening of 
the reaction time curve, indicating the establishment of well-learned, relatively 
schematised meanings. In this study, after nine presentations of each contingency type 
(thus 36 in total), the learned contingencies (image-nature of the character and 
shipsize-amount of shooting power available) were reversed such that the signal 
indicating the positive nature of character or the high amount of shooting power 
became an indicator of the negative nature of the character or the low amount of 
shooting power available and vice versa. In subsequent game levels, the player was 
thus confronted with conflicting situations, in which the learned contingency 
(schematic appraisal) was in conflict with the knowledge of contingency reversal 
(conceptual appraisal). 
 
Three between-subjects conditions were included in the experiment which only 
affected the conduciveness manipulations. First, in an effort to strengthen the case that 
the meaning of friend and enemy were schematised, different visual representations 
were included reflecting already established meanings. For the first condition 
(referred to as “schematic” condition), visual representations of friend and enemy 
were selected to contain well-known, schematised symbolic meaning. An abstract 
face with a smile indicative of a happy or positive expression was chosen for the 
friend, and an abstract face with a frown indicative of an angry or negative expression 
was chosen for the enemy. The affective significance of such abstract facial gestures 
is well-documented and possibly shaped by evolution (Lundqvist, Esteves, & Öhman, 
1999). In the other two conditions, two differently coloured abstract images were 
assigned the role as either a friend or an enemy character. The emotional meaning for 
these abstract images was established by prior instruction and then repeated exposure 
in the game, relating the characteristics of friend or enemy behaviour systematically to 
either one of the two abstract images. The use of the abstract images served partly as a 
replication of the first study, in which the meanings of the (abstract) sounds were 
similarly learned, and partly as a comparison condition. As a further control, one of 
the two conditions in which arbitrary images were used served as a control condition 
in which at the moment of contingency change, new characters (represented by two 
new arbitrary visual representations) were introduced as enemy and friend. Thus, in 
this control condition there was no conflict between the schematic and conceptual 
conduciveness appraisal following the contingency change. Instead, there was only 
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conceptual appraisal. The other condition with arbitrary images (referred to as 
“arbitrary” condition) remained similar to the schematic condition, in that the 
appraisal meanings were reversed for the discrepant trials. Compared to the schematic 
and arbitrary conditions, the control condition thus should not show any effects of the 
previously schematised meanings, but rather would merely reflect increased cognitive 
effort due to conceptual appraisal, comparable to the first trials at the start of the 
experiment. See also table 4.2 below for a summary of the design.  
 
4.1.1. Overview of the measures and predictions 
 
The measures taken in this study are similar to those observed in experiment 1, and 
include measures of both autonomic and somatic (expressive) reactions, reaction time 
latencies as well as self-reports. In chapter 2, the relevant literature concerning 
appraisals and physiology that is pertinent for the predictions outlined below was 
briefly reviewed. A brief summary is provided of the main findings of experiment 1, 
which forms an important basis for the predictions for the conduciveness 
manipulations in this experiment.  
 
The previous study (see chapter 3) indicated that the conduciveness manipulations had 
an effect on a subset of the measures. In particular the facial EMG measures of 
muscle activity over the brow and cheek regions (i.e. reflecting activity of the 
corrugator and zygomatic muscles respectively) showed main effects of the 
conduciveness manipulations, which were not affected by the contingency change. 
Mean corrugator activity revealed trends similar to effects found by Smith (1989) and 
Pope and Smith (1994), with higher corrugator activity being related to the enemy and 
lower activity related to the friend. Mean zygomatic activity initially showed effects 
opposite to those one would expect based upon past research findings (e.g. Cacioppo 
et al., 1986; Smith, 1989; Dimberg, 1990a, b), as the data indicated higher zygomatic 
activity related to the enemy than to the friend. This effect, however, was related to 
the errors the person made: When removing the trials in which errors were made, 
there was no longer an effect of conduciveness. Digit skin temperature also showed a 
negative slope in response to the enemy, and a positive slope in response to the friend. 
This difference was, however, muted for the discrepant condition, indicating some 
effect of the conflicting appraisals.  
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 Clearer effects of the condition in which the appraisals were in conflict were observed 
for reaction time latencies and skin conductance response data. The reaction time 
latencies revealed longer reaction times to the friend than to the enemy in the 
discrepant (and newly schematised) cases. This effect was explained in terms of a 
negativity bias, resulting in a more persistent schematised appraisal of 
obstructiveness, which was harder to override by the (conceptual) knowledge that the 
sound indicated “friend” than vice versa. Similar explanations were put forth to 
explain differences in the skin conductance response rate and amplitude of the first 
occurring response. In contrast, the inter-beat interval was more clearly related to the 
demand on cognitive resources, with the inter-beat interval being higher for the 
discrepant cases compared to the schematic and newly schematised cases.  
 
The first aim of the present study was to replicate and extend these findings for 
appraisal and contingency . Three hypotheses were tested: The first hypothesis was 
that the manipulated contingencies affect the cognitive effort exerted in the task such 
that schematised contingencies were less cognitively effortful than the conceptual and 
discrepant contingencies. In contrast-terms, such an effect is described by a cubic 
trend. A significant cubic trend was predicted for measures such as reaction time and 
inter-beat interval which were found to vary with cognitive effort. The percentage 
error of responses in the tasks (i.e. selecting a big gun when in low power mode, or 
attracting the enemy) equally was expected to decrease along with the stages of the 
experiment, but then to increase when the contingencies were changed, and again to 
decrease at the end of the experiment. The percentage error, which served as an 
indicator of the degree to which the contingencies were learned, was also expected to 
show a cubic trend, with lower values for schematised contingencies than for the 
conceptual and discrepant contingencies. 
 
Our second hypothesis with respect to appraisal in general was that the two poles of 
the appraisal dimensions (conducive vs. obstructive, and high vs. low coping) show a 
difference on certain measures. Should the measure not be affected by the 
schematised appraisal meaning, a main effect for conceptual appraisal would result 
(indicative of “purely” conceptual appraisal outcome). Measures which were 
anticipated to show effects of conceptual appraisal with little influence of the 
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schematic appraisals were the facial EMG measured over the corrugator and 
zygomatic.  
 
The third hypothesis is that interaction effects of the different contingency stages in 
the experiment and the conceptual appraisal were expected to occur, at least for some 
of the measures. The interaction effect was tested for the trials presented before the 
contingency change compared with the trials presented after the contingency change. 
As observed in experiment 1, such interaction effects would reflect either a direct 
effect or an indirect effect of the schematic appraisal on the measure.  
 
First, a direct effect of the schematic appraisal would result in a crossover of the 
friend versus the enemy-trials (or the high coping versus the low coping-trials) 
between the schematised and the discrepant cases. This crossover hence requires a 
difference between the appraisal manipulations before the contingency reversal, 
which would be in the opposite direction of the difference after the reversal. Such an 
effect was obtained in experiment 1 for the skin conductance amplitude measures, 
which was interpreted to “follow” the schematised meaning of the sound rather than 
the actual nature of the character.  
 
Second, an indirect effect of schematic appraisal would result in a difference between 
friend and enemy (or high and low coping potential) only after the reversal, with less 
or no difference before the reversal. This would indicate that schematic appraisal of 
one type (in experiment 1, the obstructive meaning) was harder to inhibit than the 
schematic appraisal of the other type, as was observed for the reaction times in the 
previous experiment.  
 
In addition, the present experiment comprised three between-subjects conditions, i.e. a 
schematic, arbitrary, and control condition. Recall that these conditions only made a 
difference for the conduciveness manipulation. We expected that the arbitrary and 
schematic conditions both would show the interaction effects as described above, due 
to the conflicting schematic and conceptual appraisal. Effects of schematic appraisal 
might also be stronger for the schematic condition compared to the arbitrary 
condition, although, as outlined, effects were expected for both conditions. Such 
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effects should not occur in the control condition, as no schematic appraisal takes place 
in this condition.  
 
The second aim of the study was to compare the effects of the conduciveness and the 
coping potential manipulations. Our first hypothesis with respect to the different 
appraisal dimensions was that the manipulations of conduciveness and coping 
potential would have different effects on the physiological measures, much in 
accordance with the tenets of appraisal theory (in particular Scherer, 1984, and Smith, 
1989). Based upon the literature reviewed in chapter 2, there is reason to expect that 
the conduciveness and coping potential manipulations differ in the way they affect the 
measures. Table 4.1 summarises the different predictions for conduciveness and 
coping potential. These predictions are based upon Scherer’s (1986, in press) 
theoretical predictions, and updated with recent empirical evidence as reviewed in 
chapter 2 (in particular the Kappas and Pecchinenda data, i.e. Kappas & Pecchinenda, 
1996; Pecchinenda & Kappas, 1998). Secondly, we tested whether appraisals of 
coping potential performed at a schematic level would show effects in the discrepant 
trials. Since coping potential as an appraisal dimension has been considered more 
cognitively complex than, for instance, conduciveness (e.g. Scherer, 1984), one could 
expect that the coping potential would not be appraised at a schematic level but rather 
requires involvement of conceptual processes. However, Leventhal and Scherer 
(1987) have suggested that all checks can be performed at both the schematic and 
conceptual level. To test their proposition, we predicted that appraisals of coping 
potential would take place at a schematic level. Thus, in the case where the appraisals 
conflicted, effects of schematic appraisal of coping potential were expected to be 
manifest in the same way as effects of schematic appraisals of conduciveness.  
 
As with experiment 1, self-report measures were taken mainly as a manipulation 
check. Immediately following a subset of game events in which the appraisals were 
manipulated, the participants were asked to report how they felt. The manipulations 
were intended to affect the intensity of reported emotions such that conducive events 
should result in more positive feelings, and obstructive events should result in more 
negative feelings. Furthermore, the high coping potential manipulations were 
expected to produce higher levels of challenge, and feeling calm or fine, whilst low 
coping potential manipulations were anticipated to increase the reported intensity of 
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resignation. After the game, participants were asked how they appraised the different 
game events, which served as a manipulation check of whether the manipulated 
events were appraised as intended.  
 
Table 4.1. Predictions of physiological changes related to appraisal manipulations 
(based upon Scherer, 1987, and modified on the basis of recent empirical evidence as 
marked with asterisk) 
 Conduciveness Coping Potential 
 
Measure: 
conducive obstructive high coping low coping 
Corrugator - + - * + * 
Zygomatic + - - * + * 
Forearm Extensor - + - + 
IBI + - - + 
SC first response 
magnitude 
- + - + 
Skin temp slope + - + - 
note: Effects with respect to other condition of appraisal check. 0 = no change; + = increase; - = 
decrease. IBI = inter beat interval, SC = skin conductance, temp = temperature.  
 
 
4.2. Method 
 
4.2.1. Participants 
 
92 first year psychology students were recruited in an experiment entitled 
“Physiological reactions and subjective experiences to a computer game”. With their 
participation, the students partially fulfilled a course requirement for an introductory 
course. The participants were randomly assigned to one of three groups, with the 
restriction that there were similar proportions of males and females in each group. 
Thirty participants (27 female, 3 male, mean age = 22) were assigned to the group 
with schematic figures, 31 participants (27 female, 4 male, mean age = 22.9) were 
assigned to the group with arbitrary figures and 31 participants (26 female, 5 male, 
mean age = 21.6) were assigned to a control group. Nine cash prizes of SFr40 each 
were awarded to those in each condition with the best three point scores in the 
computer game. The cash prizes were offered to increase the stakes in the game and 
thus render the appraisal manipulations more relevant and to standardise the goal of 
winning. 
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4.2.2. Equipment and game specification 
 
Equipment. The equipment and the set-up of the laboratory was identical to that of 
experiment 1 (described in chapter 3.2.3), except that the computer from which the 
game was run was upgraded to a 300 Hz Pentium II.  
 
General description of the game. The game used in this experiment differed in some 
respects from the game version used in experiment 1. The general assignment, as 
before, is to gather crystals, each one worth 100 points, which are picked up by 
moving the ship “over” the crystal. To render this task more challenging, mines are 
present, and each contact with a mine costs the player 200 points. In this version of 
the game, the mines do not make the player’s ship explode. Every time the player 
wins or looses points, a specific sound accompanies the countdown or addition of the 
points, displayed in a taskbar at the bottom of the screen. This taskbar further 
indicates how many crystals are left to be picked up in the galaxy. The time is 
displayed in the right upper corner of the screen, as before. Every game level lasts 18 
seconds, of which approximately the first eight seconds are allocated to the 
experimental manipulations. 
 
4.2.3. Experimental design and manipulations 
 
The game consisted of 60 trials, which were subdivided into 5 blocks of 12 trials each. 
Within each of the blocks, Conduciveness and Coping manipulations were each 
presented 3 times in a random order. Each block represented the learning stages of the 
Contingency factor, where the first, third, fourth and fifth blocks were used in further 
analysis. Three between-subjects conditions were included in the design, which 
affected the manipulations of Conduciveness, but not the Coping Potential 
manipulations. These conditions comprised a different visual display of the enemy 
and friend figures.  
 
Conduciveness. The conduciveness of a situation was manipulated by the introduction 
of friend (conducive) and enemy (obstructive) characters, distinguishable on the basis 
of their visual appearance. The friend character gave points to the player, and the 
enemy character took points from the player. To enhance the importance of the 
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characters, thus rendering the manipulations of Conduciveness more relevant, the 
friend-character placed crystals after the reaction task was fulfilled, which allowed the 
player to earn extra points. Similarly, the enemy-character placed mines which formed 
an obstacle for player to gather crystals and led to the possible loss of points. The 
player responded to the character as quickly as possible by clicking the appropriate 
mouse button in order to repel the enemy or attract the friend. The faster the player 
correctly reacted, the higher the number of points given by the friend and the lower 
the number of points taken by the enemy. When the player erred, i.e. attracted the 
enemy or repelled the friend, no points were obtained for the friend and a maximum 
number of points were lost (1500 points) for the enemy.  
 
Each of the game levels pertaining to the conduciveness manipulations started with a 
random period of between 3 and 5 seconds, in which the ship sat motionless in the 
middle of the screen. After this period of rest, one of the two characters appeared at 
which time the player responded by clicking either one of the two mouse buttons. 
After the response of the player, a period of 3.5 seconds of rest followed during which 
nothing happened. This period was introduced to isolate effects of the player’s 
appraisal on the response measures, avoiding possible contamination by responses to 
other actions within the game, such as the actions of the character (moving towards 
and moving away from the player’s ship placing crystals or mines). After this period 
of 3.5 seconds, the character either moved towards or moved away from the player’s 
ship, leaving a field of crystals and mines (the number depending on the reaction time 
and correctness of response) at which time the player could start gathering crystals. 
This continued for another 8 seconds. At the end of the level, feedback was given to 
the players of their reaction time and points gained or lost.  
 
Coping. The coping potential of the player was manipulated by varying the shooting 
power of the player’s ship. The player’s ship was either big or small, indicating 
whether the ship had abundant energy resources enabling the pick up and use of a big 
gun present in the galaxy (high coping potential), or whether the ship had only enough 
energy to pick up and use the small gun (low coping potential). A menacing enemy 
character was present in the galaxy, which took 50 points per second during its 
presence, and chased the player’s ship, thus maximising the urgency of the situation 
and the threatening nature of the character. The enemy could only be defeated by 
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shooting and hitting on target 10 times. When the player had the big gun (high coping 
potential), multiple bullets were released in all directions from the player’s ship when 
shooting (by pressing repeatedly the left mouse button). When the player had the 
small gun, only one bullet came out, travelling at relatively low speed in a random 
direction, such that hitting the enemy character was hard. After the enemy was 
defeated, which was a very difficult but achievable task to fulfil in the low coping 
mode, crystals and mines appeared at which time the player was to continue the 
general assignment of collecting crystals. 
 
Each of the coping trials started with the display of the game level, in which the two 
guns were displayed at each side of the galaxy. The guns were vertically centred on 
the screen, at the extremes of the horizontal axis. In addition, the enemy was 
displayed at the top of the screen, but did not move. During the enemy’s presence, the 
points were counted down with the accompanying sound. After a random period of 
between 3 and 5 seconds, the player’s ship was presented in the middle of the screen, 
with the ship’s size indicating the energy the player’s ship had. At the moment the 
ship was presented, the player could immediately move their ship towards either one 
of the two guns to pick it up. Three seconds after picking up one of the guns, the 
enemy started chasing the player’s ship. At this moment, the player could start 
shooting the enemy with the gun. In the case the player succeeded in defeating the 
enemy before the game level time of 18 seconds went passed, crystals and mines 
appeared and the player was to gather the crystals. After the level was finished, a 
dialogue box appeared which indicated how many crystals had been gathered, with a 
bonus if 95% or more of them had been collected. 
 
Processing levels. Two between-subjects conditions were used, and a third condition 
served as a control. All three conditions concerned the conduciveness manipulation 
only. In the first condition, the friend and enemy characters had “schematic” meaning: 
The friend was represented by an abstract facial expression of happiness, comprising a 
smile with eyes wide open, and the enemy was represented by an abstract facial 
expression of anger, which comprised a frown with squinting eyes and straight mouth. 
Both abstract expressions are well established to indicate good/happy and bad/angry 
in daily life (White, 1995; Lundqvist, Esteves, & Öhman, 1999). In the second 
condition, the friend and enemy representations were arbitrary, comprising abstract 
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figures whose affective meaning was acquired throughout the experiment on the basis 
of prior instruction followed by experience through repeated exposure by playing the 
game. These two conditions allowed the comparison between learned/schematic 
processing and to-be-learned/conceptual processing of the affective meaning. In 
addition, the arbitrary character-condition was designed to replicate the findings of the 
first experiment, in which the sound indicating the character’s affective meaning was 
also arbitrary.  
 
In both conditions, after 36 trials (9 trials of each sort of friend, enemy, high, and low 
power), the contingency between the visual representation and the meaning of the 
character was reversed, such that the old friend-symbol now signalled the enemy-
character and the old enemy-symbol now signalled the friend-character. Another 24 
trials were presented with the new contingencies after which the experiment ended.  
 
The third between-subjects condition served as a control for the conduciveness 
manipulation. In this condition, instead of reversing the affective meaning of the 
characters after the 36th trial, completely new arbitrary friend and enemy characters 
were introduced for which no affective meaning had been established through 
repeated exposure. The effects of contingency reversal of the arbitrary and schematic 
condition are compared to this contingency change (rather than reversal) in the control 
condition to test for the influence of the hypothesised schematic appraisal which 
should only be present in the arbitrary and schematic condition. See table 4.2 for a 
summary of the manipulations. 
 
There were no between-subjects condition for the coping manipulation. For each 
participant, after the 36th trial, the contingencies are reversed such that the big ship 
indicated little energy (only enough to pick up the small gun) and the small ship 
indicated a lot of energy (enough to pick up the big gun)(see table 4.2).  
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Table 4.2. Summary of the manipulations, grouped in the different stages of the 
experiment 
 Experimental stages of measurement: 
 
 
Conducive
Stage 1: 
conceptual
No physio 
measure-
ment
Stage 2: 
schematised
Stage 3: 
contingency 
change
Stage 4: 
newly 
schematised
 
Condition:
1st block of 
12 trials 
2nd block of 
12 trials 
3rd block of 
12 trials 
4th block of 
12 trials 
5th block of 
12 trials 
Schematic 
icons 
F=Happy, 
E=Angry 
F=Happy, 
E=Angry 
F=Happy, 
E=Angry 
F=Angry, 
E=Happy 
F=Angry, 
E=Happy 
Arbitrary 
icons 
F=blue, E= 
green  
F=blue, E= 
green  
F=blue, E= 
green  
F=green, 
E=blue 
F=green, 
E=blue 
Control F=green, 
E=blue 
F=green, 
E=blue 
F=green, 
E=blue 
F=purple, 
E=white 
F=purple, 
E=white 
      
Coping 
(no between  
subjects 
conditions ) 
Big=high 
power, 
Small=low 
power 
Big=high 
power, 
Small=low 
power 
Big=high 
power, 
Small=low 
power 
Big=low 
power, 
Small=high 
power 
Big=low 
power, 
Small=high 
power 
Note: F = friend character, E = enemy character. Happy refers to the smiling icon, Angry refers to the 
frowning icon. Blue refers to the X-shaped, blue/white coloured icon, Green refers to the H-shaped, 
green/yellow-shaped icon. The trials were presented at random with the order randomised within each 
block of 12 trials (i.e. 3 conducive trials, 3 obstructive trials, 3 low coping trials, 3 high coping trials).  
All measurements except the subjective feeling ratings were averaged over 3 measurements within the 
blocks depicted in the table. 
 
 
4.2.4. Procedure 
 
Upon arrival, the participant was given a consent form to read and sign. The 
electrodes were then fixed in place and the quality of the signals was checked. A 
demonstration of the game followed during which the experimenter explained and 
demonstrated how to play each of the manipulated trials. The response scales with the 
emotion labels were also shown and the participant was instructed to indicate on each 
scale to what extent they felt the particular emotion. The participant was then given 
one practice session, which lasted one minute, during which the player practised 
steering the ship around the galaxy and firing bullets. After the practice trial finished, 
and the experimenter made sure everything was clear to the participant, the 
experimenter instructed the participant that the experiment was about to start. The 
participant was asked to relax for approximately two minutes before the game started. 
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The experimenter then wished the participant good luck and emphasised that he/she 
should try their best to obtain a high score as there was SFR40 to win, at which 
moment the experimenter left the room.  
 
At the moment that the instructions screen appeared to announce the contingency 
change, the experimenter entered the room, instructing the participant while pointing 
at the different figures on the instruction screen “From now on, this character will be 
your friend, this character will be your enemy, this indicates that your ship has plenty 
of energy, and this indicates that your ship has little energy. Is that clear?”. At the 
confirmation of the participant the experimenter left the room and pressed a key to 
continue the game. At the end of the game, the experimenter entered the participant’s 
room, removed the electrodes and asked the participant to fill out a final questionnaire 
(exit-interview). The participant was then debriefed and thanked for participation, and 
asked not to talk about the experiment “in order to keep the competition fair”.  
 
4.2.5. Measurements 
 
4.2.5a. Psychophysiological measurements 
EMG activity from the corrugator supercilii, zygomatic major, forearm extensor, and 
ECG were measured with Contact Precision Instruments equipment, throughout the 
duration of the whole experimental session, at a sample rate of 250 Hz. Skin 
temperature and skin conductance were sampled at 25 Hz, to avoid oscillation in the 
skin temperature signal and to reduce high-frequency spikes in the skin conductance 
signals, both caused by the respective A/D converters. All measures except skin 
temperature were digitised using a 12-bit A/D converter, and skin temperature was 
digitised using a 8-bit A/D converter. A separate digital channel recorded the different 
game events, each of which was represented by an unique value between 0 and 255. 
On the basis of these values, the onset and duration of events of interest could be 
accurately determined and data could be selectively reduced for off-line processing. 
 
EMG. Three pairs of Med. Associates 4mm Ag/AgCl electrodes were placed in 
accordance with the guidelines provided by Cacioppo, Tassinary, and Fridlund (1990) 
above the sites of the left corrugator supercilii, zygomatic major and forearm extensor 
of the non-dominant arm. The muscle sites were cleaned with alcohol and rubbed in 
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with electrode paste to reduce the skin resistance to below 10 kOhm.. All electrode 
pairs were referenced to a forehead electrode placed near the midline. The raw EMG 
signals were amplified, band pass filtered (100Hz – 10KHz), rectified, and integrated 
with a time constant of 10 milliseconds prior to digitisation and signal storage. 
 
ECG. Pre-gelled, disposable ECG electrodes were placed on the chest according to 
Einthoven's triangle. 
 
Skin conductance. Eight mm Ag-Ag/Cl Med Associates electrodes were placed on the 
tips of the index and third finger. The electrodes were filled with a special NaCl paste 
(0.9% of isotone NaCl in unibase) which resembles the properties of human 
perspiration. A constant voltage of 0.6 Volts was applied across the two electrodes. 
 
Skin temperature. A CPI skin temperature probe was placed on the little finger of the 
non-dominant hand. Cotton wool was wrapped around the finger, to reduce influences 
of the ambient temperature upon the skin temperature measures. 
 
4.2.5b. Reaction time measures 
For each of the friend/enemy events, the latency between the onset of the character 
display and the button press as well as the correctness of the response were recorded. 
For the high/low coping trials, the time taken from the onset of the ship display and 
the moment of a gun selection was recorded as well as the correctness of the response. 
In addition, mouse movements in relation to the locations of the guns were recorded 
in a separate file with a sampling rate of 10 Hz. For all types of events, these data 
were saved in a data file which also contained information on the nature of the event. 
 
4.2.5c. Self-report 
Subjective feeling. For each of the four manipulations (conducive, obstructive, high 
coping, low coping), a pop-up screen appeared, on which the player was asked to 
indicate how he/she felt while playing the game level. Due to time constraints, and to 
avoid too many interruptions in the flow of the game which would affect player 
involvement, the number of self-report observations during the game were restricted. 
Hence self-reports were only measured once per event type in each of three stages 
(i.e. once per manipulation per block of trials, and only for the first, third, and fourth 
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block). Self-report measures were not taken at the last stage of the experiment. Each 
scale corresponded to an emotion label. The emotion labels used were (in order of 
appearance): challenged (“motivé par le défi”), discouraged (“découragé/résigné”), 
bored (“ennuyé/desintéressé”), calm (“calme/tranquille”), disappointed 
(“deçu/triste”), relieved (“soulagé/apaisé”), irritated (“agacé/irrité”), fine 
(“bien/content”). The scales were continuous, going from “not at all”(pas du tout) to 
“completely”(tout à fait) with “average”(moyennement) in the middle of the scale. 
Equally spaced numbers were used to help the person positioning their response, 
ranging from 1 (not at all) to 9 (completely), with 5 as middle point (average). The 
player was requested to indicate on each scale how strong the accompanying emotion 
is being felt at the moment when the character entered the galaxy (Conduciveness) or 
at the moment when the player’s ship appeared (Coping). The player clicked on each 
scale to indicate to what extent he/she felt the corresponding emotion, at which time a 
marker appeared. The marker could be moved as often as the player wanted to. A 
button labelled “OK” was included in the right bottom corner, upon which the player 
clicked to continue. If any of the response scales had not been marked, a message 
appeared on the bottom requesting the player to score each scale. The responses were 
transformed to a numerical value ranging from 1 to 9 and saved in a data-file.  
 
Exit interview. At the end of the experiment, after playing the game, questions were 
posed concerning the appraisals of the manipulations of conduciveness and coping 
potential. The participant was asked to indicate on a 5-point scale for each of the 
manipulated events separately 1) to what extent the event was appraised as conducive 
or obstructive to one’s goals in the game, 2) to what extent the player had means to 
respond to the situations, and 3) to what extent the event was important to the goals in 
the game. The value 1 signified “conducive”, “high power” and “important” with 3 as 
a neutral middle point and 5 as “obstructive”, “low power” and “not at all important” 
respectively.  Equally, the participants were asked to what extent they felt involved in 
the game, and what their main goals were in the game (being the best, winning one of 
the cash prizes, having fun, or playing to the best of one’s abilities, or other6). The 
first two scales reflect an extrinsic, competitive motivation, and the last two scales an 
intrinsic motivation, focused on learning and improving one’s skills (e.g. Matsumoto 
                                                 
6 The participant could fill in a category label which would best describe her/his feelings.  
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& Sanders, 1988). Finally, a question was posed to explore the extent to which the 
change of the symbol and their meaning affected their concentration, the extent to 
which the player was able to inhibit the tendency to respond in accordance with the 
previously learned meaning, and to what extent the manipulation was perceived as 
confusing, thus resulting in a conflict when responding. The data points of these 
questions were scored such that the label “completely” corresponded to the value 5, 
and “not at all” was scored as 1. See Appendix 4 for a full version of the exit-
interview.  
 
4.2.6. Data reduction and scoring of parameters 
 
In a first step, for all measures, data blocks of 17 seconds around specific events were 
extracted from the raw data files for further processing, covering a window of 8 
seconds before event onset until 9 seconds after event onset. This large time window 
was selected to avoid artefacts due to filtering near frame onsets and offsets. These 
blocks were converted from raw format to ASCII format, after which some pre-
processing took place (in particular for skin conductance, see below). Per event, two 
data blocks were extracted from these initial data blocks for parameter extraction. The 
first data block covered the 5 second epoch prior to event onset, reflecting the time 
window in which the player waited for the upcoming event. This data block is referred 
to here as the “anticipation block”. The second block comprised the event data, in 
which the measurements covered the onset of the event up to 5 seconds after event 
onset. Hence, this data block is referred to as the “event block”.  
 
To reduce inter-individual variability in basic physiological responding in order to 
compare the data from the three between-subjects conditions, the conduciveness data 
was standardised when needed, by either subtraction of pre-event activity from the 
event-related activity (i.e. EMG, IBI) or by z-scoring the raw data prior to averaging 
(i.e. skin conductance). As the coping manipulations were performed completely 
within subjects, the data did not need standardisation for coping potential, but 
standardisation was applied nonetheless to be able to compare the two types of 
manipulations.  
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EMG. For each of the events, the data of the anticipation and the event block were 
separately averaged. To reduce influences of possible habituation and anticipation 
onto the measures, difference scores were calculated, subtracting the anticipation 
block averages from the event block average EMG activity. These difference scores 
also serve the function of standardising across subjects.  
 
ECG. The inter-beat interval (IBI) derived from the R-R interval was calculated off-
line. IBIs shorter than 400 and longer than 1500 milliseconds were considered 
artefacts and removed from further analysis. For each 5-second event block, the mean 
IBI was calculated, after which the values of the anticipation blocks were subtracted 
from the values of the event blocks, creating IBI difference scores.  
 
Skin conductance response magnitudes. First, the skin conductance signal in the initial 
blocks covering time epochs of 17 seconds (8 seconds before event onset and 9 
seconds after onset) was low-pass filtered (cut-off of 0.7 Hz) to eliminate high 
frequency spikes introduced by the automatic offset adjustment of the CPI system. An 
automated routine enabled the scoring of the skin conductance response amplitudes. A 
skin conductance response was scored when the increase in skin conductance level 
exceeded 0.05 microSiemens and when the gradient of the increase surpassed a 
threshold. The gradient (or first derivative) was typically set to .0015 microSiemens, 
but for some individuals was increased or decreased when the responses for a certain 
individual were much larger or smaller than the average. By including the gradient as 
a response criterion alongside the 0.05 microSiemens increase threshold, second (or 
third) responses which were superimposed on a first response were more accurately 
detected by the routine. The amplitudes of the response were scored as the difference 
between the point of onset and the point of maximum deflection. The first response 
that occurred at least 1 second after event onset was scored (since event-related 
responses occur typically within 1 to 3 seconds after event onset, see Dawson et al., 
1990). If no response occurred in the 5-second window starting 1 second after event 
onset until 6 seconds after event onset, a zero was scored. Due to the phasic nature of 
the response, and hence the relatively frequent absence of a response, difference 
scores would be relatively uninformative. Instead, to standardise between groups, z-
scores were calculated for each participant based upon the mean and standard 
deviation of all 60 observations from that participant (thus including the observations 
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of the coping potential manipulations). Outliers were then eliminated, which were 
those with a z-score of five and higher, roughly corresponding to more than three 
times the inter quartile ranges. In total, fourteen observations for the conduciveness 
manipulations were eliminated, and 10 for the coping potential manipulations, which 
corresponds to 24 in total out of the 60*92 participant = 5520 observations made. The 
data was skewed due to a relatively high number of zero response observations, hence 
to normalise the data the values were transformed by applying a log transformation on 
the z-scored response measures plus 3 (the latter to avoid problems with log-
transforming values lower than 1).  
 
Digit skin temperature. For each event block, the slope of the finger temperature 
changes was calculated off-line, using a linear curve fitting function. The first 
derivative of the fitted curve served as an index for the slope of skin temperature 
change. Due to low between-subjects differences in the magnitude of the slopes, 
standardisation was not considered necessary.  
 
 
4.3. Results 
 
4.3.1. Overview of analyses 
 
The psychophysiological and reaction time data were averaged per manipulation type 
(i.e. for friend, enemy, low and high power separately) over three trials per stage of 12 
trials, and organised into the various levels of the Stage factor. The first, third, fourth 
and fifth data blocks were used for the analyses (see table 4.2), resulting in four levels 
of the Stage factor. The results of the descriptive analyses are reported in full in 
Appendix 5, table 1 and 2, including the data of the second, not analysed, block. 
Furthermore, three between-subjects conditions were included in the design, which 
were relevant with respect to the manipulations of Conduciveness only. The 
manipulations for Conduciveness and Coping are considered separately as they were 
manipulated independently of one another. Hence, the analyses were performed with 
2 (Conduciveness: conducive vs. obstructive) by 4 (Stage: 1 conceptual vs. 2 
schematised vs. 3 change vs. 4 newly schematised) by 3 (Condition: schematic vs. 
arbitrary vs. control) mixed-model univariate ANOVAs for each of the measures for 
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Conduciveness. The organisation of the data pertaining to the Coping manipulations 
resulted in 2 (Coping Potential : high vs. low) by 4 (Stage: 1 vs. 2 vs. 3 vs. 4) repeated 
measures univariate ANOVAs for each of the measures. Multivariate ANOVAs were 
not performed on the data, as the measures are to a certain extent expected to reflect 
different effects, and multi-variate analyses are not suited for such hypothesis testing. 
Furthermore, due to the degrees of freedom being more than one in the numerator of 
multivariate analyses does provide information of the significance of an effect, but not 
on the source of the effect, which is ultimately what we are interested in (cf. 
Rosenthal, 1997). As in experiment 1, the levels of the Conduciveness and Coping 
Potential factors refer to the actual nature of the game event (i.e. the “high level” 
meaning), which in the first two stages correspond to the learned appraisal meaning 
and symbolic representation, whereas in the last two stages the actual meaning does 
not correspond with the learned appraisal meaning for a particular representation.  
 
For the conduciveness manipulation, the difference between the three between-subject 
conditions should be most obvious at the reversal stage (i.e. stage 3) where effects of 
schematic appraisal are not expected to occur for the control condition, is not 
straightforward to test with contrasts due to the mixed model nature of the design. 
Such an effect is most likely reflected in a significant three-way interaction of 
Condition with Stage and Conduciveness. However, due to sometimes subtle 
differences which would not necessarily lead to a significant three-way interaction 
effect, any effect or trend with Condition – be it a main effect or any interaction effect 
(i.e. Condition with Conduciveness or with Stage)– were considered. Greenhouse-
Geisser corrections were applied when the assumption of sphericity was not met. In 
the case that either one of these effects were significant (or a trend with a p-value 
smaller than .1), a separate analysis was performed for each of the conditions, to test 
the source of the effect.  
 
Three types of trends were mainly expected to occur which can be translated in 
polynomial contrasts. First, main effects of Conduciveness and Coping which were 
expected for some measures, in particular facial EMG, are tested with linear contrasts 
(see Appendix 2, fig. 1a). Second, effects of Stage is expected to affect a subset of the 
measures in a way that the values are similar for the conceptual stages (stages 1 and 3 
respectively) and for the schematised stages (stages 2 and 4 respectively), but that the 
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values for the conceptual stages differ (i.e. are higher or lower depending on the type 
of measure) to those of the schematised stages, which would correspond to a cubic 
trend. Hence, cubic contrasts were tested for all measures (see Appendix 2, fig. 3). 
Third, effects of schematic appraisal was expected in the situation where the 
schematic and conceptual appraisal were in conflict (i.e. the third stage where the 
contingencies were changed). If effects of schematic appraisal occurred, this would 
result in a cross-over of the measure for the friend and enemy from Stage 2 
(schematised) compared to Stage 3 (reversal). Such an effect would be reflected in a 
significant 2 (Stage 2 versus 3) by 2 (Conduciveness or Coping: high versus low) 
interaction effect. The results pertaining to the conduciveness dimension are presented 
first, after which the results for coping potential are provided.  
 
Experiment 1 indicated different patterns of results when the incorrect responses were 
omitted or included. For consistency with experiment 1, the data reported here were 
also analysed twice, one analysis including all observations and one analysis for 
which the error trials were removed from the data set. However, since the percentage 
error (see below) was relatively low for the stages of interest (i.e. before and after 
reversal), the probability of making type II errors due to reduced power was lower in 
this experiment than in experiment 1. To avoid repetitiveness and unnecessary 
confusion with presenting two analyses, the analysis pertaining to the data sets 
without the error trials are reported here. When the data set for which all observations 
were included presented a different pattern of results, the results are provided in the 
text and clearly marked as stemming from the data set including all cases. 
 
With respect to the self-report data, care was taken to obtain normally distributed data 
by asking the participants to indicate on each scale to what extent they felt a particular 
emotion. In case the data are nonetheless too skewed as evidenced by the frequency 
distributions (i.e. skewness higher than 1), the data are transformed by applying an 
arcsin transformation (Kenny, 1987, see also below) before analysis. Recall that the 
number of self-report observations were limited and were not obtained for the last 
stage of the experiment. 
 
For Conduciveness, the self-report data are analysed in 3 (Stage: 1 conceptual vs. 2 
schematised vs. 3 change) by 2 (Conduciveness: conducive vs. obstructive) by 3 
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(Condition: schematic vs. arbitrary vs. control) mixed-model MANOVA. For Coping 
Potential, the data are analysed in a 3 (Stage: 1 vs. 2 vs. 3) by 2 (Coping: high coping 
vs. low coping) repeated measures MANOVA. Both analyses are performed to test for 
effects of Conduciveness and Coping, and to further explore interaction effects with 
Conduciveness or Coping. Additional univariate analyses per emotion are performed 
to determine the source of effect when the MANOVA shows multivariate effects. 
Greenhouse-Geisser corrections are performed when the data are not spheric.  
 
4.3.2. Conduciveness 
 
Reaction times and errors. The number of errors made (i.e. attracting an enemy and 
killing a friend) are presented in table 4.3, expressed in percentage error. Although 
most results presented here pertain to four levels of the Stage factor, the data of the 
second block (see table 4.2) is included to illustrate the trends across the 
schematisation stages. The percentage error is, as expected, higher at the start of the 
experiment for the arbitrary and control conditions than for the schematic condition, 
although this difference is not significant for all comparisons, as computed using one-
tailed nonparametric Mann-Whitney U-test for 2 independent samples over variables 
aggregating over enemy and friend at the different stages (Z schematic-arbitrary = -1.70, p = 
.044; Z schematic-arbitrary = -2.27, p = .012 respectively for the first and second block, and 
Z schematic-control = -1.46, p = .07, n.s.; Z schematic-control < 1, n.s. resp. for block 1 and 2, 
with critical p at 0.05/3 = 0.016, Bonferroni corrected for the tests performed). Within 
each condition, there was no significant difference between the errors made towards 
the enemy or friend, when the errors were aggregated across the different stages to 
compute the significance test (using the Friedman test for k-related samples, for 
schematic condition χ2 < 1, n.s. ; for arbitrary condition χ2 < 1, n.s;  for the control 
condition χ2 = 1.636, p = .20, n.s.).  
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Table 4.3. Percentage error (expressed as the total number of errors divided by n* 
number of trials, which is 3) as a function of the character at each of the experimental 
blocks, given for each of the three conditions. 
 block 1 
=stage 1 
 block 2 block 3 
=stage 2 
block 4 
=stage 3 
block 5 
=stage 4 
Schematic:      
enemy 5.56 3.33 10 4.44 2.22 
friend 7.78 5.56 4.44 5.56 6.67 
Arbitrary:      
enemy 16.30 9.68 7.53 2.15 5.38 
friend 15.05 12.90 3.23 8.60 5.38 
Control:      
enemy 16.13 11.83 18.28 5.38 6.45 
friend 12.90 4.30 8.60 6.45 4.30 
 
The reaction times latencies data (that is, after error trials were removed) showed that 
Condition significantly interacts with Stage (F (4.7, 195.9) = 5.34, p = .00) and with 
Stage x Conduciveness (F (5.0, 208.0) = 3.4, p = .006, dfs are Greenhouse-Geisser 
corrected), which provided reason to analyse the reaction times separately. As 
expected and reflected in the significant interaction of Stage with Condition, the 
reaction times at the start of the experiment were lower for the schematic condition 
than for the arbitrary and control conditions, although the difference between the 
reaction times of the arbitrary condition and the schematic condition are relatively 
small. Furthermore, the separate analyses showed that the cubic trend across the levels 
of the Stage factor was significant for the schematic (Fcubic (1, 29) = 29.2, p = .00, η2 
= .54), the arbitrary (Fcubic (1, 26) = 23.73, p = .00, η2 = .48), and the control condition 
(Fcubic (1, 27) = 22.35, p = .00, η2 = .45)7. Hence, the reaction times at the start of the 
experiment were high, then decreased before reversal when the appraisal meaning was 
supposedly schematised, increased just after reversal and decreased again towards the 
end of the experiment. Figure 4.1a, b, and c illustrate the cubic effects for all three 
conditions. 
 
                                                 
7 This eta-squared is an alternative form (or partial eta-squared), as this partial eta-squared only takes 
the variance attributable to the effect plus the error variance of that effect into account (η2 = SSeffect / 
(SSeffect + SSerror)). This eta-squared is more appropriate to the present design with more than 1 
independent variable than the more commonly used eta-squared (i.e. η2 = SSeffect / SStotal ), as the 
denominator in the latter would contain systematic variance attributable to other effects and 
interactions. See Tabachnick & Fidell, 1989, for more information. 
 115
There was no main effect for Conduciveness in the schematic and control conditions 
(schematic and control condition: F < 1, n.s.). However, a significant main effect of 
Conduciveness was found in the arbitrary condition (Flinear (1, 26) = 6.62, p = .016, η2 
= .20). As figure 4.1b shows, the effect for conduciveness can be attributed to the 
difference observed at the end of the experiment, in which the reaction time to the 
friend was longer than that to the enemy.  
 
The analysis performed on Stage 2 and 3 of the experiment (i.e. the 2 (Stage: 2 vs. 3) 
by 2 (Conduciveness: conducive vs. obstructive) analysis of variance) showed for the 
schematic condition a significant Conduciveness x Stage interaction effect (F (1, 29) = 
3.90, p = .058, η2 = .12). As figure 4.1a indicates, whereas the reaction times to the 
friend and enemy were highly similar in the stages before contingency change and at 
the end of the experiment, the reversal had a differential effect on the reaction times to 
the enemy and friend, with longer reaction times to the friend represented by a 
frowning face than to the enemy (represented by a smiling face). This effect is not 
significant for the arbitrary condition however (F < 1, n.s.), which showed virtually no 
difference between enemy and friend after reversal (the latter stage excluded, see 
figure 4.1b). The control condition also did not show this interaction effect (F < 1, 
n.s.).  
 
In summary, more reaction errors were made at the start of the experiment in the 
arbitrary and control condition compared to the schematic condition, although not all 
comparisons yielded significant differences (in particular comparisons between the 
schematic and control conditions). There was no significant difference between the 
percentage error made in response to the friend and in response to the enemy. The 
reaction times latencies overall merely showed an effect of varying cognitive load, 
with longer reaction times in the conceptual (i.e. stage 1) and change stages (i.e. stage 
3), and relatively shorter reaction times in the schematised stages (i.e. stages 2 and 4). 
As with the percentage error, there were relatively few systematic differences in the 
reaction times between enemy and friend. An effect for Conduciveness was found for 
the arbitrary condition. This significant difference is attributed to a substantially 
higher average of reaction times to the friend than to the enemy in the last stage. This 
difference was not expected and did not occur in any of the other conditions. The 
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reaction time latencies in the schematic condition did, however, show a more 
systematic effect for Conduciveness in the stage where the contingencies were 
changed, with longer reaction times to the friend represented by a frowning 
expression than to the enemy with smiling expression. This result replicates that found 
in experiment 1 for the same measure.  
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Figure 4.1a, b, c (left to right). Mean reaction times excluding trials with response 
errors to the enemy and friend in Stage 1 (conceptual), Stage 2 (schematised), Stage 3 
(change) and Stage 4 (newly schematised) for the schematic (a), arbitrary (b) and 
control (c) condition. RT = reaction times, measured in hundredths of a second. 
 
Inter-beat interval. The analysis on the inter-beat interval data showed that there was 
no main effect for Condition nor interaction effects with condition (all F < 1, n.s.). 
Similar to experiment 1, the analysis on the difference scores (IBI after event – IBI 
before event) showed mainly effects of increased information load or intake, reflected 
in a cubic trend across the levels of the Stage factor (Fcubic (1, 84) = 4.18, p = .044, η2 
= .05). Figure 4.2 depicts this effect. The graph in figure 4.2 suggests a higher IBI in 
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response to the enemy than to the friend after the change of character and meaning 
(i.e. Stage 3 and 4), but that difference is not significant (F < 1, n.s.), and neither is the 
interaction between Stage and Conduciveness for stage 2 and 3 (F < 1, n.s.).  
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Figure 4.2. Mean inter-beat intervals (in difference scores of 5 seconds after event 
onset – 5 seconds before event onset) to the enemy and friend in Stage 1 (conceptual), 
Stage 2 (schematised), Stage 3 (change) and Stage 4 (newly schematised), excluding 
trials with response errors. Msec = milliseconds 
 
Thus, the inter-beat interval data revealed an effect of varying cognitive load, similar 
to the reaction time latencies data, with higher inter-beat interval difference scores for 
the conceptual and contingency change trials than for the trials in which the 
contingencies were supposedly schematised. In contrast with the reaction time data, 
no effect of condition nor conduciveness were found for inter-beat interval.  
 
EMG. Facial EMG measured over the corrugator also did not show a significant main 
effect of Condition (F (2, 84) = 1.82, p = .168, n.s.) nor an interaction with any of the 
other factors (Stage x Condition: F (6, 252) = 1.10, p = .36, n.s.; Conduciveness x 
Condition: F (2, 84) = 1.37, p = .26, n.s.; three-way interaction F < 1, n.s.). A main 
effect for Conduciveness was expected, with higher corrugator activity in response to 
the obstructive compared to the conducive situation. Although the graph depicted in 
figure 4.3 indicates that the data largely are in line with this prediction, the effect was 
a small trend (Flinear (1, 84) = 2.32, p = .13, η2 = .03) with a small effect size. There 
was no main effect of Stage or interaction effect of Stage and Conduciveness (both F 
< 1, n.s.).  
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Figure 4.3. Mean EMG activity measured over the Corrugator Supercilii (in difference 
scores of 5 seconds after event onset – 5 seconds before event onset), trials with 
response errors excluded, to the enemy and friend in Stage 1 (conceptual), Stage 2 
(schematised), Stage 3 (change) and Stage 4 (newly schematised. Delta microV = 
difference score expressed in microVolts 
 
As the analysis for which all observations were included showed an interaction effect 
for Condition with Conduciveness (F (2, 89) = 2.50 p = .088), combined with the p-
values below .2 for the main effect of Condition mentioned above in the analysis 
excluding error trials, an analysis was performed for each of the conditions separately. 
This analysis showed a main effect for Conduciveness in the schematic condition for 
the data including all observations (Flinear (1, 29) = 5.52 p = .026, η2 = .16), which was 
not significant in the arbitrary or control condition (both: F < 1, n.s.). When only the 
results from the correct trials were analysed, this effect for the schematic condition 
again occurred (Flinear (1, 29) = 4.14, p = .051, η2 = .13). Figure 4.4 depicts the data 
plots for each of the three conditions, and indicates that the schematic condition was 
characterised with a consistently higher corrugator difference score for the enemy 
than for the friend, irrespective of the stage. Figure 4.4b and c indicate no such effect 
for the other conditions. Again, no cubic trend for Stage, and no significant interaction 
between Stage and Conduciveness were found for any of the conditions when 
analysed separately. 
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Figure 4.4a, b, c (left to right). EMG activity change (in difference scores of 5 seconds 
after event onset – 5 seconds before event onset) excluding response error trials to the 
enemy and friend in Stage 1 (conceptual), Stage 2 (schematised), Stage 3 (change) 
and Stage 4 (newly schematised) for each of the three conditions (a = schematic, b = 
arbitrary, and c = control condition). Delta microV = difference score expressed in 
microVolts. 
 
The facial EMG measured over the zygomatic region, did not show a significant main 
or interaction effect  involving Condition (all F < 1, n.s.) nor significant interaction 
effects in the analysis for which all cases were included. In contrast to experiment 1 
and the predictions, zygomatic activity did not show a cubic trend across the levels of 
the Stage factor nor a main effect for Conduciveness (both F < 1, n.s.). However, the 
analysis revealed a significant linear interaction of Stage x Conduciveness (F (1, 88) = 
4.23, p = .043, η2 = .05). As figure 4.5 illustrates, higher zygomatic activity was 
observed for the friend in the stages after reversal of the enemy-friend contingency 
whereas before reversal virtually no difference between enemy and friend was 
observed.  
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Figure 4.5. EMG activity change measured over the Zygomaticus Major to the enemy 
and friend in Stage 1 (conceptual), Stage 2 (schematised), Stage 3 (change) and Stage 
4 (newly schematised) averaged over all conditions. Data excluding response error 
trials are presented . Delta microV = difference score expressed in microVolts 
(difference scores of 5 seconds after event onset – 5 seconds before event onset). 
 
General muscle tension indexed by forearm extensor activity was also expected to 
show an effect of Conduciveness. Again, the conditions did not significantly affect the 
muscle tension data (F (2, 84) = 1.31, p = .28, n.s.) and did not show any interaction 
effect in the univariate analysis (Stage x Condition: F (5.3, 235.1) = 1.67, p = .14, n.s.; 
Conduciveness x Condition: F (2, 84) = 1.27, p = .29, n.s.; Conduciveness x Stage x 
Condition: F < 1, n.s.). The graph depicted in figure 4.6 suggests partly in line with 
the predictions that the forearm extensor was higher for the enemy than for the friend 
in all stages apart for those trials after contingency change. For the latter stage, the 
forearm extensor was higher in response to the friend than in response to the enemy. 
However, the analysis revealed no significant effect of Conduciveness (F < 1, n.s.), 
and no interaction effect of Conduciveness with Stage (F (1, 88) = 1.92, p = .17, n.s.). 
Furthermore, there was no significant cubic trend (F < 1, n.s.). As with the corrugator 
and zygomatic activity, the forearm extensor activity appeared to be on average higher 
before onset than after onset of the event, as all values are slightly negative.  
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Figure 4.6. EMG activity change measured over the Forearm to the enemy and friend 
in Stage 1 (conceptual), Stage 2 (schematised), Stage 3 (change) and Stage 4 (newly 
schematised) averaged over all conditions. Data excluding response error trials are 
presented . Delta microV = difference score expressed in microVolts (difference 
scores of 5 seconds after event onset – 5 seconds before event onset). 
 
In summary, the averaged difference scores for corrugator activity indicate higher 
corrugator activity in response to the enemy than to the friend, but in the schematic 
condition only. This difference was stable across the stages, and was not affected by 
the contingency manipulation. No effects for Conduciveness nor Stage were found in 
the arbitrary and control condition. Contrary to the results of experiment 1, no main 
effect was found for Conduciveness in the zygomatic activity difference scores in any 
of the conditions. However, an increase in zygomatic activity in response to the friend 
was observed between the stage in which the contingencies were changed from the 
stage in which the contingencies were supposedly schematised. Forearm extensor 
activity, which was used as an index of general muscle tension, did not show 
significant effects. Facial EMG as well as forearm extensor activity scores show 
overall slight negative values, indicative of higher muscle tension before event onset 
than after event onset.  
 
Skin conductance response magnitude. The analysis of the skin conductance data 
showed an effect of Condition (F (2, 84) = 6.89, p = .002). To better understand where 
the difference originated, the data were analysed separately for each condition. For the 
schematic condition, this analysis indicated that the cubic trend was not significant (F 
< 1, n.s.), and that there was no main effect for Conduciveness (F (1, 29) = 1.21, p = 
.28, n.s.). The predicted interaction between Stage and Conduciveness measured from 
stage 2 to stage 3 is also not significant (F < 1, n.s.). Post-hoc explorations of trends in 
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the full 2 x 4 x 3 analysis revealed a linear trend across the levels of the Stage factor 
(Flinear (1, 29) = 2.72, p = .110) indicative of decreasing response magnitudes with 
time. Figure 4.7a however indicates that this linear trend was mostly present for the 
enemy data, whilst the friend data follows a more cubic trend.  
 
In the arbitrary condition, the pattern of results were quite different to those of the 
schematic condition (see also figure 4.7a and b). Similar to the schematic condition is 
the absence of a significant cubic effect for Stage (Fcubic < 1, n.s.) and a main effect 
for Conduciveness (F (1, 27) = 1.50, p = .23, n.s.). However, the analysis performed 
to test the Stage x Conduciveness interaction for stage 2 and 3 indicated a main effect 
of Conduciveness (F (1, 27) = 3.69, p = .066, η2 = .12) between those two stages, 
although this effect does not reach the critical level of significance (see also figure 
4.7). The Stage x Conduciveness interaction was not significant in this analysis (F < 
1, n.s.). As figure 4.7b illustrates, and in contrast to what was expected, the friend 
character elicited higher skin conductance response magnitudes than the enemy for 
the experimental stages corresponding to before, during and after contingency 
reversal. The graph displayed in figure 4.7b indicates that the reversal had some effect 
on the magnitudes though, as the difference between the friend and the enemy was 
dampened compared to the difference between enemy and friend before and later after 
reversal. The interaction between Stage and Conduciveness however was not 
significant (F < 1, n.s.). The start of the experiment was characterised by a higher 
response magnitude to the enemy compared to the other levels of the Stage factor, 
whereas at this stage the difference between enemy and friend was relatively small. 
 
The results of the control condition corresponded better to some of the hypotheses 
than the schematic and arbitrary conditions. In this condition, a significant cubic trend 
was found for Stage (Fcubic (1, 28) = 4.92, p = .035, η2 = .15) and not much effect of 
Conduciveness by itself (Flinear (1, 28) = 2.13, p = .155, n.s., η2 = .07). The Stage x 
Conduciveness interaction was not significant (F (1, 28) = 2.59, p = .12, η2 = .08) but 
showed a slight trend indicative of some effect. As expected and discernible in figure 
4.7c, the magnitudes at the start of the experiment and at the moment where the 
contingencies were reversed were relatively high, with no difference between enemy 
and friend. The response magnitude was lower in the schematised stage with, similar 
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to the arbitrary condition, increased response magnitudes to the friend compared to 
the enemy, which virtually disappears at stage 3 when the new characters were 
introduced without schematic association. Note also that the response magnitudes 
were lower for the control condition than for the schematic and arbitrary conditions, 
which probably caused the significant main effect for Condition.  
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Figure 4.7a, b, c (left to right). Mean skin conductance response magnitudes, 
excluding trials with response errors, to the enemy and friend in Stage 1 (conceptual), 
Stage 2 (schematised), Stage 3 (change) and Stage 4 (newly schematised) for each of 
the three conditions (a = schematic, b = arbitrary, and c = control condition). 
Response magnitudes are expressed in the logarithm of the z-score + 3. 
 
In summary, the schematic condition did not show any effect of the manipulations on 
the skin conductance response magnitudes. The arbitrary condition, however, showed 
an effect of Conduciveness in the stages just before contingency change and after 
contingency change, with higher magnitudes in response to the friend than to the 
enemy. This difference between enemy and friend was somewhat muted in the trials 
after contingency change (in particular for the data set for which error trials were 
removed). Effects of Stage were found for the control condition, with higher response 
magnitudes for the conceptual and change stages, and lower responses in the 
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schematised stages. Furthermore, in this condition a Conduciveness x Stage 
interaction trend was consistently found, a trend caused by higher skin conductance 
response magnitudes in response to the friend than to the enemy in the schematised 
stage, a difference that dissipated in the stage where new representations of the 
characters were introduced. The higher response magnitudes related to the appearance 
of the friend was thus obtained for both the arbitrary and the control condition in some 
of the stages, although this effect was not predicted.  
 
Skin temperature slope. The exploration of the data performed preceding the analysis 
revealed that two cases had extreme values (i.e. values which were more than 3 times 
the inter-quartile range) in more than one of the cells. Hence these cases were 
excluded from further analysis. The factor Condition did not have any significant 
effect on the skin temperature slope (Stage x Condition: F (6, 240) = 1.19, p = .31, 
n.s.; rest F < 1, n.s.), and is therefore not further considered. The analysis further 
showed that the predicted effect of Conduciveness was not significant (F (1, 80) = 
1.78, p = .19, η2 = .02). A cubic trend was not observed across the levels of the Stage 
factor (Fcubic (1, 80) = 1.4, p = .24, η2 = .02, n.s), although figure 4.8 indicates that the 
slopes from the start of the experiment increase slightly to the stage before reversal, 
after which the slopes decreased. Furthermore, the Conduciveness x Stage interaction 
was also not significant (F < 1, n.s.). Thus, the skin temperature data did not show the 
expected difference for Conduciveness. No other effects were found.  
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Figure 4.8. Mean skin temperature changes to the enemy and friend in Stage 1 
(conceptual), Stage 2 (schematised), Stage 3 (change) and Stage 4 (newly 
schematised). Data of the skin temperature slopes exclude trials with response errors, 
and are expressed in the first derivative of the skin temperature changes over 5 
seconds.  
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Emotion self report. Despite methodological efforts to reduce skewness, the self-
report data for the negative emotion labels were positively skewed (towards the lower 
end of the scale). The positive emotion labels showed slight negative skewness. To 
normalise the data, arcsin transformations were performed on all variables (e.g. 
Kenny, 1987, p.82). This particular type of transformation stretches both tails of the 
distributions, and is hence useful in the present case where the negative emotion 
scales showed positive skewness and the positive emotion scales showed slight 
negative skewness. To bring the range of values between –1 and 1 for the 
transformation to have optimal effect, 5 was subtracted before dividing (x-5) by four, 
resulting in arcsin ((x-5)/4). This transformation indeed reduced skewness to below 1 
for all measures without overly overcorrecting, and were further analysed using F-
tests.  
 
Due to a technical problem, the data for one of the participants were partly missing, 
therefore the data of this participant were excluded. The MANOVA showed, as 
expected, a main effect for Conduciveness (F (8, 81) = 2.32, p = .027), but also a 
trend for Level (F (16, 73) = 1.51, p = .11). Condition had no effect on self-report (F < 
1, n.s.). The univariate analyses showed that the Conduciveness manipulations 
differently affected reported levels of resignation (F (1, 88) = 6.17, p = .015, η2 = 
.066), disappointment (F (1, 88) = 4.61, p = .034, η2 = .05), relief (F (1, 88) = 10.81, p 
= .001, η2 = .11), and feeling fine (F (1, 88) = 13.455, p = .00, η2 = .13). The trend for 
Level in the multivariate analysis was primarily caused by significant effects for 
challenge (F (1.8, 160.4) = 4.59, p = .014, η2 = .05), resignation (F (1.9, 167.3) = 
3.29, p = .04, η2 = .036), and disappointment (F (1.9, 175.5) = 4.67, p = .011, η2 = 
.05). Figure 4.9 and 4.10 depict the graphs for the self-reports, and indicate that 
participants reported higher levels of resignation and disappointment with the enemy 
than with the friend. The appearance of the friend induced higher levels of reported 
relief and feeling fine compared to the enemy. The reported levels of challenge 
increased with the scope of the game, and the reported levels of resignation and 
disappointment decreased over the scope of the game.  
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Reported emotion intensities as a function of the 
manipulated Conduciveness
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Figure 4.9. Mean reported emotion intensities as a function of the manipulated 
conduciveness (friend) or obstructiveness (enemy) of game events for all conditions. 
 
Reported emotion intensities as a function of the stages 
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Figure 4.10. Mean reported emotion intensities as a function of the stages in the 
experiment (Stage 1 to 3, corresponding to the conceptual, schematised and change-
stages respectively), averaged over the friend and enemy-manipulations for all 
conditions.  
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4.3.3. Coping Potential 
 
Reaction times and errors. The percentage errors, when the player picked up the big 
gun when in low power mode and vice versa, are depicted in table 4.4. Once again, all 
five blocks of the experiment are included to illustrate the process of schematisation. 
Table 4.4 illustrates that the percentage error is relatively high at the start of the 
experiment and decreases across the blocks which were hypothesised to reflect 
schematisation. At the moment where the power symbol and meaning are reversed 
(block 4), the errors increase quite sharply after which they decrease again at the end 
of the experiment. Indeed, the differences within the different stages of the 
experiment, when aggregating the data over the Coping Potential levels, are 
significant according to the Friedman test for k-related samples (χ2 = 28.06, p = .00, 
with n = 92, and df = 4). This test performed on the high and low power trials, 
aggregating over the stages, shows no significant difference (χ2 < 1, n.s.), hence no 
difference in percentage error to the low or high power modes.   
 
Table 4.4. Percentage error (expressed as the total number of errors divided by n* 
number of trials) as a function of the power mode at each of the experimental blocks. 
 block 1 
=stage 1 
 block 2 block 3 
=stage 2 
block 4 
=stage 3 
block 5 
=stage 4 
      
Low power 4.35 3.99 2.90 9.06 7.25 
High power 5.80 3.62 1.81 10.51 6.88 
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Figure 4.11. Mean reaction times to the low shooting power and high shooting power 
mode in Stage 1 (conceptual), Stage 2 (schematised), Stage 3 (reversal) and Stage 4 
(newly schematised). Reaction times excluding trials with response errors. 
 128
For the coping manipulation, the reaction time written to the logfile was calculated as 
the difference between the onset of the ship icon on the screen and the moment either 
one of the two guns placed at the horizontal extremes of the screen was touched and 
collected. These reaction time data were to an extent flawed by the fact that the small 
ship potentially reaches the target slightly later than the big ship, due to its size, which 
would make the reaction times longer for the small ship than for the large ship. To 
correct for the flaw, the reaction times were adjusted on the basis of files which 
contained a running log of the mouse movement for each coping manipulation (these 
mouse movements were written to file with a sampling rate of 10Hz). The reaction 
time was thus instantiated as the point in time when the movements of the player’s 
ship approached zero velocity after acceleration towards target, and when this pause 
occurred maximally 25 pixels from the gun. This ensured that the reaction times were 
directly comparable between high and low power trials. 
 
The reaction time latencies showed, as expected, a significant cubic trend (Fcubic (1, 
87) = 25.79, p = .00, η2 = .23). As figure 4.11 illustrates, the reaction times sharply 
increased after reversal, compared with the schematised stage before reversal. 
Relearning the reversed contingency reduced the reaction times, however the reaction 
times remained higher for the last stage than they were at the start of the experiment 
and before reversal. The coping manipulations also differently affected the reaction 
times (F linear (1, 87) = 7.21, p = .009, η2 = .077). In particular in the first two stages, 
the reaction times were longer for low power than for high power. This difference 
persisted after reversal, at stage 3. Hence, the 2 (Stage) x 2 (Coping Potential) was not 
significant (F(1, 87) = 1.04, n.s.). The difference in reaction time between high and 
low power was, however, reduced after reversal, and non-existent at the end of the 
experiment.  
 
In summary, the number of response errors (expressed in percentage error) showed an 
effect of training, with a relatively high number of errors at the start of the game 
which monotonically decrease for the trials prior to contingency reversal. After 
reversal, the errors sharply increase, even surpassing the original percentage and 
reduce somewhat after relearning the new contingencies. No difference was found 
between the high and low power trials. The reaction time latencies reflect a similar 
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effect with regard to Stage, with longer reaction times at the start of the game and 
after reversal and shorter reaction times for the schematised stages. In addition, a main 
effect was found for coping potential, with longer reaction times for the low power 
trials than for the high power trials. This effect was most pronounced in the first two 
stages of the experiment, and reversal of the contingencies weakened, but did not 
reverse or annul the difference.  
 
Inter-beat interval. The analysis of the inter-beat interval did not show a cubic trend 
across the factor Stage (F cubic < 1, n.s.) contrary to what was expected. Figure 4.12 
shows, instead of a predicted decrease from stage 1 to 2, that the inter-beat interval 
increased from stage 1 through to stage 3 (discrepant). As predicted, the inter-beat 
interval was high at stage 3 and decreased from stage 3 to stage 4. Post-hoc analysis 
of the quadratic trend which describes such a relation indeed was strong (Fquadratic (1, 
87) = 20.76, p = .00, η2 = .19). Furthermore, Coping Potential showed a trend (Flinear 
(1, 87) = 2.91, p = .092, η2 = .032), and as figure 4.12 attests, the inter-beat interval 
was higher after the start of the experiment when the player had low power than when 
the player had high power. There was no interaction effect of Coping Potential from 
stage 2 (schematised) to stage 3 (discrepant) (F < 1, n.s.).  
 
Thus, a partial effect of cognitive load was found, with lower inter-beat intervals in 
the schematised stages than in the discrepant stage. This was not the case for the 
conceptual stage, for which the inter-beat interval was the shortest. Furthermore, an 
effect of shooting power was found, with higher inter-beat intervals in response to the 
low power trials than to the high power trials. This effect corresponds to the 
predictions (see table 4.1).  
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Figure 4.12. Mean inter-beat interval (IBI) to the low shooting power and high 
shooting power mode in Stage 1 (conceptual), Stage 2 (schematised), Stage 3 
(reversal) and Stage 4 (newly schematised). Inter-beat interval excluding trials with 
response errors, expressed in difference scores of 5 seconds after event onset – 5 
seconds before event onset . delta IBI in msec = difference scores of IBI in 
milliseconds. 
 
EMG. Main effects of Coping Potential were anticipated for the expressive measures, 
with increased muscle activity measured around the corrugator and zygomatic when 
the player has low power compared to having high power (see table 4.1 and the 
Pecchinenda and Kappas data). These predictions were not confirmed in these data 
(both measures: F < 1, n.s.). However, corrugator did show a significant Stage x 
Conduciveness interaction (F (1, 87) = 5.52, p = .021, η2 = .06), which would indicate 
some effect of the reversal manipulation. Figure 4.13 depicts the effect, and indicates 
that the corrugator activity decreased in the low power trials at the moment before 
reversal compared to the start of the experiment, and increased at the discrepant stage. 
The corrugator activity in response to the high power situation did not involve much 
variation, and remained reasonably steady across the levels of the Stage factor. The 
result was that the difference between high and low power manipulations at stage 2 
was relatively pronounced whilst at the discrepant stage this difference was 
negligible. The general cubic trend for Stage was just significant (Fcubic (1, 87) = 3.73 
p = .057, η2 = .04). The relatively low effect size is probably due to the cubic profile 
evident for the low power case, which was not observed for the high power cases (see 
above and figure 4.13).  
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Figure 4.13. Mean corrugator activity (in difference scores of 5 seconds after event 
onset – 5 seconds before event onset) to the low shooting power and high shooting 
power mode in Stage 1 (conceptual), Stage 2 (schematised), Stage 3 (reversal) and 
Stage 4 (newly schematised). Delta microV = difference score expressed in 
microVolts. 
 
Zygomatic activity did not show a cubic trend for Stage (Fcubic < 1) nor a significant 
Coping Potential x Stage interaction (F < 1). As figure 4.14 shows, there was 
increasing activity from the start of the experiment to the moment before reversal 
(stage 2), after which zygomatic activity decreased somewhat, as confirmed by a post-
hoc test of the quadratic effect of Stage (Fquadratic (1, 87) = 6.28, p = .014, η2 = .067).  
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Figure 4.14. Mean zygomatic activity (in difference scores of 5 seconds after event 
onset – 5 seconds before event onset) to the low shooting power and high shooting 
power mode in Stage 1 (conceptual), Stage 2 (schematised), Stage 3 (reversal) and 
Stage 4 (newly schematised). Zygomatic activity excluding trials with response errors 
is presented. Delta microV = difference score expressed in microVolts. 
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General muscle tension measured over the forearm extensor of the nondominant arm 
was expected to increase with low power compared to high shooting power. The 
analysis did not directly reflect such an effect (Coping Potential : F < 1, n.s.), nor was 
there a significant cubic trend of Stage (F < 1). The Stage x Coping Potential 
interaction also was not significant (F(1, 89) = 2.03, p = .16, n.s.).  
 
In summary, the facial EMG data suggests that the facial expression did not vary 
much in response to the manipulations. Whereas there was no effect of Coping 
Potential for zygomatic activity, the corrugator activity data showed varying muscle 
activity in response to the low power manipulations across the stages: Lower 
corrugator activity was found in the schematised stage when the shooting power was 
manipulated to be low than when the shooting power was high. This difference was 
not observed for any of the other stages, although figure 4.13 suggests a similar trend 
for the newly schematised stage. Activity measured over the forearm extensor of the 
non-dominant arm revealed no effects of the manipulations. Again, the EMG data is 
characterised by negative difference scores, suggesting higher muscular activity 
before the event onset than after the event onset.  
 
Skin conductance response magnitude. Similar to the conduciveness manipulations, a 
significant Stage and Coping Potential interaction was expected, reflecting a 
schematic appraisal effect in the reversal manipulations. The analysis showed 
however no such effect (F (1, 89) = 1.73, p = .19, η2 = .019, n.s.). The cubic trend 
across Stage was also not significant (F < 1). A significant main effect for Coping 
Potential was found (F (1, 87) = 3.76 p = .056, η2 = .041). As figure 4.15 shows, the 
high power situations were related to higher response magnitudes than the low power 
situations in all stages except at the start of the experiment, and the reversal had no 
effect on the response magnitudes. This difference between the high and low coping 
potential manipulations is generally consistent with the hypothesis for coping 
potential (see table 4.1), and is in line with evidence presented by Pecchinenda and 
Smith (1996) and Kirby and Smith (1996). The relatively consistent linear response 
magnitudes across the trials is reflected in a significant trend for Stage (Flinear (1, 87) = 
24.81, p = .00, η2 = .22) with a high effect size. 
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Figure 4.15. Mean skin conductance response magnitudes (z-scored and log-
transformed on z-scores + 3 to normalise the data) to the high versus low shooting 
power modes in Stage 1 (conceptual), Stage 2 (schematised), Stage 3 (change) and 
Stage 4 (newly schematised). Response magnitudes excluding trials with response 
errors are presented. 
 
In summary, the prediction that the discrepant cases would show a pattern of results 
reversed to those of the schematised stages was not confirmed. Instead, a main effect 
of Coping Potential was found, with higher skin conductance response magnitudes 
when the shooting power was indicated to be high, and lower magnitudes when the 
power was indicated to be low, irrespective of the ship size. This suggests that the 
learned, schematised meaning of the ship size did not affect the skin conductance 
responses but rather that the differences in response magnitudes were determined by 
the conceptual knowledge of what the ship size represented.  
 
Skin temperature slope. A linear effect for Coping Potential was expected, but not 
found in the analysis (F < 1, n.s.). Also, the cubic trend across Stage was not 
significant (F < 1) nor was the interaction between Stage and Coping Potential (F < 
1). The data showed an increase of the slope from the start of the experiment to the 
second and third stages of the experiment, after which the slope decreased, and turned 
negative at the end of the experiment.. This post-hoc test of the quadratic trend across 
the levels of the Stage factor was significant (Fquadratic (1, 87) = 6.55, p = .012, η2 = 
.07). Thus, similar to the conduciveness manipulation, skin temperature did not show 
an effect of the manipulations.  
 
Emotion self-report. As with Conduciveness, the data of 1 participant were partly 
missing, hence one case was dropped from the analysis. After the arcsin 
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transformations (see above) the data were analysed in a 2 (Coping Potential: high 
versus low) by 3 (Stage) full-factorial within-subjects MANOVA. This analysis 
showed a significant effect of Coping Potential (F (8, 83) = 4.06, p = .00), and a main 
effect for Stage (F (16, 348) = 1.76, p = .035) and these effects were further examined 
with univariate ANOVAs for each of the emotion labels. These univariate analyses 
showed that the manipulations of Coping Potential affected the reported levels of 
challenge (F (1, 90) = 13.11, p = .00, η2 = .13), relief (F (1, 90) = 11.95, p = .001, η2 
= .12), and feeling fine (F (1, 90) = 14.68, p = .00, η2 = .14) where high power was 
related to higher levels of these emotions than low power. Low power was related to 
higher reported intensities of resignation (F (1, 90) = 13.77, p = .00, η2 = .13), 
disappointment (F (1, 90) =  25.69, p = .00, η2 = .22), and irritation (F (1, 90) = 11.2, 
p = .001, η2 = .11) (see also figure 4.16). The factor Stage affected the reported levels 
of boredom (F (1.8, 169.9) = 3.43, p = .037, η2 = .04) and irritation (F (1.6, 138.1) = 
4.72, p = .017, η2 = .05). See figure 4.17 for a graph of the data, which shows that 
increasingly higher intensities of boredom and irritation were reported across the 
stages of the experiment, the latter in particular for the low power trials.  
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Figure 4.16. Mean reported emotion intensities as a function of the manipulated high 
coping (high shooting power) or low coping potential (low shooting power) of game 
events, averaged over the three stages. 
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Reported emotion intensities as a function of the stages 
(conceptual, schematised, change/discrepant)
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Figure 4.17. Mean reported emotion intensities as a function of the stages in the 
experiment (Stage 1 to 3, corresponding to the conceptual, schematised and discrepant 
stages respectively), averaged over the shooting power manipulations. 
 
The intensities of two emotions, irritation and challenge, were affected by the Coping 
Potential manipulation, whilst these emotions did not show a significant effect of the 
Conduciveness manipulations. This would suggest that perhaps different emotions are 
more closely associated to one appraisal dimension rather than to the other, which is 
what some appraisal theorists actually suggest (e.g. Smith & Lazarus, 1990; Lazarus, 
1991a). To test this post-hoc hypothesis, a 2 (Appraisal: Conduciveness vs. Coping 
Potential) x 2 (Intensity on appraisal dimension: high vs. low) x 3 (Stage: 1 vs. 2 vs. 
3) MANOVA was carried out on all emotion labels, but this analysis did not show a 
significant main effect for Appraisal (F < 1) nor for the interaction of Appraisal with 
Intensity (F < 1).  
 
4.3.4. Exit interview: Appraisal questions and reported levels of involvement and 
cognitive load.  
 
Reported levels of involvement. The level of feeling involved in the game did not 
differ between the three between-subjects conditions (F < 1, n.s.) neither did the 
participants in the three conditions differ in their goals in the game (to be the best, to 
have fun, to perform the best in their abilities, or to win the cash prize; all F < 1, n.s.). 
Thus, the players in the three conditions seemed to be homogeneous with respect to 
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their motivations and involvement, both factors which could influence the emotions 
experienced during the game. Table 4.5 lists the average reported intensities (and 
standard deviations) of involvement and the different goals in the game. 
 
Table 4.5. Means (and standard deviations in brackets) for the involvement scale and 
the reported goals (being the best = best, have fun, to perform the best in their abilities 
= ability best, or to win the cash prize = cash prize) as a function of the conditions. 
The averages for all cases are also given. All scales were 5-point Likert scales (1-5), 
with 1 corresponding to “not at all” and 5 to “completely”.  
 Schematic 
(n=30) 
Arbitrary 
(n=31) 
Control 
(n=31) 
Total 
(n=92) 
Involvement. 3.83 (.87) 3.97 (.79) 4.12 (.88) 3.98 (.85) 
Goals:     
Best 2.93 (1.14) 3.06 (1.29) 2.8  (1.28) 2.93 (1.23) 
Have fun 3.67 (.99) 3.74 (1.00) 3.97 (1.22) 3.79 (1.07) 
Ability best 4.57 (.56) 4.42 (1.09) 4.35 (.98) 4.45 (.91) 
Cash prize 2.03 (1.25) 1.81 (1.17) 2.00 (1.15) 1.94 (1.18) 
 
 
Reported effects of contingency change. The results of the questions concerning the 
way the contingency change affected the player’s concentration or response tendency 
are summarised in table 4.6. The three between-subjects conditions did not 
significantly affect the way the contingency change was perceived (inhibit : F (2, 89) 
= 1.69, p = .19, n.s. other items F < 1), although the participants in the control 
condition consistently reported lower levels of need to inhibit and to concentrate, and 
less confusion and perceiving conflict when responding. The arbitrary condition 
scored highest on all items, with more pronounced differences between the schematic 
condition and the arbitrary condition on the “perceiving conflict” and “confused” 
items. Thus, the cognitive load was perceived as moderate to high, irrespective of 
whether the contingencies were reversed (as was the case in the arbitrary and 
schematic condition) or involved renewed representations without prior evaluative 
meaning (as was the case in the control condition).  
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Table 4.6. Means (+ standard deviations) for each condition separate and for all cases 
of the reported questions concerning the subjectively assessed effects of the discrepant 
cases on their general cognitive load.  
 Schematic 
(n=30) 
Arbitrary 
(n=31) 
Control 
(n=31) 
Total 
(n=92) 
Concentration 3.43 (1.33) 3.48 (1.29) 3.26 (1.15) 3.39 (1.25) 
Inhibit 3.33 (1.06) 3.39 (1.20) 2.90 (1.14) 3.21 (1.14) 
Confusing 2.50 (0.94) 2.65 (1.20) 2.39 (1.15) 2.51 (1.09) 
Conflict 2.57 (1.28) 2.68 (1.19) 2.52 (1.21) 2.59 (1.21) 
Note: The scales reflect to what extent the contingency change affected the player’s level of 
concentration (= “concentration”), to what extent the player had to inhibit a tendency to respond in 
accordance with the previously learned meaning (= “inhibit”), and to what extent the manipulation was 
perceived as confusing (= “confusing”), or as resulting in a response conflict when responding to the 
event (= “conflict”). Responses were marked on a 5-point scale, with the value 1 representing 
“completely” and 5 “not at all”.  
 
Reported appraisals of manipulated events. The questions concerning the participant’s 
appraisals of the manipulated events were analysed in separate 2 (Manipulated 
appraisal : Conduciveness vs. Coping Potential) x 2 (Manipulated intensity of 
appraisal: high vs. low) within-subjects ANOVAs to test whether the manipulations 
affected the reported appraisals as intended. This analysis revealed no main effect of 
Appraisal for the question concerning the appraisal of goal conduciveness (F < 1), but 
main effects were found for the measure of appraised coping potential (F (1, 91) = 
15.62, p = .00, η2 = .15) and for importance (F (1, 91) = 4.43, p = .038, η2 = .05). The 
appraisals showed a main effect of Intensity, as were to be expected, for 
conduciveness and coping potential (goal conduciveness: F (1, 91) = 310.7, p = .00,  
η2 = .77; coping potential: F (1, 91) = 165.92, p = .00, η2 = .65), but, somewhat 
surprisingly, importance also showed a strong Intensity effect (F (1, 91) = 46.1, p = 
.00, , η2 = .34). As figure 4.18 indicates, the enemy and low power events were 
appraised as more important than the friend and high power events. Furthermore, a 
significant interaction effect was found for the appraised coping potential (Appraisal x 
Intensity: F (1, 91) = 22.51, p = .00, η2 = .20). See figure 4.18 for a graph of the 
reported appraisals for each of the event types.  
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Figure 4.18. Mean reported appraisals on the Conduciveness, Copping Potential and 
Importance dimensions of four events (high power versus low power which are 
manipulations of Coping Potential, and friend versus enemy which are manipulations 
of Conduciveness). Scale: value 1 = conducive, high coping potential and highly 
important, 3 = neutral, 5 = obstructive, low coping potential and not at all important.  
 
For Conduciveness, a separate 2 (Intensity: conducive vs. obstructive) x 3 (Condition: 
schematic vs. arbitrary vs. control) mixed model analysis of variance was performed 
to test whether the reported appraisals differed for the conditions. The analysis 
indicated that the conditions had no significant effect on the reported appraisals 
(Intensity x Condition: goal conduciveness F (2, 89) = 2.4, p = .10; coping potential F 
(2, 89) = 1.82, p = .17; importance F (2, 89) < 1).  
 
In summary, the results of the appraisal self-report data shows that the friend and 
enemy instantiations were indeed appraised as conducive and obstructive respectively. 
The results were similar for the low and high shooting power events, for which the 
players appraised their coping potential as low and high respectively. However, these 
manipulations also differentially affected the reported levels of appraised importance, 
with the low power and enemy-events being appraised as more important than the 
high power and friend-events. Furthermore, the manipulated appraisals not only 
affected the corresponding appraisal dimension: Both the low power and appearance 
of enemy were considered as obstructive, and high power and the appearance of the 
friend as conducive. A similar story holds for the perceived coping potential (i.e. low 
appraised coping potential when the enemy appeared and for the low power trials, and 
high coping potential for the friend- and high power trials), although the significant 
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interaction effect for coping potential suggests that the reported levels of coping 
potential were not as dependent on the manipulated conduciveness events as on the 
manipulated coping potential events (see also figure 4.18).  
 
 
4.4. Discussion 
 
This study attempted to replicate the findings of experiment 1, and featured a number 
of methodological changes to improve the experimental design. Importantly, these 
changes comprised a switch from an auditory stimulus to a visual stimulus as a signal 
for the nature of the character (friend or enemy), and the inclusion of a control 
condition in which the reversal of contingencies did not take place. Furthermore, in 
this study the dimension of coping potential was manipulated to test whether coping 
potential can be appraised at a schematic level, and whether the schematic appraisal of 
coping potential persists in mobilising ANS and SNS activity despite conceptual 
appraisal of coping potential being more adaptive in the game. First, the results for the 
conduciveness appraisal are discussed and compared to the results found in 
experiment 1. See table 4.7 for a summary of the results of the psychophysiological 
variables and reaction time latency within each of the conditions, but for only two of 
the stages of the experiment (i.e. just before and just after reversal) to simplify the 
reading of the table. The extent to which the results confirm the predictions are 
indicated in the last column of the table. Then, the results for the coping potential 
manipulations are summarised (see also table 4.8) after which, finally, some general 
observations are made, comparing the results of both dimensions and addressing some 
of the self-report data.  
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 Table 4.7. Summary of the main effects of experiment 2, expressed in increases or decreases with respect to each of the within-subjects 
conditions.  
 schematic (or all) arbitrary control  
 Before 
reversal 
After 
reversal 
Before 
reversal 
After 
reversal 
Before 
change 
After 
change 
Confirmed 
predictions? 
Measure: En Fr      En Fr En Fr En Fr En Fr En Fr  
Reaction time 0 0 + ++ 0 0 + + 0 0 + + S+C: Yes, A: No
SNS              
Corrugator             + - + - 0 0 0 0 0 0 0 0 S: Yes, A+C: No
Zygomatic1 0 0 0 +         ly Part
Forearm Extensor1 0             0 0 0 No
ANS              
Inter-beat interval1 0 0 + +         es Y
SC magnitude first response 0 0 0 0 - + - + (-) (0) + + S+A: No,  
C: Partly 
Skin temperature slope1 0            0 0 0 No 
Note: The data excluding reaction time errors are reported, unless otherwise noted (as in the case of the results of corrugator and zygomatic activity, where both analyses are 
summarised). The effects are expressed in terms of higher/lower/no change relative to the other conditions. SC = skin conductance. + = higher; - = lower; 0 = no significant 
difference.  In the last column: S = schematic condition; A = arbitrary; C = control; all = all conditions . 1 Dependent variables marked with the number one (1) depict effects 
found for the analysis in which the levels of the conditions-factor were collapsed.  Results in brackets indicate that the difference between the levels of the factor is a trend (p 
~.1). Only two levels of the Contingency-factor are reported, for ease of interpretation of the table. 
 
 
4.4.1. Conduciveness 
 
The percentages of errors made at the start of the experiment were higher for the 
arbitrary and the control condition than for the schematic condition, which is in line 
with the rationale behind the choice of icons, that is, that the meaning of the abstract 
facial expressions used in the schematic condition was already present, or schematised 
through exposure to the determining features in daily life. The use of the icons made 
the task easier for the participants to decide whether the character represented a friend 
or an enemy and to select the appropriate response. This is further supported by the 
findings that the reaction times were lower for the schematic condition than for the 
arbitrary and control condition in the first stage of the experiment.  
 
For all three conditions, the reaction times showed a strong effect of varying cognitive 
load, with longer reaction times in the conceptual and change stages of the 
experiment, and shorter reaction times for the schematised stages. This effect is 
similar to that found in experiment 1, where the discrepant trials were characterised 
by longer reaction times than the schematised trials, in particular for the analysis in 
which all cases were retained. The finding that the reaction times were high at the 
start of the experiment, then decreased for the stage before contingency change, 
provides support for the claim that the meaning of the character symbols was well-
learned or schematised at these stages.  
 
More importantly, the analyses yielded interaction effects between the conduciveness 
and the stages before and after contingency change for the schematic condition only. 
This effect was characterised by a sharper increase of the reaction times in response to 
the friend than to the enemy at the moment that the contingencies were reversed. No 
difference between enemy and friend in reaction times was observed in the last stage 
of the experiment, however. Thus, the difference between enemy and friend was 
present only when the schematised meaning of the symbol and the conceptual 
knowledge of the reversal were in conflict, with a longer reaction time for the friend 
with angry expression than for the enemy with the happy expression.  
 
Similar to experiment 1, in which such an effect was found in the analysis for which 
the error trials were removed, the effect could be explained with the negativity bias 
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hypothesis (Cacioppo & Bernston, 1994; or negative asymmetry Lewicka et al., 
1992). This hypothesis would predict that compared to the positive counterpart, a 
negative evaluation (or stimulus) has a stronger impact on judgements and behaviour 
(even when the negative connotation of a stimulus is equally negative as the positive 
connotation is positive). Furthermore, this result is in line with the hypothesis that 
potential threat stimuli are particularly potent in attracting attention (e.g. Öhman, 
1988) and the findings with tasks such as the emotional Stroop that a relevant (often 
negative) stimulus attracts attentional resources and interferes with the performance 
on a primary task (e.g. Williams et al. 1996, Williams, Watts, MacLeod, & Mathews, 
1997). Due to repeated exposure to the reversed meaning (i.e. angry expression means 
friend and happy expression means enemy), the inhibition of the schematised meaning 
becomes easier, or the schematised meaning becomes weaker through relearning, 
resulting in a overriding of the schematised meaning towards the end of the 
experiment. This effect was not found in experiment 1, which could be due to the 
fewer observations which were averaged, and hence fewer trials in which the 
participants could train on the reversed contingency.  
 
In line with the cubic relation detected for the reaction times, the inter-beat interval 
merely showed an effect of the varying cognitive load or information intake, with 
higher inter-beat intervals at the start of the experiment and after contingency change 
and lower inter-beat intervals at the schematised stages. This effect is also similar to 
the discrepancy effect found in experiment 1 for inter-beat interval, where the 
discrepant trials were related to higher inter-beat intervals than the schematised and 
newly schematised trials. The effect sizes of the cubic trend were, however, rather 
weak in this experiment. This is probably due to the use of change scores rather than 
the mean observed inter-beat interval scores which were used in experiment 1. It is 
likely that the anticipation of the stimulus in particular in the non-schematised stages, 
already called for attentional resources, which resulted in slowing of the heart rate 
(and hence increasing the inter-beat intervals). By subtracting the pre-event window 
from the event-related data window which covers the anticipatory period, part of the 
effect was removed, which did not happen in experiment 1. The use of non-corrected 
inter-beat interval scores in experiment 1 probably made the effect size artificially 
higher than it should have been (given that the heart rate responses were not entirely 
event-related as they were in the present experiment). In any case, the cubic effect 
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confirms the hypothesis that the contingency change at least involved increased 
cognitive processing, which does not necessarily indicate, however, that conflicting 
appraisals were processed.  
 
The facial EMG measures were expected to show clear effects of (conceptual 
appraisals of) conduciveness and, based upon the data of experiment 1, were also 
expected to be relatively insensitive to the contingency change. The results partially 
confirmed the hypothesis. Corrugator activity was significantly higher for the enemy 
than for the friend, but only in the schematic condition. The pattern of results 
observed in the arbitrary condition partly point in a similar direction, although the 
differences between friend and enemy were not significant. The results of the control 
condition were not systematic, as there was only a difference between enemy and 
friend for the stage in which new character representations were introduced (at 
contingency change). Activity in response to the friend was lower in this stage than in 
the second stage, but activity in response to the enemy was unchanged across the 
stages. It is unclear how to interpret these results.  
 
Thus, a conduciveness effect was found in the schematic condition, but not in the 
arbitrary and control condition. Given the often replicated result that corrugator 
activity reflects a negative valence (e.g. Dimberg, 1990a, b; Cacioppo et al., 1986, see 
also Bradley, 1994) or motivational incongruence8 (Smith, 1989; Pope & Smith, 
1994), and given the finding in the schematic condition and in experiment 1, the 
absence of an effect in the control and arbitrary conditions is surprising. Perhaps the 
fact that the characters used in the schematic condition displayed an emotional 
expression9, which was not the case in the arbitrary and control conditions, caused the 
players to be more expressive themselves. Note that the difference scores of all three 
conditions were generally negative, which indicates that the corrugator activity was 
higher before the event onset (i.e. during anticipation) than after the event onset. The 
higher muscle tension during the anticipation, and the release of muscle tension after 
event onset, could possibly also have contributed to the blurring of a more subtle 
conduciveness effect.  
                                                 
8 “motivational incongruence” is synonymous to “obstructiveness”, see Scherer (1988). 
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Interestingly, in the schematic condition, the results reveal no effect of the 
contingency reversal on corrugator activity. An effect of appraisal discrepancy on the 
corrugator activity was also absent in experiment 1. This might indicate that 
corrugator activity reflects the more final outcome of an appraisal, rather than a one-
to-one mapping of each appraisal level to expressive components (as proposed by 
Scherer, 1992; Smith, 1989; see also Schmidt, 1998).  
 
The zygomatic activity failed to show a systematic effect of conduciveness, with the 
exception that the zygomatic activity in stage 3, when the contingencies were 
changed, was higher in response to the friend than to the enemy. No such difference 
was found in the other stage in which the character contingencies were relatively new, 
i.e. at the start of the experiment. Note also that the difference scores were positive for 
the friend in stage 3, indicating that the EMG activity to the friend was similar, even a 
bit stronger, than before event onset. The effect found in experiment 1, where the 
zygomatic activity was higher in response to the enemy than to the friend when all 
cases were observed (see also Schmidt, 1998; Kappas & Pecchinenda, 1998 for 
similar findings) was not replicated here.  
 
General muscle tension, indexed by EMG activity measured over the forearm 
extensor of the non-dominant arm, failed to show any effect for any of the 
manipulations. Also in experiment 1, the data for the general muscle tension only 
partially corresponded to what was hypothesised, with higher muscle tension for 
obstructive cases than for conducive cases at the start of the experiment. Again, the 
difference scores were negative overall, indicating higher activity before the event 
onset, possibly in anticipation of the event, than after event onset. As with corrugator, 
it is possible that due to a release of tension after event onset (and after responding), 
any more subtle effects of conduciveness are overshadowed by the larger effect of 
tension release. Also, it is possible that the general muscle tension, here measured on 
the non-dominant arm which also contained the skin conductance and temperature 
sensors on the hand, is relatively slow-varying and hence does not change as much in 
a short window as it does over time. Svebak (e.g. 1983) for instance, used the gradient 
                                                                                                                                            
9 note that the enemy character frowned in the first two stages of the experiment and smiled after 
contingency reversal. 
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of EMG activity measured over relatively long time windows (i.e. the tonic activity) 
during a task which did not involve action and found steeper gradients for difficult 
tasks compared to easier tasks. The measurement of phasic activity would probably 
not have given such a difference for non-active muscles. Indeed, in a study performed 
in our laboratory (Johnstone, van Reekum, and Scherer, 1998), differences in forearm 
extensor activity were found for obstructive versus conducive situations, but only in 
interaction with the manipulated power available and hence only when the players 
were required to act upon the situation. It is possible that the measurement of phasic 
muscle activity of the limbs is not a good indicator of action preparation as the 
different parameters of the ANS, such as heart rate, or expressive activity such as 
corrugator. Also, to use one area to measure EMG activity (in this case, forearm 
extensor) as an indicator for general muscle tension can be considered too restrictive, 
and the question can be asked what general muscle tension comprises (cf. Cacioppo, 
personal communication, April 1999).  
 
The results for the skin conductance response magnitudes did not replicate the results 
of experiment 1, where the amplitudes of the first response were interpreted to follow 
the learned meaning of the sound rather than the instructed reversed meaning of the 
sound. Instead, the arbitrary condition showed a trend for the magnitudes to be higher 
in response to the friend than to the enemy, irrespective of the contingency being 
schematised, or reversed. The pattern of results for the control condition was 
characteristic of varying cognitive load, similar to the inter-beat interval and reaction 
times. Furthermore, a trend was observed for the magnitudes to be higher in response 
to the friend than to the enemy in the schematised stage of the control condition. In 
line with the hypothesis, there was no difference in this condition between the 
responses to the friend and enemy when the contingencies were changed, introducing 
new symbols to represent friend and enemy. The descriptive analysis of the schematic 
condition showed a pattern of results not unlike that of the reaction times, with higher 
response magnitudes to the friend compared to the enemy when the contingencies 
were reversed. This difference was not significant however.  
 
A reason for the failure to replicate the pattern of skin conductance results could be 
the variations introduced in the design of this experiment: Whereas in the previous 
experiment the characters were distinguishable on the basis of a different sound, the 
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distinction used in this experiment was visual. It is possible that the contingencies 
involving the rather artificial sounds (resembling typical space-game sounds and 
hence not reflecting anything inherently meaningful), were less easy to discriminate 
from one another, and therefore less easily reversed, than the visual stimuli used in 
this experiment. Also, the trials involving this manipulation were presented less 
frequently in experiment 1, with a trial being presented no more often than once every 
two minutes. In this experiment, the game consisted only of manipulated trials. The 
lower trial frequency in experiment 1 could have hindered in remembering the 
instructions of the contingency change, thereby rendering the task of overruling the 
schematised contingencies harder.  
 
Another reason for the difference in results between experiment 1 and 2 could be the 
two subject pools: Whereas the participants in experiment 1 were all male and non-
psychology students, the participants in experiment 2 were predominantly female and 
recruited within the psychology department. Past research has not found differences 
between males and females in emotional responses to computer games (e.g. 
Pecchinenda & Kappas, 1998). Nevertheless, the differences observed in this study, in 
particular for skin conductance activity, might be explained by differences in the 
significance attributed to the enemy and friend by the different subject pools. It is 
possible that higher significance was attributed to the enemy than to the friend by the 
male participants in experiment 1, with the reverse being the case for the 
predominantly female participants in this study. Unfortunately, due to the small 
number of male participants in study 2, directly testing for gender differences is not 
practical. 
 
Rather than, or in combination with, the gender difference, the groups possibly also 
differed in their motivation to play the game. Recall that the participants in 
experiment 1 were recruited outside the psychology department, which might indicate 
that their willingness to participate was somewhat higher, reflected in them taking the 
effort to phone and make an appointment. The fact that the prizes offered were also 
higher in the first study than in the second study possibly induced a higher extrinsic 
motivation (e.g. Pittman, Emery, & Boggiano, 1982) in experiment 1 compared to 
experiment 2. Indeed, in experiment 2, the participants were more concerned with 
having fun and trying to do their best within their ability than to win the cash prize or 
 148
be the best player (see the data of the exit-interview reported above). With a more 
competitive attitude, the relevance of losing points (represented by the enemy 
character) might have outweighed that of winning points (represented by the friend) 
resulting in more negativity bias in the first than in the second experiment. Similarly, 
having fun within the game, which is characteristic of an intrinsic motivational 
orientation, would be more in line with attributing more significance to a friend-
character than to an enemy-character. Future studies should take such differences into 
account. 
 
Skin temperature showed an effect of conduciveness in experiment 1 after the error 
trials were removed. Such an effect was expected to be significant in this experiment, 
but was not observed. The data indicate that skin temperature slopes increased from 
the start of the experiment to the schematised stages, and decreased to be close to zero 
for the trials after contingency change.  
 
The self-reports of the feeling states did not indicate differences in evoked emotions 
between the conditions. Furthermore, as expected, the results show that more negative 
emotions were reported in response to the appearance of the enemy (i.e. resignation 
and disappointment), and more positive emotions in response to the friend (relieved 
and feeling fine). Note, however, that the levels of reported irritation did not 
significantly differ between the friend and enemy manipulations, although the 
descriptive analysis showed higher levels of irritation in response to the enemy than to 
the friend. Not predicted were the significant effects of the stages for the reported 
levels of challenge, resignation and disappointment, where the reported level of 
feeling challenged increased across the stages (in particular from the start of the 
experiment, where the reported intensity was the lowest, to the following stages), and 
the reported intensities for disappointment decreased across the stages of the 
experiment. Note that the highest levels of resignation were reported at the start of the 
experiment and after the contingency change, and the lowest levels for the 
schematised stage. The latter is probably due to the lower perceived difficulty of the 
task resulting from more training. The higher level of disappointment and the lower 
levels of feeling challenged in the first stage are probably related to a higher perceived 
difficulty at the start of the experiment combined with making errors in the choice 
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reaction time task. Also, when the players were used to the tasks, it is likely that they 
felt more involved in the game, and hence perceived the task as more challenging.  
 
To summarise the results for the conduciveness manipulation, there were no 
indications of direct effects of schematic appraisal in the discrepant condition, 
contrary to what was expected partly on the basis of the effects observed for the skin 
conductance response amplitudes in experiment 1. Indirect effects of schematic 
appraisal could explain the pattern of results found for the reaction time data, where 
the reaction time was longer for the friend with the frowning face than for the enemy 
with the friend face. Such a difference was not found in the arbitrary and control 
conditions. Facial EMG measured over the brow region showed effects of 
conduciveness without any effect of the contingency change, similar to the findings of 
experiment 1. The results for inter-beat interval of experiment 1 were replicated, with 
an effect of contingency reflecting varying cognitive load across the stages of the 
game. In general, the data of the schematic condition showed the strongest and most 
consistent results, which indicates that the use of icons encapsulating well-known 
valenced information enhances the manipulations of conduciveness, and renders the 
overruling of past appraisal meanings with opposing ones more difficult.  
 
4.4.2. Coping 
 
Table 4.8 summarises the main findings of the data pertaining to the coping potential 
manipulation. The results on the percentage error showed a declining error rate with 
learning, supporting the premise that the contingencies were schematised. 
Furthermore, the data indicate that when the size of ship-power contingencies were 
reversed, the errors increased strongly, even exceeding the percentage error observed 
at the start of the experiment. The reaction time data follows a similar pattern, with 
longer reaction times at the start of the experiment and after reversal, and shorter 
reaction times for the schematised and newly schematised trials. The increase in 
reaction time from the schematised stage to the stage after reversal is relatively large, 
indicative of the difficulty the players experienced in overriding the learned 
contingency (which is compatible with the pattern of percentage error). Furthermore, 
there was a marked difference in reaction time between the low and high power trials. 
The longer reaction times to the low power situation are in line with the hypothesis 
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that appraisals of low power lead to task disengagement (and greater feelings of 
resignation, see Pecchinenda & Smith, 1996) and thus slower reaction times to pick 
up either gun to fight. The difference was greatest for the first two stages of the 
experiment, with a reduced difference after reversal, and finally no difference for the 
last stage. This pattern is unlike that observed for the conduciveness manipulations, 
where the reaction times between friend and enemy were highly similar before 
reversal. For these conduciveness trials, a difference occurred merely after 
contingency reversal. The contingency reversal for coping potential did not have an 
effect on the reaction times other than diminishing the difference between low and 
high coping.  
 
Table 4.8. Summary of the main effects of experiment 2, expressed in increases or 
decreases with respect to each of the within-subjects conditions.  
 Before reversal After reversal Confirmed 
predictions? 
Measure: Low High Low High  
Reaction time + 0 ++ + Yes 
SNS      
Corrugator - 0 0 0 No 
Zygomatic + + 0 0 No 
Forearm Extensor 0 0 0 0 No 
ANS      
Inter-beat interval + 0 ++ + Yes 
SC magnitude first response - + - + Partly 
Skin temperature slope 0 0 0 0 No 
Note: The data excluding reaction time errors are reported. The effects are expressed in terms of 
higher/lower/no change relative to the other conditions. Low = low power manipulation; High = high 
power manipulation. SC = skin conductance. + = higher; - = lower; 0 = no significant difference. Only 
two levels of the Contingency-factor are reported, for ease of interpretation of the table. 
 
Apart from the first stage, the pattern of results for inter-beat interval indicate an 
effect of varying cognitive load. Inter-beat interval increased after contingency 
reversal and then decreased with relearning. Why the difference scores were close to 
zero at the start of the experiment is unclear, but could be due to higher anticipatory 
uncertainty and tension caused by relative unfamiliarity with the game, the effects of 
which would have been stronger than those related to event-onset. A trend was found 
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for the inter-beat intervals to be longer in response to the low power condition than to 
the high power condition, which corresponds to the predictions of lower heart rate (or 
higher inter-beat intervals) related to low coping potential and resignation. These 
results are in line with those of reaction time, as discussed above. This trend did not 
occur in the analysis for which all observations were included, which makes sense as 
the opposite appraisal (i.e. that of high power) would result in engagement and lower 
inter-beat intervals. Including these trials where the player appraised the event as high 
in power hence would have balanced out the effect due to low power and blurred the 
result.  
 
The results for the expressive measures did not show a systematic effect of either 
manipulations. Corrugator activity was lower in the schematised stage of the 
experiment for the low power trials than for the high power trials, which is in line 
with the original predictions made by Scherer (e.g. 1987) and not with the revised 
predictions made for this experiment (table 4.1). This difference, however, did not 
persist for the trials for which the contingencies were reversed, and was not observed 
for any of the other stages in the experiment. The zygomatic activity did not show any 
of the predicted effects of coping potential and did not show any relevant effects for 
the manipulated contingencies. Again, as with the conduciveness manipulations, no 
effects were found for the EMG activity measured over the forearm extensor.  
 
The skin conductance magnitudes showed no effect whatsoever of the contingency 
reversal. A reliable difference, however, was observed between the high and low 
coping potential trials, whereby the response magnitudes were higher for the high 
coping trials than for the low coping potential trials. This effect is in line with 
previous findings, using task difficulty to manipulate the appraised coping potential 
(e.g. Pecchinenda & Smith, 1996), where such an effect was also observed. These 
skin conductance data are consistent with the data for inter-beat interval (and reaction 
time) and converge with the self-report data which showed higher levels of 
resignation in response to the low power compared to the high power manipulations. 
Furthermore, this difference between high and low coping trials is observed despite 
the players not actually performing (i.e. coping with) the task, but rather awaiting 
their moment to act upon the game situation. Hence, the difference unequivocally 
resulted from the appraisal of coping potential rather than from performing, or 
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actively solving, the task which evokes physiological changes in itself (see Johnstone 
et al, in press).  
 
Despite previous findings of skin temperature (e.g. Smith, 1994) being reliably 
affected by manipulations of task difficulty, this experiment did not show effects for 
skin temperature. Whilst effects of skin temperature have been observed in 
experiment 1 and other studies using a computer game to manipulate appraisals (e.g. 
Banse et al., submitted; Johnstone et al., 1998) this study neither showed significant 
effects of manipulated conduciveness nor of manipulated coping potential appraisals.  
 
The self report data indicated that differences between high and low appraised power 
on the reported emotions actually reflect a positive-negative distinction, similar to the 
conduciveness manipulation. The results show that the trials with high power were 
related to higher reported intensities of challenge, relief and feeling fine than low 
power trials. Low power trials gave rise to higher intensities of resignation, 
disappointment and irritation. The self-report data of challenge and resignation is in 
line with the findings of Pecchinenda & Smith (1996), where participants engaged or 
disengaged when they appraised their coping potential in performing a task as high or 
low respectively. While the conduciveness manipulations failed to affect irritation 
significantly, the coping potential manipulations evoked more irritation when the 
shooting power was low compared to when it was high. Also, challenge did not show 
an effect of conduciveness while the coping potential manipulations differently 
affected the reported intensities of challenge. This was partially expected, based upon 
the idea that certain emotional terms are more closely related to a specific appraisal 
dimension than others. For instance, challenge would occur when coping potential is 
appraised as high, and resignation when coping potential is appraised as low (e.g. 
Pecchinenda & Smith, 1996). Shame is elicited when the situation (or one’s action) is 
evaluated as not corresponding to one’s own ideal self in addition to the evaluation of 
the situation as relevant (Scherer, e.g. 1987). However, the hypothesis of a closer 
relation between certain appraisal dimensions and emotional states, tested here for 
coping potential and conduciveness, was not supported. Besides the expected 
differences in reported feelings of challenge and resignation, the self-report data 
showed a similar pattern of results for the coping potential dimension and the 
conduciveness dimension.  
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 In summary, there was no suggestion of any influence of schematic appraisal of 
coping potential when the appraisal was presumably in conflict after reversal of the 
contingencies. The difference in reaction times to the low and high power modes was 
muted after reversal, which at best could be considered as an indirect effect of 
conflicting schematic appraisal, but in no means did this pattern of results compare to 
that of conduciveness. The inter-beat interval showed an overall increase for the 
discrepant stage compared to the schematised stages indicating increased cognitive 
intake or load, and a superimposed effect of coping potential with, as expected, a 
lower inter-beat interval for high power trials than for low power trials. This largely is 
in line with the findings of the reaction times. Increased electrodermal activity was 
also observed for high power compared to low power. Thus, all measures point to 
higher task engagement and accompanying arousal for the high power trials, and 
lower engagement with arousal for the low power trials, which is perfectly in 
agreement with the literature on task difficulty and ANS (in particular cardiovascular) 
activity (see a review by Pecchinenda, in press). The expressive measures did not 
show much effect of the coping potential manipulations, nor did general muscle 
tension measured over the forearm extensor of the non-dominant arm. Skin 
temperature failed to show any effect of coping potential.  
 
4.4.3. General conclusions 
 
Comparing conduciveness to coping potential, the results indicate even fewer 
suggestions of schematic appraisal for coping potential than for conduciveness. This 
could imply that the coping potential appraisals are less likely to take place at a 
schematic level. Scherer (e.g. 1984) proposes that the appraisal of a person’s coping 
potential takes place later in a sequence of stimulus evaluation checks, as the check is 
considered more cognitively complex, occurring in a phylogenetically and 
ontogenetically later stage of development. Öhman (e.g. 1993) purports that 
significance is processed pre-attentively, after which controlled processes are called 
into play, which engage in further evaluation of the situation (presumably including to 
what extent a person can deal with a situation etc.) and action selection. Although in 
need of replication, as the manipulations of the two appraisals were not completely 
comparable, the suggestion that conduciveness (or valence) is more likely to be 
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processed at an automatic, low level is not inconsistent with the literature and 
theoretical propositions outlined above. 
 
Furthermore, as suggested in the literature, conduciveness and coping potential were 
each associated with a different pattern of physiology: Conduciveness was somewhat 
better differentiated on the level of the SNS, with effects of corrugator in line with the 
predictions. Unexpectedly, the skin conductance response magnitudes were higher for 
the conducive than for the obstructive situations, which is not in line with predictions 
nor with previous findings (e.g. experiment 1), and suggest higher significance of the 
friend than the enemy possibly eliciting a stronger orienting response. The inter-beat 
interval data do not support this, however, and showing if anything more slowing 
down of the heart rate in response to the enemy than to the friend (though this 
difference was not significant). Coping potential was more clearly differentiated at the 
level of the ANS, with higher inter-beat intervals and lower skin conductance 
responses related to low coping potential compared to high coping potential, 
replicating earlier findings from other laboratories using task difficulty to manipulate 
coping potential appraisals. Interestingly, coping potential did not differentially affect 
the two facial expression units measured. Whether this appraisal dimension is not 
related to specific facial action or whether these do not involve the corrugator and 
zygomatic muscles remains an empirical question at this stage. Interestingly, in a 
study on facial expression measuring a large number of the action units proposed by 
Ekman (Ekman, Friesen, & Ellsworth, 1972), Schmidt (1998) also failed to observe 
specific action units related to the coping potential dimension whilst valence 
explained most of the variance in facial action. Further research should shed light on 
this issue.  
 
The results on the physiology are interesting, considering that the reported appraisals 
of each of the manipulations individually shows that the appraisals are strongly 
interrelated: The coping potential manipulations did not only affect the appraised 
coping potential, but also affected the appraised conduciveness and to the same 
extent. This is despite the fact that the player’s coping potentials were manipulated in 
an obstructive setting (i.e. an enemy character was always present). A significant 
interaction between the manipulated appraisal type and intensity (high versus low) 
was found for coping potential, suggesting that the reverse was not the case: The 
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appraised coping potential was lower for the low coping potential manipulation than 
for the obstructiveness manipulation and vice versa. If the appraisal ratings were to be 
taken face-value, the prediction for the physiology would be that coping potential and 
conduciveness would result in the same patterns since the reported appraisals are so 
highly correlated. As discussed above, this was not the case. Thus, either the reported 
appraisals do not reflect how the player evaluated the situation at the time of the 
event, or the physiology is relatively independent of the appraisals and reflect 
something other than direct appraisal outcomes. The latter could be an action 
tendency or something which is being activated by a compound of appraisal outcomes 
rather than by each appraisal dimension individually. However, given the fact that the 
appraisal self-report data were acquired at the end of the session, some time after the 
game events, the participants had to rely upon their memory of the event, which 
probably was not very accurate. Furthermore, people often seem to have problems to 
fully understand appraisal questions, in particular the notions of “goal conduciveness” 
and “coping potential” are often not fully understood (e.g. Schmidt, 1998). For 
example, people might equate “goal conduciveness” with a more general concept of 
an event being positive. This illustrates once more that reliance upon self-report 
measures in the study of emotion in general and appraisal processes in particular 
rarely reflect the actual processes at the time of the event itself.  
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CHAPTER 5 
 
GENERAL DISCUSSION 
 
 
Multilevel appraisal models propose that an appraisal process of a potentially 
significant event can take place at two or three processing modes, and that the lower 
level appraisal processing is faster than higher level processing, hence precedes higher 
level appraisal. Furthermore, the appraisal models of Leventhal and Scherer (1987) 
and Smith et al. (1996) imply that, since each mode of processing can give rise to a 
full-blown emotion, appraisals performed at either level activate the response systems 
in similar fashion (in particular physiology and motor expression). For example, 
whether one's coping potential is assessed by means of schematic appraisal or by 
conceptual appraisal, the physiological changes and motor expression will be affected 
in a similar fashion. These models are consistent with the core elements of appraisal 
theory in general, but strongly emphasise appraisal as a process eliciting emotion, 
rather than the content or structure of emotion. Process models of appraisal, however, 
have only recently been conceived and need further definition as well as initial 
testing, as the authors attest themselves (Leventhal & Scherer, 1987; Smith & Kirby, 
in press). This work aimed at empirically testing some of the hypotheses drawn from 
these initial multilevel models of appraisal, and attempted to identify the areas in need 
of further theoretical development. During the course of the present research project, 
this need for further specification of the mechanisms underlying the activation of the 
response systems became particularly apparent when trying to formulate concrete 
hypotheses and in interpreting the experimental results.  
 
In order to be able to examine the separate influence of different levels of appraisal, 
the studies focused on situations in which the appraisal levels gave rise to conflicting 
appraisals, and contrasted them with situations in which appraisals were not in 
conflict. Appraisal models do not specifically address nor predict what would happen 
in such conflicting situations. The situations were created in a computer game by 
using a reversal learning-paradigm, where learned contingencies are reversed after a 
number of repetitions (see also Rolls et al., 1994 and Rolls, 1999, for a similar 
paradigm applied in neuroscientific research). Furthermore, the situations were biased 
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towards conceptual appraisal, in that the conceptual appraisal would lead to a correct 
response selection in a choice reaction time-like task, and hence in adaptive behaviour 
in terms of the goal in the game to maximise game points. In accordance with current 
versions of process models of appraisal, in such situations the schematic appraisal 
process should precede the conceptual appraisal and activate the response systems. 
Based upon the literature reviewed in chapter 1, we further predicted that conceptual 
appraisal would then "override" the schematic appraisal, and activate the response 
systems. The aims of these studies were to test whether schematic appraisal would 
occur, given conceptual appraisal dominance in such a situation, and how exactly the 
modes affect the emotional response systems when the appraisal modes are in conflict 
(in particular whether the schematic appraisal would still have an effect on the 
response system despite proposed inhibition by conceptual processing). The second 
aim of the studies was to test the proposed relation between appraisals and 
physiological changes, since appraisal outcomes are thought to organise the response 
systems as part of a component process (Scherer, 1984, 1986).  
 
The first study, presented in chapter 3, provided some support for the claim that, with 
respect to conduciveness, schematic appraisal co-occurred with conceptual appraisal, 
and affected the response systems. The second study aimed at replicating these 
findings. Also, the coping potential dimension was included to test whether coping 
potential appraisals performed at a schematic level would show effects similar to 
those observed for the conduciveness dimension when the appraisals processed at 
different levels are in conflict.  
 
In the second study we failed to replicate the results of skin conductance activity for 
the conduciveness dimension. Instead, effects of conduciveness on skin conductance 
activity which largely corresponded to the influence of conceptual appraisal, were 
found for the arbitrary and control conditions (although the effect was not as clear in 
the latter condition), but not for the schematic condition. The findings of reaction time 
for conduciveness partly replicated those of experiment 1, with a difference between 
the conduciveness manipulations only after contingency reversal. This difference was 
mostly observed in the condition in which the characters were depicted with abstract 
facial expressions of anger and happiness. Again, the muscle activity measured over 
the brow region (i.e. corrugator activity) showed effects of conceptual appraisal 
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without apparent influence of discrepant schematic appraisal. Overall, in this 
experiment fewer differences were found for the appraisal manipulations than in 
experiment 1. Again, no difference was found for forearm extensor activity used as an 
indicator of general muscle tension.  
 
The failure to replicate the findings for skin conductance activity in study 1 could be 
due to a number of factors. First, it should be noted that the effect in study 1 was 
marginally significant. Then, the first experiment used the skin conductance 
amplitude rather than magnitude as a parameter (which reflects a difference in scoring 
of the absence of a response as either a zero value response or as a missing value). 
Although the difference in scoring should not reverse the direction of effects, but 
might amplify or dampen any effect, the scoring of zeros for the second experiment 
could have influenced the results.  
 
A second reason for the failure to replicate results from the first experiment most 
likely lies in the difference in methodology, as described in chapter 4. The difference 
in modality of the character representations combined with the fact that the trials were 
more frequent in experiment 2 than in experiment 1 could have rendered the reversal 
of contingencies easier to relearn in the second experiment than in the first 
experiment. The relatively easier task of reversal learning in experiment 2 could then 
have led to the hypothesised discrepant schematic appraisal being more easily 
overruled. A third difference, as discussed in chapter 4, might also have been the 
difference in the subject pool, where the participants in the first experiment were 
possibly more highly, and extrinsically, motivated than those from the second 
experiment, and were also all male, whereas the participants of experiment 2 were 
predominantly female. 
 
A striking finding in experiment 1 was that zygomatic activity was higher for 
obstructive situations than for conducive situations when all observations (i.e. 
including those in which errors were made by the player) were considered. Such 
findings are opposite to what was expected, and to what has been found in numerous 
studies with various emotion induction methods (although these studies typically used 
passive methods such as the presentation of pleasant or unpleasant slides and films). 
Similar findings to those of experiment 1, however, have been reported in studies that 
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also made use of computer games to induce emotions (Kappas & Pecchinenda, 1998; 
Schmidt, 1998). The same data set of experiment 1 indicated, however, that when the 
observations in which the player made an error were removed, the difference in 
zygomatic activity between the conduciveness manipulations vanished. This result 
points to the problem with using active tasks such as computer games, where different 
events taking place in a very short time window can alter, or even reverse, the 
potential emotional response. This problem is made worse by the fact that playing 
computer games is inherently fun, at least for most of those that engage voluntarily in 
playing computer games. The finding that the higher zygomatic activity (related to 
smiling behaviour) for obstructive situations than for conducive situations disappeared 
when the error response trials were removed point towards the possibility that the 
player responded to their own mistake and the consequences it had for their game 
character (i.e. in this game, they attracted the enemy, which resulted in the explosion 
of their ship). Similarly, in the Schmidt and Kappas & Pecchinenda studies, an enemy 
character “ate” the player’s agent. These actions of the game characters, triggered by 
the players’ bad performance, might have amused (or bemused) the player, who 
responded with smiling or grimacing. In a sense, the game events intended to 
manipulate one appraisal or emotion included not one, but two or more potentially 
emotion-eliciting stimuli. The absence of such effects for zygomatic activity in 
experiment 2, where the actions of the characters in the game in response to the 
player’s mouse button click were delayed and took place after the time window in 
which measurements were taken, support this interpretation. This shows that studies 
using active tasks, and computer games in particular, should be carefully designed and 
controlled to manipulate only the characteristics of interest, and remove any other 
characteristics, particularly those related to feedback, whether implicit or explicit, of 
the players’ performance. 
 
The results of the second study with respect to coping potential did not show effects 
of schematic appraisal in any of the measures. Reaction times did increase after 
reversal compared with the trials before reversal, but the difference between high and 
low coping potential (with longer reaction times for the low coping potential 
manipulation) persisted after reversal. The inter-beat interval showed effects of 
varying cognitive load and, superimposed on this trend, effects of coping potential, 
with larger inter-beat intervals for the low than for the high coping potential. Skin 
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conductance activity showed an effect of coping potential consistent with conceptual 
appraisal, with higher activity in response to high coping potential than to low coping 
potential. No effect of coping potential appraisal was found for the expressive 
measures, nor for skin temperature slope.  
 
In comparison with what was found in the two experiments with respect to 
conduciveness and facial EMG, where corrugator activity showed reliable effects in 
both studies in line with predictions (Scherer, 1987) and past research (see chapter 2), 
no such effects were found for coping potential. It is possible that facial muscle 
activity related to coping potential does not include corrugator activity, but is better 
reflected in other facial action units that Scherer (1987, in press) predicts. It is also 
possible that because the manipulations of coping potential were both inherently 
obstructive, that activity due to obstructiveness masked any coping potential-related 
activity.  
 
The manipulations of coping potential did show effects on the ANS measures, in 
particular on inter-beat interval, where the inter-beat interval was higher in response 
to low coping potential than to high coping potential, and skin conductance activity, 
with larger skin conductance responses for the high coping than for the low coping 
potential. These findings at the level of the ANS replicate those found by Pecchinenda 
and Smith (1996) and Tomaka et al. (e.g. 1997), and point towards more activity of 
the sympathetic nervous system for high coping potential (related to high task 
engagement, active dealing with the event) and lower activity of the sympathetic 
branch with low coping potential (which is related to disengagement, passively 
enduring the event). The Tomaka et al studies (1993, 1997) furthermore quantified 
parameters which are considered to reflect parasympathetic nervous activity, and 
found that low coping potential indeed is related to higher activity of the 
parasympathetic branch, as was to be expected. No such parameters were taken in the 
present studies10. Furthermore, and in contrast to the Pecchinenda & Smith study and 
those of Tomaka et al., the participants in experiment 2 were not acting at the moment 
that these measures were taken, but rather they awaited, possibly anticipated, further 
                                                 
10 heart rate is under control of both the sympathetic and parasympathetic systems, whereas skin 
conductance is a relative pure measure of sympathetic arousal 
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action in the game. In this manner, the effect of coping potential on inter-beat interval 
and skin conductance cannot be confounded with the effects of actively performing a 
task. Hence, the measures taken in experiment 2 can be considered rather pure 
measures of the effects of appraisal on the ANS and SNS, and buttress claims put 
forth by Tomaka et al., and Pecchinenda & Smith (1996, see also Smith, 1994; Kirby 
& Smith, 1996, in press). The self-report and reaction time data, the latter which 
showed slower moving of the mouse button which is consistent with resignation, also 
indicated that low coping potential was more related to resignation and high coping 
potential to challenge and engagement in the game-task. 
 
The absence of finding any effect of schematic coping potential appraisal on the 
response systems after contingency reversal is intriguing, given that the highly similar 
manipulation of conduciveness did show effects of schematic appraisal. As mentioned 
in chapter 1 and 2, coping potential appraisals are proposed to develop at a later stage 
in humans than the more "rudimentary" appraisals of relevance and conduciveness 
(e.g. Scherer, 1984; Smith & Lazarus, 1990), with the implication that they are more 
cognitively complex. However, the more complex the information content of a 
situation or the processes involved in responding to such a situation, potentially the 
more repetitions it takes to form a schema (Logan, 1988). Thus, an explanation is that 
in the present study, the number of trials presented to the player before reversal was 
sufficient to schematise the more cognitively rudimentary appraisal of conduciveness 
but not the more complex appraisal of coping potential.  
 
To formulate the argumentation differently, the evaluation of a stimulus in terms of 
"good" and "bad" could be considered as more fundamental than evaluations of 
coping potential. If this proposition is true, evaluations in terms of "good" and "bad" 
are learned more easily than, for instance, appraisals of one's ability to cope with a 
situation. Threat perception, however, is considered by theorists to be equally, if not 
more, fundamental or biologically prepared, and Öhman and colleagues (see chapter 1 
and 2) have data which supports claims of innate preparedness to some fear-relevant 
stimuli in eliciting fear. In fact, according to Lazarus (1991a), the core relational 
theme for fright is "imminent danger of physical harm" which suggests swift 
responding (and hence, fast appraising). Appraisals of coping potential are proposed 
to be particularly salient in emotions such as fear and threat (e.g. Smith & Lazarus, 
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1993) partly defining the threat/danger core relational theme. The role of coping 
potential appraisals in fear/threat of the physical harm type seems in disagreement 
with the argument outlined above that appraisals of coping potential are more 
complex, less fundamental and therefore less easily schematised than appraisals of 
“good” and “bad”. It is possible, however, that stimuli such as angry facial 
expressions or other biologically fear-relevant stimuli such as snakes and spiders, or 
fast-approaching objects (see e.g. Öhman, 1986) tap directly into a more hardwired 
threat-detection mechanism, which in itself elicits fear-like physiological and 
behavioural responses (e.g. avoidance) without a coping potential appraisal being 
“activated”. Such stimuli prime further appraisals such as that of coping potential (cf. 
Öhman, 1993, also Smith & Kirby, in press). Coping potential as an appraisal 
dimension is in that respect independent from, but closely related to, threat detection.  
 
Caution is, however, warranted not to draw premature conclusions based on the 
different effects observed in experiment 2 between the conduciveness and coping 
potential manipulations, since the instantiations of the appraisal dimensions in the 
game were not directly comparable. First, the manner in which the participants 
responded to the stimulus differed to the extent that in the conduciveness trials, the 
response selection of pressing either mouse button could not be reversed once 
executed. In the coping potential trials, the participants could have started to move 
one way and, upon realisation that the opposite response was required, redirect their 
ship and move the opposite way. The fact that the player had, in principle, more 
opportunity to reverse the response selection could have resulted in a perceived lower 
urgency to respond, thus leaving more time for the conceptual appraisal to override 
any schematic appraisal response selection (see Posner & Snyder, 1975). 
Nevertheless, it should be remembered that attempts were made to render the 
manipulation significant and urgent for the player to respond as fast as possible.  
 
Second, the importance or significance of the manipulated event for the player's game 
might have been lower for coping potential, resulting in lower responding to the 
coping potential manipulation compared to the conduciveness manipulation. Although 
this seems an unlikely explanation, given the relatively large number of effects found 
for coping potential in experiment 2 which does not entirely support such a claim, it 
could have had an effect on the learning of the contingency. As Christianson (1992) 
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describes, emotional stimuli are better remembered than non-emotional stimuli, 
probably due to the higher significance11 and associated arousal which enhances 
learning. If the conduciveness manipulation indeed was more significant, the learning 
of the contingencies could have been faster for conduciveness than for coping 
potential, with the effect that the conflicting learned contingency was harder to 
override for conduciveness than for coping potential.  
 
Third, the specific manipulation of coping potential in this experiment could have 
been more cognitively complex, with "harder-to-understand" contingencies than that 
of conduciveness, independent of any possible higher complexity of the coping 
potential appraisals in general. This might also have resulted in the absence of 
schematic appraisal when the contingencies were reversed, as the contingencies were 
hard to learn in the first place. Of course, further research is needed to extend these 
findings of coping potential appraisals and to rule out alternative explanations. 
 
In general, one methodological drawback of the used experimental paradigm is the 
claim that the learned contingencies are indeed, truly "schematised" in the sense of 
"automatised" (Logan, 1988). The trials were presented approximately 10 times for 
each type, a number which pales into insignificance compared to the tasks of, for 
instance, Shiffrin and Schneider (1977) who presented participants with up to 
thousands of trials for their search tasks in an effort to provide confirmation of their 
theoretical distinction between "automatic" and "controlled" processing. One can 
argue that the effects of discrepancy in our experiments could equally have occurred 
because of a conflict between two appraisals that are both performed on a conceptual 
level. Indeed, this is a valid point of criticism that cannot be accounted for in the 
present work, other than pointing to definitional issues. As noted in the introduction, 
and emphasised by Logan (1988) and Power and Dalgleish (1997), “controlled” and 
“automatic”, “implicit” and “explicit”, or “conceptual” and “schematic” processing 
should be considered end-points of a continuum rather than two different entities. The 
data showed that repeated exposure to the contingencies at least gave rise to a 
significant degree of learning, as the reaction times and the percentages of error 
                                                 
11 although this should not be considered a linear relation, see the literature on forgetting of traumatic 
experiences (e.g. Christianson, 1992; Loftus, 1993) 
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decreased. Furthermore, in study 2 visual representations with pre-existing 
“schematic” good/bad meaning were used for the game characters, with faster 
reaction times at the start of the experiment compared to the reaction  times in the 
conditions where the representations were not “schematic”. For coping potential, 
small and large ship represented little versus ample power, which could also be 
considered as representations with pre-existing, schematic appraisal meaning.  
 
Despite some evidence for schematic appraisal taking place (in particular for the 
conduciveness dimension) and affecting the players’ response in the conflicting 
situation where conceptual appraisal was manipulated to dominate, this research 
points to some issues that, in our view, appraisal process models need to address. 
 
First, the overriding of schematic appraisal by conceptual appraisal seemed, at least in 
the situations created in this experiment, quite effective. This points to how top-down 
processes, as discussed in the introduction (chapter 1), are also relevant to consider in 
process models of appraisal. However, as outlined before, in these studies the 
conceptual appraisal was biased to be dominant, with explicit instructions provided to 
the players before they were presented with the situation. Such warnings do not often 
occur in real-life situations, although anticipation of upcoming events or 
consequences of action could play a similar role. Top-down processes are mentioned 
by theorists (e.g. Leventhal & Scherer, 1987), but so far have not received as much 
attention as bottom-up processing. Regardless of how different levels of appraisal are 
initially triggered, the question remains of how the two levels will interact in 
determining the activation of different response channels. The current state of 
theoretical development of process models does not specify such mechanisms with 
enough precision to make empirically testable predictions.  
 
Second, in these studies the response systems (in this case, SNS and ANS) showed 
differences with respect to their sensitivity to either schematic or conceptual 
processing. The reaction time suggested that at least inhibition of schematic appraisal 
took place, as not only did the reaction times increase after reversal, they also differed 
with respect to the appraisal manipulations, for the manipulations of conduciveness in 
particular. This finding for reaction times did not indicate by itself whether schematic 
appraisal affected the response systems in preparation for action or otherwise, but it 
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indicated that at the level of the cognitive system, inhibition of schematic appraisal 
took place. However, the reaction times data combined with findings of skin 
conductance activity supported the interpretation that not only did schematic appraisal 
take place in the cognitive system, but that schematic appraisal also affected the 
response systems. Considering that the function of the ANS is to support action, it 
makes sense to predict that changes in the ANS are more closely related to “early” 
components of an appraisal process, so that it can prepare quickly for any adaptive, 
possibly urgent, action of the organism. Whereas skin conductance activity showed 
effects of schematic appraisal, the differences with respect to appraisal found for 
facial EMG were mostly consistent with conceptual appraisal not being affected by 
discrepant schematic appraisal meanings of events. This finding is partly inconsistent 
with those appraisal models that predict that each appraisal outcome is associated with 
changes in the ANS and SNS (Smith, 1989; Scherer, 1984, 1986).  
 
Expressive behaviour, however, unlike physiology at the ANS level, possibly reflects 
a more “finished”, “ultimate” or “compound” outcome of an appraisal process rather 
than a componential, direct outcome from each of the appraisal dimensions. This is 
quite conceivable, considering that a major function of facial expression is to signal 
the organism's state and intentions of action to others (cf. Scherer, 1984; Frijda & 
Tcherkassof, 1997), and the transmission of "conflicting" signals would defy this 
purpose. In summary, when appraisals are in conflict, as we think was the case in the 
manipulated events of these studies, we propose that a rudimentary appraisal 
performed at a schematic level influences the ANS, but not the SNS. The conceptual 
appraisal, being slower but more precise and leading toward a more definite 
interpretation of an event, then overrules any action of the ANS, and activates 
expressive components in accordance with the appraisal outcomes. Given the different 
functions of the ANS and SNS in supporting behaviour, process models of appraisal 
need to further develop the way the different response systems are influenced by each 
of the processing levels taking these functional differences into account.  
 
One could argue that the differences that were found between the ANS and SNS are 
merely due to the way in which the respective changes in activity were measured and 
quantified in this experiment. For example, the facial EMG activity was averaged 
over a time window which covered several seconds. The nature of the signals that 
 166
were measured adds to the problem, in that EMG is a relatively high-frequency, low 
latency signal, whereas skin conductance activity has a relatively long onset latency 
and duration. Given such a difference in signal characteristics, one might expect 
measured corrugator activity to show more influence of conceptual appraisal, since 
there is ample time for EMG activity to change in response to conceptual appraisal 
within the time window. In contrast, skin conductance might show greater schematic 
influence, since the longer response latency precludes any effect of conceptual 
appraisal being manifest within a 5 second window.  
 
However, if schematic appraisal of conduciveness were to have an effect on 
corrugator activity, one would expect the measured difference in activity between 
conducive and obstructive events to be greater (though not necessarily significantly) 
when schematic and conceptual appraisals are congruent than when they are 
discrepant. Thus, the difference between enemy and friend for the trials directly after 
reversal should have been reduced compared with the difference before reversal. Such 
a pattern was not found for corrugator activity in study 1 nor in study 2. In general, 
though, the inherent differences in response characteristics, such as onset latencies, 
and continuous (e.g. EMG, skin conductance and skin temperature) versus discrete 
(e.g. inter-beat interval) temporal spacing make the direct comparison between 
channels difficult. More time-sensitive quantification techniques should be developed 
to address the differences in activation onset, taking into account the inherent 
qualitative differences in the response channels. Parsing the time window into smaller 
subwindows of 500 milliseconds or smaller could partially account for the different 
onset latencies.  
 
Future directions of research. A limitation of measures of the autonomic and somatic 
nervous system, is that they only inform us about the end-state of the organs involved 
in an emotional response. These measures thus provide only an indirect view of the 
cognitive processes involved in emotion-elicitation. The detailed examination of such 
underlying cognitive processes, including questions pertaining to whether and how 
different levels of appraisal processing affect the emotion response systems, would 
benefit from taking measures of central nervous system activity in addition to 
measures of the ANS and SNS. Measures such as EEG or fMRI could help identify 
the neural substrates that underlie the different modes of appraisal and the way in 
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which these substrates are involved in activating the response systems. In particular, 
the use of EEG and event-related potentials (ERP) is promising in this respect because 
they are time-sensitive and can be sampled with high frequencies. Such high temporal 
precision makes possible the identification of fast-changing neural processes, such as 
those that might underlie the initial activation of schematic appraisal followed by a 
switch to conceptual appraisal. Indeed, the numerous process models reviewed in 
chapter 1 so far remain silent as to the possible neural mechanisms involved. A better 
knowledge of the neural mechanisms involved in appraisal would impose constraints 
on appraisal models, leading to greater model precision and thus a greater ability to 
generate testable predictions. 
 
As outlined above, the differences observed in study 2 between coping potential and 
conduciveness can be explained in alternative ways, some of which are independent 
of actual differences in appraisal. It would be preferable in future studies to 
manipulate conduciveness and coping potential in a between-subjects setting, with 
strictly the same task demands for both appraisal dimensions, varying only aspects 
related to the appraisal dimension itself (e.g. using the mouse button click to attract a 
friend character and to repel a foe, and using the mouse button click to activate a large 
gun or a small gun). Other appraisal dimensions could also be manipulated to test the 
degree to which the different processing levels are involved and interact. 
 
In this study, participants were always provided with explicit reversal instructions 
prior to the contingency reversal, hence ensuring that conceptual processing was 
engaged and given primacy. The question remains as to the activation, and relative 
dominance, of schematic and conceptual levels of processing when no such 
instructions are given, a situation that perhaps more closely resembles real life. 
Scherer (1987, p. 18, also Leventhal & Scherer, 1987) hold that in such situations, 
conceptual processing will only be called for when schematic processing cannot solve 
the situation. In contrast, Ohman (e.g. 1988) holds that attention and conceptual 
processing will be enlisted whenever a situation is (automatically) evaluated as being 
highly relevant. With respect to situations when both modes of processing are 
engaged, none of the authors explicitly discuss which, if either, of the levels of 
appraisal is likely to dominate. In daily life, numerous examples can be put forth to 
illustrate this point, such as that of parachute jumping where low level, visuomotor or 
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schematic appraisals of imminent danger are in direct opposition to conceptual 
appraisals that parachute jumping is statistically very safe. Given that the experience 
of the parachutist has a large effect on the emotional response elicited (e.g. 
Boeckheler, 1995), it is possible that the relevant schematic appraisals of danger 
weaken with the experience of successive safe jumps. If the mechanism that makes 
the lower level appraisal dominant is “relevance”, studies could be designed in which 
the relevance of a task is systematically varied, for example by lowering or raising a 
reward or punishment. If the “urgency” of a situation determines the relative 
dominance of appraisal levels (consistent with the proposal by Posner & Snyder 
(1975) that the time available for processing determines the level of processing), the 
speed at which a task must be performed in order to gain rewards or avoid 
punishments could be varied. 
 
In summary, recent models describing appraisal as functioning at multiple cognitive 
levels highlight the need to further define the processes underlying emotion 
elicitation. This work has outlined that one of the weaknesses of current models lies in 
the predictions of how the processing modes affect the response systems. The 
experiments performed in this thesis provide some suggestions of how the different 
response systems, in particular the ANS and facial expression, could be differentially 
affected by the appraisal process. The data further suggests that different appraisals 
might be more or less prone to becoming schematised or automatised. Although the 
basis premise of appraisal as a multilevel process shows promise, the current models 
are in need of further refinement and specification to permit the construction of 
testable hypotheses. The incorporation of neuroscientific evidence of the neural 
mechanisms underlying emotion-relevant processes, coupled with the further 
development of experimental techniques used in this study, could help in the further 
definition of multilevel appraisal models.  
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RESUME 
 
 
Dans les théories cognitives des émotions, plus particulièrement les théories de 
l’appraisal, plusieurs critères d’évaluation sont proposés et considérés comme 
suffisants pour prédire le déclenchement et la différentiation des émotions. Malgré 
une multitude de preuves empiriques soutenant l’approche théorique de l’appraisal, 
principalement en ce qui concerne la differentiation, dans quelle mesure la cognition 
joue un rôle central dans le déclenchement des émotions, comme suggéré par les 
théories de l’appraisal, reste l’objet de grands débats (voir chapitre 1). Selon 
Leventhal et Scherer (1987), de telles discussions ont plus souvent concernés la 
définition de la « cognition » que les premisses mêmes des théories de l’appraisal.  
 
Afin de mettre fin aux débats concernant les définitions et pour clarifier le fait que 
l’appraisal n’est pas limité aux répresentations propositionnelles de la connaissance, 
plusieurs modèles des processus de l’émotion ont été récemment proposés, basés sur 
la distinction des différents niveaux de traitement impliqués dans l’évaluation 
cognitive qui a été établie par Leventhal et Scherer. L’utilisation des modèles de 
processus en psychologie des émotions n’est pas une nouveauté, mais leur application 
dans l’approche théorique des émotions reste récente. Ces modèles sont tous 
caracterisés par l’inclusion d’au moins deux niveaux de traitement de l’information 
affective: un haut niveau ou « mode conceptuel » et un bas niveau, ou « mode 
schématique/automatique ». 
 
L’interaction entre ces modes de traitement de l’information est typiquement postulée 
se dérouler d’une manière « bottom-up », c’est-à-dire que le bas niveau de traitement 
est plus rapide qu’un haut niveau de traitement et donc qu’un bas niveau de traitement 
précède l’appraisal d’un haut niveau. Par ailleurs, les modèles de l’appraisal de 
Leventhal et Scherer (1987) et de Smith et al. (1996) considèrent que les évaluations 
réalisées à chaque niveau de traitement donnent lieu à une activation similaire des 
systèmes de réponse (en particulier la physiologie et l’expression motrice). Par 
exemple, lorsqu’on évalue notre potentiel de maîtrise par le mode schématique ou, au 
contraire, par le mode conceptuel, les changements physiologiques et expressifs, 
produits par le résultat de cette évaluation, seront les mêmes. Ces modèles sont 
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cohérents avec les postulats centraux de la théorie d’appraisal, mais placent l’accent 
sur l’appraisal en tant que processus déclenchant une émotion, plutôt que sur le 
contenu ou la structure de l’émotion. Cependant, ces modèles des processus de 
l’appraisal n’ont été conçus que récemment et les auteurs eux-mêmes reconnaissent 
qu’ils auront besoin de davantage de définition en ce qui concerne le fonctionnement 
des mécanismes proposés et, plus important, qu’ils devront être testés initialement.  
 
L’objectif de ce projet a été de tester empiriquement certaines hypothèses dérivées des 
descriptions initiales de ces modèles des niveaux multiples de l’appraisal, ainsi que de 
tenter d’identifier les domaines pour lesquels ces modèles nécessitent des précisions 
théoriques supplémentaires. Nous nous sommes centrés sur la suggestion que les 
niveaux de traitement interagissent souvent, mais qu’ils sont à la base dissocié 
fonctionnellement. Afin d’examiner les influences séparées de chacun des niveaux 
d’appraisal, des situations pour lesquelles les processus évaluatifs donnaient 
hypothétiquement lieu à des résultats d’appraisal opposés, en conflit, ont été 
considérées. Conformément aux versions actuelles des modèles des processus 
d’appraisal, nous prédisions que, dans de telles situations, l’appraisal schématique 
précède l’appraisal conceptuel et active les systèmes de réponses émotionelles. Sur la 
base d’une revue de la littérature (voir chapitre 1), nous postulions également que 
l’appraisal conceptuel « dominerait » l’appraisal schématique. Les buts de ces 
expériences étaient de tester si l’appraisal schématique survenait malgré la dominance 
de l’appraisal conceptuel dans de telles situations, et comment les modes de traitement 
de l’information évaluative affectent les systèmes de réponse émotionnelle quand ces 
modes d’appraisal donnent lieu à des résultats en conflit (en particulier si l’appraisal 
schématique aurait un effet sur les systèmes de réponse malgré l’inhibition par le 
processus conceptuel). Le deuxième but de cette recherche a porté sur les liens 
proposés entre les résultats des processus d’évaluation et les changements 
physiologiques, étant donné que ces résultats sont supposés être à la base de 
l’organisation des systèmes de réponse émotionnelle faisant partie d’un processus 
componentiel (Scherer, 1984, 1986; voir aussi chapitre 2).  
 
Afin de réaliser ces objectifs, des situations « ambiguës » ont été créées dans le cadre 
d’un jeu d’ordinateur, de façon à ce que les appraisal accomplis sur un niveau de 
traitement schématique et conceptuel se trouvent en conflit. Comme esquissé dans le 
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chapitre 2, l’utilisation de jeux d’ordinateur comme outil d’induction présente 
l’avantage d’engager, d’impliquer activement le participant dans la tâche, tout en 
permettant une manipulation soignée, dans un cadre relativement contrôlé, des 
paramètres théoriquement pertinents pour le déclenchement des émotions. Afin 
d’augmenter la pertinence du jeu pour les sujets et de rendre les événements du jeu 
plus émotionels, des récompenses ont été offertes aux joueurs qui réussissaient à 
obtenir le meilleur score.  
 
Dans le cadre du jeu, un traitement schématique de l’appraisal était manipulé par des 
présentations répétées de situations de jeu comportant une importance émotionnelle 
particulière. Le traitement conceptuel de l’appraisal a été établi en fournissant des 
instructions explicites sur ce qui arriverait à un moment donné dans le jeu. Un biais a 
été introduit de façon à ce que la réponse résultant de l’appraisal conceptuel soit la 
plus adaptée, ou la réponse « correcte ». Par l'introduction de ce biais, l'idee de base 
que l'appraisal schematique precede l'appraisal conceptual est testee le plus 
rigoureusement possible. A un moment donné du jeu, une fois que les contingences 
originales entre l’appraisal et la situation pouvaient être considérées comme apprises 
(ou « schématisées »), le sujet a été instruit que, lors de la prochaine rencontre de ces 
situations de jeu, la signification de la situation serait opposée à la contingence 
apprise auparavant (par exemple, la présentation d’une figure bleue ayant été associée 
précédemment à une signification positive, bénéfique, signifierait dès lors 
l’obstruction, la négativité). Les critères d’appraisal de « rapport aux buts » (goal 
conduciveness) et de « potentiel de maîtrise » (coping potential), choisis en fonction 
de leur importance théorique décisive dans le déclenchement et la différentiation des 
émotions, ont été opérationalisés conformément aux définitions données par le 
« modèle des processus composants » de Scherer (1984). Deux expériences ont été 
effectuées. Dans la première expérience, uniquement le critère de « rapport aux buts » 
a été étudié, tandis que la deuxième expérience comportait une manipulation des deux 
critères mentionnés ci-dessus.  
 
Le critère de « rapport aux buts » a été manipulé par la présentation soit d’un 
personnage de jeu amical qui donnait des points au joueur (favorable au but de 
gagner) soit d’un personnage menaçant qui enlevait des points du joueur (défavorable 
au but de gagner). Ces personnages de jeu différaient par le son qui les accompagnait 
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(expérience 1) ou par leur apparence visuelle (expérience 2). La tâche de joueur était 
d’attraper le personnage amical ou d’éliminer le personnage menaçant le plus vite 
possible en appuyant sur le bouton de souris adéquat. Le « potentiel de maîtrise » a été 
manipulé par la taille du vaisseau du joueur qui lui indiquait quel fusil il pourrait 
utiliser. C’est-à-dire que, pour combattre l’ennemi, le participant pouvait utiliser soit 
un grand fusil avec un grand nombre de balles à tirer, soit un petit fusil et uniquement 
quelques balles. Pour les deux manipulations, le temps de réaction du joueur ainsi que 
l’exactitude de la réponse ont été enrégistrés. En plus des temps de réaction, des 
mesures physiologiques ont été prises en temps réel pendant la manipulation des 
situations de jeu. Ces mesures comprenaient le rythme cardiaque, la conductance de la 
peau, la température cutanée et la tension musculaire générale. Des mesures de 
l’EMG faciale ont été également prises, autour du sourcil et de la joue du coté gauche 
du visage, et servaient d’indicateurs des expressions faciales. Le rapport subjectif a 
été mesuré à l’aide d’un écran, comportant des échelles de sentiments subjectifs, qui 
apparaissaient après l’occurrence d’un nombre déterminé de situations de jeu 
manipulées. 
 
La première expérience, présentée dans le chapitre 3, a fourni support au postulat que, 
en ce qui concerne le rapport aux buts, l’appraisal schématique co-occurerait avec 
l’appraisal conceptuel et que l’appraisal schématique produirait des changements dans 
les systèmes de réponse émotionnelle. Les données concernant l’amplitude de la 
première réponse de la conductance de la peau ont été interprétées comme un 
indicateur de l’appraisal schématique de rapport aux buts, puisque la signification de 
l’appraisal appris influençait l’activité de la conductance de la peau et qu’il y avait 
absence d’un effet de l’appraisal conceptuel conflictuel, ou discordant, après le 
renversement des contingences. Par ailleurs, par comparaison aux situations 
défavorable aux buts, les situations favorables aux buts donnaient lieu à des temps de 
réaction plus longs, cependant uniquement après le renversement, ce qui a été 
interprété comme une preuve en faveur d’un effet « indirect » de l’appraisal 
schématique, puisque l’appraisal schématique d’obstruction était plus difficile à 
inhiber (dû à un biais négatif, voir p. ex. Cacioppo et Bernston, 1994) que l’appraisal 
schématique des situations favorables. Ces temps de réactions plus longs après le 
renversement, en particulier pour les situations favorables, semblent fournir une 
première preuve d’une inhibition de l’appraisal schématique par l’appraisal 
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conceptuel au niveau strictement cognitif, mais n’indiquent pas en eux-mêmes que 
l’appraisal schématique activait les systèmes de réponse émotionnelle. D’autre part, si 
les mesures d’EMG, prises comme indicatrices des comportements expressifs, n’ont 
montré aucun effet des appraisals discordants, elles paraissent « suivre » toutefois les 
résultats de l’appraisal conceptuel. La température cutanée montre également des 
effets d’un appraisal conceptuel de rapport aux buts, puisque les situations 
défavorables étaient liées aux pentes négatives de changements dans la température 
cutanée, et les situations favorables aux pentes positives de changements dans la 
température. En contraste, le rythme cardiaque reflétait la variabilité dans la charge 
des processus cognitif, ce qui ne suffit pas à établir qu’un appraisal schématique aurait 
eu lieu. Néanmoins, ces résultats indiquent une augmentation d’ « intake » cognitif 
associé à la manipulation de renversement, ce qui a pu être entièrement provoqué par 
l’appraisal conceptuel qui demande plus des ressources cognitives. Aucun effet n’a 
été trouvé pour la tension générale de la musculature.  
 
Dans le cadre de la deuxième expérience, présentée dans le chapitre 4, nous tentions 
de répliquer les données de l’expérience 1. Cette expérience comprenait un certain 
nombre de changements méthodologiques afin d’améliorer le plan expérimental. Ces 
changements concernaient le remplacement des stimuli auditifs par des stimuli visuels 
servant pour représenter la nature de personnage de jeu (amical ou menaçant) et 
l’inclusion des conditions intergroupes (« between-subjects »). Ces conditions 
différaient par les stimulis utilisés comme signal de personnage amical ou menaçant: 
des visages abstraits montrant des expressions faciales souriantes et des froncements 
des sourcils (qui comportaient donc des traits bien connus et couramment associés 
avec « bon » et « mauvais ») étaient présentés dans la condition « schématique », 
tandis que, dans la condition nommée « arbitraire », ce sont des symboles 
relativement neutres et non-familiers, se distinguant par leur forme abstraite et leur 
couleur, qui ont servi de signaux pour la nature des personnages. Une condition 
contrôle a été incluse, dans laquelle le renversement des contingences personnage -
signification affective n’aurait pas lieu. En outre, dans cette expérience, le critère de 
potentiel de maîtrise a été manipulé dans le but de tester si le potentiel de maîtrise 
pourrait se dérouler sur un niveau schématique et si l’appraisal schématique du 
potentiel de maîtrise persisterait dans la mobilisation de l’activité du système nerveux 
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autonome et somatique en dépit du fait que l’appraisal conceptuel de potentiel de 
maîtrise était plus adaptatif dans le jeu.  
 
Les résultats pour la manipulation de rapport aux buts de cette deuxième expérience 
ne montrent aucune indication d’effets directs de l’appraisal schématique dans la 
condition discordante, contrairement à ce que nous attendions (ces attentes étant basés 
sur les résultats de la conductance de la peau trouvés dans la première expérience). 
Des effets indirects de l’appraisal schématique pourraient expliquer le patron de 
résultats obtenus pour les temps de réaction dans la condition schématique, car les 
temps de réaction étaient plus lents pour le personnage amical exprimant des 
froncements de sourcils que pour le personnage menaçant montrant une expression 
souriante. Cette différence ne s’est pas produite dans les conditions arbitraire et 
contrôle. L’EMG faciale mesurée autour de la région des sourcils montrait des effets 
de l’appraisal conceptuel de rapport aux buts, sans aucun effet de changement des 
contingences, ce qui répliquait les résultats obtenus dans l’expérience 1. Les résultats 
pour le rythme cardiaque ont été reproduits également, avec un effet de la contingence 
reflétant une variabilité dans la charge des processus cognitif à travers les étapes de 
jeu. En général, les données obtenues pour la condition schématique montraient des 
résultats plus forts et consistants, ce qui indique que l’utilisation d’icones englobant 
une information affective bien connue augmente la force de la manipulation de 
rapport aux buts, et rend l’inhibition par le niveau conceptuel des significations 
affectives opposées plus difficile.  
 
Pour la manipulation du potentiel de maîtrise dans la deuxième expérience, les 
résultats n’indiquent aucune suggestion d’effet de l‘appraisal schématique de potentiel 
de maîtrise, quand les appraisals étaient soi-disant en conflit après le renversement des 
contingences. Les différences dans les temps de réaction pour les modes de haute et 
basse puissance (c’est-à-dire des temps de réaction plus lents pour les situations de 
basse puissance que pour celles de haute puissance) étaient étouffées après le 
renversement, ce qui pourrait être considéré au mieux comme un effet indirect de 
l’appraisal schématique discordant, mais en aucun cas ce patron de résultats ne peut 
être comparé à celui de rapport aux buts. Les mesures de rythme cardiaque indique 
une diminution générale durant l’étape experimentale discordante par rapport aux 
moments où les contingences étaient (re)apprises avant et après le changement de 
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contingences, ce qui démontre une augmentation dans la charge cognitive. En plus de 
cet effet, le potentiel de maîtrise montre encore d’autres différences attendues, c’est-à-
dire un rythme cardiaque plus rapide pour les situations censées induire un haut 
potentiel de maîtrise et un rythme cardiaque ralenti pour les situations censées induire 
un bas potentiel de maîtrise. Ces résultats pour le rythme cardiaque convergent avec 
ceux trouvés pour le temps de réaction. Une augmentation dans l’activité du 
conductance de la peau s’est également produite pour les situations censées induire un 
haut potentiel de maîtrise par rapport à celles créées pour induire un bas potentiel de 
maîtrise. Donc, toutes les mesures s’accordent avec l’idée d’un engagement augmenté 
dans la tâche, avec une activation concomitante plus élevée, dans les situations de 
haute puissance et d’un engagement diminué avec une activation plus basse pour les 
situations de basse puissance, ce qui correspond parfaitement avec les données 
provenant de la littérature sur la difficulté des tâches et sur l’activation du système 
nerveux autonome (particulièrement l’activité cardiovasculaire) correspondant. Les 
mesures expressives et de tension générale ne montraient pas beaucoup d’effet des 
manipulations du potentiel de maîtrise. La température cutanée n’indiquait pas non 
plus un effet du potentiel de maîtrise. 
 
Si on compare les effets des manipulations de rapport aux buts avec ceux de potentiel 
de maîtrise, on constate que les résultats du potentiel de maîtrise offrent encore moins 
d’éléments permettant de suggérer que l’appraisal schématique a eu lieu, par rapport 
aux données concernant le rapport aux buts. Comme décrit dans le chapitre 4, ce 
manque d’effet pour le potentiel de maîtrise pourrait impliquer que ces types 
d’évaluations sont moins susceptibles de se dérouler sur un niveau schématique. Une 
telle conclusion n’est pas inconsistante avec la littérature et les propositions 
théoriques discutées dans le chapitre 1. Egalement en accord avec la littérature du 
chapitre 1 sur les liens entre l’appraisal et les changements du système nerveux 
autonome, les manipulations du potentiel de maîtrise d’une part, et du rapport aux 
buts d’autre part, mènent à un patron de réponses du système nerveux autonome 
différent. Ainsi, les deux manipulations de rapport aux buts sont liées à une activation 
différente des muscles « corrugator » (autour des sourcils) et « zygomaticus » (autour 
des joues), tandis qu’une telle distinction n’a pas été observée pour les manipulations 
du potentiel de maîtrise. 
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Dans les deux expériences, les systèmes de réponse émotionnelle (dans ce cas, le 
système nerveux autonome et somatique) montraient des différences en ce qui 
concerne leur sensibilité soit à un traitement schématique, soit à un traitement 
conceptuel. Si on considère que la fonction du système nerveux autonome est de 
promouvoir l’action, la prédiction que des changements dans le système nerveux 
autonome seront plus fortement liés aux composantes « primaires » du processus 
d’appraisal (comme la préparation de l’organisme à une action adaptative, 
éventuellement urgente) est compréhensible. Tandis que la conductance de la peau 
montrait des effets de l’appraisal schématique, les différences trouvées pour l’EMG 
faciale en ce qui concerne l’appraisal étaient plus consistantes avec la notion 
d’appraisal conceptuel, l’appraisal schématique discordant n’influençant pas les 
muscles faciaux. Or, ce résultat d’EMG faciale est partiellement en opposition avec 
les modèles d’appraisal qui prédisent que le résultat de chaque processus d’évaluation 
est associé à des changements au niveau du système nerveux autonome et somatique. 
Le comportement expressif, contrairement à la physiologie du système nerveux 
autonome, pourrait refléter plutôt un produit d’un processus d’appraisal, un résultat 
plus « complet » ou « fini », qu’un résultat componentiel, direct de chacun des critères 
d’appraisal.  
 
En conclusion, les expériences effectuées dans le cadre de ce projet de thèse donnent 
quelques suggestions sur comment les systèmes de réponse émotionnelle, plus 
particulièrement le système nerveux autonome et les expressions faciales, pourraient 
être influencés différemment par le processus d’appraisal. De plus, les données 
indiquent que les différents appraisals seraient plus ou moins susceptibles de devenir 
schématisés ou automatisés. Même si la prémisse de base des théories d’appraisal à 
multiples niveaux de traitement est très prometteuse, les modèles courants ont besoin 
de plus amples spécifications des mécanismes qui sont à la base du déclenchement des 
émotions afin de permettre une élaboration d’hypothèses vérifiables. Ce travail 
propose également que l’incorporation des connaissances et preuves provenant des 
neurosciences, adjoint au développement des techniques expérimentales appliquées 
dans cette recherche, pourrait permettre une meilleure spécification et une 
amélioration de la définition des modèles d’appraisal à multiples niveaux.  
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Appendix 1 
 
Technical report (1997). Levels of processing for appraisal criteria: a first exploratory study 
 
Aim.  
The aim of this study was to test whether the manipulation of some of the appraisal criteria at 
different levels of cognitive processing would differentially influence the emotional reaction. 
See research proposal of van Reekum (FNRS intermediate report 1996/1997, appendix 1) for 
more details concerning the aim and hypotheses of this study.  
 
Method and measurements 
 
Refinements of operationalization in the computer game  
The manipulation of the checks on two different levels are described in table 1. Care was 
taken to keep the events as similar as possible, eliminating as much as possible unintended 
variables which could alter the emotional impact of the event. For a description of the game 
XQuest, see report. 
• Intrinsic Pleasantness Check: Based upon the ratings provided by 15 first year 
psychology students, two unpleasant sounds were selected based upon comparable 
intensity of pleasantness and arousal. The sounds comprised one low-frequent French 
word with affective meaning (“cris de torture”) and one sound of someone screaming. The 
words were chosen to induce a high level of processing as compared to the screaming 
sound, which supposedly would elicit affect through lower level processes. Both sounds 
were matched for length (notably one second each) and volume. These sounds 
accompanied a goal conducive (passing to the next higher level) or obstructive (loosing a 
ship) event.  
• Coping Potential Check: To manipulate the player’s coping potential the efficacy of the 
enemy was varied. In situations intended to induce appraisals of low coping, the enemy 
was fast, and closely followed the player’s ship, making escape difficult. In situations 
intended to induce appraisal of high coping, the enemy moved around the galaxy in a slow 
and random manner. These characteristics only became evident 10 seconds after the first 
appearance of the first enemy. The enemies, otherwise indistinguishable during the first 10 
seconds of the level, emitted sounds which indicated their character (fast and following 
versus slow and random). To induce a high level of processing these sounds consisted of 
sets of 4 tones. Players had to decode the number of high tones the a set of 4 tones: an 
even number of high tones indicated a slow character, and an uneven number of high tones 
indicated a fast character. To induce a low level of processing, the sounds were a growl for 
the slow character and a lion’s roar for the fast character. 
• Norm/Self Compatibility Check: Only high compatibility (feedback upon performance, 
with the feedback positive in nature) was implemented. The level of appraisal processing 
on this appraisal criterion was manipulated in a between-subjects design. In the case of the 
reflective level, the player was presented at the end of the game with a high score list. A 
routine was written to display the player’s real score at the second position in the top-ten 
ranking list, which contained other (fictitious) names and scores. The perceptual level-
manipulation of this check consisted of the playing of a sound of highly animated 
applause. 
 
Table 1. Manipulations of three appraisal checks on two levels of processing in game events 
 Pleasantness Coping Potential 
 
Norm/self Compatibility 
Reflective Level low frequency word 
with unpleasant 
meaning 
decoding of enemies' 
characteristics on basis of tones 
they emit (i.e. even vs. odd number 
of tones) 
high: slow, random enemies 
low: fast, following enemies 
 
performance: 
own score is high compared 
with others  
Perceptual 
Level 
unpleasant sound 
(scream) 
decoding of enemies' 
characteristics on basis of simple 
sound they emit (e.g. growl vs. 
roar) 
high: slow, random enemies 
low: fast, following enemies 
 
performance: 
sound of applause (high 
compatibility) 
 
Measurements 
Psychophysiological measures  
• EMG. EMG was measured at 5 different sites in the face, frontalis medialis, corrugator 
supercilii, levator, zygomatic major, and mentalis. Originally, masseter was included as a 
measurement site (see research proposal for more details), however, a pilot study which 
included this muscle site showed that the measurements of the masseter activity contain a 
high level of noise, thereby rendering obtained data useless. The frontalis was then chosen 
instead of the masseter, for replication of the data concerning this muscle group found in 
the first experiment. 4 mm Ag-Ag/Cl electrodes were placed on the above-mentioned sites 
in accordance with the guidelines provided by Cacioppo, Tassinary, and Fridlund (1990). 
The raw EMG signal was band-pass filtered at 3 Hz - 10 kHz (with notch filter to reduce 
interference from other apparatus), integrated and smoothed using an integration time 
constant of 10 milliseconds (msec), sampled at 200 Hz through a 12 bit analog-to-digital 
interface and stored onto the hard disk of the computer. From the integrated signal, an 
average of EMG activity was calculated for each channel. In order to get a better idea of 
the strength of possible EMG reactions, the 95th percentile of the range of activity was 
calculated as well. This measure is an estimate of the ceiling of EMG activity over a 
certain time period, and is less sensitive to outliers or artifacts than the maximum value of 
EMG activity.  
• Skin conductance. 4 mm Ag-Ag/Cl electrodes were placed at the middle phalanx of the 
index and third finger of the non-dominant hand. A CPI skin conductance coupler was 
used to apply a constant 0.5 volt across the electrodes and to condition the signal. The skin 
conductance signal was sampled at 200 Hz through a 8 bit analog-to-digital interface and 
stored onto the hard disk of the computer connected to the hard ware. Before parameter 
extraction, the skin conductance signal was low-pass filtered at 0.7 Hz, with an order of 5 
using a Butterworth filter, to remove artifacts introduced by the hard ware. After filtering, 
the data was downsampled to 20 Hz prior to parameter extraction. Parameters such as the 
mean skin conductance level, the number of skin conductance responses as well as the 
mean and maximum response amplitudes were extracted.  
 
A separate channel recorded the different game events of interest, each of which was 
represented by a unique value between 0 and 255. 
 
Self report. A subjective feeling questionnaire (pop-up screen) appeared either immediately 
after the event (for the Intrinsic Pleasantness Check) or 5 seconds after the start of the level in 
which the manipulations were presented (for the Coping Potential Check). This pop-up 
screen included eight labels corresponding to the following emotional states: happy, 
surprised, irritated, disappointed, proud, helpless, embarrassed and relieved. A phrase 
indicated that the subject had to report at this moment in time (“en ce moment, je me sens...”) 
A vertical bar displayed on the right of the labels allowed the participant to indicate the 
intensity; the intensity was saved in a separate data files in values ranging from 0 (not at all) 
to 100 (extremely).  
 
Predictions. 
Appraisal. Specific muscle groups are chosen which are assumed to be specifically related to 
either one of the appraisal criteria. In agreement with the literature, the zygomaticus major 
seems to be most strongly related to intrinsic pleasantness, and the corrugator with goal-
obstructive situations (e.g. Smith, 1989; Dimberg, 1990). For intrinsic unpleasantness and 
coping however, the literature on facial EMG is not as clear. Based on the literature of facial 
expression (e.g. Ekman and Friesen, 1978), it can be expected that the levator caput 
infraorbitalis (the muscle that raises the upper lip, which is apparent in expressions of 
"disgust") might serve as a good indicator of intrinsic unpleasantness. Based on research of 
Kukde and Neufeld (1994), wherein lip and chin activity seemed to be more strongly 
activated in situations of "decisional control" (i.e. high coping) then the medial frontalis, the 
mentalis (chin raiser) is expected to reflect high coping. Effects of the manipulations on the 
mean activity of the medial frontalis will be explored. Pecchinenda and Smith (1996) were 
able to show that skin conductance activity, in particular parameters such as response rate and 
slope of activity change, are markers related to the appraised problem-solving coping 
potential. In accordance with their findings, skin conductance rate and level are expected to 
decrease in high coping situations and increase in low coping situations.  
Based upon Scherer’s (e.g. 1987) theory and predictions, the manipulation of the appraisal 
checks are expected to result in the following emotions: The self reports of emotional feelings 
are anticipated to reflect differences due to the Conduciveness check, but not due to the level 
of processing of Intrinsic Pleasantness, with higher reported intensities anticipated for 
irritation and disappointment in the obstructive cases and higher intensities for joy, pride, and 
relief in the conducive cases. The manipulation of low coping is expected to result in higher 
rated disappointment, helplessness, and of high coping in joy.  
Level of Processing. The cognitive effort due to a higher level of processing expended in the 
appraisal of an event is expected to result in an increase of the skin conductance amplitude, a 
measure often related to attention and general increased cognitive effort (e.g. Dawson, Schell, 
and Filion, 1990). Effects of the level of processing on onset latencies of muscle activity were 
originally predicted, but due to the relative low quality of the EMG signals obtained in this 
study (high percentage of movement artifacts), the onset of the EMG activity of the five 
muscle sites has not been calculated. Effects of the level of processing on the mean EMG 
activity as well as on the subjective feeling-reports will be explored.  
 
 
Participants and procedure 
Twenty-three first-year female psychology students were recruited from a first-year 
introductory course on psychology and participated in the experiment as a partial fulfillment 
of their course requirements. Upon arrival in the lab, they were told that the goal of the 
experiment was to test whether their physiological responses differed according to different 
events in the game. A practice session of an half an hour permitted the participants to become 
acquainted with the game to such a degree that general motor skills were well trained and to 
habituate to the task of counting the number of high tones to determine the characteristics of 
the enemies (for the Coping Potential Check manipulations). The experimenter was present 
during the practice session, and checked whether the participants had thoroughly understood 
and were capable of determining the characteristics of the enemies on the basis of the sounds. 
Participants who were unable to pass the first four levels of the game during the practice 
session were to be excluded from further experiments. In fact, all participants fulfilled these 
prerequisites. After the practice session, electrodes were placed on the face and on the non-
dominant hand. Participants were then instructed to play for forty-five minutes, preceded by a 
rest-phase during which baseline measurements of the physiological responses were taken, 
and the experimenter left the participants’ room. At the end of the experimental session, the 
experimenter entered the room, disconnected the electrodes, conducted an exit-interview. 
Participants were debriefed as to the purpose of the experiment, told that they had been 
filmed and asked whether they agreed upon the use of the video to identify artifacts in the 
physiological measurements due to general movements. The experiment lasted two hours in 
total. 
 
Data reduction
Due to the small number of participants and observations since the manipulation was 
performed only once in a between-subjects manner, as well as a high number of movement 
artifacts due to the fact that the manipulation took place after the game finished, the data of 
the Norm-self Compatibility check was discarded from further analysis.  
For the ship explosion and the new level event types (Goal Conduciveness with Intrinsic 
unpleasant sounds), the data of the facial EMG channels were averaged per event type over 4 
second blocks; one second preceding the onset of the actual event and 3 seconds after the 
onset of the event. For the Coping Potential event types, data was obtained from 7 seconds 
following the onset of the manipulated level. Movement artifacts occurred for some of the 
events, characterized by clipping of the EMG signals. The EMG data of those event blocks 
containing movement artifacts (as defined by a maximum 95th percentile for three or more of 
the five EMG channels) were removed from the data files.  
Skin conductance activity is a relatively slow-reacting measure, with an onset of an event-
related response varying between 1 to 3 seconds after the onset of the event, and a rise time 
of typically 1 to 3 seconds (see also Dawson, Schell, and Filion, 1990). Taking these 
characteristics of skin conductance measurements into account, data blocks were taken from 
the onset of the new level and ship explosion event types to 5 seconds after the onset of the 
event, and averaged over the number of observations per event type. The data blocks for the 
Coping Potential events contained the data over a period of 7 seconds following onset of the 
manipulated levels.  
The individual self-reports were aggregated across the number of event types. 
 
Results 
 
The data of one participant was excluded, due to equipment failure. The data of the remaining 
22 participants were included in further analysis. 
The data of the Intrinsic Pleasantness manipulation on two levels of cognitive processing 
(reflective versus perceptual) and the data of the Coping Potential manipulations were 
analyzed separately and will be presented below as such. The data of the psychophysiological 
measures were analyzed with a series of repeated measures ANOVAs. Due to the fact that 
this type of measurement of the self-reports results in data not normally distributed, the 
results of the self-reports were analyzed with Friedman non-parametric analysis technique for 
k related samples.  
 
Intrinsic Pleasantness 
The data were analyzed in a 2 (Conduciveness: conducive+unpleasant sound vs. 
obstructive+unpleasant sound) x 2 (Level: reflective vs. perceptual) full--factorial univariate 
ANOVAs with repeated measures over the two factors. Main effects of Conduciveness for 
the corrugator and levator, and zygomatic were anticipated. Results of the manipulations on 
the activity over the mentalis and frontalis region will be explored. In addition, an effect of 
the skin conductance response amplitude is expected for the Level-factor, indicating a 
differential involvement of cognitive activity for the two events.  
EMG .As a result of movement artifact removal, the EMG data of an additional 2 participants 
were incomplete and therefore discarded from further analysis. In addition, due to an 
oversensitive skin, electrodes could not be placed over the levator and zygomatic regions of 
one participant, resulting in 20 cases for the frontalis, corrugator, and mentalis measures, and 
19 for the zygomatic and levator measures.  
The data yield no support for the predictions. The exploratory analyses reveal a trend for the 
95th percentile of activity over the mentalis region for Conduciveness (F (1, 19) = 3.137, p = 
.093). The data is presented in figure 1. No other effects nor trends were found.  
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Figure 1. Mean 95th percentile of EMG activity measured over the chin-region (mentalis). Sexpl = Ship 
Explosion wit unpleasant sound; NewL = New Level reached with unpleasant sound; perc = manipulation of the 
perceptual level of processing for unpleasant sound (scream), refl = = manipulation of the reflective level of 
processing for unpleasant sound (“cris de torture”). mV = micro Volts; unit of measurement of EMG signals. 
 
Skin conductance. Due to technical failure, the skin conductance data of one participant could 
not be recorded. The data of the remaining 19 participants were included in further analyses. 
No effects were found, and thus the data did not support the predictions for the involvement 
of a different level of processing in the evaluation of the pleasantness.  
Emotion report. Due to technical failure, the self-report data of one participant was missing 
for a number of observations, which leaves 21 valid cases for the Friedman tests. Figure 2 
shows the mean reported intensities per emotion and per event type. The results show that, as 
expected, the event types differed in their effects upon the intensity of feelings of irritation 
(χ2 (3, 18) = 23.33, p = .000), disappointment (χ2 (3, 18) = 9.40, p = .024), pride (χ2 (3, 18) 
= 20.473, p = .000), and relief (χ2 (3, 18) = 18.188, p = .000), however, no effects for joy 
were found. Inspection of figure 2 indicates that the conducive situations are related to higher 
levels of pride and relief, whereas the obstructive events are related to more intense feelings 
of disappointment and irritation. As can be seen in figure 2, the effects of the manipulation of 
the unpleasantness at a reflective versus perceptual level are small compared to the effects of 
the event type on the reported intensities of subjective feeling. An additional Wilcoxon sign-
rank test of 2 related samples on the reflective versus perceptual manipulations indeed 
confirm that there are no differences between these manipulations on the reported emotions.  
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Figure 2. Mean reported intensity per emotion as a function of event type. SE = ship explosion with unpleasant 
sound, NL = new level with unpleasant sound, P = perceptual manipulation of unpleasantness, R = reflective 
manipulation of unpleasantness.  
 
Coping Potential 
The data were analyzed in a 2 (Coping: high vs. low) x 2 (Level: reflective vs. perceptual) 
ANOVA with repeated measures over both factors. Within the face, activity over the mentalis 
region was expected to be higher in situations with high coping compared to those with low 
coping. Similarly, the skin conductance level and response rate were expected to decrease in 
situations with high coping compared to situations with low coping. In addition, the skin 
conductance magnitude is expected to show a main effect for Level.  
EMG. Due to an oversensitive skin, electrodes could not be placed over the levator and 
zygomatic regions of one participant, resulting in 22 cases for the frontalis, corrugator, and 
mentalis measures, and 21 for the zygomatic and levator measures. Univariate ANOVAs 
showed a trend of Level for the 95th percentile of mentalis activity (F (1, 21) = 3.298, p = 
.084) and a small trend of the same measure for Coping (F (1, 21) = 2.401, p = .136). The 
latter trend was also present for the mean activity over the mentalis region (F (1, 21) = 2.281, 
p = .146). Figure 3 depicts the interaction for mentalis, and indicates that the mentalis activity 
was higher for the situations with higher coping compared to situations with lower coping 
potential. Figure 3 also shows that an effect of level seems to persist in the high coping-
condition, with higher levels of mentalis activity in the reflective condition than in the 
perceptual condition. It has to be noted that the Level x Coping interaction was not significant 
(F < 1, n.s.).  
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Figure 3. Mean 95th percentile of EMG activity measured over the chin-region (mentalis); perc = manipulation 
of the perceptual level of processing for decoding of the character’s nature, refl = manipulation of the reflective 
level of processing for decoding of the character’s nature. mV = micro Volts; unit of measurement of EMG 
signals. 
 
In addition, the mean activity over the levator region shows a main effect of Level (see figure 
4 for the interaction effect, which was not significant) with more levator activity for the 
perceptual level-condition than for the reflective level-condition, although it has to be noted 
that this effect does not reach the conventional level of significance (F (1, 20) = 3.832, p = 
.064).  
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Figure 4. Mean EMG activity measured over the levator muscle group. perc = manipulation of the perceptual 
level of processing for decoding of the character’s nature, refl = manipulation of the reflective level of 
processing for decoding of the character’s nature. mV = micro Volts. 
 
Activity over the zygomatic region shows an interaction effect of Level x Coping, and again, 
this effect does not reach conventional level of significance (F (1, 20) = 3.824, p = .065). 
Figure 5 shows the interaction effect. A similar trend, albeit small in power, is present in the 
95th percentile of the zygomatic region (F (1, 20) = 2.112, p = .162). As with the results for 
the mentalis activity (95th percentile), the difference between the manipulated level of 
processing is pronounced for the high coping-situations. No other effects were found. 
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Figure 5. Mean EMG activity measured over the cheek region for Coping Potential appraised at a reflective 
versus perceptual level. perc = manipulation of the perceptual level of processing for decoding of the character’s 
nature, refl = manipulation of the reflective level of processing for decoding of the character’s nature. mV = 
micro Volts. 
 
Skin conductance. As for intrinsic pleasantness, one case was excluded in the analysis due to 
missing data, which leaves 21 valid cases. The mean level of skin conductance activity shows 
a significant main effect for Coping (F (1, 20) = 10.213, p = .005). Figure 6 depicts the Level 
x Coping interaction, which clearly shows that the skin conductance level was higher in the 
low coping situations compared to the high coping situations.  
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Figure 6. Interaction plot of the mean skin conductance level. perc = manipulation of the perceptual level of 
processing for decoding of the character’s nature, refl = manipulation of the reflective level of processing for 
decoding of the character’s nature. mS = microSiemens, unit of measurement of skin conductance activity.  
 
Due to the high number of missing values, resulting in exclusion of cases, the analysis on the 
amplitude of skin conductance responses was not performed. Instead, the skin response 
magnitude was determined and analyzed. The analysis gave a small trend for the mean 
response magnitude for Coping (F (1, 20) = 2.071, p = .166), showing an effect similar to that 
of skin conductance level. No other effects were found. 
Emotion report. Due to equipment failure, two cases had missing observations for one or 
more of the events and were therefore omitted. The Friedman test shows an effect for 
disappointment (χ2 (3, 17) = 8.143, p = .043) and a trend for pride (χ2 (3, 17) = 6.643, p = 
.084). Figure 7 shows the emotion reports per event type and indicates that, in contrast with 
the predictions, high coping potential is associated with higher reported disappointment, and 
that the low coping potential is related to higher levels of pride. 
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Figure 7. Mean reported intensity per emotion as a function of event type. E = easy event, D = difficult event, P 
= perceptual manipulation of assessment of the Coping Potential, R = reflective manipulation of the assessment 
of the Coping Potential.  
 
Conclusion 
 
The results in general did not support the predictions, although some interesting effects were 
found. Facial EMG, particularly measured around the chin region, showed trends for the level 
of processing at which Coping Potential was evaluated, where in the high coping situations, 
the reflective level was marked with higher activity over the chin region compared to the 
perceptual level at high coping. A similar effect is observed for the activity over the cheek 
region (related to smiling). The finding that the reflective level increased EMG activity 
measured over these regions could be caused by movements of the jaw and cheek region of 
verbalizations related to mental arithmetic, or counting aloud, involved in assessing the 
nature of the character. However, the fact that this effect of the reflective level was more 
pronounced in the high coping compared to the low coping situation is difficult to 
understand.  
In contrast, activity around the nose was higher for the perceptual level compared to the 
reflective level, the latter being independent of the Coping Potential. This effect might have 
been caused by the fact that the participants evaluated the sounds which were used to 
manipulate the low level assessment of the Coping Potential as more unpleasant than the beep 
sound used for the manipulation of the reflective level.  
The skin conductance level, which is a measure of sympathetic activity, showed higher 
activity for low coping potential compared to high coping potential, but no effect for Level. 
This effect is in line with predictions made, and confirms findings of Pecchinenda and Smith 
(1996) in a different experimental setting. Based upon this finding, it thus seems that the 
manipulation of Coping Potential was successful in affecting the difficulty of the task. 
Self-reports of emotion type and intensity revealed effects of Coping Potential and 
Conduciveness, but were not affected by the level-manipulations. 
Several reasons can be put forward to explain why the results did not support the predictions. 
First, and most importantly, the setting was not focused enough for small effects, such as 
those expected, to occur. Too many factors blurred the psychophysiological measures, which 
are sensitive to artifacts. Also, measures such as facial EMG are sensitive to movement 
artifacts. In the present study, a number of observation had to be excluded from further 
analysis, reducing the power of the data. A second reason more focused on appraisal is that, 
even though efforts were made to have an equal goal for the participants resulting in similar 
appraisal patterns, this standardization of the participants’ goals and aims in the game might 
not have been obtained. In the exit-interview, upon the question posed on what their goal was 
in the game, participants indicated similar responses. However, the participants’ responses to 
the question on the feelings of implication in the game showed that answers varied from “not 
at all” to “yes”. This could have had as a result that the manipulation of the appraisal of for 
instance Coping Potential was not very effective, since participants just did not try to assess 
the difficulty of the event, but rather waited to see what would happen.  
In summary, the present study contained too many confounding variables. Future 
experiments should be designed in an attempt to overcome most of the issues brought forth 
here. 
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Appendix 2 
 
Polynomial contrast types used in experiment 1 and 2 (See also Rosenthal and Rosnow 
(1985) for a discussion of polynomial contrasts) 
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Figure 1a (left) and 1b (right). Linear contrast for factor with two (1a) or three (1b) levels.  
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Figure 2a (upper left), 2b (upper right) & 2c (lower left). Quadratic contrast for factor with 
three levels (2a) and quadratic by linear interaction (2b) illustrating opposing effects, and a 
significant quadratic by linear interaction showing muted effects (2c). Note that an effect of 
type illustrated in 2c would be paired with a significant or trend main effect of the two-level 
factor.  
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Figure 3. Cubic contrast for factor with four levels. 
Appendix 3 
 
Mean, standard error and standard deviation of all variables in experiment 1 
 
Table 1. Data including all observations 
   Schematised Discrepant Newly schematised 
Measure: N  Enemy Friend Enemy Friend Enemy Friend 
Reaction Time 37 Mean 1499.865 1430.135 1592.027 1680.405 1326.757 1498.243 
  St. Error 218.6388 250.4397 185.7441 207.8446 157.5537 173.9008 
  St. Dev 1329.928 1523.365 1129.837 1264.269 958.3618 1057.797 
SNS         
Corrugator 38 Mean 3.9712 4.079 4.0469 3.9244 3.7982 3.6999 
  St. Error 0.2951 0.3653 0.2964 0.322 0.3034 0.2817 
  St. Dev 1.8191 2.2518 1.827 1.9849 1.8701 1.7367 
Zygomatic 38 Mean 2.8458 2.514 2.7831 2.3771 2.119 2.1639 
  St. Error 0.422 0.387 0.4345 0.3862 0.3202 0.3211 
  St. Dev 2.6015 2.3859 2.6786 2.3804 1.9736 1.9792 
Forearm Extensor. 38 Mean 11.5422 10.3218 10.2469 10.7045 10.0657 10.0005 
  St. Error 1.3752 1.0916 1.2255 1.2985 1.2936 1.2415 
  St. Dev 8.4774 6.7292 7.5547 8.0043 7.9744 7.653 
ANS         
SCR frequency 38 Mean 1.0132 1.0263 1.0395 0.8684 0.7632 0.7895 
  St. Error 0.07178 0.09228 0.08302 0.09369 0.08792 0.08355 
  St. Dev 0.4425 0.5689 0.5118 0.5776 0.542 0.5151 
SC-FRA 19 Mean 0.4992 0.3629 0.3029 0.3737 0.3425 0.2554 
  St. Error 0.1093 0.06873 0.05281 0.0755 0.05847 0.04988 
  St. Dev 0.4764 0.2996 0.2302 0.3291 0.2549 0.2174 
Inter beat interval 38 Mean 764.1189 767.8258 783.2623 774.6872 767.0132 768.811 
  St. Error 20.3148 21.266 19.6486 20.241 19.1529 20.8947 
  St. Dev 125.2289 131.0925 121.1223 124.7738 118.0664 128.8037 
Skin temp slope 28 Mean -0.00148 -0.00023 -0.00072 -0.00044 0.000341 0.001114 
  St. Error 0.000795 0.000799 0.000948 0.000497 0.001222 0.000635 
  St. Dev 0.004205 0.004227 0.005019 0.002631 0.006466 0.003359 
         
Note: SNS = somatic nervous system, ANS = autonomic nervous system, SCR frequency = number of skin 
conductance responses, SC-FRA = amplitude of firstly occurring skin conductance response. 
 
 
 
Table 2. Data excluding error trials 
   Schematised Discrepant Newly schematised 
Measure: N  Enemy Friend Enemy Friend Enemy Friend 
Reaction Time 25 Mean 1219.4 1200 1242.2 1364.4 1161.6 1354.2 
  St. Error 176.9078 232.282 142.4123 149.6497 151.3868 174.2163 
  St. Dev 884.5389 1161.41 712.0614 748.2484 756.9342 871.0813 
SNS         
Corrugator 25 Mean 3.659 3.4289 3.8156 3.4747 3.482 3.5983 
  St. Error 0.2974 0.2872 0.3026 0.2614 0.3384 0.31 
  St. Dev 1.4869 1.4361 1.5128 1.307 1.692 1.5502 
Zygomatic 25 Mean 2.5881 2.6314 2.4967 2.3958 2.2705 2.1343 
  St. Error 0.4833 0.5266 0.5488 0.5288 0.4311 0.4348 
  St. Dev 2.4165 2.6332 2.7439 2.6439 2.1553 2.1738 
Forearm Extensor. 25 Mean 12.512 10.5636 10.3864 11.2505 10.4153 10.0306 
  St. Error 1.965 1.5173 1.637 1.775 1.8011 1.7369 
  St. Dev 9.8248 7.5865 8.1848 8.8749 9.0057 8.6847 
ANS         
SCR frequency 25 Mean 0.88 0.9 1.02 0.76 0.74 0.76 
  St. Error 0.07234 0.1291 0.08888 0.1418 0.1194 0.08718 
  St. Dev 0.3617 0.6455 0.4444 0.7089 0.5972 0.4359 
SC-FRA 9 Mean 0.7664 0.5067 0.2771 0.3876 0.316 0.1902 
  St. Error 0.3134 0.1717 7.17E-02 0.1395 7.47E-02 7.77E-02 
  St. Dev 0.9403 0.515 0.2152 0.4185 0.224 0.233 
Inter beat interval 25 Mean 740.6141 743.9964 759.0075 755.9203 745.2474 752.7479 
  St. Error 26.3588 28.2351 26.0054 27.3199 26.0242 28.6768 
  St. Dev 131.7938 141.1757 130.027 136.5994 130.1211 143.3841 
Skin temp slope 18 Mean -0.00181 0.000751 -0.00023 0.00075 -0.00066 0.002162 
  St. Error 0.001116 0.001383 0.000867 0.000552 0.001637 0.000765 
  St. Dev 0.004736 0.005866 0.003678 0.002342 0.006945 0.003244 
Note: SNS = somatic nervous system, ANS = autonomic nervous system, SCR frequency = number of skin 
conductance responses, SC-FRA = amplitude of firstly occurring skin conductance response.. 
 
 
Appendix 4 
 
Exit-interview used in experiment 2(in French) 
 
 
QUESTIONNAIRE POST-EXPERIMENTAL 
N° sujet: 
Sexe (M/F): 
Age: 
 
Entourez, s’il vous plaît, la réponse qui vous convient le mieux. 
1. Dans quelle mesure étiez-vous impliqué dans le jeu ? 
tout à fait   beaucoup moyennement   un peu   pas du tout  
2. Dans quelle mesure votre but dans le jeu était : 
a) d’être le/la meilleur(e) 
tout à fait   beaucoup moyennement   un peu   pas du tout  
b) de prendre du plaisir 
tout à fait   beaucoup moyennement   un peu   pas du tout  
c) de faire au mieux de vos possibilités 
tout à fait   beaucoup moyennement   un peu   pas du tout  
d) de gagner un prix 
tout à fait   beaucoup moyennement   un peu   pas du tout  
e) autre (spécifiez): 
tout à fait   beaucoup moyennement   un peu   pas du tout  
3. Comment avez-vous évalué les situations suivantes (c-à-d avant les changements): 
En ce qui concerne les niveaux comportant un vaisseau soit grand soit petit….. 
a) la situation où votre vaisseau était grand 
était favorable à mes       était défavorable à mes 
   buts dans le jeu              neutre         buts dans le jeu 
  1  2  3  4  5 
j’avais beaucoup de        je n’avais aucun  
moyens pour réagir       moyen pour réagir  
dans cette situation              neutre      dans cette situation 
  1  2  3  4  5 
était importante pour      n’était pas importante pour 
mes buts dans le jeu             neutre    mes buts dans le jeu 
  1  2  3  4  5 
b) la situation où votre vaisseau était petit 
était favorable à mes       était défavorable à mes 
   buts dans le jeu              neutre         buts dans le jeu 
  1  2  3  4  5 
j’avais beaucoup de        je n’avais aucun  
moyens pour réagir       moyen pour réagir  
dans cette situation              neutre      dans cette situation 
  1  2  3  4  5 
était importante pour      n’était pas importante pour 
mes buts dans le jeu             neutre    mes buts dans le jeu 
  1  2  3  4  5 
 
En ce qui concerne les niveaux de jeu dans lesquels se présentait soit l’ami soit 
l’ennemi….. 
c) la situation où l’ami était présent 
était favorable à mes       était défavorable à mes 
   buts dans le jeu              neutre         buts dans le jeu 
  1  2  3  4  5 
j’avais beaucoup de        je n’avais aucun  
moyens pour réagir       moyen pour réagir  
dans cette situation              neutre      dans cette situation 
  1  2  3  4  5 
était importante pour      n’était pas importante pour 
mes buts dans le jeu             neutre    mes buts dans le jeu 
  1  2  3  4  5 
d) la situation où l’ennemi était présent 
était favorable à mes       était défavorable à mes 
   buts dans le jeu              neutre         buts dans le jeu 
  1  2  3  4  5 
j’avais beaucoup de        je n’avais aucun  
moyens pour réagir       moyen pour réagir  
dans cette situation              neutre      dans cette situation 
  1  2  3  4  5 
était importante pour      n’était pas importante pour 
mes buts dans le jeu             neutre    mes buts dans le jeu 
  1  2  3  4  5 
 
4. Suite aux changements de la signification des personnages du jeu et de la grandeur du 
vaisseau, dans quelle mesure…. 
a) deviez-vous vous forcer à inhiber la tendance de répondre selon l’association 
apprise auparavant?  
tout à fait   beaucoup moyennement   un peu   pas du tout  
b) vous sentiez-vous confus(e)? 
tout à fait   beaucoup moyennement   un peu   pas du tout  
c) étiez-vous plus concentré que juste avant les changements? 
tout à fait   beaucoup moyennement   un peu   pas du tout  
d) perceviez-vous un conflit au moment de répondre? 
tout à fait   beaucoup moyennement   un peu   pas du tout  
 
Merci bien pour votre participation! 
 
Appendix 5 
 
Table 1. Mean, standard deviation and standard error of all variables in experiment 2 for the conduciveness manipulation 
 
    Block 1 Block 2 Block 3 Block 4 Block 5 
Measure Condition        N Enemy Friend Enemy Friend Enemy Friend Enemy Friend Enemy Friend
RT Schematic 30 Ave 88.88*  87.21 72.36 75.28 72.96 71.43 91.13 104.92 84.69 82.82 
    SE 6.62 5.13 3.94 4.61 3.88 4.39 6.57 9.76 5.85 5.78
              SD 36.29 28.07 21.58 25.27 21.26 24.06 35.98 53.48 32.02 31.63
  Arbitrary 27 Ave 98.65 96.91 67.7 77.73 74.93 76.69 93.84 95.08 71.03 95.15 
    SE 8.33 8.13 5.86 7.86 7.77 9.18 7.58 8.47 7.6 11.42
              SD 43.31 42.23 30.45 40.84 40.39 47.68 39.39 44 39.5 59.33
  Control 28 Ave 108.96 125.38 80.67 87.48 71.68 68.43 85.97 82.22 80.73 66.6 
    SE 10.77 13.62 7.78 11.04 6.94 5.6 7.86 7.29 7.05 4.65
              SD 57.01 72.07 40.4 58.44 36.75 29.61 41.6 38.56 37.31 24.58
SNS              
Cor Schematic 30 Ave -1.49          -2.42 -1 -1.1 -0.45 -1.28 -0.39 -0.98 -0.78 -1.66
    SE 0.92 0.95 0.42 0.36 0.45 0.5 0.48 0.39 0.52 0.6
              SD 5.03 5.2 2.28 1.95 2.49 2.73 2.61 2.11 2.86 3.29
 Arbitrary 28 Ave -0.3 0.84 1.38 -0.52 0.03 -0.37 0.7 -0.05 -0.31 -0.02 
    SE 0.97 0.73 1 0.56 0.61 1.06 0.54 0.66 0.93 0.91
              SD 5.15 3.89 5.29 2.95 3.2 5.59 2.83 3.5 4.9 4.83
 Control 29 Ave -0.61 -0.94 -0.93 0.02 -0.32 0.03 -0.07 -1.4 -0.43 -0.15 
    SE 0.9 0.84 0.86 0.43 0.6 0.55 0.76 0.52 0.43 0.44
              SD 4.85 4.52 4.55 2.33 3.25 2.97 4.1 2.78 2.34 2.38
Zyg Schematic 30 Ave -3.94 -4 -1.9 -1.82 -1.41 -1.95 -0.77 0.63 -0.06 -0.6 
    SE 1.14 1.61 0.79 0.65 0.45 0.56 1.11 1.51 0.71 0.3
              SD 6.26 8.83 4.3 3.55 2.45 3.06 6.1 8.29 3.87 1.66
 Arbitrary 28 Ave -5.26 -5.31 -1.81 -2.47 -1.54 -1.99 -1.89 -0.17 -2.79 -1.65 
    SE 1.86 2.55 0.9 1.15 0.61 0.98 0.93 1.59 2.36 0.77
              SD 9.82 13.5 4.75 6.1 3.2 5.19 4.9 8.42 12.51 4.09
 Control 29 Ave -4.76 -7.97 -1.75 -1.94 -1.59 -1.28 -1.63 0.17 -2.02 -1.74 
    SE 1.64 2.63 1.17 1.11 0.33 0.64 1.49 1.46 1.46 0.76
              SD 8.81 14.17 6.19 5.99 1.77 3.45 8.03 7.88 7.88 4.09
 
F.Ext Schematic 30 Ave -2.5          -2.58 -1.14 -1.89 -0.91 -1.51 -0.7 -1 -1.55 -2.43
   SE 1.06 1.24 0.44 1.4 0.92 0.54 0.6 0.76 1 1.43 
              SD 5.79 6.81 2.42 7.7 5.02 2.94 3.31 4.17 5.48 7.82
  Arbitrary 28 Ave 0.71 -1.29 0.04 -2.23 -1.55 -1.91 -1.3 -0.35 0.77 -0.95 
    SE 0.96 0.98 0.57 1.25 0.64 0.89 0.59 0.91 1.24 0.73
              SD 5.07 5.16 3.02 6.6 3.41 4.71 3.12 4.83 6.54 3.87
  Control 29 Ave -1.25 -0.51 -0.99 -2.34 -0.96 -0.93 -2.62 -0.75 -0.66 -0.93 
    SE 0.54 0.51 0.62 0.8 0.54 0.76 1.46 0.64 0.67 0.75
              SD 2.91 2.73 3.3 4.31 2.89 4.1 7.88 3.42 3.63 4.06
 
 
 
ANS               
SCFRM Schematic          30 Ave 1.1402** 1.1564 1.0784 1.0798 1.0897 1.0946 1.0955 1.1219 1.0389 1.0937
   SE 0.0348 0.0381 0.0339 0.0321 0.038 0.0334 0.0345 0.0336 0.0306 0.0366 
              SD 0.1909 0.2084 0.1858 0.1758 0.2082 0.1828 0.1888 0.1838 0.1678 0.2003
 Arbitrary 28 Ave 1.1515 1.0941 1.0534 1.0674 1.0305 1.1175 1.0611 1.099 1.0561 1.121 
    SE 0.042 0.0304 0.0332 0.0302 0.0252 0.0367 0.0359 0.0373 0.0437 0.0368
              SD 0.2224 0.1609 0.1759 0.1596 0.1332 0.194 0.1899 0.1974 0.2314 0.1949
 Control 29 Ave 1.0765 1.1117 0.9981 1.0222 0.9647 1.0411 1.058 1.0759 1.0157 1.0205 
    SE 0.0317 0.0295 0.0303 0.0262 0.0286 0.0362 0.034 0.0343 0.0312 0.0292
              SD 0.1707 0.159 0.1601 0.141 0.1542 0.1948 0.183 0.1849 0.1681 0.1572
IBI Schematic 30 Ave 14.69 17.45 25.14 22.25 5.62 11.3 19.52 16.88 15.39 13.52 
   SE 5.78 4.38 6.44 6.08 6.62 5.26 5.95 5.62 5.41 7.68 
              SD 31.68 23.99 35.28 33.3 36.27 28.81 32.6 30.77 29.66 42.06
 Arbitrary 28 Ave 10.37 10.77 11.03 7.41 8.65 13.52 14.79 7.87 7.81 9.19 
    SE 4.75 5.49 5.43 6.35 4.15 4.62 5.94 6.41 4.92 5.55
              SD 25.13 29.04 28.72 33.6 21.94 24.43 31.41 33.91 26.06 29.36
 Control 29 Ave 7.6 20.68 16.55 4.94 14.58 9.34 19.66 18.79 6.51 -3.82 
    SE 6.11 7.36 7.9 6.27 9.22 6.98 8.39 8.91 10.08 7.51
              SD 32.91 39.61 41.81 33.76 49.65 37.6 45.19 47.99 54.27 40.46
 
ST slope Schematic             30 Ave 0.00252 0.00183 -0.00038 0.00058 0.00195 0.00235 0.00028 -0.00048 -0.00052 -0.00106
   SE 0.00113 0.00101 0.00111 0.00115 0.00121 0.00121 0.00115 0.00088 0.00081 0.00097 
             SD 0.0062 0.00553 0.00609 0.00632 0.00664 0.00661 0.00627 0.00483 0.00442 0.00531
      Arbitrary 28 Ave 0.00203 -0.00099 0.00001 -0.00039 0.00266 0.00254 0.00031 0.00123 0.00118 0.00188 
    SE 0.00138 0.00111 0.00123 0.00083 0.00116 0.001 0.0012 0.00115 0.00136 0.00143
             SD 0.00729 0.0059 0.00652 0.00438 0.00613 0.00528 0.00634 0.00609 0.00718 0.00759
       Control 29 Ave -0.00058 0.00222 -0.00117 -0.00203 0.00444 0.0014 0.00167 0.00051 0.00061 0.00104 
    SE 0.00182 0.00144 0.00109 0.00079 0.00254 0.00127 0.00122 0.00073 0.00103 0.00112
             SD 0.00979 0.00774 0.00576 0.00425 0.01369 0.00685 0.00656 0.00391 0.00555 0.00604
Note: RT = reaction times, SNS = somatic nervous system, Cor = corrugator supercilii, Zyg = zygomaticus major, F.Ext = forearm extensor, ANS = autonomic nervous 
system, SCFRM = magnitude of first occurring skin conductance response, IBI = inter-beat interval, ST slope = skin temperature slope. Ave = Average, SE = standard error 
of the mean, SD = standard deviation. Block 1 to 5 refers to the measurement blocks, note that Block 2 was not reported nor analysed in the results section of chapter 4.  
* values expressed in hundredths of a second 
 ** values are z-scored response magnitudes, log-transform of the base + 3 
 
Table 2. Mean, standard deviation and standard error of all variables in experiment 2 for the coping manipulation 
 
   Block 1 Block 2 Block 3 Block 4 Block 5 
Measure N  Low  High Low  High Low  High Low  High Low  High 
RT 87 Ave 131.1*          120.22 126.55 116.96 126.26 114.38 145.98 142.17 135.89 139.65
   SE 4.39 4.36 4.04 3.78 4.43 3.31 4.77 5.32 4.35 4.74
             SD 40.95 40.64 37.73 35.22 41.32 30.86 44.45 49.62 40.55 44.21
SNS             
Cor 88 Ave -0.45          -1.08 -1.43 -1.36 -2.52 -1.31 -1.39 -1.62 -1.96 -1.47
   SE 0.89 0.76 0.64 0.62 0.77 0.68 0.53 0.79 0.46 0.68
             SD 8.37 7.17 5.94 5.78 7.23 6.34 5.01 7.39 4.33 6.39
Zyg  Ave -4.16 -3.68 -3.75 -2.16 -2.28 -1.83 -2.24 -2.53 -3.2 -2.48 
   SE 1.25 1.18 1 0.87 0.69 0.83 0.63 0.67 0.74 0.76
             SD 11.7 11.11 9.37 8.18 6.5 7.75 5.92 6.31 6.98 7.16
F.Ext  Ave -0.23 -0.66 -0.49 -0.98 -1.5 -1.25 -1.51 -2.41 -2.13 -0.96 
  SE 0.5 0.57 0.5 0.69 0.71 0.42 0.59 0.9 0.73 0.5 
             SD 4.68 5.37 4.69 6.51 6.64 3.98 5.56 8.42 6.88 4.68
ANS              
SCFRM           Ave 1.1573** 1.1125 1.0667 1.0602 1.0326 1.0661 0.9886 1.0605 1.0014 1.0428
  SE 0.0233 0.0204 0.0197 0.0197 0.015 0.018 0.0158 0.0185 0.0177 0.0186 
             SD 0.2185 0.1918 0.1834 0.1852 0.1411 0.1687 0.1481 0.1737 0.1664 0.1745
IBI  Ave 0.95 1.24 11.04 2 17.92 13.78 24.91 19.86 18.42 12.43 
  SE 3.82 3.28 3.74 3.99 3.33 4.05 4.1 3.92 3.37 3.84 
             SD 35.8 30.78 34.85 37.41 31.2 38 38.5 36.77 31.63 36.07
ST slope      Ave -0.00019 0.00066 -0.00055 -0.00022 0.00162 0.00161 0.00141 0.00096 -0.00048 0.00026 
  SE 0.00063 0.00074 0.0005 0.00056 0.00069 0.00075 0.00069 0.00063 0.00058 0.00066 
            SD 0.0059 0.00693 0.00463 0.00527 0.00649 0.00701 0.00645 0.00594 0.00547 0.00617
Note: RT = reaction times, SNS = somatic nervous system, Cor = corrugator supercilii, Zyg = zygomaticus major, F.Ext = forearm extensor, ANS = autonomic nervous 
system, SCFRM = magnitude of first occurring skin conductance response, IBI = inter-beat interval, ST slope = skin temperature slope. Ave = Average, SE = standard error 
of the mean, SD = standard deviation. Block 1 to 5 refers to the measurement blocks, note that Block 2 was not reported nor analysed in the results section of chapter 4. Low 
= low power, High = high power. 
* values expressed in hundredths of a second 
 ** values are z-scored response magnitudes, log-transform of the base + 3 
