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RESUMEN 
 
 
Los compresores recíprocos son máquinas altamente utilizadas en las industrias por 
ser la principal fuente de aire comprimido. La aplicación de una estrategia de 
mantenimiento inadecuada para la detección temprana de fallos conduce al incremento 
de paros inesperados, incluso puede desencadenar eventos catastróficos para los 
procesos productivos. La detección de fallos en este tipo de máquinas resulta en la 
mayoría de casos complejo, por la dificultad para monitorear en tiempo real. En los 
últimos años se ha incrementado el uso de técnicas de modelamiento basado en datos 
para el diagnóstico de fallos. Estas técnicas requieren de grandes cantidades de datos 
que no siempre se pueden obtener pues generan  altos costos y tiempo excesivo, que 
son difíciles de solventar desde el punto de vista económico y técnico.  El presente 
trabajo se enfoca en tres aspectos: (i) la adquisición de datos, (ii) desarrollo de un 
método para el pre-procesamiento de las señales de vibración y (iii) propuesta de una  
metodología para el modelado basado en redes neuronales recurrentes Long Short 
Term Memory (LSTM) para el diagnóstico de fallos. El documento inicia con una 
descripción teórica de los fallos más comunes en compresores reciprocantes y se 
aborda el modelado basado en redes neuronales. Luego se realiza la experimentación 
para la adquisición de señales de vibración, donde se describe un plan experimental y 
los instrumentos utilizados. A continuación, se realiza el pre-procesamiento de las 
señales adquiridas, con la propuesta de un método para incrementar el número de series 
temporales informativas de la máquina y para obtener señales con menor resolución. 
Finalmente, se procede a la implementación y evaluación del modelo de diagnóstico, 
donde se entrena la red LSTM a partir de los mejores conjuntos de hiperparámetros 
obtenidos con un enfoque bayesiano que delimita el espacio de búsqueda en cada 
iteración. Este enfoque se aplica para detección de fallos en las válvulas de ingreso y 
de descarga del compresor. Al culminar la investigación, los resultados muestran que 
la exactitud del mejor modelo alcanza el 93%, seleccionado entre un grupo de mejores 
candidatos. Este resultado se validó comparándolo con tres enfoques clásicos y se 
evidencia claramente un mejor rendimiento para el modelado con redes LSTM. 
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SUMMARY 
 
 
Reciprocating compressors are highly used machines in the industries because they are 
the main source of compressed air. The application of an inadequate maintenance 
strategy for early detection of failures leads to the increase of unexpected stoppages, 
even can trigger catastrophic events for the productive processes. The detection of 
failures in these type of machines results in the majority of complex cases because of 
the difficulty to monitor in real time. In recent years, the use of data-based modeling 
techniques for fault diagnosis has increased. These techniques require large amounts 
of data that cannot always be obtained because they generate high costs and excessive 
time, which are difficult to solve economically and technically. This paper focuses on 
three aspects: (i) data acquisition, (ii) development of a method for pre-processing 
vibration signals and (iii) a methodology proposal for modeling based on recurrent 
Long Short Term Memory (LSTM) neural networks for troubleshooting. The 
document begins with a theoretical description of the most common faults in 
reciprocating compressors and deals with the modeling based on neural networks. 
Experimentation is then carried out for the acquisition of vibration signals, which 
describes an experimental plan and the instruments used. Then, the pre-processing of 
the acquired signals is carried out, with the proposal of a method to increase the 
number of time series informative of the machine and to obtain signals with lower 
resolution. Finally, we proceed to the implementation and evaluation of the diagnostic 
model, which trains the LSTM network from the best sets of hyperparameters obtained 
with a Bayesian approach that delimits the search space in each iteration. This 
approach is applied to detect faults in the intake and discharge valves of the 
compressor. At the end of the research, the results show that the accuracy of failure 
recognition of the best model reaches 93%, selected among a group of best candidates. 
This result was validated by comparing three classic approaches and clearly 
demonstrates a better performance of modeling with LSTM networks.  
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CAPÍTULO 1. INTRODUCCIÓN 
 
 
 
1.1 Situación problemática 
 
 
 
La operación segura de los compresores es complicada sin un monitoreo de 
condición, además de la imposibilidad de realizar acciones de monitoreo sin detener 
el sistema (Guerra, 2013). Para este autor los fallos que se presentan en los 
compresores reciprocantes se distribuyen de la siguiente manera: 36% en válvulas, 
empaques 17.6%, rodamientos 8.8%, anillos del pistón 7.1%, bandas 6.8%, depósitos 
6.8%, sistema de lubricación de cilindro 5.1%, instrumentación 5.1% y otros 3.4%. La 
falla ocasionada por las válvulas incide en el 50% del costo total de reparación. 
  
Ante esta premisa N. K. Verma, Sevakula, Dixit, & Salour, (2016) sostienen que 
el Mantenimiento Basado en la Condición (MBC) es una estrategia adecuada para 
monitorear la condición de los compresores reciprocantes,  puesto que permite la 
detección de fallos, a través de la identificación de cambios específicos en los 
parámetros como vibración, emisión acústica, temperatura, presión, entre otros. Es 
preciso señalar que la estrategia del MBC se da en tres etapas: (i) adquisición de datos, 
(ii) procesamiento de datos y (iii) toma de decisiones (Andrew K. S. Jardine, Lin, & 
Banjevic, 2006) como se representa en la Figura 1. En la adquisición de datos se 
obtienen y almacenan las señales de monitoreo de la condición; en el procesamiento 
de datos se trata y analiza la información obtenida y en la etapa de toma de decisiones 
se deciden las acciones basadas en los resultados de diagnóstico y pronóstico de fallos 
(Ahmad & Kamaruddin, 2012). 
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Figura 1.  Pasos del mantenimiento basado en la condición.  Tomado de 
(Deepam Goyal, Pabla, Dhami, & Lachhwani, 2017). 
 
 
 
  Como se puede apreciar en la Figura 1, la toma de decisiones de mantenimiento 
abarca dos aspectos importantes: el diagnóstico y el pronóstico. El diagnóstico se 
orienta a la detección, aislamiento e identificación de fallos cuando ya se han 
producido; no así el pronóstico, que se ocupa de la predicción en el tiempo de fallos 
(Deepam Goyal, Pabla, Dhami, & Lachhwani, 2017). En este caso es necesario 
considerar que la detección indica si hay anormalidad en el comportamiento del 
sistema monitoreado, el aislamiento localiza el componente defectuoso y la 
identificación determina el tipo de fallo (Suzan Alaswad & Xiang, 2017). Es preciso 
señalar que la presente investigación se enfocará en la fase de diagnóstico, 
específicamente en la fase de detección de fallos. 
 
Con respecto a lo expuesto en el párrafo anterior, es oportuno señalar que el 
diagnóstico puede aplicar diferentes enfoques, uno de ellos es el enfoque 
fundamentado en modelos que pueden ser agrupados en dos clases: modelos 
matemáticos y modelos basados en datos conocidos en inglés como Data-Driven 
models. Los primeros utilizan relaciones matemáticas entre algunas variables medibles 
para extraer información sobre posibles cambios causados por fallos. Pueden ser 
precisos y efectivos, sin embargo para ciertos sistemas no son factibles por la dificultad 
de enlazar las variables y por la complejidad para tomar mediciones de éstas 
(Isermann, 2006). A diferencia de éste, el modelo basado en datos surge como una 
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alternativa, se basa en la utilización de métodos de reconocimiento de patrones para 
un mapeo de las características en condiciones normales y en condiciones de fallo del 
sistema (Andrew K. S. Jardine et al., 2006),  (Yin, Ding, Xie, & Luo, 2014).   
 
Se han efectuado varias investigaciones sobre modelos de detección de fallos 
basados en datos en diferentes sistemas mecánicos como engranajes (Howard, Jia, & 
Wang, 2001), (Wang, 2002), rodamientos (Baillie & Mathew, 1997), (Loparo, Adams, 
Lin, Abdel-Magied, & Afshari, 2000), rotores (Oppenheimer & Loparo, 2002), 
(Sekhar, 2004) y herramientas de corte (Choi & Choi, 1996). En referencia a 
compresores reciprocantes se ha desarrollado clasificadores de fallos basados en 
señales de vibración, utilizando algoritmos genéticos (M. Ahmed, Smith, Gu, & Ball, 
2014) y técnicas de redes neuronales artificiales  (R. Ahmed, Sayed, Gadsden, Tjong, 
& Habibi, 2015), además de modelos matemáticos (Manepatil & Tiwari, 2006) y 
también se han planteado criterios para la evaluación de modelos (Kothamasu, Shi, 
Huang, & Leep, 2004). Como se puede evidenciar, el campo de los compresores es de 
mucho interés para el sector industrial e investigativo, existen significativos aportes en 
esta área, sin embargo hay mucho camino por recorrer para establecer un modelo con 
una metodología basada en datos a partir de señales de vibración, que facilite el 
diagnóstico de la condición de los compresores sin necesidad de intervenir 
directamente en la máquina. La presente investigación incursiona en este tema, 
específicamente en la detección de fallos para compresores reciprocantes de simple 
efecto doble etapa. 
 
 
 
1.2 Formulación del problema 
 
 
 
Para la resolución del problema de investigación se ha propuesto un problema 
general y tres problemas específicos que están formulados en forma de pregunta y se 
detallan a continuación. 
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1.2.1 Problema general 
 
 
¿Es factible desarrollar un modelo basado en datos a partir de señales de vibración 
para detección de fallos en un compresor reciprocante de simple efecto doble etapa? 
 
 
1.2.2 Problemas específicos 
 
 
a. ¿Cómo influye el pre-procesamiento de las señales adquiridas mediante la guía de 
adquisición de señales de vibración, en la construcción de un modelo basado en 
datos para la detección de fallos en compresores reciprocantes de simple efecto 
doble etapa? 
 
b. ¿Cómo se construye un modelo basado en datos a partir de la optimización de 
hiperparámetros para la detección de fallos en compresores reciprocantes de simple 
efecto doble etapa? 
 
c. ¿La evaluación del modelo generado a partir de señales de vibración, generaliza la 
detección de fallos en un compresor reciprocante de simple efecto doble etapa? 
 
 
1.3 Justificación práctica 
 
 
 
La globalización y el escenario competitivo en el sector industrial, demanda 
calidad en los procesos productivos, mayor rendimiento de los sistemas y alta 
eficiencia (Yin et al., 2014). Por otra parte, el creciente desarrollo de la tecnología ha 
conducido a la oferta de productos cada vez más complejos, lo que exige una mejor 
calidad y confiabilidad de los equipos.  Esto ha llevado a determinar que el 
mantenimiento preventivo, que es un factor común en la mayoría de empresas, se 
vuelva cada vez más costoso, representando un gasto significativo para muchas de 
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ellas (Andrew K. S. Jardine et al., 2006).  El MBC se presenta como la mejor 
alternativa para la planeación de sistemas de mantenimiento, sus beneficios radican en 
mejores procedimientos de mantenimiento y programación, mayor disponibilidad 
operativa de las máquinas y mejor calidad en los productos (James Li & Yu, 1995).  
 
Una de las máquinas más utilizadas en la industria son los compresores 
reciprocantes, debido a su capacitad para comprimir casi cualquier mezcla de gases a 
altas presiones (Stiaccini, Galoppi, Ferrari, & Ferrara, 2016). Dada su incidencia en 
los procesos productivos, es importante garantizar la fiabilidad y disponibilidad para 
mantenerlos operando en condiciones adecuadas. De esta forma, el presente trabajo se 
orienta hacia la detección de fallos en compresores reciprocantes de simple efecto 
doble etapa, utilizando un modelo basado en datos a partir de las señales de vibración, 
pues se ha demostrado que estas son altamente efectivas en el monitoreo de la 
condición y diagnóstico de fallos en diferentes sistemas mecánicos (Li, Sanchez, 
Zurita, Cerrada, et al., 2016), (Zhao, Wang, Xing, & Gao, 2015). De acuerdo a lo 
expuesto, el presente trabajo es de gran relevancia en el ámbito industrial, pues aporta 
con datos que podrían servir a los gestores del mantenimiento para que consideren la 
estrategia del mantenimiento basado en la condición (MBC) como una oportunidad de 
mejora en sus procesos productivos. 
 
 
 
1.4 Justificación teórica 
 
 
 
La evolución del mantenimiento desde varias décadas, dio como inicio al 
mantenimiento correctivo, luego al mantenimiento preventivo y finalmente al 
mantenimiento predictivo. Al respecto se han dado una gran cantidad de aportes que 
le han posicionado como un factor clave dentro de los procesos productivos y ser visto 
como una oportunidad de mejora por la reducción de costos por paradas no 
programadas, seguridad para el operario y mejora en la calidad de los productos. En 
tal virtud, la tendencia actual se enmarca en estos principios y los esfuerzos en el 
ámbito investigativo para la detección de fallos en compresores, como los realizados 
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por M. Ahmed, Baqqar, Gu, & Ball, (2012) y Guerra & Kolodziej, (2014) han dado 
como resultado el avance de diversas estrategias para el monitoreo de la condición. 
Esto motiva a desarrollar una metodología orientada a compresores reciprocantes para 
la detección de fallos basados en datos de vibración que es un campo relativamente 
nuevo y con mucho interés, considerando que estas máquinas inciden directamente en 
el desarrollo normal de los procesos productivos. De esta manera, la presente 
investigación se propone contribuir con datos y referenciar una metodología que sirva 
como base para futuras investigaciones en el campo del monitoreo de la condición, 
basado en señales de vibración para su aplicación en compresores reciprocantes. 
 
 
 
1.5 Objetivos de la investigación 
 
 
 
Para resolver el problema planteado en la presente investigación se ha propuesto 
un objetivo general y tres objetivos específicos que se detallan a continuación. 
 
 
1.5.1 Objetivo general 
 
 
Desarrollar un modelo basado en datos de señales de vibración para la detección 
de fallos en compresores reciprocantes de simple efecto doble etapa. 
 
 
1.5.2 Objetivos específicos 
 
 
a. Determinar cómo influye la aplicación de una técnica de pre-procesamiento de las 
señales adquiridas en la construcción de un modelo basado en datos para la 
detección de fallos en un compresor reciprocante de simple efecto doble etapa.  
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b. Diseñar un modelo basado en datos a partir de la optimización de hiperparámetros 
para la detección de fallos en compresores reciprocantes de simple efecto doble 
etapa. 
 
c. Evaluar la capacidad de generalización del modelo basado en datos a partir de la 
señal de vibración para la detección de fallos en compresores reciprocantes de 
simple efecto doble etapa. 
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CAPÍTULO 2. MARCO TEÓRICO 
 
 
 
Esta sección está constituida por el marco filosófico, los antecedentes de la 
investigación, las bases teóricas y el glosario de términos. 
 
 
 
2.1 Marco filosófico y epistemológico de la investigación 
 
 
 
2.1.1 Marco filosófico 
 
 
El origen del método científico y la investigación tiene sus inicios en el siglo IV 
a.C, donde resaltan filósofos como Sócrates, Aristóteles y Platón que sugieren la 
necesidad de establecer un método para conseguir un fin a través de normas o reglas. 
La principal contribución de Sócrates (470 a.C. - 399 a.C ) es su modo dialéctico de 
indagar, con esto  pretendía alcanzar una comprensión neutral de los conceptos 
morales como el bien, la justicia y el amor, pues definió al alma como una combinación 
entre inteligencia y carácter (Gasparotti, 1996).  Por su parte Platón (427 a.C-347 a.C) 
como buen discípulo de Sócrates trata temas filosóficos y políticos donde desarrolla la 
doctrina de las ideas, conjugando el pensamiento y la expresión para alcanzar una 
pluralidad, fundamentada en la asunción de la existencia de un mundo inteligible 
correspondiente a las ideas que se encuentra más allá de los objetos (Platón, 1968). De 
esta manera Platón orienta a la comprensión de la existencia de la materia-espíritu, 
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cuerpo-alma como elementos completamente separados. Sus ideas tuvieron gran 
influencia en Aristóteles (384-322 a.C) al considerar la experiencia para conocer la 
realidad; no obstante Aristóteles se diferenció porque rechazó la teoría de las ideas, 
sostuvo que existe relación entre el sujeto y el objeto, es así que en su obra “Ética a 
Nicómaco”  relaciona la inteligencia y el carácter con la felicidad. Para Él, la virtud 
depende del contexto y de las diferentes situaciones que experimenta el individuo. Con 
esto Aristóteles sienta las bases de teoría del conocimiento para el desarrollo de la 
ciencia a través de la organización, recolección y clasificación de información del 
objeto de estudio, que en su caso fueron las ciencias naturales  (Benavides, 2013).  
 
Posterior a esta época surge otro protagonista del progreso de la ciencia, Galileo 
Galilei (1564- 1642), desarrolló procesos experimentales con el fin de analizar un 
fenómeno y monitorear sus variaciones, así Galileo trabaja en la construcción de un 
nuevo método científico basado en las matemáticas y la experimentación para la 
investigación de los fenómenos de la naturaleza como el análisis del movimiento de 
los cuerpos, que supondría ser la piedra angular para el desarrollo de la física en las 
siguientes generaciones (M‡rquez, 2017).   
 
A finales del siglo XVI y a inicios del siglo XVII aparecen Bacon (1561-1626) 
y René Descartes (1596-1650), considerados los fundadores del pensamiento 
moderno. El principal aporte de Bacon es el método científico, pues remplaza la lógica 
demostrativa y experimental a una experimental e inductiva, donde establece que para 
la experimentación debe haber una organización racional y metódica, con varias 
repeticiones a fin de poder generalizar los hechos. Su teoría empírica fue publicada en 
su documento Novum Organum, al sugerir la necesidad de efectuar un ciclo repetitivo 
de observación, hipótesis, experimentación y verificación; convirtiéndose así en uno 
de los pioneros del pensamiento científico moderno   (Pavía & Soto, 2006). En forma 
paralela, Descartes fundamentó la corriente filosófica del racionalismo, según el cual 
la razón posibilita alcanzar la verdad, de forma que en su publicación “Discurso del 
Método” propuso descomponer problemas complejos en partes sencillas, haciéndolas 
más evidentes hasta poder explicar a través de la síntesis lo inicialmente considerado 
complejo (método deductivo). También su filosofía cartesiana de un mundo 
mecanicista tuvo gran influencia en la física clásica al publicar los “Principios 
Matemáticos de la Filosofía Actual”  (M‡rquez, 2017).  
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Enmarcado en esta filosofía, Isaac Newton (1642-1727) perfecciona la 
construcción del método científico, su aporte se orientó al planteamiento de hipótesis 
cuyo fin era explicar las propiedades de un objeto de estudio.  De esta manera su 
principal contribución  se da en el campo de la física clásica y la física newtoniana, 
estableciendo las tres leyes del movimiento: (i) la ley del equilibrio, (ii) la ley de la 
dinámica y (iii) la ley de la acción y reacción, consolidándose como la base del 
desarrollo de todas las ciencias, especialmente de la mecánica (Ron, 2011).  A partir 
del origen de la física clásica, se dan varias contribuciones, sin embargo entre ellas 
resalta Kant (1724-1804), sus aportes a la filosofía y la ciencia se basan en la crítica a 
la razón pura, la crítica a la razón práctica y la crítica del juicio al considerar que todo 
conocimiento inicia con la experiencia, instituyendo de esta forma las bases y 
condiciones para la generación de conocimiento científico. Su filosofía crítica 
diferencia los conceptos de certeza y creencia, orientando así al establecimiento de la 
experiencia y la racionalidad lógica como elemento fundamental para la certeza a 
modo de afirmación objetiva proveniente de la razón (Pavía & Soto, 2006).   
 
Un siglo más tarde surge otro filósofo muy importante para el avance de la 
ciencia, Karl Popper (1902-1994), su principal contribución fue el principio de 
“Falsación”, mediante el cual sostuvo que el control empírico de la ciencia se efectúa 
con la posibilidad de falsar las hipótesis. Sostuvo que deben brindar la posibilidad de 
medir los resultados de los enunciados observables, de tal manera que si estos no se 
pueden verificar, la hipótesis no aporta a la verdad científica. Así Popper introduce la 
teoría del “Método Deductivo de Contrastar” y critica la aplicación de todo principio 
de inducción como mecanismo para generalizar las observaciones, pues sostiene que 
se conduciría a incoherencias lógicas. Con esto se plantea la necesidad de una 
explicación causal de un acontecimiento y propone dos clases de enunciados que 
podrían utilizarse como hipótesis: (i) enunciados universales y (ii) enunciados 
singulares, estos últimos se aplican de manera específica a un determinado 
acontecimiento y les llama condiciones iniciales, cuya finalidad es demostrar la causa 
de un fenómeno y a su vez señala que el efecto viene determinado por la predicción 
dado por el primer enunciado.  (Popper, 2008).  
 
Por otro lado Thomas Kuhn (2011) en su libro “La Estructura de la Revolución 
Científica”  introduce el término paradigma donde lo define como “una visión 
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compartida sobre la ciencia y la realidad cuya investigación se basa en paradigmas 
compartidos que están sujetos a las mismas reglas y normas para la práctica científica”. 
Para este filósofo la investigación se da en una comunidad científica y no 
individualmente, así trata de explicar la validez de un hecho cuando ha sido asumido 
por un colectivo sin ponerlo en duda, mientras no existan anomalías que lleven a la 
invalidación del mismo, donde será necesario otra forma de hacerlo.  Con esto Kuhn 
hace comprensible la verdad histórica de la naturaleza del conocimiento científico 
(Mayoral, 2017). 
 
Finalmente Mario Bunge, (2014) en su obra “La Ciencia, su Método y su 
Filosofía”, proporciona una visión formalista de la ciencia, al sostener que no toda 
investigación científica procura el conocimiento objetivo. Entendiendo lo señalado, la 
ciencia no es totalitaria, pues no da precisamente un conocimiento de la realidad, para 
explicar mejor divide a la ciencia en dos clases: formales (ideales) y fácticos 
(materiales), para Bunge la ciencia formal (lógica y matemática) no se ocupa de los 
hechos, por sí mismas no dan un conocimiento de la realidad, más bien su objetivo es 
establecer correspondencia entre objetos formales con procesos que pertenecen a 
cualquier nivel de la realidad. Contrario a esto, el conocimiento fáctico o llamado 
también empírico proviene de sucesos y procesos que se alcanzan con la observación 
y/o experimentación. De este modo no emplean variables lógicas y la racionalidad es 
necesaria pero no suficiente para sus enunciados (Bunge, 2014). En resumen, la 
experiencia es el factor preciso para aseverar que una hipótesis referente a un hecho es 
válida, sin embargo no está determinada a ser la única. Por lo tanto el conocimiento 
fáctico aunque es racional sólo da una probabilidad, para lo cual utiliza inferencias 
inductivas y probables.  
 
A continuación en la Figura 2 se resumen la propuesta de Bunge sobre las 
ciencias formales y fácticas, donde se puede apreciar que se proporciona una pauta 
clara para concebir un enunciado como probablemente verdadero partiendo de la 
experiencia. Este autor propone el uso datos empíricos que junto con la 
experimentación se alcanza la realidad de los hechos y para el efecto considera 
necesario partir de una hipótesis. Se podría decir que este autor es uno de los mejores 
protagonistas de la ciencia en la última era, pues sus aportes conducen 
significativamente al desarrollo de la investigación científica.  
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Ciencias 
Formales
Ciencias  
Fácticas
 Ideales
 Lógica, matemática
 Demuestran o prueban
 Hechos, sucesos
 Observación, experimentación 
 Inferencias deductivas y probables 
 Verifican hipótesis
División de la 
Ciencia
 
Figura 2. División de la ciencia.  Elaboración propia en base a división de la 
ciencia efectuado por (Bunge, 2014). 
 
 
 
Con el aporte de Bunge y de varios personajes a lo largo de los siglos, la 
evolución de la ciencia ha dado pasos significativos que han conducido al desarrollo 
de la ciencia en diferentes ámbitos. El tema de estudio de esta investigación no está 
exenta  de esta evolución, pues el mantenimiento es un aspecto muy importante para 
el mejoramiento de los procesos productivos. Cada protagonista ha conducido directa 
o indirectamente al desarrollo de la detección de fallos, pues diversos estudios llevados 
a cabo datan la importancia y necesidad de mejorar las estrategias y técnicas de 
mantenimiento. A continuación se realiza un análisis retrospectivo de los aportes sobre 
la evolución de la detección de fallos en compresores. 
 
 
2.1.2 Marco epistemológico 
 
 
Desde los inicios de la humanidad, el hombre ha mantenido sus herramientas y 
equipos en condiciones de uso aceptable. Con la aparición de los primeros filósofos 
como Aristóteles, Platón y Sócrates, se planteó la necesidad de indagar sobre los 
fenómenos de la naturaleza, así la ciencia ha evolucionado, aportando consigo el 
desarrollo de muchas áreas, entre ellas el mantenimiento.  El desarrollo visible del 
mantenimiento, data a finales del siglo XVIII y a inicios del siglo XIX. Con la 
revolución industrial, originada por la mecanización de los procesos productivos, 
surgen los pioneros del mantenimiento industrial, Frederick Winslow Taylor (1856-
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1915), Henry Fayol (1841-1925) y Henry Ford (1863-1947). Taylor inicia con la 
organización de las tareas, permitiendo disminuir tiempos muertos y asignar un salario 
justo en función de la estandarización del trabajo. Por su parte Fayol se centró en el 
desarrollo de un modelo administrativo basado en tres aspectos: (i) la división del 
trabajo, (ii) la aplicación de un proceso administrativo y (iii) formulación de criterios 
técnicos como insumo para la función administrativa. Para consolidar las 
contribuciones realizadas, Fayol con su desarrollo de producción en masa, orientó a la 
especialización del trabajo como mecanismo para reducir costos de producción con la 
finalidad de obtener mayor beneficio económico (León, 1998). Los aportes generados 
por Taylor y Fayol, motivó la optimización de los sistemas mecánicos, de esta manera, 
en principio los operarios eran quienes realizaban reparaciones cuando los equipos y 
maquinaria dejaban de funcionar, así se da origen a la primera generación del 
mantenimiento con el Mantenimiento Correctivo. Otro aspecto importante de esta 
época es la aparición del término falla que se utilizó para determinar que las averías 
ocasionaban paros en la producción, obteniéndose  los primeros registros estadísticos 
sobre las tasas de falla  para la planificación de repuestos (Cardenal, 2018).  
 
La segunda generación del mantenimiento se da durante la segunda guerra 
mundial, teniendo como referente a William Edwards Deming (1900-1993), conocido 
como el padre de la calidad. Sostuvo que “todo proceso presenta variabilidad y la 
medida en que ésta se reduzca existirá mejor calidad”. Tomando como referencia este 
principio, Walter Shewhart (1891-1967) introdujo las gráficas de control para 
diferenciar la variación entre causas aleatorias y causas especiales que permitiría 
predecir el comportamiento futuro de un proceso, esto supuso mejorar la productividad 
por la reducción de costos ocasionado por retrasos, reprocesos y fallas.  
 
Las contribuciones dadas, cambió la concepción inicial del mantenimiento 
correctivo hacia el Mantenimiento Preventivo con el objetivo de mantener continuidad 
en la producción, pues en esta filosofía no sólo bastaba con conocer las fallas 
producidas en los equipos, también era necesario prevenirlas con acciones de carácter 
periódico que permita planificar tareas de mantenimiento sin paradas no programadas 
de la producción (León, 1998).  Con las bases fundamentadas por Deming y Shewhart, 
se evidencia considerables reducciones en las tasas de falla y en forma paralela se 
aplican técnicas de prueba y ensayo que permitieron conocer el estado de las máquinas 
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a lo que se conoció como Mantenimiento Predictivo. Con esta filosofía fue posible 
detectar fallos a una edad temprana, para lo cual se emplearon dos orientaciones: (i) 
centrada en la confiabilidad y (ii) basada en la condición.  De acuerdo a la primera, 
Greer (1960) propone la planificación del mantenimiento con el uso de estadísticas 
que indiquen la evolución histórica de las máquinas y McCall (1965) introduce la 
necesidad de optimización de las políticas de mantenimiento. Para la orientación del 
mantenimiento basado en la condición surgen los primeros estudios sobre la aplicación 
de técnicas de monitoreo y se desarrolla un primer estudio efectuado por Frankel y 
Kontorova (1938) para analizar la deformación plástica de los materiales utilizando la 
emisión acústica y más tarde Sohre (1968) propone el monitoreo de la condición 
utilizando señales de vibración. Esta técnica revolucionó el mantenimiento predictivo, 
pues sería el más utilizado en todos los campos de la industria hasta la actualidad 
(León, 1998; Rao, 1996),  (Andrew K. S. Jardine et al., 2006). 
 
Con la implementación del análisis de las señales de vibración y siendo la técnica 
más utilizada, han surgido múltiples aportes. Entre los trabajos más relevantes se 
encuentra el algoritmo propuesto por Cooley y Turkey para el análisis de la vibración 
y ruido; adicionalmente Cooleym Lewis y Welch trabajaron con la transformada de 
Fourier para el análisis del espectro. Más tarde en 1970 se desarrolló el método 
Kurtosis que fue de gran utilidad para el análisis vibracional de las máquinas y a partir 
de 1972 investigadores como J. Broderick,  C. Osauagwu y R. Randall llevan el 
análisis de la vibración hacia diferentes elementos mecánicos como rodamientos, 
engranajes entre otros.  
 
Posteriormente se da origen a la tercera generación, pues en las décadas de los 
ochenta y noventa se extiende el análisis de vibración hacia la aplicación industrial, 
además se introduce el uso de la computación para la adquisición de datos, el control 
y análisis de señal. Esto revolucionó nuevamente el tratamiento del mantenimiento 
predictivo hasta conducir a la aplicación de sistemas expertos en lenguaje, entre ellos 
las Redes Neuronales. Enmarcados en estos aportes y con la creciente tendencia del 
mantenimiento predictivo basado en la condición, la presente investigación utiliza las 
señales de vibración para la detección de fallos en compresores, aplicando las redes 
neuronales recurrentes.  
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2.2 Antecedentes de investigación 
 
 
 
Grajales, Sánchez, & Pinzón, (2006) definen al mantenimiento como el conjunto 
de acciones destinadas a mantener o reacondicionar un componente, equipo o sistema, 
en un estado en el cual sus funciones pueden ser cumplidas en condiciones óptimas. 
Actualmente en la industria, el mantenimiento representa entre un 15% y 70% de los 
costos totales de producción (Bevilacqua & Braglia, 2000). El origen radica en la 
complejidad de la interacción de los sistemas a partir de componentes que con el 
tiempo pueden fallar de forma individual o secuencial (Diego Galar, Thaduri, Catelani, 
& Ciani, 2015). De esto surge la necesidad de seleccionar diferentes estrategias de 
mantenimiento que orienten a minimizar el peligro para el operario, reducir paradas 
no programadas y contribuir a una producción continua que repercutiría en una 
reducción de costos para los procesos productivos. 
 
Las estrategias de mantenimiento se pueden clasificar en: mantenimiento 
correctivo, mantenimiento preventivo y mantenimiento predictivo (Coria, Maximov, 
Rivas-Dávalos, Melchor, & Guardado, 2015). El mantenimiento correctivo es la 
estrategia más antigua y se basa en intervenir en los sistemas cuando se produce una 
falla, por lo que no requiere una planificación previa. Sin embargo, genera altos costos 
por paradas no programadas en situaciones que pueden conducir a inconvenientes en 
el proceso productivo y más aún, representa un alto riesgo de seguridad para los 
operarios  (Kothamasu, Huang, & VerDuin, 2006).   
 
El mantenimiento preventivo se refiere a intervenciones periódicas que se llevan 
a cabo para reducir la posibilidad de fallas imprevistas (Deepam Goyal et al., 2017), 
surgió como una oportunidad para economizar costos  operacionales (Grajales et al., 
2006); no obstante, puede generar altos costos porque en algunos casos se ha asumido 
un reemplazo de elementos de manera preventiva en escalas de tiempo como: la edad, 
el periodo de funcionamiento, el número de uso y la experiencia del operario (Malik, 
1979), (Chang, 2014). Con el avance de la tecnología surge el mantenimiento 
predictivo que se basa en el monitoreo de la condición (MC) del sistema para detectar 
fallos antes que originen una falla (Coria et al., 2015). Se refiere fallo a la desviación 
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no permitida de al menos una propiedad o característica del sistema en condición 
aceptable, usual o estándar; mientras que una falla es la interrupción permanente de la 
capacidad de un sistema para realizar una función requerida bajo condiciones de 
funcionamiento especificas (Isermann, 2006). En el campo industrial es recomendable 
detectar fallos en etapas tempranas o que sean aún incipientes para tomar acciones 
adecuadas antes que el sistema llegue a la falla.   
 
El mantenimiento predictivo a su vez tiene dos enfoques, mantenimiento basado 
en la condición (MBC) y mantenimiento centrado en la confiabilidad (MCC) 
(Kothamasu et al., 2006). El MCC tiene su origen en la industria aeronáutica, cuyo 
objetivo es maximizar la confiabilidad del sistema y la reducción de costos por paradas 
inesperadas (Niu, Yang, & Pecht, 2010). Por otra parte, el MBC es una estrategia para 
medir diversos parámetros físicos de la máquina como vibración (Li, Valente de 
Oliveira, et al., 2016), emisión acústica (Li, Sanchez, Zurita, Cerrada Lozada, & 
Cabrera, 2016), entre otros; proporcionando así, un monitoreo regular de distintos 
parámetros de los componentes del sistema (Deepam Goyal & Pabla, 2015). Esta 
estrategia de mantenimiento recopila y evalúa información en tiempo real, permitiendo 
tomar decisiones basadas en información. Resultado de esto es la reducción de costos 
por la mejora de la fiabilidad del sistema (Suzan Alaswad & Xiang, 2017).  
 
Los sistemas de aire comprimido, tienen gran incidencia en los procesos 
industriales pues, son considerados como el cuarto recurso más importante en las 
industrias después de la energía, el agua y el combustible  (Guerra, C., 2013). El 
motivo que origina su mayor uso es su limpieza, disponibilidad, fácil uso y eficiencia 
energética que oscila entre el 90% y 95% (M. Yang, 2009). Adicionalmente, los 
compresores reciprocantes de simple efecto doble etapa son lo más utilizados por su 
capacidad para alcanzar altas tasas de presión que está en entre 10 a 15 bar.  El aire 
obtenido de estas máquinas tiene una gran variedad de aplicaciones para la operación 
de máquinas industriales y en ciertos casos se ha llegado a comprobar que consumen 
alrededor del 10% del suministro total de energía de la industria.  
 
Debido a las condiciones de funcionamiento de los componentes de los 
compresores, pueden ocurrir fallos que conlleven a fallas con eventos catastróficos, a 
más de la inminente detención del proceso de producción (Tran, AlThobiani, & Ball, 
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2014). De acuerdo a encuestas realizadas a fabricantes se pudo conocer que el 76.5% 
de todas las fallas en compresores se originan por fallos en sus sistemas mecánicos 
(Saidur, Rahim, & Hasanuzzaman, 2010). Uno de los componentes que están 
sometidos a un desgaste frecuente son las válvulas, pues cuando estas  fallan tienen 
alta probabilidad de desencadenar consecuencias peligrosas como ruido excesivo, 
escape del aire comprimido, consumo adicional de energía y causar daños graves a la 
máquina e incluso su detención (Guerra, C., 2013).  Al respecto, surge la necesidad 
detectar fallos a edad temprana o cuando sean incipientes, a fin de mejorar la eficiencia 
de los procesos productivos, reduciendo costos y operando en condiciones de 
seguridad (Verma et al., 2016). 
 
Para abordar este problema, se han desarrollado varios métodos para detectar el 
estado de los compresores, uno de ellos se desarrolla utilizando la metodología 
tradicional de aprendizaje automático que consiste en extraer las características, 
seleccionarlas y clasificar patrones. Para ello es importante considerar que las válvulas 
son elementos clave de los compresores y la detección de fallos resulta en muchos 
casos difícil realizar por la falta de estacionaridad y no linealidad de la señal de 
vibración. Al respecto Chen & Lian, (2010a) utilizan el enfoque de máquinas de 
vectores de soporte para efecturar un modelo de clasificación de fallos. Para el efecto 
recurren a la entropía de wavelet packet como variable de entrada, mostrando en sus 
resultados efectividad del modelo por su capacidad de generalización con respecto a 
los métodos tradicionales bajo condiciones de no estacionaridad y no linealidad. 
 
Por otro lado Mahmud Ahmed, Abdusslam, Baqqar, Gu, & Ball, (2011) aplican 
redes neuronales y máquinas de soporte vectorial (MSV) para la detección de fallos. 
Estos métodos utilizan para la extracción de características y clasificación. Los 
resultados de su estudio muestran que las redes neuronales (específicamente las redes 
neuronales probabilísticas PNN) tienen mejor rendimiento que las MVS usando 
características extraídas en el dominio frecuencia. Por su lado las MSV mostraron 
mejores resultados con características en el dominio tiempo, pero no superaron los 
resultados de las PNN. 
 
Otro enfoque que se ha utilizado para la detección de fallos en compresores es 
el aprendizaje automático utilizando árboles de decisión. Por ejemplo, en el estudio 
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realizado por Aravinth, Kanna, & Sugumaran, (2016) se realiza la predicción de fallos 
a partir de señales de vibración de un compresor alternativo, que sirvió para extraer y 
seleccionar características estadísticas con el fin de detectar fallos a etapas tempranas. 
Los resultados mostraron una precisión del 98.33% en la detección. 
 
Otra alternativa para el monitoreo de la condición de los compresores es 
aplicación de modelos matemáticos considerados totalmente tradicionales. Belman-
Flores, Ledesma, Barroso-Maldonado, & Navarro-Esbrí, (2015) aplican este enfoque 
y adicionalmente utilizan un modelo computacional para su comparación. Para el 
primero utilizan ocho subprocesos internos que involucran desplazamientos 
infinitesimales de acuerdo al movimiento del pistón; en tanto que en las redes 
neuronales utilizan como variables de entrada la presión de succión, temperatura de 
succión, presión de descarga y velocidad de rotación del compresor. Los resultados 
muestran valores del error medio debajo del más menos 10% para los modelos 
matemáticos y para el modelado con redes neuronales por debajo del más-menos 1%. 
 
A su vez Farzaneh-Gord & Khoshnazar, (2016) suman esfuerzos en el desarrollo 
de la investigación de la detección de fallos en compresores. Su investigación se 
orienta a la detección de fallos en las válvulas de un compresor alternativo por medio 
de un análisis numérico del movimiento del pistón, de la dinámica de la válvula y del 
caudal másico. Para el análisis se utilizaron tres volúmenes de control: (i) flujo del 
cilindro del compresor, (ii) flujo de succión y (iii) flujo de descarga. Para el análisis 
de fallas en válvulas se simularon las siguientes fallas: fallas de la placa de la válvula, 
desgaste de la placa y asiento y deterioro de los resortes. La simulación se validó con 
los resultados experimentales que determinó que los fallos en las válvulas de succión 
y de descarga disminuyen el caudal másico del compresor y aumentan la temperatura 
del gas de descarga. También se demostró que la falla en la válvula de succión es más 
grave que la falla en la válvula de descarga. El aporte de estos autores es muy 
significativo, pues orienta a determinar qué fallos son los más comunes y cómo se 
pueden implementar para la simulación. 
 
Otro aporte significativo es el realizado por Guerra, (2013)  que realiza el estudio 
de monitoreo de la condición de compresores utilizando datos de presión, temperatura 
y vibración, con tres modos de fallo en las válvulas; fuga de líquido, fatiga en el resorte 
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de la válvula y desgaste en el asiento de la válvula. Para la detección de fallos utiliza 
el método Bayesiano junto con los datos de entrenamiento para crear un clasificador 
que determine el estado de la máquina y compara con métodos analíticos. Este autor 
señala que el mayor porcentaje de las fallas en compresores reciprocantes se originan 
en las válvulas y que inciden en el 50% del costo total de reparación. Como se puede 
evidenciar, son varios los aportes que se han dado en los últimos años, sin embargo es 
necesario proponer metodologías alternativas que mejoren la detección de fallos en 
compresores reciprocantes.  
 
   
2.3 Bases teóricas 
 
 
 
2.3.1 Compresores 
 
 
Salvador, (1988) define a los compresores como “máquinas que están 
construidas para aumentar la presión  y desplazar fluidos compresibles, pasando de 
presión baja a otra más alta”.  Estas máquinas disminuyen el volumen de una cantidad 
específica de aire e incrementan su presión mediante dispositivos mecánicos  como se 
muestra en la Figura 3.  
 
 
 
 
Figura 3. Estructura de un sistema de compresión.  Tomado de («Diferentes 
tipos de compresores», 2018) 
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2.3.2 Tipos de compresores 
 
 
Aunque todos los compresores tienen el mismo propósito, cada tipo tiene su 
aplicación en diferentes industrias y procesos. La principal clasificación se realiza por 
su principio de funcionamiento básico. De esta forma quedan divididos en dos grandes 
grupos, como se muestra en la Figura 4 (Instituto de Mecánica de los Fluidos e 
Ingeniería Ambiental, 2010). Es importante señalar que el compresor de interés para 
la presente investigación es de desplazamiento positivo reciprocante de simple efecto-
doble etapa.  
 
 
 
De Despalzmiento 
Positivo
Reciprocantes
Rotativos
Simple efecto
Doble efecto
De paletas deslizantes
De tornillo
De lóbulos
De anillo líquido
Scroll
Dinámicos
Centrífugo
Axial
 
Figura 4. Tipos de compresores. Tomado de («Diferentes tipos de 
compresores», 2018). 
 
 
 
 Compresor reciprocante de simple efecto doble etapa.  
 
 
En este tipo de máquinas, la compresión se obtiene por el desplazamiento del 
pistón que se realiza de forma lineal a través de un cilindro, como resultado se logra 
reducir el volumen del gas y aumentar su presión (Posada C, 2017), obteniendo 
potencia tres veces más que otros tipos (Ramesh, 2007). En la siguiente Figura 5 se 
ilustra lo descrito. 
21 
 
 
Figura 5. Configuración de un sistema de compresión recíproco. Tomado de 
(Ramesh, 2007). 
 
 
 
Según Fernandez (2000), un compresor reciprocante es de simple efecto 
cuando trabaja sólo por un extremo del pistón (Figura 6) y es de doble etapa cuando el 
fluido se comprime en dos fases, la primera realiza una compresión hasta una presión 
intermedia de 2 a 3 bares y en la segunda  alcanza sobre los 8 bares en promedio. En 
la Figura 7 se puede apreciar el diagrama P-V que ilustra el proceso descrito. 
 
 
 
 
 
Figura 6. Esquema de un funcionamiento de compresión de simple efecto. 
Tomado de (Fernandez P, 2000). 
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Figura 7. Diagrama P-V de un compresor reciprocante de dos etapas. 
Tomado de (Fernandez P, 2000). 
 
 
 
Ciclo de compresión ideal. En un compresor reciprocante la compresión ideal 
está determinada por cuatro etapas. En la posición 4-1 con la válvula de admisión 
abierta, el fluido es succionado a una presión p1 de entrada. En la posición 1-2 se 
realiza la compresión del gas, disminuyendo el volumen y aumentando la presión 
desde p1 hasta p2. Con la válvula de descarga abierta, en la posición 2-3 se expulsa el 
aire comprimido a la presión de descarga p2 hasta que en la posición 3-4 existe caída 
brusca de presión hasta iniciar nuevamente el ciclo (Landa J, 2014). En la Figura 8 se 
ilustra este proceso. 
 
 
Figura 8. Ciclo ideal de compresión. Tomado de  (Landa J, 2014). 
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Ciclo de compresión real. El ciclo real sufre una desviación del ciclo ideal 
considerando que pueden ocurrir ciertas imprecisiones en la fabricación o por desgaste 
en uno de los componentes del compresor, o en su defecto por el espacio que es 
necesario para el movimiento de apertura y cierre de las válvulas. Lo mencionado se 
puede apreciar en la Figura 9, donde se evidencia que el resultado de estos fenómenos 
da lugar a un volumen de fluido no expulsado por el pistón en la etapa 2-3 y que a su 
vez es expandido en la etapa 3-4 (Fernandez P, 2000). 
 
 
 
 
Figura 9. Ciclo real de compresión. Tomado de  (Fernandez P, 2000) 
 
 
 
Procesos de compresión y expansión. Los procesos 1-2 y 3-4 no son sencillos 
de conocer. Se suele aceptar que son politrópicos, o sea, que se cumple: 
 ݒ௡ = ܿݐ݁ [1] 
 
Para algún valor de n. 
 
Como la compresión (y también la expansión) se realiza con una masa fija de 
gas encerrado, durante dichos procesos se puede sustituir el volumen específico por el 
volumen ocupado V: 
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 ݌ ∙ ܸ௡ = ܿݐ݁ [2] 
 
Si el proceso fuera adiabático, sería 
 ݊ = ݇ = ܿ௣ ܿ௩⁄  [3] 
 
 
Pero siempre hay transferencia de calor, natural o forzada. Por lo tanto, el 
exponente politrópico n suele tomar valores menores que k sin llegar nunca a ser n=1 
(proceso isotermo). 
 
 
2.3.3 Fallos comunes en compresores reciprocantes 
 
 
Los compresores reciprocantes desempeñan un papel importante en muchos 
sistemas industriales y los fallos que ocurren en ellos pueden degradar el rendimiento, 
consumir energía adicional, causar daños graves a la máquina y posiblemente provocar 
el cierre del sistema (Ahmad & Kamaruddin, 2012). Una encuesta realizada a 
consumidores y fabricantes de compresores reciprocantes de diez países reveló que los 
sistemas mecánicos de los compresores causan alrededor del 76.5% de todas las fallas 
no planificadas (Kostyukov & Naumenko, 2016a). 
 
Los fallos comunes del compresor reciprocante se pueden dividir principalmente 
en dos tipos: fallos del sistema mecánico y fallos de sistemas auxiliares (Jiang, Zhang, 
Jin, & Ma, 2013). En el ¡Error! No se encuentra el origen de la referencia. se 
clasifican los fallos más comunes que se presentan en los compresores reciprocantes. 
 
 Fallos en rodamientos  
 
Los rodamientos son los componentes más importantes de las máquinas 
rotativas. Una de las principales causas del tiempo de inactividad de la máquina es 
debido a los fallos en estos elementos. El tiempo de inactividad de las máquinas 
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rotativas puede reducirse monitoreando la vibración y el comportamiento acústico de 
los elementos de la máquina (El-Thalji & Jantunen, 2015). La clasificación de fallos 
en rodamientos está dada por la norma ISO 15243, que divide a los fallos en seis 
categorías y 15 tipos de fallos. En el Cuadro 2 se presenta las categorías y los tipos de 
fallos (ISO 15243:2004, s. f.). 
 
 
 
Cuadro 1. Fallos comunes en compresores reciprocantes. 
Sistema Componente Fallos comunes 
 Válvula Fuga, atasco, fractura, asfixia 
Fallos del 
sistema 
mecánico 
Pistón 
Abrasión del anillo de soporte, abrasión del anillo del pistón, 
fractura del anillo de soporte, rotura del anillo del pistón, 
aflojamiento de la tuerca del pistón, fuga del anillo del pistón. 
Vástago 
Aflojamiento de la tuerca de seguridad de la varilla del pistón, 
abrasión de la varilla del pistón, fractura de la varilla del 
pistón. 
Cruceta 
Abrasión de los zapatos de la cruceta, abrasión del pasador de 
la cruceta, abrasión del buje del pasador de la cruceta. 
Biela 
Fractura de la biela, abrasión del buje del perno de la biela, 
abrasión del cojinete de la biela. 
Cigüeñal 
Fractura del cigüeñal, abrasión del cojinete principal, 
desalineación del acoplamiento, desequilibrio. 
Tubería 
Resonancia mecánica, resonancia de la columna de gas, 
resonancia de la columna de gas y mecanismo. 
Cilindro 
Desalineación del cilindro con zapatas de cruceta, golpe de 
líquido, colisión en el cilindro, abrasión del cilindro. 
Partes del 
cuerpo 
Aflojamiento de pernos de anclaje. 
Embalaje Fugas, abrasión 
Fallos de 
sistemas 
auxiliares 
Fallo del sistema de enfriamiento, fallo del sistema de lubricación, fallo del 
sistema de filtración, aflojamiento del transductor o del circuito, posición de 
instalación no razonable del transductor, interferencia electromagnética. 
Fuente. Tomado de  (Jiang et al., 2013). 
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 Fallos en válvulas  
 
 
Chen y Lian, (2010) señalan que las válvulas en buen estado son vitales para que 
los compresores operen de manera eficiente, de la misma forma en que su estado de 
funcionamiento afecta directamente el desplazamiento de aire y el consumo de 
potencia. La dificultad de accesibilidad para la inspección de su condición ha originado 
el interés de investigadores sobre métodos indirectos de detección de la condición de 
los compresores y sus válvulas (Schantz, 2011). En los compresores reciprocantes, las 
válvulas de succión y descarga son los componentes en los que se producen fallos con 
frecuencia (Farzaneh-Gord & Khoshnazar, 2016b). En el 36% de los casos es necesario 
realizar una parada no programada, representando así el 50% del costo total de 
reparación. Esto lleva a considerar las metodologías de diagnóstico de fallos precisas, 
confiables y adecuadas para las válvulas, cuya finalidad es llevar a efecto un proceso 
productivo enmarcado en la seguridad tanto para el operario como del proceso, 
minimizando de esta manera los costos de mantenimiento (Tran et al., 2014), (Pichler 
et al., 2016).  
 
 
 
Cuadro 2. Clasificación de fallos en rodamientos según ISO 15243:2004. 
Norma Categorías de fallos Tipo de fallo 
ISO 
15243:2004 
Fatiga por 
contacto 
Inicio de fatiga en superficie -  Inicio de 
fatiga en subsuperficie 
Desgaste Desgaste abrasivo - Desgaste adhesivo 
Corrosión Corrosión por humedad - Corrosión por fricción 
Erosión eléctrica Voltaje excesivo - Fuga de corriente 
Deformación 
plástica 
Sobrecarga - Indentación de escombros - 
Indentación por manejo 
Grietas y 
fracturas 
Fractura forzada - Fractura por fatiga - 
Agrietamiento térmico 
Fuente. Tomado de  (Ortiz & Pérez, 2016). 
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2.3.4 Mantenimiento de los compresores 
 
 
Bloch & Hoefner, (1996) plantean los tres niveles de mantenimiento que se 
pueden ejecutar en los compresores: (i) mantenimiento correctivo, (ii) mantenimiento 
preventivo y (iii) mantenimiento predictivo. No obstante, considerando que los 
compresores son de gran importancia en la industria es deseable que se lleve a efecto 
el mantenimiento predictivo. El mantenimiento basado en la condición (MBC) es un 
enfoque del mantenimiento predictivo que usa la información que se obtiene a través 
del monitoreo de la condición de la máquina. Si el programa se lleva correctamente, 
se puede reducir el costo, tareas innecesarias y riesgos asociados al  mantenimiento 
preventivo, contribuyendo así a mejorar su productividad (S. Alaswad & Xiang, 2017), 
(D. Galar, Thaduri, Catelani, & Ciani, 2015), (A. K. S. Jardine, Lin, & Banjevic, 2006).  
 
Mediante un monitoreo de la condición que tiene como parámetros las señales 
de vibración, se puede lograr un diagnóstico temprano para disminuir paradas de 
emergencia  (Guiracocha, 2015). Elhaj et al., (2008) ha llevado a efecto un estudio 
basado en la simulación que involucra el desarrollo de un modelo matemático de cinco 
procesos físicos diferentes: características de velocidad-torque de un motor de 
inducción, variación de presión del cilindro, movimiento rotacional del cigüeñal, 
características de flujo a través de válvulas y vibración de las placas de válvula. Al 
final de su investigación concluye que las medidas de presión producen una 
característica de detección clara, sin embargo resalta que es una medida intrusiva y 
difícil de implementar. Esto orienta hacia la evaluación de parámetros que no 
interrumpan el normal funcionamiento de las máquinas para monitorear su condición, 
uno de ellos es la vibración (Potočnik & Govekar, 2016). 
 
 
2.3.5 Mantenimiento basado en la condición  
 
 
El mantenimiento basado en la condición (MBC) es una estrategia que se 
fundamenta en el monitoreo de la condición (MC) de los equipos y sugiere la toma de 
decisiones en función de información que proviene del monitoreo de parámetros como 
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la vibración, niveles de ruido, temperatura, entre otros. Es la estrategia con mayor 
atención en el ámbito científico e industrial,  motivado por la capacidad de los equipos 
para presentar signos o señales de que va a ocurrir una falla (Ahmad & Kamaruddin, 
2012). Su aplicación parte del diagnóstico a través del monitoreo de las señales, 
utilizando sensores u otros indicadores que revelan en tiempo real la condición del 
equipo (Tian, Wu, & Chen, 2014). De esta manera, el diagnóstico de fallos abarca tres 
aspectos: la detección, el aislamiento y la identificación.  En la detección se revela el 
comportamiento anómalo y evidencia el momento en que se produce, el aislamiento 
determina dónde y el tipo de fallo que se ha producido, y la identificación establece la 
magnitud del fallo (Bayar, Darmoul, Hajri-Gabouj, & Pierreval, 2015). El MBC utiliza 
dos enfoques para el diagnóstico: (i) modelos matemáticos y (ii) modelos basados en 
datos (data driven models).   
 
El principio de los modelos matemáticos se fundamenta en el conocimiento 
básico del proceso que es vital para poder utilizar relaciones matemáticas entre algunas 
variables de entrada y salida, con la finalidad de extraer información sobre cambios 
que puedan originar fallos (Bayar et al., 2015). Como se puede evidenciar en la  Figura 
10, en este enfoque, se extraen características especiales como parámetros, variables 
de estado o residuales que provienen de los actuadores del proceso de funcionamiento 
de la máquina y son adquiridos por sensores estratégicamente colocados, obteniendo 
de esta forma una señal para el análisis. Estas características son comparadas entre el 
valor nominal y el valor observado con la finalidad de determinar los posibles cambios. 
Para el efecto, se plantea un modelo matemático del proceso, se generan características 
de análisis con la aplicación de métodos de detección de cambios y se emite el 
diagnóstico (Isermann, 2006).  
 
En su mayoría los sistemas se modelan bajo principios físicos utilizando 
relaciones matemáticas que caracterizan su funcionamiento, sin embargo el 
diagnóstico basado en datos proporciona mayor precisión. Los modelos matemáticos 
ignoran ciertos fenómenos físicos para dar mayor simplicidad  al análisis, lo que le 
hace menos exacto al momento de realizar un diagnóstico (Belman-Flores et al., 2015).  
El diagnóstico basado en datos surge como una alternativa altamente efectiva, al 
utilizar información procedente de grandes cantidades de datos obtenidos del proceso 
(Kumar, Shankar, & Thakur, 2017). 
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Actuadores Proceso Sensores
Modelo del proceso
Generación de 
características
Detección 
de cambios
Comportamiento 
normal
Características (residuos, 
parámetros, variables de 
estado)
Fallos
Diagnóstico de 
fallos
Señal  de 
Entrada
Señal 
de Salida
Perturbación
 
Figura 10. Esquema general de detección de fallos basado en modelo 
matemático. Adaptado de (Isermann, 2006). 
 
 
 
Los modelos basados en datos utilizan un mapeo o reconocimiento de patrones 
en un espacio de medición característico (Deepam Goyal & Pabla, 2015). Toma como 
referencia el mapeo en estado normal y con fallo, a través del cual el sistema de 
diagnóstico puede reconocer si existe una desviación considerable entre los dos 
patrones para concluir que existe un fallo. Para compresores el modelo entrena 
patrones en condiciones normales y con fallo en los elementos con mayor desgaste, 
que en este caso son las válvulas (Aravinth et al., 2016). A continuación en la Figura 
11 se muestra en esquema el proceso de modelamiento para la detección de fallos con 
el enfoque que se ha descrito. 
 
 
 
Adquisición y 
procesamiento de la 
Señal
Extracción de 
características 
(indicadores de 
condición)
Selección de las 
características 
(indicadores de 
condición)
Clasificación Diagnóstico 
 
Figura 11. Esquema de detección de fallos basado en datos. Tomado de (Verma, 
Gupta, Sevakula, & Salour, 2014) 
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Para los compresores reciprocantes el proceso de adquisición y procesamiento 
de la señal comienza con la recopilación y almacenamiento de datos de parámetros 
como: vibración, ruido, emisión acústica entre otros (Andrew K. S. Jardine et al., 
2006). Los datos adquiridos pueden contener errores que tienen que ser ajustados. El 
siguiente paso es el procesamiento de la señal que sirve para representar los datos en 
una forma de señal adecuada para su análisis e interpretación que puede ser en el 
dominio tiempo, frecuencia y tiempo-frecuencia (Bayar et al., 2015). El procesamiento 
de la señal sirve a su vez para extraer información útil que se conoce como extracción 
de características o indicadores de condición. El siguiente paso es la selección de las 
características, se trata de excluir aquellas que se consideran innecesarias o 
insignificantes para inferir la condición normal o de fallo de una máquina. Previo a 
terminar el proceso de diagnóstico, es necesario realizar la clasificación, se trata de 
analizar las características mediante un mapeo de la información en condiciones 
normales y con fallo. Originalmente este procedimiento se realiza de forma manual, 
sin embargo requiere un conocimiento experto y altamente calificado, volviéndose 
poco práctico y costoso. Una alternativa es el reconocimiento automático de patrones 
que se apoyan en enfoques estadísticos y de inteligencia artificial (Mahmud Ahmed, 
Abdusslam, Baqqar, Gu, & Ball, 2011), (Ellman & Piché, 1999), (B.-S. Yang, Hwang, 
Kim, & Chit Tan, 2005).  
 
 
2.3.6 Mantenimiento basado en la condición frente al mantenimiento centrado en 
la confiabilidad. 
 
 
El mantenimiento predictivo surge como alternativa para disminuir costos y 
asegurar la funcionalidad de los equipos, en este sentido se tienen dos estrategias 
dentro del mantenimiento predictivo: (i) el mantenimiento basado en la condición 
(MBC) y (ii) el mantenimiento centrado en la confiabilidad (MCC). Por un lado el 
MBC se enfoca en el monitoreo de la condición de parámetros como la vibración 
emisión acústica, sonido entre otras (Deepam Goyal & Pabla, 2015). Por su parte el 
MCC se define como el proceso que se aplica para determinar qué debe hacerse para 
asegurar el funcionamiento de los equipos y maquinaria. A continuación se detalla las 
particularidades de cada estrategia (Montilla M., Arroyave, & Silva M., 2007). 
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Mantenimiento basado en la 
condición 
 
Mantenimiento centrado en la 
confiabilidad 
 
Monitoreo de parámetros como la 
vibración, emisión acústica, sonido, 
entre otros para determinar la 
condición de la máquina. 
  
Identificación de las circunstancias 
causantes de una falla e investigación 
de las situaciones que lo originan. 
Los pasos son: adquisición de datos, 
procesamiento de datos y toma de 
decisiones de mantenimiento como 
diagnóstico y pronóstico. Para su 
aplicación se utilizan dos enfoques: 
modelos matemáticos y modelos 
basados en datos. 
 Parte de siete preguntas para saber si 
existe o no fallas: ¿cuáles son las 
funciones?, ¿En qué forma no se 
pueden cumplir las funciones?, ¿En 
qué condiciones el equipo falla?, ¿Qué 
sucede cuando falla?, ¿Cuál es la 
probabilidad de ocurrencia de la falla? 
y ¿Cuál es la severidad de la falla? 
Beneficios: Detección y diagnóstico 
temprano de la existencia de fallos, 
cuando sean aún incipientes. 
Intervención en los equipos sin detener 
su funcionamiento. 
 Beneficios: Mayor seguridad y 
protección del entorno, mejores 
rendimientos operativos, mayor control 
de costos del mantenimiento, vida útil 
de los equipos. 
 
 
2.3.7 Monitoreo de la condición 
 
 
El monitoreo de la condición (MC) permite conocer el estado de la máquina a 
partir de signos o síntomas que provienen de un control constante de parámetros físicos 
de interés como velocidad angular, presión, señal de corriente del motor, análisis de 
vibración y emisión acústica; evitando así escenarios de operación no aceptables o 
paradas no programadas (Bayar et al., 2015), (Farzaneh-Gord & Khoshnazar, 2016a). 
En compresores las señales de mayor interés y aplicación son las señales de vibración 
y emisión acústica (Žilka, 2014).   
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 Monitoreo de la vibración. Para Liang et al., (2015), M. Ahmed, Baqqar, Gu, & 
Ball, (2012) y (Kostyukov & Naumenko, 2016), el monitoreo de la vibración es el 
método más aplicado. Se puede inferir que es considerado un recurso muy valioso 
para la detección y diagnóstico de fallos. La denominada “firma de vibración” 
orienta en el reconocimiento de la condición de la máquina, es así que su amplitud 
indica la gravedad del fallo mientras que la frecuencia podría revelar el origen 
(Deepam Goyal & Pabla, 2015). Las razones que dan ventaja al monitoreo de la 
vibración se concentran en las siguientes:  
 
 Permite un monitoreo sostenible sin ser destructivo. En efecto, no requiere 
interferir en la operación de la máquina (D. Goyal & Pabla, 2016). 
 El análisis de vibración puede identificar con precisión el 90% de todas las 
fallas de la máquina (Devendiran & Manivannan, 2016). 
 Ha sido demostrado ser el método más efectivo para el monitoreo de 
condición por su capacidad para proporcionar un tiempo razonable antes de 
la falla permitiendo tomar acciones a tiempo y bajo una planificación (Hui, 
Hee, Leong, & Abdelrhman, 2015). 
 
A pesar de las múltiples ventajas, la extracción de las características de la señal 
en ocasiones puede resultar complicado por la interferencia ocasionada por ruido 
proveniente de otras fuentes. Ante esto se hace necesario el desarrollo de un sistema 
de procesamiento y análisis de datos de alto  nivel para obtener mayor certeza y 
objetividad en el proceso de diagnóstico (D. Goyal & Pabla, 2016). A continuación se 
desarrollará cada paso del proceso de detección de fallos basado en datos con 
orientación a compresores reciprocantes. 
 
a) Adquisición de datos y pre-procesamiento de la señal.  
 
El proceso de adquisición de datos se refiere a la recopilación  y almacenamiento 
de información proveniente de elementos específicos que son de interés del 
investigador, implica la elección del tipo de sensor, su ubicación, cantidad, el hadware 
de adquisición y almacenamiento de datos, así como el procedimiento para su 
adquisición. (Fugate, Sohn, & Farrar, 2001). Según Jardine et al., (2006) y Bayar et al., 
(2015), los datos para el monitoreo se pueden clasificar en tres categorías: 
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1. Tipo valor.- La información adquirida se refiere a valores de parámetros como 
temperatura, presión, humedad. 
2. Tipo onda: La representación de datos se da en series de tiempo, en esta 
categoría están los datos de vibración y emisión acústica. 
3. Tipo multidimensional.- Los datos están contenidos en más de una dimensión, 
es común en imágenes.  
 
La adquisición de datos de vibración se realiza a través de sensores que son los 
encargados de monitorear la vibración de un cuerpo a través de su estructura metálica, 
convirtiendo ésta en una señal eléctrica equivalente (Figura 12). Es de vital 
importancia seleccionar los sensores apropiados para que la adquisición de datos sea 
de confianza, puesto que la selección no sólo considera la adquisición de una señal 
precisa sino también su interpretación. Entre los dispositivos para la adquisición de 
datos de vibración están los transductores de desplazamiento, transductores de 
velocidad, acelerómetros y vibrómetros láser Doppler. De estos, el más utilizado es el 
acelerómetro por su peso ligero, frecuencia superior, rango dinámico, capacidad, 
robustez y alta sensibilidad (D. Goyal & Pabla, 2016).  
 
 
 
Máquina 
vibratoria
Transductor de 
vibración o 
medidor
Instrumento para 
la conversión de 
la señal
Unidad de 
visualización o 
computadora
Análisis de datos
 
Figura 12. Principio básico de medición de la vibración. Tomado de (D. Goyal & 
Pabla, 2016). 
 
 
 
Luego de la adquisición de datos es necesario realizar el pre-procesamiento de 
la señal para reducir valores atípicos y eliminar algún efecto de ruido proveniente de 
otros elementos. Para tal efecto se comienza con un filtrado para eliminar frecuencias 
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no deseadas, siendo el dominio tiempo la primera plataforma para la extracción de 
características útiles de los datos brutos (Verma et al., 2014).  Al finalizar el filtrado, 
los datos se separan en dos clases: datos de condiciones normales y datos de 
condiciones de fallo. Para el diagnóstico sirven únicamente los primeros, así una 
cantidad de estos se utiliza para entrenar el modelo, mientras que el restante para su 
validación. Previo al diagnóstico, el modelo debe ser capaz de identificar la condición 
normal y de fallo de la máquina, para tal fin se utilizan diferentes técnicas como la 
inteligencia artificial y el aprendizaje automático (Keerqinhu et al., 2016).  
 
b) Extracción de características 
 
La señal adquirida por los sensores es procesada y con la aplicación de diversas 
técnicas se extraen características como la amplitud, frecuencia, desplazamiento, 
velocidad, aceleración, fase y periodo (Deepam Goyal & Pabla, 2015). También se 
suele utilizar características estadísticas como media, varianza, desviación estándar, 
curtosis, entre otras (Verma et al., 2014).  
 
La señal de vibración que se obtiene de un compresor reciprocante contiene 
características no lineales, no estacionarias y acoplamiento multicomponente por 
factores como la holgura, rigidez, no linealidad de los cojinetes y por el movimiento 
de impacto en la succión y descarga de las válvulas (Haiyang, Jindong, Hui, & Yiqi, 
2016). Las características extraídas o también conocidas como indicadores o 
parámetros de condición en los dominios tiempo, frecuencia y tiempo-frecuencia han 
mostrado ser útiles para el monitoreo de la condición (Mahmud Ahmed et al., 2011), 
sin embargo por la complejidad es necesario aplicar técnicas adecuadas y robustas para 
el procesamiento y análisis de la señal, entre los que se incluyen métodos estadísticos, 
wavelets, enfoques psico-acústicos, métodos basados en lógica neuronal y difusa, y 
muchos métodos modernos de aprendizaje automático (Potočnik & Govekar, 2016). 
En la literatura se reportan tres categorías principales para el análisis de señales de 
señales de vibración (Guerra & Kolodziej, 2014): 
 
 Análisis del dominio tiempo: Se basa en la forma de onda del tiempo, es decir 
calcula las características de las señales de forma de onda de tiempo como 
estadísticas descriptivas, entre las que se cuentan: media, desviación estándar, 
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estadísticas de orden superior, raíz cuadrada media, asimetría, curtosis, entre otras. 
Existen otros enfoques más avanzados que aplican modelos de series de tiempo 
hacia datos de forma de onda, su objetivo es la adaptación de los datos de forma 
de onda hacia un modelo paramétrico de series temporales y así extraer 
características (Andrew K. S. Jardine et al., 2006). No obstante, este análisis no es 
suficiente para extraer las características efectivas de la señal de vibración para un 
buen diagnóstico de fallos en compresores recíprocos (Haiyang et al., 2016). 
 
 Análisis del dominio frecuencia: Se basa en la señal transformada en el dominio 
de la frecuencia. Este análisis tiene ventaja con respecto al análisis en el dominio 
tiempo por su capacidad para identificar y aislar de forma fácil el análisis de la 
frecuencia de los componentes de interés. Usualmente para análisis en este 
dominio se utiliza la trasformada rápida de Fourier, que a través de una relación 
matemática convierte la señal que viene en el dominio del tiempo hacia el dominio 
frecuencia. También existen otras herramientas auxiliares para el análisis del 
espectro como los filtros de frecuencia, la presentación gráfica del espectro, 
análisis del envolvente y otras (Andrew K. S. Jardine et al., 2006). 
 
 Análisis del dominio tiempo-frecuencia: Este análisis es bidimensional pues se lo 
realiza en el dominio del tiempo y frecuencia. Es más completo que los anteriores 
por su capacidad para analizar señales de forma de onda no estacionaria. Un 
análisis tradicional tiempo-frecuencia representa la energía o potencia de las 
señales de forma de onda con la finalidad de representar los patrones de fallo con 
mayor precisión. Las distribuciones de tiempo-frecuencia más conocidas son las 
transformadas de Fourier de corta duración, la distribución de Wigner-Ville y la 
transformada Wavelet (Andrew K. S. Jardine et al., 2006). Esta última es apropiada 
para modelar procesos dependientes del tiempo, pues proporcionan información 
global de la señal en el tiempo localizada en la frecuencia.  
 
c) Selección de características  
 
En el proceso de adquisición de datos se tiene gran cantidad de información que 
debe seleccionarse, en tal sentido se discriminan las características que no son del todo 
útiles y confiables para el diagnóstico (Kumar et al., 2017). Las técnicas que se utilizan 
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para la selección son: (i) Filtros, (ii) envolventes e (iii) integrados. Las técnicas tipo 
filtro se basan en la correlación y rendimiento de los clasificadores para asignar una 
puntuación a cada indicador, en esta técnica el procesamiento y aprendizaje de los 
datos se realizan de forma completamente independiente, por lo que no se tiene 
retroalimentación. Los envolventes a su vez se orientan a la evaluación de las 
características por su capacidad para la predicción, se asigna una puntuación a cada 
indicador para medir su rendimiento al momento de realizar el diagnóstico y al igual 
que el primer método no existe retroalimentación porque el procesamiento y selección 
son independientes. No así la técnica de integrados, pues en la selección de un 
subconjunto de indicadores se incorpora el entrenamiento para la construcción del 
modelo, convirtiéndose en la técnica más completa (Destrero, Mosci, Mol, Verri, & 
Odone, 2009).  
 
d) Clasificación  
 
La fase final del proceso de diagnóstico es la clasificación que se define como el 
procedimiento de mapeo de las características (indicadores) en condiciones normales 
y de fallo como un patrón de reconocimiento del estado de la máquina. Este 
procedimiento se lo ha realizado generalmente en forma manual, que requiere 
conocimiento experto y tiempo. Ante esto ha surgido el reconocimiento automático, 
basado en técnicas alternativas efectivas que utilizan modelos e inteligencia artificial 
aplicando redes neuronales, máquinas de soporte vectorial y algoritmos genéticos  
(Kumar et al., 2017), (Andrew K. S. Jardine et al., 2006). La presente investigación 
utiliza redes neuronales para esta etapa, por tanto a continuación se aborda el tema. 
 
 
2.3.8  Aprendizaje automático (Machine Learning) 
 
 
Sancho Caparrini (2018) define el aprendizaje automático (machine learning) 
como una rama de la inteligencia artificial que mediante técnicas basadas en modelos 
matemáticos dotan de aprendizaje a las computadoras. El objetivo es generar modelos 
que conduzcan al reconocimiento de patrones basándose en datos para generalizar el 
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comportamiento de algún fenómeno. Con el aprendizaje automático se logra que la 
computadora aprenda en base a la experiencia. En este caso, la experiencia está 
representada por un conjunto de datos históricos del fenómeno que se está modelando. 
Los datos se encuentran organizados en variables predictoras (entradas) y variables 
predecidas (salidas); por ejemplo, si se desea predecir la ocurrencia de un evento como 
la existencia de un fallo en una máquina (variable de salida), es necesario extraer 
ciertas características como temperatura, partículas de aceite, nivel de vibración 
(variables de entrada) para finalmente concluir sobre su estado.  
 
También es importante conocer la terminología que se utiliza en el aprendizaje 
automático así, una característica o atributo es una variable de entrada, la clase es la 
identificación o etiqueta que se le asigna a las variables  de salida (por ejemplo clase 
0 = nivel 1 de severidad del fallo) y el clasificador es una función f que mapea el 
conjunto de características a una etiqueta (Fernandes de Mello & Antonelli Ponti, 
2018).  
 
 Conjunto de datos 
 
El aprendizaje automático utiliza un conjunto de datos (datasets) obtenido del 
fenómeno a modelar. Se conforma por instancias que están identificadas por un 
conjunto de características (Cabrera, 2018). Para mejor comprensión y fácil uso de los 
datos se utiliza una forma tabular para expresarlos, de forma que se estructuran en filas 
y columnas, donde las filas denotan una instancia y las columnas representan las 
características. Cada característica equivale a una variable aleatoria dentro del análisis 
estadístico. El Cuadro 3 muestra un ejemplo de un conjunto de datos D que contiene n 
características con m instancias.  
 
Previo al modelado es necesario preparar los datos para verificar las relaciones 
entre las distintas características así acondicionarlos para eliminar errores que se 
producen al momento de su adquisición. Adicionalmente se debe separar en conjuntos 
para las fases de creación y validación del modelo. Una de las técnicas utilizadas es el 
holdout, que consiste en la partición en datos de entrenamiento y datos de prueba. La 
bibliografía recomienda dividir en una proporción de 70% para el entrenamiento y 
30% para la prueba; no obstante depende de la cantidad de datos y de los 
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requerimientos de cada caso (Na, 2017). Para el caso de modelos que requieren la 
optimización de hiperparámetros se recomienda la creación de un conjunto adicional 
conocido como conjunto de validación. También es importante puntualizar que la 
división debe ser aleatoria y estratificada para garantizar la diversidad en los 
subconjuntos. Esta acción se efectúa al subdividir el conjunto de datos en cuantas 
clases existan, para luego tomar aleatoriamente una cantidad adecuada por cada 
subconjunto (Figura 13).   
 
 
 
Cuadro 3. Representación del conjunto de datos D 
Instancia ࡯૚ ࡯૛ … ࡯࢐ … ࡯࢔ ࡰ૚ ଵܸଵ ଵܸଶ … ଵܸ௝ … ଵܸ௡ ࡰ૛ ଶܸଵ ଶܸଶ … ଶܸ௝ … ଶܸ௡ 
… … … … … … … ࡰ࢏ ௜ܸଵ ௜ܸଶ … ௜ܸ௝ … ௜ܸ௡ 
… … … … … … … ࡰ࢓ ௠ܸଵ ௠ܸଶ … ௠ܸ௝ … ௠ܸ௡ 
Fuente. Adaptado de (Cabrera, 2018). 
 
 
 
 
Figura 13. Aplicación de houldout para un conjunto de cuatro clases. Tomado de 
(Cabrera, 2018). 
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 Tipos de aprendizaje 
 
El aprendizaje automático se divide en dos grandes grupos: (i) no supervisado y 
(ii) supervisado.  
 
El aprendizaje supervisado se basa en una correspondencia entre las entradas y 
las salidas deseadas, de forma que se tiene conocimiento de las etiquetas que se le 
asignan al conjunto de variables de entrada que caracterizan una instancia. En este tipo 
de aprendizaje el objetivo es aproximar al mejor clasificador posible  ݂: ݔ → ݕ, siendo ݔ la variable de entrada y ݕ la variable de salida en un espacio de características 
determinado. En la Figura 14 se muestra una tarea de aprendizaje con dos clases, la 
línea que divide se llama frontera de decisión y se forma por datos que tienen la misma 
probabilidad de pertenecer a una clase u otra. También se puede apreciar que existen 
puntos que están en la clase equivocada, esto significa que el modelo no es óptimo y 
es necesario realizar un ajuste; la diferencia entre el valor obtenido y el valor deseado 
se llama función de pérdida, error o costo. El objetivo final es obtener un modelo con 
el menor error posible y esto se logra con técnicas de optimización.  
 
 
 
 
Figura 14. Aprendizaje supervisado de dos clases. Tomado de (Virtanen, Plumbley, & 
Ellis, 2017). 
 
 
 
La estructura formal del aprendizaje supervisado se muestra a continuación 
(Carbonell et al., 1983), (Cabrera, 2018).   
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 ̂ݕ = ݂ሺݔሻ, ∀ ሺݔ, ݕሻ ∈ ܦ [4] 
 
Donde se denota la correspondencia entre la variable observada x y la variable 
deseada y, en un conjunto de datos D. De modo que la predicción ̂ݕ producto del 
aprendizaje f debe ser lo más próxima al valor deseado. 
 
Por otro lado, en el aprendizaje no supervisado se asignan características sin la 
existencia de una etiqueta que permita al algoritmo clasificar las instancias. Su objetivo 
es agrupar por similitud sin la posibilidad de definir cómo se comporta cada instancia. 
Por tanto no existe una correspondencia ݔ → ݕ  y a diferencia del aprendizaje 
supervisado, se procede a un agrupamiento por clases y no por etiquetas. La Figura 15 
ilustra un ejemplo de lo descrito. 
 
 
 
 
Figura 15. Clasificación por aprendizaje no supervisado. Tomado de (Fernando 
Sancho Caparrini, 2018). 
 
 
 
 Medición de la eficiencia del aprendizaje 
 
Un modelo de aprendizaje automático se mide por su capacidad para generalizar 
el comportamiento aprendido en la fase de entrenamiento. Una de las formas de 
hacerlo es la matriz de confusión que se basa en una representación visual de los 
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valores obtenidos por el modelo frente a los valores esperados. Para entender mejor lo 
expuesto se muestra en el Cuadro 4 un ejemplo de matriz de confusión para tres clases. 
Donde, el valor que se encuentra en la primera fila y tercera columna indica que 4 
muestras fueron clasificadas como clase 3 pero pertenecen a la clase 1. También se 
puede observar que 275 muestras fueron clasificadas correctamente en la clase 3 (ܶ�), 
7 muestras fueron asignadas erróneamente a la clase 3 (ܨ�) y 5 muestras que 
pertenecen a la clase 3 no fueron asignadas a ella (FN). 
 
 
 
Cuadro 4. Matriz de confusión para tres clases 
 
Predicción clase 1 Predicción clase 2 Predicción clase 3 
Valor real clase 1 256 2 4 
Valor real clase 2 1 250 3 
Valor real clase 3 3 2 275 
Fuente. Adaptado de (Cabrera, 2018) 
 
 
 
A partir de esta matriz es posible calcular ciertas métricas para la clasificación 
multiclase. A continuación se presentan algunas, teniendo presente que ܶ�௜ es un 
verdadero positivo para una determinada clase ܿ௜,  ܶ ௜ܰ es un verdadero negativo,    ܨ�௜ 
es un falso positivo, ܨ ௜ܰ es un falso negativo, ݈ es la totalidad de clases y M es el 
promedio macro (Loja & Vinicio, 2017), Cabrera, (2018). 
 
‒ Verdaderos positivos (ܶ�). Corresponde a las muestras que fueron clasificadas 
correctamente a una clase. Para una clase específica c el valor se calcula como se 
indica a continuación. 
 ܶ�ሺܿሻ = ܯሺܿ, ܿሻ [5] 
 
‒ Verdaderos negativos (ܶܰ). Es el número de muestras que fueron clasificadas 
correctamente como no pertenecientes a una clase. 
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 ܶܰሺܿሻ = ∑ ܯ௡௜=ଵ,௜≠௖ ሺܿ, ܿሻ [6] 
 
‒ Falsos positivos (FP). Es el número de muestras que fueron clasificadas 
erróneamente a una clase.  
 ܨ� = ∑ ܯ௡௜=ଵ,௜≠௖ ሺ݅, ܿሻ [7] 
 
‒ Falsos negativos (FN). Es el número de muestras que perteneciendo a una clase no 
fueron asignadas a ella.  
 ܨ� = ∑ ܯ௡௜=ଵ,௜≠௖ ሺܿ, ݅ሻ [8] 
 
‒ Exactitud promedio: Eficacia medida de un clasificador. 
 
�� = ∑ ܶ�௜ + ܶ ௜ܰܶ�௜ + ܨ ௜ܰ + ܶ ௜ܰ௟௜=ଵ ݈  [9] 
 
 
‒ Tasa de error: Promedio del error de clasificación. 
 
 ܧܴ = ∑ ܨ�௜ + ܨ ௜ܰܶ�௜ + ܨ ௜ܰ + ܨ�௜ + ܶ ௜ܰ௟௜=ଵ ݈  [10] 
 
‒ Precisión: Promedio por clase de la coincidencia de las etiquetas de las clases de 
datos con las del clasificador. 
 
�ݎ݁ܿ݅ݏ݅�݊ = ∑ ܨ�௜ܶ�௜ + ܨ�௜௟௜=ଵ ݈  [11] 
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‒ Recall: Promedio por clase de la eficacia de un clasificador para etiquetas positivas 
de las clases. 
 
ܴ݈݈݁ܿܽ = ∑ ܶ�௜ܶ�௜ + ܨ ௜ܰ௟௜=ଵ ݈  [12] 
 
‒ Fscore: Relación entre las etiquetas positivas de los datos y aquellas conseguidas 
por un clasificador. 
 ܨݏܿ݋ݎ݁ = ሺߚଶ + ͳሻ�ݎ݁ܿ݅ݏ݅�݊ெܴ݈݈݁ܿܽெߚଶ�ݎ݁ܿ݅ݏ݅�݊ெ + ܴ݈݈݁ܿܽெ  [13] 
 
 
2.3.9 Redes neuronales artificiales 
 
 
Las redes neuronales artificiales (RNA) son modelos computacionales 
corresponden basados en el principio de funcionamiento del cerebro humano. Su 
estructura se conforma por conexiones con pesos (parámetros) hacia procesadores 
(neuronas) que tienen la función de clasificar información a través de aproximadores 
para el reconocimiento de patrones. Esto resulta posible porque son capaces de 
aprender, memorizar y clasificar información a través de la experiencia desarrollada 
en una etapa de aprendizaje (Henao, 2000). El uso de redes neuronales artificiales para 
realizar el mapeo de características que definen la condición de una máquina es 
actualmente la técnica que mayor interés ha despertado, por ser una alternativa en la 
solución de casos donde una salida computacional precisa no es factible o cuando se 
requiere de algoritmos muy complejos.  (Cruz, 2011).  
 
Como se puede apreciar en la Figura 16, las neuronas biológicas están formadas 
por un cuerpo celular o soma, de donde parte una rama primaria o axón, llegando a un 
árbol de ramificaciones secundarias compuesto por dentritas (López & Fernández, 
2008). De esta forma, se recepta la información a través de ellas y una vez que ingresa, 
el soma actúa como un órgano de cómputo que procesa la información emitiendo 
señales como estímulos nerviosos (neurotransmisores), para finalmente enviarlos por 
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medio del axón una salida (potenciales de acción) hacia otras neuronas. La conexión 
entre el axón de una neurona y las dentritas de otra recibe el nombre de sinapsis y 
define el tipo de relación entre ellas. 
 
 
 
 
Figura 16. Estructura de una neurona biológica. Tomado de (Lahoz-Beltrá, 
2004). 
 
 
 
A su vez las neuronas artificiales presentan una configuración que se ilustra en 
la  Figura 17. De forma que en una determinada neurona ingresan señales ሺݔሻ 
provenientes de otras neuronas cada una con un peso sináptico ሺݓ), que denota la 
incidencia sobre cada entrada; estas  se suman junto con un valor de umbral llamado 
bias (b) para pasar a una función de activación (f) que finalmente genera una salida (y) 
(Hagan et al., 2014). Partiendo de esta configuración, los modelos matemáticos que 
resultan para una sola entrada y múltiple entrada respectivamente son los siguientes: 
 ݕ = ݂ሺݓ ∙ ݔ + ܾሻ [14] 
    ݕ = ∑ ݂ሺݓ௡ ∙ ݔ௡ + ܾ௡ሻ [15] 
 
De esta relación se deduce que, al igual que en las neuronas biológicas que 
requieren un impulso para la activación (neurotransmisores), las neuronas artificiales 
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utilizan una función de activación que toma la información de entrada total y le 
combina con el estado inicial para generar un nuevo estado de activación (López & 
Fernández, 2008). Entre las funciones que se reporta en la bibliografía como más 
utilizadas (Henao, 2000) están la función lineal, función escalón, función  mixta o 
lineal por partes, función sigmoidea, función gaussiana, función sinusoidal y función 
tangente hiperbólica. Su aplicación depende del tipo de problema que se pretende 
resolver. 
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Figura 17. Estructura de una neurona artificial. Adaptado de (Hagan, Demuth, & 
Beale, 2014). 
 
 
 
 Arquitectura de una red neuronal artificial.  
 
Se conoce como arquitectura a la forma en que se conectan las neuronas. Cada 
neurona recibe señales de alimentación de los nodos de entrada, los procesa y emite 
una salida, de esta forma la red se estructura por capas. Las capas de entrada contienen 
la información del mundo exterior, las capas ocultas o intermedias son las que procesan 
y suministran una nueva entrada a las siguientes capas y por último, la capa de salida 
se encarga de proporcionar el resultado del aprendizaje de la red (Figura 18).  Cada 
capa se compone de una matriz de pesos, de un vector de entrada, de la función de 
transferencia y del vector de salida. La conexión entre nodo y nodo se caracteriza por 
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la forma en que se relacionan mediante la matriz de pesos, donde las columnas 
representan los pesos entre las diferentes capas y las filas las instancias. Las entradas 
de la red corresponden a los datos a ser procesados, a su vez las salidas identifican las 
variables que se busca del procesamiento de la red. La cantidad de nodos en las capas 
ocultas depende de la complejidad de la función a ser estimada entre la capa de entrada 
y la capa de salida  (Buscema, 2013). Por otro lado, el tipo de problema a solucionar, 
determina la arquitectura. Para el efecto existen dos topologías utilizadas 
frecuentemente: redes de propagación hacia adelante y redes recurrentes. Las primeras, 
reciben señales  de capas anteriores y transmiten información únicamente hacia 
adelante (feedforwad networks), caracterizándose además por contar con múltiples 
capas; en tanto que las redes recurrentes (feedback networks) tienen conexiones de 
retroalimentación que supone una evolución hacia un estado estable  (López & 
Fernández, 2008).  
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Figura 18. Esquema de una red neuronal. Adaptado de (Henao, 2000). 
 
 
 
Otro aspecto importante a tratar en las redes neuronales es su aprendizaje. Según 
Henao, (2000) el aprendizaje es el proceso mediante el cual se realiza la configuración 
de la red para obtener las salidas deseadas a partir del fortalecimiento de los pesos 
sinápticos. Para el efecto se utilizan múltiples iteraciones de ajustes de pesos de modo 
que la red sea capaz de responder de forma distinta y mejorada a los estímulos del 
medio. Luego de cada iteración la red retorna estimaciones de la salida para cada 
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instancia ingresada. Este resultado se compara con las salidas deseadas y la diferencia 
entre ellas se denomina error, siendo el objetivo del aprendizaje minimizarlo.  
 
 
2.3.10 Redes neuronales recurrentes 
 
 
Las redes neuronales tradicionales (feedforward) se utilizan en muchas 
aplicaciones por su capacidad de aproximación universal de funciones. No obstante, 
cuando se requiere modelar sistemas dinámicos donde sus variables predictoras y/o 
variables de salida son función del tiempo no son del todo útiles por su arquitectura 
sin ciclos.  En su lugar surgen las redes recurrentes que contienen en su estructura 
realimentaciones que pueden darse entre neuronas de diferentes capas, neuronas de 
una misma capa o en su defecto a sí misma. Precisamente ésta característica dota a la 
red la capacidad de almacenar información de eventos pasados para generar un nuevo 
estado en las siguientes capas (Bianchi, Maiorino, Kampffmeyer, Rizzi, & Jenssen, 
2017) y es justamente lo que ha motivado su uso en la aproximación de sistemas 
dinámicos no lineales como la detección de fallos, pues los datos de vibración se 
reflejan en series de tiempo. 
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Figura 19. Esquema de una red neuronal recurrente simple. Tomado de 
(Bianchi et al., 2017). 
 
 
 
El esquema ilustrado en la Figura 19 corresponde a la configuración de una red 
recurrente simple. Los círculos muestran los nodos de la capa de entrada x, la capa 
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oculta h o estado de la red y la capa de salida y respectivamente, W son las matrices 
que contienen los pesos sinápticos en cada capa, f indica la transformación no lineal 
realizada por las neuronas y z-1 es el valor de retardo. El objetivo en el proceso de 
aprendizaje es optimizar los pesos y de esa manera minimizar la función de pérdida 
producto de la diferencia entre los valores de la predicción ̂ݕሺݐሻ y los valores deseados ݕሺݐሻ. 
 
 La arquitectura que se establezca determina la forma en que la información 
fluye a través de las capas. Existen varias formas de redes recurrentes, sin embargo las 
más sobresalientes son las redes Jordan y las redes Elman (Figura 20). Las primeras 
cuentan con una retroalimentación desde la capa de salida hacia las unidades 
contextuales, pudiendo también contener bucles sobre sí mismas, de forma que las 
unidades contextuales actúan en paralelo con la capa de entrada y la realimentación 
que reciben representa un nuevo estado de la red.  
 
Por otro lado las redes Elman se proponen como una alternativa para sistemas 
de longitud creciente, pues las redes Jordan presentan cierta dificultad para esta tarea. 
Es así que la topología de las redes Elman detalla una estructura con realimentación 
desde las capas ocultas a la capa de contexto (Cabrera, 2018).  
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Figura 20. Modelos de redes neuronales recurrentes. Adaptado de (Cabrera, 2018) 
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La descripción formal de las redes recurrentes se efectúa en forma matricial y 
consta de un vector ܠሺݐሻ de entrada que contiene cada una de las variables de entrada, 
éstas a su vez pasan a un estado de activación representado por el vector �ሺݐሻ en la 
capa oculta para luego ser procesados nuevamente y obtener salida ̂ܡሺݐሻ. Es importante 
que recordar que cada capa se relaciona con los pesos sinápticos ܹ. En el modelo de 
Elman la relación matemática que representa a esta red es: 
 �ሺݐሻ = ݂ሺ ௜ܹ௡ܠሺݐሻ + ܹ�ሺݐ − ͳሻ) [16] 
 ̂ܡሺݐሻ = ݃ሺ ௢ܹ௨௧�ሺݐሻሻ [17] 
 
Para el modelo de Jordan se utiliza la expresión: 
 �ሺݐሻ = ݂ሺ ௜ܹ௡ܠሺݐሻ + ௙ܹ௕̂ܡሺݐ − ͳሻ) [18] 
 ̂ܡሺݐሻ = ݃ሺ ௢ܹ௨௧�ሺݐሻሻ [19] 
 
 Donde ܠሺݐሻ � ℝே�೙,  �ሺݐሻ � ℝேℎ y ̂ܡሺݐሻ � {Ͳ,ͳ}ே೚ೠ೟. ܰ ௜௡ es el tamaño del vector 
de estímulo de entrada (capa de entrada), ℎܰ es el tamaño del vector de estado (capa 
oculta) y ௢ܰ௨௧ es el tamaño del vector de salida (capa de salida); todos estos en un 
instante t. También, es importante puntualizar que en ambos modelos tanto f como g 
son funciones no lineales. Del modelo descrito en la ecuación 16 se determina que el 
vector h(t) contiene la información del estado previo �ሺݐ − ͳሻ que está ponderado por 
los pesos sinápticos de  ܹ � ℝேℎ×ேℎ y a esto se suma la información del vector de 
entrada ܠሺݐሻ que también está ponderado por el peso sináptico ܹ ௜௡� ℝ. El vector ̂ݕሺݐሻ 
está modelando un proceso Multinoulli con variable aleatorias exclusivas de ௢ܰ௨௧ 
representadas por el vector ݕሺݐሻ. Como resultado las ecuaciones 17 y 19 representan 
el caso de regresión de Softmax con ௢ܹ௨௧ ∈ ℝே೚ೠ೟×ேℎ parámetros. Por su lado en el 
modelo de Jordan presentado en la ecuación 19 se tiene alimentación de la salida previa ̂ܡሺݐ − ͳሻ ponderada por ܹ ௙௕� ℝ al vector de estado �ሺݐሻ. Normalmente la función ݂ ሺ∙ሻ 
es la tangente hiperbólica descrita por ta�hሺݔሻ = exp �−௘�௣−�exp �+exp − � para limitar los valores 
en el vector de estado.  
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 El objetivo de entrenamiento de las redes consiste en optimizar los pesos 
sinápticos y los bias asociados a ellos. Para el efecto el método más común es la regla 
del descenso del gradiente que se basa en la minimización de la función error ܧሺݕ, ̂ݕሻ 
que está definida por la diferencia entre los valores de predicción y los valores reales. 
El objetivo de este método es encontrar un mínimo lo suficientemente bueno de esta 
función con el uso del vector gradiente como información de actualización de pesos. 
Para la optimización se inicia con un vector de pesos, a partir del cual se genera otro 
que tiene nuevos pesos para alcanzar un valor de convergencia (Figura 21). Este 
proceso se vuelve repetitivo hasta que la tolerancia del error sea aceptable.  
 
 
 
 
Figura 21. Descenso del gradiente. Tomado de (F. Sancho, accedido 2018). 
 
 
 
    En el caso de las redes neuronales recurrentes el entrenamiento se basa en el 
ajuste del error entre el instante de tiempo actual y el inicial. Desde un punto de vista 
práctico la aplicación del método de descenso del gradiente involucra pérdida de 
información a largo plazo (Bengio, Simard, & Frasconi, 1994) por lo tanto no resulta 
adecuado para sistemas con dinámica extendida. El estudio de la condición de los 
compresores se considera como tal, pues la vibración se representa en el dominio 
tiempo con relación temporal a largo plazo. De acuerdo a esto, en el presente estudio 
se aplicará las redes neuronales recurrentes LSTM (Long Short Term Memory) que 
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fueron creadas por Hochreiter y Schimdhuber en 1997 y se caracterizan por contar con 
celdas de memoria que son unidades formadas por nodos con un modo de conectividad 
específico, permitiendo a la red recordar información a corto y largo plazo en función 
de sus entradas. La memoria a largo plazo se produce por el valor de los pesos que se 
modifican lentamente en el proceso de aprendizaje dando un conocimiento global de 
los datos, y la memoria a corto plazo está definida por activaciones efímeras que pasan 
entre nodos sucesivos (Lipton, Berkowitz, & Elkan, 2015). La estructura de una red 
LSTM se muestra en la siguiente Figura 22. 
 
 
 
 
Figura 22. Estructura de una red LSTM. Tomado de («Understanding LSTM 
Networks -- colah’s blog», accedido el 2018). 
 
 
 
    La peculiaridad que tienen para agregar o desechar información en cada estado, 
está regulado por estructuras llamadas compuertas que controlan el flujo de 
información a través de la red. Así, la compuerta de entrada regula la información que 
puede ingresar a la red, la compuerta de la capa oculta controla la información que se 
almacena, y la compuerta de salida define cuándo se utiliza dicha información. Esta 
particularidad convierte a las redes LSTM en una herramienta muy fiable para la 
detección de fallos, pues su rendimiento en el aprendizaje de secuencias ha sido alto 
(Bianchi et al., 2017). Al respecto se han aplicado en diferentes áreas como en el 
procesamiento del lenguaje natural, en el reconocimiento de escrituras (Hochreiter & 
Schmidhuber, 1997), reconocimiento de voz (Graves, Mohamed, & Hinton, 2013), 
reconocimiento de gestos e imágenes (Vinyals, Toshev, Bengio, & Erhan, 2017) y para 
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predecir series de tiempo de carga eléctrica (Mandal, Senjyu, Urasaki, & Funabashi, 
2006). Como se vio anteriormente la red neuronal recurrente LSTM es un modelo 
computacional derivado de las redes recurrentes capaz de aprender dependencias a 
largo plazo. Para esto el vector de estado se calcula a través de un complejo mecanismo 
para olvidar y actualizar la información formalizada por las siguientes ecuaciones: 
 �̃ሺݐሻ = �ሺ ௖ܹℎ�ሺݐ − ͳሻ + ௖ܹ௜ܠሺݐሻ) [20] 
 �ሺݐሻ = �ሺ �ܹℎ�ሺݐ − ͳሻ + �ܹ௜ܠሺݐሻ) [21] 
 ࢘ሺݐሻ = �ሺ ௥ܹℎ�ሺݐ − ͳሻ + ௥ܹ௜ܠሺݐሻ) [22] 
 �ሺݐሻ = �ሺݐሻ ⨀ �ሺݐ − ͳሻ + ࢘ሺݐሻ ⨀ �̃ሺݐሻ [23] 
 ࢙ሺݐሻ = �ሺ ௦ܹℎ�ሺݐ − ͳሻ + ௦ܹ௜ܠሺݐሻ) [24] 
 ࢎሺݐሻ =  ࢙ሺݐሻ ⨀ ta�h ሺࢉሺݐሻሻ [25] 
 
    Donde se puede identificar cuatro redes neuronales en las ecuaciones 20, 21, 
22 y 24 con tuplas de entrada y pesos ocultos  ( ௖ܹ௜ ∈ ℝேℎ×ே�೙ , ௖ܹℎ ∈ ℝேℎ×ேℎሻ,  
( �ܹ௜ ∈ ℝேℎ×ே�೙ , �ܹℎ ∈ ℝேℎ×ேℎሻ, ( ௥ܹ௜ ∈ ℝேℎ×ே�೙ , ௥ܹℎ ∈ ℝேℎ×ேℎሻ y ( ௦ܹ௜ ∈ℝேℎ×ே�೙ , ௦ܹℎ ∈ ℝேℎ×ேℎሻ de cada red neuronal respectivamente. El elemento �ሺ∙ሻ es 
la función logística que está descrita por �ሺݔሻ = ଵଵ+exp−�. A su vez, la ecuación 23 
detalla el vector de estado c(t) de la celda que resume la información a corto y largo 
plazo a través del tiempo. Por otro lado la ecuación 24 representa el vector s(t) que 
selecciona la información que considera relevante de h(t), el vector z(t) actúa en el 
proceso de actualización del vector de estado de la celda junto con el vector r(t) que 
remplaza la información olvidada. El vector �̃ሺݐሻ es la nueva información que 
remplaza a la que se olvidó y ⨀ es el operador de producto Hadmard (representa el 
producto término a término de dos matrices de igual tamaño). Estos términos sirven 
para realizar un modelo de aprendizaje profundo, pudiendo apilar progresivamente 
capas ocultas (ℎଵ, ℎଶ, … . ℎ௡௟) que robustezcan el modelo generado. 
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2.3.11 Optimización Bayesiana (OB) 
 
 
    El método de OB surge como una alternativa para el ajuste de modelos 
(Shahriari, Swersky, Wang, Adams, & Freitas, 2016). Esto se logra optimizando una 
función objetivo ݂ሺܯ�ሻ  que se representa matemáticamente como: 
 ∅̂ = a���i�� ݂ሺ��ሻ [26] 
 
Donde ∅̂ es el conjunto de hiperparámetros que minimizan la función ݂ con un modelo  ℳ� entrenado con esos hiperparámetros. De esta manera para efectuar la optimización 
se definen dos funciones: la función objetivo ݂ሺ��ሻ y la función de adquisición ܵሺ�, ݌ሺ݁ݎݎ݋ݎ|�ሻሻ. La primera evalúa el rendimiento del modelo parametrizado por �  
y la segunda se encarga de explorar un espacio de búsqueda con áreas más favorables 
para la optimización. Es oportuno explicar que ݌ሺ݁ݎݎ݋ݎ|�ሻ es la probabilidad del error 
para el conjunto de hiperparámetros en el espacio de búsqueda. El proceso se efectúa 
de la siguiente forma: 
 
1) Inicializar el modelo ݌ሺ݁ݎݎ݋ݎ|�ሻ 
2) Obtener un nuevo conjunto de hiperparámetros a través de la resolución de ∅̂ = ܽݎ݃݉݅݊�ܵሺ�, ݌ሺ݁ݎݎ݋ݎ|�ሻሻ. 
3) Evaluar ∅̂ utilizando ݂ሺ��̂ሻ 
4) Agregar el resultado a la base de conocimiento � = � ∪ ሺ�̂, ݂ሺ��̂ሻሻ 
5) Estimar un nuevo modelo ݌ሺ݁ݎݎ݋ݎ, �ሻ basado en la información de �. 
6) Repetir el procedimiento desde el paso 2 hasta un número predeterminado de 
iteraciones. 
 
    La función ݂ሺ∙ሻ dependerá del modelo específico donde se aplica los 
hiperparámetros, y para la estimación del modelo ݌ሺ݁ݎݎ݋ݎ|�ሻ existen varias 
propuestas como Random Forest o Procesos Gaussianos, sin embargo para esta 
investigación se utiliza el método de estimadores Parzen (Bergstra, Yamins, & Cox, 
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2013). La estimación de ݌ሺ݁ݎݎ݋ݎ|�ሻ se efectúa a partir de un modelo generativo ݌ሺ݁ݎݎ݋ݎ|�ሻ según la regla de Bayes: 
 ݌ሺ݁ݎݎ݋ݎ|�ሻ = ݌ሺ݁ݎݎ݋ݎ|�ሻ݌ሺ݁ݎݎ݋ݎሻ݌ሺ�ሻ  [27] 
     
Donde el modelo generativo ݌ሺ݁ݎݎ݋ݎ|�ሻ está compuesto por las funciones de 
densidad ݈ሺ�ሻ y ݃ሺ�ሻ obtenidas de instancias en � con su evaluación ݂ሺ∙ሻ menor que 
el límite del error y mayor o igual al error respectivamente. 
 ݌ሺ݁ݎݎ݋ݎ|�ሻ = {݈ሺ�ሻ    ݁ݎݎ݋ݎ <   ݁ݎݎ݋ݎ∗  ݃ሺ�ሻ   ݁ݎݎ݋ݎ    ≥    ݁ݎݎ݋ݎ∗ [28] 
 
    Para la función ܵሺ∙ሻ generalmente se utiliza el mejor negativo esperado que con 
la ecuación 28 resulta en la siguiente combinación: 
 ܰܧ�  ௘௥௥௢௥∗ሺ�ሻα − (ߛ + ݃ሺ�ሻ݈ሺ�ሻ ሺͳ − ߛሻ)−ଵ [29] 
 
Donde ߛ es el valor más bajo de ݂ሺ��̂ሻ en la base conocimiento �. 
 
 
2.3.12 Marcos conceptuales o glosario 
 
 
Aprendizaje 
automático 
Rama de la inteligencia artificial que tiene como objetivo 
de enseñar el aprendizaje de las máquinas por medio de 
algoritmos (Mendieta, 2018). 
 
Compresores: Máquinas que tienen por finalidad aportar energía a los 
fluidos compresibles (gases y vapores) sobre los que 
operan, para hacerlos fluir aumentando al mismo tiempo 
su presión (Fernandez P, 2000). 
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Diagnóstico:  Trata de la detección, aislamiento e identificación de 
fallos cuando se produzcan (Valenzuela & César, 2008).  
 
Doble etapa Consiste en dos unidades pistón-cilindro montadas en 
serie en el mismo compresor las cuales comprimen el gas 
en dos etapas sucesivas (Posada C, 2017). 
 
Espectro de 
vibración: 
Es una imagen de datos obtenida en el lugar donde se ha 
ubicado el sensor (acelerómetro) en la máquina. 
Generalmente indica la frecuencia y la amplitud (Liu & 
Hu, 2014) . 
 
Falla:  Se produce cuando un elemento mecánico ha dejado de 
funcionar Valenzuela & César, 2008).  
 
Fallo: Característica del elemento que no se encuentran en 
condiciones óptimas de funcionamiento Valenzuela & 
César, 2008). 
 
Mantenimiento 
basado en la 
condición: 
Es un proceso que permite conservar a la máquina en 
buen estado, prediciendo lo que pueda pasar 
eventualmente en un futuro con sus componentes 
mediante técnicas monitorizadas (Sánchez, 2017). 
 
Máquinas 
reciprocantes o 
alternativas: 
Son aquellas que transforman un movimiento netamente 
lineal en un movimiento rotacional, o viceversa, su 
operación está basada en el mecanismo biela manivela 
(Ramesh, 2007) . 
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Monitoreo de 
condición: 
Evalúa el estado de la maquinaria detectando los fallos a 
tiempo, implementando acciones de mantenimiento 
necesarias (Andrew K. S. Jardine et al., 2006) . 
 
Perturbación Entrada desconocida e incontrolada que actúa en el 
sistema (Isermann, 2006). 
 
Red Neuronal Aproximador universal que se basa en el principio de 
funcionamiento de una neurona biológica (Henao, 2000). 
 
Residuo Indicador de fallo, basado en las desviaciones entre las 
mediciones y el cálculo de la ecuación del modelo 
(Isermann, 2006). 
 
Señal Perturbación utilizada para transmitir información a 
través de un sistema de comunicación (Carbonell et al., 
1983). 
 
Simple efecto Cuando la etapa compresión se realiza solamente a un 
lado del pistón, generalmente al lado opuesto de la biela 
(Bloch & Hoefner, 1996). 
 
Sistema Conjunto de elementos que interaccionan y que forman 
una unidad para la comprensión de un fenómeno 
(Mendieta, 2018). 
 
Sistema Dinámico Sistema donde se produce un cambio en el tiempo 
(Cabrera, 2018). 
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CAPÍTULO 3. METODOLOGÍA 
 
 
 
3.1 Tipo y diseño de la investigación 
 
 
 
Para resolver el problema sobre la detección de fallos en compresores 
reciprocantes de simple efecto doble etapa la investigación fue de enfoque 
cuantitativo con diseño experimental y de tipo aplicada, pues se manipularon las 
variables independientes en laboratorio a fin de observar sus efectos sobre la condición 
de la máquina en situaciones controladas de experimentación. En relación a lo 
expuesto, Hernández, Fernández, & Baptista, (2014) señala que la investigación de 
tipo cuantitativa tiene cuatro alcances: exploratoria, descriptiva, correlacional y 
explicativa. Para este autor, el alcance exploratorio se aplica para temas que necesitan 
información precisa de un contexto en particular, en tanto que el alcance descriptivo 
es útil para exponer con mayor detalle las características o dimensiones del tema de 
estudio, el alcance correlacional permite establecer el grado de asociación entre las 
variables y el alcance explicativo se orienta a indicar las causas de los eventos y 
fenómenos ocurridos en la investigación.  
 
Partiendo de lo descrito, en la primera fase la investigación tuvo un alcance 
exploratorio que permitió conocer los últimos avances sobre la detección de fallos en 
compresores, centrándose en el modelado basado en datos a partir de las señales de 
vibración. Para el efecto, fue necesario indagar sobre los fallos más comunes en 
compresores, los procesos de adquisición de señales, técnicas de adquisición de 
señales y su pre-procesamiento. En la segunda fase, la investigación se enmarcó en un 
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alcance descriptivo que se utilizó para determinar cuáles son los fallos más comunes 
que se presentan en los compresores y cómo se manifiestan, y finalmente en la tercera 
fase el alcance de la investigación fue explicativa, pues se determinó cómo las señales 
de vibración inciden en la detección de fallos en compresores reciprocantes de simple 
efecto doble etapa. Por otro lado las actividades más relevantes que se llevaron a cabo 
para el desarrollo de la investigación fueron las siguientes: 
 
 Primero se inició con la búsqueda y selección bibliográfica sobre sistemas de 
diagnóstico de fallos en compresores que tomen como base la señal de vibración. 
A partir de esta información se pudo conocer los fallos más comunes en 
compresores y se supo cómo procesar las señales de vibración. A partir de esta 
información se diseñó la guía para una adecuada adquisición de señales de 
vibración y se determinó una metodología para su pre-procesamiento. 
 
 Una vez adquiridas y pre-procesadas las señales de vibración, se procedió a la 
optimización bayesiana de los hiperparámetros para determinar los mejores 
conjuntos de hiperparámetros para el diseño del modelo neuronal LSTM. 
 
 Finalmente el modelo generado, se evaluó para definir su exactitud en función del 
número de aciertos sobre la totalidad de la muestra representativa de datos que no 
fueron utilizados en la construcción del modelo. Además se comparó el mejor 
modelo generado con otros enfoques tradicionales. 
 
 
 
3.2 Unidad de análisis 
 
 
 
El interés se centra en los compresores reciprocantes de simple efecto doble 
etapa. Para el desarrollo de la investigación fue necesario delimitar un tipo específico 
de máquina que esté dentro de la clasificación antes mencionada. Para el efecto se 
utilizó el compresor alternativo EBG250 ubicado en el laboratorio de vibraciones 
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mecánicas de la Universidad Politécnica Salesiana sede Cuenca, Ecuador que se 
muestra en la Figura 23. 
 
 
 
 
Figura 23. Compresor reciprocante de simple efecto doble etapa EBG250. 
Tomado de laboratorio de vibraciones mecánica UPS Cuenca, Ecuador 
 
 
 
3.3 Población de estudio 
 
 
 
La población de estudio se refiere a los compresores reciprocantes de simple 
efecto doble etapa y dentro de este, la población viene determinada por todas las series 
de tiempo xሺtሻ con t ∈ {ͳ … T} siendo ܶ el valor mínimo de periodicidad del proceso, 
que se pueden obtener del compresor reciprocante bajo las K posibles condiciones de 
descarga y P posibles modos de fallo de la válvula del compresor. Nótese que T puede 
ser valor constante en el que se garantice al menos un periodo del proceso. Lo anterior, 
para señales de vibración adquiridas en compresores reciprocantes a una tasa de 
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adquisición de 5ͲͲͲͲ sa���es/s, se puede garantizar con un T = ʹ5ͲͲͲͲ. No 
obstante, tanto ܭ como � son infinitos al tratarse de estados continuos de valores de 
descarga y de modos de fallo en la válvula, respectivamente. Por lo tanto, el tamaño 
de la población es infinito. 
 
 
3.4 Tamaño de la muestra 
 
 
Una muestra representativa de la población anteriormente descrita contiene la 
información del proceso bajo las siguientes condiciones de descarga: frecuencia de 
rotación constante del motor de 57.7 Hz, frecuencia de rotación del cigüeñal de 12.8 
Hz, presión constante del tanque en 3 bar y cuatro modos de fallo en cada válvula. Lo 
anterior se consiguió discretizando tanto el intervalo de descarga como el modo de 
fallo en 10 segundos con intervalos de adquisición aleatorios entre 10 y 60 segundos.  
 
Por la naturaleza del proceso se asume que los cambios que pueden existir en las 
series temporales de la señal de vibración en estos subintervalos son despreciables. En 
consecuencia, se capturaron 15 señales de vibración por cada posible modo de fallo 
con 17 condiciones de la máquina, obteniendo un tamaño de la muestra de 255 señales 
de vibración.  
 
 
 
3.5 Selección de la muestra 
 
 
 
La muestra representativa de las señales emitidas por el compresor reciprocante, 
se obtiene de la discretización de los intervalos de condición de carga y modos de fallo 
en la válvula. Se asume que los cambios existentes en los subintervalos tienen una 
afección despreciable en el comportamiento del proceso (cambios insignificantes en la 
señal de vibración medida). Los subintervalos están uniformemente distribuidos en su 
intervalo y el inicio de la adquisición de la señal de vibración en cada una de las 
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combinaciones de subintervalos está sujeto a una distribución de Bernoulli con una 
probabilidad de éxito (captura de la señal) de 0.5. Lo anterior elimina el sesgo que 
pueda existir en la muestra por periodicidad del proceso.  
 
 
3.6 Técnicas de recolección de datos 
 
 
 
Inicialmente la investigación partió de la consulta y análisis de fuentes 
secundarias a través de la revisión bibliográfica en revistas científicas como IEEE, 
Scopus, Science direct, y Web of Science sobre sistemas de diagnóstico de fallos en 
compresores que tenían como parámetro de análisis la vibración. Luego la 
investigación  fue de carácter experimental, pues la recolección de datos se dio en 
fuentes primarias a través de los equipos de medición (acelerómetros) y el software 
LabVIEW para la adquisición de las señales, la técnica aplicada fue la observación 
directa. Para la generación y validación del modelo, la investigación también fue de 
carácter experimental porque se tomaron los datos adquiridos para la optimización de 
los parámetros de pre-procesamiento e hiperparámetros de la red neuronal para 
finalmente identificar los mejores modelos generados y comparar con otros enfoques 
tradicionales. De esta forma se pudo generalizar el modelo propuesto para la detección 
de fallos en el compresor reciprocante. 
 
 
 
3.7 Análisis de la información 
 
 
 
Para el análisis de las señales de vibración adquiridas, se utilizó el software 
LabVIEW para mostrar el comportamiento de la aceleración en función del tiempo. 
Para el pre-procesamiento de la señal se utilizaron códigos programados en el software 
Python3 donde se establecieron parámetros de pre-procesamiento para disminuir la 
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resolución de cada señal y generar un incremento en el tamaño de datos. En la 
construcción del modelo de aplicó la metodología de redes neuronales recurrentes 
LSTM donde también se aplicó Pyhton3. Finalmente para la validación del modelo se 
utilizó la técnica estadística holdout descrita en la sección 2.3.7; utilizando 
nuevamente el software libre Python3. 
 
 
 
3.8 Hipótesis  
 
 
 
3.8.1 Hipótesis general 
 
 
Es posible construir un modelo basado en datos a partir de señales de vibración 
para la detección de fallos en compresores reciprocantes de simple efecto doble etapa. 
 
 
3.8.2 Hipótesis específica 
 
 
a. El pre-procesamiento de las señales adquiridas, influye en la construcción de un 
modelo basado en datos para la detección de fallos de un compresor reciprocante 
de simple efecto doble etapa. 
 
b. El proceso de optimización de hiperparámetros mejora la exactitud del modelo 
diseñado para la detección de fallos del compresor reciprocante de simple efecto 
doble etapa. 
  
c. La evaluación del modelo generado a partir de señales de vibración es capaz de 
generalizar la detección de fallos en el compresor reciprocante de simple efecto 
doble etapa. 
 
63 
 
3.9 Identificación de las variables 
 
 
 
En la formulación de hipótesis se identificaron sus variables independientes y 
dependientes, que se detallan a continuación: 
 
 
 
Cuadro 5. Identificación de las variables 
Hipótesis General Variables 
 
Es posible construir un modelo basado en 
datos a partir de señales de vibración, para la 
detección de fallos en compresores 
reciprocantes de simple efecto doble etapa. 
 
VI: Señales de Vibración 
VD: Modelo basado en datos  y 
detección de fallos 
 
Hipótesis Específicas Variables 
 
a. El pre-procesamiento de las señales 
adquiridas, influye en la construcción de 
un modelo basado en datos para la 
detección de fallos de un compresor 
reciprocante de simple efecto doble etapa. 
 
 
VI: Pre-procesamiento (a1). 
VD: Construcción del modelo 
basado en datos (a2) 
 
b. Se requiere un proceso de optimización 
de hiperparámetros para mejorar la 
exactitud del modelo diseñado para la 
detección de fallos del compresor 
reciprocante de simple efecto doble etapa. 
 
VI: Optimización de 
hiperparámetros (b1) 
VD: Exactitud del modelo 
diseñado (b2). 
 
 
 
c. La evaluación del modelo generado a 
partir de señales de vibración es capaz de 
generalizar la detección de fallos en el 
compresor reciprocante de simple efecto 
doble etapa. 
 
VI: Evaluación del modelo 
generado a partir de señales de 
vibración (c1) 
VD: Generalización de la 
detección de fallos (c2) 
Fuente: Propia 
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3.10 Operacionalización de las variables 
 
 
 
Las operaciones necesarias para la medición de las variables de las hipótesis 
formuladas en la investigación se detallan en el Cuadro 6. En él se determina una 
definición conceptual que parte de la teoría y una definición operacional que se refiere 
al contexto en el que se desarrolla la investigación. Adicionalmente se establece la 
dimensión de cada variable que orienta el objeto de interés a ser medido y el indicador 
que determina cómo se va a medir. 
 
 
 
3.11 Matriz de consistencia 
 
 
 
En el Cuadro 7 se resume la planificación de la investigación que se ha llevado 
a efecto. Donde se puede evidenciar que se parte de la descripción de los problemas 
para el planteamiento de las hipótesis, luego se identificaron las variables, se 
establecieron sus indicadores y finalmente se detallan las técnicas o instrumentos que 
se utilizaron para la recolección de datos. Es importante señalar que esta matriz sirvió 
de base para la ejecución de todas las tareas efectuadas en el desarrollo de la 
investigación. 
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Cuadro 6. Operacionalización de las variables 
Variable  Definición Conceptual Definición Operacional Dimensiones Indicador 
a1. VI: Pre-procesamiento 
(a1). 
Proceso de ajuste de la señal de vibración 
a una curva normal o Gaussiana, donde el 
promedio y la mediana coinciden en el 
mismo punto. 
Incremento de la cantidad de señales 
que son ajustadas a la distribución 
Gaussiana para la construcción del 
modelo neuronal 
Número de señales 
pre-procesadas. 
Parámetros de pre-
procesamiento. 
a2. VD: Construcción del 
modelo basado en datos (a2) 
Utilización de métodos de reconocimiento 
de patrones para un mapeo de las 
características en condiciones normales y 
en condiciones de fallo del sistema. 
Se refiere  a la selección de los mejores 
parámetros de pre-procesamiento para 
la construcción de la red LSTM para la 
detección de fallos del compresor. 
Parámetros de pre-
procesamiento. Exactitud del modelo. 
b1. VI: Optimización de 
hiperparámetros 
 
Ajuste de parámetros necesarios para la 
creación de un modelo para la detección de 
fallos 
Proceso iterativo para la obtención de 
los mejores conjuntos de  
hiperparámetros para la generación de 
un modelo neuronal. 
Hiperparámetros de 
la red neuronal 
Mejores conjuntos de 
hiperparámetros. 
b2. VD:  Exactitud del 
modelo diseñado 
Utilización de métodos de reconocimiento 
de patrones para un mapeo de las 
características en condiciones normales y 
en condiciones de fallo del sistema. 
Se refiere  a la selección de los mejores 
modelos LSTM para la detección de 
fallos del compresor. 
Complejidad del 
modelo Exactitud del modelo 
c1. VI: Evaluación del 
modelo generado a partir de 
señales de vibración 
Utilización de métodos de reconocimiento 
de patrones para un mapeo de las 
características en condiciones normales y 
en condiciones de fallo del sistema. 
Se refiere al análisis del mejor modelo 
LSTM para la detección de fallos del 
compresor.  
Complejidad del 
modelo 
Número de 
hiperparámetros. 
c2. VD: Generalización de la 
detección de fallos  
Detección y examinación de síntomas y 
síndromes para determinar la naturaleza 
del fallo y sus características como: tipo, 
situación y extensión. 
Es el número de aciertos que tiene el 
modelo en la tarea de detección de 
fallos. 
N° de 
aciertos/(totalidad 
de una muestra 
representativa de 
datos no utilizados 
en la construcción 
del modelo) 
Exactitud del modelo 
Fuente: Propia 
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Cuadro 7. Matriz de consistencia 
 
  Fuente: Propia 
OBJETIVO HIPOTESIS
GENERAL GENERAL
ESPECÍFICOS ESPECÍFICAS INDICADORES VI
a. Determinar cómo influye la
aplicación de una técnica de pre-
procesamiento de las señales
adquiridas en la construcción de un
modelo basado en datos para la
detección de fallos en un compresor
reciprocante de simple efecto doble
etapa. 
a. El pre-procesamiento de las señales
adquiridas, influye en la construcción de un 
modelo basado en datos para la detección
de fallos de un compresor reciprocante de
simple efecto doble etapa.
Parámetros de pre-
procesamiento.
INDICADORES VI INDICADORES VD
Mejores conjuntos de 
hiperparámetros
INDICADORES VI
Número de hiper-
parámetros
TÉCNICAS/INSTRUMENTOS DE 
RECOLECCIÓN DE DATOSPROBLEMA VARIABLES INDICADORES
Base de datos
VI: Modelo generado
VD: Generalización de la 
detección de fallos
Exactitud del modelo
b. Diseñar un modelo basado en datos
a partir de la optimización de hiper
parámetros para la detección de
fallos en compresores reciprocantes
de simple efecto doble etapa.
b. El proceso de optimización de
hiperparámetros mejora la exactitud del
modelo diseñado para la detección de
fallos del compresor reciprocante de
simple efecto doble etapa.
Enfoque basado en datos
VI: Optimización de
hiperparámetros
VD: Exactitud de modelo
diseñado.
Exactitud del modelo
c. ¿La evaluación del modelo
generado a partir de señales de
vibración, generaliza la detección de
fallos en un compresor reciprocante
de simple efecto doble etapa?
c. Evaluar la capacidad de
generalización del modelo basado en
datos a partir de la señal de vibración
para la detección de fallos en
compresores reciprocantes de simple
efecto doble etapa.
c. La evaluación del modelo generado a
partir de señales de vibración es capaz de
generalizar la detección de fallos en el
compresor reciprocante de simple efecto
doble etapa.
INDICADORES VD
b. ¿Cómo se construye un modelo
basado en datos a partir de la
optimización de hiperparámetros para
la detección de fallos en
compresores reciprocantes de simple
efecto doble etapa?
GENERAL
¿Es factible desarrollar un modelo 
basado en datos de señales de 
vibración para detección de fallos en 
un compresor reciprocante de simple 
efecto doble etapa?
Desarrollar un modelo basado en 
datos de señales de vibración para la 
detección de fallos en compresores 
reciprocantes de simple efecto doble 
etapa.
Es posible construir un modelo basado en 
datos a partir de señales de vibración, para 
la detección de fallos en compresores 
reciprocantes de simple efecto doble 
etapa.
Observación directa: experimento
ESPECÍFICOS INDICADORES VD
a. ¿Cómo influye el pre-
procesamiento de las señales
adquiridas mediante la guía de
adquisición de señales de vibración,
en la construcción de un modelo
basado en datos para la detección de
fallos en compresores reciprocantes
de simple efecto doble etapa?
VI: Pre-procesamiento.
VD: Construcción del
modelo basado en datos.
Exactitud del modelo.
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CAPÍTULO 4. MODELO DE DETECCIÓN DE FALLOS 
PROPUESTO. 
 
 
 
El sistema de detección de fallos basado en datos con el enfoque de redes 
neuronales recurrentes sigue el esquema mostrado en la Figura 24, donde se pueden 
identificar cuatro etapas y se utiliza como datos de entrada las señales de vibración en 
el dominio tiempo, que provienen de las válvulas de ingreso y de descarga del 
compresor reciprocante de simple efecto doble etapa. A continuación se desarrolla 
cada paso de la metodología. 
 
 
 
 
Figura 24. Metodología para la construcción de modelos LSTM a partir de señales 
de vibración para el diagnóstico de fallos de un compresor. Fuente: Propia 
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4.1 Guía de adquisición de las señales de vibración  
 
 
 
4.1.1 Descripción del banco de experimentación 
 
 
La parte experimental de la adquisición de datos se desarrolló en el laboratorio 
de vibraciones de la Universidad Politécnica Salesiana sede Cuenca, Ecuador. Para el 
efecto se utilizó el banco de experimentación que se muestra en la Figura 25. 
 
 
 
 
Figura 25. Banco de experimentación. Tomado del laboratorio de vibraciones 
mecánicas de la UPS, Cuenca Ecuador. 
 
 
 
De acuerdo a la Figura 25 se puede constatar que el banco está compuesto de 
varios elementos, sin embargo para una mejor comprensión se agrupa en tres unidades 
principales que se ilustran en la Figura 26 y son las siguientes: (i) la unidad de mando 
que permite alimentar el compresor y el sistema de adquisición de datos, (ii) la unidad 
de adquisición de datos, que consta del sensor de aceleración (acelerómetros), las 
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tarjetas adquisición de datos de National Instruments y el computador portátil ASUS 
ROG GL752VW-DH74 y (iii) La unidad del compresor reciprocante EBG 250 en 
donde se simularon los diferentes fallos a ser detectados.  
 
 
 
 
Figura 26. Unidades del banco de experimentación. Tomado del laboratorio de 
vibraciones de la UPS, Cuenca Ecuador. 
 
 
 
4.1.2 Sistema de adquisición de las señales de vibración   
 
 
En la Figura 27 se muestra el sistema de adquisición de datos. Las señales de 
vibración son censadas por un acelerómetro piezoeléctrico (b)  modelo IPC 603C01 
que se emplazó en el cabezote del compresor  (a) modelo EBG 250; las características 
principales de los acelerómetros se indican en el Cuadro 8. La señal del acelerómetro 
se adquirió a 50 kS/s por la tarjeta (c) NI cDAQ-9234 cuyas características se indican 
en el Cuadro 9. A su vez, la tarjeta NI 9234 se conecta en el chasis (d) NI cDAQ-9188 
ii) Unidad de 
adquisición de 
datos
iii) Compresor 
reciprocante
i) Unidad de 
mando
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que envían los datos vía Ethernet al computador portátil (e) ASUS ROG GL752VW-
DH74 que dispone de LabVIEWTM y MatlabTM para la adquisición de las señales; 
las características del chasis NI cDAQ-9188 se indican en el Cuadro 10. 
 
 
  
 
Figura 27. Esquema del sistema de adquisición de las señales de vibración. 
Fuente: Propia. 
 
 
 
Cuadro 8. Características del acelerómetro. 
Marca y modelo  ICP - 603C01 
Sensibilidad (± 10 %) 100 mV/g 
Rango de medición ± 50 g  
Rango de frecuencia (± 5 dB) 0.5 a 10000 Hz 
Frecuencia de resonancia  25 kHz 
Resolución de ancho de banda (1 a 10000 
Hz) 
350 µg  
Fuente: National Instruments 
Chasis de modulos
cDAQ-9188
Computador portatil
ASUS GL752VW
Cable de conexión
Ethernet
Módulo 
NI-9234
Acelerómetro
PCB 603C01
Cable de conexión
2-pin MIL-C-5015
(a)
(b)
Compresor
EBG250
(c) (d)
(e)
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Cuadro 9. Características de la tarjeta NI cDAQ-9234. 
Máxima velocidad de muestreo 51.2 kS/s por canal 
Rango de voltaje máximo ±5V DC 
Número de canales  4 
Resolución 24 bits; rango dinámico de 102 dB;  
filtros anti-aliasing 
Acondicionamiento de señales IEPE  
Acoplamiento de AC/DC Seleccionable por software 
Fuente: National Instruments 
 
 
 
Cuadro 10.  Características del chasis NI cDAQ-9188. 
Capacidad  Hasta 256 canales  
Número de ranuras 8 
Disparo integrado  Si  
Potencia  15 W 
Rango de entrada  9 - 30 V DC 
Fuente: National Instruments. 
 
 
 
También es importante especificar cómo está dispuesto el acelerómetro que 
tomará las señales de vibración que provienen de las válvulas de succión y de descarga. 
En la Figura 28 se ilustra la ubicación específica que se ha determinado para la 
ubicación del acelerómetro en la experimentación. 
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Figura 28. Ubicación del acelerómetro en el Compresor. Fuente: Propia 
 
 
 
4.1.3 Configuración del banco de experimentación  
 
 
a. Configuración del compresor   
 
 
En el banco de experimentación se empleó un compresor reciprocante de doble 
etapa modelo EBG250 que está configurado por varios elementos que se ilustran en la  
Figura 29. Se muestra el motor que mediante las bandas transmite el movimiento a la 
polea-ventilador. Este a su vez  mueve al cigüeñal y consecuencia de ello se mueven 
las bielas de la primera y segunda etapa del compresor. En la Figura 29b se presenta 
las válvulas de admisión y descarga tanto de la primera etapa como segunda etapa. Es 
necesario precisar que en estas válvulas se simularán los diferentes fallos que se 
describen más adelante y en el Cuadro 11  se presentan los principales datos técnicos 
del compresor. 
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Figura 29. Configuración del compresor EBG250. Fuente: Propia. 
 
 
 
Cuadro 11.  Datos técnicos del compresor modelo EBG250 
Modelo EBG250 
Marca  BP 
Potencia 3.7 KW  (5 HP) 
Alimentación del motor 220 V CA  
Velocidad del motor 3470 rpm 
Tipo de transmisión Dos bandas flexibles 
Relación de reducción 4,5: 1 
N° de etapas Dos etapas: una de baja y una de alta presión 
Presión máxima 12 bar 
Caudal aire 24.5 CFM 
Posición del tanque Tanque horizontal 
Volumen del  tanque 0.25 m3 
Tiempo de llenado 5 min 
Altura total compresor 1.24 m 
Largo total  1,79 m 
Diámetro tanque 0,85 m 
Tipo de lubricación Baño de aceite 
Aceite SAE 20W50 (GT-1-Kendall) 
Volumen de aceite en el deposito  3,2 litros  
Tiempo para un ciclo completo.  0,078 segundos 
Fuente: Propia 
 
Motor
Intercambiador 1ra etapa
Intercambiador 
2da etapaPolea motor
Bandas
Tanque de aire 
comprimido
Polea-
ventilador
Anillos del 
pistón
Cigueñal
Válvulas
Pistón 1ra etapa Pistón 
2da etapa
Cilindros
Biela 
Rodamiento
Cabezote de 
válvulas
Aceite
Carter
a) b)
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Adicionalmente, en la Figura 30 se presenta un esquema de la configuración del 
compresor y además se complementa la ilustración del funcionamiento. En la vista de 
detalle A, se puede apreciar claramente cómo  funcionan las válvulas. El aire ingresa 
a la cámara de compresión por la válvula de admisión y el sistema comprime el aire 
que se descarga a través de la válvula de descarga. Este proceso se efectúa tanto en la 
primera como en la segunda etapa.  
 
 
 
Entrada de aire
Cámara de 
compresión
Descarga de aire
Válvula de admisiónVálvula de descarga
A
Detalle A
Válvula de
admisión
Válvula de
Descarga
Motor
3570 RPM Polea
Ventilador
765 RPM
Intercambiador
Salida de 1° e ingreso a 2° Etapa
Paso a
2° Etapa
Ingreso
de Aire
1° Etapa
Ingreso
de Aire
1° Etapa2° Etapa
Intercambiador
Salida de 2° Etapa
Intercambiador
Salida de 1° e ingreso a 2° Etapa
Salida al
tanque
 
Figura 30. Esquema de funcionamiento del compresor EBG250. Fuente: 
Propia 
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b. Configuración de los parámetros del banco  
 
 
Para realizar la experimentación se deben controlar varios parámetros para que 
las pruebas puedan ser realizadas en las mismas condiciones. A continuación, se 
describen los diversos parámetros que se pueden regular.  
 
1. La velocidad de rotación del motor se mantuvo a 3470 RPM para todas las 
pruebas  
 
2. La presión del tanque se regula entre 2.9 y 3.1 bares, la regulación se realiza de 
forma manual y se verifica en el manómetro del tanque del compresor. 
 
3. La temperatura de trabajo del compresor debe estar entre mínimo 38 °C y 
máximo 70 °C, el punto de control de la temperatura es la válvula de descarga 
de la segunda etapa, para esto se empleó un medidor láser.  
 
4. Para la lubricación se utilizó el método de lubricación por baño, para todas las 
pruebas se mantuvo a la altura del 35% del depósito que asegura la lubricación 
de los rodamientos y pistones, se utilizó el aceite SAE 20W50 (GT-1-Kendall). 
 
5. Se simularon cuatro fallos, desgaste en el asiento de la válvula, corrosión en el 
plato de la válvula, fractura del plato de la válvula y rotura del resorte; todos los 
fallos se generaron artificialmente mediante proceso de mecanizado.  
 
 
c. Configuración de las válvulas del compresor  
 
 
En  la Figura 31 se presenta un esquema del compresor en donde se presentan 
las válvulas del compresor de la primera y segunda etapa, todas las válvulas son de 
simple efecto y tipo placa; cumplen con la función de permitir la admisión y la 
descarga del aire en el cilindro tanto de la primera etapa como en la segunda etapa del 
compresor. 
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Figura 31. Vista en corte del compresor. Fuente: Propia. 
 
 
 
El ensamble y sus partes se presentan en la Figura 32. Con base en esta figura, 
el Cuadro 12 presenta la descripción, función y características de las partes de la 
válvula. El estudios de los fallos y establecimiento de la base de datos se apoyó en el 
trabajo de Cajas Muñoz & Torres Díaz, (2018) estudiantes del a Universidad 
Politécnica Salesiana sede Cuenca, Ecuador, que forman parte del presente proyecto 
de investigación por medio de su proyecto de titulación. 
 
 
 
 
 
Figura 32. Principio de funcionamiento de la válvula tipo placa de simple efecto. 
Fuente: Propia. 
 
Válvulas de admisión
Entrada de aire
Válvula de descarga
1ra etapa
Válvula de descarga
Válvula de admisión
2da etapa
Paso de aire - 
2da etapa
Resorte
Plato
Asiento
Puerto de 
válvula
Perno
Resorte
Tapa de 
respaldo
Plato
Asiento
Válvula 
ensamblada
Tapa de 
respaldo
Ensamble de válvula
a) b) c)
Funcionamiento de válvula
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Cuadro 12. Descripción general de las partes principales de la válvula tipo 
placa. 
Elemento Descripción Función Características   
Asiento 
Es el cuerpo principal de 
la válvula y es de forma 
cilíndrica anular con 
perforaciones 
semicirculares a las cuales 
se les conoce como puerto 
de válvula. 
Sirve de base para la válvula, 
está se asienta en el cabezal 
del compresor. 
Por su puerto de válvula 
fluye el aire. 
Hace sello con el plato de 
válvula bloqueando el 
ingreso de aire al cilindro. 
Diámetro = 41,2 mm 
Altura = 12,5 mm 
Material: Acero al 
carbono 
Tapa de 
respaldo 
Es el cuerpo secundario de 
la válvula y tiene forma 
cilíndrica sólida. 
Contiene los elementos de 
cierre: al plato de válvula y al 
resorte. 
Limita la apertura del plato 
de válvula. 
Diámetro = 34,5 mm 
Altura = 5 mm 
Material: Acero al 
carbono 
Plato 
Es un disco de acero 
inoxidable martensítico 
que opera como elemento 
de sello con el asiento de 
válvula. 
Abre o cierra el puerto de 
válvula. 
Cuando la válvula está 
cerrada, el plato de válvula se 
presiona contra el asiento de 
la válvula. 
Cuando está abierta se 
presiona contra la tapa de 
respaldo. 
Diámetro = 34,5 mm 
Espesor=1,05 mm 
Material: Acero 
inoxidable 
Resorte 
Resorte divergente, de 
acero de alto contenido de 
carbono, tratado 
térmicamente y resistente 
a la fatiga 
Sirve de medio para generar 
la fuerza que actúa sobre el 
plato de válvula para realizar 
el sello entre el plato y el 
asiento de válvula. 
Resorte helicoidal 
Diámetro del 
alambre = 0,7 mm 
Material: Acero al 
carbono 
Perno 
Perno M6 de cabeza 
hexagonal de acero al 
carbono. 
Sirve de medio de conexión 
entre el asiento de válvula y 
la tapa de respaldo. 
Permite calibrar la apertura 
del plato de válvula. 
M6 x 40 mm 
Material: Acero al 
carbono 
Fuente: Propia. 
 
 
La válvula puede funcionar como una válvula de admisión o como una válvula 
de descarga, su funcionamiento depende de la orientación en la que se monte en el 
compresor. La Figura 33 muestra la forma de orientación necesaria para funcionar 
como válvulas de admisión o descarga.  
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Figura 33. Orientación de montaje de la válvula. Fuente: Propia 
 
 
 
4.1.4 Nomenclatura de los fallos en las válvulas del compresor  
 
 
En la Figura 34 (a) se presenta un esquema de la vista superior del compresor 
y la ubicación de las seis válvulas. En la Figura 34 (b) se presenta la vista lateral en 
corte del cabezote del compresor que permite ubicar qué válvulas corresponden a la 
primera y segunda etapa. Para identificar las válvulas se utilizó la nomenclatura que 
se presenta en la  Figura 35 con el apoyo de la vista superior que se presenta en la 
Figura 36. 
 
 
 
 
Figura 34. Esquema 3D de la localización de las válvulas: a) vista superior y b) 
vista lateral en corte. Fuente: Propia. 
 
Válvula de admisión Válvula de descarga
Funcionalidad 
de la válvula
Orientación de 
montaje
1S_IVa
1S_IVb
1S_DV
2S_IV
2S_DV
a) b)
1S_IVa
1S_IVb
1S_DV
2S_DV
2S_IV
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Figura 35. Codificación para la identificación de válvulas. Fuente: Propia. 
 
 
 
El primer término de la nomenclatura “#S” corresponden a la posición de 
acuerdo con la etapa: (1S) para primera etapa y (2S) segunda etapa; el segundo término 
“#V”, corresponde a la función de la válvula: (IV) para válvula de admisión y (DV)  
para válvula de descarga; el tercer término  que va luego del término “V#” solo se 
coloca cuando existen dos válvulas que cumplen la misma función y puede ser “a” o 
“b”; el último término “#V” corresponde al tipo de fallo generado y  “_1” desgaste en 
el asiento de la válvula, “_2” corrosión del plato, “_3” fractura del plato y “_4” rotura 
del resorte. La Figura 36 ilustra lo descrito. 
 
 
 
 
Figura 36. Vista superior del cabezote del compresor. Fuente: Propia. 
Etapa
1: Primera etapa
2: Segunda etapa 
Función
I: Válvula de succión
D: Válvula de descarga
#S _ #V# _ # 
Tipo de fallo
1: Desgaste del asiento
2: Corrosión del plato
3: Fractura del plato
4: Rotura del resorte
N° de válvulas
Solamente si existe mas de una válvula 
con la misma función
a: Válvula N°1
b: Válvula N°2
Válvulas primera etapa
Válvulas segunda etapa
1S_IVa
1S_IVb
1S_DV
2S_IV
2S_DV
Entrada del aire
Descarga del 
aire al tanque
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4.1.5 Base de datos 
 
 
 Configuración de los fallos para la base de datos 
 
Se simularon 17 condiciones de trabajo en el compresor como se indica en el 
Cuadro 13, cada condición de trabajo se la denomina con la letra P. Se simuló la 
condición normal denominada P1, y 16 condiciones con diferentes fallos en diferentes 
válvulas (de P2 a P17). De esta forma, las señales de vibración fueron adquiridas de 
acuerdo a las cinco condiciones de la máquina: (1) condición saludable, (2) desgaste 
del asiento de la válvula, (3) corrosión de la placa de la válvula, (4) grieta de la placa 
de la válvula y (5) rotura de resorte. Los detalles de la construcción y ubicación de los 
fallos se presentan en el Cuadro 14. 
 
  
 
Cuadro 13.  Localización de los fallos en las válvulas del compresor. 
Condición 1S_IVa 1S_IVb 1S_DV 2S_IV 2S_DV 
P1 N N N N N 
P2 N N N N 2S_DV_1 
P3 N N N N 2S_DV_2 
P4 N N N N 2S_DV_3 
P5 N N N N 2S_DV_4 
P6 N N N 2S_IV_1 N 
P7 N N N 2S_IV_2 N 
P8 N N N 2S_IV_3 N 
P9 N N N 2S_IV_4 N 
P10 N N 1S_DV_1 N N 
P11 N N 1S_DV_2 N N 
P12 N N 1S_DV_3 N N 
P13 N N 1S_DV_4 N N 
P14 N 1S_IVb_1 N N N 
P15 N 1S_IVb_2 N N N 
P16 N 1S_IVb_3 N N N 
P17 N 1S_IVb_4 N N N 
Fuente: Propia 
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Cuadro 14. Detalles de la construcción de los fallos y su localización. 
Código de la 
válvula y fallo 
Tipo de fallo 
Descripción del fallo 
Esquema del fallo Fotografía del fallo 
N 
No fallo 
Condición normal 
 
 
 
 
 
Nivel de referencia
Nivel de referencia
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Código de la 
válvula y fallo 
Tipo de fallo 
Descripción del fallo 
Esquema del fallo Fotografía del fallo 
1S_DV_1 
 
2S_IV_1 
 
2S_DV_1 
 
1S_IVb_1 
Desgaste en el asiento de la válvula 
 
Profundidad de desbaste = 1.44 mm 
 
 
1S_DV_2 
 
2S_IV_2 
 
2S_DV_2 
 
1S_IVb_2 
Corrosión en el plato de la válvula 
 
Diámetro= 2.50 mm 
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Código de la 
válvula y fallo 
Tipo de fallo 
Descripción del fallo 
Esquema del fallo Fotografía del fallo 
1S_DV_3 
 
2S_IV_3 
 
2S_DV_3 
 
1S_IVb_3 
Fractura del plato de la válvula 
 
Diámetro del hilo= 1.6 mm 
 
Longitud= total 
 
 
1S_DV_4 
 
2S_IV_4 
 
2S_DV_4 
 
1S_IVb_4 
Rotura del resorte 
 
Longitud para el corte=9,00 mm 
 
 
 
 
Fuente: Propia.
Nivel de referencia
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 Bases de datos adquiridas  
 
Como se experimentó con 17 condiciones o clases desde P1 hasta P17, para cada 
clase P se repitió 15 veces la toma de datos y cada repetición tiene un peso de 3,7 MB; 
al tener 17 condiciones la base de datos tiene un peso total de 943.5 MB.  Si se recuerda 
que los cuatro modos de fallo se implementaron en 17 posiciones diferentes, el Cuadro 
15 muestra la codificación y la descripción de las condiciones de la máquina para la  
las señales adquiridas y que son el insumo para el pre-procesamiento. 
 
 
 
Cuadro 15. Configuración de fallos. 
CÓDIGO DE 
FALLO DESCRIPCIÓN 
P1 Condición normal de todos los componentes 
P2 Desgaste del asiento de la válvula de descarga en la segunda etapa. 
P3 Corrosión de la válvula de descarga en la segunda etapa 
P4 Fractura del plato de la válvula de descarga en segunda etapa. 
P5 Rotura de resorte de la válvula de descarga en la segunda etapa. 
P6 Desgaste del asiento de la válvula de succión en la segunda etapa. 
P7 Corrosión del plato de la válvula de admisión en la segunda etapa. 
P8 Fractura del plato de la válvula de succión en la segunda etapa. 
P9 Rotura de resorte de la válvula de succión en la segunda etapa. 
P10 Desgaste del asiento de la válvula de descarga en la primera etapa. 
P11 Corrosión del plato de la válvula de descarga en la primera etapa. 
P12 Fractura del plato de la válvula de descarga en la primera etapa. 
P13 Rotura del resorte de la válvula de descarga en la primera etapa. 
P14 Desgaste del asiento de la válvula de succión  N°2 en la primera etapa 
P15 Corrosión de plato de la válvula de succión N°2 en la primera etapa 
P16 Fractura del plato de la válvula de succión  N°2 en la primera etapa. 
P17 Rotura de resorte de la válvula de succión N°2 en la primera etapa. 
Fuente: Propia. 
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4.1.6 Software utilizado para la adquisición de datos 
 
 
La adquisición de la señal se realizó en LabVIEW, donde se tiene el programa con la 
interfaz que se muestra en la Figura 37.  
 
 
 
 
Figura 37. Interfaz gráfica del programa de adquisición de señales. Tomado del 
laboratorio de vibraciones mecánicas de la UPS Cuenca, Ecuador. 
 
 
 
Como entrada se tiene las señales que se captan desde el compresor a través 
del acelerómetro y el resultado es la representación de la señal en el dominio del tiempo 
que tiene la forma ilustrada en la Figura 38. Se puede identificar los puntos 
referenciales a un ciclo de compresión. De esta forma el punto A señala el punto 
muerto superior, el punto B representa el cierre de la válvula de descarga, el punto C 
señala la apertura de la válvula de succión, D nuevamente señala un punto muerto pero 
inferior, E señala el cierre de la válvula de succión, en tanto que F determina la apertura 
de la válvula de descarga y el punto G muestra el punto muerto superior; todos estos 
puntos corresponden a la segunda etapa de compresión. Por otro lado se tienen los 
puntos que determinan la operación de la primera etapa de compresión, donde se 
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tienen: T que señala el punto muerto inferior, U que indica el cierre de la válvula de 
succión, V detalla la apertura de la válvula de descarga, W es el punto muerto superior, 
X indica el cierre de la válvula de descarga, Y denota la apertura de la válvula de 
succión y Z indica el punto muerto inferior. Cada punto que se describió se resume en 
el Cuadro 16.  
 
 
 
 
Figura 38. Señal de vibración de un ciclo de giro del cigüeñal en el dominio del 
tiempo del compresor EBG250 adquirida por el acelerómetro A1. Tomado del 
software LabVIEW. 
 
 
 
Cuadro 16. Características de la señal de vibración de un ciclo de giro de 
cigüeñal en el dominio del tiempo del compresor EBG250, adquirida por el 
acelerómetro. 
Segunda etapa Primera etapa 
A Punto muerto superior T Punto muerto inferior 
B Cierre de válvula de descarga U Cierre de la válvula de succión 
C Apertura de la válvula de succión V Apertura de válvula de descarga 
D Punto muerto inferior W Punto muerto superior 
E Cierre de la válvula de succión X Cierre de válvula de descarga 
F Apertura de la válvula de descarga Y Apertura de la válvula de succión 
G Punto muerto superior Z Punto muerto inferior 
Fuente: Propia. 
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4.2 Pre-procesamiento 
 
 
 
Como se vio en la sección anterior, el proceso de adquisición de señales 
involucra la recopilación  y almacenamiento de información proveniente de elementos 
específicos que son de interés del investigador como la elección del tipo de sensor, su 
ubicación, cantidad, el hardware de adquisición y almacenamiento.  La base de datos 
adquirida contiene una cantidad de 15 señales por cada modo de fallo tanto en las 
válvulas de succión de la primera y segunda etapa de compresión como en las válvulas 
de succión y de descarga de la segunda etapa. La Figura 39, presenta muestras de 
señales de vibración en el dominio tiempo correspondientes al fallo por desgaste del 
asiento de la válvula en diferentes posiciones. Como es evidente, existe gran similitud 
en la amplitud y forma de las señales en condición normal (a) y con fallo (b), (c,) (d) 
y (e); siendo muy difícil identificar patrones de comportamiento para las diferentes 
condiciones de la máquina con una simple inspección visual de la señal, por lo tanto 
es necesario un análisis alternativo basado en machine learning. 
 
 
 
 
Figura 39. Señales de vibración correspondientes al desgaste del asiento de 
diferentes válvulas. Tomado de Python3 
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Las señales mostradas en la Figura 39 son un insumo para el modelamiento 
basado en datos, siendo importante recordar que para ello es necesario contar con una 
cantidad suficiente para generar un modelo. Con este antecedente, contar con una 
cantidad representativa de señales hace que el procedimiento de adquisición pueda 
volverse largo y costoso, incluso en muchos casos inviable. Una alternativa es el pre-
procesamiento de las señales que tiene dos finalidades: (i) obtener señales con menor 
resolución sin perder sus atributos estadísticos y (ii) incrementar la cantidad de señales.  
En la Figura 40 se esquematiza el método a seguir con cada uno de sus pasos que se 
detallan a continuación: 
 
 
 
Ingreso de la 
Señal 
División del conjunto de 
señales
Entrenamiento Validación Prueba
Ventaneo de la señal y extracción 
de las características
Incremento de las series de 
tiempo
Estandarización de la señal
 
Figura 40. Pre-procesamiento de las señales de vibración. Fuente: Propia. 
 
 
 
4.2.1 Ingreso de la señal 
 
 
Como se mencionó anteriormente, las señales adquiridas desde el compresor 
pueden presentar perturbaciones o valores atípicos que posteriormente suelen interferir 
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en un correcto modelamiento. En tal virtud, luego de la etapa de adquisición, las 
señales son almacenadas en la base de datos del laboratorio de vibraciones de la 
Universidad Politécnica Salesiana de Cuenca, Ecuador para su pre-procesamiento, 
para lo cual es importante conocer las condiciones establecidas en la experimentación 
para la codificación de cada señal. De esta manera se han determinado 17 condiciones 
de la máquina con fallos generados en las válvulas de succión y de descarga, con 15 
repeticiones tomadas para cada modo de fallo.  En la Figura 41 se muestra la 
configuración de la base de datos. 
 
 
 
Base de datos de la condición 
normal de la máquina
Base de datos del fallo por grieta 
de la placa de la válvula
Dase de datos del fallo por desgaste 
en el asiento de la válvula
Base de datos del fallo por rotura 
del resorte
Base de datos del fallo por 
corrosión de la placa de la válvulaAdquisición de las 
señales de vibración
Base de datos de los 
fallos en las válvulas 
de succión
Base de datos de los 
fallos en las válvulas 
de descarga
 
Figura 41. Esquema de la base de datos. Elaboración propia. 
 
 
 
4.2.2 División del conjunto de señales  
 
 
El siguiente paso es la división del conjunto de señales en tres subconjuntos 
denominados: entrenamiento, validación y prueba. Los subconjuntos de entrenamiento 
y validación son utilizados para el ajuste de los parámetros del modelo y el subconjunto 
de prueba se utiliza en una siguiente etapa para la evaluación del desempeño del 
modelo. Esta acción es necesaria para evitar un sesgo en la posterior evaluación del 
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modelo, pues dos de ellos se utilizan al momento de la generación de modelo y uno 
para su validación. Para el caso de estudio, la división se estableció de la siguiente 
forma: datos de entrenamiento con un 70% del total, datos de validación con el 15% y 
datos de prueba con el 15% restante. Este proceso se realizó de forma estratificada (de 
acuerdo a los modos de falla) y aleatoria para proporcionar una distribución 
homogénea de las señales, de tal forma que se obtengan subconjuntos con la cantidad 
adecuada y garantizando la presencia de todos los modos de fallo de la máquina en 
cada segmento. Considerando que inicialmente se obtuvo un total de 255 señales en el 
proceso de adquisición de datos, la división de los subconjuntos queda configurado de 
acuerdo a lo indicado en la Figura 42. 
 
 
 
 
Figura 42. División del conjunto de señales adquiridas. Fuente: Propia. 
 
 
 
4.2.3 Ventaneo de la señal y extracción de las características 
 
 
Las series de tiempo de cada subconjunto son extensas pues están compuestas 
por una gran cantidad de samples (mediciones o puntos), por ejemplo para 10 segundos 
de adquisición a una fs=50 000 samples/s se obtiene una señal con 500 000 samples 
requiriendo un modelo recurrente altamente complejo para modelar la señal. Para 
abordar este problema se efectúa un “ventaneo” de la señal. Para este procedimiento 
se requiere considerar dos parámetros de ajuste: ventana de deslizamiento (v) y ventana 
179
38
38
Entrenamiento Validación Prueba
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de atributos (w). Cada parámetro cumple una función específica que en conjunto 
permitirá disminuir la resolución de la señal y extraer sus características. De este 
modo, v determina cuánto se mueve w a lo largo de la señal y w especifica el ancho 
que se toma para la extracción de características. Es importante recordar que, si el 
ancho de v es menor que el ancho w, existirá superposición. En la Figura 43 se muestra 
el proceso descrito (ver sección 4.2.1). 
 
 
 
 
Figura 43. Etapa de pre-procesamiento. Elaboración propia 
 
 
 
Dentro de cada ventana de atributos se procede a la extracción de indicadores de 
condición que permitan determinar el estado de la máquina. Esta acción favorece la 
reducción de la complejidad requerida por el modelo. La bibliografía consultada 
deslizam. … …
CI1
…
CI11
Ventana 
de corte … …
Estandarización de las señales CI
almacenamiento
Señal de vibración 
sin procesar
(dominio tiempo)
11 señales 
indicadoras de 
condición con 
longitud reducida
Estandarización 
corte y 
almacenamiento 
de subseñales CI 
de los conjutnos
de entrenamiento, 
validación y 
prueba
Grupo de subseñales CI normalizadas
Un punto por ventana deslizante
deslizam. deslizam.
Ventana 
de corte
Ventana 
de corte
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(Sanchez, 2017) establece los siguientes indicadores estadísticos como útiles para el 
monitoreo de la condición en el dominio tiempo. 
 
Valor medio ܥ�ଵሺݖሻ = ͳܰ ∑ ݖሺ݅ሻ [30] 
 
Valor medio cuadrático 
ܥ�ଶሺݖሻ = √ͳܰ ∑ ݖଶሺ݅ሻ [31] 
Desviación estándar ܥ�ଷሺݖሻ = √ͳܰ ∑ሺݖሺ݅ሻ − ܥ�ଵሺݖሻሻଶ [32] 
Curtosis ܥ�ସሺݖሻ = ͳܰܥ�ଷሺݖሻ ∑ሺݖሺ݅ሻ − ܥ�ଵሺݖሻሻସ [33] 
Valor máximo ܥ�ହሺݖሻ = �ax ሺݖሻ [34] 
Factor de cresta ܥ�଺ሺݖሻ = �ax ሺݖሻܥ�ଶሺݖሻ  [35] 
Valor medio rectificado ܥ�଻ሺݖሻ = ͳܰ ∑|ݖሺ݅ሻ| [36] 
Factor de forma ܥ�଼ ሺݖሻ = ܥ�ଶ ሺݖሻܥ�଻ሺݖሻ [37] 
Factor de impulso ܥ�ଽሺݖሻ = �ax ሺݖሻܥ�଻ሺݖሻ  [38] 
Varianza ܥ�ଵ଴ሺݖሻ = ܥ�ଷଶሺݖሻ [39] 
Valor mínimo ܥ�ଵଵሺݖሻ = �i� ሺݖሻ [40] 
 
Donde N es el tamaño del vector z y el vector z contiene la subseñal entre el 
límite inferior y superior de la ventana de corte. Luego de la extracción de los 
indicadores ܥ�ଵ, ܥ�ଶ,… ܥ�ଵଵ, la señal tiene menor resolución, pues cada punto se 
representa en once dimensiones. 
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4.2.4 Estandarización de la señal 
 
 
Cada señal obtenida en la etapa anterior se estandariza para evitar la saturación 
de las unidades del modelo neuronal debido a las funciones no-lineales descritas en las 
ecuaciones 21, 22, 23, 24, y 25. Los parámetros de distribución empíricos se estiman 
a partir del conjunto de entrenamiento y se utilizan para estandarizar cada subseñal del 
resto de conjuntos, evitando el sesgo causado por el uso de la información a partir de 
las señales de prueba. El proceso consta de dos partes: (i) Cálculo de la media �̂௞ y 
desviación estándar �̂௞ para cada k-ésimo indicador y (ii) la normalización de cada 
señal en los tres subconjuntos de entrenamiento, validación y prueba, a través de la 
siguiente relación: 
 ܰ݋ݎ݉ ܥ�௞ሺ݅ሻ = ܥ�௞ሺ݅ሻ − �̂௞�̂௞  [41] 
 
4.2.5 Incremento de las series de tiempo (señales) 
 
 
Es conocido que para el modelamiento basado en neuronas se requiere contar 
con una cantidad suficiente de señales, por lo tanto, el tamaño del conjunto de 
entrenamiento es fundamental para la creación del modelo. De esta exigencia surge un 
inconveniente en la etapa de adquisición de datos, pues se requiere tiempo y altos 
costos para efectuar la experimentación. Para abordar este problema, se propone un 
paso adicional para incrementar la cantidad de señales. Si se considera que el tiempo 
de adquisición de cada señal es de 10s y que el proceso de compresión se efectúa en 
0.158s, la aplicación de una ventana de corte de longitud l a cada señal CI y con un 
desplazamiento de un paso maximizará el conjunto resultante de señales.  Para 
comprender mejor este procedimiento se desarrolla una fórmula para el incremento del 
tamaño de los datos: 
 ܶܽ݉ܽñ݋ ݀݁ ݈݋ݏ ܦܽݐ݋ݏ = ݅݊ݐ [ሺܮ − ݓሻݒ ] − ݈ [42] 
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Donde L es la longitud total de la señal, w es la ventana de atributos, v es la ventana 
de deslizamiento y l es la longitud de la subseñal, es decir la ventana de corte.  
 
 
4.2.6 Aplicación de software para el pre-procesamiento 
 
 
Para llevar a la práctica la metodología del pre-procesamiento, se utilizó el software 
libre Python3. A continuación se detalla los pasos necesarios para los dos objetivos del 
pre-procesamiento: (i) disminuir la resolución de las señales originales y (ii) obtener 
un conjunto incrementado de señales estandarizadas. 
 
1. El programa inicia con el ingreso para los archivos que contienen las señales 
adquiridas que están almacenados en la base de datos, Estos datos ingresan 
divididos en los tres subconjuntos de entrenamiento, validación y prueba.   En la 
Figura 44 se ilustra una muestra de los archivos que se ingresa y corresponden al 
conjunto de entrenamiento. 
 
 
 
 
Figura 44. Archivos que contienen las señales adquiridas. Tomado de la base 
de datos del laboratorio de vibraciones mecánicas de las UPS Cuenca, Ecuador. 
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2. Luego se extrae la información contenida en cada archivo, que corresponde a cada 
señal adquirida por el acelerómetro (referirse a la sección 4.1.3). Para este caso es 
una matriz que constan de 500 000 filas y una columna. Las filas representan los 
samples de la señal es decir su longitud y la columna indica que tiene una sola 
dimensión. En la  Figura 45 se ilustra los datos que ingresan al pre-procesamiento. 
 
 
 
 
Figura 45. Señal a ser pre-procesada. Tomado de Software Python. 
 
 
 
3. A continuación se aplica una ventana deslizante para calcular 11 características 
estadísticas, como se muestra en la Figura 46. Donde se puede verificar que la señal 
tomada para ilustrar, ahora tiene una longitud de 1999 (de la señal original de 
500000) con 11 dimensiones que corresponden a los 11 indicadores estadísticos 
que se detalló en la sección 4.2.3.  
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Figura 46. Ventana deslizante y extracción de indicadores. Tomado de Python. 
 
 
 
4. Una vez que la señal se representa por 11 características o indicadores estadísticos 
se aplica una ventana de corte para obtener un grupo de subseñales a partir de una 
sola señal. En el ejemplo mostrado, de una señal original se obtienen 1900 
subseñales con una longitud de 100 samples (mediciones) y con 11 dimensiones 
(indicadores). Los procedimientos de los pasos 1, 2 y 3 se realiza para las 255 
señales que fueron adquiridas en la experimentación. 
 
 
 
Figura 47. Aplicación de una ventana de corte. Tomado de software Python 
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5. El último paso del pre-procesamiento es la estandarización. El resultado de este 
paso es la obtención de un grupo de señales del conjunto de entrenamiento 
ajustadas a una distribución normal, al igual que las señales del conjunto de 
validación y prueba. En la Figura 48 se muestra el resumen de las cantidades de 
señales pre-procesadas obtenidas en cada subconjunto. 
 
 
 
 
Figura 48. Conjunto de señales estandarizadas. Tomado de Python. 
 
 
 
4.2.7 Programación para el desarrollo de la metodología de pre-procesamiento. 
 
 
A continuación se muestra la programación llevada a efecto en Python3 para 
la obtención de los resultados que se mostraron en la sección anterior. El diagrama de 
flujo de la Figura 49 orienta cómo se desarrolló la programación para el pre-
procesamiento. El programa inicia con la creación de una ruta (Path) de entrada para 
los datos originales y se crea también una ruta (Path) de salida para los resultados. 
Luego se separa los datos en los subconjuntos de entrenamiento, validación y prueba, 
para posteriormente iterar y procesar los datos a través de la función 
“Parametric_generation”, y finalmente se guardan los datos. Este procedimiento se 
realiza para cada subconjunto. 
98 
 
Inicio
-Path de entrada de datos
- Path de salida de datos
Leer el conjunto total de datos desde el path de 
entrada: señales (data) y su etiquetas (labels)
Separación del conjunto de datos: 
Train 70%, validation 15% y test 15%
Iterador = Train
L_iterator = número total de señal de entrenamiento
Parametric generation
Train_set=[group_signals group_label]
Guardamos Train_set
Iterador = Test
L_iterator = número total de señales de Test
Parametric generation
Guardamos Test_set
Iterator = Validation
L_iterator = número totañ de señales de validación
Parametric generation
validation_set=[group_signals group_label]
Guardamos validation_set
Fin
 
Figura 49. Diagrama general del pre-procesamiento. Fuente: Propia. 
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 Descripción de la función Parametric_Generation. 
 
Iteración = 0
Iteración = L_iterador
Time_steps
Increment
window
Signal = iterator.data (iteración)
Label = iterator.label (iteración)
Signal = iterator.data (iteración)
Label = iterator.label (iteración)
No
Iterator está conformado por 
dos parámetros: data y label
Inicio
Fin
L_signal = longitud de signal
Sub_sampled_signal = [ ]
ini = 0 
Sub_sampled_signal = [ ]
ini = 0 
Ini + time_step_steps 
<=L_signal
Si
L_sub_sampled = longitud de la 
sub_Sampled_signal
group_signals = [ ]
group_labels= [ ]
ini = 0
Ini + window <= 
L_signal
New_sub_sampled = 
sub_sampled_signal (winsow + 
ini)
- concatenamos group_signals con nwe_sub-sampled 
(new_signal)
- concatenamos group_label con label
ini = ini +1
New_signal = raw_signal 
(times_steps + ini)
concatenamos sub_sampled_signal
con statistic_features (new_signal)
ini = ini + increment
No
Si
No
SiStatistic_features obtiene 
11 atributos estadísticos
Figura 50. Función Parametric_Generator. Fuente: Propia. 
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4.3 Modelamiento con redes neuronales recurrentes LSTM y 
optimización bayesiana. 
 
 
 
Finalizada la etapa de pre-procesamiento, la evaluación del estado de la máquina 
se realiza con el modelamiento basado en redes neuronales recurrentes Long Short 
Term Memory  (LSTM).  En esta etapa se utiliza el conjunto de señales previamente 
obtenido para la creación de un modelo LSTM con la búsqueda de los hiperparámetros 
que definan la red. Para esto se aplica el método de optimización bayesiana (OB), con 
la aplicación del algoritmo de Adam que se vio en la sección 2.3.11. Como último paso 
se evalúan las capacidades del proceso basado en optimización bayesiana y del modelo 
LSTM con las señales de vibración del conjunto de prueba bajo diferentes modos de 
fallo que pasaron a través de la etapa de pre-procesamiento.  
 
 
4.3.1 Construcción de la red neuronal con búsqueda bayesiana de los 
hiperparámetros. 
 
 
En esta sección se describe el paso 3  y 4 de la metodología mostrada en la Figura 
24. Donde el paso 3 corresponde a la búsqueda bayesiana de hiperparámetros y en el  
paso 4 se realiza la prueba de los modelos LSTM.  Luego del pre-procesamiento, el 
conjunto de entrenamiento obtenido   ܺ = {ݔଵ, ݔଶ, … ݔே೐೙೟�೐೙.  }, está definido por la 
señal CI multidimensional contenida en un vector ݔ௡ para cada instante ݅ � ݈, como ݔ௡ሺ݅ሻ = [ܥ�ଵሺ݅ሻ, ܥ�ଶሺ݅ሻ. . ܥ�ଵଵሺ݅ሻ ]௡ y calculada para la enésima subseñal. Este 
subconjunto se utiliza para la creación del modelo ℳ� basado en neuronas a partir de 
los parámetros ܺ y � � ℋ.  
 
El conjunto � contiene los hiperparámetros que definen la arquitectura de la red, 
entre estos se tiene: la tasa de aprendizaje (lr), el número de capas (nl), el número de 
unidades (nu) y el tamaño de lote (b).  El espacio de búsqueda ℋ contiene todos los 
posibles valores que pueden ser extraídos para la optimización del modelo. Además se 
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define la función objetivo ݂ሺℳ�ሻ que evalúa el error del diagnóstico del modelo. La 
optimización de la red se efectúa de acuerdo a la ecuación 26  que se abordó en la 
sección 2.3.11. En este caso la función objetivo que se optimiza es la puntuación del 
error del modelo, la expresión que lo define es: 
 ݁ݎݎ݋ݎ(�, �̂) = ͳ − ͳ௩ܰ௔௟௜ௗ ∑ ͳேೡ���೏௜=ଵ ሺ�̂௜ = �௜ሻ [43] 
 
De esta ecuación, �௜ es el modelo real y �̂௜  es el modelo estimado. El término ͳሺ∙ሻ es la función indicador del cumplimiento de la condición, si es 1 es verdadero, de 
contrario devuelve el valor de cero. 
 ͳሺ∙ሻ = {ͳ  �̂௜ = �௜Ͳ  �̂௜ ≠ �௜ [44] 
 
Para el proceso de optimización de la red neuronal, se toma en consideración el 
proceso descrito en la sección 2.3.11. De acuerdo al cual, cada parámetro asocia una 
distribución previa relacionada con el conocimiento anterior del espacio de búsqueda. 
Para iniciar la optimización se toma valores empíricos que provienen de un tipo de 
distribución especificada por el investigador para cada hiperparámetro.  
 
En el Cuadro 17 se resume lo mencionado, donde la distribución uniforme 
discreta se define para el intervalo e incremento fijados, esta distribución no da 
preferencia a algunos valores. Por otro lado la distribución logarítmica uniforme es 
una distribución que da preferencia a los valores cercanos al valor mínimo que 
típicamente ocurre en el hiperparámetro de la tasa de aprendizaje. 
 
Inicialmente se parte del muestreo desde la distribución inicial. Luego el proceso 
continúa con el entrenamiento de la red LSTM a partir del conjunto de datos X con el 
algoritmo de Adam. A continuación, la red entrenada se evalúa en la función  ݂ሺ∙ሻ 
dada en la ecuación 26 con el conjunto de validación establecido. El valor obtenido en 
cada iteración se convierte en un nuevo valor de puntaje utilizado como fuente de 
información para obtener el siguiente conjunto de hiperparámetros. Este proceso 
102 
 
continúa durante 20 iteraciones determinadas de forma experimental como suficientes 
para alcanzar la convergencia del proceso de optimización. Además, se utiliza el �̂ que 
minimiza la ecuación 26, es decir la función de estimación del error.  
 
 
 
Cuadro 17. Distribuciones y límites que definen el espacio de búsqueda del 
hiperparámetro. 
Hiperparámetro Distribución 
Mínimo 
valor 
Máximo 
Valor 
Incremento 
b Discreta uniforme 1000 20 000 1 000 
lr Logarítmica 
uniforme 
Log(0.001) Log(0.2) - 
nl Discreta uniforme 1 3 1 
nu Discreta uniforme 5 30 5 
Fuente: Propia. 
 
 
 
Para terminar el proceso, el mejor modelo ℳ∅ generado es evaluado en el 
subconjunto de prueba a través de la matriz de confusión y sus métricas derivadas, 
entre las que se tiene: verdaderos positivos, verdaderos negativos, falsos positivos, 
falsos negativos, exactitud, recall y precisión. Cada una de las métricas son evaluadas 
para el k-ésimo modo de fallo, de esta manera se tiene lo siguiente: 
 
 Verdaderos positivos (ܶ�௞): Porcentaje de muestras del k-ésimo modo de fallo 
correctamente identificadas como k-ésimo modo de fallo por el modelo. 
 
 Falso negativo (ܨ ௞ܰ): Porcentaje de muestras del k-ésimo modo de fallo que 
perteneciendo a un k-ésimo modo de fallo no fueron asignados a él.  
 
 Falso positivo (ܨ�௞): Porcentaje de muestras del k-ésimo modo de fallo 
identificado incorrectamente como k-ésimo modo de fallo por el modelo. 
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 Verdadero negativos (ܶ ௞ܰ): Porcentaje de muestras del k-ésimo modo de fallo 
correctamente identificado por el modelo como no pertenecientes al k-ésimo modo 
de fallo. 
 
 Precisiónk: capacidad del modelo para evitar clasificar incorrectamente muestras 
que no sean del k-ésimo modo de fallo como k-ésimo modo de fallo: 
 �ݎ݁ܿ݅ݏ݅�݊௞ = ܶ�௞ܶ�௞ + ܨ�௞ [45] 
 
 Recallk: capacidad del modelo para evitar clasificar incorrectamente muestras del 
k-ésimo modo de fallo como no k-ésimo modo de fallo: 
 ܴ݈݈݁ܿܽ௞ = ܶ�௞ܶ�௞ + ܨ ௞ܰ [46] 
 
 Fscorek: Relación entre la precisión y el recall. 
 ܨݏܿ݋ݎ݁௞ = ʹ �ݎ݁ܿ݅ݏ݅�݊௞ ݎ݈݈݁ܿܽ௞�ݎ݁ܿ݅ݏ݅�݊௞ + ݎ݈݈݁ܿܽ௞ [47] 
 
 
 Exactitud: Relación entre los éxitos y errores del modelo. Esta métrica se utiliza 
para medir el rendimiento general del modelo en K modos de fallo. 
 ܧݔܽܿݐ݅ݐݑ݀ = ͳܭ ∑ ܶ�௞ + ܶ ௞ܰܶ�௞ + ܨ�௞ + ܶ ௞ܰ + ܨ ௞ܰ�௞=ଵ  [48] 
 
Con estas métricas se evaluará la capacidad de generalización del modelo 
LSTM. En el siguiente capítulo se muestran los resultados. 
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4.3.2 Aplicación de software para la creación del modelo 
 
 
Al igual que en el pre-procesamiento, la aplicación de la metodología se efectuó 
en Python3. Cada señal de los tres subconjuntos obtenidos en la etapa anterior pasa a 
través del modelo LSTM según la arquitectura que se muestra en la Figura 51, según 
la cual se tiene como datos de entrada (capa de entrada) el conjunto de 11 indicadores 
o características estadísticas que caracterizan el comportamiento de la señal que tiene 
una menor longitud y dimensión de 11. Estas señales se utilizan para generar el modelo 
neuronal, validarlo en la optimización de hiperparámetros y probarlo en los cinco 
mejores modelos.  
 
 
 
 
Figura 51. Representación de la red LSTM. Fuente: Propia. 
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Como se ilustra, a la red LSTM ingresan las 11 dimensiones en el instante t-1, 
luego ingresan 11 dimensiones en el instante t, de igual manera para el instante t+1 y 
así sucesivamente hasta el último instante. El retorno de las iteraciones de cada instante 
de tiempo es una predicción de cuál va a ser el fallo resultante, donde el número de 
neuronas de la capa de salida será igual al número de condiciones de la máquina 
establecidas en la etapa de adquisición de datos, que para este caso es de 17. Por lo 
tanto, en la neurona de salida donde aparezca un valor muy próximo a uno será la que 
se elija como la estimación correcta. De esta forma la salida estimada es comparada 
con la salida real y se calcula el error de cada iteración. Como se vio en la sección 
2.3.11, cada vez que se efectúa una iteración la información resultante se agrega al 
campo de conocimiento para generar nueva información para obtener mejores 
resultados y ajustar los hiperparámetros de forma sucesiva hasta alcanzar un mínimo 
aceptable que permitirá obtener el menor error posible. Cuando esto sucede se puede 
concluir con el proceso de optimización de los hiperparámetros y el modelo se genera. 
 
De acuerdo a lo que se explicó en el párrafo anterior, los datos que se ingresan a 
la red neuronal para la generación del modelo son las series temporales del conjunto 
de entrenamiento. Los valores que se indican en la Figura 52 corresponden a la señal 
de entrada, es decir, se ha tomado como ejemplo un conjunto de 10 000 subseñales de 
longitud 100 samples (mediciones) y de 11 dimensiones (indicadores estadísticos).  
 
También es necesario ingresar los valores reales para que se pueda realizar una 
comparación entre la salida real (�) y la estimada (�̂) con la finalidad de calcular el 
error del modelo.  Estos datos se pueden verificar en el “batch” de series de ingreso 
que se muestra en la Figura 52 y de igual manera se determina el batch de los fallos 
reales. Nótese que debe haber congruencia entre el tamaño de batch de los fallos reales 
con el tamaño de tamaño de los datos de ingreso y para el ejemplo mostrado es de 
10000. Pero a qué hace referencia el “batch”, pues es la cantidad de datos que se toma 
del conjunto de entrenamiento para cada iteración.  
 
Con lo que se ha mencionado, se puede generar el modelo basado en redes 
neuronales recurrente LSTM, pues en esta sección se determinan qué hiperparámetros 
se consideran para configurar la arquitectura de la red.  
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Figura 52. Datos de entrada a la red neuronal en su fase de entrenamiento. 
Tomado de Python. 
 
 
 
El resultado de las iteraciones que se efectúa con el algoritmo de Adam es la 
obtención de los cinco mejores conjuntos de hiperparámetros que definen el modelo 
neuronal LSTM. Esto se logra porque en la fase de validación se seleccionan los cinco 
mejores modelos, utilizando para el efecto los datos del conjunto de validación. A 
continuación se muestra un resultado de una iteración para un modelo LSTM-i, donde 
se muestra una exactitud de predicción de 0.646. Mientras mayor valor se alcance al 
final de las iteraciones, mejor predicción tiene el modelo. En la Figura 53 se muestra 
la exactitud del modelo tomado como ejemplo. 
 
Por otro lado, los resultados de la  arquitectura de la red neuronal se van 
almacenando en archivos de extensión .csv que pueden ser abiertos desde Excel. En la 
Figura 54 se ilustra los resultados del grupo de modelos que se van generando y 
almacenando. Se puede identificar la generación de la arquitectura para un grupo de 
los mejores modelos creados, donde se indica la tasa de aprendizaje, el tamaño del 
batch, el número de neuronas, el número de capas ocultas y la asertividad de la 
clasificación en la identificación de los fallos. 
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Figura 53. Exactitud del modelo generado. Tomado de Python. 
 
 
 
 
Figura 54. Resultado de la arquitectura neuronal LSTM. Tomado de los 
resultados de Python. 
 
 
 
4.3.3 Programación para la creación del modelo 
 
 
Para la generación del modelo se utilizó el software libre Python3. A 
continuación se indica el diagrama de flujo en (Figura 55). El programa inicia con la 
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definición de un espacio de búsqueda. Se procede a la búsqueda de hiperparámetros 
para la creación del modelo neuronal con 20 iteraciones para la optimización de los 
parámetros de pre-procesamiento y de 200 iteraciones en la optimización de los 
hiperparámetros de la red, dicho de otro modo, para la evaluación del modelo 
generado. Finalmente los resultados se almacenan en el path de salida.  
 
 
Inicio
Definición de un 
espacio de búsqueda
Hiperparámetros a optimizar de la red LSTM: tasa de aprendizaje 
(lr), número de capas (ln), número de neuronas (nu) y tamaño de 
lote (b)
Búsqueda bayesiana de hiperparámetros (conjunto óptimo)
Almacenamiento de resultados: 
Loss, hiperparámetros, mejor 
iteración, tiempo de 
entrenamiento, matriz de 
confusión
Conjunto de entrenamiento
Conjunto de prueba
Conjunto de validación
Se guarda en un .csv los 
resultados de las 20 evaluaciones 
en el path de salida de datos
Fin
Max_Evals = 20
Max_iteracines de la red = 200
 
Figura 55. Optimización de hiperparámetros. Fuente: Propia. 
 
 
 
4.3.4 Software utilizado para la generalización del modelo. 
 
 
Una vez creados los modelos, se escogen los cinco mejores para realizar un 
análisis más profundo y de cada mejor modelo seleccionado se crean a su vez 10 
modelos, con la finalidad de escoger al mejor modelo de entre los cinco mejores, como 
se muestra en la Figura 56. 
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Figura 56. Identificación de los cinco mejores modelos LSTM. Tomado de 
Python. 
  
 
 
Luego de la identificación del grupo de los cinco mejores modelos se procede a 
realizar una comparación entre ellos, a través de las pruebas estadísticas: Prueba de 
Kolmogorov-Smirnov y la prueba T-student para cada par de modelos. Estas pruebas 
ayudan a determinar la semejanza entre los cinco modelos para escoger finalmente al 
mejor modelo que servirá de pauta para evaluar su capacidad de generalización. Los 
resultados de este proceso se muestran en la Figura 57. 
 
 
 
 
Figura 57. Estadísticos para los cinco mejores modelos. Tomado de Python. 
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Finalmente se escoge al mejor modelo y para determinar su capacidad de 
generalización se compara con tres enfoques clásicos que se han utilizado comúnmente 
en la detección de fallos, estos son: Random Forest (RF), árboles de clasificación y 
regresión (CART) y K-vecinos más cercanos (KNN). Como se indica en la Figura 58. 
 
 
 
 
Figura 58. Comparación para con otros enfoques. Tomado de Python 
 
 
 
4.3.5 Programación para la evaluación del modelo 
 
 
Finalmente, para la evaluación del modelo se propone la programación mostrada en la 
Figura 59.  
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Inicio
Path de resultados
Ingreso de todos 
los resultados
Disposición en orden descendente 
de las exactitudes (accuracies)
Selección de los 5 resultados 
(hiperparámetros) con la 
exactitud más alta
Repetición = 0
n_conf = 0
Acuraccies = [ ]
n_conf = 5
Repetición = 10
New_hiperparámetros = resultados 
(nconfig)
Train set
Test set
Validation set
Ejecución del 
modelo LSTM Max_iterations = 2000
model_results [n_config, repetition] = accura_test
repetition = repetition + 1
n_conf = n_conf +1
Se analizará alrededor de 60 
archivos .csv cada uno con 20 
resultados de la optimización
Prueba estadística por pares para 
seleccionar la mejor 
configuración
Mejor configuración/modelo Fin
Ingreso de lo hiperparámetros del resultado 
en la posición n_config.
Hiperparámetros: tasa de aprendizaje (lr), 
húmero de capas (ln), número de neuronas 
(nu) y tamaño de lote (b)
model_results
Guarda el accuracy 
(accura_test), obtenido del 
modelo, en model_results
Si
No
Si
No
 
Figura 59. Programación para la evaluación del modelo. Fuente: Propia. 
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CAPÍTULO 5. RESULTADOS Y DISCUSIÓN 
 
 
 
5.1 Análisis e interpretación de resultados de la adquisición de datos y del 
pre-procesamiento. 
 
 
 
Del proceso de adquisición se obtuvo un total de 255 señales en el dominio 
tiempo. Esta cantidad proviene del número de pruebas efectuadas por cada tipo de fallo 
(clase) establecidas en la configuración experimental que se propuso en el capítulo 4. 
De acuerdo con esto, se tienen cinco modos de fallo en las válvulas de ingreso y de 
descarga, con 17 condiciones de la máquina y 15 repeticiones por cada una. Con este 
conjunto de señales se aplicó la fase de pre-procesamiento de acuerdo a la metodología 
de la sección 4.2. Para tener una idea de la incidencia del pre-procesamiento en el 
incremento del tamaño de los datos a partir de los valores de los parámetros mostrados, 
se toma una señal que se adquirió en la experimentación con longitud ܮ =5ͲͲ ͲͲͲ samples (mediciones) y se establecen valores de w = 500, ݒ = ʹ5Ͳ y l = 100 
para la aplicación de la ecuación 42, obteniendo como resultado 1898 subseñales. 
Considerando que en el proceso de adquisición se tomaron 255 señales de vibración, 
que fueron divididas en los subconjuntos de entrenamiento, validación y prueba con 
los porcentajes de 70%, 15% y 15% respectivamente, se tiene una cantidad de 179 
señales en el conjunto de entrenamiento, 38 en el conjunto de validación y 38 en el 
conjunto prueba, por lo tanto el cálculo se extiende a todas estas señales. Para el efecto 
se multiplica el valor del incremento obtenido de una sola señal (1898) por la cantidad 
de subseñales en cada subconjunto, obteniendo los resultados que se muestran en la 
Figura 60. 
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Figura 60. Cantidad de señales luego del pre-procesamiento. Elaboración 
propia. 
 
 
 
Como es evidente, el pre-procesamiento tiene gran incidencia en el incremento 
del tamaño de los datos. Si se suma los valores de los tres subconjuntos se tiene un 
total de 483 990 señales obtenidas a partir de 255 señales originales. Adicionalmente 
es preciso indicar que el ejemplo desarrollado es para un solo conjunto de valores de 
los parámetros de pre-procesamiento. Se diseñaron 60 experimentos en base a los 
intervalos de prueba de cada parámetro de pre-procesamiento indicados en la Cuadro 
18 para verificar su incidencia. Para el efecto se aplicaron 6 valores de longitud de la 
ventana de atributos (w), 2 valores para la ventana deslizante (ݒ) y 5 valores para la  
ventana de corte (l). Los resultados de esta experimentación se utilizan para la 
búsqueda de los mejores hiperparámetros.  
 
 
 
Cuadro 18. Intervalos para los parámetros de pre-procesamiento 
Parámetros Mínimo valor Máximo Valor Incremento 
w 500 1000 100 ࢜ w/2 w w/2 
l 100 180 20 
Fuente: Propia 
 
337844
72124
74022
Entrenamiento Validación Prueba
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El proceso de búsqueda de los mejores hiperparámetros consta de la evaluación 
de un modelo LSTM generado a partir de los mismos, para esto se utilizan los datos 
de validación. El entrenamiento de la red neuronal LSTM con el algoritmo Adam se 
realizó para esta fase de búsqueda con 200 iteraciones. El número de repeticiones del 
proceso de optimización de hiperparámetros se fijó en 20, obteniendo como resultado 
20 modelos creados en cada experimento.  
 
La Figura 61 (a) y (b) muestran la incidencia de la ventana de atributos (w) y de 
la ventana de corte (l) en los resultados del modelamiento, respectivamente. Cada 
diagrama de cajas se calculó con el vector de error resultante obtenido al fijar w (Figura 
a) y l (Figura b) y variando los otros parámetros. Por ejemplo el vector de errores para 
la ventana de atributos a 500 mediciones se obtiene variando la ventana deslizante y 
la ventana de corte en sus diferentes intervalos.  
 
Los resultados muestran menor variabilidad del error con 1000 mediciones de la 
ventana de atributos que se traduce en su convergencia a un valor medio alrededor de 
0.16. Por otro lado el menor error reportado se presenta con una ventana de atributos 
de 500 y 600 mediciones, con errores más bajos de 0.09 y 0.088, respectivamente. Es 
evidente que la tendencia de la ventana de corte no es del todo clara, pues el menor 
error (0.085) se obtiene nuevamente con el valor del parámetro que presenta mayor 
variabilidad como es el caso de la longitud de la ventana de corte a 160 mediciones.  
 
Para tener mayor contundencia en la definición del mejor modelo, se realizaron 
otros estudios. Ahora el análisis se centra en los hiperparámetros que corresponden a 
la mejor arquitectura de la red neuronal. Para el efecto se seleccionaron los cinco 
mejores hiperparámetros a partir de los resultados anteriores.  
 
En el Cuadro 19 se puede identificar que cuatro de los cinco modelos utilizan 
valores de 500 y 600 samples (mediciones) de w. Además, se puede notar que los 
conjuntos de hiperparámetros HP-1, HP-3 Y HP-5 tienen los mismos valores de ܾ, ݈ݎ, ݈݊ y ݊ݑ; por lo tanto, tienen la misma configuración, independientemente de los 
parámetros de pre-procesamiento. Con este resultado se puede decir que un ajuste 
rápido de 20 iteraciones no es suficiente para determinar los valores de los parámetros 
de pre-procesamiento que orienten al mejor modelo neuronal. 
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(a)  Venta de atributos de 500, 600, 700, 800, 900 y 1000 mediciones 
 
 
 
 
 (b)  Ventana de corte  de 100, 120, 140, 160 y 180 mediciones 
 
Figura 61. Comparación del error con respecto a los parámetros de pre-
procesamiento. (A menor valor favorable). Elaboración propia 
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Cuadro 19. Conjunto de modelos seleccionados para comparación de 
hiperparámetros 
Red ࢈ ࢒࢘ ࢔࢒ ࢔࢛ ࢝ �࢙ ࢒ error 
HP-1 8000 0.0925 2 16 800 800 160 0.0815 
HP-2 17000 0.0372 3 16 600 300 180 0.0840 
HP-3 8000 0.0925 2 16 500 250 120 0.0873 
HP-4 14000 0.1011 2 10 500 500 100 0.1879 
HP-5 8000 0.0925 2 16 500 250 100 0.2135 
Fuente. Propia 
 
 
 
5.1.1 Prueba de la hipótesis específica 1 
 
 
La primera hipótesis específica que se planteó al inicio de la investigación es la 
siguiente: 
 
 
a. El pre-procesamiento de las señales adquiridas, influye en la construcción de 
un modelo basado en datos para la detección de fallos de un compresor 
reciprocante de simple efecto doble etapa. 
 
 
Para contrastar esta hipótesis se evalúa el mejor modelo LSTM-5 con dos modelos 
creados a partir de datos sin efectuar el pre-procesamiento. Se llamará LSTM-S al 
modelo que se genera a partir de cortes en intervalos de 100 mediciones de su 
señal, de esta forma la señal no tiene baja resolución pues se toma toda la 
información contenida en el corte. Por otro lado se tiene al modelo LSTM-R que 
toma 100 atributos de cada corte de 100 mediciones. Los resultados que se 
muestran en el Cuadro 20 evidencian una clara ventaja entre el modelo generado a 
partir de datos pre-procesados, este modelo presenta un mejor rendimiento 
comparado con los otros dos y también tiene menor variabilidad. 
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Cuadro 20. Comparación de modelos con y sin pre-procesamiento 
Modelo Exactitud promedio Desviación estándar 
LSTM-S 0,213 0.067 
LSTM-R 0,228 0.017 
LSTM-5 0.930 0.017 
Fuente: Propia. 
 
 
 
Los resultados mostrados requieren mayor contundencia para verificar la hipótesis 
planteada, por lo tanto se aplica la prueba de Anova. Para el efecto, se plantea las 
dos siguientes hipótesis estadísticas:  
 
Hipótesis nula H0: Todos los modelos son estadísticamente iguales. 
Hipótesis alternativa H1: Todos los modelos son estadísticamente diferentes. 
 
Los resultados que se muestran en Cuadro 21, revelan un valor de significancia de 
0.000 que es mucho menor que el nivel de significancia propuesto para la prueba 
(0.05), por lo tanto se rechaza la hipótesis nula y se acepta la hipótesis alternativa, 
es decir, todos los modelos son estadísticamente diferentes. Por lo tanto, basándose 
en los estadísticos de la exactitud promedio y en la prueba Anova, se comprueba 
que la señal adquirida requiere ser pre-procesada para la construcción de un 
modelo basado en datos, pues su influencia es evidente. 
 
 
 
Cuadro 21. Anova de un factor para los tres grupos. 
 Suma de 
cuadrados 
Gl Media 
cuadrática 
F Sig. 
Inter-grupos 3.362 2 1.681 1005.498 .000 
Intra-grupos .45 27 .002   
Total 3.407 29    
Fuente: Propia 
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5.2 Análisis e interpretación de resultados de la creación del modelo. 
 
 
 
A partir del análisis del conjunto de parámetros de pre-procesamiento, ahora se 
procede a evaluar cada uno de los cinco mejores conjuntos de hiperparámetros creando 
modelos LSTM a partir de ellos con una profundidad mayor de entrenamiento, 
configurada en 2000 iteraciones. Considerando la susceptibilidad de los modelos 
basados en redes neuronales al momento de establecer sus pesos iniciales, se generaron 
10 modelos para cada conjunto HP-i que son evaluados en el subconjunto de datos de 
prueba. Para el efecto, se aplicó la prueba de Kolmogorov-Smirnov para una hipótesis 
de distribución gaussiana con un valor de significancia de 0.05. Según el 
comportamiento gaussiano la caracterización de los resultados se pueden representar 
por los parámetros: exactitud promedio y desviación estándar.  Los resultados se 
muestran en el Cuadro 22, donde la segunda columna contiene el p-valor para la prueba 
K-S para cada modelo LSTM-i, configurado a partir del conjunto HP-i de 
hiperparámetros.  
 
 
 
Cuadro 22. Prueba Kolmogorov-Smirnov y métricas estadísticas de precisión 
para cada modelo LSTM 
Modelo P-valor de la Prueba K-S 
Exactitud 
Promedio 
Desviación 
Estándar 
LSTM-1 0.57 0.907 0.025 
LSTM-2 0.73 0.901 0.027 
LSTM-3 0.96 0.924 0.017 
LSTM-4 0.93 0.904 0.021 
LSTM-5 0.68 0.930 0.017 
Fuente: Propia. 
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El resultado de la prueba de Kolmogorov-Smirnov muestra que el p-valor para 
todos los modelos es mayor que 0.05, por lo tanto se acepta la hipótesis que los 
resultados de todos los modelos siguen una distribución gaussiana. Además de este 
indicador, se verifica que la exactitud promedio está sobre 0.901 con una variabilidad 
máxima de 0.027. Para tener una mejor apreciación de estos resultados se ilustra en la 
Figura 62  los diagramas de cajas que se construyen a partir de los resultados de cada 
modelo.  
 
 
 
 
Figura 62. Metodología para la construcción de modelos LSTM a partir de 
señales de vibración para el diagnóstico de fallas de un compresor (A mayor valor 
favorable). Elaboración propia. 
 
 
 
No obstante, aún no es suficiente evidencia de diferencia estadística para 
seleccionar al mejor modelo. Para solventar este inconveniente se aplica la prueba T 
para cada par de modelos, según la hipótesis nula H0: todos los pares de modelos son 
estadísticamente iguales y la hipótesis alternativa H1: No todos pares de modelos son 
estadísticamente iguales. Los resultados que se muestran en el Cuadro 23 determinan 
que no todos los pares comparados son iguales, por lo tanto se acepta la hipótesis 
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alternativa. De este modo se identifican a los pares (LSTM-1, LSTM-2), (LSTM-1, 
LSTM-3), (LSTM-1, LSTM-4), (LSTM-2, LSTM-4) y (LSTM-3, LSTM-5) como 
estadísticamente similares pues tienen igual rendimiento. Se puede apreciar que el par 
(LSTM-3, LSTM-5) presenta el mejor rendimiento con exactitud promedio de 0.924 y 
0.930 respectivamente y con igual configuración en su arquitectura al tener los mismos 
hiperparámetros, la diferencia tan solo radica en la longitud de la subseñal con ݈ = ͳʹͲ 
para el modelo LSTM-3 y ݈ = ͳͲͲ para LSTM-5.  Por otro lado, si se analiza los 
resultados del error en la fase de optimización de hiperparámetros, el modelo LSTM-
3 tiene una clara ventaja con un valor de 0.083 muy por debajo del modelo LSTM-5 
que tiene un error 0.2135, concluyendo que la convergencia rápida para 200 iteraciones 
no es evidencia para seleccionar el mejor modelo. 
 
 
 
Cuadro 23. P-Valor de la prueba T entre pares de modelos. 
Modelo LSTM-2 LSTM-3 LSTM-4 LSTM-5 
LSTM-1 0.63 0.11 0.77 0.04 
LSTM-2 - 0.05 0.8 0.02 
LSTM-3 - - 0.04 0.48 
LSTM-4 - - - 0.01 
Fuente: Propia. 
 
 
 
5.2.1 Prueba de la hipótesis específica 2 
 
 
La segunda hipótesis que se planteó, está enfocada en la optimización de los 
hiperparámetros y se detalla a continuación: 
 
 
b. El proceso de optimización de hiperparámetros mejora la exactitud del 
modelo diseñado para la detección de fallos del compresor reciprocante de 
simple efecto doble etapa. 
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Para la verificación de esta hipótesis se plantea una comparación entre el mejor 
modelo LSTM-5 y otro modelo LSTM-SO creado sin la optimización de los 
hiperparámetros. Para el efecto se aplicó la prueba T-Student para este par de 
modelos. Para lo cual se plantea las siguientes hipótesis estadísticas: 
 
Hipótesis nula H0: Los dos modelos son estadísticamente iguales 
Hipótesis alternativa H1: Los dos modelos son estadísticamente diferentes 
 
Si se observa en el Cuadro 24, los dos modelos superan el 0.90 de exactitud con 
una leve ventaja para el modelo LSTM-5, no obstante el resultado de la prueba 
determina un p-valor de 0.00032358 (<<0.05) por lo tanto se rechaza la hipótesis 
nula y se acepta la hipótesis alternativa que sostiene que los modelos son 
estadísticamente diferentes. De esta forma se da sustento a la hipótesis de 
investigación que establece que se requiere un proceso de optimización de 
hiperparámetros para mejorar la exactitud del modelo diseñado, 
 
 
 
Cuadro 24. Prueba T para el par de modelos con y sin optimización de 
hiperparámetros. 
Modelo Exactitud promedio P-valor 
LSTM-SO 0.903 
0.00032358 
LSTM-5 0.930 
Fuente: Propia 
 
 
 
5.3 Análisis e interpretación de resultados de la generalización del 
modelo. 
 
 
 
Finalmente, para evaluar el modelo y medir su capacidad de generalización, se 
compara el mejor modelo (LSTM-5) con los clasificadores clásicos Random Forest 
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(RF), árboles de clasificación y regresión (CART) y K-vecinos más cercanos (KNN). 
Para una comparación objetiva se utilizaron iguales condiciones de la propuesta, es 
decir los mismos indicadores de condición como variables de entrada y se crearon 10 
modelos para cada enfoque.  
 
Los resultados se muestran en el Cuadro 25 y es claro que el modelo LSTM-5 
tiene mayor exactitud en el reconocimiento de patrones temporales frente a los 
enfoques clásicos, evidenciando la presencia de patrones temporales de indicadores de 
condición que no han sido capturados por estos modelos; por lo tanto el rendimiento 
aumenta cuando la característica de alto nivel se extrae de una representación de series 
temporales mediante el uso del modelo LSTM capaz de capturar los patrones 
temporales. 
 
 
 
Cuadro 25. Comparación entre la propuesta y otros enfoques 
Enfoque 
Exactitud 
promedio 
Desviación 
estándar 
RF 0.574 0.054 
CART 0.590 0.020 
KNN 0.410 0.0 
LSTM-5 0.930 0.017 
Fuente: Propia. 
 
 
 
Además del análisis comparativo del mejor modelo LSTM-5 con otros enfoques 
clásicos es necesario efectuar el análisis de las métricas propias del modelado 
neuronal. De acuerdo a las secciones 2.3.8 y 4.3.1, para medir la eficiencia del 
aprendizaje del modelo se necesita la matriz de confusión que se muestran en el Cuadro 
26 y las métricas: precisión,  recall  y f-score del Cuadro 27.  
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Cuadro 26. Matriz de confusión del modelo LSTM-5 para el análisis de métricas 
Fallos �̂ଵ �̂ଶ �̂ଷ �̂ସ �̂ହ �̂଺ �̂଻ �଼̂  �̂ଽ �̂ଵ଴ �̂ଵଵ �̂ଵଶ �̂ଵଷ �̂ଵସ �̂ଵହ �̂ଵ଺ �̂ଵ଻ �ଵ 161 0 0 0 0 0 0 0 24 0 0 0 5 0 0 0 0 �ଶ 4 185 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 �ଷ 0 0 162 0 23 0 5 0 0 0 0 0 0 0 0 0 0 �ସ 0 0 0 178 10 0 0 2 0 0 0 0 0 0 0 0 0 �ହ 0 0 2 0 181 0 7 0 0 0 0 0 0 0 0 0 0 �଺ 0 0 0 0 0 278 0 0 7 0 0 0 0 0 0 0 0 �଻ 0 0 13 1 35 0 141 0 0 0 0 0 0 0 0 0 0 �଼  0 0 0 0 0 0 19 169 0 0 0 0 2 0 0 0 0 �ଽ 6 0 0 0 0 38 0 0 241 0 0 0 0 0 0 0 0 �ଵ଴ 1 0 0 0 0 0 0 2 0 276 0 0 5 0 1 0 0 �ଵଵ 0 0 0 0 0 0 0 0 0 0 190 0 0 0 0 0 0 �ଵଶ 0 0 0 0 0 0 0 0 0 0 2 188 0 0 0 0 0 �ଵଷ 0 0 0 0 0 0 0 0 0 0 0 0 284 0 0 1 0 �ଵସ 0 0 0 0 0 0 0 0 0 0 0 0 0 190 0 0 0 �ଵହ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 187 3 0 �ଵ଺ 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 269 0 �ଵ଻ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 190 
Fuente: Propia. 
 
 
 
Cuadro 27. Métricas para medir la eficiencia del modelo 
Condición de la 
máquina Precisión Recall F-score 
P1 0.94 0.85 0.89 
P2 1.00 0.97 0.99 
P3 0.92 0.85 0.88 
P4 0.99 0.94 0.96 
P5 0.73 0.95 0.82 
P6 0.88 0.98 0.93 
P7 0.82 0.74 0.78 
P8 0.98 0.89 0.93 
P9 0.89 0.85 0.87 
P10 1.00 0.97 0.98 
P11 0.99 1.00 0.99 
P12 1.00 0.99 0.99 
P13 0.91 1.00 0.95 
P14 0.99 1.00 1.00 
P15 0.99 0.98 0.99 
P16 0.99 0.94 0.96 
P17 1.00 1.00 1.00 
Fuente: Propia. 
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Recordando, la precisión es la capacidad del modelo para evitar clasificar 
incorrectamente muestras que no sean del k-ésimo modo de fallo como k-ésimo modo 
de fallo, en tanto que el recall es la capacidad del modelo para evitar clasificar 
incorrectamente muestras del k-ésimo modo de fallo como no k-ésimo modo de fallo 
y el f-score es la relación entre la precisión y el recall. En los cuadros anteriores se 
presentan la matriz de confusión y el cálculo de las métricas para el modelo LSTM-5 
respectivamente. En la matriz de confusión constan 17 condiciones de la máquina de 
acuerdo a la experimentación que se estableció. A continuación se analizan las 
métricas para cada condición de la máquina, considerando que el análisis para la 
precisión se efectúa en sentido vertical y para el recall el análisis es horizontal. 
 
 Condición P1 (Condición normal de todos los componentes): Para esta condición 
se tiene que  cuatro clases de la condición P2 han sido clasificadas como condición 
P1, esto da un valor de precisión de 0.94. No así para el recall, donde se tienen 24 
clases que perteneciendo a la condición P1 se clasificaron como P9 dando como 
resultado un recall de 0.85. El análisis determina que para la condición de análisis 
P1, la precisión es mayor que el recall, debido a la clasificación descrita. 
 
 Condición P2 (Desgaste del asiento de la válvula de descarga en la segunda etapa.): 
Para esta condición todas los modos de fallo han sido clasificados correctamente a 
su correspondiente, por lo tanto se tiene una precisión de 1. Para el recall se tiene 
un valor de 0.97 debido a que el modelo asigna erróneamente 4 modos de fallo de 
a la condición P1 y un modo de fallo a la condición P14. 
 
 Condición P3 (Corrosión de la válvula de descarga en la segunda etapa): En esta 
condición se tiene una precisión de 0.92, pues la cantidad de modos de fallos 
asignados erróneamente a la condición P3 son 2 del P5 y 13 del P7. Para el recall 
se tiene un valor de 0.85 debido a que se asignan 23 modos de fallo de la condición 
P3 a la condición P5 y 5 a la condición P7. 
 
 Condición P4 (Fractura del plato de la válvula de descarga en segunda etapa): Para 
esta condición tanto la precisión como el recall superan el 0.90. Este resultado 
favorable se debe a que únicamente 1 modo de fallo de la condición P7 ha sido 
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asignado incorrectamente a la condición  P4. Y para el recall se tiene que 12 modos 
de la condición P4 se han asignado a otras condiciones. 
 
 Condición P5 (Rotura de resorte de la válvula de descarga en la segunda etapa.): 
para esta condición se tiene el valor más bajo de la clasificación 0.73, si analizamos 
detectamos que han sido asignados erróneamente a esta condición 35 modos de 
fallos que pertenecen a la condición P7. Por otro lado el recall supera el 0.90 pues 
9 modos de fallo de esta clase han sido clasificados erróneamente a otras 
condiciones de la máquina. 
 
 Condición P6 (Desgaste del asiento de la válvula de succió en la segunda etapa.): 
Para esta condición también se tiene un valor de la precisión por debajo de 0.90, el 
motivo lo originan 38 modos de fallo de P9 asignados a la condición P6, sin 
embargo para el cálculo del recall se tiene que únicamente 7 modos de fallo de la 
P6 se asignaron erróneamente a P9, dando un valor de 0.98. 
 
 Condición P7 (Corrosión del plato de la válvula de admisión en la segunda etapa.): 
En esta condición también se observan valores bajos tanto de la precisión (0.82) 
como del recall (0.74). Para el precisión se nota que 31 modos de fallo de otras 
clases fueron asignadas erróneamente a la clase P7 y que 49 modos de fallos que 
pertenecen a las condición P7 se asignaron a otras clases. 
 
 Condición P8 (Fractura del plato dela válvula de succión en la segunda etapa.): En 
esta condición la precisión es alta (0.98), pues tan sólo cuatro modos de fallo fueron 
asignados erróneamente a esta condición. El recall tiene un valor de 0.89 porque 
21 modos de fallo de esta condición se asignaron a otras condiciones. 
 
 Condición P9 (Rotura de resorte de la válvula de succión en la segunda etapa.): La 
precisión tiene un valor de 0.89 porque 31 modos de fallos de otras condiciones 
fueron asignados a la condición P9 y el recall se valora en 0.85 porque  44 modos 
de fallo de la clase P9 se asignaron a otras clases. 
 
 Condición P10 (Desgaste del asiento de la válvula de descarga en la primera 
etapa.): En esta condición la clasificación para el cálculo de la precisión ha sido 
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correcta porque se tiene una precisión de 1; el recall también tiene un valor alto 
(0.97) pues cuatro modos de fallo de la condición P10 se ha asignado a otras 
condiciones. 
 
 Condición P11 (Corrosión del plato de la válvula de descarga en la primera etapa.): 
En esta condición tanto la precisión (0.99) como el recall (1) tienen valores altos.  
Se encuentra que únicamente dos modos de fallo de la clase P12 se asignaron 
erróneamente a esta clase. 
 
 Condición P12 (Fractura del plato de la válvula de descarga en primera etapa.): al 
igual que en la anterior la precisión (1) y el recall (0.99) tiene valores altos. Se 
observa que dos muestras de la condición P12 fueron asignadas a la condición P11. 
 
 Condición P13 (Rotura de muelle de la válvula de descarga en primera etapa.): La 
precisión para esta condición es de 0.91 porque 5 modos de fallo de la condición 
P1, 2 de la P8 y 5 de la P10 se asignaron erróneamente a la clase P13. El recall 
tiene un valor de 1. 
 
 Condición P14 (Desgaste del asiento de la válvula de succión  N°2 en la primera 
etapa.): Para esta condición la precisión tiene un valor de 0.99 pues se evidencia 
que un modo de fallo de P2 se asignó a P14. Por otra parte el recall tiene un valor 
de 1, demostrando que la clasificación para este valor fue exacta. 
 
 Condición P15 (Corrosión del plato de la válvula de succión N°2 en la primera 
etapa.): Se evidencia que en esta condición se ha asignado incorrectamente un 
modo de fallo de otra condición, por lo tanto la precisión es de (0.99) y el recall se 
valora en 0.98 porque se evidencia que tres modos de fallo se de P15 se clasificaron 
como P16. 
 
 Condición P16 (Fractura del plato de la válvula de succión N°2 en la primera 
etapa.): En esta condición la precisión es de 0.99 porque 1 modo de fallo de P13 y 
3 de P15 fueron asignados a P16. El recall tiene un valor de 0.94 porque 16 
muestras se asignaron erróneamente a P13. 
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 Condición P17 (Rotura de resorte de válvula de succión N°2 en la primera etapa.): 
Para esta condición tanto el valor de la precisión como del recall tiene un valor de 
1, es decir la clasificación fue correcta. 
 
Si analizamos los resultados podemos notar que los valores más bajos de la 
precisión se originan en las condiciones P5, P6, P7 y P9 pues están por debajo de 0.9. 
Para el recall los valores más bajos se tienen en las condiciones P1, P3, P5, P7 y P9. 
Se puede evidenciar que los valores bajos se repiten en las condiciones P5, P7 y P9.  
 
Si se analiza el F-score se puede evidenciar que las condiciones con menor valor 
son la P1, P3, P5, P7 y P9, por lo tanto indica que el modelo no se desenvolvió de 
manera eficiente para estas condiciones, pues si tomamos en consideración que 
determina una promedio o relación entre la precisión y el recall. Este valor es una 
medida de la exactitud del modelo al momento de clasificar. Los resultados que se 
presentaron y analizaron en esta sección, sirven de base para la contrastación de las 
hipótesis que se plantearon. 
 
  
5.3.1 Prueba de la hipótesis específica 3 
 
 
La tercera y última hipótesis específica plateada, se enfoca en la generalización 
del modelo que a continuación se detalla y analiza. 
 
 
c. La evaluación del modelo generado a partir de señales de vibración es capaz 
de generalizar la detección de fallos en el compresor reciprocante de simple 
efecto doble etapa. 
 
 
Para la verificación de esta hipótesis, una vez escogidos los cinco mejores modelos 
se realizaron diferentes pruebas para comprobar el mejor rendimiento. Producto de 
ello se estableció que los cinco modelos superan el p-valor que orienta a determinar 
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que todos los modelos LSTM-i son aptos para la detección de fallos. Sin embargo 
para tener mayor contundencia en la aceptación de esta hipótesis, nos centramos 
en la comparación del mejor modelo LSTM-5 con tres enfoques tradicionales La 
mejor exactitud promedio fue de 0.93  para el modelo neuronal considerado valor 
óptimo en comparación con tres enfoques tradicionales que se muestran en el  
Cuadro 25. Adicionalmente se realiza la prueba Anova para comparar los cuatro 
grupos de modelos RF, CART, KNN y LSTM para sustentar aún más la hipótesis 
de investigación. Para lo cual se plantean las siguientes hipótesis estadísticas: 
 
Hipótesis nula H0: Los dos modelos son estadísticamente iguales 
Hipótesis alternativa H1: Los dos modelos son estadísticamente diferentes 
 
Los resultados de esta prueba demuestran un valor de significancia de 
0.000<<0.05, dando lugar al rechazo de la hipótesis nula y aceptación de la 
hipótesis alternativa, que afirma que los modelos analizados son estadísticamente 
diferente. Este resultado orienta a su vez a la comprobación de la hipótesis 
específica tres que enuncia que el modelo generado tiene capacidad de 
generalización, es decir puede ser aplicable a la detección de fallos en el compresor 
reciprocante de simple efecto doble etapa. Los resultados se resumen en el Cuadro 
28. 
 
 
 
Cuadro 28. Prueba Anova para comprobación de hipótesis tres 
 Suma de 
cuadrados 
gl Media 
cuadrática 
F Sig. 
Inter-grupos 1.607 3 0.536 673.407 0.000 
Intra-grupos 0.029 36 0.001   
Total 1.636 39    
Fuente: Propia. 
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CONCLUSIONES 
 
 
 
Con la realización del presente proyecto se determinó que es posible crear un 
modelo basado en datos de vibración para la detección de fallos en compresores 
reciprocantes. El enfoque de redes neuronales artificiales recurrentes del tipo LSTM 
demostró ser altamente eficiente con respecto a otros enfoques tradicionales utilizados 
hasta el momento. La diferencia sustancial en la exactitud de reconocimiento de 
patrones temporales del modelo LSTM lleva a concluir que hasta el momento es la 
mejor opción para sistemas dinámicos donde se requiere un reconocimiento de 
patrones temporales a corto y largo plazo. 
 
Conclusión específica 1 
 
Se comprobó que el desarrollo de un pre-procesamiento de las señales 
adquiridas influye en la construcción de un modelo basado en datos para la detección 
de fallos de un compresor reciprocante de simple efecto doble etapa, pues se evidenció 
que la exactitud promedio del modelo con optimización es superior al modelo 
generado sin optimización. Esto fue posible con el diseño de una guía para la 
adquisición de señales que permitió determinar cuáles son los aspectos claves que 
intervienen para una correcta adquisición, entre las que se tiene: la configuración del 
compresor, el tipo de sensor utilizado, su ubicación, el software utilizado y el medio 
donde se ubica la máquina. Por otro lado se planteó una metodología para el pre-
procesamiento de la señal, destacando principalmente su gran utilidad para el 
tratamiento de las series de tiempo y siendo aplicable no sólo a compresores sino a 
cualquier tipo de maquinaria. 
  
Conclusión específica 2 
 
Se comprobó que es necesario realizar un proceso de optimización de 
hiperparámetros que son propios de la arquitectura neuronal para alcanzar un diseño 
adecuado que permita obtener la mayor exactitud del modelo. Al momento de realizar 
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el mapeo de las características para la detección de fallos en el compresor reciprocante 
se pudo comprobar que el modelo con la aplicación del proceso de la optimización 
obtuvo más del doble de exactitud del modelo sin optimización.  Además se evidenció 
que la utilización de la optimización bayesiana ahorra el recurso tiempo y carga 
computacional, pues el proceso iterativo para alcanzar los mejores modelos se realizó 
de forma prácticamente automática. 
 
Conclusión específica 3 
 
Finalmente se pudo comprobar que el modelo generado tiene alta precisión al 
momento de realizar el mapeo de las características de fallo, por lo tanto es posible 
generalizar su aplicación para la detección de fallos en el compresor y en otras 
máquinas donde sus sistemas sean dinámicos. De esta forma, se puede concluir que el 
uso del modelo LSTM junto con una representación de baja resolución de una señal 
de vibración es adecuado para capturar los patrones temporales que permiten realizar 
la tarea de diagnóstico, ya que evidenció una exactitud superior al 90% para 17 
condiciones de falla en comparación con otros modelos tradicionales aplicados al 
diagnóstico de fallas. 
 
Conclusiones adicionales 
 
La configuración experimental propuesta considera un solo tipo de fallo en 
cada válvula de ingreso y de descarga, es decir no se tiene un sistema multifallos. Los 
fallos que se proponen en la investigación han sido efectuados artificialmente para 
simular las condiciones reales de desgaste.  
 
La Optimización Bayesiana fue un aspecto clave para buscar de manera óptima 
el mejor conjunto de hiperparámetros que conducen al máximo valor de exactitud en 
la detección de fallos a través de la información acumulada de cada iteración. El 
resultado demuestra que luego de 200 iteraciones el comportamiento de las cinco 
mejores modelos se orienta a iguales conjuntos de hiperparámetros, pues los modelos 
LSTM-1, LSTM-3 y LSTM-5 tienen iguales valores para ܾ, ݈ݎ, ݈݊ y ݊ݑ, demostrando 
así la preferencia por estos valores al momento de alcanzar la convergencia. 
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Los valores más bajos de precisión y recall se obtuvieron en la condición de 
rotura del resorte, que conlleva a analizar qué pasa con este fallo para la estructuración 
del modelo.  
 
Los productos obtenidos de esta investigación son: una tesis de pre-grado 
titulada “Adquisición de señales acústicas y de vibración para el diagnóstico de fallos 
en un compresor reciprocante de doble etapa”, una ponencia en el Congreso 
Latinoamericano de Ingeniería Mecánica (COLIM 2018) realizado en Colombia con 
el título “Incremento del tamaño de los datos para la detección de fallos en maquinaria 
rotativa”, donde se puso en práctica la metodología planteada para el pre-
procesamiento de los datos. Además la ponencia fue aceptada para su publicación en 
la revista Bitsua-Colombia. Finalmente se ha presentado un segundo artículo para su 
publicación, donde se plasmó toda la investigación y con título “Bayesian approach to 
Long Short-Term Memory based model building for fault diagnosis of a reciprocating 
compressor”. 
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RECOMENDACIONES 
 
 
 
Las recomendaciones se enfocan en trabajos futuros que se pueden llevar a cabo a 
partir de la presente investigación y son las siguientes:  
 
 Realizar el mismo procedimiento de la investigación, pero incluyendo multifallos 
es decir, implementar más de un fallo en el sistema de funcionamiento del 
compresor y/o combinar fallos. 
 
 Ampliar el análisis de fallos a otros componentes del compresor, como es el caso 
de los rodamientos. 
 
 Considerar la optimización de los hiperparámetros para una optimización directa 
junto con los parámetros de pre-procesamiento, pues sería un ahorro 
computacional al momento de realizar los experimentos. 
 
 Analizar cuáles son las causas de la confusión al momento de la clasificación en la 
condiciones de la máquina que dieron como resultado valores bajos de la precisión 
y recall. De esta forma se tendría mayor criterio desde el punto de vista físico para 
mejorar las condiciones experimentales al momento de la adquisición de las 
señales de vibración. 
 
 Incursionar en otro tipo de parámetros de monitoreo de la condición de la máquina, 
como la emisión acústica o ruido. 
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ANEXO A. Códigos de programación para el pre-procesamiento 
(Autoría: Grupo GIDTEC). 
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ANEXO B. Códigos de programación para la creación del modelo 
(Autoría: Grupo GIDTEC). 
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ANEXO C. Códigos de programación para evaluación del modelo 
(Autoría: Grupo GIDTEC). 
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