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Abstract
Videos are a rich source of high-dimensional structured
data, with a wide range of interacting components at vary-
ing levels of granularity. In order to improve understanding
of unconstrained internet videos, it is important to consider
the role of labels at separate levels of abstraction. In this
paper, we consider the use of the Bidirectional Inference
Neural Network (BINN) for performing graph-based infer-
ence in label space for the task of video classification. We
take advantage of the inherent hierarchy between labels at
increasing granularity. The BINN is evaluated on the first
and second release of the YouTube-8M large scale multi-
label video dataset. Our results demonstrate the effective-
ness of BINN, achieving significant improvements against
baseline models.
1. Introduction
The proliferation of large-scale video datasets ([16],
[19], [1], [13]), coupled with increasingly powerful com-
putational resources allow for applications of learning on
an unprecedented level. In particular, the task of labelling
videos is of relevance with the massive flow of unlabelled
user-uploaded video on social media. The complex, rich na-
ture of video data strongly motivates the use of deep learn-
ing, and has seen measurable success in recent applications
of video classification, captioning, and question answering
([6], [23], [22]).
Different labels such as outdoors and mountain, or beer
and Irish pub have intrinsic dependencies on each other that
are difficult for standard deep learning methods to model, as
labels are generally assumed to be pairwise independent.
Graphical models have seen promising results on incor-
porating label-space inference in image classification ([5],
[9]). In particular, the work in [9] develops a Structured
Inference Neural Network (SINN) and a Bidirectional In-
ference Neural Network (BINN) that performs hierarchical
inference for image labelling. However, an image is static
stream of data relative to video.
Models of temporal dependencies in sequential data have
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Figure 1. Diagram of proposed model for performing video label
inference. Each frame of a video is fed through a pre-trained CNN,
followed by a mean pooling for temporal aggregation. Inference
is performed in label space, and predictions are made at multiple
levels of granularity.
seen common use in both computer vision and natural lan-
guage processing. In this paper, we investigate methods of
incorporating recent methods of label inference with convo-
lutional neural networks, effectively combining spatial and
hierarchichal information into a single end-to-end trainable
network. Previous successful approaches to the problem of
video classification include Convolutional Neural Networks
(CNNs) [14], Recurrent Neural Networks (RNNs) such
as LSTMs ([6], [17]), Improved Dense Trajectories (IDT)
[24], and Histogram of Oriented Optical Flows (HOOF) [2].
However, all of these previous models discount the hier-
archical dependencies between labels that could be lever-
aged to improve predictions – this paper is an attempt at
resolving this disconnect. The explicit contribution of this
paper is to extend the application of the BINN previously
presented in [9] as a module for performing video classi-
1
fication equipped with structured prediction in label space.
An overview of the model pipeline for a given video can be
seen in Figure 1.
The evaluation of our model will follow in Section 4.
We calculate our results on the two recent releases of the
YouTube-8M large-scale video dataset [1]. Our results will
be compared against the current state-of-the-art in [1] and
a baseline logistic regression classifier trained on the most
recent release of YouTube-8M.
2. Related Work
2.1. Label Relations
By default, a standard video classification approach for
a multi-label problem will not model inherent dependen-
cies between labels such as boat and water. The incorpo-
ration of these label relations into classification problems
with a large label space has been shown to improve perfor-
mance on multi-label classification tasks. Graphical repre-
sentations have been employed for modeling semantic re-
lationships within label space, such as the proposal of the
HEX graph [3] for modeling inter-label relations, or the
Ising model [5].
Applications of this concept to vision tasks has been
seen in group activity recognition using hierarchical rela-
tionships between actors and collective actions [4]. In par-
ticular, the SINN proposed in [9] leverages rich multi-label
annotations in images for performing graph-based inference
in label space.
2.2. Video Understanding
The use of machine learning for applications in video
data has advanced in lockstep with the field’s success with
image data. Recurrent neural networks (RNNs) have been
recently utilized in a number of computer vision tasks, no-
tably for the purpose of video classification. Long Short
Term Memory (LSTM) [8], an effective type of RNN ar-
chitecture, has seen frequent use in classification [17],
video/image captioning [6], and action recognition. Beyond
vision, the LSTM has seen success in Natural Language
Processing (NLP) for machine anslation [20] and sentiment
analysis [25], and in speech recognition.
The use of RNNs to model relationships in object space
has been explored, and focuses on features from raw video
input. In [10], dynamics between actors in a video scene are
jointly modeled by a set of LSTM units, and in [11], spatio-
temporal RNNs are inferred from the relationships between
objects in space.
3. Method
3.1. Bidirectional Inference Neural Network
(BINN)
The learning of structured label relations in [9] consid-
ers a hierarchical distribution of labels, where each level
is defined as a concept layer and represents the degree of
granularity for the label space in question. In the imple-
mentation for BINN, the labels are separated into a set of
m concept layers, with varying granularity. For example, a
coarse-grained label for a scene could be outdoors whereas
a fine-grained label would be tree. The intuition of the
BINN is to treat concept layers as separate timesteps of a
bidirectional RNN, and propagate information and gradi-
ents between layers. In more explicit terms, a given input
has labels yt at concept layer t.
Consider the input feature vector xi ∈ RD. This vector
will be treated as input separately for each concept layer.
The concept layers are represented as activations obtained
by performing inference in the graph – for each concept
layer t, we have an activation vector at ∈ R
kt associated
with the labels at concept layer t, where nt is the number
of labels at concept layer t. In order to perform inference,
the dimension of the input xi must be regressed to the label
space. Thus, the input xit for each concept layer t and each
input feature vector xi is given by:
xit =Wt ∗ x
i + bt (1)
whereWt ∈ R
nt×D and bt ∈ R
nt×1 are learnable parame-
ters.
The bidirectional message passing consists of two steps:
a top-down inference and a bottom-up inference. The for-
mer captures inter-layer and intra-layer label relations in the
top-down direction computing intermediate activations rep-
resented by −→a t. The latter performs the same computa-
tion in the bottom-up direction and are represented by←−a t.
Finally, aggregation parameters
−→
Ut and
←−
Ut are defined for
combining both directions and obtaining at. The entire for-
mulation for a sample xi is the following:
−→a t =
−→
V t−1,t ·
−→a t−1 +
−→
H t · x
i
t +
−→
b t (2)
←−a t =
←−
V t+1,t ·
←−a t+1 +
←−
H t · x
i
t +
←−
b t (3)
at =
−→
U t ·
−→a t +
←−
U t ·
←−a t + ba,t (4)
where Vi,j ∈ R
nj×ni , Hi ∈ R
ni×ni , Ui ∈ R
ni , and
ba,i, bi ∈ R
ni are all learnable parameters. The V and
H weights capture the inter-layer and intra-layer dependen-
cies, respectively. Since these parameters exhaust all pair-
wise relationships between labels, this step can be thought
of as propagating activations across a fully-connected di-
rected label graph.
In order to obtain class-specific probabilities for mak-
ing label predictions, the activations are passed through a
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Figure 2. Process of the BINN’s prediction given an input activation vector. We begin with a fully connected layer to project the input
vector to the dimensionality of the label space, as seen in eqn. 1. This is followed by the bidirectional inference performed on the fully
connected label graph, where the vertices represent labels. Finally, the output activations at each concept layer are fed into a multi-label
classifier.
sigmoid function, yielding normalized activations denoted
aˆt. To learn the layer parameters, the model will be trained
end-to-endwith backpropagation,minimizing the following
logistic cross-entropy loss:
E(V ) =
m∑
t=1
ni∑
y=1
(
1(yt = y) · log
(
σ(aˆt)
)
(5)
+ 1(yt 6= y) · log
(
1− σ(aˆt)
))
(6)
whereE(V ) denotes the error for a single video V . In train-
ing, we minimize the sum
∑
i
E(Vi) across each data batch
(V1, V2, . . . , VB), where batch sizeB is selected as a hyper-
parameter. A visual representation of the described model
can be seen in Figure 2.
3.2. Logistic Regression
Our baseline model follows precisely the logistic regres-
sion model presented in [1]. For a given video-level fea-
ture vector x ∈ RD, we define N entity specific parameters
wǫ ∈ R
D+1, including the bias term. Thus, given an input
sample x ∈ RD+1, we compute the probability of a cer-
tain entity ǫ as p(ǫ|x) = σ(wTǫ x). The optimization of wǫ
parameters are performed by minimizing the loss function
defined as:
λ||wǫ||
2
2 +
N∑
i=1
L(yi,e, σ(w
T
ǫ x)) (7)
where σ(·) is the sigmoid function.
3.3. Video Representation
The spatial feature representation provided by YT-8M
and YT-8M V2 consists of pre-classification activations
from the InceptionV3 network [21], resulting in feature vec-
tors of size 2048. According to [1], the spatial represen-
tations are decoded at 1 frame-per-second up to the first
360 seconds of video and are pre-processed using Principal
Component Analysis (PCA), reducing the dimensionality to
1024 features per frame.
In order to summarize the information for an entire video
sample, a simple aggregation approach was used. Since this
paper’s goal is to verify the validity of the BINN module,
a simple averaging across all frame features is performed.
The average summarizes a video’s content into a single fea-
ture vector.
In addition to RGB frame features, the audio features
are included in the YT-8M V2 dataset. The features, which
are not included in YT-8M, are extracted using an acoustic
CNN model as proposed in [7]. For the experimentation,
the audio features will be averaged across a video and con-
catenated with the video-averaged RGB feature.
3.3.1 Feature Normalization
Before training, two steps of normalization are applied on
the input samples. Two standard feature normalization tech-
niques (Z-Normalization or PCA-Whitening) are applied to
center the feature vectors and normalize to unit variance.
Secondly, L2-normalization is performed on all features,
which was seen to speed up model convergence. The ef-
fect of these preprocessing techniques on performance is
explored in the results section.
4. Experiments
To prove its efficacy, the model will be empirically evalu-
ated on YouTube-8M [1]. The effect the exclusion/inclusion
of portions of the proposed network and preprocessing steps
will be investigated in order to justify each step of the
method.
4.1. YouTube-8M (YT-8M)
The YouTube-8M dataset consists of approximately 8
million YouTube videos, each annotated with 4800 Google
Knowledge Graph entities, functioning as classes. With
each entity label is associated up to 3 verticals i.e. coarse-
grained labels. The dataset is derived from roughly 500K
hours of untrimmed video, with an average of 1.8 labels
per video. Each video is decoded as a set of features ex-
tracted by passing the RGB frame through the InceptionV3
model from Szegedy et al. [21], a deep CNN pre-trained on
ImageNet [18], and Principal Component Analysis (PCA)
is applied to reduce feature dimension. The scale of this
dataset in both label space and data space is unprecedented
in the field of video datasets, surpassing previous bench-
marks such as UCF-101 and Sports1M. Our results will be
compared against the published results on the validation set
in [1].
4.2. YouTube-8M V2 (YT-8M V2)
The YouTube-8M V2 dataset represents the frame and
audio features from approximately 7 million YouTube
videos. The dataset is an updated version of YouTube-
8M, with an increased number of labels per video and a
smaller number of entities. On average, the videos in YT-
8MV2 have 3.4 labels each, and there are only 4716 Google
KnowledgeGraph entities forming the label space. The pre-
processing for this dataset is the same as YT-8MV1, but the
audio features are also included, calculated using the CNN
method in [7]. Our results on this dataset will be reported
as well.
4.3. Experiment Details
The dataset labels were organized into a graph with two
concept layers – entities (i.e. fine-grained labels), and ver-
ticals (i.e. coarse-grained labels). We minimize the cross-
entropy loss function using the Adam optimizer [15]. For all
models, mini-batches of size 1024 were used, and a weight
decay of 10−8 was applied. The logistic regression model
was trained for 35k iterations with a learning rate of 0.01,
and the BINN was trained for 90k iterations, starting with
a learning rate of 0.001 with a decay factor of 0.1 at every
40k iterations. All models were implemented with the Caffe
deep learning framework [12], adapted from the implemen-
tation used in [9].
4.4. Results
In Table 1, results for YT-8M are presented on the vali-
dation set. The first section refers to the baseline models re-
ported in [1]. To ensure consistency with results published
in [1], we trained their logistic regression baselines. From
the results, the choice of feature normalization, Z-norm or
PCA whitening, made little difference. On the other hand,
the inclusion of L2-Normalization was crucial for duplicat-
ing the results. As can be verified from Table 1, the best
BINN model for YT-8M achieved state-of-art results with a
marginally small improvement on the PERR and mAP met-
rics. However, using exclusively video-level features, an
improvement of 2.19% on mAP metric was seen against the
leading baseline. The BINN also demonstrated measurable
success on the PERR, Hit@1 and gAP metrics, with respec-
tive improvements of 4.51%, 4.14% and 6.72%.
The results shown on Table 2 follows the same sequence
as the previous results, save for for the inclusion of au-
dio features available for YT-8M V2 and the lack of pub-
lished results. The best results were obtained using RGB
and audio features, with Z-norm and L2-Normalization.
The most effective BINN model obtained 40.91%, 72.27%,
84.96% and 79.29% for mAP, PERR, Hit@1 and gAP re-
spectively, which corresponds to improvements of 2.30%,
2.99%, 2.21% and 3.46%, against the leading baseline re-
sults.
5. Conclusion
A recently proposed method for graph-based inference
was shown to achieve state-of-the-art results on a new large-
scale video database. Via the modular design of the ap-
proach, it can be applied as an additional segment of model
of larger scale. In the terms of future work, using video
averaging as a temporal aggregation technique is naive – a
model that considers label dependencies in time is a nat-
ural extension. The incorporation of a recurrent model
like an LSTM or label inference in temporal space would
achieve an end-to-end trainable example of such an archi-
tecture. Additionally, the model could be applied to any
other dataset with labels that can be organized into a hierar-
chy, and is not restricted to YouTube-8M.
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