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Abstract
A full rational CFT, consistent on all orientable world sheets, can be constructed
from the underlying chiral CFT, i.e. a vertex algebra, its representation category C,
and the system of chiral blocks, once we select a symmetric special Frobenius algebra
A in the category C [I]. Here we show that the construction of [I] can be extended
to unoriented world sheets by specifying one additional datum: a reversion σ on A
– an isomorphism from the opposed algebra of A to A that squares to the twist. A
given full CFT on oriented surfaces can admit inequivalent reversions, which give
rise to different amplitudes on unoriented surfaces, in particular to different Klein
bottle amplitudes.
We study the classification of reversions, work out the construction of the annulus,
Mo¨bius strip and Klein bottle partition functions, and discuss properties of defect
lines on non-orientable world sheets. As an illustration, the Ising model is treated
in detail.
1
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1 Introduction and summary
Understanding conformal field theory on unoriented surfaces is not necessarily regarded as a
fundamental goal in the analysis of CFT. But there is at least one crucial application where,
together with world sheets having a boundary, non-orientable world sheets appear naturally:
type I string theory. Accordingly, it is not surprising that the investigation of CFT on unoriented
surfaces started out, and for some time was largely confined to, studies in string theory; see
e.g. [1–12]. However, apart from dealing with inherently string theoretic aspects, such as the
Klein bottle and Mo¨bius strip projections [6], these studies eventually also led to a better
understanding of CFT on non-orientable surfaces in its own right. For instance, it was realised
[7] that it is necessary to have a left-right symmetric bulk spectrum, and concepts like the P -
matrix which relates the open and closed string channels of the Mo¨bius strip amplitude [13] and
the crosscap constraint [11] were introduced. (The crosscap state itself – that is, the conformal
block for a one-point correlation function on the crosscap RP2 – was also described in [14,15].)
One crucial insight [16,17,10] was that starting from a given CFT defined on orientable world
sheets, in particular its torus and annulus partition functions, there can be several inequivalent
ways to extend it to non-orientable surfaces, giving rise to distinct Klein bottle and Mo¨bius
amplitudes. Fixing this freedom was termed the ‘choice of Klein bottle projection’.
The knowledge gathered in this research finally made it possible to proceed to a more
intrinsic study of rational CFT on unoriented surfaces. This development was pushed forward
in particular by the Rome [18–22] and Amsterdam [23–28] groups. In the latter works the role
of simple currents for the construction of different Klein bottle projections was emphasised.
These fields are particularly important for the study of non-orientable surfaces; for example,
all known Klein bottle amplitudes are related to the standard one by a simple current. In
the orientable case simple currents appear in connection with symmetry breaking boundary
conditions [29, 30]; combining the results for orientable and non-orientable world sheets finally
led to universal formulas for the boundary and crosscap coefficients for all (symmetric) simple
current modifications of the charge conjugation invariant of any rational CFT [31].
Meanwhile the interest in these matters has increased a lot – for reviews as well as further
references see [32,33]. To name just a few results, let us mention that various properties of the
Y -tensor (which appears in the Mo¨bius strip and Klein bottle amplitudes) were uncovered [19,
22,23,34–37], that the standard Klein bottle coefficients were seen to coincide with Frobenius-
Schur indicators [23, 36], and that polynomial equations relating the annulus, Mo¨bius and
Klein bottle coefficients were derived [38]. Many more results have been obtained in the study
of specific (classes of) models, ranging from the critical Ising model [18, 39] and free boson
orbifolds [40] to WZW [19,20,41–44] and coset [45,37] models, permutation orbifolds [46], and
N =2 superconformal theories [47, 48].
The amount of information obtained so far is certainly impressive. But one should also be
aware of the fact that results were typically obtained by solving only a relatively small number
of necessary consistency conditions, involving only the most basic correlation functions such as
the crosscap states and the Mo¨bius strip and Klein bottle amplitudes. In the present paper we
address rational CFT on arbitrary unoriented world sheets within a general approach that allows
for a uniform construction of arbitrary correlation functions and which is guaranteed to satisfy
all locality, modular invariance and factorisation constraints. Thus the resulting correlators are
automatically physical, unlike e.g. the ones obtained by solving only the modular invariance
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constraint for the torus or the NIM-rep property for the annulus.
Summary of the construction of [ I ]
The starting point of the construction of correlation functions in a full rational CFT that was
initiated in [49, I ] is an underlying chiral CFT: a chiral algebra (which contains the Virasoro
algebra), its representations, and the associated vector spaces H(S) of conformal blocks for
every closed Riemann surface S. A correlator C of the full CFT on a world sheet X is a
specific element of the space H(Xˆ) of conformal blocks on the complex double Xˆ of X . The
central idea [50, 51] is to use tools from three-dimensional topological field theory (TFT) to
describe this vector C ∈H(Xˆ). The TFT in question is constructed from the category C of
representations of the chiral algebra, which is a modular tensor category.
From a given chiral CFT one can, in general, construct several inequivalent full CFTs; well-
known examples are the A-D-E series of minimal models and the free boson compactified at
different radii. In the construction of [49, I ] this is reflected by the choice of a symmetric special
Frobenius algebra A in C. Accordingly, for the construction of correlators the TFT methods
are complemented by non-commutative algebra in tensor categories.
To apply the TFT tools we need to fix a three-manifold MX and a ribbon graph R in MX .
MX is the connecting manifold [52, 50]; the world sheet X is naturally embedded in MX (in
fact, X is a retract of MX) and the boundary ∂MX is the complex double Xˆ. To the data MX
and R the TFT associates a particular element of H(∂MX); this is the specific vector that gives
the correlator C on the world sheet X .
To construct the ribbon graph R⊂MX one chooses a (dual) triangulation of X . Along
the edges of the triangulation ribbons are placed that are labelled by the algebra A, while the
trivalent vertices are constructed from the multiplication of A. Thinking of the world sheet
X as embedded in MX , the part RA of the ribbon graph R built in this way lies entirely in
X . The ribbons have an orientation as a two-manifold; when X is oriented, then there is a
canonical choice for the orientation of RA, namely the one induced by the embedding RA⊂MX .
As shown in [ I ], the correlator C ∈H(Xˆ) obtained by this construction is independent of the
chosen triangulation of X . However, for a general algebra A, C does depend on the orientation
of the world sheet X .
Summary of results
To build correlators on unoriented (or even non-orientable) world sheets one needs an additional
structure on the algebra A that ensures independence of the (local) orientation of the world
sheet. For the particular case of two-dimensional topological field theory, for which the relevant
tensor category C is the category Vect of complex vector spaces (so that A is an algebra in the
ordinary sense), it was found in [53, 54] that what is required is an isomorphism of A to its
opposed algebra that squares to the identity.
Algebras for which an involutive isomorphism to the opposed algebra exists have been
discussed in the literature under the name ‘algebras with an involution’. However, in the
setting of two-dimensional conformal field theory, the braiding in the category C is, in general,
not symmetric. As a consequence, in the genuinely braided case one deals with a whole family
of algebras A(n), labelled by integers, rather than just an algebra and its opposed algebra; the
twist θA turns out to provide an algebra isomorphism from A
(n) to A(n+2).
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It turns out that the notion of algebras with involution generalises to the braided setting as
follows. For A≡A(0), the opposed algebra Aop≡A(−1), whose multiplication is obtained from
the multiplication in A by composition with the inverse braiding, must be isomorphic, as an
algebra, to A, and furthermore this isomorphism must square to the twist. That is, we need an
algebra isomorphism σ ∈Hom(Aop, A) such that σ ◦σ= θA. Such an isomorphism will be called
a reversion on A, and a symmetric special Frobenius algebra with reversion will be called a
Jandl algebra, see definition 2.1. The basic result of this paper is:
Given a chiral CFT and a Jandl algebra – a symmetric special Frobenius algebra
with reversion – one can construct a full CFT defined on all world sheets, including
unoriented world sheets which may have a boundary.
As already mentioned, to be able to formulate the CFT on unoriented world sheets the bulk
spectrum must be left-right symmetric, i.e. the matrix describing the torus partition function
must be symmetric, Zt=Z. Now Z =Z(A) is uniquely determined by A, and as shown in [ I ]
one has Z(Aop) =Z(A)
t. Thus Z(A)t=Z(A) is indeed a necessary condition for the existence
of a reversion on A. The existence of a reversion, in turn, gives a precise sufficient condition
ensuring that one can formulate the CFT on unoriented world sheets as well.
From the point of view of type II string theory, a closed string background is characterised
by a full CFT on closed oriented world sheets. Given such a background, one can consider
several D-brane configurations. This is reflected in the fact that Morita equivalent algebras
give rise to the same full CFT defined on oriented world sheets. Thus in the oriented case a
full CFT is associated to a whole Morita class S, not just a single algebra A∈S. Once we have
chosen a particular D-brane configuration by picking a representative A∈S we can try to find
an orientifold projection to describe a type I background. This corresponds to finding reversions
on A, and hence in this sense a Jandl algebra encodes a type I background. Schematically we
have
choice of Morita class S of algebras ←→ choice of closed string background
choice of representative A in S ←→ choice of D-brane configuration
choice of reversion σ on A ←→ choice of orientifold projection
From the string perspective it is intuitively clear that the number of possible orientifold pro-
jections does depend on the choice of D-brane configuration. This rephrases another crucial
insight of this paper:
The number of possible reversions does depend on the choice of representative
in a Morita class of symmetric special Frobenius algebras.
This result immediately poses the question of classification of reversions; this issue will be
addressed in section 2.5. The outcome is that every Morita class S contains a finite number of
representatives Ai with reversions σi,j such that every reversion σ on any A∈S can be related to
one of the Jandl algebras (Ai, σi,j), in a way described in proposition 2.16. In CFT terminology,
this means that a reversion on an arbitrary D-brane configuration in a given background can
be related to a reversion on either an elementary D-brane or else a superposition of two distinct
elementary D-branes with the same boundary field content.
This result is in accordance with the geometric interpretation of D-branes and orientifold
planes in string theory. Either an elementary D-brane is already invariant with respect to
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reflection about the orientifold plane, or it is not, in which case one must take the configuration
consisting of the D-brane and its image under the reflection about the orientifold plane. We
want to stress, however, that our classification of reversions results from an intrinsic CFT
computation which does not rely on the existence of any space-time interpretation of the CFT.
Thus our analysis shows that the geometric picture retains some validity in the deep quantum
regime.
Also recall from [ I ] that boundary conditions are described by left A-modules. The existence
of a reversion σ on A allows us to associate to any left A-module M another left A-module
Mσ, and thereby to define a (σ-dependent) conjugation Cσ on left A-modules, i.e. on the space
of boundary conditions (see definition 2.6 and proposition 2.8). Note that, in contrast, the
structure of a symmetric special Frobenius algebra alone does not allow one to endow the
category of left A-modules with a conjugation.
The prescription for the three-manifold MX and ribbon graph that describe a correlation
function is given, for the case without field insertions, in section 3.1. Three examples are worked
out in detail: the annulus (section 3.2), Mo¨bius strip (section 3.3) and Klein bottle (section
3.4) partition functions. For the annulus, both boundaries are chosen to have the same orien-
tation. The corresponding annulus coefficients, giving the multiplicities of open string states,
are written with two lower indices, AkMN ; we show that they are symmetric in the boundary
conditions M and N , and that the coefficients A0MN coincide with the boundary conjugation
matrix (equation (3.23) and lemma 3.3). The ribbon graphs for the three partitions functions
are presented in the figures (3.22), (3.37) and (3.55), respectively. The coefficients mo¨kR of the
Mo¨bius strip amplitude are shown to be integers and satisfy 1
2
(mo¨kR+AkRR)∈Z≥0 (theorem
3.5). The latter property is necessary for a consistent interpretation in type I string theory,
where this combination of annulus and Mo¨bius strip counts the number of open string states.
Similarly, for the Klein bottle coefficients Kk it is shown that Kk ∈Z and 12 (Zkk+Kk)∈Z≥0,
where Zij are the coefficients of the torus partition function (theorem 3.7).
Another important constraint is the consistency of the Mo¨bius strip and Klein bottle ampli-
tudes in the crossed channel, where in both cases only closed strings propagate. Note that all
these constraints are automatically satisfied on general grounds, because the amplitudes con-
structed with the present method are consistent with factorisation. Nevertheless we investigate
the crossed channels for Mo¨bius strip and Klein bottle explicitly; in particular we establish the
relations
mo¨kR =
1
S00
∑
l,α,β
Pkl S
A
R,lα g
l¯ l
αβ γ
σ
lβ and Kk =
1
S00
∑
l,α,β
Skl γ
σ
lα g
l¯ l
αβ γ
σ
lβ (1.1)
(see equations (3.119), (3.120) and sections 3.5 – 3.7). This is done for several reasons. First, the
details of the general proof of factorisation have not been published yet, and it is illustrative
to discuss these particular cases separately. Second, the relations (1.1) are used to actually
compute mo¨kR and Kk. This is done by giving explicit expressions for the constituents S
A
(formulas (3.106) and (3.108)), γσ ((3.103), (3.110) and (3.112)) and g (formula (3.118)). The
latter expressions involve only the defining data of the modular tensor category (the braiding
and fusing data R and F), the Jandl algebra (the productm and the reversion σ), the A-modules
(the representation morphisms ρ), and a basis µ in the space of local morphisms (definition 3.9
and equation (3.104)).
We also discuss defect lines on unoriented world sheets (section 3.8). Here a new feature
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arises. Suppose a conformal defect is wrapping a non-orientable cycle on the world sheet, that
is, a cycle whose neighbourhood has the topology of a Mo¨bius strip. For a generic defect this
is only possible when inserting a disorder field, because the two ends of a defect wrapping a
non-orientable cycle generally cannot be joined in a conformally invariant manner. While a
conformal defect can be deformed continously without changing the value of the correlator,
the position of the disorder field insertion must remain fixed, i.e. the insertion of a disorder
field marks a point on the world sheet. This way one can single out an interesting subclass
of conformal defects, namely those which can wrap a non-orientable cycle without the need to
insert any disorder field. A defect Y belongs to this subclass iff HomA|A(Y s, Y ) has nonzero
dimension, see the end of section 3.8 and equation (3.159). (Of course Y s depends on the choice
of reversion.)
Finally we work out two examples in detail. First, the classification of reversions is carried
out for the case C=Vect, illustrating the simplifications that occur when working with algebras
in the ordinary sense (section 4.1). Second, as simplest non-trivial CFT model, the critical Ising
model is treated in great detail (section 4.2). The defining data of the modular category C are
presented, and the symmetric special Frobenius algebras are classified and shown to form a
single Morita class. Then all reversions are classified; it is found that all reversions can be
related to two fundamental ones. The boundary conjugation matrix and the Mo¨bius strip and
Klein bottle amplitudes are computed. On the basis of these a lattice interpretation is offered
for the two different reversions.
In four appendices we provide further details. We display a collection of moves on ribbon
graphs which are useful in the evaluation of various invariants (appendix A.1), provide the
slightly lengthy proof of the algorithm for finding reversions (appendix A.2), comment on the
recursion formula (3.131) for computing invariants obtained by glueing two solid tori (appendix
A.3), and give an auxiliary calculation for the classification of reversions in the Ising model that
is omitted in the main text (appendix A.4).
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2 Jandl algebras
To be able to deal with non-orientable world sheets, an additional structure on algebras – a
reversion – must be introduced. To see why this structure is indeed needed, let us have a look
at the prescription on how to construct the ribbon graph for an oriented world sheet and point
out what is needed to extend that prescription to unoriented world sheets.
Recall from section I:5.1 that in the oriented case we choose a dual triangulation of the
world sheet and then place A-ribbons along its edges. These ribbons must be oriented as two-
manifolds. In a graphical calculus the two possible orientations are indicated by drawing the
ribbon with two different colours, say with a white and a black side, respectively. For the case of
oriented world sheets, in [ I ] we have chosen the orientation inherited from the orientation of the
world sheet. For non-orientable world sheets, it is still possible to choose a dual triangulation,
but after doing so we face two problems. First, we do not know how to orient the ribbons. Of
course, we can still choose local orientations. But every non-orientable surface contains a cycle
that, after fattening, gives a ribbon with the topology of the Mo¨bius strip. As a consequence,
we are inevitably faced with the task to join two A-ribbons with opposite orientations, or in
other words, we must join the white side of an A-ribbon to the black side of another A-ribbon.
A priori it is unclear how this should be done; let us symbolise this unknown operation by a
dashed box and refer to it as a reversing move. The simplest manipulation one could carry
out at a reversing move is the purely geometric operation of just performing a “half-twist”, i.e.
rotating the ribbon by an angle of π, according to
?
= (2.1)
Already at this point, it is apparent that there is too much arbitrariness in this prescription:
it is not clear that turning the ribbon in the opposite direction will give an equivalent result.
To determine what properties the reversing move must possess in order to avoid such am-
biguities, we must analyze the situation in more detail. Let us choose, right from the start, at
every vertex of the triangulation a local orientation of the world sheet. This also fixes, around
that vertex, what is to be considered as the white and the black side of the ribbon. Indepen-
dence of the choices of local orientation and of the triangulation can then be seen to impose
the conditions
= and = (2.2)
on the reversing move. The second of these equalities ensures that two different choices of the
local orientation at the vertex give equivalent results, while the first equality allows us to cancel
two reversing moves.
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One can quickly convince oneself that the first ansatz (2.1) of simply turning the ribbons
by an angle π does not obey these conditions 1. Instead a more general ansatz is required. To
this end we include in the reversing move a suitable ‘compensating’ morphism σ ∈Hom(A,A),
i.e. every half-twist is accompanied by the morphism σ, according to
σ= (2.3)
The conditions (2.2) then translate into statements about the morphism σ – they imply that
σ is a reversion on A, see definition 2.1 below (one also needs proposition 2.4).
As a matter of fact, the reasoning above just repeats what has already been done in [53] for
two-dimensional lattice topological field theory. A 2d TFT is defined by an algebra over C, i.e.
an algebra in Vect
C
. The line of arguments just described lead the authors of [53] to introduce
an involutive algebra anti-homomorphism σ, i.e. a linear map satisfying σ(ab) = σ(b) σ(a) and
σ ◦σ= id.
2.1 Reversions
For general modular tensor categories the only modification comes from the fact that the twist
and the braiding can be non-trivial. This suggests the
Definition 2.1 :
(i) A reversion on an algebra A=(A,m, η) is an endomorphism σ∈Hom(A,A) that is an
algebra anti-homomorphism and squares to the twist, i.e.
σ ◦ η = η , σ ◦m = m ◦ cA,A ◦ (σ⊗σ) , σ ◦ σ = θA . (2.4)
If the algebra A is also a coalgebra, A=(A,m, η,∆, ε), then we demand that in addition
ε ◦ σ = ε and ∆ ◦ σ = (σ⊗σ) ◦ cA,A ◦∆ (2.5)
hold. In pictures:
=
σ
σ
θ =
σ
σ σ
=
σ
σ σ
=σ =σ
A
A
A
A
A
A
A A
A
A
A
A
A A
A
A
A A
A A
(2.6)
(ii) The quadruple A=(A,m, η, σ) consisting of an algebra and a reversion is called an algebra
with reversion.
(iii) A symmetric special Frobenius algebra with reversion will also be called a Jandl algebra.
1 For an interpretation of half-twists in the context of quantum groups see remark 7.2 of [55].
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Recall from corollary I:3.19 and proposition I:3.20 that from a given algebra A one can
obtain a whole series of algebras A(n) by composing the multiplication with some power cnA,A
of the braiding. The twist θA provides algebra isomorphisms from A
(n) to A(n+2). With respect
to this property, finding a reversion σ on A amounts to taking a square root of the twist:
Proposition 2.2 :
Let A be an algebra and n an integer. A morphism σ∈Hom(A,A) is a reversion for A if and
only if it is an algebra morphism from A(n) to A(n+1) and squares to θA.
An analogous statement holds if A is in addition a coalgebra.
Proof:
Let A=(A,m, η) be an algebra. By definition,
A(n) = (A,m ◦ (cA,A)n, η) . (2.7)
That σ ∈Hom(A,A) is an algebra morphism from A(n) to A(n+1) squaring to the twist thus
means
σ ◦m(n) = m(n+1) ◦ (σ⊗σ) , σ ◦ η(n) = η(n+1) and σ ◦ σ = θA . (2.8)
By functoriality of the braiding we have cA,A ◦ (σ⊗σ) = (σ⊗σ) ◦ cA,A. Hence by substituting
the definition (2.7) into (2.8) one sees that (2.4) and (2.8) are indeed equivalent.
If in addition A is coalgebra with coproduct ∆ and counit ε, then the coproduct and counit of
A(n) are given by ∆(n)= (cA,A)
−n ◦∆ and ε(n)= ε. Then by the same reasoning as above one
checks the equivalence of
(σ⊗σ) ◦∆(n) = ∆(n+1) ◦σ and ε(n) = ε(n+1) ◦ σ (2.9)
with the conditions (2.5). X
If we are given two reversions σ1 and σ2 of an algebra A, the above proposition implies
that ω= σ−11 ◦σ2 is an algebra automorphism of A. Conversely, all possible reversions for a
given algebra A can be obtained by composing a single reversion σ0 with suitable algebra au-
tomorphisms ω of A. Note, however, that while the first two properties in (2.4) for σ :=ω ◦σ0
being a reversion follow directly from the fact that ω is an algebra morphism, the requirement
σ ◦σ= θA places an additional condition on ω. Writing θA=σ0 ◦σ0 yields the following result.
Proposition 2.3 :
Let A be an algebra with reversion σ0 and ω∈Hom(A,A) be an automorphism of A. Then
σ=ω ◦ σ0 is a reversion on A if and only if
ω ◦ σ0 ◦ ω = σ0 . (2.10)
Not all reversions obtained from algebra automorphisms obeying (2.10) should be treated
as distinct. Let A1 and A2 be two algebras and f ∈ Hom(A1, A2) be an algebra isomorphism.
If A1 and A2 have reversions σ1 and σ2, then f is an isomorphism of algebras with reversion
if f ◦σ1= σ2 ◦ f . In particular two reversions (A, σ) and (A, ω ◦σ) on the same algebra are
isomorphic if there exists an automorphism f of A such that ω ◦ σ= f ◦ σ ◦ f−1.
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If A is a symmetric special Frobenius algebra, the coproduct and counit are determined
through the multiplication. This reduces the number of conditions σ has to satisfy to be a
reversion on A. In fact, due to the proposition below it is enough to check that
σ ◦ σ = θA (2.11)
and
σ ◦m = m ◦ cA,A ◦ (σ⊗σ) . (2.12)
These are precisely the conditions that correspond to the properties displayed graphically in
picture (2.2).
Proposition 2.4 :
Let A be an algebra, and σ ∈Hom(A,A) satisfy the relation (2.12). Then σ also obeys
σ ◦ η = η . (2.13)
If in addition σ has the property (2.11) and A is symmetric special Frobenius, then σ is a
reversion on A, i.e. we also have
ε = ε ◦ σ , (σ⊗σ) ◦∆ = c−1A,A ◦∆ ◦ σ . (2.14)
Proof:
The equality σ ◦ η= η is obtained as
σ ◦ η = m ◦ (σ ⊗ idA) ◦ (η ⊗ η) = σ ◦m ◦ c−1A,A ◦ (η ⊗ σ−1) ◦ η = η , (2.15)
where the second step uses (2.12).
To show that ε ◦σ= ε we use that, by lemma I:3.11, the counit ε of a symmetric Frobenius
algebra is of the form ε=β ε♮ for some β ∈C×, with the morphism ε♮ as defined in (I:3.46). It
follows that
ε ◦ σ = β ε♮ ◦ σ = β = β ερ = ε .
A
σ−1
σ
A
(2.16)
Here the second step uses (2.12). In the third step σ−1 is cancelled against σ and the A-loop is
moved to the right side of the ingoing A-ribbon; the two resulting twists in the A-loop cancel,
so that one is left with ερ as defined in (I:3.46). The last step uses lemma I:3.9(ii) which states
that ερ= ε♮.
Finally we must check that (σ⊗σ) ◦∆= c−1A,A ◦∆ ◦σ. To this end we use the morphism
Φ1 ∈Hom(A,A∨) in (I:3.33). We have
Φ1 ◦ σ = = = σ∨ ◦ Φ1 .
A∨
σ−1
A
σ−1
σ
A
σ−1
A∨
(2.17)
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In the first step the definition of Φ1 is inserted and ε= ε ◦σ−1 together with (2.12) is used.
The second step is a deformation of the A-ribbon. In the last step the twist is absorbed via
property (2.11), i.e. σ−1 ◦ θA=σ. We are then left with σ∨ ◦Φ2 (the dual f∨ of a morphism
f has been defined in (I:2.8) and (I:2.12)), and finally we can use that Φ2=Φ1 because A is
symmetric (definition I:3.4). Now from the expression (I:3.42) for the coproduct ∆ we have
(σ⊗ σ) ◦∆ =
σ
Φ−11
σ
=
σ
Φ−11
σ∨ σ
=
σ
Φ−11
θ = (cA,A)
−1 ◦∆ ◦ σ ,
(2.18)
where the second step combines the result (2.17) with property (2.12). In the third step the
two σ’s are combined to a twist θA via (2.11) and the leftmost A-ribbon is moved to the right,
resulting in another twist. Then the two twists cancel and one recognises another expression
in the list (I:3.42) for the coproduct (recall Φ1=Φ2). X
Remark 2.5 :
(i) According to proposition I:5.3, the matrices Zij that give the torus partition functions of
the full CFTs for A and Aop≡A(−1) are related by Z(Aop) =Z(A)t. Since the morphism σ pro-
vides an algebra isomorphism between Aop and A, it follows that Z(A) =Z(A)
t is a necessary
condition for A to admit a reversion.
(ii) Recall from theorem I:3.6(i) that an algebra (A,m, η) can have, up to isomorphism, only a
single symmetric special Frobenius structure. The qualifiers ‘symmetric’, ‘special’ and ‘Frobe-
nius’ contain thus no additional information, but rather indicate a restriction on the class of
algebras one can use.
For reversions the situation is different. While the existence of a reversion further restricts
the class of algebras (see point (i)), a given symmetric special Frobenius algebra can allow for
several inequivalent reversions. Section 4 will provide examples for this phenomenon. To con-
struct a conformal field theory on unoriented surfaces, one must thus choose both a (symmetric
special Frobenius) algebra and a reversion on that algebra; different reversions on the same
algebra can give inequivalent conformal field theories.
(iii) There can exist several distinct morphisms σ(i) that turn a given symmetric special Frobe-
nius algebra into a Jandl algebra. An important point to notice is that the number of such
morphisms is, in general, not the same for every member of a given Morita class of algebras.
Again we will meet examples in section 4. (We even cannot exclude the possibility that some
representatives of the Morita class allow for reversions while others cannot carry any reversion
at all, though we are not aware of an example of this phenomenon.)
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2.2 Expressing reversions in a basis
When introducing bases for the vector spaces Hom(Ui, A) and Hom(A,Ui), with Ui any simple
object, the morphism σ is encoded in a collection of matrices σ(i). The conditions (2.11) and
(2.12) can then be formulated as relations among those matrices. Let us describe this in detail.
As an object of C the algebra A is a direct sum A∼= ⊕i∈I ni Ui with some multiplicities
〈i,A〉=ni ∈Z≥0, where {Ui | i∈I} is a (finite) set of representatives for the isomorphism classes
of irreducible objects of C. We choose a basis {α} in the morphism space Hom(Ui, A) and a
dual basis {α¯}⊂Hom(A,Ui), as in (I:3.4). In this basis the multiplication on A is given by
numbers m cγ; δaα,bβ as in (I:3.7). Similarly, the reversion σ is then encoded in matrices σ(i)
β
α via
=
∑
i∈I
〈i,A〉∑
α=1
〈i,A〉∑
β=1
σ(i) βα
A
A
σ
A
A
i
α
β
(2.19)
where we use the short-hand 〈X, Y 〉≡ dim
C
Hom(X, Y ). Inserting (2.19) into (2.11) and (2.12)
we get the conditions
〈i,A〉∑
β=1
σ(i) βα σ(i)
γ
β = δα,γ θi and
〈k,A〉∑
ρ=1
m kρ; δiα,jβ σ(k)
γ
ρ =
〈i,A〉∑
µ=1
〈j,A〉∑
ν=1
σ(i) µα σ(j)
ν
β
Nji
k∑
ε=1
m kγ; εjν,iµ R
(i j)k
ε δ
(2.20)
for the matrices σ(i), where R are the braiding matrices which express the braiding after a choice
of bases, see (I:2.41). If we restrict to the particular subclass of modular tensor categories
for which Nij
k ∈{0, 1} and to algebras with multiplicities 〈i,A〉 ∈ {0, 1}, the equations (2.20)
simplify considerably:
σ(i)2 = θi and m
k
ij σ(k) = σ(i) σ(j)m
k
ji R
(i j)k . (2.21)
(Thus σ(i) is a square root of the number θi; note that its value does not depend on any gauge
choices.) However, the simplifying assumption 〈i,A〉 ∈ {0, 1} is very restrictive. Indeed, one
finds that certain types of reversions can only be realised on algebras having 〈i,A〉> 1 for some
simple objects Ui (in fact this happens already for su(2)k WZW models with k odd).
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2.3 Conjugate modules
The reversion σ can be combined with a braiding to turn left modules into right modules. This
is achieved via the mapping
7−→
A M˙
M˙
ρ
M˙
M˙
ρ
σ
A
(2.22)
Indeed one quickly verifies that the representation property for right modules is satisfied:
= =
M˙
M˙
ρ
ρ
A
σ
A
σ
M˙
M˙
ρ
A
σ
A
σ
M˙
M˙
ρ
A
σ
A
(2.23)
There is also another way to obtain a right module, denoted by M∨, given a left module M ,
which does not involve a reversion, but rather the duality, see (I:4.60):
7−→ :=
A M˙
ρ
M˙
M˙∨
M˙∨
M˙∨A
ρ
A
M˙∨
(2.24)
However, while (2.22) defines a right module structure on the same object M˙ , (2.24) defines it
on the dual object M˙∨.
Combining (2.22) and (2.24) we obtain a map from left modules to left modules:
7−→ ≡ =: ρσ .
A M˙
ρ
M˙
A
σ
M˙∨
M˙∨
A
σ
M˙∨
ρ
M˙∨
(2.25)
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This suggests the following definition.
Definition 2.6 :
Let A be an algebra. For a left A-module M = (M˙, ρ) the conjugate (left) module with respect
to a reversion σ on A is
Mσ := (M˙∨, ρσ) (2.26)
with ρσ given in (2.25).
Mσ is again a left A-module. Note that Mσσ is in general not equal to M , just like U∨∨ is
in general not equal to U as an object of C. But Mσσ and M are isomorphic as left A-modules.
To see this recall that an isomorphism δU between U and U
∨∨ can be given with the help of
the left and right dualities (cf. (I:2.13) and chapter 2.2 of [56]):
δU = (idU∨∨ ⊗ dU) ◦ (b˜U∨ ⊗ idU) ∈ Hom(U, U∨∨) . (2.27)
The morphisms δU satisfy δU⊗V = δU ⊗ δV and δU∨ = ((δU)∨)−1. It can be checked by direct
substitution (being careful not to mix up the left and right dualities) that an isomorphism
between Mσσ and M is provided by δM˙ , i.e. we have
ρ = δ−1
M˙
◦ ρσσ◦ (idA⊗ δM˙) . (2.28)
As a word of warning, let us recall that [57] with suitable assumptions on the algebra A
it can happen that the category of left A-modules has the structure of a tensor category with
duality. In that case, the conjugate module as introduced in definition 2.6 is, however, not
necessarily equal to the dual module in the sense of this duality.
The following proposition lists some further properties of conjugate modules.
Proposition 2.7 :
Let A be a Jandl algebra, with reversion σ.
(i) The mapping M 7→Mσ and f 7→ f∨ furnishes a contravariant endofunctor of CA. Thus for
any two A-modulesM , N , the mapping f 7→ f∨ furnishes an isomorphism HomA(M,N)∼=HomA
(Nσ,Mσ).
(ii) The square of this endofunctor is equivalent to the identity functor, so that HomA(M,N
σ)∼=
HomA(N,M
σ).
(iii) For induced modules one has (IndA(U))
σ∼= IndA(U∨) as left A-modules. In particular,
Aσ ∼=A.
Proof:
(i) Given a morphism f ∈HomA(M,N) we must verify that f∨ ∈HomA(Nσ,Mσ). Writing out
the definitions, this amounts to proving that
ρσ ◦ (idA ⊗ f∨) = = = f∨ ◦ ρσ .
A
σ
N˙∨
f
M˙∨
A
σ
N˙∨
f
M˙∨
(2.29)
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This equation can be seen to hold by deforming the M˙ - and N˙ -ribbons to move f close to the
representation morphism ρ and using that f is in HomA(M,N). That this mapping is linear
and invertible is obvious.
(ii) We have already seen above that Mσσ ∼=M via the morphism δU (2.27). To check the
statement for morphisms, we note that f 7→ f ◦ δN˙ provides an isomorphism from HomA(Nσσ,M)
to HomA(N,M). Combining this with the isomorphism from (i) gives
HomA(M,N
σ) ∼= HomA(Nσσ,Mσ) ∼= HomA(N,Mσ) . (2.30)
(iii) Consider the morphism ϕ∈Hom(A⊗U∨, U∨⊗A∨) given by
ϕ := (cU∨,A∨)
−1 ◦ (Φ2⊗ idU∨) ◦ (σ−1⊗ idU∨) . (2.31)
Its inverse is easily computed to be
ϕ−1 = (σ⊗ idU∨) ◦ (Φ−12 ⊗ idU∨) ◦ cU∨,A∨ (2.32)
(as A is symmetric, the morphism Φ2, defined in (I:3.33), is equal to Φ1, see above; Φ
−1
2 is given
explicitly in (I:3.35)). Denote now by ρ the representation morphism of IndA(U
∨). To establish
that (IndA(U))
σ is isomorphic to IndA(U
∨) it is enough to show that ρ=ϕ−1 ◦ ρσ ◦ (idA⊗ϕ).
This equality, in turn, can be seen as follows.
ϕ−1 ◦ ρσ ◦ (idA ⊗ ϕ) = = =
A
σ
Φ−12
A
σ−1
σ
Φ2
A U∨
U∨ A
A A U∨
U∨
A A
A
U∨
U∨
(2.33)
In the first step (2.17) together with the explicit expression for ϕ and ϕ−1 is inserted. The U∨-
ribbon can then be disentangled, resulting in the first picture. The second picture is obtained
by using (2.12) and the explicit form of Φ2 and Φ
−1
2 . The last step amounts to a deformation
of the A-ribbons and then associativity, Frobenius, unit and counit property.
The special case Aσ ∼=A is obtained when setting U =1. X
The mapping M 7→Mσ gives rise to an involution on the set J = {Mκ | κ=1, ... , |J |} of
representatives of isomorphism classes of simple A-modules. Some properties of this involution
are collected in the following
Proposition 2.8 :
(i) For Mρ a simple left A-module, the left A-module (Mρ)
σ is simple, too.
Further, setting
Cσκρ := dimCHomA(Mκ, (Mρ)
σ) , (2.34)
we have
(ii) (Mκ)
σ∼= ⊕ρ∈J CσκρMρ as left A-modules.
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(iii) The matrix Cσ= (Cσκρ) is symmetric and squares to the unit matrix.
(iv) Cσ is a permutation matrix of order two.
(v) If A is haploid, then it is simple as a module over itself, A∼=Mκ◦ for some κ◦ ∈J , and
Cσκ◦ρ= δκ◦,ρ.
Proof:
(i) The statement that (Mρ)
σ is simple is equivalent to dim
C
HomA((Mρ)
σ, (Mρ)
σ) = 1. The
latter, in turn, is an immediate consequence of Mρ being simple and proposition 2.7(i).
(ii) Since the category CA of left A-modules is semisimple, every A-moduleM decomposes as an
A-module asM ∼=⊕κ∈J 〈Mκ,M〉AMκ, abbreviating 〈M,N〉A≡ dimCHomA(M,N) as introduced
in (I:4.5). When M is simple, this yields (ii).
(iii) Symmetry of Cσκρ is a consequence of proposition 2.7(i).
Specialising the general relation HomA(M,N)∼=
⊕
λ∈J HomA(M,Mλ)⊗HomA(Mλ, N) to the
case M = (Mκ)
σ and N =(Mρ)
σ and comparing dimensions results in δκ,ρ=
∑
λ∈J C
σ
κλC
σ
λρ.
(iv) Since (Mρ)
σ is again simple, it is isomorphic to precisely one Mκ with κ∈J . It follows
that Cσ is a permutation, which by (iii) has order two.
(v) follows directly from proposition 2.7(ii). X
Remark 2.9 :
(i) Recall that simple A-modules correspond to elementary boundary conditions. Thus the
matrix Cσ is precisely the boundary conjugation matrix that was introduced, based on the idea
of “complex charges” [13], in [21] (see also [28]). Also recall that the A-modules give rise to a
NIMrep of the fusion rules of the category C; the additional structure provided by the matrix
Cσ has been termed an ‘S-NIMrep’ in [28]. We will return to this point in the context of
annulus coefficients in section 3.2, where we also give an explicit formula for Cσκρ in terms of
the reversion σ on A.
(ii) Proposition 2.7(ii) implies that for induced modules the effect of conjugation is independent
of σ. As a consequence, a characteristic feature of a reversion σ is its action on submodules of
induced modules. Concretely, suppose that
IndA(Uk) ∼= M (k)1 ⊕ · · ·⊕M (k)nk (2.35)
is the decomposition of the induced module IndA(Uk) into simple submodules. Because of
(Uk)
∨∼=Uk¯, for any i=1, 2, ... , nk, we then have (M (k)i )σ ∼=M (k¯)j for some j. These conditions
restrict the possible actions of σ on simple modules. For example, for k= k¯ every σ only
permutes the simple submodules of IndA(Uk) amongst themselves.
(iii) When A is not haploid, then it is not simple as a module over itself, and boundary
conjugation acts, in general, non-trivially on the simple submodules of A.
In order to discuss defect lines on non-orientable world sheets we need a notion of conjuga-
tion also for bimodules. In fact we will make use of three different types of conjugation. Our
conventions for A-B-bimodules are given in definition I:4.5. An A-B-bimodule X is a triple
X =(X, ρ, ρ˜), where ρ and ρ˜ are a left action of A and a commuting right action of B on X ,
respectively. The following result is a straightforward consequence of the definition of σ and of
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a left/right action. It can be established by moves analogous to (2.23); we omit the details of
the proof.
Proposition 2.10 :
Let X =(X˙, ρ, ρ˜) be an A-B-bimodule. Then
Xs = (X˙, ρs, ρ˜s) and Xv = (X˙∨, ρv, ρ˜v) (2.36)
with
ρs := ρ˜ ◦ cBX ◦ (σB ⊗ idX) , ρ˜s := ρ ◦ cXA ◦ (idX ⊗ σA) ,
ρv := (d˜B⊗idX˙∨) ◦ (idB⊗(ρ˜)∨) , ρ˜v := (idX˙∨⊗dA) ◦ ((ρ˜)∨⊗idA) ,
(2.37)
are B-A-bimodules, and
Xσ = (X˙∨, ρσ, ρ˜σ) (2.38)
with
ρσ := (d˜A⊗idX˙∨) ◦ (σA⊗(ρ ◦ cXA)∨) , ρ˜σ := (idX˙∨⊗dB) ◦ ((ρ˜ ◦ cBX)∨⊗σB) (2.39)
is an A-B-bimodule.
Pictorially, the three types of conjugation look as follows:
Xs := Xv := Xσ :=
σB
B X
X
σA
A B X∨
X∨
A
σA
A X∨
X∨
σB
B
(2.40)
In relation with defect lines on non-orientable surfaces one is lead to investigate the conju-
gate module Xs in more detail. The following proposition tells us how this conjugation acts on
α-induced bimodules (recall the definition of the latter from section I:5.4).
Proposition 2.11 :
For U an object of C, there are the isomorphisms
(α+(U))s ∼= α−(U) and (α−(U))s ∼= α+(U) . (2.41)
of A-A-bimodules
Proof:
Let us demonstrate (α+(U))s∼=α−(U); the second identity can be seen in a similar fashion.
Consider the morphism ψ := cUA ◦ cAU ◦ (σ⊗id) ∈ Hom(A⊗U,A⊗U). Clearly, ψ is invertible.
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Further, denoting by ρ and ρ˜ the left/right representation of A for α−(U), the following moves
establish that ψ commutes with the representation morphisms of α±(U):
ψ ◦ ρ˜ ◦ (ρ⊗idA) = = = ρ˜s ◦ (ρs⊗idA) ◦ (idA⊗ψ⊗idA) .
A A
A
σ
U
U
A A
σ
A
A
σ
U
U
A
σ
(2.42)
Thus we have ψ∈HomA|A(α−(U), (α+(U))s), showing that indeed the two bimodules are iso-
morphic. X
2.4 Reversions on Morita equivalent algebras
When studying the relationship between algebras and conformal field theory, it is natural to
introduce a concept of CFT-equivalence for algebras. Loosely speaking:
Two algebras are CFT-equivalent iff the associated full conformal field theories have
the same correlators, up to a suitable relabelling of fields, boundary conditions and
defects.
It was already noted in [ I ] that when considering the class of CFTs defined on oriented world
sheets, two (symmetric special Frobenius) algebras are CFT-equivalent if they are Morita equiv-
alent. However, as was already mentioned above, the number of possible reversions for an
algebra is not invariant under Morita equivalence. Thus when considering CFTs defined on un-
oriented world sheets and Jandl algebras, CFT-equivalence of algebras will amount to a certain
refinement of the notion of Morita equivalence.
The purpose of this section is to provide a sufficient criterion, given in proposition 2.16, for
when a reversion on an algebra A induces a reversion on a Morita equivalent algebra B. We
expect that two simple Jandl algebras are CFT-equivalent if they are Morita equivalent and if
the construction of proposition 2.16 is applicable. We will return to this issue in future work.
Suppose we are given a symmetric special Frobenius algebra A and a left A-module M . In
this section we will in addition assume that A is a simple algebra, which means that Z(A)00=1.
If this is not the case, A can be written as a direct sum of several simple algebras, which
corresponds to the superposition of several CFTs, see the discussion at the end of section I:3.2.
Below we will several times make use of subobjects that are defined as images of idempo-
tents. The conventions we use are summarised in the following definition.
Definition 2.12 :
Let P ∈Hom(U, U) be an idempotent, P ◦P =P . A triple (S, e, r), consisting of an object
S ∈Obj(C) and morphisms e∈Hom(S, U) and r∈Hom(U, S), is called a retract of P iff
e ◦ r = P and r ◦ e = idS . (2.43)
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The subobject S of U is then called the image of P .
Since by assumption the modular tensor category C is in particular semisimple and abelian,
morphisms e and r satisfying (2.43) exist for every idempotent P . Note further that P ◦ e= e ◦ r◦
e= e. Together with a similar argument for r, this leads to the relations
P ◦ e = e and r ◦ P = r . (2.44)
Given an A-module M , consider the idempotent P⊗A ∈Hom(M∨⊗M,M∨⊗M) given by
P⊗A :=
M˙∨
M˙∨
A
M˙
M˙
(2.45)
That this in indeed an idempotent follows from the same moves as in (I:5.127). The image of
this idempotent is a subobject B of M∨⊗M , isomorphic to M∨⊗AM . The graphical notation
we will use for e and r is
e := r :=
M˙∨
B
M˙
M˙∨
B
M˙
(2.46)
Proposition 2.13 :
Let A be a simple symmetric special Frobenius algebra, M an A-module, and let B the image
of the idempotent P⊗A in (2.45). The object B together with the morphisms m, η,∆, ε given
by
m := ∆ :=
dim(A)
dim(M˙)
η := ε :=
dim(M˙)
dim(A)
B
M˙
B
B
M˙
B
M˙
B
B
M˙
B
M˙
B
M˙
(2.47)
is a simple symmetric special Frobenius algebra.
Proof:
As an example, let us demonstrate that B is associative, special and simple; we omit the details
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of the analogous arguments for the unit, counit, co-associativity, Frobenius and symmetry
properties. Consider the moves
= =
B B
B
B B
M˙
A
B
M˙
B
B
M˙
B
M˙
A
B
M˙
B
B
M˙
=
B
M˙
B
B
M˙
B
M˙
(2.48)
In the first step the definition (2.47) for the multiplication on B is inserted as well as the
relation (2.43) to get the idempotent P⊗A. In the second step the two leftmost e’s have been
replaced by P⊗A ◦ e; using a series of moves involving the representation property of the module
M as well as the properties of A, the upper A ribbon can be attached with both of its ends to
the left M-ribbon. Using the representation property once more, together with the fact that
A is symmetric and special, the A-loop can be removed altogether; this has been done in step
three. Comparison with the ‘mirrored’ analogue of the above manipulations then shows that
B is associative.
Specialness is a bit harder to see. Define the morphism φ∈Hom(1, A) by
φ :=
A
M˙
(2.49)
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The morphism φ has the property m ◦ (φ⊗ id) =m ◦ (id⊗φ). To see this, note the following
moves on m ◦ (φ⊗ id):
A
M˙
A
=
A
M˙
A
=
A
A
M˙ (2.50)
The first step uses the various associativity properties and symmetry of A, as well as the
representation property of the module M . In the second step the ribbon graph is deformed
to take the upper representation morphism around the annular M-ribbon. By a similar set of
moves one can arrive at the right hand side of (2.50) from m ◦ (id⊗φ), thus establishing the
stipulated equality.
As in section I:3.4 we denote the vector space Hom(1, A) by Atop. This space has a distinguished
subspace denoted by centA(Atop) (see definition I:3.15 ); the observation above just tells us that
φ∈ centA(Atop). On the other hand, the unit η of A is always in centA(Atop). Now by theorem
I:5.1(iii) the dimension of this space is equal to Z(A)00. In our case A is simple, so that
Z(A)00=1 and hence φ=λη for some complex number λ. Composing both sides with the
counit ε we find that λ=dim(M˙)/dim(A), i.e.
φ =
dim(M˙)
dim(A) η . (2.51)
After these prelimiaries we can show that
dim(M˙ )
dim(A)
m ◦∆ = B
M˙
M˙
B
B
B
M˙
M˙
= A
B
B
A
M˙
=
A
B
B
M˙
(2.52)
In the first step the definitions (2.47) are substituted and in the second step the combinations
e◦r have been replaced by P⊗A from (2.45). The combination of the two A-ribbons attached to
the closed M-loop in the middle figure above can be deformed to correspond to the right hand
side of (2.50). The third step amounts to replacing it by the lhs of (2.50). Finally using (2.51)
we can get rid of the annular M-ribbon altogether and are left with dim(M˙)/dim(A) times the
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combination r ◦P⊗A ◦ e which is equal to idB. The second part of the specialness property, i.e.
ε ◦ η=dim(B), follows from the identity (I:3.49), applied to the algebra B. Indeed, composing
(I:3.49) with η and using m ◦∆= idB, which was established above, gives ε ◦ η on the right and
dim(B) on the left hand side, respectively.
Thus B is special. Next we treat simplicity of B, i.e. show that Z(B)00=1. It is a general
principle (to be explained in detail in a separate publication) that Morita equivalent algebras
lead to identical CFTs on oriented surfaces. In particular we have Z(A) =Z(B) when A and
B are Morita equivalent; it is this more general equality that will be checked in the sequel.
Consider the ribbon graph for Z(B), as given in figure (I:5.24) with all A-ribbons replaced by
B’s:
Z(B) =
B
B =
dim(A)
dim(M˙)
A
A
M˙
M˙
A
=
dim(A)
dim(M˙)
M˙
A
A
A
(2.53)
Here in the second step the definition of m and ∆ as in (2.47) is substituted and the morphisms
e and r are pulled around a cycle of the torus so as to combine them to P⊗A’s. In the second
figure note that the top horizontal A-ribbon can be removed with a move similar to the one
indicated in the second-to-last figure of (2.48). The third equality amounts to shrinking the
M-ribbon and shifting the fundamental domain of the torus such that the M-loop is in the
center of the figure. Finally, making use of the representation property and the relation (2.51)
above, the ribbon graph on the right hand side of (2.53) can be transformed into that of Z(A).
X
So far we have established that B=M∨⊗AM is again a simple symmetric special Frobenius
algebra. To establish Morita equivalence of A and B we need A-B-bimodules AMB and BMA
such that
B ∼= BMA⊗A AMB and A ∼= AMB ⊗B BMA (2.54)
as B-B- and A-A-bimodules, respectively. Below we will show that the left A-moduleM is also a
right B-module and thatM∨ is a left B-module. Then it is checked that indeed A∼=M ⊗BM∨.
The left and right module structures on M∨ and M are simply given by
B M˙∨
M˙∨
:=
B M˙∨
M˙∨
and
M˙
M˙
B
:=
M˙
M˙
B
(2.55)
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It is easy to check that these indeed fulfill the representation properties (I:4.2). The idempotent
P⊗B on M ⊗M∨ whose image is M ⊗B M∨ takes the form
P⊗B =
M˙
M˙
B
M˙∨
M˙∨
=
dim(A)
dim(M˙)
M˙
M˙
A
M˙∨
M˙∨
(2.56)
To establish that the image of P⊗B is indeed A we give explicitly the morphisms eB ∈Hom(A,M
⊗M∨) and rB ∈Hom(M⊗M∨, A):
eB =
A
M˙ M˙∨
rB =
dim(A)
dim(M˙)
A
M˙ M˙∨
(2.57)
One can check that these obey the relations (2.43) and (2.44), with A replaced by B. Note
that all this relies on A being simple, for we need the relation (2.51) to remove the M-loops
that occur in the calculation. One can further verify that the algebra structure on M⊗BM∨
agrees with that of A. Altogether we have established the following
Theorem 2.14 :
Let A be a simple symmetric special Frobenius algebra in C. Given a left A-moduleM that is not
a zero object, set B :=M∨⊗AM . The morphisms (2.47) turn B into a simple symmetric special
Frobenius algebra such that A∼=M ⊗B M∨ and B∼=M∨⊗AM as A-A- and B-B-bimodules,
respectively. In particular, A and B are Morita equivalent.
As an aside, note that composing the identities (I:3.49) with the unit η, replacing all A’s by
B’s and recalling that B is special, we find the relation ε ◦ η=dim(B) for the unit and counit of
B. On the other hand, starting from the definitions (2.47) we find ε ◦ η=(dim(M˙))2/dim(A).
This leads to
Corollary 2.15 :
If two simple symmetric special Frobenius algebras A and B are related by the isomorphisms
(2.54) with BMA=(AMB)
∨ then, with M = AMB,
dim(A) dim(B) = (dim(M˙))2 . (2.58)
Let us now turn to the question whether a reversion on A gives rise to a reversion on B.
Proposition 2.16 :
Let A be a simple Jandl algebra, with reversion σ. LetM be a left A-module and B=M∨⊗AM .
Suppose there is an isomorphism g ∈HomA(M,Mσ) such that
M˙∨
M˙
g = εg
M˙
g
M˙∨
(2.59)
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Then εg ∈{±1}, and σ˜g ∈Hom(B,B) given by 2
σ˜g := εg
M˙
M˙
θ
M˙
g
B
B
g−1
M˙
M˙
(2.60)
is a reversion on B.
Proof:
For the sake of this proof we abbreviate σ˜≡ σ˜g. That εg takes values in {±1} follows immedi-
ately from applying (2.59) twice and deforming the resulting ribbon graph.
Let s∈Hom(M∨⊗M,M∨⊗M) be given by figure (2.60) with r and e at the top and bottom
removed, such that σ˜= r ◦ s ◦ e. The moves below establish the identity s ◦P⊗A=P⊗A ◦ s:
εg s ◦ P⊗A =
M˙∨
M˙∨
g
θ
M˙
A
g−1
M˙
M˙
=
M˙∨
M˙∨
g
θ
M˙
A
M˙
M˙
g−1
=
M˙∨
M˙∨
g
θ
M˙
σ
A
θA
σ−1
M˙
M˙
g−1 (2.61)
The second equality is just a deformation of the ribbon graph. In the third equality we use
that g ∈HomA(M,Mσ), which allows us to take the representation morphisms past g and g−1.
Recall that the representation of A on Mσ is of the form (2.25). The right-most graph in (2.61)
is equal to εg P⊗A ◦ s: the twist θA on the A-ribbon combines with σ−1 to σ so that the braiding
in front of the coproduct can be removed with the help of (2.5).
It then follows that
σ˜ ◦ σ˜ = r ◦ s ◦ e ◦ r ◦ s ◦ e = r ◦ s ◦ P⊗A ◦ s ◦ e = r ◦ P⊗A ◦ s ◦ s ◦ e . (2.62)
Further we have r ◦P⊗A= r, and one quickly checks that s ◦ s= θM∨⊗M . Functoriality of the
twist thus implies σ˜ ◦ σ˜= r ◦ θM∨⊗M ◦ e= r ◦ e ◦ θB. The identity r ◦ e= idB then gives the de-
sired relation σ˜ ◦ σ˜= θB.
2 To avoid confusion about the labelling, let us recall some of the conventions of [ I ] for the pictorial repre-
sentation of morphisms and ribbon graphs. Labels for objects of C that are placed above and below the ends of
a ribbon denote the target and the source of the relevant morphism, respectively. In contrast, when a label for
an object is placed next to a ribbon, it indicates the label, or ‘color’, of that ribbon (see section I:2.3). Thus e.g.
a ribbon with an upwards-pointing arrow labelled by X represents the identity morphism in Hom(X,X), while
a ribbon with a downwards-pointing arrow labelled by X represents the identity morphism in Hom(X∨, X∨).
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To obtain σ˜ ◦m=m ◦ cB,B ◦ (σ˜⊗ σ˜) one can use the following equalities:
B
σ˜
B
B
σ˜
=
M˙
θ
M˙
g
M˙
B
g−1
M˙
B
M˙
θ
M˙
g
B
M˙
g−1
M˙
=
M˙
B
M˙
g
θ−1
M˙
θ
M˙
g
θ
M˙
B
M˙
g−1
g−1
M˙
B
M˙
=
B
σ˜
B
B
(2.63)
In the first step the definitions (2.47) and (2.60) for the multiplication and σ˜ are substituted.
The second step is just a deformation of the ribbon graph. The see the last equality, replace
the morphism g in the bottom part of the graph by the right hand side of (2.59); then it cancels
against g−1, and the factor εg combines with the resulting ribbon graph to σ˜ ◦m.
In view of proposition 2.4, we have now established that σ˜ is a reversion on the symmetric
special Frobenius algebra B. X
Proposition 2.16 allows us to construct a reversion σ˜g on B=M
∨⊗AM if we are given an
isomorphism g ∈HomA(M,Mσ) with property (2.59). In the remainder of this section we illus-
trate that this construction can be inverted, i.e. from (B, σ˜g) one can recover (A, σ):
Proposition 2.17 :
Applying the prescription (2.60) twice yields the identity map, i.e. ˜˜σ= σ.
Proof:
Let us again abbreviate σ˜≡ σ˜g. Recall from (2.55) that M∨ is a left B-module and that
A∼=M⊗BM∨, with A realised as a retract of M⊗M∨ according to (2.57). Consider the mor-
phism g˜ := g−1◦ θ−1
M˙∨
. The equalities
B
σ˜
M˙∨
M˙
g˜
= εg
B
g
θ
M˙
g−1
M˙∨
M˙
g−1
θ−1
M˙
=
B M˙∨
g−1
M˙
θ−1
M˙∨
=
B M˙∨
M˙
g˜
(2.64)
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imply that g˜ ∈HomB(M∨, (M∨)σ˜). Here in the first step we substitute the definitions (2.55),
(2.60) and use (2.61) to cancel the idempotent P⊗A against e. In the second step (2.59) is
inserted to combine a g and a g−1 and to remove the prefactor εg, and functoriality of the twist
is used.
The morphism g˜ satisfies the analogue of (2.59), with all g’s replaced by g˜ and εg = εg˜. This
can be seen by composing both sides of (2.59) with θ and comparing their inverses. We can
now apply proposition 2.16 to (B, σ˜) and g˜. This gives rise to a reversion ˜˜σ on A given by
εg
dim(M˙)
dim(A)
˜˜σ =
dim(M˙)
dim(A)
M˙
g˜
θ
M˙
A
A
g˜−1
M˙
=
A
A
g−1
θ−1
M˙∨
θ
M˙∨
g
θ
M˙∨
M˙
M˙
=
A
σ
g−1
A
g
θ
M˙
M˙
= εg
A
σ
M˙
A
(2.65)
In the second step the morphisms eB and rB from (2.57) are written out. The fourth equality
follows when moving σ past the coproduct (with moves similar to (2.17)), canceling g against
g−1 with the help of (2.59), cancelling the two twists on M˙ and using the representation property
on ρM . The M˙ -loop can be flipped from the right to the left (as is easily reproduced with actual
ribbons, see also (3.87) below) so that the A-ribbon now is attached to the outside of the loop.
In the right-most figure of (2.65) one can recognise the morphism φ given in (2.49). Since A is
taken to be simple we can apply (2.50). This produces a factor dim(M˙)/dim(A) and leaves us
with ˜˜σ= σ, i.e. we have indeed recovered the original reversion on A. X
2.5 On the classification of reversions
As already mentioned, the number of possible reversions is not constant on a Morita class S of
simple symmetric special Frobenius algebras. Given one such algebra A one can pass to ‘larger
and larger’ representatives M∨⊗AM of its class S by taking reducible A-modules M with an
arbitrarily large number of simple submodules. A priori it is very hard to control the number
of solutions to the polynomial equations (2.20) that a reversion has to fulfill. However, it turns
out that it is actually possible to describe all reversions on a given Morita class S by solving
the polynomial equations (2.20) only for a finite number of ‘small’ representatives of S.
The algorithm can be conveniently summarised in the language of module categories [58,59].
The category of left modules over an algebra in a tensor category C has the structure of a module
category M over C. Two algebras give rise to equivalent module categories precisely if they
are Morita equivalent. Module categories therefore allow one to formulate statements that are
invariant under Morita equivalence in an invariant way. More concretely, every algebra in a
given Morita class is isomorphic to the internal End End(M) of some object M of M. In
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our algorithm for finding representatives for Jandl algebras, it is sufficient to restrict M to
be either a simple object of M or else the direct sum of two non-isomorphic simple objects,
M ∼=M1⊕M2, that have the property that their internal Ends are isomorphic as opposite
algebras, End(M1)∼=End(M2)op. Reversions need to be classified only on all algebras End(M)
with M of the form just described.
An explicit realisation of this algorithm is formulated in the following
Prescription:
1) Choose a haploid representative A of the Morita class S.
2) Determine a complete set of (representatives of isomorphism classes of) simple modules
{Mκ | κ∈J } of A.
The next step consists of two parts:
3a) For each of the algebras Baκ :=M
∨
κ ⊗AMκ with κ∈J , find all solutions to the requirements
(2.20) that a reversion must satisfy.
3b) For each of the algebras Bbκκ′ := (Mκ⊕Mκ′)∨⊗A (Mκ⊕Mκ′) with κ, κ′∈J , κ 6=κ′ and
M∨κ ⊗AMκ∼=M∨κ′ ⊗AMκ′ as objects in C, find all solutions to (2.20) that act as a per-
mutation (α, β) 7→ (β, α) on C⊕C∼=Bbκκ′,top.
We denote by B= {(Bx, σx) | x∈S}, for some index set S, the set of all algebras with reversion
(up to isomorphism) constructed in steps 3a) and 3b). Then all other reversions on S can be
linked to one already appearing in B in the following manner:
4) Assume that σC is a reversion on some C ∈S. Then there exist (Bx, σx)∈B, together with
a left Bx-module N and a morphism g ∈HomBx(N,Nσx) fulfilling (2.59) with εg ∈{±1},
such that (C, σC) is isomorphic as a Jandl algebra to (N
∨⊗BxN, σ˜g) with σ˜g defined as
in (2.60).
Remark 2.18 :
(i) In short, the non-linear equations (2.20) need to be solved only for a finite number of cases,
namely for the algebras Baκ and B
b
κκ′. For all other algebras in S only a linear problem must be
solved. Furthermore, these particular representatives of S are ‘small’, so that this task is much
easier to fulfill than for a generic representative. Of particular convenience is that the algebra A
can be taken to be haploid (by proposition A.4, this is always possible). The algorithm could be
easily adapted to non-haploid representatives, but the concrete calculations would then become
more involved.
(ii) In CFT terms the above procedure can be interpreted as follows. A full CFT is constructed
from the algebra of boundary fields on a given D-brane. In order to define the full CFT on
non-orientable surfaces, the algebra must be equipped with a reversion. Now all distinct ways
to define the full CFT on non-orientable surfaces can already be found by considering reversions
on D-branes which are either elementary or else a superposition of two distinct elementary D-
branes that have the same boundary field content.
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(iii) Note that in steps 1) – 4) one is only concerned with reversions on simple symmetric special
Frobenius algebras. In general the algebra could be a direct sum
A ∼= A1 ⊕ A2 ⊕ · · · ⊕An (2.66)
of simple algebras Ak in the sense of proposition I:3.21. In the category of vector spaces treated
in section 4.1 below, this corresponds to having a direct sum of several full matrix algebras. It
does not add much complication to extend the treatment to non-simple algebras. The reversion
σ either maps a component algebra Ak to itself, or else it maps Ak to the component Aπ(k) with
π(k) 6= k for some order two permutation π. In the first case σ must be of the form described
in the algorithm. In the second case, we may suppose that k <π(k). Then as will be shown
in appendix A.2, with an appropriate choice of basis σ acts like the identity from Ak to Aπ(k)
and like the twist from Aπ(k) to Ak. More specifically, let U ∈Obj(C) be isomorphic to Ak and
Aπ(k) as an object of C; then there are isomorphisms ϕ1 ∈Hom(U,Ak) and ϕ2 ∈Hom(U,Aπ(k))
such that ϕ−12 ◦ σ ◦ϕ1= idU and ϕ−11 ◦σ ◦ϕ2= θU . (That θU appears is required in order that
σ squares to the twist.)
As discussed in remark I:5.4(i) and at the end of section I:3.2, a direct sum A∼=A1⊕A2 of
two algebras corresponds to the direct sum of the two associated CFTs; this may be written
symbolically as CFT=CFT1+CFT2. If A2∼=A1,op, then there exists a reversion on A that
exchanges the two subalgebras. On the CFT side this implies, for instance, that transporting
a field in CFT1 around the circumference of a Mo¨bius strip, one obtains a field in CFT2 and
vice versa.
The statements implicit in the steps 1) – 4) above are proven in appendix A.2. Here we just
summarise the strategy of the proof. First, the structure of the C-algebra Atop is analyzed.
It turns out to be a semisimple algebra over C with an involution (an involutive anti-algebra
homomorphism) σtop. Further, one sees that idempotents in Atop give rise to idempotents on
the whole algebra A. If A is simple, then the image of A under such an idempotent turns out
to be Morita equivalent to A. This provides a direct way to show that every simple symmetric
special Frobenius algebra is Morita equivalent to a haploid algebra.
For a similar reasoning in the case of Jandl algebras, we use idempotents in Atop that are left
invariant by the involution σtop. The image of A under such an idempotent is then equivalent, as
a Jandl algebra, to A. Using the classification of semisimple complex algebras with involution,
one arrives at the alternatives 3a) and 3b) in the description above. An additional argument,
which uses Morita equivalence of full matrix algebras over C, finally excludes direct sums of
two isomorphic simple modules.
3 Partition functions on unoriented world sheets
In this section we present the construction of the connecting three-manifold and the embedded
ribbon graph for unoriented world sheets X without field insertions. X may be non-orientable
and may have a non-empty boundary. The Mo¨bius strip and the Klein bottle will be treated
explicitly.
For oriented world sheets the construction of the connecting manifold and the ribbon graph
has already been achieved in section I:5.1. The procedure given below restricts to the one of
section I:5.1 in the oriented case. There is, however, an important difference. The construction
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in section I:5.1 works for any symmetric special Frobenius algebra A; it requires both an
orientable world sheet and the specification of an orientation. The construction below, on
the other hand, requires again a symmetric special Frobenius algebra A, but in addition the
specification of a reversion on A. On the other hand, if A admits a reversion at all, then
the correlation functions of the associated conformal field theory on any oriented world sheet
do not depend on the actual choice of orientation, provided that the change of orientation is
accompanied by an appropriate conjugation on boundary conditions and fields.
The labelling of boundary segments is slightly different from the oriented case, too. Instead
of associating an individual left A-module to a boundary segment, we specify an equivalence
class as follows. We consider the pairs 3 (M, or1) consisting of a left A-module M and an
orientation or1 of the boundary segment, which in the cases studied here – no field insertions –
is topologically an S1. Boundary conditions are such pairs modulo the equivalence relation
(M, or1) ∼ (M ′, or′1) if either or′1=or1 and M ′∼=M
or or′1=−or1 and M ′∼=Mσ .
(3.1)
Thus the set of all boundary conditions is the quotient
B = { (M, or1) } /∼ =: { [M, or1] } . (3.2)
When displaying pictures we still like to draw lines instead of ribbons, so we introduce some
more notation to keep track of the orientation and half-twists of the ribbons. The ‘white’ side
of a ribbon will still be drawn as a solid line, while for the opposite, ‘black’, side we use a dashed
line. In other words, ribbons are parallel to the paper plane, and if a ribbon is drawn as a solid
line, then its orientation agrees with that of the paper plane (i.e. the standard orientation of
R
2), while if it is drawn as a dashed line, then it has the opposite orientation. Half-twists will
be drawn as follows:
= = etc. (3.3)
Half-twists occur usually in combination with the morphism σ. It is therefore convenient
to abbreviate this combination, as we already have done in (2.2); to save space, in the sequel
we also use the notation
A
A
:=
A
A
σ
=
A
A
σ
A
A
:=
A
A
σ
=
A
A
σ
(3.4)
for the reversing move that we introduced in (2.2). Also recall that the reversing move is not
a morphism; instead, it is to be understood as an abbreviation for a piece of ribbon graph
embedded in a three-manifold. Further, when the coupon representing a morphism has only
dashed lines attached to it, it is implied that we are also looking at the black side of the coupon.
3 The subscript ‘1’ in or1 reminds us that or1 refers to the orientation of a one-dimensional manifold. Below
we also encounter orientations or2 of surfaces.
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The reversing move (3.4) satisfies
A
A
=
A
A
A
A
A
=
A
A
A
A
A
A
=
A
A
A
A
=
A
A
=
A
(3.5)
as well as the corresponding relations with all 2-orientations reversed. The properties (3.5) are
direct consequences of (2.4) and (2.5). For example,
A
A
A
=
A
σ
A
A
σ
=
A
A
σ
A
=
A
A
σ
A
=
A
A
A
(3.6)
3.1 The connecting manifold and the ribbon graph
As input for the construction we first must specify the rational CFT we are considering. This is
done by giving the modular tensor category C which encodes the chiral data, plus a symmetric
special Frobenius algebra A in C and a reversion σ on A. Second, we must specify the world
sheet X for which the correlator is to be computed. Each connected component of the boundary
∂X must be labelled by a class [M, or1]∈B.
The correlator for the world sheet X is an element of the space of conformal blocks on the
double Xˆ of X . The double is the orientation bundle modulo an equivalence relation:
Xˆ = Or(X) /∼ with (x, or2) ∼ (x,−or2) iff x∈ ∂X . (3.7)
We denote the points of Xˆ as equivalence classes [x, or2].
The three-dimensional topological field theory associated to the modular tensor category
C (see sections I:2.3 and I:2.4 for a short overview and references) provides us with a state
space H(Xˆ) and, for any three-manifold MX with boundary Xˆ and embedded ribbon graph,
a map Z(MX , ∅, Xˆ): C→H(Xˆ). The crucial point of the construction is to find a (universal)
prescription for MX such that the image of 1∈C under the map Z is precisely the correlation
function we are searching.
As a three-manifold, MX is the connecting manifold for X , defined as [52, 50, 51]
MX := Xˆ × [−1, 1] /∼ with ([x, or2], t) ∼ ([x,−or2],−t) . (3.8)
Again we denote equivalence classes by square brackets, i.e. write [x, or2, t] for points of MX .
By construction, the boundary of MX is indeed just the double Xˆ , and there is a natural
embedding ιX : X→MX as well as a projection πX : MX→X , given by
ιX(x) = [x,±or2, 0] , πX([x, or2, t]) = x . (3.9)
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Both choices of sign in the definition of ιX refer to the same equivalence class. In fact, MX is
nothing else than a ‘thickening’ of the world sheet X . Conversely, X is a retract of MX , so that
going from X to MX does not introduce any new homotopical information.
To turn the double Xˆ of the world sheet into an extended surface we still need to fix a
Lagrangian subspace λX ⊂H1(Xˆ,R), see e.g. section IV.4.1 of [60] for details. We take it to be
the kernel of the inclusion homomorphism H1(∂MX ,R)→H1(MX ,R). In short, λX is spanned
by all cycles in H1(Xˆ,R) which are contractible within MX .
Remark 3.1 :
An alternative definition of the Lagrangian subspace is given in lemma 3.5 of [51]. Recall that
X can be regarded as the quotient of Xˆ by the orientation reversing involution σ: Xˆ→ Xˆ (not
to be confused with some reversion on an algebra) that acts as [x, or2] 7→ [x,−or2], and that
there is an induced action σ∗ of this involution on H1(Xˆ,R). In [51] the Lagrangian subspace
is taken to be the eigenspace of σ∗ to the eigenvalue −1; we denote this space by λ−(X).
That the two definitions are equivalent, i.e. that λ−(X) =λX , can be seen as follows. Choose a
basis of cycles in Xˆ that generates H1(Xˆ,Z). Since the action σ∗ is induced by the action of σ
on cycles, in this basis σ∗ is given by a matrix with integral entries. It follows that we can also
find vectors {v−i } with integral entries that form a basis of the eigenspace λ−(X) in H1(Xˆ,R).
Let a be one of the basis vectors. By construction we have σ∗(a) =−a. Let the closed curve 4
γ: [0, 1]→ Xˆ be a representative of a, and denote γ˜(s) :=σ(γ(1−s)). Owing to σ∗(a) =−a the
union γ ⊔ γ˜ is a representative of the cycle 2a.
Let us show that γ ⊔ γ˜ is contractible when embedded in MX . The connecting manifold MX
may be rewritten as
MX = Xˆ × [0, 1]/ ∼ with (x, 0) ∼ (σ(x), 0) . (3.10)
Via the embedding ι: Xˆ→MX given by x 7→ (x, 1) we get two curves γ1(s) = (γ(s), 1) and
γ˜1(s) = (γ˜(s), 1). Denoting by ι∗ the embedding H1(Xˆ,Z)→H1(MX ,Z) induced by ι, it fol-
lows that γ1 ⊔ γ˜1 is a representative of ι∗(2a). In fact, {γt⊔ γ˜t} with γt(s) = (γ(s), t) and
γ˜t(s) = (γ˜(s), t) provides us with a whole family of representatives of ι∗(2a). Now due to the
identification in (3.10) we have γ0(s) = γ˜0(1−s). Thus γ0 ⊔ γ˜0 is contractible in MX , and hence
ι∗(2a) = 2ι∗(a) = 0. Finally, we obtain H1( ·,R) by tensoring H1( ·,Z) with ⊗ZR, and thus
in H1(MX ,R) we indeed have ι∗(a) = 0. It follows that the basis elements v−i of λ−(X) are
all contained in λX . Since all Lagrangian subspaces have equal dimension, this implies that
λ−(X) =λX .
The ribbon graph embedded in MX is constructed in several steps, which involve a number of
arbitrary choices. We first list all the steps and show afterwards that the outcome is independent
of all the choices made, i.e. they all lead to equivalent ribbon graphs.
Choose a representative (M, or1) in each of the equivalence classes [M, or1] that label the
boundary components of ∂X – Choice #1.
Choose a dual triangulation of X – Choice #2.
Choose a local orientation around each vertex of the triangulation that lies in the interior
of X – Choice #3.
4 In case that a is represented by a union of several curves the proof works analogously.
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Each component of the boundary ∂X is already oriented by the choice of (M, or1) made
above. Around each vertex of the triangulation that lies on ∂X , choose the orientation
or2 induced by or1 and the inward pointing normal (the local orientation then agrees with
the one around a boundary point on the upper half plane Im(z)≥ 0).
Think of the triangulated world sheet with local orientations as embedded in MX accord-
ing to (3.9). At each vertex in the interior place the (piece of) ribbon graph
A
A
A
y
x
(3.11)
such that its orientation agrees with the local orientation or2 around that vertex. The
x-y-coordinates indicated in (3.11) encode the orientation by comparing it to the standard
orientation of R2. The graph (3.11) can be inserted in three distinct ways, obtained by
rotating the picture by an angle ±2π/3 – Choice #4.
On a boundary edge with chosen representative (M, or1) place an M-ribbon such that
the orientation of its core agrees with or1 and the orientation of its surface agrees with
the local orientation on X given by or1 and the inward pointing normal.
At each vertex on a boundary component with chosen representative (M, or1) place the
ribbon graph
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y
x
M˙
A
M˙
(3.12)
in such a way that the orientation of bulk and boundary agree with that around the
vertex. The arrow on the boundary indicates its orientation. (There is only a single way
to place the graph (3.12).)
Two vertices v, v′ connected by an edge of the triangulation have the same orientation if
or2(v), transported along the edge, agrees with or2(v
′). Note that whether two vertices
possess the same orientation or not in general depends not only on the vertices, but also
on the particular edge that connects them.
At an edge in the interior of X which connects two vertices of the same orientation (with
respect to that edge) place the ribbon graph (3.13 a) such that the orientation at either
end agrees with that around the vertices. At an edge in the interior of X which connects
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two vertices of opposite orientation place the ribbon graph (3.13 b) again such that the
orientations agree. 5
a)
A A
b)
A A
(3.13)
In both cases there are two possibilities to place the corresponding graph – Choices #5a
and #5b.
This completes the prescription to construct the ribbon graph embedded in MX . We now
proceed to show independence of the various choices involved.
Choices #4, #5a:
Independence of these two choices was already shown in equations (I:5.8) and (I:5.9).
Choice #5b:
The ribbon graph is independent of this choice if
A A
=
A A
(3.14)
But this equality is an immediate consequence of the properties (3.5) of the reversing move
(3.4).
Choice #3:
Let us show that reversing the orientation of a vertex in the bulk yields equivalent ribbon
graphs.
Pick a vertex V in the bulk and denote its orientation by +. The vertex V is joined by edges of
the triangulation to three other vertices (some of which may lie on the boundary). Depending
on the orientation of the surrounding vertices, there are a priori four equalities to be shown,
each of which amounts to reversing the orientation of V :
+
+
+
+
=
+
+
−
+
−
−
−
−
=
−
−
+
−
+
+
+
−
=
+
+
−
−
+
−
−
−
=
+
−
+
−
(3.15)
5 The second of the graphs (3.13) differs slightly from (2.3) because the construction is formulated such that
an edge in the interior of X has two incoming A-ribbons, rather than one incoming and one outgoing.
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In fact of these four relations only two are independent. The equations arranged in a column
in (3.15) are the same; they are just looked at from the two different sides of the paper plane.
Let us demonstrate the top left equality in (3.15) as an example. Choosing one of the three
ways to insert the bulk vertex (due to independence of choice #4 it does not matter which one)
and one of the two ways to put the ribbon graphs for the edges (choices #5a, #5b above) the
equality amounts to
A
A
A
=
A
A
A
(3.16)
This equality, in turn, is again an immediate consequence of the properties (3.5).
Choice #1:
We must show that the choice of different representatives from the classes labelling boundary
components leads to equivalent ribbon graphs. Pick a boundary component D. Let (M, or1)
and (M ′, or′1) be two representatives of the class [M, or1] labelling D. By the definition (3.1) of
the equivalence relation there are then two possibilites:
(i) or1=or
′
1. ThenM
′∼=M . Let ϕ∈HomA(M ′,M) be an invertible intertwiner, i.e. ρM ′ =ϕ−1 ◦
ρM ◦ (idA⊗ϕ). The corresponding equality between ribbon graphs looks as
M˙ ′
ρ
M′
A
M˙ ′
=
M˙ ′
ϕ
M˙
A
ρM
ϕ−1
M˙ ′
(3.17)
Starting from the ribbon graph obtained with the representative (M ′, or′1), this identity can be
substituted at each each vertex on D. Since D is topologically a circle, each ϕ will then cancel
against the ϕ−1 from a neighbouring vertex. In the end what is left is the ribbon graph for the
representative (M, or1).
(ii) or1=−or′1. Then M ′∼=Mσ. Let ϕ∈HomA(M ′,Mσ) be an invertible intertwiner, i.e.
ρM ′ =ϕ
−1 ◦ ρσM ◦ (idA⊗ϕ). We would like to show the identity
M˙ ′
A
A
M˙ ′
=
M˙ ′
ϕ−1
M˙
A
A
ϕ
M˙ ′
(3.18)
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respectively – depending on the orientation of the vertex the outgoing A-ribbon connects to –
the corresponding identity with the outgoing A-ribbon drawn dashed. Below we demonstrate
(3.18); the other identity can be seen similarly. If we substitute the equality (3.18) at every
vertex on D, the half-twists as well as the morphisms ϕ, ϕ−1 from neighbouring vertices cancel,
thus transforming the ribbon graph resulting from choosing the representative (M ′, or′1) into
the one for (M, or1).
To establish the relation (3.18) consider the moves
σ
σ
M˙ ′
A
M˙ ′
=
M˙ ′
ϕ−1
A
ρM
ϕ M˙
′
=
M˙ ′
ϕ−1
A
ρM
ϕ
M˙ ′
(3.19)
The left hand side of (3.19) is obtained by substituting the definitions (3.12) and (3.13) into the
left hand side of (3.18). Then in the first step the intertwiner between M ′ and Mσ is inserted,
and the representation morphism ρσM is expressed through ρM as in (2.25). The second step
amounts to a 180◦-rotation of the segment of the ribbon graph around ρM . On the right hand
side of (3.19) the combination of σ and half-twist can be replaced by the reversing move (3.4).
Using (3.5) the two reversing moves cancel; the resulting ribbon graph is equal to the right
hand side of (3.18).
Choice #2:
Independence of the triangulation follows by showing that the so-called fusion and bubble moves
lead to equivalent ribbon graphs, see (I:5.10). In the oriented case this amounts to showing
the identities (I:5.11) and (I:5.12). Since independence of the local orientation around the bulk
vertices and the boundary components has already been established above, we are free to choose
the orientations in such a way that they coincide with those used in the proof for the oriented
case, so that one can copy that proof literally. (The proof is straightforward, but a bit lengthy,
and accordingly has not been written down in detail in [ I ].)
This establishes the independence of the construction of all the choices involved. In the
sequel, after reconsidering the annulus we will apply the construction to the Mo¨bius strip and
Klein bottle.
3.2 The annulus revisited
The annulus coefficients AkMN with two lower indices are those appearing in the open string
partition function in type I string theory. Here we will obtain these numbers from considering
an annulus whose boundary components possess the same orientation, as indicated in figure
(3.20 a) below. This should be contrasted with the construction in the orientable case that
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was given in section I:5.8. In the context studied there, the two boundaries of the annulus
automatically have opposite orientations. But apart from this aspect the construction is very
similar, so we can go through it rather quickly.
Recall from section I:5.8 that the double Xˆ of an annulus X is a torus, and the connecting
manifold MX is a solid torus. Let the two boundary components of X be labelled by the equiv-
alence classes [M, or1] and [N, or
′
1]. The orientations or1 and or
′
1 of the boundary components
are as in figure (3.20 a), which also indicates the triangulation we use:
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a)
N M
b)
N˙
A
M˙
(3.20)
Figure (3.20 b) shows the resulting ribbon graph. It is understood that the world sheet is
embedded in MX ; the ribbon graph is then obtained inserting the elements (3.12) and (3.13).
Turning the N -ribbon in (3.20 b) by 180◦ leads to the following three-manifold and embedded
ribbon graph:
AMN =
N˙
σ
A
M˙
D×S1
∈ H(∅; T) . (3.21)
Here H(∅; T) is the space of zero-point conformal blocks on the torus, see section I:5.2. Ex-
panding (3.21) in terms of characters |χk; T〉 as in (I:5.118) we obtain the annulus coefficients:
AkMN =
k N˙
σ
A
M˙
S2×S1
(3.22)
Note that upon moving the M- and N -ribbons past each other, rotating the M-ribbon by 360◦
and using (2.17), it follows that
AkMN = AkNM , (3.23)
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i.e. the annulus coefficients with two lower boundary indices are symmetric. This is in contrast
to the situation for the annulus coefficients with one lower and one upper boundary index,
which according to (I:5.122) satisfy A NkM =A
M
k¯N
. Also, comparing the graphs (3.22) and (2.25)
to the graph (I:5.119) for A NkM yields the identity (compare [28])
AkMN =A
Nσ
kM . (3.24)
As in the oriented case, we can cut the three-manifold (3.22) along an S2 so as to obtain a
ribbon graph in S2× [0, 1]. The graphical representation of the resulting cobordism is the same
as in (3.22), except that we no longer identify top and bottom. Let us denote the linear map
associated to this cobordism by
QkMN : H(k, N˙ , M˙ ;S2)→ H(k, N˙ , M˙ ;S2) . (3.25)
QkMN is a projector, so that upon gluing top and bottom of the cobordism S
2× [0, 1] back
together results in the relation
AkMN = trH(k,N˙,M˙ ;S2)QkMN ∈ Z≥0 . (3.26)
The projector property can be shown in much the same way as in (I:5.127), the only difference
being that we also must use the equality (2.12). The trace computes the dimension of the image
of the projector and hence is a non-negative integer. We will see that the projector QkMN also
enters in the computation of the Mo¨bius strip amplitude.
Remark 3.2 :
Note that in writing (3.22) and (3.26) we have implicitly made use of the functoriality axiom
(I:2.56). For example, in (3.22) functoriality reads
〈χk; T|AMN = κm Z(AkMN , ∅, ∅) 1 (3.27)
with κ=S0,0
∑
j∈I θ
−1
j dim(Uj)
2. This leads to the result (3.22) provided that the factor κm
arising form the framing anomaly is equal to 1. Now recall from remark 3.1 that the Lagrangian
subspace in T= ∂AMN is spanned by the cycle contractible in AMN . The same holds for ∂M
−
χ
k
(see section 3.7 below and appendix A.3). Then the argument leading to (A.71) is applicable,
and using it one can show that the two Maslov indices determining m are equal to zero.
For the same reason there will not appear any anomaly factor κm in the equations (3.37)
for the Mo¨bius strip, (3.55) for the Klein bottle, (3.127), (3.128) and (3.135) for the Mo¨bius
strip in the crossed channel, and (3.145) for the crossed-channel Klein bottle. With a similar
reasoning one can show that the anomaly m vanishes in the relations expressed by (3.26), as
well as in (3.38) and (3.57) below, i.e. the factor κm that a priori appears in these formulas is
equal to 1. In general one has the trace formula (I:2.58).
The boundary conjugation matrix Cσ defined in proposition 2.8 coincides with the one de-
scribed in [21,28], i.e. it can be expressed in terms of annulus coefficients with two lower indices.
This is stated in
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Lemma 3.3 :
The boundary conjugation matrix (2.34) satisfies
CσMN = A0MN . (3.28)
Proof:
In the present approach this relation emerges as follows. According to formula (3.24), inter-
preting the annulus coefficients A NkM as dimensions of spaces of A-morphisms as in (I:5.135)
yields
AkMN = dimCHomA(M ⊗Uk, Nσ) . (3.29)
Taking nowM and N to be simple A-modules and setting k=0, comparison with the definition
(2.34) of Cσ gives (3.28). X
The equality (3.28) shows that it is indeed natural to use Cσ and its inverse to lower and
raise the indices of annulus partition functions.
Just like in [ I ] we will present more explicit formulas only for the special case thatNij
k ∈{0, 1}
and 〈Uk,A〉A ∈ {0, 1} for all i, j, k ∈ I. The evaluation of the invariant A0MN is analogous to
the computation of A NkM in (I:5.144); we find
A0MN =
∑
a,n,α,β
ρN nαa,nα ρ
M n¯β
a¯,n¯β σ(a)∆
aa¯
0
n
n
a
a¯
n¯
n¯
(3.30)
Here the a-summation runs over simple subobjects of A, the n-summation over simple subob-
jects Un of the simple module N such that U
∨
n is a subobject of M , and the labels α, β are
multiplicity labels for the occurrence of Un in N and U
∨
n in M , respectively. It follows that
CσMN =
∑
a,n,α,β
ρN nαa,nα ρ
M n¯β
a¯,n¯β σ(a)∆
aa¯
0 R
(n a)nG
(na a¯)n
n 0 F
(n a¯ n¯) 0
n¯ n (3.31)
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3.3 The Mo¨bius strip
Like any world sheet X , the Mo¨bius strip is obtained from its complex double Xˆ by dividing out
an anticonformal involution σ. The double Xˆ is a torus with complex structure parametrised
by τ = 1
2
+ is with s∈R≥0. The involution acts as σ(z) = 1−z¯. Using that z is identified with
z+1 and z+τ it follows that the fixed points of σ are 1
2
+ iR and 1+ iR, and that a fundamental
domain X for the action of σ on Xˆ is given by the shaded region in figure (3.32 a):
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Xˆ =
a)
E′
1
2
E
F
1
F ′
MX =
b)
E′
E
F
F ′
t = 0
t = 1
(3.32)
It is easily checked that X indeed has the topology of a Mo¨bius strip.
The connecting manifold MX is constructed according to (3.8): MX = Xˆ × [−1, 1] /∼ . This
is drawn in (3.32 b), where for convenience the quadrangle defining the torus as in (3.32 a) is
drawn with right angles – which we may do because when applying TFT arguments we are
interested in MX only as a topological manifold. The top and bottom rectangles of (3.32 b), as
well as the left and right side, are identified. Figure (3.32 b) also shows a fundamental domain
for the action of the relation ∼ . It consists of Xˆ × [0, 1], together with an identification of points
on X×{0} : points in the triangle E are identified with their reflections in E ′, and points in F
with their reflections in F ′.
For a horizontal section of figure (3.32 b) the identification yields the topology of a disk.
For the bottom side of (3.32 b), this is illustrated in figure (3.33 a):
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E E′
=
E
E′
b) D×S1
(3.33)
As we move upwards in (3.32 b), the identification fixed points move half a period along the
horizontal direction; this results in figure (3.33 b). The two-manifold drawn in MX is thus the
image of the embedding ιX : X→MX of the Mo¨bius strip as in (3.9).
Next we construct the ribbon graph embedded in MX . Let the boundary condition be
[R, or1], where the boundary orientation or1 is ‘up’ in (3.32 a). As a triangulation to start with
we choose one that is slightly more complicated than necessary, in order to illustrate how the
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moves (3.5) simplify the resulting ribbon graph:
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
















   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
















R R
7−→
R˙
A
R˙
=
R˙
A
A R˙
=
R˙ A R˙
(3.34)
The left hand side shows the starting point – the chosen triangulation of the Mo¨bius strip,
together with a representative (R, or1) to label the boundary. In the other pictures the world
sheet is regarded as being embedded in MX . The ribbon graph in the second picture is obtained
by choosing the orientation of the paper plane at the two interior vertices and inserting the
graphs (3.11), (3.12) and (3.13), as well as removing some unit and counit morphisms via the
Frobenius property. The first equality is a consequence of the representation property of ρR and
the Frobenius property. To obtain the second equality, one takes the bottom A-ribbon of the
third picture through the anti-periodic identification of the top and bottom. In the last picture
one can use the representation property on the dashed A-ribbons, together with specialness of
A; the resulting ribbon graph, with the Mo¨bius strip embedded in D×S1 as in (3.33 b), is
Mo¨R =
R˙
θ
R˙
σ
A
R˙
D×S1
∈ H(∅; T) (3.35)
Here the twist θR˙ comes from the two half-twists of the boundary ribbon that are implicit in
the identification of the boundary segments in figure (3.34).
The ribbon invariant Mo¨R can be expanded in terms of the standard basis of H(∅; T) that
was given in section I:5.2:
Mo¨R =
∑
l∈I
Mo¨lR |χl; T〉 (3.36)
To extract the coefficients Mo¨kR we compose both sides of (3.36) with the dual basis 〈χk; T|. On
the right hand side this yields δk,l, while on the left hand side it amounts to gluing the manifold
(I:5.18) to Mo¨R. The result is a ribbon graph in the closed three-manifold S
2×S1 whose
invariant gives the coefficients Mo¨kR of the Mo¨bius amplitude (there is no framing anomaly, see
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remark 3.2):
Mo¨kR =
k R˙
θ
R˙
σ
A
R˙
S2×S1
(3.37)
To establish some properties of the numbers Mo¨kR it is helpful rewrite them as a trace:
Mo¨kR = trH(k,R,R;S2)(TkRQkRR) , (3.38)
where QkRR is the linear map defined in (3.25) and TkR is given by
TkR =
k R˙
θ
R˙
R˙
S2×[0,1]
: H(k, R,R;S2) → H(k, R,R;S2) (3.39)
The linear maps T and Q fulfill the relations given in
Lemma 3.4 :
The linear maps TkR and QkRR defined in (3.25) and (3.39) satisfy QkRRQkRR=QkRR as well
as
TkR TkR = θk idH(k,R,R;S2) and TkRQkRR = QkRR TkR . (3.40)
It follows in particular that TkR and QkRR can be diagonalised simultaneously.
Proof:
The first property was already established in section 3.2. The first of the relations (3.40) can
be seen as follows. It is one of the basic properties of a topological field theory that when two
cobordisms are related by a homeomorphism that restricts to the identity on the boundary,
then the linear maps assiged to the cobordisms are identical. The following figure shows two
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cobordisms from S2 to S2 that are related in this manner:
k R˙
θ
R˙
θ
R˙
R˙
S2×[0,1]
f7−→
k R˙ R˙
=
k R˙ R˙
(3.41)
If we take the vertical interval to be [0, 2π] and denote the vertical position by ϕ, the map f
corresponds to a clockwise rotation of the horizontal S2’s by the angle ϕ around the central
point in the drawing (3.41). (This is best visualised with actual ribbons; the pictures above
have already been converted back to blackboard framing). The equality on the right hand side
of (3.41) follows by wrapping the k-ribbon around ‘infinity’ on the horizontal S2. Now the
cobordism on the right hand side of (3.41) is indeed equal to θkid .
That the second relation in (3.40) holds is already clear from the fact that the two sides of the
equality just correspond to different choices for drawing the horizontal triangulation line on the
embedded Mo¨bius strip in figure (3.33 b). Let us nonetheless check it explicitly; consider the
moves
TkRQkRR =
k
θ
R˙
R˙
σ
A
R˙
S2×[0,1]
=
k R˙
A
σ
R˙
=
k R˙
σ−1
σ
A
σ
R˙
(3.42)
In the first step the horizontal A-ribbon is moved past the braiding of the two R-ribbons. In
the second step the representation morphism on the left R-ribbon is taken through the twist,
which leads to a twist θA on the A-ribbon, and an identity idA=σ
−1 ◦ σ is inserted. On the
right hand side, the two σ morphisms above the coproduct cancel, by (2.5), against the braiding
of the A-ribbons, and the combination θA ◦σ−1 equals σ. Implementing these identities leaves
us with the ribbon graph for QkRR TkR.
Finally, QkRR can be diagonalised because it is a projector, and TkR can be diagonalised because
it squares to a multiple of the identity. Due to TkRQkRR=QkRR TkR, the diagonalisation of
both maps can be achieved simultaneously. X
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It turns out that the numbers Mo¨kR are not integral. But they are integral up to known
phases. To see this, let us choose once and for all a square root of the phases θk which specify
the action of the twist on simple objects Uk, i.e. choose numbers
tk such that t0 = 1 , tk
2 = θk and tk = tk¯ . (3.43)
If the modular tensor category is the representation category of a chiral algebra (which is the
case we are interested in), then each object Uk comes with a conformal weight ∆k and one can
take
tk = exp(−πi∆k) . (3.44)
The numbers
mo¨kR := Mo¨kR/tk (3.45)
are indeed integers:
Theorem 3.5 :
The numbers mo¨kR defined in (3.45) satisfy
(i) mo¨kR ∈ Z ,
(ii) mo¨kR = mo¨k¯Rσ ,
(iii) 1
2
(mo¨kR +AkRR) ∈ {0, 1, ... ,AkRR} .
(3.46)
Proof:
(i) According to (3.38) the coefficient Mo¨kR is the trace of the linear map TkRQkRR. Let {vi} be
a common eigenbasis of QkRR and TkR (which exists by lemma 3.4). The eigenvalues λ
T
i of TkR
in this basis square to θk, and hence λ
T
i =±tk, while the eigenvalues λQi of the projector QkRR
are either zero or one. As a consequence the combinations λTi λ
Q
i /tk take values in {0,±1}, and
hence mo¨kR=Mo¨kR/tk=
∑
i λ
T
i λ
Q
i /tk is indeed an integer.
(ii) We show that Mo¨kR=Mo¨k¯Rσ , which owing to tk= tk¯ in (3.43) implies (ii). Let us turn the
ribbon graph (3.37) in S2×S1 whose invariant is Mo¨kR upside down. We then have
R˙
A σ
R˙
θ
R˙
k
S2×S1
=
k
σ
θ
R˙
R˙
σ−1
A
σ
R˙
(3.47)
which is derived by the following manipulations. First the downwards pointing k-ribbon is
replaced by an upwards directed k¯-ribbon, which is then moved to the left side of the R-
ribbons. Then symmetry in the form (I:3.35) is used on the coproduct so as to move the counit
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below the coproduct. Next a pair σ ◦ σ−1 is inserted on the A-ribbon that joins the left R-
ribbon. Now the part of the ribbon graph lying within the dashed boxes can be recognised from
(2.25) as the representation morphism for Rσ. The twist θA combines with σ
−1 to σ. Using
periodicity in the vertical direction we can shift the figure such that the braiding is placed
above the A-ribbon. The resulting graph is precisely that of Mo¨k¯Rσ .
(iii) Equations (3.26) and (3.38) imply that
1
2 (mo¨kR +AkRR) = tr [
1
2 (TkR/tk + id)QkRR] . (3.48)
Owing to lemma 3.4 the combination 1
2
(TkR/tk+ idH(k,R,R;S2)) is a projector and commutes with
QkRR. Thus the product appearing in the trace (3.48) is a projector as well, and hence its trace
equals the dimension of its image and is thus a non-negative integer. Furthermore the image of
the product of the projectors is contained in the image of QkRR, so that
1
2
(mo¨kR+AkRR) ≤ AkRR.
X
3.4 The Klein bottle
The double Xˆ of the Klein bottle is a torus with modular paramenter τ =2is, as indicated in
figure (3.49 a):
Xˆ =
a)
is
2is
1
MX =
b)
t=−1
t=0
t=1
(3.49)
The anticonformal involution on Xˆ is given by σ(z) = 1+is−z¯. The quotient X = Xˆ/σ has
indeed the topology of a Klein bottle; a fundamental domain for the action of σ on Xˆ is
indicated by the shaded region in figure (3.49 a).
The connecting manifold MX = Xˆ × [−1, 1] /∼ , with (z, t)∼ (σ(z),−t), is presented in fig-
ure (3.49 b). What is shown is a fundamental domain
MX = [0, 1]× [0, s]× [−1, 1] /∼ , (3.50)
where now the equivalence relation ∼ identifies the left and right side of (3.49 b) periodically,
while top and bottom rectangles are identified with a 180◦ rotation. Explicitly,
(0, y, t) ∼ (1, y, t) and (x, 0, t) ∼ (1−x, s,−t) . (3.51)
The small perpendicular arrows ‘ ↑→ ’ in figures (3.49 a) and (3.49 b) indicate how the shaded
and unshaded regions in figure (3.49 a) for the double Xˆ are to be identified with the boundary
of MX . The shaded plane in (3.49 b) shows where the embedding ιX : X→MX places the world
sheet inside MX .
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The next step is to choose a triangulation of the Klein bottle X . We take the one displayed
in (3.52 a):
a)
7−→
b)
A
A
(3.52)
Like for the Mo¨bius strip we choose the orientation of the paper plane at the two vertices
and insert the graphs (3.11), (3.13). The resulting ribbon graph can be simplified, leading to
(3.52 b). Picture (3.52 b) is to be understood as embedded in MX like in (3.49 b), with the third
direction suppressed. Drawing also the latter, the three-manifold and ribbon graph representing
the Klein bottle amplitude are given by
K =
A
σ
I×S1×I/∼
∈ H(∅; T) (3.53)
In this picture top and bottom are identified via (r, φ)top∼ (1/r,−φ)bottom, where r and φ are
radial and angular coordinates in the horizontal plane and I is an interval. Note that with
this identification the boundary of (3.53) is indeed a single torus. As usual, the coefficients Kk
occuring in the expansion
K =
∑
k∈I
Kk |χk; T〉 (3.54)
of K in a basis are obtained by taking the inner product with 〈χk; T|. On the right hand side
this corresponds to gluing the solid torus (I:5.18) to the boundary of K:
Kk =
k
A
σ
k
S2×I/∼
(3.55)
The picture shows the closed three-manifold that is obtained from I ×S2 via the identification
(r, φ)top∼ (1/r,−φ)bottom. The dashed circles indicate the intersection of the embedded world
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sheet with the boundary S2’s of I ×S2; they are placed at r=1. With this identification the
Uk-ribbon that hits the top-S
2 in the interior of the circle has its orientation as a two-manifold
reversed and is identified with the Uk-ribbon hitting the bottom-S
2 outside the circle (which
accordingly is to be drawn as a dashed line).
To proceed we would like to rewrite (3.55) as a trace over H(k, A, k;S2). The corresponding
linear map can be written as the composition of two pieces. The first is the specialisation to
i= j of the map Pij from (I:5.37), which was used in (I:5.38) to express the coefficients Zij of
the torus partition function as a trace. The second map, to be denoted by Gk, implements the
gluing map identifying top and bottom in (3.55):
Pkk =
k
A
k
S2×I
Gk =
k
k
σ
A
A
k
k
E
F
(3.56)
In the ribbon graph for Gk the two intermediate horizontal S
2’s (labelled E, F ) are identified
via (r, φ)E ∼ (1/r,−φ)F . (Here again according to remark 3.2 the framing anomaly vanishes.)
Both Pkk and Gk are endomorphisms of H(k, A, k;S2). Gluing the top-S2 of the ribbon
graph for Pkk to the bottom of Gk using the identity map and vice versa, one arrives precisely
at the closed three-manifold (3.55). Thus
Kk = trH(k,A,k;S2)Gk Pkk . (3.57)
Properties of the number Kk can be established along the same lines as for the Mo¨bius strip.
We start with
Lemma 3.6 :
The linear maps Gk and Pkk defined in (3.56) satisfy Pkk Pkk=Pkk as well as
GkGk = idH(k,A,k;S2) and Gk Pkk = PkkGk . (3.58)
Proof:
That Pkk is a projector was already shown in (I:5.39). In the manipulations establishing (3.58)
we will display only the cylinder at r=1 of the ribbon graphs (3.56), or in other words, only
the A-ribbons; the k-ribbons just play the role of spectators. The abbreviations for Pkk and Gk
obtained this way look as
Pkk = A
A
Gk =
A
A
(3.59)
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That Gk squares to the identity map follows from
GkGk =
A
A
A
=
A
(3.60)
The second equality can be understood as a homeomorphism of three-manifolds which acts as
the identity on the top and bottom parts of the first picture, and as (r, ϕ)→ (1/r,−ϕ) in the
middle (recall that the r-direction is suppressed). This changes the two gluing maps in the first
picture to identity maps, so that the second picture can be drawn as a single piece. The two
reversing moves on the right hand side of (3.60) cancel by (3.5), leaving the identity map on
H(k, A, k;S2).
To see the second equality in (3.58), consider the moves
A
A
A
=
A
A
A
=
A
A
A
(3.61)
The left hand side equals GkPkk. In the first step the horizontal section along which the
two pieces of the three-manifold are glued together is moved downwards. The identification
(r, ϕ)→ (1/r,−ϕ) causes a reflection in the picture and a change of the 2-orientation of the
A-ribbon. The second step uses (3.5) to move the reversing move through the A-ribbon that
winds around the cylinder. Upon moving the reversing move through the identification plane as
well and applying a move like (I:5.25) so as to reverse the direction of the horizontal A-ribbon,
one arrives at the ribbon graph for PkkGk. X
It is now straightforward to establish the crucial properties of the numbers Kk. They are
summarised in
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Theorem 3.7 :
The numbers Kk defined in (3.55) fulfill
(i) Kk ∈ Z ,
(ii) Kk = Kk¯ ,
(iii) 1
2
(Zkk +Kk) ∈ {0, 1, ... , Zkk} .
(3.62)
Proof:
(i) is an immediate consequence of lemma 3.6. The linear maps Gk and Pkk commute, are
diagonalisable and have integer eigenvalues. Thus the trace of their product is an integer.
(ii) can be seen analogously to theorem 3.5(ii). Start with drawing the three-manifold and
embedded ribbon graph of (3.55) upside down, then use the move (I:5.25) to reverse the direction
of all A-ribbons, and finally move the combination of σ and half-twist (the reversing move)
through the identification. The resulting graph is that for Kk¯.
To see (iii) recall formula (I:5.38) and write
1
2 (Zkk +Kk) = trH(k,A,k;S2) [
1
2 (Gk + idH(k,A,k;S2))Pkk] . (3.63)
Lemma 3.6 shows that (Gk + id)/2 is a projector that commutes with Pkk. Thus their product
is a projector, too, and its trace is a non-negative integer. The upper bound Zkk follows since
the image of the product is contained in the image of Pkk. X
Remark 3.8 :
(i) For the charge conjugation modular invariant, i.e. for the Jandl algebra A=1 (having re-
version σ= id1), a TFT demonstration of the assertions of theorems 3.5 and 3.7 was already
given in [51].
(ii) In unoriented closed and open string theory, the properties (3.46(iii)) and (3.62(iii)) involv-
ing the four partition functions Z, K, A and Mo¨ arise as consistency conditions. The particular
combinations appearing in these relations determine the spectra of (orientifold-projected) open
and closed string states, respectively, and therefore must be non-negative integers.
3.5 About ribbons in RP3
We now present the basic invariant of the three-manifold RP3=S3/Z2. Using this invariant,
arbitrary ribbon graphs in RP3 can easily be expressed as ribbon graphs in S3. This will
be instrumental in the evaluation of the crossed channel amplitudes for the Klein bottle and
the Mo¨bius strip. Other quantities arising in the computation of these amplitudes will be
introduced in section 3.6.
To represent RP3 we take the upper half of R3 modulo an identification of points on its
boundary:
RP
3 = {(x, y, z)∈R3∪{∞} | z≥ 0} /∼ , (x, y, 0)∼ −1
x2+y2 (x, y, 0) . (3.64)
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Similar to the pictorial conventions for ribbon graphs in S3, S2×S1 and D2×S1 that we intro-
duced in (I:5.13), ribbon graphs in RP3 will be drawn as indicated in the example of the Hopf
link as follows:
RP
3
(3.65)
Here the dashed circle indicates the unit circle x2+ y2=1 in the x-y plane. The three-manifold
RP
3 can be obtained from surgery on the unknot in S3 with framing −2, as is described in
detail in section 4.6 and appendix B of [51]. It follows that
X
φ
X
RP
3
= S00 κ
−1
∑
j∈I
S0j θ
−2
j φ
X
X
j
S3
(3.66)
for every φ∈Hom(X,X). Here the number κ is the charge of the modular tensor category C,
which (see section I:2.4) is given by κ=S00
∑
k∈I θ
−1
k (dim(Uk))
2. In terms of the central charge
c of the CFT, κ is expressed as κ=e2πic/8.
Note that the half-twist that is present in the graph in RP3 on the left hand side of (3.66)
must be chosen precisely as indicated; it cannot be replaced by the opposite half-twist. As a
check of this statement, let us study the particular case that φ= idX with X =Uk, and that
the three-dimensional TFT is unitary in the sense of [60]. Such TFTs have the property that
orientation reversal of a three-manifold results in complex conjugation of its invariant, see
sections II.5.4 and IV.11 of [60]. We consider the two ribbon graphs
Γ+ := k
RP
3
and Γ− := k
RP
3
(3.67)
These graphs can be mapped to one another by an orientation reversing homeomorphism, so
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that by assumption the associated invariants satisfy (Γ+)
∗=Γ−. Furthermore,
Γ+ =
k
RP
3
=
k
RP
3
= θk Γ− . (3.68)
These relations may be rewritten as
(Γ∗ǫ) = Γ−ǫ and Γǫ = (θk)
ǫ Γ−ǫ (3.69)
for ǫ=±.
Now recalling the definition of Sij as the invariant of the Hopf link in S
3 (see (I:2.22)), in
the situation at hand the ribbon graph on the right hand side of (3.66) is given by skj =Skj/S00,
and hence according to (3.66) we have
Γǫ = κ
−1∑
j∈I
S0jθ
−2
j Skj (3.70)
with ǫ=+. As a consistency check, we now show by an independent argument that the in-
dex ǫ in formula (3.70) cannot be an arbitrary sign, but must be ǫ=+. The matrices S and
T representing the modular group satisfy (ST )3=C =S2 with C the charge conjugation ma-
trix. Since C commutes with S and T this implies S−1T 2S−1=CT−1ST−2ST−1. Substituting
Tk =κ
−1/3θ−1k into the 0k¯-component of this relation yields
κ−1
∑
j∈I
S0jθ
−2
j Sjk = κ
∑
j∈I
S0jθ
2
jSjk¯θk , (3.71)
which when combined with (3.70) leads to
(Γǫ)
∗ = (κ−1
∑
j∈I
S0jθ
−2
j Sjk)
∗ = κ
∑
j∈I
S0jθ
2
jSjk¯ = θ
−1
k κ
−1∑
j∈I
S0jθ
−2
j Sjk = θ
−1
k Γǫ . (3.72)
Comparison with (3.69) thus shows that indeed ǫ=+, as implied by (3.66).
For the computations in the sequel it will be convenient to display separately the form that
(3.66) takes when X =U ⊗V :
U
U
φ
V
V
RP
3
= S00κ
−1
∑
j∈I
S0j θ
−2
j
U
φ
V
j
S3
(3.73)
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We would also like to point out an effect that arises when manipulating ribbon graphs in RP3
in the presentation (3.65) and that will play a role in some of the calculations below. Recall
that the ribbons touch the x-y-plane indeed not in a single point, as suggested by the pictures
in blackboard framing convention, but in a little arc. When moving the pair of arcs at which
a ribbon touches the x-y-plane one must take into account the identification (3.64). In general
this introduces additional twists on the ribbons which are hard to see in the blackboard framing
convention. For example, for the left hand side of (3.66) one has
X
φ
RP
3
=
X
φ
RP
3
(3.74)
3.6 The ingredients SA, S˜A and Γσ
In the closed string channel of annulus, Mo¨bius strip and Klein bottle partition functions,
specific ribbon graphs SA, S˜A and Γσ appear as basic constituents. Before introducing them,
we recall the definition
PX :=
A
A X
A X
A
(3.75)
(see (I:5.34)) of the projector PX ∈Hom(A⊗X,A⊗X). This projector allows to select inter-
esting subspaces Homloc(A⊗X, Y ) (already defined in section I:5.5) and Homloc(X,A⊗Y ) of
Hom(A⊗X, Y ) and Hom(X,A⊗Y ), respectively:
Definition 3.9 :
The subspaces of local morphisms in Hom(A⊗X, Y ) and Hom(X,A⊗Y ) are
Homloc(A⊗X, Y ) := {ϕ∈Hom(A⊗X, Y ) |ϕ ◦PX =ϕ } ,
Homloc(X,A⊗Y ) := {ψ ∈Hom(X,A⊗Y ) |PY ◦ψ=ψ } .
(3.76)
We will also need two linear maps that can be restricted to bijections between the subspaces
(3.76).
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Definition 3.10 :
We define two linear maps
ΛYX : Hom(A⊗X, Y )→ Hom(X,A⊗Y ) and
ΩYX : Hom(A⊗X, Y )→ Hom(A⊗Y ∨, X∨)
(3.77)
by
σ
ϕ
Y
X
A
ϕ
σ
A X
Y
ΛYX(ϕ) := and Ω
Y
X(ϕ) := (3.78)
for ϕ∈Hom(A⊗X, Y ).
Proposition 3.11 :
The maps ΛYX and Ω
Y
X (3.78) restrict to bijections
ΛYX : Homloc(A⊗X, Y )
∼=→ Homloc(X,A⊗Y ) ,
ΩYX : Homloc(A⊗X, Y )
∼=→ Homloc(A⊗Y ∨, X∨) .
(3.79)
Proof:
For any ϕ∈Hom(A⊗X, Y ) the equalities
ϕ
σ
A Y
X
A
σ
ϕ
A Y
X
A
Y
X
A
A
ϕσ
σ−1
σ
= = (3.80)
hold. The left hand side is equal to ΛYX(ϕ ◦ PX). In the second step σ is taken through the
multiplication and comultiplication. The resulting σ and σ−1 on the A-loop cancel; afterwards
the A-loop can be deformed into the projector PY (the move involves two twists θA and θ
−1
A ,
which cancel). Altogether we find
ΛYX(ϕ ◦PX) = PY ◦ ΛYX(ϕ) . (3.81)
In particular, if ϕ is already in Homloc(A⊗X, Y ), then ΛYX(ϕ) lies in Homloc(A⊗X, Y ).
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Next consider, again for any ϕ∈Hom(A⊗X, Y ), the moves
ϕ
σ
A
Y
A
X ϕ
σ
σ
σ−1
X
A
Y
A
σ
ϕ X
Y
A
A
= = (3.82)
Moving the A-loop down behind the morphism ϕ on the left hand side one checks that the left
hand side equals ΩYX(ϕ ◦PX). On the right hand side the two twists on the A-loop cancel and
the resulting morphism is ΩYX(ϕ) ◦PY ∨ , so that
ΩYX(ϕ ◦ PX) = ΩYX(ϕ) ◦ PY ∨ . (3.83)
The equalities (3.81) and (3.83) establish that the ΛYX and Ω
Y
X indeed map local morphisms to
local morphisms as claimed in (3.79).
It remains to be shown that ΛYX and Ω
Y
X are invertible. To this end define the maps Λ˜
Y
X and
Ω˜YX(β) by
A X
Y
σ−1
α
σ
X
Y
β
A
Λ˜YX(α) := and Ω˜
Y
X(β) := (3.84)
for α∈Homloc(X,A⊗Y ) and β ∈Homloc(A⊗Y ∨, X∨). An argument similar to the one given
above for ΛYX and Ω
Y
X shows that they restrict to maps
Λ˜YX : Hom
loc(X,A⊗Y )→ Homloc(A⊗X, Y ) ,
Ω˜YX : Homloc(A⊗Y ∨, X∨)→ Homloc(A⊗X, Y ) .
(3.85)
Finally one easily verifies that ΛYX and Λ˜
Y
X , respectively Ω
Y
X and Ω˜
Y
X , are left and right inverse
to one another. X
Note that while the definition of the morphism Ω˜YX(β) in (3.84) looks similar to that of
ΩX
∨
Y ∨ (β), the former results in a morphism in Homloc(A⊗X, Y ) while the latter gives an element
of Homloc(A⊗X∨∨, Y ∨∨). The two maps can be related via an isomorphism
Ω˜YX(β) = δ
−1
Y ◦ ΩX
∨
Y ∨ (β) ◦ (idA⊗δX) , (3.86)
with δU ∈Hom(U, U∨∨) as defined above (I:2.13). When evaluating Ω˜YX in a basis, this can give
rise to additional sign factors.
In the manipulations below we will use two specific moves on several occasions. It is helpful
to list them explicitly:
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Lemma 3.12 :
(i) For every object U , any endomorphism φ∈Hom(U, U) has equal left and right trace,
φ
U
φU U φ= = (3.87)
(ii) For any three objects U, V, W and morphisms α, β (with source and range as indicated in
the figure) we have
α β
U
V
W
α
β
V
U
W α
β
U W
V
= = (3.88)
Proof:
(i) The two twists θU and θ
−1
U introduced on the U -ribbon in the middle figure cancel.
(ii) The left and right figures are obtained from the middle one by keeping β and the V -ribbon
fixed and rotating the coupon that represents the morphism α (dragging along also the attached
ribbons) by ±180◦. X
We call the move (3.87) the trace flip on U , and the moves (3.88) the clockwise (right
equality) and counter-clockwise (left equality) Hopf turn of U . That left and right traces
coincide means that a modular tensor category C is in particular spherical.
We now present the definition of SA, S˜A and Γσ.
Definition 3.13 :
For X an object, M a left A-module, ϕ∈Hom(A⊗X,X) and ψ∈Hom(X,A⊗X) we set
ϕ
A M
X
ψ
A
MX
SA(M ;X,ϕ) := S00
S3
S˜A(X,ψ;M) := S00
S3
(3.89)
and
σ−1
ϕ
X
A
A
Uj
S3
Γσ(X,ϕ) := S00κ
−1
∑
j∈I
S0j θ
−2
j (3.90)
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Alternatively one can represent the invariant Γσ(X,ϕ) directly in RP3; for example one has
RP
3
ϕ
σ
X
A
ϕ
σ
X
A
RP
3
Γσ(X,ϕ) = = (3.91)
The equality of the first and second graph in (3.91) amounts to moving the point at which the
core of the left-most X-ribbon touches the x-y-plane counter-clockwise along the dashed circle
for half a circumference. Due to the identification this moves the right-most intersection point
of the X-ribbon with the horizontal plane counter-clockwise as well. In this manipulation, we
must keep in mind the effect mentioned at the end of section 3.5. Afterwards the X-ribbon is
displaced slightly to the right, while the A-ribbon is shifted to the left.
The equality of (3.91) and (3.90) is obtained by applying (3.73): To bring the second graph
in (3.91) to the form (3.73), lift the A-ribbon above the X-ribbon. One also must reverse the
half-twist on the A-ribbon, giving rise to a twist θ−1A , which combines with σ to σ
−1.
The relation of (3.89) to the similar quantities (I:5.97) and (I:5.132) is via a choice of basis,
as will be discussed in more detail at the end of this section.
Proposition 3.14 :
ForX an object, ϕ∈Hom(A⊗X,X), ψ ∈Hom(X,A⊗X) andM a left A-module, the quantities
SA, S˜A and Γσ defined in (3.89) and (3.90) fulfill
(i) SA(Mσ;X,ϕ) = S˜A(X,ΛXX(ϕ);M) , (3.92)
(ii) SA(Mσ;X,ϕ) = SA(M ;X∨,ΩXX(ϕ)) , (3.93)
(iii) Γσ(X,ϕ) = Γσ(X∨,ΩXX(ϕ)) , (3.94)
(iv) SA(M ;X,ϕ) = SA(M ;X,ϕ ◦PX) , Γσ(X,ϕ) = Γσ(X,ϕ ◦PX) ,
S˜A(X,ψ;M) = S˜A(X,PX◦ψ;M) . (3.95)
Proof:
For the proof of (i) – (iii) we use the trace flip (3.87) and the Hopf turn (3.88).
(i) Consider the moves
X
Mσ
A
ϕ M
X
A
σ
ϕ
ΛX
X
(ϕ)A
X
M
= = (3.96)
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The left hand side is obtained from SA(Mσ;X,ϕ) by an counter-clockwise Hopf turn on Mσ.
In the first step the definition (2.25) of ρσ is substituted and the second step amounts to a trace
flip on M as well as insertion of the definition (3.78) of ΛXX(ϕ). The right hand side equals
S˜A(X,ΛXX(ϕ);M).
(ii) Consider the moves
ϕ
σ
A
M
X
σ
ϕ
MX
A σ
A
ϕ
X
M
= = (3.97)
The left hand side shows the definition of SA(M ;X∨,ΩXX(ϕ)). The first step amounts to a
clockwise Hopf turn of X followed by a trace flip on X . Also, in the first step the identity
(2.17) is used to move σ past the coproduct. The second step is a clockwise Hopf turn of M .
By definition (2.25) of ρσ the right hand side is equal to SA(Mσ;X,ϕ).
(iii) Consider the moves
ϕ
ϕ
ϕ
ϕ
σ−1
σ σ σ−1
σ
σ−1
σ−1
σ
A
A
A
A
A
Uj
Uj
Uj
Uj
X
X
X
X
=
=
=
(3.98)
The first step is a deformation of the X-ribbon. The second step consists of a trace flip on X
combined with a deformation of the A-ribbon. In the third step the A-loop is rotated by 180◦
clockwise around its center and then a trace flip is executed on it. Afterwards one can use the
identity (I:5.25) to turn around the direction of the A-ribbon. This also changes the product
into a coproduct. Finally the morphism σ−1 is moved clockwise around the A-loop; upon use
of (2.5) this cancels the σ in front of ϕ and introduces the correct braiding to get (3.90). When
multiplied with κ−1S00S0jθ−2j and summed over j ∈I, the left hand side gives Γσ(X∨,ΩXX(ϕ)),
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while the right hand side yields (after reversing the direction of the Uj-ribbon, which is allowed
owing to the j-summation) Γσ(X,ϕ).
(iv) The two equalities involving SA and S˜A can be demonstrated by moves similar to the ones
in (I:5.99). To see the equality for Γσ one can start from the first representation of Γσ(X,ϕ)
in (3.91). To simplify the pictures we will only show a two-dimensional slice of RP3 that
does not intersect the X-ribbon. In the representation (3.64), (3.65) of RP3 the slice is the
set D := { (x, y, z) | x2+y2=1, z ∈ [0, 1] }. The set D can be mapped to a crosscap with a hole,
which we will identify with the set C◦= {x∈R2 | |x| ∈ [1/2, 1]}/∼ with x∼−x iff |x|=1.
In (3.91) we can deform all the A-ribbons to lie within the set D, except for the final part
of the A-ribbon that is attached to the coupon for the morphism ϕ; after mapping D to C◦ we
then obtain
A
(3.99)
Here the dashed circle corresponds to the dashed circle in (3.91), and opposite points on this
circle are identified. The A-ribbon ending on the solid circle in the center continues to the
morphism ϕ in the full picture (3.91). In addition, the morphism σ and the half-twist in (3.91)
have been combined to the reversing move (3.4).
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In the representation (3.99), consider now the following moves on the A-ribbons
A
A
A
A=
=
=
(3.100)
The left hand side is equal to (3.99) by coassociativity and specialness. In the first step the
multiplication morphism is taken past the reversing move using (3.5) and is then moved further
along the A-ribbon, using also the Frobenius property to move it past the comultiplication.
The second step is similar to the previous one. In the third step the lower segment of the
A-ribbon is taken through the dotted circle, reemerging at the top in the way indicated. Now
drawing the right hand side of (3.100) in the full picture (3.91), we see that what we achieved
is precisely to insert a projector PX in front of ϕ. X
As already pointed out in section I:5.4 and will be described in detail elsewhere, bulk fields
are labelled by local morphisms in the spaces Hom(A⊗Uj , U∨i ). For example, by lemma I:5.6
the dimension of the local subspace is exactly Zij. The quantities S
A, S˜A and Γσ are related
to one-point functions on the disk and on the crosscap. Proposition 3.14(iv) implies that when
we choose an eigenbasis of the projector PUj , only ‘physical’ labels give nonzero results. Such a
basis and its dual were introduced in (I:5.55) and (I:5.56), denoting the bases of Hom(A⊗Ul, Uk¯)
and Hom(Uk¯, A⊗Ul) by {µklα } and {µ¯klα }, respectively. Let us order the basis vectors such that
the subsets
{µklα |α = 1, . . . , Zkl} and {µ¯klα |α = 1, . . . , Zkl} (3.101)
are dual bases of the subspaces Homloc(A⊗Ul, Uk¯) and Homloc(Uk¯, A⊗Ul), respectively. With
these choices the relation between SA and S˜A from (3.89) and the quantities given in (I:5.97)
and (I:5.132) is
SAκ,pα = S
A(Mκ;Up, µ
p¯p
α ) and S˜
A
pα,κ = S˜
A(Up, µ¯
p¯p
α ;Mκ) . (3.102)
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It was shown in propositions I:5.16 and I:5.17 that the matrices SAκ,pα and S˜
A
pα,κ are each others’
inverses. Further we set
Γσpα := Γ
σ(Up, µ
p¯p
α ) and γ
σ
pα := t
−1
p Γ
σ
pα (3.103)
with tp the numbers introduced in (3.43). The combinations γ
σ
pα are introduced because the
crossed channel amplitudes look a bit simpler when expressed in terms of these combinations.
They are also used frequently in the literature, since they arise when working with phase
rotated characters χˆk(τ) = e
πi(∆k−c/24)χk(τ), as is convenient for the Mo¨bius strip amplitude
(see e.g. [61]).
The quantitites SAκ,pα, S˜
A
pα,κ and Γ
σ
pα can be expressed explicitly in terms of fusing and
braiding matrices. For brevity, as in paper I we present these expressions only for the case that
both Nij
k ∈{0, 1} and dim
C
Hom(Uk, A)∈{0, 1} for all i, j, k ∈I. Also recall that when one of
the labels i, j, k is 0, the choice of basis elements in Hom(Ui⊗Uj , Uk) is prescribed by formula
(I:2.33).
The multiplication m and comultiplication ∆ of the algebra A are expressed in this basis
according to (I:3.7) and (I:3.82). The reversion on A is given in terms of numbers σ(a) intro-
duced in formula (2.19). For the representation morphism ρ of an A-module M , the expansion
in a basis looks like in (I:4.61). As a final ingredient, the local morphisms in Hom(A⊗Ul, Uk¯)
and its dual are given in a basis as
a l
A
α
k k
a l
a l
A
k
α
a l
k
= µklα;a and = µ¯
kl
α;a (3.104)
The link invariant for SAκ,pα can now be evaluated as
α
p
Mκ
A
A
M˙κ
m
α
a a
A
p
ν
ν
SAκ,pα
S00
= =
∑
(mν)≺Mκ
∑
a≺A
(3.105)
where the first figure is related to the definition of SA in (3.89) by a Hopf turn (3.88) of Mκ. In
the second step we have executed a trace flip on Mκ and inserted the bases (I:3.4) and (I:4.21)
so as to decompose A and Mκ into simple objects. Recalling also the normalisation convention
(I:3.79) for the basis of Hom(1, A) and Hom(A, 1), as well as the notation a≺A indicating that
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Ua is a simple subobject of A (see (I:3.78)) and the analogous notation (mν)≺M in which ν
labels possible multiplicities of Um in M˙ , we find
SAκ,pα =
∑
a≺A
∑
(mν)≺Mκ
ρκmνa,mν ∆
aa¯
0 µ
p¯p
α;a¯ IS(p, a,m) (3.106)
with IS(p, a,m) given by
a a
m p
m p
r
m p
a
a
m
p
r′
m p
p m
p
m
m p
a
m
p
r
r
p m
IS(p, a,m)/S00 := =
∑
r,r′
=
∑
r
R (mp)rR (pm)rR− (ma)m dim(Up) dim(Um) F
(a a¯ p) p
p 0
(3.107)
In the first step two complete bases of intermediate simple objects Ur, Ur′ are inserted. Since
a morphism from Ur to Ur′ is zero unless r= r
′, this reduces to a single sum over r. In the
second step the definitions (I:2.41) of R and the formula (I:2.60) for F as well as the relation
(I:2.35) between duality and basis morphisms are inserted. In the last graph in (3.107) the
definition (I:2.40) of G≡F−1 can be substituted. The resulting graph already appeared in a
similar calculation in (I:2.63). Altogether we find
IS(p, a,m) =
S0p S0m
S00
R− (ma)m F (a a¯ p) pp 0
∑
r
θr
θmθp
G (map) rmp G
(p¯ pm)m
0 r F
(p¯ pm)m
r 0 . (3.108)
The analogous calculation for S˜Apα,κ and Γ
σ
pα yields
S˜Apα,κ =
∑
a≺A
∑
(mν)≺Mκ
ρκmνa,mν µ¯
p¯p
α;a IS˜(p, a,m) (3.109)
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and
Γσpα =
∑
a,b≺A
[σ(a)]−1∆baa µ
p¯p
α;b IΓ(p, a, b) (3.110)
with constants IS˜(p, a,m) and IΓ(p, a, b) that can be evaluated in a way similar to (3.107),
yielding
a
p
m
IS˜(p, a,m) = S00
=
S0p S0m
S00
R (ma)m
∑
r
θr
θmθp
G (map) rmp G
(p¯ pm)m
0 r F
(p¯ pm)m
r 0
(3.111)
and
a
p
j
b
IΓ(p, a, b) = κ
−1S00
∑
j
S0j θ
−2
j = κ
−1 R− (b a)a
∑
j,r
S0j θ
−2
j Sjr F
(a b p) r
p a .
(3.112)
Here a summation over a complete basis of morphisms with intermediate object Ur is inserted
in the two Ua⊗Up -ribbons. Substituting (I:2.37) gives rise to the F-matrix element. What
remains is a Hopf link for a Ur- and a Uj-ribbon, whose invariant is sj,r.
For the computations in the next section we also need to express the inverse of the map ΛYX
defined in (3.78) in a basis. We define the matrix gklαβ via
(Λlk¯)
−1(µ¯klα ) =
∑
β
gklαβ dim(Uk)µ
l¯ k¯
β . (3.113)
As a consequence of the bijections (3.79), if µ¯klα is local, then so is the left hand side of
(3.113), and thus in this case the sum on the right hand side can be restricted to local µl¯k¯β .
Also by proposition 3.11, the map (Λl
k¯
)−1 is invertible on the local morphisms, so that gklαβ is
invertible as a matrix in α,β. Composing both sides of (3.113) with µ¯klβ and using the description
(3.84) of the inverse of ΛYX we find
k
lα
β
σ−1
Adim(Uk) dim(Ul) g
kl
αβ = (3.114)
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Taking in this graph the morphism µ¯klα around the Ul-loop results in a graph that (using
symmetry of A, as well as (2.17)) can be deformed into the one for dim(Ul) dim(Uk) g
l¯k¯
βα. Thus
we get the relation
gklαβ = g
l¯ k¯
βα , (3.115)
and in particular
gk¯kαβ = g
k¯k
βα . (3.116)
Evaluating the invariant (3.114) in the case Nij
k ∈{0, 1} and 〈Uk,A〉 ∈ {0, 1} we find
a
a
k
l
gklαβ =
∑
a≺A
dim(A)
dim(Uk) dim(Ul)
m 0a¯ a
1
σ(a)
µ¯klα,a µ¯
l¯ k¯
β,a¯ (3.117)
(The factor dim(A) appears when inserting a basis of morphisms (I:3.4) in front of the counit
and using (I:3.79) with β1=dim(A).) With the help of the identities (I:2.60) this can be
rewritten as
gklαβ =
∑
a≺A
dim(A)
m 0a¯ a
σ(a)
µ¯klα,a µ¯
l¯ k¯
β,a¯
G
(a¯ a l) l
0 k¯
dim(Uk)
. (3.118)
3.7 Crossed channel for Mo¨bius strip and Klein bottle
In the two previous sections we have gathered the necessary ingredients to compute the coeffi-
cients of the Mo¨bius strip and Klein bottle amplitudes in the crossed channel. The purpose of
this section is to establish compatibility of the Mo¨bius strip and Klein bottle amplitudes with
the crossed channel, which amounts to the two identities
mo¨kR =
1
S00
∑
l∈I
Zl¯,l∑
α,β=1
Pkl S
A
R,lα g
l¯ l
αβ γ
σ
lβ (3.119)
and
Kk =
1
S00
∑
l∈I
Zl¯,l∑
α,β=1
Skl γ
σ
lα g
l¯ l
αβ γ
σ
lβ . (3.120)
Here P is the P -matrix of [10]: Defining the matrix Tˆ by
Tˆij := δi,j θ
−1
i (3.121)
and choosing a square root of Tˆ according to (Tˆ 1/2)kl := δklt
−1
k with tk as in (3.43), the P -matrix
is given by P =κ−1Pˆ , where
Pˆij = (Tˆ
1/2STˆ 2STˆ 1/2)ij (3.122)
and κ is the charge of C, i.e. the number described after (3.66).
The identities (3.119) and (3.120) reflect the fact that in the crossed channel the Mo¨bius
amplitude Mo¨R can be expressed as the inner product of a boundary state and a crosscap state,
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while the Klein bottle amplitude K is given by the inner product of two crosscap states. This
amounts to a consistency condition between the closed string spectrum and the coefficients
mo¨kR and Kk which is satisfied when the identities (3.119) and (3.120) hold [38, 28]. In our
approach the relations (3.119) and (3.120) are deduced, rather than postulated, i.e. the consis-
tency between closed string spectrum and Mo¨bius strip and Klein bottle amplitudes is satisfied
automatically. Also recall that the annulus coefficients provide us with a NIM-rep of the fusion
rules; NIM-reps which obey the consistency condition just mentioned, as well as the integrality
properties (3.46(iii)) and (3.62(iii)), have been termed ‘U-NIMreps’ in [28].
In section 3.3 we have obtained the three-manifold and ribbon graph Mo¨R for the Mo¨bius
strip amplitude. We denote the boundary ∂+Mo¨R by Y ; by construction, Y is a torus.
A convenient basis in the space H(∅; Y ) of zero-point conformal blocks on the Mo¨bius strip
with boundary condition Y can be selected as follows. We start from the basis |χk; T〉 in (I:5.15).
Denoting the three-manifold in (I:5.15) by M+χ
k
(in section I:5.2, the notation M1 was used in-
stead), by definition |χk; T〉=Z(M+χk , ∅,T)1. Similarly, for the dual basis one chooses the three-
manifoldM−χ
k
as in (I:5.18) (where it was calledM2) and puts 〈χk; T|=Z(M−χk ,T, ∅)∈H(∅; T)∗.
The basis in H(∅; T) can be transported to H(∅; Y ) by specifying a homeomorphism f : T→ Y .
Let CY := Y× [0, 1] be the cylinder over Y . For a homeomorphism g: ∂+M2→ ∂−M1, de-
note by M1
g
֋M2 the three-manifold obtained by glueing ∂+M2 to ∂−M1 using g. Then
Z(CY
f
֋M+χ
k
, ∅, Y )1, with k ranging over I, provides a basis of H(∅; Y ).
An essential point below will be to compare two bases obtained by different choices of
f . On the torus T fix a homology basis of cycles a, b such that the a-cycle is contractible
in M+χ
k
and the b-cycle is the cycle that is obtained when moving the Uk-ribbon in M
+
χ
k
to
the boundary and reversing the direction. In terms of the picture (I:5.15), the a-cycle winds
counter-clockwise horizontally around the torus, while the b-cycle runs vertically from bottom
to top, as is indicated in figure (3.123 a) below.
We now introduce two homeomorphisms fa,b: T→Y , whose homotopy class is determined
via the images of the a- and b-cycle in Y ; figure (3.123 b) indicates the action of fa, while
(3.123 c) shows the action of fb:
b
a
k b
a
a
b
a
a) b) c)
(3.123)
We denote the two corresponding bases of H(∅; Y ) by
|ak; Y 〉 := Z(CY
fa
֋M+χ
k
, ∅, Y )1 and |bk; Y 〉 := Z(CY
fb
֋M+χ
k
, ∅, Y )1 , (3.124)
respectively. This way we get two expansions of the vector Z(Mo¨R, ∅, Y )1∈H(∅; Y ) (as before,
by abuse of notation we will use the symbol Mo¨R also for this vector),
Mo¨R =
∑
l∈I
Mo¨lR |al; Y 〉 =
∑
l∈I
M˜o¨lR |bl; Y 〉 . (3.125)
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The basis {|al; Y 〉} is chosen such that the coefficients Mo¨lR appearing here are precisely those
given in formula (3.37). The coefficients M˜o¨lR in the basis {|bl; Y 〉} will be computed below.
First, however, let us derive the relation between the two expansions. One quickly checks
that the bases dual to (3.124) are given by
〈ak; Y | = Z(M−χk
f−1a
֋CY , Y, ∅) and 〈bk; Y | = Z(M−χk
f−1
b
֋CY , Y, ∅) , (3.126)
respectively. It then follows from (3.125) that
Mo¨kR =
∑
l∈I
〈ak; Y |bl; Y 〉 M˜o¨lR . (3.127)
By construction, the inner products 〈ak; Y |bl; Y 〉 are ribbon invariants:
〈ak; Y |bl; Y 〉 = Z(M−χk
f−1a ◦fb
֋ M+χ
l
, ∅, ∅)1 . (3.128)
More generally, let us represent the a-cycle by (10) and the b-cycle by (
0
1), and let g: T →T be
an invertible homeomorphism acting on the homology basis as (p qr s), with ps−qr=1. Then we
are interested in the matrix M(g) with entries
M(g)kl = M
[
(p qr s)
]
kl
:= Z(M−χ
k
g
֋M+χ
l
, ∅, ∅)1 . (3.129)
The matricesM form an |I|-dimensional projective representation of the modular group SL(2,Z).
One way to compute them is to combine
M
[
(0 −11 0 )
]
kl
= Skl and M
[
(1 10 1)
]
kl
= Tˆkl = δkl θ
−1
k (3.130)
with the recursion relations
M
[
(1 10 1)(
a b
c d)
]
kl
=
∑
r TˆkrM
[
(a bc d)
]
rl
,
M
[
(0 −11 0 )(
a b
c d)
]
kl
= κ−sign(ac)
∑
r SkrM
[
(a bc d)
]
rl
.
(3.131)
A detailed derivation of these relations is given in appendix A.3.
Note that the composition f−1a ◦ fb in (3.128) takes the cycle b to −b and a to −a+2b.
Applying (3.131) to (3.128) we thus compute
〈ak; Y |bl; Y 〉 = M
[
(−1 02 −1)
]
kl
= κ−1(STˆ 2S)kl . (3.132)
After working out the matrix describing the change of basis in (3.127) we proceed to evaluate
the link invariant M˜o¨kR. To construct the three-manifold we start from a different fundamental
domain for the torus, namely the shaded region in the first of the following pictures:
a
a
b
A A′
B
D′
C′
B′
D
t=0
t=1
C
b
a
(3.133)
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The connecting manifold Mo¨R is constructed as in (3.8). A fundamental domain of Mo¨R is
shown in the second of the pictures (3.133). This picture is to be understood as follows. The
top and bottom faces are to be identified periodically, B∼B′; among the lateral faces one must
identify C ∼C ′ and D∼D′; on the face at t=0 the left half A is to be identified with the right
half A′ via reflection about the dashed line. The face at t=1 is the actual boundary of Mo¨R
(a torus), and we have indicated on it the images of the a- and b-cycles. After implementing
the identification A∼A′ explicitly, Mo¨R is described by the first of the following pictures:
a
b
D′
C
C′
D
R˙
A
A
a)
b)
(3.134)
Here again the a- and b-cycles are drawn on the boundary ∂+Mo¨R; the dashed lines show where
the world sheet is to be embedded in Mo¨R, with the left vertical line indicating its boundary.
Let us stress that this picture describes the same three-manifold as (3.33), though this is not
immediately obvious from the pictures. The second figure in (3.134) represents the world sheet,
i.e. the Mo¨bius strip. Here top and bottom are identified while for the right boundary – thinking
of it as an S1 of circumference 2π – we have φ ∼ φ+π, i.e. a crosscap. This picture also contains
the ribbon graph to be embedded in Mo¨R; one can convince oneself that this ribbon graph is
equivalent to the one in (3.34).
To obtain the invariant for M˜o¨kR via (3.125), we must evaluate 〈bk; Y |Mo¨R. In terms of the
left figure in (3.134), this amounts to glueing the solid torus (I:5.18) along the boundary in
accordance with the location of the cycles. The resulting three-manifold is an RP3. In order
to reproduce the ribbon graph including all twists it is helpful to draw ribbons instead of the
reduced blackboard framing notation. One finds
RP
3
A
R˙
k
k
A
M˜o¨kR = (3.135)
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In the representation of RP3 that we use here, horizontal sections (like the one indicated by the
long dashes) correspond to S2’s. To proceed we cut (3.135) along the dashed line and insert
the identity
α
k
k
k
α
k
A
A
idH((k,−),A,k;S2) =
1
S00 dim(Uk)
∑
α
(3.136)
This is an identity of endomorphisms of H((k,−), A, k;S2). The right hand side consists of two
three-manifolds, which are solid three-balls: one of them contains the top component of the
ribbon graph, and the other one the bottom component. The boundary of this (disconnected)
three-manifold is given by S2 ⊔S2. As usual, we implicitly apply the functor (Z,H), so that
the right hand side is an endomorphism of H((k,−), A, k;S2), too. The factor S00 dim(Uk) is
the invariant of an S3 with an embedded Uk-loop, which appears when one verifies that (3.136)
obeys id ◦ id= id. This leads to the following decomposition of the invariant (3.135):
S3R˙
σ
k
α
A
RP
3
σ
θ−1
A
α
k
A
M˜o¨kR =
1
S00 dim(Uk)
∑
α
(3.137)
By comparison with the results (3.92), (3.89) and (2.25), the ribbon graph in S3 can be recog-
nised to be S˜A(Uk, µ¯
k¯k
α ;R
σ). The ribbon graph in RP3 can be deformed so as to become equal to
θ−1k Γ
σ(Uk, µ
k¯k
α ). To see this, rotate the points at which the A-ribbon touches the identification
plane by 90◦ counter-clockwise, and the Uk-ribbons by the same amount clockwise, keeping in
mind the subtlety (3.74). Up to the twist θ−1k , one then indeed obtains the first picture in
(3.91).
With the help of (3.92) and (3.113), the S˜A-factor can be rewritten as
S˜A(Uk, µ¯
k¯k
α ;R
σ) = SA((Rσ)σ;Uk, (Λ
k
k)
−1(µ¯k¯kα )) =
∑
β
dim(Uk) g
k¯k
αβ S
A((Rσ)σ;Uk, µ
k¯k
β )) . (3.138)
Recalling from (2.28) that (Rσ)σ∼=R as A-modules, it follows that altogether we have
M˜o¨kR =
1
S00
∑
α,β
gk¯kαβ S
A
R,kβ θ
−1
k Γ
σ
kα . (3.139)
The relation between Mo¨kR and M˜o¨kR thus becomes
Mo¨kR =
∑
l
κ−1(STˆ 2S)kl M˜o¨lR =
1
S00
∑
l,α,β
κ−1 tk Pˆkl tl θ−1l S
A
R,lα g
l¯ l
αβ Γ
σ
lβ . (3.140)
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Using the definitions (3.45) and (3.103) and the relations (3.121) and (3.122), the above equation
gives the relation (3.119). The summation range for α and β in (3.119) (and likewise in (3.120))
follows from proposition 3.14(iv) together with the convention (3.101).
Let us now turn to the corresponding calculation for the Klein bottle, which we present
in less detail. The cobordism K for the Klein bottle amplitude was constructed in (3.53).
Denote the boundary ∂+K by Y , which is again a 2-torus. The expansion (3.54) uses the basis
|ak; Y 〉 ∈H(∅; Y ) that is obtained by transporting the basis |χk;T 〉 from H(∅;T ) using a map
fa: T →Y acting on cycles as indicated in the figure on the left hand side of (3.141), while the
basis |bk; Y 〉 which we want to expand in below is given by transporting |χk;T 〉 with a map
fb: T →Y acting on cycles as in the figure on the right hand side of (3.141):
b
a
2is
is
1
2is
1
2
a
b
1
a) b)
(3.141)
The two expansions of K∈H(∅; Y ) read
K =
∑
l∈I
Kl |al; Y 〉 =
∑
l∈I
K˜l |bl; Y 〉 . (3.142)
This defines implicitly the coefficients K˜l which we will evaluate as a link invariant. Before
doing so, note that by the same argument as above the coefficients Kk and K˜l are related by
the matrix M [ · ]kl. But this time the two bases differ just by an S-transformation, so that
Kk =
∑
l∈I
M
[
(0 −11 0 )
]
kl
K˜l =
∑
l∈I
Skl K˜l . (3.143)
In the left figure of (3.141) the shaded area indicates the base that was used in (3.49) to give
a fundamental domain of the connecting manifold K. Here we use a different realisation of the
same manifold K, with the shaded region in the right figure of (3.141) as a base, above which we
take the intervals [−1, 1]. The resulting manifold is shown in the first of the following figures:
A
D C
A′
t=−1
t=0
t=1
b
b
A
A A
a) b)
(3.144)
In this figure, the top and bottom faces are identified periodically, A∼A′. On the face C points
are identified via (x=1/2, y, t)∼ (x=1/2, y+s,−t), and similarly on the face D, (x=0, y, t)∼
(x=0, y+s,−t). The front and back faces of the figure constitute the boundary Y of K. The
position of the b-cycle from the right figure of (3.141) is indicated. The second of the figures
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(3.144) shows the world sheet; the place at which it is embedded in the manifold in the first
figure is indicated by the shaded square, which is the plane t=0. Also shown in the second
figure is the ribbon graph that one has on the world sheet; it can be seen to be equivalent to
the one in (3.52).
The ribbon graph for the coefficient K˜k= 〈bk; Y |K is obtained by glueing the graph for
〈χk; T| in (I:5.18) to the boundary Y of K as prescribed by the cycles in the left figure of
(3.144). One finds
k
k
A
A
A
K˜k =
(3.145)
This three-manifold drawn here has S2’s as vertical sections and is bounded by two crosscaps.
At the dashed vertical line we now insert the identity (3.136); this leads to a decomposition
into products of invariants of graphs in RP3:
RP
3
k
α
k
σ
A
RP
3
σ
A
k
α
K˜k =
1
S00 dim(Uk)
∑
α
(3.146)
The second of these RP3-invariants has the same form as the second graph in (3.91), hence it is
equal to Γσ(Uk, µ
k¯k
α ). Also, after substituting the definitions (3.78) and (3.84), by comparison
with the second graph in (3.91) the first RP3-invariant is found to be equal to
θ−1k Γ
σ(U∨k ,Ω
k
k(Λ
k
k
−1
(µ¯k¯kα ))) = θ
−1
k Γ
σ(Uk,Λ
k
k
−1
(µ¯k¯kα )) = θ
−1
k dim(Uk)
∑
β
gk¯kαβΓ
σ(Uk, µ
k¯k
β ) . (3.147)
The first equality follows by (3.94), while in the second the expansion (3.113) is inserted.
Putting these results together we arrive at
K˜k =
θ−1k
S00
∑
α,β
Γσkα g
k¯k
αβ Γ
σ
kβ . (3.148)
Together with (3.103) and (3.143) this establishes (3.120).
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Remark 3.15 :
The notation in (3.119) and (3.120) has been chosen so as to resemble formulas (2.14) and
(2.15) of [28]. More explicitly, the quantities appearing in [28] – to be decorated with a hat –
are related to the ones appearing here as follows:
Γˆmα = xmγ
σ
mα , gˆ
m
αβ = (S00x
2
m)
−1gm¯mαβ and Bˆ(mα)a = xmS
A
a,mα (3.149)
for some normalisation constants xm; we can choose the bases (3.101) such that xm=1. The
identities proven in the setting of this paper can be employed to reproduce some of the expres-
sions in [28]. For example (2.19) of [28] follows from writing out (3.94) in a basis, with Ωˆ=Ω−1.
Furthermore, since SA and S˜A are each other’s inverse, (2.3) in [28] forces S˜Ajα,b=S0j Bˆ
∗
(jα)b.
Finally, comparing (2.8) in [28] to a combination of (3.92) and (3.93) yields Cˆ =1/S00Ωg, in
agreement with (2.9) and (2.10) of [28]. In particular (3.115) shows that gˆ is indeed symmetric.
3.8 Defect lines on non-orientable surfaces
One may think of a defect as a prescription for how to join two world sheets along their
boundaries (or two boundary components of a single world sheet) by some kind of boundary
condition. The joint boundary component constitutes the one-dimensional defect. The theories
on the two sides of the defect need in general not be the same. Indeed, one could even interpret
a physical world sheet boundary as a defect linking the world sheet theory to the trivial theory
with only a single state. In the CFT context defects have been studied in several situations,
see e.g. [62–73], and for a lattice based analysis also [74–76].
The defects we study here are not of the most general kind. First of all, we require the defect
to be conformally invariant, i.e. correlators involving the stress tensors T or T¯ vary smoothly
as we move the insertion point across a defect. This implies that the generators Lm, L¯m of
infinitesimal conformal transformations commute with the defect. As a consequence, the defect
can be deformed continuously without changing the value of the correlation function. In this
sense conformal defects are tensionless .
The defects we consider form a subclass of conformal defects. We are working with a given
chiral algebra and describe all conformal defects that join two CFTs having this chiral algebra
in common, requiring also that the currents in the chiral algebra commute with the defect.
Thus these defects are rational conformal defects . Rational conformal defects with the same
CFT on either side have been studied in [68–70, 73].
Defects on orientable world sheets have been discussed in [ I ], see specifically sections I:4.4,
I:5.10 and remark I:5.19(ii). Below we discuss defects with the same CFT on either side on
surfaces that are not necessarily orientable. We will see that wrapping defects around a non-
orientable cycle 6 singles out a special subclass of defects. These defects can be wrapped around
such cycles without the need to insert a defect changing field, i.e. they can still be moved freely
on the world sheet.
The treatment of defect lines parallels that of boundary conditions in section 3.1. For the
moment, we take the defect line to be the embedding of a circle S1 into the world sheet such
6 By a non-orientable cycle we mean a cycle on the world sheet that does not possess an orientable neigh-
bourhood.
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that it wraps an orientable cycle; non-orientable cycles will be treated afterwards. 7 Such defects
are labelled by equivalence classes of triples (X, or1, or2) where X is an A-A-bimodule, or1 is
an orientation of the defect line, and or2 is an orientation of a neighbourhood of the defect in
the world sheet X . The equivalence relation is given by
(X, or1, or2) ∼ (X ′, or′1, or′2) iff


either or′1 = or1 and or
′
2 = or2 and X
′ ∼= X ,
or or′1 = or1 and or
′
2 = −or2 and X ′ ∼= Xs ,
or or′1 = −or1 and or′2 = or2 and X ′ ∼= Xv ,
or or′1 = −or1 and or′2 = −or2 and X ′ ∼= Xσ .
(3.150)
As we will see below, graphs describing correlators with defect lines that are identified by this
equivalence relation are equivalent as ribbon graphs. We denote the set of all defect line labels
by
D := { (X, or1, or2) } /∼ =: { [X, or1, or2] } . (3.151)
The starting point of the construction of the ribbon graph and three-manifold for a correlator
with defect lines is a world sheet X with a set of marked non-intersecting circles, such that the
cycles wrapped by the circles are orientable. The boundary components of X are labelled by
elements of B (see (3.2)), while the circles are labelled by elements of D.
The three-manifold MX is constructed precisely as in section 3.1. The construction of the
ribbon graph is identical to the construction given there, apart from the following modification:
Choose a representative (X, or1, or2) for each equivalence class [X, or1, or2] labelling a
circular defect line – Choice #1′.
The dual triangulation of X is chosen in such a way that (just like the boundary compo-
nents) the defect circles are part of the triangulation – Choice #2′.
At each vertex of the triangulation that lies on on a defect circle labelled by [X, or1, or2],
place one of the (pieces of) ribbon graphs
A
X
A
X
(3.152)
depending on to which side of the defect the triangulation edge lies. The representative
(X, or1, or2) chosen before gives an orientation or1 to the defect circle and or2 to a neigh-
bourhood of the circle. The ribbons are placed such that the orientation of the ribbon
matches or2 and such that the orientation of the core of the X-ribbon matches or1.
7 Using TFT tools we can also describe two defect lines joining into a single one or, more generally, networks
of defect lines embedded in the world sheet. In the present paper such more general situations will not be
considered.
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No further modifications to the prescription in section 3.1 are needed. Let us show that also
after these modifications the correlator is independent of the choices made.
Choice #2′:
Independence of the triangulation in the presence of defect lines can be seen in much that same
way as was the case for choice #2 in section 3.1. The crucial additional ingredient is that the
left and right action of the algebra A on a bimodule X commute with each other. This allows
to move two vertices of the triangulation that lie on the defect past each other, as indicated in
the following picture:
X X
=
(3.153)
Choice #1′:
Consider a defect circle labelled by the equivalence class [X, or1, or2]. We must show that any
two representatives (X, or1, or2) and (X
′, or′1, or
′
2) of this class lead to equivalent ribbon graphs.
Analogously to choice #1 in section 3.1 this can be established by treating one by one the
cases arising in the equivalence relation (3.150). Supposing that the ribbon graph has been
constructed for the representative (X ′, or′1, or
′
2), we thus proceed as follows.
(i) If or′1=or1 and or
′
2=or2, then X
′∼=X .
Choose an isomorphism ϕ∈HomA|A(X,X ′) and insert the identity idX′ =ϕ ◦ϕ−1 on the X ′-
ribbon. By definition, ϕ commutes with the left and right action of A on X ′; therefore we can
move ϕ around the defect circle until it reaches its inverse. Using ϕ−1 ◦ϕ= idX , it follows that
the net effect of these moves is that we have replaced the annular X ′-ribbon by an X-ribbon
with the same orientation of core and surface.
(ii) If or′1=or1 and or
′
2=−or2, then X ′∼=Xs.
Choose an isomorphism ϕ∈HomA|A(Xs, X ′) and insert idX′ =ϕ ◦ϕ−1 on the X ′-ribbon. Then
use the moves
A
ϕ
X′
X
A
ϕ
σ
σ
X
X′
A
A
ϕ
X′
X
σ σ
A
A
= = (3.154)
to take ϕ around the defect circle. Here we used the fact ϕ is an intertwiner and substituted
the definition (2.40) of the action of A on Xs and then rotated the X-ribbon clockwise by 180◦.
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The combination of half-twist and σ in the graph on the right hand side can be recognised as
the reversing move (3.4). Combining finally ϕ with ϕ−1 to idX , we have replaced the X ′-ribbon
by an X-ribbon with opposite orientation of the surface and the same orientation of the core,
as required.
(iii) If or′1=−or1 and or′2=or2, then X ′∼=Xv.
Choose an isomorphism ϕ∈HomA|A(Xv, X ′) and follow the same procedure as in point (ii), but
this time using the moves
A X A
ϕ
X′ ϕ
A
X
X′
A
= (3.155)
in place of (3.154). Then taking ϕ around the defect circle replaces the X ′-ribbon by an X-
ribbon with opposite orientation of the core.
(iv) If or′1=−or1 and or′2=−or2, then X ′∼=Xσ.
Choose an isomorphism ϕ in HomA|A(Xσ, X ′) and take it around the defect circle, using the
equalities
X′
A X A
ϕ
A X A
X′
ϕ
σ
σ
A X A
ϕ
X′
= = (3.156)
Again this results in the ribbon graph obtained for the representative (X, or1, or2).
Having described the construction of the ribbon graph for defects that wrap orientable
cycles, let us now turn to the case of non-orientable cycles. Consider the Mo¨bius strip as an
example, and take the circle running parallel to the boundary in the middle of the strip. When
trying to place a bimodule ribbon X along such a cycle, at some point one must join the
‘white’ side of the X-ribbon to its ‘black’ side. The most general way to do this is to pick some
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morphism ϕ∈Hom(X,X) and take
ϕ
X
X
(3.157)
Choosing the other possible half-twist differs from the above by a twist, which can be absorbed
into the definition of ϕ. However we still need to impose the requirement that different trian-
gulations of the world sheet lead to equivalent ribbon graphs. This amounts to the property
A X A
ϕ
X
X
ϕ
X
A
A
= (3.158)
Comparison with (3.154) shows that independence of triangulation requires ϕ∈HomA|A(Xs, X).
In general there need not exist a bimodule homomorphism between Xs and X . In this case
it would be necessary to insert a suitable defect field (if it exists at all) at some point of the
defect so as to join the two ends of the X-ribbon, thereby pinning down the location of the
defect at this point. 8 In contrast, if we can find a nonzero ϕ∈HomA|A(Xs, X), then a defect
described by the bimodule X can be wrapped around a non-orientable cycle without fixing it
at any point via insertion of a defect field, so that it can still be deformed freely on the world
sheet.
Computing the dimension of the space HomA|A(Xs, X) amounts to computing the invariant
dim
C
HomA|A(Xs, Y ) = Z
Xs|Y
00 , (3.159)
see (I:5.151) for its definition. The equality can be demonstrated by combining part (iv) of
theorem I:5.23 with propositions I:4.6 and I:5.22.
In the case Nij
k ∈{0, 1} and 〈Uk,A〉A ∈{0, 1} for all i, j, k ∈I, the invariant ZX
s|Y
00 can be
evaluated as follows. First of all, inserting the definition of Xs in (2.40) into the ribbon graph
8 Since it commutes with the Virasoro generators Lm and L¯m, a defect line can be deformed continously, on
the world sheet minus the positions of field insertions, without changing the value of the correlator. But field
insertions do not commute with Lm, L¯m, and hence moving a defect field insertion does in general change the
value of a correlator. In this sense a defect line gets pinned down at the insertion point of a defect field.
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(I:5.151) (with k= l=0) and slightly deforming the resulting graph gives
S2×S1
σ
σ
Y
XA
A
Z
Xs|Y
00 =
(3.160)
When substituting the expressions for comultiplication and the representation morphisms in a
basis this leads to
Z
Xs|Y
00 =
∑
a,b≺A
σ(a) σ(b)∆aa¯0 ∆
b¯b
0∑
x,r≺X
∑
y,s≺Y
∑
α,β,µ,ν
ρX rµb,xα ρ˜
X xα
a,rµ ρ
X sν
a¯,yβ ρ˜
X yβ
b¯,sν
ΓXsY (a, b, r, s, x, y) ,
(3.161)
where α, β, µ and ν run from 1 to 〈Ux,X〉, 〈Uy,Y 〉, 〈Ur,X〉 and 〈Us,Y 〉, respectively. The
invariant ΓXsY (a, b, r, s, x, y) is defined as
s r
bb
y
a
a
x
r
b
x
r
a
a
y
b
S2×S1 S
3
ΓXsY (a, b, r, s, x, y) := =
δrs
dim(Ur)
(3.162)
In the second equality we first apply dominance on the vertical Us- and Ur-ribbons; only the
tensor unit survives in the intermediate channel, compare the manipulations in (I:5.101). Next
the three-point vertices on the left-most vertical ribbon are dragged around the trace. The
resulting invariant in S3 is easily evaluated to give
ΓXsY (a, b, r, s, x, y) = δx,y δr,s F
(a a¯ x)x
r 0 G
(r b¯ b) r
x 0 R
(a r)x R (x b)r. (3.163)
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4 Examples for reversions
4.1 The category of complex vector spaces
The simplest example of a modular tensor category is the category Vect
C
of finite-dimensional
complex vector spaces. It has only a single isomorphism class of simple objects, the one contain-
ing the tensor unit 1∼=C. The braiding is symmetric and simply given by cU,V (x⊗y) = y⊗x.
Algebras in Vect
C
are just ordinary algebras over the complex numbers. As we will see,
special symmetric Frobenius algebras are semisimple, and hence isomorphic to direct sums of
matrix algebras. Jandl algebras, in turn, are semisimple algebras with involution. This simple
form allows us to find all reversions explicitly [77].
For C=Vect
C
one has by definition (see section I:3.4) A∼=Atop. Lemma A.3 then tells us
that every symmetric special Frobenius algebra in Vect
C
is isomorphic to a direct sum of matrix
algebras, and hence semisimple. Without loss of generality we may thus take
A =
r⊕
i=1
Matni(C) . (4.1)
The defining properties (2.11) and (2.12) of a reversion σ reduce to the statement that σ is an
involutive anti-automorphism,
σ2 = idA and σ( ~X~Y ) = σ(~Y ) σ( ~X) for all ~X, ~Y ∈A , (4.2)
i.e. A is an algebra with involution.
It is also easy to write down a reversion on A. Let us write an element ~X of A as
~X =(X1, ... , Xr) and abbreviate by ~X
t the element (Xt1, ... , X
t
r). Then σ◦ defined by
σ◦( ~X) := ~Xt (4.3)
is a reversion on A. Furthermore, as discussed in section 2.1, any two reversions can be related
by an automorphism of A,
σ = ω ◦ σ◦ . (4.4)
Thus the classification of all reversions on A reduces to the standard problem of finding all
automorphisms of A.
To describe this classification, denote the ith simple matrix block of A by Ai and let ei be
the corresponding primitive idempotent, i.e. the unit matrix in Ai. The ei span the center of
A and obey
idA =
r∑
i=1
ei and ei ej = δi,j ei . (4.5)
Furthermore, for every idempotent p in the center of A, ei p= p implies that either p=ei or
p=0.
Let ω be an automorphism of A. It is easily verified that the set {ω(ei) | i=1, ... , r} satisfies
the properties (4.5). Since the set of primitive idempotents is unique, it follows that there is
a permutation π ∈Sr such that ω(ei) = eπ−1(i). Because of xei=x for x∈Ai, this implies that
ω(x) eπ−1(i)=ω(x), so that ω(x)∈Aπ−1(i). Thus the automorphism ω induces an isomorphism
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ωi: Ai→Aπ−1(i). This is only possible if the two matrix blocks have the same size, ni=nπ−1(i),
and then ωi is an automorphism of Matni(C).
By the Skolem--Noether theorem (see e.g. section I.3 of [78]) all automorphisms of the simple
algebra Ai are inner, ωi(X) =UiXU
−1
i for some invertible Ui ∈Ai. The automorphism ω thus
acts on a general element ~X ∈A as
ω( ~X) = (Uπ(1)Xπ(1)U
−1
π(1), ... , Uπ(r)Xπ(r)U
−1
π(r)) . (4.6)
However, while (2.12) is true for all choices of Ui in (4.6), the requirement σ
2= idA gives
the extra condition that
σ(σ( ~X)) = (Uπ(1)(U
−1
π(π(1)))
tXπ(π(1))U
t
π(π(1))U
−1
π(1), ... , ) (4.7)
must be equal to ~X for all ~X ∈A. This implies, first of all, that π is a permutation of order
two. Second, it follows that the matrix U tiU
−1
π(i) commutes with all matrices Xi, for i=1, ... , r,
and hence is a multiple of the identity matrix, so that U tiU
−1
π(i)= λi1 ni×ni, i.e.
U ti = λi Uπ(i) . (4.8)
Relabelling Uπ(i)→Ui, we conclude that all reversions on A are of the form
σπU1,...,Um(
~X) = (U1X
t
π(1)U
−1
1 , ... , UmX
t
π(m)U
−1
m ) , (4.9)
where π is a permutation of order two and Uπ(i)=λiU
t
i for some λi ∈C.
We would now like to bring (4.9) to a standard form by choosing an appropriate isomorphism
of algebras with involution. Consider the automorphism ω of the algebra A given by
ω( ~X) = (V1X1V
−1
1 , ... , VmXmV
−1
m ) . (4.10)
Note that this is in general only an automorphism of algebras, but not of algebras with invo-
lution. Indeed, under ω the reversion σ changes to σ˜=ω ◦σ ◦ω−1. The action of σ˜ is given
by
σ˜( ~X) = (V1U1V
t
π(1)X
t
π(1)(V1U1V
t
π(1))
−1, ... ) . (4.11)
Now given i∈{1, 2, ... , r} with π(i) 6= i, take the smaller of the two values i, π(i). For concrete-
ness, assume this is i. Choose Vi=U
−1
i and Vπ(i)= 1 . Then on the ith component we have
σ˜( ~X)|i=Xtπ(i) while on the π(i)th component we find
σ˜( ~X)|π(i) = Vπ(i)Uπ(i)V ti Xti (Vπ(i)Uπ(i)V ti )−1 = Xti , (4.12)
where we also used Uπ(i)=λiU
t
i .
On the other hand, for π(i) = i the condition Uπ(i)=λiU
t
i implies that Ui=±U ti , and the
ith component of σ˜ reads
σ˜( ~X)|i = ViUiV ti Xti (ViUiV ti )−1 . (4.13)
By an appropriate choice of Vi we can ensure that the combination ViUiV
t
i is either equal to
the identity in Matni(C) or else is built out of antisymmetric 2×2 blocks along the diagonal.
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We conclude that given a C-algebra (A, σ) with involution, we can find an isomorphism
ω ∈Hom(A,A) which is an isomorphism, as algebras with involution, of (A, σ) and (A, σ˜) with
σ˜=ω ◦ σ ◦ω−1 of the special form
σ˜ = σπD1,...,Dr , (4.14)
where π is again a permutation of order two and the Di ∈Matni(C) are the identity matrix
whenever π(i) 6= i. For π(i) = i the matrix Di is either the identity matrix or the antisymmetric
matrix with blocks ( 0 1−1 0) along the diagonal.
4.2 The Ising model
In this section we treat the example of the critical Ising model in some detail. The results
obtained in the section are well known; see e.g. chapter 12 of [79] and [18, 19, 62, 63, 39] for an
(incomplete) list of references treating the Ising model from a conformal field theory point of
view. The two different Mo¨bius strip and Klein bottle amplitudes for the Ising model were first
written down in [19]. In [80–82] the Ising model on a lattice has been analysed on the Mo¨bius
strip and Klein bottle. What is new in our presentation is the entirely systematic manner in
which the various data are obtained.
Below we start by determining all haploid algebras in the category of c= 1
2
Virasoro rep-
resentations. Next we run through the steps 1) – 3) of section 2.5 so as to find all possible
reversions. Then the algebra A=1⊕ ǫ, which allows for two reversions, is considered. For this
algebra the modules and bimodules are worked out and the Mo¨bius and Klein bottle coefficients
are computed.
Algebras and induced modules
Let CIs be the modular category given by the chiral data of the two-dimensional critical Ising
model. We will define it in more detail below. For now just note that CIs has precisely three
non-isomorphic simple objects 1, σ and ǫ, with fusion rules
σ⊗σ ∼= 1⊕ ǫ , σ⊗ ǫ ∼= σ , ǫ⊗ ǫ ∼= 1 . (4.15)
From this information alone we can already drastically reduce the number of objects in CIs that
can carry the structure of a simple symmetric special Frobenius algebra. From proposition A.4
we know that each Morita class of such algebras has a haploid representative, so that for the
moment we restrict our attention to the case 〈1,A〉=1 (recall the notations (I:2.3) and (I:4.5)).
Thus we would like to turn the object
A = 1⊕ σ⊕nσ ⊕ ǫ⊕nǫ (4.16)
into a symmetric special Frobenius algebra.
Let us suppose that A is such an algebra, and compute the embedding structure of the
induced A-modules, using the reciprocity relation 〈IndA(U),IndA(V )〉A= 〈U,A⊗V 〉. We find
the following table for the numbers 〈IndA(U),IndA(V )〉A:
1 σ ǫ
1 1 nσ nǫ
σ nσ 1 + nǫ nσ
ǫ nǫ nσ 1
(4.17)
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The diagonal entries equal to 1 tell us that IndA(1) and IndA(ǫ) are simple A-modules. It follows
that nǫ= 〈IndA(1),IndA(ǫ)〉A must be either one or zero, depending on whether the two induced
modules are isomorphic or not.
(a) Suppose that nǫ=0. Then also IndA(σ) is simple, so that 〈IndA(1),IndA(σ)〉A ≤ 1. Suppose
nσ = 1. Then from table (4.17) we read off that both IndA(1)∼= IndA(σ) and IndA(σ)∼= IndA(ǫ),
whereas nǫ=0 implies that IndA(1) is not isomorphic to IndA(ǫ). This contradiction tells us
that for nǫ=0 we also have nσ =0.
(b) Suppose that nǫ=1. Then IndA(1)∼= IndA(ǫ) and IndA(σ)∼=M1⊕M2 withM1,2 non-isomor-
phic simple A-modules. Thus at most one of the M1,2 can be isomorphic to 1, and inspecting
again table (4.17) we deduce that nσ ≤ 1.
The analysis of induced A-modules thus proves to be surprisingly restrictive. It reduces the
list (4.16) to the possibilities
A = 1 or A = 1⊕ ǫ or A = 1⊕ σ ⊕ ǫ . (4.18)
The object 1 is trivially a simple symmetric special Frobenius algebra. For A=1⊕ ǫ we note
that the structure constant m1ǫǫ (we use the notation introduced in section I:3.6) is merely a
normalisation and can be set to one. Since ǫ⊗ ǫ∼= 1 it follows that the multiplication on 1⊕ ǫ
is unique. Furthermore, since 1⊕ ǫ∼= σ∨⊗σ, and since any object of the form U∨⊗U can be
endowed with the structure of a simple symmetric special Frobenius algebra, the multiplication
on 1⊕ ǫ indeed exists. The third case A=1⊕σ⊕ ǫ, on the other hand, does not allow for a
special Frobenius algebra structure. But in order to see this we still need a better knowledge
of the category CIs.
Chiral data
Let us summarise the chiral data CIs. The Virasoro central charge of the Ising model is c= 12 ,
so that κ=eπi/8. There are three isomorphism classes of simple objects, from which we choose
representatives 1, σ and ǫ. Their conformal weights and quantum dimensions are
∆1 = 0 , ∆σ = 1/16 , ∆ǫ = 1 and dim(1) = 1 = dim(ǫ) , dim(σ) =
√
2 . (4.19)
In terms of the weights ∆k the twist and the braiding of CIs can be expressed as
θk = e
−2πi∆k and R (a b)c = e−πi(∆c−∆a−∆b) . (4.20)
The S-matrix and the P -matrix (see before (3.122)) are given by
S ≡


S11 S1σ S1ǫ
Sσ1 Sσσ Sσǫ
Sǫ1 Sǫσ Sǫǫ

 =


1
2
1√
2
1
2
1√
2
0 − 1√
2
1
2
− 1√
2
1
2

 and P =


cos π
8
0 sin π
8
0 1 0
sin π
8
0 − cos π
8

 .
(4.21)
Finally, the fusion matrices can be described as follows. We will only consider F-matrix elements
allowed by fusion (all others are zero). All those F
(a b c) d
p q for which one or more of a, b, c, d is 1
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are equal to one. The other F’s read, with a suitable choice of gauge,
F
(ǫ ǫ ǫ) ǫ
11
= 1 , F
(σ ǫ σ) ǫ
σ σ = F
(ǫ σ ǫ)σ
σ σ = −1 ,
F
(σ σ ǫ) ǫ
σ 1 = F
(ǫ ǫ σ) σ
σ 1 = 2 , F
(ǫ σ σ) ǫ
1σ = F
(σ ǫ ǫ)σ
1σ =
1
2
,
F
(σ σ σ) σ
x y =
(
F11 F1ǫ
Fǫ1 Fǫǫ
)
=
( 1√
2
1
2
√
2√
2 − 1√
2
)
.
(4.22)
The inverse matrices G are related to F via (I:2.61), which in the present case simplifies to
G (a b c) dp q = F
(c b a) d
p q . (4.23)
Classification of algebras
We now show that there is no symmetric special Frobenius algebra structure on the object
A= 1⊕σ⊕ ǫ. To this end we consider the associativity constraint (I:3.78) for three choices of
the quadruple (abc)d:
(i) : (ǫσσ)ǫ ⇒ mσǫσmǫσσ = m1σσmǫǫ1 F (ǫ σ σ) ǫ1σ ,
(ii) : (σǫσ)ǫ ⇒ mσσǫmǫσσ = mσǫσmǫσσ F (σ ǫ σ) ǫσ σ ,
(iii) : (σσǫ)ǫ ⇒ m1σσ mǫ1ǫ = mσσǫmǫσσ F (σ σ ǫ) ǫσ 1 .
(4.24)
Since A is required to be special, the morphisms (I:3.80) must be invertible. This forces m1aa
to be nonzero; we normalise it to m1aa=1. With the explicit values for the F’s we then find
from (4.24(i)) and (4.24(iii)) that mǫσσ 6=0 and that mσσǫ=mσǫσ 6=0. On the other hand, upon
inserting the value of F
(σ ǫ σ) ǫ
σ σ and using that mǫσσ 6=0, (4.24(ii)) gives mσσǫ=−mσǫσ, so that we
have produced a contradiction. Thus there is no associative multiplication on 1⊕σ⊕ǫ that is
also special.
The complete list of (isomorphism classes of) haploid symmetric special Frobenius algebras
in CIs thus just consists of 1 and the algebra A=1⊕ ǫ with multiplication m1ǫǫ=1. Moreover,
since the algebra structure on A is unique, we have A∼= σ∨⊗ σ not only as objects, but also as
algebras; thus A is in the Morita class of 1.
To summarise, there is only a single Morita class of simple symmetric special Frobenius
algebras in CIs, and each such algebra is isomorphic to an algebra of the form U∨⊗U for a (not
necessarily simple) object U of CIs.
Classification of reversions
To classify the possible reversions, we work through the steps 1) – 3) of section 2.5.
Step 1): As seen above, there is only a single Morita class of simple symmetric special Frobenius
algebras in CIs. We choose the representative A=1.
Step 2): For A=1 the simple modules are just the simple objects of CIs, i.e. we have three
simple A-modules
M1 = 1 , Mσ = σ , Mǫ = ǫ . (4.25)
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Step 3a): We must solve (2.21) for the three algebras
Ba
1
= 1 , Baσ = σ
∨⊗σ ∼= 1⊕ ǫ , Baǫ = ǫ∨⊗ ǫ ∼= 1 . (4.26)
OnBa
1
andBaǫ there is the unique choice σ(1) = 1 for the reversion. ForB
a
σ we set σ(k) =: ske
−πi∆k
for k ∈{1, ǫ}. Then the first condition in (2.21) forces sk ∈{±1}, while with the special form
of R in (4.20) the second condition reads
m kij sk = si sj m
k
ji . (4.27)
These relations are solved by s1=1 and sǫ=±1. We have thus found two distinct reversions
on Baσ.
Step 3b): The only case we need to investigate is Bb
1ǫ=(1⊕ǫ)∨⊗ (1⊕ǫ). It turns out that this
leads again to two possible reversions, both of which are related to the sǫ=−1 reversion on Baσ
via proposition 2.16. The slightly lengthy details are presented in appendix A.4.
The algebra A=1⊕ǫ
We will now investigate the algebra A=1⊕ǫ in more detail. The multiplication and comulti-
plication (recall equation (I:3.83)) are given by
m1
11
= mǫ
1ǫ = m
ǫ
ǫ1 = m
1
ǫǫ = 1 and ∆
11
1
= ∆1ǫǫ = ∆
ǫ1
ǫ = ∆
ǫǫ
1
= 1
2
, (4.28)
respectively. The two possible reversions on A are
σ(1) = 1 , σ(ǫ) = sǫ/i with sǫ = ±1 . (4.29)
Before working out the left A-modules and A-A-bimodules, let us compute the partition
function to see how many of them there are. Applying formula (I:5.85) gives Zij = δi,j, as
expected. From theorem I:5.18 and remark I:5.19(ii) we then see that
#{isom. classes of simpleA-modules} = trZ = 3 and
#{isom. classes of simpleA-A-bimodules} = tr (ZZt) = 3 . (4.30)
Consider the induced modules IndA(U). The dimensions 〈IndA(U),IndA(V )〉A are found to be
1 σ ǫ
1 1 0 1
σ 0 2 0
ǫ 1 0 1
(4.31)
Thus IndA(1)∼= IndA(ǫ) and IndA(σ)∼=F+⊕F− with two simple modules F±. Since as an
object we have IndA(σ)∼= σ⊕ σ, this means that the simple object σ can be turned into an
A-module in two distinct ways. Let us abbreviate ρa := ρ
F± σ
a,σ , where the latter notation is as
introduced in (I:4.61). The representation property (I:4.62) then reads
ρ1 = 1 and ρa ρb F
(a b σ) σ
σ c = δc≺Am
c
ab ρc , (4.32)
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where δc≺A=1 if Uc is a subobject of A and δc≺A=0 else. The only non-trivial condition arises
from a= b= ǫ. Using the explicit values of F it reads (ρǫ)
2= 1
2
. Altogether we get the following
result for the simple A-modules:
A-module as object representation morphisms
A 1⊕ ǫ ρA ca,b =mcab
F+ σ ρF
+ σ
1,σ =1 , ρ
F+ σ
ǫ,σ =
1√
2
F− σ ρF
− σ
1,σ =1 , ρ
F− σ
ǫ,σ =− 1√2
(4.33)
The effect of conjugation M 7→Mσ on the simple modules is encoded in the boundary conju-
gation matrix. Evaluating (3.31) yields
Cσ =

 C
σ
F+F+ C
σ
F+A C
σ
F+F−
CσAF+ C
σ
AA C
σ
AF−
CσF−F+ C
σ
F−A C
σ
F−F−

 =

 δsǫ,1 0 δsǫ,−10 1 0
δsǫ,−1 0 δsǫ,1

 . (4.34)
Thus the module A is fixed under conjugation for both reversions, as already shown in general
in proposition 2.7(ii), while for sǫ=−1 the conjugation exchanges the modules F+ and F−.
To obtain the A-A-bimodules, in general one would have to decompose the induced A⊗Aop-
left modules. In the present case it turns out to be sufficient to look at the α-induced bimodules.
Let us recall the formulas (I:5.64), (I:5.65) as well as proposition 2.36 of [83]:
dim
C
HomA|A(α−(Uk), α+(Ul)) = Zl¯,k ,
dim
C
HomA|A(α+(Uk), α+(Ul)) = dimCHom(Cl(A)⊗Uk, Ul) ,
dim
C
HomA|A(α−(Uk), α−(Ul)) = dimCHom(Cr(A)⊗Uk, Ul) .
(4.35)
The left and right centers Cl/r(A) of A are both equal to 1. Evaluating the dimensions (4.35) for
the six α-induced bimodules α±(Uk) obtained from Uk =1, σ, ǫ gives three isomorphism classes
of simple bimodules,
α+(1) ∼= α−(1) , α+(σ) ∼= α−(σ) , α+(ǫ) ∼= α−(ǫ) . (4.36)
The counting argument (4.30) shows that in this way we have found a representative for each
isomorphism class of simple A-A-bimodules.
Recall from section 3.8 that A-A-bimodules label defect lines, and that there is a subclass
of defects which can be wrapped around a non-orientable cycle without marking a point. Such
defects are labelled by bimodules X with Xs∼=X . Combining (4.36) with proposition 2.11 we
see that all defects in the Ising model are of this type.
Finally we also need bases of local morphisms µklα ∈Homloc(A⊗Ul, Uk¯), see (3.101). The di-
mensions of these spaces are Zkl= δk,l. Now the morphism spaces Hom(A⊗1, 1) and Hom(A⊗ǫ, ǫ)
are already one-dimensional, so that we can choose µ11 and µǫǫ to be any nonzero element in the
respective spaces. For the two-dimensional space Hom(A⊗σ, σ) the situation is more compli-
cated since only a one-dimensional subspace is local. To find this subspace one must determine
the image of the projector Pσ as introduced in (3.75).
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Expanding µklα and its dual as in (3.104), altogether we find the local morphisms to be given
by
µ11
1
=
√
2 , µσσ
1
= 0 , µǫǫ
1
= −√2 ,
µ11ǫ = 0 , µ
σσ
ǫ = e
πi/4 , µǫǫǫ = 0 .
(4.37)
The nonzero constants are normalisations and can be chosen at will. We have picked them in
such a way that the SA-matrix computed below coincides with the S-matrix. Among the van-
ishing constants, the only non-trivial case is µσσ
1
=0. The corresponding dual local morphisms
are
µ¯11
1
= 1√
2
, µ¯σσ
1
= 0 , µ¯ǫǫ
1
= − 1√
2
,
µ¯11ǫ = 0 , µ¯
σσ
ǫ = e
−πi/4 , µ¯ǫǫǫ = 0 .
(4.38)
Mo¨bius and Klein bottle amplitudes for A
The coefficients of the Mo¨bius and Klein bottle amplitude can be obtained with the crossed
channel relations (3.119) and (3.120). To this end we must compute the quantities SAR,k, γ
σ
k and
gk¯k.
Let us start with SAR,k as given in (3.106) and (3.108). From the chiral data for CIs one
computes
IS(1, 1, 1) = IS(1, 1, ǫ) = IS(ǫ, 1, ǫ) = IS(ǫ, 1, 1) =
1
2
,
IS(1, 1, σ) =
1√
2
, IS(ǫ, 1, σ) = − 1√2 , IS(σ, ǫ, σ) = 2 e−πi/4 ,
(4.39)
which together with the data derived from the algebra A results in the matrix
SA ≡


SAF+,1 S
A
F+,σ S
A
F+,ǫ
SAA,1 S
A
A,σ S
A
A,ǫ
SAF−,1 S
A
F−,σ S
A
F−,ǫ

 =


1
2
1√
2
1
2
1√
2
0 − 1√
2
1
2
− 1√
2
1
2

 . (4.40)
With normalisations as chosen in (4.37), SA thus coincides with the ordinary S-matrix of CIs.
While generically such a choice is not possible, in the present situation such a normalisation is
guaranteed to exist because A is Morita equivalent to 1.
Next we turn to the crosscap coefficients, for which we need the invariants (3.112). Inserting
the chiral data gives
IΓ(1, 1, 1) = IΓ(ǫ, ǫ, 1) = cos
π
8
, IΓ(1, ǫ, 1) = IΓ(ǫ, 1, 1) = −i sin π8 . (4.41)
Combining this with (3.110) and (3.103) and noting the trigonometric identities cos π
8
+ sin π
8
=
√
2 cos π
8
and cos π
8
− sin π
8
=
√
2 sin π
8
results in
γσ
1
=
{
cos π
8
for sǫ=1 ,
sin π
8
for sǫ=−1 , γ
σ
σ = 0 , γ
σ
ǫ =
{
sin π
8
for sǫ=1 ,
− cos π
8
for sǫ=−1 . (4.42)
Finally the numbers gk¯k are obtained from (3.118); we get
g11 = 1 , gσσ = sǫ√
2
, gǫǫ = 1 . (4.43)
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We have now gathered all ingredients to evaluate the formulas (3.119) and (3.120). A short
calculation yields
mo¨1A = 1 , mo¨σA = 0 , mo¨ǫA = sǫ ,
mo¨1F± = δsǫ,1 , mo¨σF± = 0 , mo¨ǫF± = δsǫ,−1
(4.44)
for the coefficients of the Mo¨bius amplitude and
K1 = 1 , Kσ = sǫ , Kǫ = 1 (4.45)
for the Klein bottle [19].
Lattice interpretation
The appearance of two different reversions for the Ising model can be given an intuitive lattice
interpretation. Consider the Ising model realised on a ‘square lattice’, i.e. on a quadrangulation
of the world sheet, with a ‘spin’ variable, which can take one of two possible values, placed at
each lattice site. We would like to think of the situation in terms of two different geometric
realisations of this spin variable. In the first the two values are given by a small and a large
circle, respectively, while in the second they describe the direction of a spin vector orthogonal
to the lattice plane:
(1) (2)
(4.46)
This visualisation suggests two different rules for transporting the spin variable around a non-
orientable cycle (compare section 3.8): if we think of the spin variable as in case (1) of (4.46),
then we obtain back the same value, whereas in case (2) the two values get exchanged. As long as
we are only interested in orientable surfaces, the two geometric realisations are indistiguishable,
but as we will see below, if we include lattices on non-orientable surfaces, alternative (1) is
described by sǫ=1 while (2) corresponds to sǫ=−1.
Let us start by considering the possible boundary conditions. In the case of description
(1) we have ‘fixed small (s)’, ‘fixed large (l)’ and ‘free (f)’ boundary conditions, while for
description (2) one can take ‘fixed up (u)’, ‘fixed down (d)’ and ‘free (f)’. On the Mo¨bius strip
one must choose a single boundary condition R. Equation (3.19) tells us that a segment of the
Mo¨bius strip looks like a strip with boundary conditions R and Rσ. The effect of boundary
conjugation can thus be read off by ‘transporting’ the boundary condition half-way along the
boundary of the Mo¨bius strip. In the description (1) this has no effect, i.e.
s 7→ s , l 7→ l , f 7→ f , (4.47)
while in (2) the direction of the spin in the fixed boundary conditions is inverted,
u 7→ d , d 7→ u , f 7→ f . (4.48)
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Identifying u and s with F+, d and l with F−, and f with A, this is precisely the behaviour
encoded in formula (4.34).
Next consider the Klein bottle amplitude, with τ =2iL/R,
K(R,L) = K1 χ1(τ) + Kσ χσ(τ) + Kǫ χǫ(τ) . (4.49)
This gives the partition function of the critical Ising model on a rectangular lattice of width
R and length L for which the two vertical boundaries are periodically identified, while for
the two horizontal boundaries antiperiodic boundary conditions are chosen. Furthermore the
antiperiodic identification exchanges ↑ with ↓ in realisation (2). Configurations of low energy
in (1) tend to have all spins aligned, while (2) effectively has an additional line of frustration
at which the interaction between neighbouring spins is reversed. Thus configurations with long
range order will tend to have a higher energy for (2) than for (1). For example, the state on the
rectangular lattice with all spin values equal has zero energy for (1), but has nonzero energy
for (2), originating from the interaction across the horizontal boundary. From the lattice point
of view we therefore expect that
K(1) > K(2) . (4.50)
According to (4.45), this is indeed precisely what happens, since K(1)−K(2)=2χσ(τ)> 0.
Similar considerations can be repeated for the partition function Mo¨(R,L) on a Mo¨bius strip
of width R and circumference L with free boundary condition. Again the realisation (2) has
effectively an additional line of frustration, so that we expect Mo¨(1)>Mo¨(2). The free boundary
condition is labelled by A, and the partition function reads
Mo¨(R,L) = mo¨A1 χˆ1(τ) + mo¨Aσ χˆσ(τ) + mo¨Aǫ χˆǫ(τ) , (4.51)
where τ = 1
2
(1+iL/R) and χˆ(τ) = e−πi(∆−c/24)χ(τ). Substituting the coefficients (4.44) then
indeed results in M (1)−M (2) =2χˆǫ(τ)> 0.
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A Appendix
A.1 Fusing and braiding moves
For convenience we list here a collection of useful fusing and braiding moves.
i
l
j
p
k
=
∑
p
F (i j k) lp q
i
q
j
l
k i
p
j
l
k
=
∑
p
G (i j k) lp q
i
l
j
q
k
i
l
j
p
k
=
∑
p
G (i j k) lq p
i
q
j
l
k i
p
j
l
k
=
∑
p
F (i j k) lq p
i
l
j
q
k
i
k
j
= R(i j)k
i
k
j
i
k
j
= R(j i)k
i
k
j
k
i

j
= G
(k  j) k
i 0
i
k
j i
ı
j
k
= F
(i ı k) k
j 0
i
k
j
k
i

j
= F
(k  j)k
0 i
i
k
j i
ı
j
k
= G
(i ı k)k
0 j
i
k
j
k
k
k
= F
(k k k) k
0 0
k
k
k
k
k
= G
(k k k)k
0 0
k
k
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These moves are displayed for the case that Nij
k ∈{0, 1}. Otherwise the three-point vertices
are labelled by basis elements of the respective morphism spaces, and analogous labels appear
in the coefficients.
A.2 Proof of the algorithm for finding reversions
In this appendix we present a detailed proof of the algorithm described in section 2.5. First we
recall from section I:3.4 that the vector space Atop=Hom(1, A) is a C-algebra, with product
mtop(a, b) := m ◦ (a⊗ b) (A.1)
for a, b∈Atop, where m is the multiplication morphism on A. The reversion σ induces an invo-
lutive anti-automorphism on this C-algebra: writing σa :=σ ◦ a for a∈Atop, we have
Lemma A.1 :
For σ a reversion on a symmetric special Frobenius algebra A, we have σ2a= a for all a∈Atop,
and
mtop(σa, σb) = σmtop(b, a) (A.2)
for all a, b∈Atop.
In particular, for p an idempotent in Atop, i.e. mtop(p, p) = p, also σp is an idempotent, for ei a
primitive idempotent also σei is a primitive idempotent, and for a∈Atop invertible, also σa is
invertible.
Proof:
We have σ ◦σ ◦ a= θA ◦ a by (2.11), and this equals a owing to functoriality of the twist. The
equality (A.2) follows by combining the property (2.12) of σ with the functoriality of the
braiding.
For p∈Atop an idempotent, (A.2) impliesmtop(σp, σp) =σ ◦mtop(p, p) =σ ◦ p, i.e. σp is again an
idempotent. Similarly, using the same arguments as after (4.5), one checks that {σei} satisfies
the defining properties of the set of primitive idempotents. Finally, for mtop(a, b) = 1Atop ≡ η,
also mtop(σa, σb) = σmtop(b, a) =ση= η. X
Now for any idempotent p∈Atop we can define two idempotents PB, PM ∈Hom(A,A) as
PB :=
p
A
A
p
and PM :=
A
A
p (A.3)
The image of the idempotent PB can again be made into an algebra:
Lemma A.2 :
For A a simple symmetric special Frobenius algebra, let p∈Atop be a nonzero idempotent and
PM , PB as in (A.3). Denote by (M, eM , rM) the image of PM and by (B, eB, rB) the image of
PB. Then
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(i) (B,mB, ηB,∆B, εB) with
mB := rB ◦mA ◦ (eB ⊗ eB) , ηB := rB ◦ ηA ,
∆B :=
dim(A)
dim(M˙)
(rB ⊗ rB) ◦∆ ◦ eB , εB := dim(M˙)dim(A) εA ◦ eB
(A.4)
is a simple symmetric special Frobenius algebra.
(ii) The topological algebra Btop associated to B has dimension
dim
C
Btop ≤ dimCAtop , (A.5)
with equality if and only if p is the unit ηA of the algebra A.
(iii) M is a left A-module with the property that B∼=M∨⊗AM as symmetric special Frobenius
algebras. Thus B is Morita equivalent to A.
Proof:
(i) The associativity, coassociativity, unit and counit properties, as well as symmetry and the
Frobenius property of B, all reduce to the corresponding properties of A by a short calculation.
In these manipulations it is helpful to use the identities
m ◦ (idA⊗ p) ◦ eB = eB = m ◦ (p⊗ idA) ◦ eB (A.6)
and analogous ones for rB, which follow directly from (2.44) and the fact that p is an idempotent.
The proof of specialness of B works along the same lines as in proposition 2.13. Define the
element φ∈Atop by
φ :=
A
p
(A.7)
One checks that φ∈ centA(Atop). Since A is by assumption simple, centA(Atop) is one-dimensi-
onal, and hence φ= ξηA for some complex number ξ, which can be determined by composing
with εA; one finds
φ =
dim(M˙)
dim(A) ηA . (A.8)
Using this identity one can verify that indeed mB ◦∆B = idB.
Simplicity of B will follow from (iii) below, in combination with proposition 2.13.
(ii) Define the linear maps ϕ: Btop→Atop and ψ: Atop→Btop as ϕ(x) := eB ◦ x and ψ(y):= rB ◦ y.
By the identities (2.43) we have ψ ◦ϕ= idBtop ; thus in particular ϕ is injective. Next note that
ψ(ηA−p) =ψ(PB ◦ ηA) − ψ(p) = 0, which is seen with the help of (2.44) and PB ◦ ηA= p. Now
suppose there is an x∈Btop with ϕ(x) = ηA− p. Applying ψ to this equality yields x=0. But
ϕ(0)= 0, so that an x with the assumed property can exist only if p= ηA. Thus for p 6= ηA the
dimension of the image of ϕ is strictly smaller than the dimension of Atop. Since ϕ is injective
this implies dim
C
Btop< dimCAtop.
(iii) It is straightforward to check that
ρ = rM ◦m ◦ (idA⊗ eM) (A.9)
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(i.e. the action of A on M by multiplication) defines a representation of A. Let P⊗A be the
idempotent in (2.45) and (C, eC , rC) be its image. By proposition 2.47, C with morphisms
(2.47) is a simple symmetric special Frobenius algebra. Consider now ϕ∈Hom(B,C) and
ψ ∈Hom(C,B) given by
ϕ :=
M˙
rC
C
A
M˙
B
r
M˙
and ψ :=
M˙
eC
C
A
M˙
B
e
M˙
(A.10)
One checks that ψ ◦ϕ= idB and ϕ ◦ψ= idC . For example,
ψ ◦ ϕ =
p
A
A
B
B
p
=
B
B
A
= idB . (A.11)
Here we use that by definition of the action (A.9) of A on M we have eM ∈HomA(M,A) and
rM ∈HomA(A,M); also, the A-ribbons from the idempotents p are moved so as to merge directly
with the A-ribbon from eM , so that they can be removed by use of (A.6).
The morphisms ϕ and ψ are actually algebra isomorphisms between B and C; for instance, for
the multiplication we find
ψ ◦mC ◦ (ϕ⊗ϕ) =
A
M˙
A
M˙
B
A
M˙
M˙
B
A
A
B
= p
B
A
A
B
p
A
B
p = mB .
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(A.12)
This establishes that indeed B∼=M∨⊗AM as Frobenius algebras. X
It follows that, given a simple symmetric special Frobenius algebra A as in lemma A.2, we
can find a Morita equivalent algebra with a smaller associated topological algebra, provided
that Atop contains a non-trivial idempotent p. The following lemma tells us that the structure
of Atop cannot be complicated – it can be written as a direct sum of matrix algebras.
Lemma A.3 :
Let A be a special Frobenius algebra and let {Mκ | κ∈J } be a set of representatives for the
simple left A-modules. Let A, regarded as a left module over itself, decompose as
⊕
κ∈J (Mκ)
⊕nκ
into simple A-modules. Then
Atop ∼=
⊕
κ∈J
Matnκ(C) . (A.13)
Proof:
Define the map ϕ: Atop→HomA(A,A) by ϕ(x) :=m ◦ (idA⊗x). The space HomA(A,A) is an
algebra, with multiplication given by the composition. One checks that ϕ is an algebra anti-
homomorphism
ϕ(xy) = ϕ(y)ϕ(x) . (A.14)
Furthermore, ϕ(x) ◦ ηA= x, implying that ϕ is injective. Since by reciprocity (see e.g. proposi-
tion I:4.12) we have dim
C
Hom(1, A) =dim
C
HomA(A,A), it follows that ϕ is an isomorphism.
The algebra structure of HomA(A,A) now follows from the identities
HomA(A,A) ∼=
⊕
κ,κ′∈J
HomA(M
⊕nκ
κ ,M
⊕nκ′
κ′ )
∼=
⊕
κ∈J
HomA(M
⊕nκ
κ ,M
⊕nκ
κ )
∼=
⊕
κ∈J
Matnκ(C) .
(A.15)
Here we substituted the assumption that A decomposes as
⊕
κ∈JM
⊕nκ
κ as an A-module. Be-
cause of HomA(Mκ,Mκ)∼=C, in the last step we obtain a direct sum of matrix algebras. In
combination with ϕ this provides us with an algebra anti-isomorphism f from Atop to a direct
sum of matrix algebras. Thus the transpose f t is an algebra isomorphism, establishing the
lemma. X
The only direct sum of matrix algebras that does not contain an idempotent p 6=0 dif-
ferent from the identity is the algebra C itself. Thus starting from a given algebra B we
can always pass to a Morita equivalent algebra A with smaller associated topological algebra,
dim
C
Atop< dimCBtop, as long as dimCBtop> 1. Together the lemmata A.2 and A.3 amount to
(see also section 3.3 of [84] and remark I:3.5(iii))
Proposition A.4 :
Every simple symmetric special Frobenius algebra B is isomorphic to M∨⊗AM , where A is a
haploid simple symmetric special Frobenius algebra, M is a left A-module, and the algebra
structure on M∨⊗AM is as given in (2.47).
A is haploid iff it is a simple module over itself.
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So far we have learned that the Morita class of each simple symmetric special Frobenius
algebra A contains at least one haploid representative. An analogous statement does, however,
not hold for algebras (A, σA) with reversion. But proposition 2.16 provides a sufficient condition
for whether σA can be transported to another representative in the Morita class. This can be
translated into a condition on the idempotents p∈Atop:
Lemma A.5 :
Let A be a simple Jandl algebra, with reversion σA, and let p∈Atop be an idempotent such
that the idempotent σAp is equal to p. Let M and B∼=M∨⊗AM be as in lemma A.2. Then
(i) The morphism σB := rB ◦σA ◦ eB defines a reversion on B.
(ii) There exists a g ∈HomA(M,Mσ) obeying (2.59) with εg =1, such that σB is of the form
(2.60).
Proof:
(i) By lemma A.2 we can describe B equivalently as M∨⊗AM or as the image of PB with
morphisms (A.4). Note that PB ◦σA= σA◦PB, as can be seen from properties (2.4) and σAp= p.
Using that PB and σA commute one checks that σB ◦σB = θB and σB ◦m=m ◦ cB,B ◦ (σB ⊗σB).
Thus by proposition 2.4 σB is a reversion on B.
(ii) Consider the morphism g ∈Hom(M˙, M˙∨) given by
g := (eM)
∨ ◦ Φ2 ◦ σ−1A ◦ eM , (A.16)
where (M, eM , rM) is the image of PM as in lemma (A.2) and Φ2 is taken from (I:3.33). The
moves
A M˙
M˙∨
g
ρMσ
= σ
A
σ−1
M˙
M˙∨
A
=
A
σ
M˙∨
A
M˙
σ−1
=
A
M˙∨
σ−1
M˙
A
=
A M˙
M˙∨
g
ρM (A.17)
show that g ∈HomA(M,MσA). Moreover, g has the properties required in proposition (2.16).
Indeed, (2.59) holds with εg=1, as can be seen by using (2.17) and Φ1=Φ2 (i.e. A symmetric,
see definition I:3.4).
Next we must check that σB equals σ˜g as defined in (2.60). To this end we use the explicit
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isomorphisms (A.10) between B and M∨⊗AM ; we have
ψ ◦ σ˜g ◦ ϕ =
θA
σ−1
σ
A
A
B
B
=
σ
B
B
A
σ
= σB . (A.18)
In the first step one inserts the definitions (2.60), (A.10), (A.16) and gets rid of all idempotents
using (2.61) and (A.6). The last step uses (2.5) and specialness of A, as well as the definition
of σB in part (i) of the present lemma. X
For the next theorem we need more detailed information about the action of σ on the
associated topological algebra Atop. Let us summarise the results of section 4.1 below, where
the case C=Vect
C
is treated in more detail.
Consider a direct sum A=
⊕m
i=1Matni(C) of matrix algebras over C. All anti-isomorphisms
σ squaring to the identity on A are of the form
σπU1,...,Um(X1, ... , Xm) = (U1X
t
π(1)U
−1
1 , ... , UmX
t
π(m)U
−1
m ) (A.19)
for Xi ∈Matni(C), where π is a permutation of order two with nπ(i)=ni and the Ui ∈Matni(C)
are invertible and satisfy Uπ(i)=λiU
t
i for some λi ∈C. The linear maps ω: A→A given by
ωV1,...,Vm(X1, ... , Xm) = (V1X1V
−1
1 , ... , VmXmV
−1
m ) (A.20)
are algebra automorphisms of A. Given any σ on A we can find an ω of the form (A.20) such
that
ω ◦ σ ◦ ω−1 = σπD1,...,Dm , (A.21)
where π is again a permutation of order two and the Di ∈Matni(C) are the identity matrix
whenever π(i) 6= i. For π(i) = i the matrix Di is either the identity matrix or the anti-symmetric
matrix with blocks ( 0 1−1 0) along the diagonal.
Let us return to the case of a general modular tensor category C. Below it will be instru-
mental to deal with an algebra automorphism of A whose restriction to Atop is of the form
(A.20). Such an automorphism can be constructed as follows.
For A a symmetric special Frobenius algebra and M a left A-module, let M ∼=⊕κ∈JM⊕nκκ
be its decomposition into the direct sum of simple A-modules, as in lemma A.3. This means
that there are morphisms
xκα ∈ HomA(Mκ,M) and x¯κα ∈ HomA(M,Mκ) (A.22)
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with κ∈J and α=1, 2, ... , nκ such that
x¯κα ◦xκ′α = δκ,κ′ δα,β idMκ and
∑
κ∈J
nκ∑
α=1
xκα ◦ x¯κα = idM . (A.23)
A basis of HomA(M,M) is given by
eαβκ := xκα ◦ x¯κβ ∈ HomA(M,M) (A.24)
with κ∈J and α, β=1, 2, ... , nκ. The basis elements obey the composition rule
eαβκ ◦ eγδκ′ = δκ,κ′ δβγ eαδκ . (A.25)
One checks that in this basis the invertible elements of HomA(M,M) are precisly those
f =
∑
κ∈J
nκ∑
α,β=1
fκαβ e
αβ
κ (A.26)
for which the matrices fκ ∈Matnκ(C) are invertible.
Invertible elements of HomA(M,M) can be used to construct algebra automorphisms of
M∨⊗AM . The following result is a straightforward application of the definitions (2.45) and
(2.47).
Lemma A.6 :
For A a symmetric special Frobenius algebra and M a left A-module, denote by (M∨⊗AM, e, r)
the retract associated to the idempotent P⊗A, as in (2.45). If f ∈HomA(M,M) is invertible,
then
ωf := (f
−1)∨⊗A f = r ◦ ((f−1)∨⊗ f) ◦ e (A.27)
is an algebra automorphism of the symmetric Frobenius algebra M∨⊗AM .
Using the isomorphism HomA(M,M)∼=Hom(1,M∨⊗AM) one obtains a basis {bαβκ } of Btop
from the basis (A.24) of HomA(M,M):
bαβκ := r ◦ (idM∨ ⊗ eβακ ) ◦ b˜M ∈ Hom(1,M∨⊗AM) . (A.28)
Here the order of the multiplicity indices in bαβκ is chosen in such a way that the product of two
such morphisms obeys
mtop(b
αβ
κ , b
γδ
κ′ ) ≡ m ◦ (bαβκ ⊗ bγδκ′ ) =
M˙
eβακ
B
M˙
eδγ
κ′
= δκ,κ′ δβ,γ b
αδ
κ .
(A.29)
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In fact, this basis provides us with an isomorphism ϕ of C-algebras between
⊕
κ∈JMatnκ(C)
and Btop, given by
ϕ : (D1, ... , D|J |) 7−→
∑
κ∈J
nκ∑
α,β=1
Dκαβ b
αβ
κ . (A.30)
Indeed it is easy to check that ϕ( ~D ~D′) =ϕ( ~D)ϕ( ~D′), where we use the shorthand notation
~D≡ (D1, ... , D|J |).
Next let us compute the action of ωf from (A.27), with f as in (A.26), on Btop. One finds
ωf ◦ ϕ( ~D) =
∑
κ,α,β
Dκαβ r ◦ [idM∨ ⊗ (f ◦ eβακ ◦ f−1)] ◦ b˜M = ϕ((~f−1)t ~D~f t) . (A.31)
Thus the action of ωf on Btop is indeed of the form (A.20).
We have now gathered the necessary ingredients to establish the following result, which can
be regarded as a generalisation 9 of the classification (A.21) from Vect
C
to a general modular
tensor category C.
Proposition A.7 :
Let (C, σC) be a simple Jandl algebra in a modular tensor category C. Then one can find A,
M , B, σB , N and g with the following properties:
(a) A∈Obj(C) is a haploid simple symmetric special Frobenius algebra; it is Morita equivalent
to C.
(b)M is a left A-module such that B is isomorphic toM∨⊗AM as an algebra. M is either a sim-
ple A-module, or else it is the direct sum M ∼=M1⊕M2 of two simple A-modules M1,2 obeying
M∨1 ⊗AM1∼= (M∨2 ⊗AM2)op as algebras. (This implies in particular thatM∨1 ⊗AM1∼=M∨2 ⊗AM2
as objects in C.)
(c) σB ∈End(B) is a reversion on the algebra B, and N is a left B-module.
(d) (C, σC) and (N
∨⊗BN, σ˜g) are isomorphic as Jandl algebras, where σ˜g is defined as in (2.60)
and g ∈HomB(N,NσB ) fulfills (2.59) with εg=1.
Proof:
(i) Construction of the idempotent p in Ctop:
By proposition A.4 we can find a haploid algebra D and a D-module R such that C is iso-
morphic to R∨⊗DR=:C ′. Let then α∈Hom(C,C ′) be an algebra isomorphism between C and
C ′; it induces a reversion σ′C =α ◦ σC ◦α−1 on C ′, such that (C, σC)∼= (C ′, σ′C) as algebras with
reversion.
Decompose R as R∼= ⊕κ∈JR⊗nκκ , with distinct simple D-modules Rκ. When applied to C ′top,
the construction of the isomorphism ϕ in (A.30) shows that C ′top is isomorphic to
⊕|J |
κ=1Matnκ(C).
Furthermore, since the twist is trivial on the tensor unit 1, σ′C acts on C
′
top as an anti-
isomorphism that squares to the identity. Formulas (A.21) and (A.31) imply that we can
9 What is generalised here is the case of a single matrix block, m=1. For a generalisation in the case m>1
see the discussion around equation (2.66).
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find an automorphism ωf of C
′ such that ω−1f ◦ σ′C ◦ ωf acts as σπD1...D|J | on C ′top. Let b′αβκ be a
basis of C ′top constructed as in (A.28). We choose an element p
′ of C ′top as
p′ :=


ωf ◦ b′111 for D1= id and π(1)=1 ,
ωf ◦ (b′111 + b′11π(1)) for D1= id and π(1) 6=1 ,
ωf ◦ (b′111 + b′221 ) if D1 is antisymmetric .
(A.32)
We can transport p′ back to C by defining p :=α−1 ◦ p′ ∈Ctop. One verifies that in all three
cases m ◦ (p⊗ p) = p and σC ◦ p= p.
(ii) Construction of the data B, σB, N and g :
We can now apply lemma A.5 to C and the idempotent p∈Ctop. This yields an algebra
with reversion (B, σB) and a left C-module N
′, as well as a morphism g′∈HomC(N ′, N ′σC )
with εg′ =1 such that B=N
′∨⊗CN ′ and σB is of the form (2.60). As described at the end
of section 2.4 the construction of (B, σB) can be inverted. Thus there is a left B-module
N ∼=N ′∨ and g ∈HomB(N,NσB ) with εg=1 such that (C, σC) is isomorphic as a Jandl algebra
to (N∨⊗BN, σ˜g).
(iii) Construction of A and M :
The algebra B is by definition the image of the idempotent PB ∈Hom(C,C) introduced in
(A.3). It follows that Btop is isomorphic as a C-algebra to the image of the idempotent p∈Ctop
from part (i) above. Moreover, σB restricts to an anti-isomorphism σB|Btop of Btop. We find
that
(Btop, σB|Btop) ∼=


(C, a7→a) for D1= id and π(1)= 1 ,
(C⊕C, (a, b) 7→(b, a)) for D1= id and π(1) 6=1 ,
(Mat2(C), (
a b
c d) 7→( d −b−c a ) ) if D1 is antisymmetric .
(A.33)
In the first case B is already haploid and we can choose A=M =B. Otherwise we can take
the nontrivial idempotent b111 ∈Btop according to the basis (A.28). Applying lemma A.2 we
obtain an algebra A and a left B-module M ′ such that A∼=M ′∨⊗BM ′. Conversely we have
B∼=M ′⊗AM ′∨, so that we can choose M =M ′∨. The algebra A is haploid by lemma A.2(ii)
and the fact that b111 is nontrivial.
We can construct an isomorphism between Btop and
⊕
κMatnκ(C) as in (A.30). One finds that
in order to recover the correct algebra structure on Btop, the module M must be simple in the
first case of formulas (A.32) and (A.33), be of the form M ∼=M1⊕M2 with M1,2 distinct simple
modules in the second case, and M ∼=M1⊕M1 with M1 simple in the third case.
(iv) Proof of M∨1 ⊗AM1∼= (M∨2 ⊗AM2)op:
When B∼= (M1⊕M2)∨⊗A (M1⊕M2) withM1 andM2 two simple non-isomorphic left A-modules,
then the reversion σB acts on Btop as in the second case of (A.33). Thus we can find a basis
{p1, p2}⊂Hom(1, B) of Btop such that mtop(pi, pj) = δi,jpi and such that σB acts on this basis
as σBp1= p2, σBp2= p1.
Denote by Pi the idempotent PB of (A.3) with pi in place of p and A in place of B. It is easy
to check that σB ◦P1,2=P2,1 ◦ σB. We can choose the labelling of the idempotents Pi such that
the image (S1, e1, r1) of P1 satisfies S1∼=M∨1 ⊗AM1 (as an object in C), and analogously for P2.
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The objects S1 and S2 can be turned into algebras via lemma A.2. We would like to show that
S1∼=S2,op. To this end we first show that the morphisms
f := r2 ◦σB ◦ e1 ∈ Hom(S1, S2) and g := r1 ◦σ−1B ◦ e2 ∈ Hom(S2, S1) . (A.34)
are inverse to one another; indeed we have
f ◦ g = r2 ◦ σB ◦ P1 ◦ σ−1B ◦ e2 = r2 ◦ P2 ◦ e2 = idS2 , (A.35)
and analogously for g ◦ f . Next note the identities
f ◦m1 = r2 ◦ σB ◦m ◦ (e1⊗e1) = r2 ◦m◦cB,B ◦ (σB⊗σB)◦(e1⊗e1) = m2◦cS2,S2 ◦(f⊗f) . (A.36)
Here m1,2 denote the multiplications on S1,2, and in the last step we used that P2 ◦σ= σ ◦ P1.
We thus see that f is an algebra isomorphism from S1 to S
(1)
2
∼= S2,op. X
We are now almost done with the proof of the algorithm stated in steps 1) – 4) in section
2.5. It only remains to explain why the case that M1∼=M2 (as A-modules) is not excluded in
statement (b) of proposition A.7, but nevertheless does not occur in step 3b) of the algorithm.
This is achieved by proposition A.11 below, where it is shown that this situation is Morita
equivalent to an algebra with reversion of the form M∨⊗AM with M a simple A-module, and
hence is already treated in step 3a).
The following three lemmata prepare the proof of the proposition.
Lemma A.8 :
For every left module M over a symmetric special Frobenius algebra A there is an isomorphism
(M⊕M)∨⊗A (M⊕M) ∼= Mat2(C)⊗ (M∨⊗AM) (A.37)
of symmetric special Frobenius algebras. Here Mat2(C) denotes the algebra structure on 1
⊕4
given by matrix multiplication.
Proof:
Let U =1⊕1, A=M∨⊗AM and B= (M⊕M)∨⊗A (M⊕M). Let ϕ be an invertible element of
HomA(M⊕M,M⊗U). Define the morphism f ∈Hom(B,U∨⊗U⊗A) as
f :=
(M˙⊕M˙)∨
U∨
ϕ−1
∨
U
B
M˙⊕M˙
ϕ
A
(A.38)
We endow C :=U∨⊗U⊗A with the algebra structure of the tensor product of the algebras
U∨⊗U and A, see proposition I:3.22. It is a fairly straightforward application of the definitions
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to check that f is invertible and obeys f ◦ ηB = ηC and f ◦mB =mC ◦ (f⊗f). Thus B and C are
isomorphic as algebras. Since the algebra structure determines the symmetric special Frobenius
structure uniquely, B and C are isomorphic also as symmetric special Frobenius algebras. X
Lemma A.9 :
Consider the algebra Mat2(C) equipped with the reversion σ2 defined as
σ2(
a b
c d) := (
d −b
−c a ) . (A.39)
The pair (Mat2(C), σ2) is Morita equivalent to (C, id) in the sense of proposition 2.16, with
εg =−1.
Proof:
In the category of vector spaces we choose the quantities (A, σ),M and g entering in proposition
2.16 as follows. For the algebra A we take A=C, with trivial reversion σ= id
C
. The module
M is a two-dimensional vector space V on which A acts by multiplication. Let {e1, e2} be
a basis of V . The dual module M∨ is the dual vector space V ∗ with dual basis {e∗1, e∗2}.
Since the action of A is multiplication by complex numbers and σ is the identity we have
Hom(M,Mσ) =Hom(V, V ∗). We set
g :=
2∑
p,q=1
ǫpq e
∗
p⊗e∗q ≡ e∗1⊗e∗2 − e∗2⊗e∗1 . (A.40)
Note that the inverse of g is g−1=
∑
pq ǫpq eq⊗ep.
To verify that g fulfills the property (2.59) one must check that g(ek) = εg
∑
m ek(g(em)) e
∗
m for
k=1, 2 with a suitable sign εg. Substituting the definition (A.40) gives g(ek) = ǫk¯ke
∗¯
k
for the
left hand side (where, for the sake of this proof, we use the symbol p¯ to denote the index such
that ǫpp¯ 6=0, i.e. p¯=3−p), while for the right hand side one gets the expression
εg
∑
m,p,q
ǫpq((e
∗
pek)(e
∗
qem)) e
∗
m = εgǫkk¯ e
∗¯
k , (A.41)
so that εg=−1. Thus proposition 2.16 can be applied, which provides us with a reversion σ˜g
on B=V ∗⊗V ∼=Mat2(C). Computing the action of σ˜g on a basis yields
σ˜g(e
∗
p⊗eq) = (−1) · g(eq)⊗g−1(e∗p) = ǫpp¯ǫqq¯ e∗q¯⊗ep¯ . (A.42)
This reproduces precisely the definition of σ2 in formula (A.39). X
Lemma A.10 :
Let A be an algebra, and let σ be a reversion on B=Mat2(C)⊗A, with Mat2(C) the algebra
structure on 1⊕4 given by matrix multiplication and the algebra structure on the tensor product
defined according to proposition I:3.22. Assume further that σ satisfies
σ ◦ (idMat⊗ ηA) = σ2 ⊗ ηA (A.43)
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with σ2 the reversion on Mat2(C) introduced in (A.39). Then σ can be written as
σ = σ2 ⊗ σA (A.44)
for some reversion σA on A.
Proof:
According to the proof of lemma A.9 (and with the notations used there, in particular for
ǫpq =−ǫqp and p¯=3−p), in terms of the basis epq ≡ e∗p⊗eq the product and the action of σ2 on
Mat2(C) read
m ◦ (epq⊗ers) = δq,r eps and σ2 ◦ epq = εpp¯εqq¯ eq¯p¯ . (A.45)
Denote by ıAiα a basis of Hom(Ui, A), as in (I:3.4). Then a basis of B is given by the morphisms
epq ⊗ ıAiα. The action of σ on this basis can be written as
σ(epq⊗ıAiα) =
∑
r,s
ers⊗ (ıAiα)pqrs (A.46)
for some morphisms (ıAiα)pq
rs ∈Hom(Ui, A).
Next we compose the property σ ◦mB =mB ◦ cB,B ◦ (σ⊗σ) of the reversion σ with the morphism
(epq⊗ηA)⊗ (ers⊗ıAiα). Using that epq⊗ηA ∈Hom(1, B) amounts to having trivial braiding, we
find
δq,r σ(eps⊗ıAiα) = ǫpp¯ǫqq¯m ◦ [σ(ers⊗ıAiα)⊗ (eq¯p¯⊗ηA)]
⇔ δq,r
∑
m,n emn⊗(ıAiα)psmn = ǫpp¯ǫqq¯
∑
m emp¯⊗(ıAiα)rsmq¯
⇔ δq,r(ıAiα)psmn = ǫpnǫqq¯ (ıAiα)rsmq¯
(A.47)
Repeating the calculation with (ers⊗ıAiα)⊗ (epq⊗ηA) in place of (epq⊗ηA)⊗ (ers⊗ıAiα) yields the
analogous set of relations
δp,s(ı
A
iα)rq
mn
= ǫpp¯ǫqm (ı
A
iα)rs
p¯n
. (A.48)
It follows that
(ıAiα)pq
rs
= δp,s¯δq,r¯ (ı
A
iα)pq
q¯p¯
. (A.49)
Setting in addition m=n= p¯ in (A.47) and m=n= q¯ in (A.48) leads to
(ıAiα)pp
p¯p¯
= εpp¯εqq¯ (ı
A
iα)qp
p¯q¯
= (ıAiα)qq
p¯p¯
. (A.50)
Altogether we thus have
(ıAiα)pq
rs
= ǫpsǫqr (ı
A
iα)
σ (A.51)
for some morphism (ıAiα)
σ ∈Hom(Ui, A). Defining the morphism σA ∈Hom(A,A) via its action
on the basis ıAiα as σA(ı
A
iα) := (ı
A
iα)
σ we find that
σ(epq⊗ ıAiα) =
∑
r,s
ǫpsǫqr ers⊗σA(ıAiα) = σ2(epq)⊗σA(ıAiα) . (A.52)
This establishes equation (A.44).
It remains to show that σA is a reversion on A. By the compatibility of σ with mB we have
σ ◦mB ◦ [(e11⊗idA)⊗ (e11⊗idA)] = mB ◦ cB,B ◦ [σ(e11⊗idA)⊗σ(e11⊗idA)] . (A.53)
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The left hand side of this identity reduces to σ ◦ (e11⊗mA) = e22⊗ (σA ◦mA) , while the right
hand side can be rewritten as
mB ◦ cB,B ◦ [(e22⊗σA)⊗ (e22⊗σA)] = e22 ⊗ [mA ◦ cA,A ◦ (σA⊗σA)] . (A.54)
It follows that σA ◦mA=mA ◦ cA,A ◦ (σA⊗σA), as required. That the condition σA ◦σA= θA is
satisfied as well can be seen by composing both sides of the identity σ ◦ σ= θB with e11⊗idA
and noting that θB ◦ (e11⊗idA) = e11⊗θA. X
Proposition A.11 :
For A a symmetric special Frobenius algebra, let M be a simple left A-module and B the
algebra (M⊕M)∨⊗A (M⊕M). Suppose σB is a reversion on B acting on Btop∼=Mat2(C) ac-
cording to formula (A.39). Then there exist g and σ˜g such that (B, σB) is Morita equivalent to
(M∨⊗AM, σ˜g) in the sense of proposition 2.16.
Proof:
Abbreviate M∨⊗AM =:C and Mat2(C)⊗C =:D. By lemma A.8 we have B∼=D as algebras.
Via this isomorphism the reversion σB induces a reversion σ on D. By assumption, σ acts on
Dtop as σ2 in (A.39). According to lemma A.10 we can then write σ=σ2⊗σC for some reversion
σC on C.
Next we apply the construction in proposition 2.16 separately to both factors of D. That is,
we take the module V⊗C, and for the morphism g we choose g= g2⊗gC , with g2 obtained by
inverting the constrution of lemma A.9 (recall proposition 2.17) and gC ∈HomC(C,CσC) equal
to Φ2 ◦ σ−1C (compare to the calculation in (A.17)). This reduces the Mat2(C)-part of D to 1
as in lemma A.9 and leaves (C, σC) invariant. Thus altogether (D, σ), and hence also (B, σB),
is Morita equivalent to (C, σC) in the sense of proposition 2.16. X
This completes the proof of the classification algorithm for reversions that was described in
steps 1) – 4) in section 2.5.
In steps 1) – 4) one is only concerned with reversions on simple symmetric special Frobenius
algebras. In general, the algebra could be of the form (2.66), though. In the sequel we extend
the construction to include also direct sums of simple algebras.
Let ei ∈Hom(Ai, A) and ri ∈Hom(A,Ai) denote the embedding and restriction for the sub-
object Ai of A. The ei and ri are algebra homomorphisms. A reversion σ on A can permute
the components Ai. Thus suppose that
rl ◦ σ ◦ ek = δl,π(k) rπ(k) ◦ σ ◦ ek (A.55)
for some permutation π with π ◦ π= id. This implies in particular that Aπ(k)∼=Ak,op.
Suppose π(k) = k. Then σ restricts to a reversion on Ak via rk ◦ σ ◦ ek. It must therefore be in
the list obtained by steps 1) – 4).
Suppose π(k) 6= k. Then we can choose correlated bases for Ak and Aπ(k) in which σ takes a
particularly simple form. Choose dual bases
fka,α ∈ Hom(Ua, Ak) and f¯ka,α ∈ Hom(Ak, Ua) . (A.56)
99
Using these, define dual bases for the subalgebra Aπ(k) as
f
π(k)
a,α := rπ(k) ◦ σ ◦ ek ◦ fka,α ∈ Hom(Ua, Aπ(k)) and
f¯
π(k)
a,α := f¯ka,α ◦ rk ◦ σ−1 ◦ eπ(k) ∈ Hom(Aπ(k), Ua) .
(A.57)
Using eπ(k) ◦ rπ(k) ◦ σ= σ ◦ ek ◦ rk the components (2.19) of the reversion σ then take the form
σ(a) l,βk,α = δl,π(k) f¯
π(k)
a,β ◦ rπ(k) ◦ σ ◦ ek ◦ fka,α = δl,π(k) δα,β . (A.58)
Similarly we get
σ(a) l,βπ(k),α = δl,k f¯
k
a,β ◦ rk ◦ σ ◦ eπ(k) ◦ fπ(k)a,α = θa δl,k δα,β . (A.59)
We can thus conclude that for all subalgebras Ak of A which are not fixed under σ, i.e. π(k) 6= k,
one can always choose a basis such that the components of σ take the particular form
σ(a)
π(k),β
k,α = δα,β and σ(a)
k,β
π(k),α = θa δα,β . (A.60)
Applied to the category Vect
C
, the simple form of σ corresponds to Di= id if π(i) 6= i in the
expression (A.21).
A.3 Invariants for glueing tori
This appendix provides some details about the recursion relations (3.131). To demonstrate these
relations we use the methods of [60], especially sections II.3.9, IV.3 and IV.5 (the recursion
relations do not appear explicitly in [60], though). Some basic notions of three-dimensional
topological field theory and references to the literature can be found in sections I:2.3 and I:2.4.
Define the extended surface T to be a torus without field insertions, with lagrangian subspace
λT . We select a basis a, b of cycles in H1(T,R) with intersection number ω(a, b) =1 and take
λT to be the span of the cocycle a.
Define the cobordism M+χ
k
to be a solid torus with ∂+M
+
χ
k
= T and ∂−M+χk = ∅ such that
the a-cycle of T is contractible in M+χ
k
. Inside M+χ
k
place a ribbon labelled by Uk running
parallel to the surface T along the b-cycle and with core oriented opposite to the b-cycle, see
figure (3.123 a). Similarly define M−χ
k
to be a solid torus with ∂+M
−
χ
k
= ∅ and ∂−M−χk =T such
that the a-cycle of T is contractible in M−χ
k
. There is again a ribbon labelled by Uk following
the b-cycle of T , but this time the orientation is the same way as the one of b. Given two
cobordisms M1, M2 and an invertible homeomorphism g: ∂+M1→ ∂−M2, define M2
g
֋M1 to be
the cobordism obtained by glueing M1 to M2 using g.
Identify H1(T,R) with R
2 by choosing a=(1, 0) and b=(0, 1). Let g: T →T be an invertible
homeomorphism, with induced action on H1(T,R) given by the matrix (
p q
r s). The aim of this
appendix is to establish recursions relations that allow us to compute the invariants
M
[
(p qr s)
]
kl
:= Z(M−χ
k
g
֋M+χ
l
, ∅, ∅) 1 . (A.61)
We start by defining Maslov indices and computing them for the torus. These are needed to
formulate the framing anomaly in the functoriality property of the topological field theory. The
functoriality property will then provide the recursion relations (3.131).
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In the description of the Maslov indices and the framing anomaly we follow closely the
review in section 2.7 of [51]. Let H be a real vector space with symplectic form ω. For any
triple of lagrangian subspaces λ1, λ2, λ3⊂H define a quadratic form q(x, y) on the subspace
(λ1+λ2)∩λ3 via q(x, y) :=ω(x2, y), where x=:x1+x2 with x1,2 ∈λ1,2. One verifies that q is
independent of the choice of decomposition of x. The Maslov index µ(λ1, λ2, λ3) is defined to
be the signature of q; it is antisymmetric in all three arguments.
We only need Maslov indices forH =H1(T,R), which has dimension 2, so that the lagrangian
subspaces λ1,2,3 have dimension 1. We select vectors v1, v2, v3 ∈H such that λi is the linear span
of vi, for i=1, 2, 3. If any two of the vi are collinear, then µ(λ1, λ2, λ3) = 0 by the antisymmetry
of µ; otherwise we have
(λ1+λ2)∩λ3 = λ3 (A.62)
and there exist α, β ∈R such that v3=αv1+βv2. The quadratic form q evaluated on v3 is
given by q(v3, v3) =ω(βv2, v3) =αβ ω(v2, v1). Since the subspace λ3 on which q is defined is
one-dimensional, the signature of q is simply the sign of q(v3, v3). Thus
µ(λ1, λ2, λ3) = sign(αβ ω(v2, v1)) . (A.63)
Now fix a basis a, b of cycles with ω(a, b) = 1 and expand the vectors vi as vi = xia + yib. To
determine α, β in v3=αv1+ βv2 we must solve the linear system(
x3
y3
)
=
(
x1 x2
y1 y2
)(
α
β
)
. (A.64)
Noting that ω(vi, vj) =ω(xia+ yib, xja+ yjb) = xiyj −xjyi one verifies that the linear system is
solved by α=−ω(v2, v3)/ω(v1, v2) and β=ω(v1, v3)/ω(v1, v2). Inserting this result in (A.63),
and using the convention that sign(0)= 0, finally gives the Maslov index for the torus as
µ(λ1, λ2, λ3) = sign[ω(v1, v2)ω(v1, v3)ω(v2, v3) ] . (A.65)
While this formula was derived for the case that no two of the vi are collinear, it continues to
hold in the collinear case as well, since it then gives zero as required.
For any cobordismM a mapN∗ from the set Λ(∂−M) of lagrangian subspaces ofH1(∂−M,R)
to Λ(∂+M) can be constructed as follows. For λ∈Λ(∂−M) the vector x∈H1(∂+M,R) is in
N∗λ iff there exists an x′ ∈λ such that x−x′ is homologous to zero as a cycle in M . The map
N∗: Λ(∂+M)→Λ(∂−M) is defined similarly.
The functoriality axiom of the topological field theory reads
Z(M2
f
֋M1, ∂−M1, ∂+M2) = κm Z(M2, ∂−M2, ∂+M2) ◦ f♯ ◦Z(M1, ∂−M1, ∂+M1) , (A.66)
with the integer m defined as the sum
m := µ(f∗N∗λ(∂−M1), f∗λ(∂+M1), N∗λ(∂+M2)) + µ(f∗λ(∂+M1), λ(∂−M2), N∗λ(∂+M2))
(A.67)
of Maslov indices. The following schematic rewriting of formula (A.67) facilitates keeping track
of the arguments of the Maslov indices:
M2 M1︷ ︸︸ ︷ ︷ ︸︸ ︷
Λ(∂+M2)
N∗−→ Λ(∂−M2) f∗←− Λ(∂+M1) N∗←− Λ(∂−M1)
m = µ ( 3 2 1 )
+ µ ( 3 2 1 )
(A.68)
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Both Maslov indices are evaluated in Λ(∂−M2); the numbers indicate as which argument of
µ(·, ·, ·) the corresponding lagrangian subspace appears.
Next we define the two sets of vectors |χk;T 〉 and 〈χk;T | as
|χk;T 〉 := Z(M+χk , ∅, T ) 1 ∈ H(T ; ∅) ,
〈χk;T | := Z(M+χk , T, ∅) ∈ H(T ; ∅)∗ .
(A.69)
As a warmup let us compute the composition of two of these vectors. We have
δk,l = Z(M
−
χ
k
id
֋M+χ
l
, ∅, ∅) 1 = κm 〈χk;T | ◦ id♯ ◦ |χl;T 〉 . (A.70)
The value δk,l for the invariant follows from the normalisation axiom for cobordisms of the form
X × [0, 1], see (I:2.55). The integer m is given by the following combination of Maslov indices:
M−χ
k
M+χ
l︷ ︸︸ ︷ ︷ ︸︸ ︷
Λ(∅) N∗−→ Λ(T ) id∗←− Λ(T ) N∗←− Λ(∅)
m = µ ( 3 2 1 )
+ µ ( 3 2 1 )
(A.71)
All six lagrangian subspaces entering in the computation of m are in fact identical and equal
to λT , so that m=0. To see this first recall that λT is spanned by the a-cycle in T , and that
M+χ
l
was chosen such that the a-cycle is contractible in M+χ
l
. It follows that N∗ maps 0∈Λ(∅)
to λT in Λ(T ). The same holds for N
∗. Furthermore id∗ acts as the identity on Λ(T ). Thus as
expected we have
〈χk;T |χl;T 〉 = δk,l . (A.72)
The set {|χk;T 〉 | k∈I} forms a basis of H(T ; ∅), while {〈χk;T | | k∈I} is a basis of H(T ; ∅)∗.
The result (A.72) shows that these two bases are dual to each other.
Denote by CT the cylinder T × [0, 1]. We have Z(CT , T, T ) = idH(T ;∅) (by the normalisation
axiom), so that we can write
Z(CT , T, T ) =
∑
r∈I
|χr;T 〉 〈χr;T | . (A.73)
Let f1, f2 be two invertible homeomorphisms from T to T . The two three-manifoldsM
−
χ
k
f1◦f2
֋M+χ
l
and M−χ
k
f1
֋CT
f2
֋M+χ
l
are homeomorphic. Employing functoriality we obtain the series of equal-
ities
Z(M−χ
k
f1◦f2
֋M+χ
l
, ∅, ∅) = Z(M−χ
k
f1
֋CT
f2
֋M+χ
l
, ∅, ∅)
= κm1 Z(M−χ
k
, T, ∅) ◦ f1♯ ◦ Z(CT
f2
֋M+χ
l
, ∅, T )
= κm1+m2 〈χk;T | f1♯ ◦ Z(CT , T, T ) ◦ f2♯ ◦ Z(M+χl, ∅, T )
= κm1+m2
∑
r∈I〈χk;T |f1♯|χr;T 〉 〈χr;T |f2♯|χl;T 〉
= κm1+m2−m˜1−m˜2
∑
r∈I Z(M
−
χ
k
f1
֋M+χr , ∅, ∅)Z(M−χr
f2
֋M+χ
l
, ∅, ∅) .
(A.74)
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The integers m1, m2, m˜1, m˜2 are given by the following combinations of Maslov indices: First,
M−χ
k
CT
f2
֋M+χ
l︷ ︸︸ ︷ ︷ ︸︸ ︷
Λ(∅) N∗−→ Λ(T ) (f1)∗←− Λ(T ) N∗←− Λ(∅)
m1 = µ ( 3 2 1 )
+ µ ( 3 2 1 )
(A.75)
The first Maslov index reads µ((f1f2)∗λT , (f1)∗λT , λT ); the second index is zero owing to
N∗0=λT , as already discussed in (A.71). Second,
CT
M+χ
l︷ ︸︸ ︷ ︷ ︸︸ ︷
Λ(T )
N∗−→ Λ(T ) (f2)∗←− Λ(T ) N∗←− Λ(∅)
m2 = µ ( 3 2 1 )
+ µ ( 3 2 1 )
(A.76)
For the cylinder CT the map N
∗ acts as identity on Λ(T ), so that the first index vanishes
because of N∗λT = λT ; the second index is zero as well, since N∗0=λT , again as in (A.71).
Finally,
M−χ
k
M+χr︷ ︸︸ ︷ ︷ ︸︸ ︷
Λ(∅) N∗−→ Λ(T ) (f1)∗←− Λ(T ) N∗←− Λ(∅)
m˜1 = µ ( 3 2 1 )
+ µ ( 3 2 1 )
M−χr
M+χ
l︷ ︸︸ ︷ ︷ ︸︸ ︷
Λ(∅) N∗−→ Λ(T ) (f2)∗←− Λ(T ) N∗←− Λ(∅)
m˜2 = µ ( 3 2 1 )
+ µ ( 3 2 1 )
(A.77)
All four Maslov indices appearing in m˜1 and m˜2 are zero, since all of them have two coinciding
arguments, due to either N∗0=λT or N∗0=λT . Altogether we obtain
Z(M−χ
k
f1◦f2
֋M+χ
l
, ∅, ∅) = κµ((f1f2)∗λT , (f1)∗λT , λT )
∑
r∈I
Z(M−χ
k
f1
֋M+χr , ∅, ∅)Z(M−χr
f2
֋M+χ
l
, ∅, ∅) .
(A.78)
The next step in obtaining the recursion relation is the computation of the two invariants
R(S)kl := Z(M−χk
fS
֋M+χr , ∅, ∅) and R(T )kl := Z(M−χk
fT
֋M+χr , ∅, ∅) . (A.79)
Here S and T are the matrices
S =
(
0 −1
1 0
)
and T =
(
1 1
0 1
)
, (A.80)
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while fS : T → T is an invertible homeomorphism such that the induced action on H1(T,R) is
given by the matrix S (in the same basis that was used in (A.61)), and similarly for fT : T →T .
We have
R(S)kl =
k
b
a
fS
b
a
l
= S00
k
l
S3
= Skl . (A.81)
In the first step the two tori M+χ
l
and M−χ
k
are drawn as wedges of which the left and right
dashed sides, as well as top and bottom, are identified. The map fS glues the a-cycle to b and
the b-cycle to −a. This results in the three-manifold S3 with ribbons as displayed on the right
hand side. Similarly, for R(T ) we find
R(T )kl =
k
b
a
fT
b
a
l
=
S2×S1
k
l
=
k
l
= δk,lθ
−1
l = Tˆkl . (A.82)
The second step is most easily seen by drawing actual ribbons instead of using the blackboard
framing convention. The third step amounts to taking the Ul-ribbon around the horizontal S
2
so that (in this description of S2×S1) it no longer wraps around the Uk-ribbon.
Finally we must compute the two Maslov indices
µS = µ((fS◦f)∗λT , (fS)∗λT , λT ) and µT = µ((fT ◦f)∗λT , (fT )∗λT , λT ) , (A.83)
where f is taken to induce the action (α βγ δ ) on H1(T,R). We obtain
(fS ◦ f)∗λT =
(
0 −1
1 0
)(
α β
γ δ
)(
1
0
)
=
(−γ
α
)
. (A.84)
Similarly,
(fT ◦ f)∗λT =
(
α+γ
γ
)
, (fS)∗λT =
(
0
1
)
, (fT )∗λT =
(
1
0
)
. (A.85)
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In these formulas, as well as in the sequel, we abuse notation by using a vector to describe both
an element in H1(T,R) and, via its linear span, an element of Λ(T ). Using the result (A.65)
we find
µS = µ(−γa+αb, b, a) = sign(ω(−γa+αb, b)ω(−γa+αb, a)ω(b, a)) = −sign(αγ) ,
µT = µ((α+γ)a+γc, a, a) = 0 .
(A.86)
Evaluating (A.78) for f1= fS,T and substituting (A.81), (A.82) as well as (A.86) results in the
relations (3.131).
A.4 More on reversions in the Ising model
In this appendix we give some details on how to find the reversions on the algebra (1⊕ǫ)∨⊗ (1⊕ǫ)
in step 3b) of our prescription for the classification of reversions. We will then see how these
reversions are related to the ones on A=1⊕ǫ.
Set X := 1⊕ǫ. For step 3b) we would like to find reversions on B :=X∨⊗X that act on a
basis of Btop via permutation of the two basis vectors. Define the morphisms
eab :=
X∨
a
X
b
[ab]
e¯ab :=
X∨
a
X
b
[ab]
(A.87)
where a, b, ∈{1, ǫ} and [ab]∼= a⊗b is a short-hand standing for [11] = [ǫǫ] = 1 and [1ǫ] = [ǫ1] = ǫ.
We introduce the alternative labelling
e11 := e11 , e
1
2 := eǫǫ , e
ǫ
1 := e1ǫ , e
ǫ
2 := eǫ1 , (A.88)
and similarly for e¯aα and e¯ab. Note that as an object B
∼= 1⊕1⊕ǫ⊕ǫ. With the labelling above
the morphisms eaα thus provide bases for the spaces Hom(a, B) and e¯
a
α for Hom(B, a). One can
check that the bases eaα and e¯
a
α are dual to each other.
Recall that the multiplication on X∨⊗X is given by (2.47) (with A set to 1 and M set to
X). Thus to work out the multiplication on B in the basis (A.88), following (I:3.7) we must
compute the constants m cγaα,bβ in
e¯cγ ◦m ◦ (eaα⊗ ebβ) = m cγaα,bβ λ(ab)c , (A.89)
where λ(ab)c refers to the basis element chosen in Hom(a⊗b, c) as in (I:2.29). With β¯≡ 3−β
this yields
m cγaα,bβ = N
c
ab ·
{
δαγδαβ for a=1 ,
δαγδαβ¯ for a= ǫ .
(A.90)
Next, the reversion evaluated in a basis takes the form (2.19),
e¯aβ ◦ σ ◦ eaα = σ(a) βα idUa . (A.91)
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The matrices σ(a) βα are required to obey the constraints (2.20). Thus we must find solutions
to the 2×2 matrix equations
σ(1) σ(1) = 1 2×2 , σ(ǫ) σ(ǫ) = −1 2×2 (A.92)
as well as the conditions∑
ρ=1,2
m cρaα,bβ σ(c)
γ
ρ =
∑
µ,ν=1,2
σ(a) µα σ(a)
ν
β m
cγ
bν,aµ R
(a b)c . (A.93)
Step 3b) of the classification algorithm demands σ(1) to act as a permutation; we thus set
σ(1) βα = δβ,α¯ . (A.94)
In order to solve (A.93) we evaluate the condition for all choices a, b, c allowed by fusion. A
short calculation shows that with (A.94) and (A.90), the condition (A.93) is identically fulfilled
for (ab)c= (11)1, while the other cases give the following restrictions:
(A) (ab)c = (1ǫ)ǫ =⇒ δαβ σ(ǫ) γβ = δαγ σ(ǫ) αβ ,
(B) (ab)c = (ǫ1)ǫ =⇒ δαβ¯ σ(ǫ) γα = δγβ¯ σ(ǫ) β¯α ,
(C) (ab)c = (ǫǫ)1 =⇒ δαβ¯δαγ¯ = −σ(ǫ) γ¯α σ(ǫ) γβ .
(A.95)
From (A) the matrix σ(ǫ) can be deduced to be diagonal, σ(ǫ) βα = δαβ σ(ǫ)
α
α . Then condition
(B) is identically fulfilled, while condition (C) is equivalent to σ(ǫ) αα σ(ǫ)
α¯
α¯ =−1. Thus (A) –
(C) are equivalent to σ(ǫ) being of the form
σ(ǫ) = (a 00 −a−1). (A.96)
Relation (A.92) restricts this further to a=±i. Thus altogether we find two possible reversions
on B, given by σ(±)(1) βα = δβα¯ and
σ(+)(ǫ) = ( i 00 i ) , σ(−)(ǫ) = (
−i 0
0 −i) . (A.97)
It turns out that both of these reversions are related to the reversion on A given in (4.29)
with sǫ=−1 via propostion 2.16. Let us see how this comes about.
We are going to apply propostion 2.16 for the choices A= σ∨⊗σ,M =σ∨⊗X andB=X∨⊗X .
The action of A on M is defined as
ρ := idσ∨ ⊗ d˜σ⊗ idX ∈ Hom(σ∨⊗σ⊗σ∨⊗X, σ∨⊗X) . (A.98)
Let us first check that indeed B is isomorphic toM∨⊗AM . To this end we introduce morphisms
e∈Hom(B,M∨⊗M) and r∈Hom(M∨⊗M,B) by
e := idX∨ ⊗ bσ ⊗ idX , r := 1dim(σ) idX∨ ⊗ d˜σ⊗ idX . (A.99)
One verifies that e and r are indeed embedding and restriction morphisms as drawn in (2.46),
i.e. satisfy r ◦ e= idB and e ◦ r=P⊗A as in (2.45).
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For the following calculations we need to introduce two bases in addition to (A.87), one
for the morphism spaces Hom(Ua, A) and one for Hom(σ, M˙), together with their duals. We
choose
αa :=
σ∨ σ
Ua
α¯a :=
1√
2
σ∨ σ
Ua
fk :=
σ∨ X
Uk
σ
f¯k :=
√
2
σ∨ X
Uk
σ (A.100)
Note that we have m1ǫǫ=α1 ◦mA ◦ (αǫ⊗αǫ) = 2, i.e. the basis αa is normalised slightly different
from (4.28).
Next we would like to describe all module morphisms g ∈HomA(M,Mσ). Since these form
a subspace of Hom(M˙, M˙∨) we can expand g as
g =
∑
k,l∈{1,ǫ}
Gkl (λ(σσ)1 ⊗ (f¯l)∨) ◦ (f¯k⊗ bσ) . (A.101)
For g to be an intertwiner for the A-action we need
(fl)
∨ ◦ g ◦ ρ ◦ (αk ⊗ fj) = (fl)∨ ◦ ρσ ◦ (idA ⊗ g) ◦ (αk ⊗ fj) (A.102)
to hold for all values of j, k, l. Here ρ is given by (A.98) and ρσ is defined in (2.25). A short
calculation shows that (A.102) is equivalent to
Gjl [(−1)δk,ǫδj,ǫ − sk (−1)δk,ǫδl,ǫ] = 0 for all j, k, l∈{1, ǫ} , (A.103)
where sk characterises the reversion σ on A, i.e. s1=1 and sǫ=±1 as in (4.29). Thus every
g ∈HomA(M,Mσ) can be written as in (A.101) with
G = (a 00 b) for sǫ = 1 and G = (
0 a
b 0) for sǫ = −1 , (A.104)
respectively, for some a, b∈C. In order to apply proposition 2.16 the morphism g has to fulfill
(2.59) for some εg. In terms of the matrix G one finds that this is equivalent to G= εgG
t. This
allows for three classes of solutions:
sǫ = 1 : G = (
a 0
0 b) , εg =1 ,
sǫ = −1 : G = (0 aa 0) , εg=1 or G = ( 0 a−a 0) , εg=−1 .
(A.105)
We have now fulfilled the conditions to apply proposition 2.16 and compute the reversion σ˜g
resulting from these three classes of g. In order to do so we need the inverse of the morphism
g. We can expand g−1∈Hom(M∨,M) in a basis similar to (A.101),
g−1 =
∑
k,l
G˜k,l (dσ⊗ fl) ◦ ((fk)∨⊗Υ(σσ)1) , (A.106)
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with Υ(σσ)1 ∈Hom(1, σ⊗σ) the basis element dual to λ(σσ)1, as in (I:2.29). The matrix G˜ is
inverse to G up to a constant, G˜=
√
2G−1.
The morphism σ˜g in (2.60) turns out to be independent of the actual values of a, b∈C×
in (A.105), so that we may choose a, b=1. With this choice we obtain G˜kl=
√
2εgGkl, for all
three cases in (A.105). Evaluating (2.60), with some effort one finds
e¯11 ◦ σ˜g ◦ e11 = (g11)2 , e¯11 ◦ σ˜g ◦ eǫǫ = (gǫ1)2 ,
e¯ǫǫ ◦ σ˜g ◦ e11 = (g1ǫ)2 , e¯ǫǫ ◦ σ˜g ◦ eǫǫ = (gǫǫ)2
(A.107)
for the elements σ˜g(1)
β
α and
e¯1ǫ ◦ σ˜g ◦ e1ǫ = −i g1ǫ gǫ1 , e¯1ǫ ◦ σ˜g ◦ eǫ1 = −2i g11 gǫǫ ,
e¯ǫ1 ◦ σ˜g ◦ e1ǫ = − i2 g11 gǫǫ , e¯ǫ1 ◦ σ˜g ◦ eǫ1 = −i g1ǫ gǫ1
(A.108)
for the elements σ˜g(ε)
β
α . Substituting the three possible forms of g in (A.105), one finds that
only the two cases with sε=−1 act as a permutation on Btop. Moreover, in these two cases the
matrix σ˜g(ε)
β
α reproduces precisely the two choices in (A.97).
In the case of the Ising model, the two reversions obtained in step 3b) are thus not new,
in the sense that via proposition 2.16 they are both related to the reversion (4.29) on A with
sǫ=−1.
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