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A B S T R A C T   
Identifying hidden spatial patterns that define sub-regions characterized by a similar behaviour is a central topic 
in statistical climatology. This task, often called regionalization, is helpful for recognizing areas in which the 
variables under consideration have a similar stochastic distribution and thus, potentially, for reducing the 
dimensionality of the data. Many examples for regionalization are available, spanning from hydrology to weather 
and climate science. However, the majority of regionalization techniques focuses on the spatial clustering of a 
single variable of interest and is often not tailored to extremes. Extreme events often have severe impacts, which 
can be amplified when co-occurring with extremes in other variables. Given the importance of characterizing 
compound extreme events at the regional scale, here we develop an algorithm that identifies homogeneous 
spatial sub-regions that are characterized by a common bivariate dependence structure in the tails of a bivariate 
distribution. In particular, we use a novel non-parametric divergence able to capture the similarities and dif-
ferences in the tail behaviour of bivariate distributions as the core of our clustering procedure. We apply the 
approach to identify homogeneous regions that exhibit similar likelihood of compound precipitation and wind 
extremes in Great Britain and Ireland.   
1. Introduction 
Statistical modelling of climate extremes such as heatwaves, 
droughts, heavy precipitation, storms, and floods is of major societal 
interest (Field et al., 2012). Extreme events may occur in many different 
situations, often with dramatic consequences. A better understanding of 
the underlying processes of extreme events can help to mitigate poten-
tially severe impacts on society. 
Many large impacts are caused by compound events, for instance the 
concurrent occurrence of multiple and possibly interdependent hazards 
(Leonard et al., 2014; Zscheischler et al., 2018, 2020). Such co-occurring 
extreme events can lead to larger impacts compared to univariate ex-
tremes (Zscheischler et al., 2014; Ribeiro et al., 2020). In these cases, 
univariate techniques that analyze the effect of each hazard separately 
may be misleading and underestimate the true overall risk (Zscheischler 
and Seneviratne, 2017). Nonetheless, so far much of the analysis of 
extreme events has focused on individual extremes of a single variable 
(Field et al., 2012). 
One main line of research in statistical climatology is to identify sub- 
regions characterized by a similar behaviour of the variables of interest. 
This is of fundamental importance for two main reasons (Grimaldi et al., 
2016). Firstly, this allows climate scientists to gain a deep knowledge of 
the phenomenon under consideration and its different spatial effects, 
eventually facilitating the implementation of spatially specialized 
measures that minimize potential adverse socio-economic impacts. 
Secondly, determining regions that can be roughly considered statisti-
cally similar to a given location of interest with respect to their distri-
butional behaviour can improve the estimation of specific quantities at 
this location when records are scarce (Pappadà et al., 2018). This 
regionalization operation, as it is commonly called in hydrology and 
other disciplines with heterogeneous datasets, allows to retrieve precise 
estimates of high quantiles of a given variable even when only few data 
are at disposal at the considered location, pooling together records from 
other sites recognized as roughly equivalent (Asadi et al., 2018). 
Regionalization also helps to pool highly non-stationary and heteroge-
neous data along locations with a similar tail behaviour, for instance to 
* Corresponding author. 
E-mail address: edoardo.vignotto@unige.ch (E. Vignotto).  
Contents lists available at ScienceDirect 
Weather and Climate Extremes 
journal homepage: http://www.elsevier.com/locate/wace 
https://doi.org/10.1016/j.wace.2021.100318 
Received 31 July 2020; Received in revised form 14 November 2020; Accepted 4 March 2021   
Weather and Climate Extremes 32 (2021) 100318
2
model the spatial structure of rainfall extremes (Saunders et al., 2020). 
Many clustering algorithms have been proposed to summarize 
spatial complex climatological datasets and to capture some features of 
their underlying hidden patterns. However, most of these approaches 
focus on a single variable and compare univariate distributions at 
different locations. Though some clustering approaches have been 
extended to include multiple variables (Zscheischler et al., 2012), ulti-
mately they are still based on metrics between univariate distributions. 
Within the clustering approaches based on comparison between uni-
variate distributions, over the recent years, a number of approaches 
have been suggested focusing on extremes. For example, weekly pre-
cipitation maxima in France have been analyzed by Bernard et al. 
(2013), who developed a clustering algorithm based on a proper dis-
tance justified by extreme value theory. The same approach is followed 
in Bador et al. (2015) to asses the bias of climate model simulations of 
temperature maxima over Europe. Durante et al. (2015) used a similar 
approach based on tail dependence to cluster time series data. Pappadà 
et al. (2018) proposed a distance metric based on copulas to cluster 
similarities between flood peaks. Regarding the use of clustering tech-
niques to reduce the statistical uncertainty associated with high return 
level estimates at a site with scanty data, Asadi et al. (2018) developed 
an optimal procedure to identify similar locations that can be used to 
enhance the precision of those estimates for river discharge 
measurements. 
The multivariate case, in which two or more different variables are 
considered at the same time, is more challenging. With respect to 
compound extremes, many methods based on extreme value theory have 
been proposed in recent years to study the multivariate distribution of 
two or more variables of interest given that one, or both, are extreme. A 
widely used approach is to disentangle the modelling of the marginal 
distribution and the residual dependence structure, following a copula 
approach (Kolev et al., 2006). Another popular approach is the condi-
tional one, that studies the behaviour of a group of variable given a 
specific variable being large (Jonathan et al., 2014; Gouldby et al., 
2017). Note that in this latter case, not all the considered variables need 
to lay in the tail region since the only one explicitly modeled as extreme 
is the conditioning variable (Heffernan and Tawn, 2004). Nonetheless, 
applications in climate science have been limited so far. Most of the 
above-mentioned extreme value models are based on parametric as-
sumptions that presume a specific analytical form of the dependence 
structure and thus may produce a strong bias in the estimates if this 
assumption is wrong. Moreover, they usually do not allow a comparison 
of the bivariate dependence structures of the considered hazards at 
multiple locations, and therefore they do not permit to evaluate the 
similarity between two given sites with respect to the co-occurrence of 
extremes. 
Building on this prior work, here we rely on the theoretical foun-
dations of extreme value theory and use a non-parametric divergence 
measure for the tail behaviour of multivariate distributions to quantify 
the similarity in the structure of bivariate tail dependence. We demon-
strate the applicability of this divergence measure using a widely used 
clustering approach, the K-medoids algorithm, to cluster regions in 
Ireland and Great Britain according to the dependence structure in the 
extremes of precipitation and wind speed. Compound precipitation and 
wind extremes can have dramatic impacts, such as human fatalities, 
impaired critical infrastructure and economic losses (Liberato, 2014; 
Raveh-Rubin and Wernli, 2015; Martius et al., 2016). For this reason, 
identifying sub-regions that are characterized by a similar extremal 
dependence structure may help design differential measures to mitigate 
impacts. Our primary goal is to offer with this application a first proof of 
concept of the merits and limitations of our methodology, with the aim 
of introducing it and facilitating its use. 
The paper is organized as follows. Section 2 describes the data and 
methods used in our application and introduces the non-parametric 
divergence at the core of our clustering procedures. Section 3 illus-
trates the application of the approach to real world observations and 
discusses the obtained results before we present the main conclusions in 
Section 4. 
2. Data and methods 
2.1. Data 
We downloaded daily precipitation sums and wind speed maxima 
over the Great Britain and Ireland extracted from the ERA5 dataset 
(Copernicus Climate Change Service (C3S), 2017) on a spatial resolution 
of 0.25◦ on a regular grid. This state-of-the-art reanalysis product is 
build with an updated physical weather model and data assimilation 
process compared to the previous ERA Interim (Dee et al., 2011). 
We consider weekly sums of daily precipitation and weekly averages 
of daily wind speed maxima in winter (from November to March) at N =
677 locations in Great Britain and Ireland from January 1st, 1979 to 
December 31st, 2018. We choose a weekly temporal scale because 
precipitation and wind extremes can be linked through storms with a lag 
of several days due to persistent weather patterns (Bengtsson et al., 
2009). With this event definition we focus on the risk posed by high 
wind speeds and abundant rainfalls occurring in a short amount of time 
even if they may not be caused from the same extratropical cyclone. For 
simplicity and following Bernard et al. (2013), we do not consider weeks 
with no precipitation. 
Extremes in precipitation and wind speed often co-occur and we are 
interested in understanding the spatial variability of this relationship, 
which is of interest when studying weather systems associated with 
extreme precipitation and extreme winds. The goal is to identify regions 
for which the extremal dependence structure between these two vari-
ables shows a similar behaviour. 
2.2. Characterizing dependence in the extremes 
We briefly introduce here two fundamental concepts related to the 
characterization of the dependence structure of extreme compound 
events, namely the concept of asymptotic dependence and asymptotic 
independence (cf., Ledford and Tawn, 1997; Poon et al., 2004). Two 
variables X1 and X2 with cumulative distribution functions F1 and F2 
respectively are said to be asymptotically dependent if 
X = lim
q→1
ℙ(F1(X1) > q|F2(X2) > q ) (1)  
= lim
q→1







and asymptotic independent otherwise (i.e., if χ = 0). The coefficient χ 
is called extremal correlation and represents, loosely speaking, the 
probability of one variable being 4 extreme given that the other one is 
extreme. Note that two variables can be dependent but asymptotically 
independent. For instance, in the case of a bivariate Gaussian distribu-
tion with correlation ρ∈ [ − 1, 1) we always have χ = 0 (Sibuya, 1960). 
In this case the coefficient χ is clearly not informative since it is not able 
to distinguish the different strengths of associations between X1 and X2 
for different correlation coefficients ρ. Under asymptotic independence, 
another coefficient, the residual tail dependence coefficient χ, describes 




logP(F1(X1) > q,F2(X2) > q)




logP(F1(X1) > q,F2(X2) > q)
− 1 ∈ [ − 1, 1] (4)  
is equal to 1 for asymptotically dependent variables, while for asymp-
totically independent variables its value indicates if X1 and X2 are 
positively (χ > 0) or negatively (χ < 0) associated in their extremes. In 
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the example of the bivariate Gaussian distribution, we have that χ = ρ. 
Thus, the pair of coefficients (χ, χ) summarizes the tail dependence 
structure of X1 and X2. Finally, note that both χ and χ are symmetric with 
respect to X1 and X2. 
Since both the χ and χ coefficients are defined as a limit value, a usual 
way to analyze the behaviour of a bivariate tail dependence structure 
between two variables is to compute their empirical estimates for 
different threshold levels q and then visually inspect their behaviour as 
q→1. Confidence intervals for a fixed q can be easily computed by 
bootstrapping. We will follow this approach in Section 3. 
2.3. A divergence between bivariate extremal dependence structures 
While χ and χ are useful summary statistics on the extremal depen-
dence structure between two variable X1 and X2, they do not permit to 
assess directly the level of similarity between the extremal behaviour of 
two bivariate random variables, say X(1) = (X(1)1 ,X
(1)
2 ) and X
(2) = (X(2)1 ,
X(2)2 ). For example, a χ(1) can be computed between extreme precipita-
tion and strong winds from one dataset, e.g., based on observations, and 
compared to a χ(2) for a second dataset, e.g., a climate model simulation. 
But it would also be very convenient to have a single number to tell us if 
the extremal dependence between these two bivariate random vectors 
are different, and if so, by how much. Engelke et al. (2019) proposed to 
use a non-parametric dissimilarity measure for this purpose. They use 
the so-called Kullback–Leibler divergence, which is very popular in 
signal processing and other fields. This approach generalizes the concept 
of the coefficients χ and χ and allows to compute the dissimilarity be-
tween the tail dependence structures between X(1) and X(2) in a more 
complete manner. The divergence has been used by Zscheischler et al. 
(2021) to assess whether dependence structures between precipitation 
and wind extremes differ across different datasets. Here we apply the 
approach to identify coherent sub-regions characterized by similar 
extremal dependence structures. 
We will quickly introduce the divergence between extremal depen-
dence structures, similar to (Zscheischler et al., 2021). For two bivariate 
distributions X(1) and X(2), the divergence is only defined in the tail of 
the distributions after normalizing the marginal distributions to stan-
dard Pareto distributions. For a univariate random variable X with dis-
tribution function F, this normalization is done empirically by the 
operation 1/{1 − F̂(X)}. Fig. 1 shows weekly sums of winter precipi-
tation and daily wind speed maxima for two selected locations both on 
the original scale and with margins normalized to standard Pareto dis-
tributions (Fig. 1a–b and c-d respectively). This is a common trans-
formation in extreme value statistics that highlights the tail region and it 
is required to define the divergence as explained in the following. A risk 
function computed on the Pareto scale r : R2→R is used to define which 
areas in the bivariate distributions are considered extreme. There are 
different choices for the risk function. Taking the sum function r(x) =
x1 + x2, x = (x1, x2) or the maximum function r(x) = max(x1, x2), x =
(x1, x2) give similar result. In this way, two new univariate variables 
R(1) = r(X(1)) and R(2) = r(X(2)) are defined. We consider those points as 
extremes for which the variable R(j) exceeds a given high quantile q(j)u 
corresponding to an high exceedance probability u ∈ (0, 1), j = 1,2. 
Varying the threshold q(j)u alters the extremal region of interest. Using the 
sum risk function, for each of the two bivariate distributions, the set 
Fig. 1. An illustration of the partitioning used 
in the divergence measure in (6). Weekly total 
precipitation and daily wind speed maxima in 
winter for two selected locations (a–b), and 
after their marginal distributions were 
normalized to standard Pareto (c–d). To 
compute the divergence, the tails of the bivar-
iate distributions of interest need to be sepa-
rated into W disjoint subsets, here represented 
with different colors and separated by dashed 
lines in the bottom plots (c–d) using W = 3 and 
u = 0.9 for the sum risk function. The ratios 
between the probabilities associated with these 
subsets are then used as a measure of dissimi-
larity between the tail dependence structures of 
the two bivariate distributions, see main text 
for a more detailed explanation. (For interpre-
tation of the references to color in this figure 
legend, the reader is referred to the Web 
version of this article.)   
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{R(j) > q(j)u }, j = 1,2, contains the extreme points. This set is now par-
titioned into a fixed number W of disjoint sets A(j)1 ,…,A
(j)
W as shown in 
Fig. 1 (for W = 3 and u = 0.9). For the maximum risk function the data 
are divided in W = 3 different sets, one containing the co-occurring 
extremes and the other two containing data for which only one of the 
variables is extreme, see the illustration in Fig. S1. 
Suppose now that we have two random samples X(1)1 ,…,X
(1)
n , and X
(2)
1 ,
…,X(2)n , from the distributions X
(1) and X(2). The empirical proportions of 













}, w= 1,…,W; j= 1, 2; i= 1,…, n. (5) 
The difference between the extremal behaviours of the two distri-
butions can then be measured as the Kullback–Leibler divergence be-
tween the two multinomial distributions defined through these 






















The divergence in (6) is a natural way to look at different extremal 
dependence structures for both asymptotically dependent and inde-
pendent data. This divergence, in addition, is symmetric and since it is a 
non-parametric statistic it does not require additional model assump-
tions. The definition of the divergence also underlines how it generalizes 
the χ and χ coefficients. The latter only computes the number of points in 
sets where both margins exceed the same threshold, that is, 
{x∈ R2 : x1 > q, x2 > q}; see (1) and (3). The statistic in (6) takes into 
account the number of points in all the sets A(j)w and is therefore able to 
capture potentially very complex dependence structure much better. 
Regarding the free parameter W for the sum risk function, we note 
that, while many sets would permit to capture more subtle differences 
between the compared extremal dependence structures, a too high 
number W could results in many sets containing few data points, 
resulting in an undefined divergence d12. Thus, the choice of this free 
parameter presents a classical bias-variance trade-off that may require a 
sensitivity analysis of the results. 
2.4. The K-medoids algorithm 
Provided a pairwise divergence, many algorithms are available to 
cluster objects into homogeneous groups. Here we use the bivariate 
divergence dij from (6) characterizing differences in the tail dependence 
between location i and location j as defined in Section 2.3. We consider 
as clustering method the K-medoids algorithm, that we outline below. 
The goal of the procedure, given N objects or data points x1,…,xN, is to 
group them into K clusters in order to minimize a loss function, usually 
some kind of homogeneity measure. This function, together with the 
rules that define to which cluster each object belongs completely defines 
a clustering algorithm. The input of the algorithm is thus the matrix 
{dij}i,j=1,…,N consisting of the divergences between any two data points 
and the number K of partitions in which to divide the N objects of in-
terest. The output of the algorithm is a list that describes to which cluster 
each data point belongs. 
The K-medoids algorithm was proposed in Kaufman and Rousseeuw 
(2009) as a more robust alternative to the K-means algorithm. The al-
gorithm can be described with the following steps:  
1 Fix a number K of clusters, and for each k = 1,…,K, randomly choose 
a point xi(k) as initial center, called medoid.  
2 Form K clusters by assigning every point x1,…, xn to its closest 
medoid (measured with the divergences dij).  
3 For each cluster Ck = 1, …, K, find the new medoid xi(k) ∈ Ck for 





dij is minimized.  
4 If at least one medoid has changed, then go back to point 2, otherwise 
end the algorithm. 
In other words, the K-medoids algorithm tries to find a configuration 
of medoids that minimizes the divergences between each data point and 
its cluster center. Note that with the K-medoids algorithm each cluster 
center is one of the N objects given as the input, in our case one of the 
locations of interest. To minimize the influence of the random initial 
point in step 1 a possibility is to reinitialize the algorithm many times 
and retain the partitioning that minimize some measure of goodness of 
fit such as the (average) silhouette coefficient introduced below. 
The only hyper-parameter of the K-medoids algorithm is the number 
of clusters K to consider. A useful tool in this regard is the so-called 
silhouette coefficient (Rousseeuw, 1987). This measure compares the 
divergences between objects belonging to the same cluster and objects 
belonging to different clusters. Intuitively, a good partitioning should 
put near data point into one cluster and distant data points into different 
clusters. For each observation i, the silhouette coefficient s(i) is defined 
as following. Denote with a(i) the average divergence between i and the 
other observations in its cluster, with b(i, k) the average divergence 
between i and the observations in cluster k and with c(i) the minimum of 





Data points with s(i) near to 1 are well clustered, while data points 
with s(i) near to 0 are badly clustered. 
3. Results and discussion 
We focus on the tail dependence between compound precipitation 
and wind extremes. More specifically, at each location j = 1,…,N, we 
examine the bivariate vector X(j) = (X(j)1 ,X
(j)




2 are the 
distributions of weekly total precipitations and weekly averages of daily 
wind speed maxima in winter, respectively. Note that we do not model 
explicitly the spatial dependence structure of the univariate variables X1 
and X2. This analysis can be done modelling the spatial dependence 
structure of X1 or X2 as a function of the distance between locations 
(Wadsworth and Tawn, 2012) or as a function of one or more covariates 
(Winter et al., 2016). Otherwise, univariate clustering techniques for 
extremes are also available (Bador et al., 2015; Rohrbeck and Tawn, 
2020). For example, Rohrbeck and Tawn (2020) propose a Bayesian 
spatial clustering technique of the extremal behaviour of a single vari-
able of interest and apply it to daily precipitations in Norway and river 
flows in UK. We make this decision to focus on the novelty of our 
approach, i.e., the ability to cluster together areas characterized by a 
similar bivariate tail behaviour of two different variables without using 
prior knowledge on their spatial location. 
We apply the clustering procedure to these bivariate distributions 
with divergence matrix {dij}i,j=1,…,N, where dij is the divergence measure 
for extremal dependence defined in (6). If not stated otherwise, we use 
W = 3 sets following Zscheischler et al. (2021) and an exceedance 
probability of u = 0.9 as parameters in the definition of the divergence 
(see Section 2.3). In this section, we present and discuss the results for 
the sum risk function. The results are not sensitive to the choice of the 
risk function (sum or maximum) and different choices of the number of 
partitioning sets W (see Supplementary Material). 
We first perform an exploratory analysis of the extremal dependence 
structure of the considered variables. The estimated χ coefficient (with 
q = 0.9) between both variables suggest that the western region of Great 
Britain and Ireland is characterized by a stronger extremal dependence 
between weekly total precipitation and weekly averages of wind speed 
maxima (Fig. 2a). This spatial dependence structure is coherent with 
previous studies on precipitation and wind speed correlation over the 
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considered area and is somewhat related to orography (Fig. 2b). Heavy 
precipitation in the western part of Great Britain and Ireland are 
observed in periods associated with a strong North Atlantic jet stream 
causing strong westerly wind anomalies (Baker et al., 2018) bringing 
moist air to the western flanks of the mountains as well as extratropical 
cyclones (Mailier et al., 2006; Hendry et al., 2019). The North Atlantic 
jet stream has less effect on the eastern zone due to the so-called rain 
shadow effect (Weston and Roy, 1994; Fowler et al., 2005; Svensson 
et al., 2015) for which areas located on the eastern side of mountain 
regions are effected by relatively lower precipitations due to westerly 
wind. In the east, high precipitation anomalies are usually associated 
with a low pressure field centered over the UK resembling the Eastern 
Atlantic pattern and characterized by a less correlated easterly wind 
speed anomalies (Baker et al., 2018). Overall, the results are also 
consistent with Martius et al. (2016), who found lower co-occurrence 
rates of compound precipitation and wind extremes in the lee of 
mountains. 
After this exploratory analysis, we apply K-medoids clustering al-
gorithm described in Section 2.4 with the divergence metric dij in (6). 
The silhouette coefficients obtained with different values of K suggest 
that the best partitioning is found for K = 3, with similar performance 
also for K = 2 and K = 4 (Fig. 3). Thus, we report the partitions obtained 
for K = 2, 3,4 in Fig. 4. In all these cases, the obtained partitions reflect 
the exploratory results based on the χ coefficient (Fig. 2a) in combina-
tion with the elevation above sea level (Fig. 2b). Our algorithm is thus 
capable to identify a predefined number of sub-regions characterized by 
different extremal dependence strength and high spatial coherency 
without using any spatial constrains. The identification of regions with 
similar dependence structure in the extremes may help, for example, to 
build better regional forecasting models by defining areas with a similar 
stochastic behaviour where the same model can be applied (Baker et al., 
2018). 
In Fig. 5 we illustrate the bivariate distributions of the medoids, i.e., 
the cluster centers, identified through the clustering procedure with K =
3. The three medoids show different dependence structures, from a mild 
dependence for the first (a) to a stronger dependence for the third one 
(c). We further explore these differences with a particular focus on the 
tail region in Fig. 6. The estimated χ and χ coefficients for these distri-
butions are plotted as a function of the threshold level from q = 0.6 to 
q = 0.99, which is a typical exploratory plot in multivariate extreme 
value statistics. The colors correspond to colors in the bivariate distri-
butions of the medoids shown in Fig. 5. Note that the coefficient χ is the 
limit as q→1, but in practice one has to estimate a version with q < 1. 
The interest is indeed not only in the limit, but also in the speed with 
which it converges to zero in the case of asymptotic independence. That 
is why one usually plots estimates for different values of q as exploratory 
data analysis. The same kind of reasoning holds also for χ. 
The curves for the χ coefficient for all the three medoids tend to 0 as 
q→1 but with different velocities (Fig. 6a), indicating asymptotic inde-
pendence. Overall this behaviour indicates that the lower the threshold 
for the extremes are, the more dependent are the extremes between both 
variables, as it is often the case. χ provides further information on the 
dependence in the extremes, showing rather stable and distinct non-zero 
values for all three medoids (Fig. 6b). Specifically, the medoid depicted 
in gold is characterized by weak dependence in the extremes, especially 
for quantile levels q close to 1. The medoids for the other two clusters 
shown in red and purple of this figure have significantly stronger 
dependence in the extremes. This can already be seen in the data shown 
in the scatter plots, which are less spread out for extreme values of 
precipitation and wind speed (Fig. 5). Finally, looking at the confidence 
bands, the three medoids are associated with curves that are signifi-
cantly different from one another for almost every quantile level, thus 
dividing the dependence space into distinct groups even when consid-
ering uncertainties. Plotting confidence bands for χ̂ and χ̂ could thus 
give an indication of the magnitude of the differences in the tail 
dependence structure of the medoids. 
Thus, the medoids offer a useful summary representation of the 
stochastic behaviour of the different clusters and this type of a posteriori 
analysis can serve as an effective way to gain deeper insights into the 
difference in extremal dependence between the clusters, which can then 
help construct regional models (Saunders et al., 2020). 
Overall the results confirm widely known patterns of co-occurring 
wind and precipitation extremes in the Great Britain and Ireland (e.g. 
Fig. 2. (a) Grid-based tail dependence coefficient χ between weekly total precipitations and averages of daily wind speed maxima in winter (q = 0.9). (b) Altitude 
[m] map of Great Britain and Ireland. 
Fig. 3. Boxplots of the silhouette coefficients for different values of K. Thick 
lines indicate the median, boxes the interquartile range and whiskers the full 
range of the distribution. 
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Hillier and Dixon, 2020). Storms primarily arrive from the west or south 
west, leading to a high dependence between precipitation and wind 
speed whereas further eastward this dependence is strongly reduced. 
Finally, in Fig. 6c we consider, for all the locations belonging to each 
of the three clusters, the joint probability ℙ
(





both variables X1 and X2 exceed their respective 0.9-quantiles qX10.9 and 
qX20.9. If X1 and X2 were independent, this probability should be roughly 
equal to 0.12 = 0.01. For all three clusters, the observed median prob-
ability is substantially bigger than the independent case. Furthermore, 
the three clusters are characterized by different exceedances 
probabilities thus dividing the considered region in three area with 
milder or stronger risk of joint extremes. 
4. Conclusions and outlook 
Clustering spatial points is of high interest because it permits a 
deeper understanding of the hidden spatial structure of a physical 
phenomenon of interest, to improve the precision of statistical estimates 
in a context of scarce data and to identify areas in which common pre-
ventive actions can be useful in mitigating the effect of weather hazards. 
Fig. 4. Partitions obtained with different values of K (K = 2, K= 3 and K = 4 for a), b) and c), respectively). Locations that are medoids for the respective cluster are 
highlighted with green dots. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
Fig. 5. Bivariate distributions of the medoids identified by the clustering algorithm with K = 3 classes, highlighted by green dots in Fig. 4b. The dependence in-
creases from a) to c). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
Fig. 6. (a–b) For each mediod of the clustering with K = 3, the estimated χ (a) and χ (b) coefficient as a function of the quantile level q. Dashed lines highlight the 
95% confidence bands. Colors correspond to the medoids illustrated in Fig. 5. (c) Boxplots of the estimated probabilities that both variables exceed their respective 
0.9-quantile for the locations belonging to each cluster illustrated in Fig. 5. (For interpretation of the references to color in this figure legend, the reader is referred to 
the Web version of this article.) 
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So far, most research on spatial clustering of climate variables has 
focused on metrics based on a single variable of interest and its uni-
variate distributional properties. To account for multivariate de-
pendencies in the tails of the distribution, novel metrics to cluster spatial 
locations based on the dependence structures of multiple variables are 
required. Here we propose a clustering procedure capable to group 
spatial locations based on the bivariate tail dependence structure be-
tween two variables. 
We apply the approach to compound precipitation and wind ex-
tremes over Ireland and Great Britain. From a first exploratory analysis, 
we found that the dependence in the extremes between these two var-
iables is stronger in the western region. This is consistent with previous 
studies on the relationship between heavy precipitations and wind speed 
anomalies in this domain, and is due to the fact that extratropical cy-
clones mostly arrive from the west or south west. The clustering ob-
tained with the proposed algorithm successfully divides the area of 
interest in zones characterized by a similar dependence structure in the 
extremes. 
We have shown how the introduced metric dij can be used to cluster 
points into regions with similar tail dependence behaviour between two 
variables. A similar approach could be applied to cluster other types of 
compound extremes, for instance concurrent drought and heat 
(Zscheischler and Seneviratne, 2017; Manning et al., 2019), or to 
partition coasts into areas with similar compound flooding risk, for 
instance based on precipitation and storm surge extremes (Zheng et al., 
2013; Bevacqua et al., 2019) or runoff and storm surge extremes (Ward 
et al., 2018; Couasnon et al., 2020). 
The methodology could be extended to the multivariate case with 
p > 2 by building an overall divergence dij that considers all the pairwise 
cases, for example through averaging, or by directly defining the disjoint 
sets A(j)1 ,…,A
(j)
W in the p − dimensional space using rules similar to the 
ones described in section 2. 
The proposed clustering approach could also be used to evaluate how 
well atmospheric models are able to simulate coherent dependence 
patterns across space between extremes in different variables, similarly 
to the work of Bador et al. (2015) for univariate extremes. Overall, 
evaluating climate models with respect to compound events is important 
for gaining confidence in future climate model projections of such events 
(Zscheischler et al., 2021). 
Testing whether and how dependence patterns of specific hazard 
combinations will change under warmer temperatures is another rele-
vant application. Changes in dependence structure can substantially 
modify the risks associated with compound events and have already 
been identified for some hazard combinations such as heavy precipita-
tion and extreme storm surge at US costs (Wahl et al., 2015), as well as 
hot and dry summers (Zscheischler and Seneviratne, 2017) in response 
to climate change. In this context, the proposed clustering method could 
be used by looking at the changes in the partitions obtained from 
different time slices representing warmer and colder periods. Another 
approach could be to weight the data points in equation (6) by a co-
variate associated with climate change, such as average global 
temperature. 
Finally, it is important to understand which underlying factors 
determine the similarity of two distinct locations concerning their tail 
dependence structure. This question could be addressed with novel ap-
proaches from dynamical systems theory that allow to identify the at-
mospheric drivers behind compound extremes (De Luca et al., 2020). 
Thus, our bivariate divergence measure tailored to extremes is appli-
cable to a variety of research questions in the emerging field of com-
pound events. 
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