Shadows play an important role in the human perception of 3D geometry in photographs, and properly synthesized shadows produce a realistic rendering result. Shadows, especially hard shadows, define powerful constraints between a light source, occluders, and the surfaces onto which shadows are cast. We aim to create a pseudo 3D scene in which the light produces shadows that are the same as those in the input image by taking the shadow constraints into account. Our method requires only a few user annotations and an input image, with the objects and their cast-shadows segmented in advance. The segmentation and the user annotations are used to create a shadow-free texture and a 3D scene, and users can then interactively edit the image by moving the objects and changing the lighting. Our system produces realistic shadows in real-time while enabling interactive editing.
INTRODUCTION
Shadow, as one of the most common lighting effects, is very important in computer graphics, computer vision, image processing, and many other fields. Shadow provides appropriate cues for reconstructing the 3D geometry of a scene, and there has been much research focusing on estimation with shadow.
In general, shadows can be classified into castshadows and self-shadows. A cast-shadow is cast by a light source, and there is always an object between the light source and the shadow. The shape of a cast-shadow is related to the shape of the object that occludes light rays from the light source, so the cast-shadow also indicates the shape of the object that casts it. Much research had focused on estimating, rendering, and removing cast-shadows in images.
Self-shadow, in contrast, is less frequently discussed than cast-shadow, although it is also important in the human perception of 3D geometry. The difference between a self-shadow and a cast-shadow is that, with a self-shadow, the object occluding light rays from a light source is part of the surface on which the shadow appears, rather than another object. Selfshadows are often observed on bumpy surfaces such as grass or folded clothes.
Our objective in this work is to estimate and recover the 3D geometry of scenes in which the same shadow as that seen in the input image is cast. We have developed a method to recover the bumpy surface with the self-shadow on it, and we also propose a method to estimate the 3D model of object with the shadow it casts. Our method requires only a single input image and a small number of user annotations, and can be applied to images containing hard shadows such as photographs of sunny outdoor scenes or night scenes illuminated by streetlamps. Wu, Tang, Brown, and Shum (2007) modeled the cast-shadow using a Gaussian mixture model. Their method removes the cast-shadow from an image and then synthesizes it onto another image. Bousseau, Paris, and Durand (2009) estimated the shading and self-shadows of objects and separated the image into shading and albedo components. The user can then change the textures and a realistic result is synthesized. Both methods extract and allow limited manipulation of the shadows in an image, but the shape of the shadows is not changeable because the object that casts the shadow is not taken into account. Kee, O'Brien, and Farid (2013) Figure 1: System overview. Our method requires an input image (a) and segmentation of the objects and the cast-shadows (b). A shadow-free texture (c) is generated by removing cast-shadows and objects using the PatchMatch algorithm. User annotations, self-shadows, and superpixels (d) are used to reconstruct the 3D geometry of the ground and walls (e), and the shape of the objects are recovered with their cast-shadows (f)(g). The final result (h) is synthesized with the shadow-free texture and reconstructed 3D models and the user is able to edit the image by moving the objects and the light source. An example image synthesized after editing is shown in Figure 6 .
RELATED WORK Estimation of Shadows
method to reconstruct the relationship between shadow, object, and light source from a single image with user input. The user specifies the shadow, and the position of the object that casts the user-specified shadow is then accurately computed with the reconstructed relationship. This method aims to determine the position of the object in an image from its castshadow. Different from this method, we want to generate a 3D model for the object with its cast-shadow, so the user is required to specify the object region in an image. Savarese, Andreetto, Rushmeier, Bernardini, and Perona (2007) built a device to automatically reconstruct the geometry of an object by self-shadows. In their method, an object is placed on a rotatable plate and a camera surrounded by several lights is aimed at the object. By alternately turning on different lights and capturing pictures of the object from different views, a 3D model of the object is created by the self-shadows observed in the image. However, since this method requires images from multiple views and lighting from different directions, it is difficult to apply it to an ordinary single photograph. In contrast, our method estimates the shape of an object with a single input image and a small number of user annotations that can be specified in just minutes.
Shadow Carving
User-assisted Image-based Modeling Horry, Anjyo, and Arai (1997) proposed an efficient method to create a simplified 3D scene with one input image and a small amount of user input. Although this method allows rendering from different viewpoints in a scene, the scene itself is not editable. Karsch, Hedau, Forsyth, and Hoiem (2011) presented a method to estimate the scene and illumination condition in an image, and a realistic result of inserting synthetic objects into the image is synthesized with the estimated 3D model and illumination condition. However, this method also does not support editing of the scene or the lighting. The method proposed by Zheng, Chen, Cheng, Zhou, Hu, and Mitra (2012) allows users to interactively edit the scene. This method effectively extracts the object by minimizing the error, which is computed according to the user annotations, and provides an interface for the user to modify the objects. However, their assumption that the objects are combinations of cuboids means their method can not be applied to objects with curved surfaces such as cars or trash cans. Our method, in contrast, assumes that objects have a smooth surface but still allows sharp edges, so it can generate a 3D model for objects of different shapes. Kholgade, Simon, Efros, and Sheikh (2014) proposed a method to manipulate the 3D object in a single image. This method supports full 3D operations, including translation, rotation, and scaling, but it assumes that the 3D model and the texture of the object in the image is known. This assumption limits the application of their method to objects whose 3D model is available. With our method, we aim to create a 3D model with constraints provided by the user and do not require the original 3D model of the object.
ALGORITHM
The appearance of the scene in an image I is determined by its geometry X, texture T, and light source
where v(·) denotes the visibility of light source L at scene X and lam(·) is the Lambertian cosine function. Since I is the only known variable in Equation 1, and because estimating X, T, and L from I is highly illposed, we ask the user to specify the light source L and to label the background, the object, and its castshadow pixels, as shown in Figure 1 (b), in which pixels labeled as the object are cyan, shadow-labeled pixels are blue, and the background is white. One object region must have one shadow region. This user input provides powerful cues to solve X and T. The texture of the scene, T, is obtained by inpainting the userlabeled object regions and shadow regions with the PatchMatch algorithm proposed by Barnes, Shechtman, Finkelstein, and Goldman (2009) . Figure 1 (c) shows the scene texture T, in which the objects and their cast-shadows are removed. Typical shadow removal methods, e.g., Wu et al. (2007) , can be applied to generate T, too, but these may require a greater number of user annotations. We separate the 3D geometry of the scene into the ground and walls, denoted as X S , and several 3D models for the objects, denoted as X i . The 3D model X i corresponds to the i-th object region, O i , labeled by the user. Different approaches are used to create X S and X i .
For X S , we assume that the walls are perpendicular to the horizontal ground and that the camera is at the origin and has no yaw or roll rotation. We first generate a rough 3D geometry of the ground and walls, X 0 S , using the approach proposed by Iizuka, Kanamori, Mitani, and Fukui (2011) . This method automatically generates 3D geometry for the ground and walls as well as camera parameters with edges between the ground and walls marked by the user, as illustrated in Figure 1 (a). The rough 3D geometry X 0 S is refined to X S with self-shadows using the method presented in Section 3.1.
For X i , our method processes one object at a time. We first generate a rough 3D model for the current object and then refine the 3D model by the relationships between the light source, the object, and its castshadow using the method presented in Section 3.2.
After deriving X S and all X i , the final 3D geometry X is constructed by inserting all X i into X S . The user is allowed to modify X and L by moving the foreground objects and the light source, and the resulting image is then synthesized by Equation 1. In our implementation, the shadow mapping algorithm proposed by Williams (1978) is used to generate the visibility term v(·) in Equation 1.
Bumpy Surface Recovery
In general, self-shadows appear at the concaves of a bumpy surface, while convexes are usually brighter than the other parts of the surface. Khan, Reinhard, Fleming, and Bülthoff (2006) proposed a method to derive bump heights for the surface by intensity. In that method, bilateral filter is applied to obtain the albedo component and the intensity of albedo component is then directly used as the bump heights of the surface. However, if a surface has multiple colors, this approach tends to separate the surface into multiple pieces with different altitudes according to the color (see Figure 14) .
We overcame this problem by considering local texture, which is obtained by superpixels. A superpixel is a set of pixels containing pixels of similar color, and thus we assume that all pixels in a superpixel have the same albedo and variation in intensity mostly caused by lighting. We chose not to use bilateral filter to recover the albedo because it might slightly blur the edges between different colors, and produce an uneven surface like the one in Figure 2 (right). The advantage of using superpixels is that they do not cross the edge between different textures, so flat surfaces can be derived even on the edge between different colors, as shown in Figure 2 (left).
Our method first segments the shadow-free image T, which is derived by the PatchMatch algorithm, into superpixels by using the VCell method proposed by Wang and Wang (2012) . The mean color of the pixels in each superpixel is then used as the albedo of the pixels in that superpixel. The concaves and convexes of a bumpy surface often directly relate to the illumination distribution on the surface, so the bump heights are derived according to the difference between the intensity of each pixel and its albedo. Denoting the bump height as b and the albedo by ρ, we compute the bump height by
where int(·) returns the intensity of the given color and σ is the constant control, adjustable by the user, of the bumpiness of the surface. We set σ to 0.01 in all our experiments. We derive the normal map, N, of the rough scene geometry X 0 S by a cross-product of tangent vectors, which we denote as U and V.
These U and V tangent vectors are obtained by computing the gradient of X 0 S along the x-and y-axes of the image.
The 3D geometry of the ground and walls is then refined with the bump height, b, and the normal map, N.
After deriving X S , the normal map N is computed again with Equation 3 but using the refined 3D geometry X S rather than X 0 S .
Object Model Creation
Our method creates a 3D model X i by generating vertices that correspond to the pixels inside the i-th object region O i labeled by the user, i.e., ∀ pixel p ∈ O i , p corresponds to one x p , where x p is a vertex of X i , and the inflation method introduced by Johnston (2002) is applied to determine the initial position of each vertex x p . Denoting the 3D model created by the inflation method as X 0 i , it casts a shadow S 0 Oi , which is calculated by a common shadow mapping with the light specified by the user. The pixels that are labeled as 'object' are excluded from the cast-shadow since we do not know what the shadow looks like behind the 
, which is cast by the 3D model X k i obtained after k iterations, becomes more consistent with the user-specified shadow region S U when the number of iterations, k, grows.
object. Figure 3(b) shows the synthesized shadow region S 0 Oi (red) and the shadow region labeled by the user (blue), denoted as S U . The symmetric difference of S 0 Oi and S U , i.e., S 0 Figure 3(c) ), indicates the difference between X 0 i and the real 3D model of the object. Note that denotes the symmetric difference operator.
On the basis of this observation, the initial 3D model X 0 i is refined with three constraints. First, the projection of the 3D model on the image plane fits the region of the object labeled by the user (the cyan region in Figure 3(b) ). Second, the 3D model casts a shadow that has the same shape as the shadow region labeled by the user (the blue region in Figure 3(b) ). Third, it is assumed that the object does not float in the air, i.e., that it is located either on the ground or on the wall.
Our objective function is designed in accordance with these constraints. It consists of a modeling term E model , an anchor term E anchor , a projection constraint E pro ject , and a shadow constraint E shadow .
The modeling term E model controls the overall shape of the created 3D model by maintaining its local smoothness and consistency. Denoting N(·) as the adjacent neighbor of a given pixel, and X i (p) as the corresponding vertex in X i to pixel p, E model is com-puted by
is the weight that returns a large value if pixels p and p j have a similar color and a small value otherwise. The first term in E model evaluates the local smoothness of the model X i , and the second term maintains the local consistency between X i and X k i by comparing their gradients. Note that large differences are allowed across the edge of different textures with w(·), which is defined by the inverse of color distance between p and p j .
where I denotes the input image represented in RGB color space, and each color channel is from zero to one. ε is a small value (1/255 in our implementation) to prevent from division by zero. The anchor term E anchor literally anchors the object by indicating where it should be placed in the scene. The user has to specify the boundaries U G where the object comes into contact with the ground or walls. E anchor is defined as
E pro ject forces the projection of the 3D model X i onto the image plane to be as similar to the object region O i labeled by user as possible. Denoting the ray emitted from the camera and passing pixel p on image plane as v p , the projection consistency is evaluated with the distance between vertex X i (p) and v p .
where v p = X S (p) since the camera is assumed to be located at the origin. The shadow constraint E shadow evaluates the consistency between S k Oi and S U . For a pixel p ∈ S k Oi S U , our method finds the nearest pixel p U in S U and the nearest pixel p O in S k Oi . Pixel p U indicates where the object's cast-shadow should appear, so we achieve the consistency between S k Oi and S U by modifying the shape of the 3D model X k i to move the shadow from p O to p U . Denoting the vertex in X k i that casts a shadow on X S (p O ) as x O , the ray v L from X S (p U ) to light source L indicates where x O should be located. The shadow consistency is kept by minimizing the distance between vertex x O and the ray v L . Figure 4 visualizes the relationship between p, p U , p O , x O , and v L used in Equation10. The vertex x O is found by back-tracking from shadow mapping (Williams (1978) ). If there are multiple vertices casting a shadow on the same pixel, only the vertex that is closest to the light source is reserved for backtracking.
Since Equation 5 is a quadratic function of X i , it can be solved by deriving the first-order derivative with respect to X i and then applying a linear solver (Sorkine and Alexa, 2007 ). The 3D model X i is refined iteratively until the difference of shadow, which is evaluated by |S k Oi S U |, is less than a threshold. In our implementation, we selected 0.05 × |S U | as the threshold. Figure 3(d)-(i) shows the results after different numbers of iterations.
RESULTS
We implemented our algorithm using Java on an Intel i7 16GB RAM machine with a GeForce GTX 660 graphics card. We used standard LUD implementation provided by Abeles (2013) to solve Equation 5. It took about 20 seconds to recover the bumpy surface with a 700k-pixel image, and about 10-15 minutes to estimate the shape of an object of about 4k pixels.
Our method can be applied to a variety of objects. We generated synthetic images with the 3D scene estimated by our method from the input images shown in Figure 5 . Figure 6 shows the relighting results by moving the light and cars. Obviously, the shadow of the streetlamp in Figure 6 changes according to the 3D geometry.
Our system also allows the user to copy the estimated 3D models. Figure 7 shows the result after removing the traffic cone on the right in Figure  5 (e), where the one on the left is duplicated multiple times and the duplicates are placed at different locations. We can see that the traffic cones cast visually plausible shadows. In Figure 8 , the multiple Doraemon dolls from Figure 5 (c) are put into the scene in Figure 5 (a), and each doll casts a shadow onto the one on its right side. The 3D geometry of the dolls can be perceived from the shadows on their feet and faces. Figure 9 shows the result after moving the boy from Figure 5 (f) forward and inserting the Doraemon doll from Figure 5 (c) and the yellow doll from Figure 5(g) into the image. We can see that the boy casts a shadow on the yellow doll and that the yellow doll casts a shadow on the Doraemon doll. Note that the shadow on the Doraemon doll's face is cast by the yellow doll's hand.
Because it is extremely difficult to accurately estimate the back-face of an object, which is obviously invisible in a single image, our method recovers only the 3D geometry of the part of an object that is visible in the input image. Figure 10 (a) shows the sideview of the 3D model of the Doraemon doll estimated by our method. Figure 10 (b)-(e) shows its shadow cast by light coming from different directions. Although its cast-shadow seems incomplete when the light comes from the side (Figure 10 (b) and (c)), the synthesized shadow is fine when the light comes from the front of the doll (Figure 10(d) and (e)). Moreover, in Figure 10 (f), the shadow on the Doraemon doll cast by the trash can also seems plausible. The results of these experiments demonstrate that the 3D model generated by our method produces realistic shadows as long as the light is not coming from the side of the objects. The 3D models generated by our method were able to produce a visually plausible result even if the viewing direction was slightly changed. Figure  11 shows the 3D models and scene estimated by our method from different viewpoints, from which we can see that the scene still seems plausible when the roll Figure 11: Viewing the 3D models and scene estimated by our method from different viewpoints. The camera is aimed at the center of the scene and roll rotation with different angles is then applied.
angle is about ten degrees (Figure 11(b)(c) ). However, due to lack of back-face, when the roll angle becomes twenty degrees, we clearly see that the trunk of the car in Figure 11 (g) does not exist. In addition to the 3D model of an object, we tested our bumpy surface recovery method on surfaces made of different materials. Figure 12 shows the shadow rendered onto plain (a)(c) and bumpy surfaces recovered by our method (b)(d). Obviously, the widths of the shadows in Figure 12 (c) are almost the same. In contrast, the shadow in Figure 12 (d) seems to be cast on waves, and its width evidently changes according to the concaves and convexes of the surface, from which the 3D geometry is easily perceived.
We compared our bumpy surface recovery method with Khan et al. (2006) , which uses the intensity of pixel color as depth. As indicated in Figure 13 , we found that while both methods recover the gaps between bricks, their method tends to generate blocks with different altitudes, e.g., the metal panel in Figure 13 seems to have sunk into the ground. Figure 14 shows this problem more clearly. The shadows in Figure 14(bottom) , in which the scene is reconstructed by Khan et al. (2006) , imply that the carpet is separated into several blocks with different altitudes, so that shadows appear at the boundary between blocks of different colors. In contrast, our method reconstructs the 3D geometry of the carpet as a plane, so there is no shadow in Figure 14 (top).
Our method generates a smooth surface even on the edge between different colors by considering local albedo. However, since local albedo is obtained by superpixels, the size of the superpixels plays an important role in the computation of bump height. If the size of the superpixels is too small, most of the convexes and concaves are not generated ( Figure  15(a) ) because the superpixels are too small to gather enough pixels and the correct albedo might not therefore be obtained. On the other hand, if the size of the superpixels is too large, the superpixels can no longer keep local information. Figure 15 (c) and (d) shows the results obtained with over-sized superpixels, where we can clearly see that the bars of the drain ditch and the bricks protrude into the air. Figure 15( b) shows the result obtained with superpixels of an appropriate size, where the weeds cast self-shadows and the bricks do not seem to be protruding. This indicates that the size of the superpixels must be carefully chosen to generate proper 3D geometry for bumpy surfaces.
CONCLUSION
We proposed a method to compute the bump heights for a bumpy surface and a method to create 3D models for the objects, ground, and walls that requires only a single input image and a small amount of user annotation. The generated 3D models are sufficient for rendering realistic shadows and the recovered bumpy surface is useful to synthesize visually plausible images. Experimental results show that our method can recover 3D models for a variety of objects, including dolls, humans, and cars, and that our bumpy surface recovery method is more robust than the previous work. Although our method only estimates the 3D geometry of the part of a scene that is visible in the input image, a realistic synthetic image is still visible even with a little bit of change in the viewing direction.
In future work, we wish to recover the hidden part of an object by considering the symmetry of the object or by different user annotations so that more operations (e.g., object rotation) are allowed.
We also want to improve our current method to the point where it is applicable to soft shadows. Unlike hard shadows, a soft shadow does not specifically indicate the shape of the 3D model that casts it. The method proposed by Kee et al. (2013) may help solve this problem.
