Machine learning can be used to find meaningful patterns characterizing individual 17 differences. Deploying a machine learning classifier fed by local features derived from graph 18 analysis of electroencephalographic (EEG) data, we aimed at designing a neurobiologically-19 based classifier to differentiate two groups of children, one group with and the other group 20 without dyslexia, in a robust way. We used EEG resting-state data of 29 dyslexics and 15 typical 21 readers in grade 3, and calculated weighted connectivity matrices for multiple frequency bands 22 using the phase lag index (PLI). From the connectivity matrices, we derived weighted 23 connectivity graphs. A number of local network measures were computed from those graphs, and 24 37 False Discovery Rate (FDR) corrected features were selected as input to a Support Vector 25 Machine (SVM) and a common K Nearest Neighbors (KNN) classifier. Cross validation was 26 employed to assess the machine-learning performance and random shuffling to assure the 27 performance appropriateness of the classifier and avoid features overfitting. The best 28 performance was for the SVM using a polynomial kernel. Children were classified with 95% 29 accuracy based on local network features from different frequency bands. The automatic 30 classification techniques applied to EEG graph measures showed to be both robust and reliable in 31 distinguishing between typical and dyslexic readers. 32
Introduction

38
Developmental dyslexia is a specific reading and spelling disability with a genetic and 39 neurobiological component and relatively high prevalence rates around 5% (Blomert 2005; 40 Snowling 2013). Neuroimaging studies have investigated biomarkers of dyslexia using structural 41 and functional network analyses and there is a growing interest in connectivity abnormalities 42 between different brain systems that may result in impaired reading (e.g., Finn 2014). Whole brain connectivity studies observed that dyslexics differ from typical readers in 49 whole brain networks organization, showing increased local processing and less long-range 50 communication (Liu et al. 2015) and lower global efficiency in dyslexics (Dimitriadis et al. 51 2018) . Collectively, this evidence supports the view that a widespread network of brain regions 52 may be compromised in developmental dyslexia (Martin et al. 2016) . 53
An important objective of the neuroscientific search for biomarkers of dyslexia is to 54 contribute to the diagnosis and early detection or prediction of reading disabilities. The 55 classification of individuals suffering from several neuropsychological disorders may take 56 advantage of using machine learning methods (e.g., Duda et al. 2016; Kessler et al. 2016 ). These 57 methods are particularly useful when applied to neuroimaging data as they allow for using 58 widely distributed information to improve the classification of clinical groups or individuals at 59 risk. A recent MRI study used a machine learning classifier and reported above chance levels in 60 discriminating dyslexic adults from controls based on gray matter differences (Tamboer et al. 61 2016) . Two related studies employed multivariate pattern analysis of brain activity during a 62 phonological task to identify poor readers (Tanaka et al. 2011 ) and predict long-term outcomes 63 in dyslexic children based on whole-brain activation (Hoeft et al. 2011 ). The latter study showed 64 that methods using brain measures outperformed procedures relying on behavioral measures in 65 predicting reading improvements across the 2.5 years following the experiment. These studies 66 illustrate the potential of using machine learning techniques in combination with neuroimaging 67 data to improve the classification and early detection of dyslexia. 68
The present study uses a ML classifier to discriminate between dyslexic and typically reading 69 children based on functional connectivity using measures derived from the electroencephalogram 70 (EEG). It has been demonstrated previously that task-independent EEG activity contains 71 information about how different brain systems communicate and how functional networks may 72 be intrinsically organized (van den Heuvel and Hulshoff Pol 2010). Importantly, earlier studies 73 related neural activity at rest to reading ability in children and adults, showing that a resting-state 74 paradigm can be profitably used to study language networks (Hampson et al. 2006; Koyama et 75 al. 2010) . 76
Given the highly interactive and complex nature of reading, the study of its neurobiology 77 might benefit from an integrative and holistic view of brain function conceptualized as a 78 complex network (Bullmore and Sporns 2009). Within that framework, graph theoretical 79 analysis allows for modeling whole-brain functional connectivity networks as a set of nodes 80 (vertices) and the connections between them (edges). The multiple measures that can be derived 81 from a graph are used to describe the network in terms of information transfer and balance 82 between 'segregation' and 'integration' (see reviews in Sporns 2009, 2012) . Two 83 magnetoencephalographic (MEG) studies of dyslexia examined graph measures and found 84 dysfunctional long-and short-range functional connectivity in dyslexics during a reading task 85 (Vourkas et al. 2011 ) and less organized connectivity at rest (Dimitriadis et al. 2013) . In a 86 previous study, we applied graph analysis to resting-state EEG to compare dyslexics and 87 typically reading children in grade 3 (Fraga González et al. 2016 ). The results suggested group 88 differences in several global graph metrics in the theta band suggesting a reduced network 89 integration and communication between the nodes in dyslexics compared to typical readers. 90
In our previous graph study, we examined global properties of the network that were 91 described by graph measures averaged across electrodes (Fraga González et al. 2016) . For the 92 current analysis, we will employ data from that study, however, we use a different analysis 93 approach by extracting local features, i.e., computed per node, and take a step further to clinical 94 application and deploy artificial intelligence. This local information could reflect aspects of 95 regional connectivity organization relevant to network development in dyslexia (Liu et al. 2015 ) 96 and may provide neural features for the benefit of the SVM classifier performance. Basically, an 97 SVM is a discriminative classifier formally defined by a hyperplane. Given labeled training data 98 (supervised learning), the algorithm outputs an optimal hyperplane that categorizes new 99 examples. Due to its ability to manage large datasets, the algorithm is widely used for binary 100 classification problems in machine learning. For more details on SVM see (Hsu et al. 2003) . We 101 will use methodological approach that is similar to the one applied in a previous study that, using 102 resting-state EEG and an SVM classifier, identified 6-month-old infants at familial risk for a 103 language learning disorder (Zare et al. 2016 ). The current study uses SVM and KNN to classify 104 children in 3 rd grade as dyslexics or typical readers, based upon a large number of local features 105 derived from functional connectivity matrices in the different frequency bands of the EEG. 106
Cross-validation is employed to assess the resulting classification, and random shuffling is 107 deployed to assure that the classifying performance is not due to bias in feature selection criteria. 108
We aimed at assessing the utility of machine learning techniques to find best distinguishable 109 characteristics in reading difficulties based on functional EEG networks. To the best of our 110 knowledge, this is the first study to use local EEG features to designing a classifier for dyslexia. 111
Methodology
112
The current analysis is performed on data from a previous study (Fraga González et al. 2016) . 113
We refer to that article for a more extensive description of the EEG recordings and summarize 114 here only the information needed for the current study. 115
Participants
116
The participants of the current study were 44 subjects including 29 third-grade dyslexic children 117 (mean age = 8.96; SD = 0.40); with a percentile score of 10 or lower on a standard reading test, 118 and 15 third-grade children (8.75 ± 0.31 years old) in the control group with the same socio-119 demographical background as dyslexic; with no history of reading difficulties and had a 120 percentile score of 25 or higher on standard reading tests. The participants of the current study 121 were part of a larger sample of 62 children participating in a larger study. Due to young age of 122 our participants some participants were excluded due to excessive movement or other artifacts in 123 the data, or did not complete the resting-state recordings. All participants were native Dutch 124 speakers, received two and a half years of formal reading instruction in primary education. The 125 study was approved by the Ethical Review Board of the University and all parents or caretakers 126 signed informed consent before the children participated. Demographic characteristics and 127 reading scores of the complete sample are included in S1 Table. 128
EEG recording and preprocessing 129
The total duration of the eyes-closed resting state data collected was 2 minutes. EEG data were 130 collected using 64 channels with sampling frequency of 250 Hz; Biosemi ActiveTwo system. 131
Data was imported in Brain Vision Analyzer (Version 2.01.5528 © Brain Products) where spline 132 interpolation was applied to channels with excessive artifacts and segmented in 30 epochs of 4 133 seconds. Epochs containing excessive noise and artifacts were visually inspected and removed. 134
For each subject, 10 artifact-free epochs were selected and exported to ASCII files. The data 135 were imported to Brainwave v0.9.117 (developed by Prof. quantify how a node contributes in the information flow in the network, in the current study we 170 try to exploit these local characteristics for classification. The features derived from the weighted 171 network were averaged across segments for every subject. Note that for each subject, we 172 repeated the calculations for each connectivity matrices per frequency band and segment. For all 173 network features, the significance of FDR (false discovery rate; Benjamini and Hochberg 1995) 174 corrected group differences ( < 0.05) were examined with t-tests defined as ( ( =>? , A>B ), -175 value), where stands for feature name, and then FDR corrected. Then, to demonstrate that this 176 method worked well in feature selection, we employed a random shuffling technique. These The primary goal of this study was to use local network features for classifying children into two 181 separate groups. In the current study, 37 features passed the FDR corrected group comparisons. 182
Those features were used to train the classifier (see Results). Usually, it is difficult to determine 183 in advance which classifier, and in particular which kernel function, fits the SVM classifier best 184 from simpler to more complexity degree for a particular set of data. Therefore, starting from non-185 parametric classifiers to parametric classifiers, we tested several other classifiers. Here we report 186 the classification using two kernel functions that resulted in good classification performance: 187 Fraction of the edges that fall within the given groups minus the expected fraction if edges were distributed at random
Eccentricity
The maximum distance between a reference's node and node of a graph
Betweenness centrality (BC) The number of shortest paths running through a node linear and polynomial of degree 3. In addition, we compared the SVM to a simpler common 188 classifier, i.e., k-nearest neighbors algorithm (KNN) with = 3 and = 7. In KNN 189 classification, an object is classified by a majority vote of its neighbors, with the object being 190 assigned to the class most common among its k nearest neighbors. 191
Subsequently, the leave-one-out-cross-validation (LOOCV) was deployed to assess the 192 performance of the classifiers averaging performance across N sets (see Fig 1) . LOOCV is the 193 most common procedure for cross-validation where the number of sets equals the number of 194 instances in the data set. This approach is used to avoid overfitting and promotes the reliability 195 and generalizability of the results to a new set of data. The selected features were used as input to 196 an SVM that performed supervised classification, mapping children into two groups: dyslexic 197 children (DYS) and typical readers (TYP). 198 SVM classification and performance assessment by Random Shuffling. We followed two approaches to select features from those available: random selection (A) and selection via t-tests (B). In both cases the dataset was then divided into a Training set (D) and a Test set (E) using cross-validation. We assessed each selected feature with the SVM classifier. Finally, a random shuffling cross-fold evaluation (F) was performed to ensure the t-test selected features were the most relevant for classification. 
PLI and network features extraction 212
The PLI weighted matrices that were used to extract the local features presented in Table 1 . We 213 extracted a total of 1792 features (4 frequency bands × 7 network measures × 64 channels) for 214 each child, which were used to perform the group comparisons. Applying FDR correction, 215 significant differences ( < 0.05) were obtained for a total of 37 features. The results, per 216 frequency band, separately, are shown in Table 2 . In order to visualize our results, we show an 217 EEG channel scalp map with a color map indicating the electrode sites for which group 218 differences were found in any of the features per frequency band (see Fig 2) . 219 The results of machine performance after applying LOOCV are indicated in Table 3 . The table  222 shows that an SVM with a linear kernel provides the statistically best performance among the 223 classifiers used to identify children as typical readers and dyslexic readers with high specificity, 224 sensitivity, precision, and accuracy. 225 
226
As input to the machine, we used a total of 37 features vectors, i.e., approximately 2% of the 227 features, based in the FDR corrected group comparison. In order to ensure that the subset of 228 selected features is suitable and unbiased, we used a random-shuffling method (Zare et al. 2016). 229 In this method: a) all network features enter the classifier's pool irrespective of the feature 230 selection criteria. Among all network features, 37 features are randomly chosen to feed the 231 classifier. This way, we assure that feature selection is not biased by the selection method (i.e., 232 significant difference across two groups over a network feature); b), machine performance is 233 evaluated using the conventional measures of precision, specificity, sensitivity, and accuracy; c) 234 a histogram analysis has to be performed for each of the machine performance parameters (See 235 Fig. 3) . The distribution of parameters shows whether the performance parameters are rare and 236 incidental (p < 0.05), and finally iv) features that contribute to optimal performance are extracted 237 and compared to those chosen by the initial selection criteria. If those features are fully matched, 238
we conclude that our feature selection is robust and reliable. In particular, for 1000 rounds, we a) 239 randomly chose 37 vectors out of the 1792 features; b) calculated precision, sensitivity, 240 specificity, and accuracy of the machine; d) saved the results in appropriate vectors and drew 4 241 histograms from 1000 element vectors of precision, sensitivity, specificity, and accuracy. Finally, 242 as shown in Fig 3, Our random shuffling results indicate that the selected features based on FDR corrected 256 significant differences were robust and reliable. 257
Discussion
258
We applied two classifier to discriminate between dyslexics and typical readers based on local 259 connectivity features derived from EEG resting-state. In our previous study, we showed group 260 differences in how connectivity is organized between dyslexics and typical readers using graph 261 measures that related to global properties of the network (Fraga González et al. 2016 González et al. , 2018 . In 262 the current analysis, we focus on classification of subjects by using a larger number of features 263 computed per node (i.e., scalp electrode). First, we found group differences associated with 264 several local network measures that were selected to feed an automatic classifier. Then, our 265 cross-validation analysis showed that the classifier could identify dyslexic readers with high 266 accuracy (> 90%). Our random shuffling analysis showed that the selected features, most of 267 which were associated with the delta frequency band, were useful to obtain a high accuracy 268
classification that was not possible to achieve by a random selection of the network features. The 269 current results are consistent with the data of a previous MEG study using sensor-level 270 information (Dimitriadis et al. 2018) . The results of this study showed that a higher classification 271 of adults with reading difficulties was possible using sensor-specific network measures 272 For the present findings to have clinical implications, e.g., in diagnostics and early detection 299 of reading disabilities, the generalizability of classification should be further investigated. In the 300 study by Tamboer and colleagues (2016), classification performance dropped to around 60% 301 when the trained classifier was applied to an independent sample. We only performed 302 classification within the available dataset and it would be important to assess the current 303 classifier's performance within additional datasets (Pulini et al. 2018 ). In addition, to further 304 advance on the relation between EEG network features and cognitive deficits in dyslexia, 305 longitudinal studies should examine whether the current approach could be used to predict 306 reading improvements or treatment outcomes. In relation to this, a previous study used structural 307 and functional MRI data to predict future performance in children with dyslexia and found 308 higher accuracy in prediction using brain measures compared to behavioral tests (Hoeft et al. 309 2007) . 310
This study has several limitations. First, the current study included almost twice as many 311 typical readers as readers with dyslexia. This bias is relevant to machine-learning based 312 diagnostics as an imbalance sample results in a disproportionate representation of one of the 313 classes in the training (Mazurowski et al. 2008) . Secondly, this and other studies include a gap 314 between typical readers (i.e., readers with a reading performance > 25%) and readers with 315 dyslexia (i.e., readers with a reading performance < 10%). Obviously, such a gap is not present 316 in the real world and might compromise our classifier when applied in a natural setting. Thirdly, 317 the ratio of readers with dyslexia to typical readers is far off from the prevalence rates in the 318 general population (1:20). Future studies should determine the sensitivity of the machine 319 classifiers to changing odd ratios. 320
General conclusions 321
This study builds upon the notion that dysfunctional connectivity between local specialized 322 networks may be involved in dyslexia rather than global network measures studied in (Fragza et. 323 al., 2016) . We therefore focus on local network properties derived from EEG functional 324 connectivity at rest and show that they can be used to classify individuals as dyslexics and 325 typical readers. The current study presents an interesting and novel biologically-based method to 326 analyze multidimensional data derived from EEG functional connectivity networks. Further 327 research should help elucidating the clinical applicability of EEG-based classification and 328 functional significance of these measures in relation to reading deficits in dyslexia. The current 329 study adds to previous studies that encourage the application of machine learning techniques to 330 neuroimaging data in order to improve subject classification in the context of reading disabilities 331 (Tamboer et al. 2016; Dimitriadis et al. 2018 ). This approach may benefit from increasingly 332 large data sets available for data-driven analysis. 333
Supporting information
451 452 S1 
