Revealing the microstructure of the giant component in random graph ensembles by Tishby, Ido et al.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
King’s Research Portal 
 
DOI:
10.1103/PhysRevE.97.042318
Document Version
Publisher's PDF, also known as Version of record
Link to publication record in King's Research Portal
Citation for published version (APA):
Tishby, I., Biham, O., Katzav, E., & Kuehn, R. (2018). Revealing the microstructure of the giant component in
random graph ensembles. Physical Review E, 97, 042318-1 - 042318-19. DOI: 10.1103/PhysRevE.97.042318
Citing this paper
Please note that where the full-text provided on King's Research Portal is the Author Accepted Manuscript or Post-Print version this may
differ from the final Published version. If citing, it is advised that you check and use the publisher's definitive version for pagination,
volume/issue, and date of publication details. And where the final published version is provided on the Research Portal, if citing you are
again advised to check the publisher's website for any subsequent corrections.
General rights
Copyright and moral rights for the publications made accessible in the Research Portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognize and abide by the legal requirements associated with these rights.
•Users may download and print one copy of any publication from the Research Portal for the purpose of private study or research.
•You may not further distribute the material or use it for any profit-making activity or commercial gain
•You may freely distribute the URL identifying the publication in the Research Portal
Take down policy
If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing details, and we will remove access to
the work immediately and investigate your claim.
Download date: 14. May. 2018
PHYSICAL REVIEW E 97, 042318 (2018)
Revealing the microstructure of the giant component in random graph ensembles
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The microstructure of the giant component of the Erdős-Rényi network and other configuration model networks
is analyzed using generating function methods. While configuration model networks are uncorrelated, the giant
component exhibits a degree distribution which is different from the overall degree distribution of the network and
includes degree-degree correlations of all orders. We present exact analytical results for the degree distributions
as well as higher-order degree-degree correlations on the giant components of configuration model networks. We
show that the degree-degree correlations are essential for the integrity of the giant component, in the sense that the
degree distribution alone cannot guarantee that it will consist of a single connected component. To demonstrate
the importance and broad applicability of these results, we apply them to the study of the distribution of shortest
path lengths on the giant component, percolation on the giant component, and spectra of sparse matrices defined
on the giant component. We show that by using the degree distribution on the giant component one obtains high
quality results for these properties, which can be further improved by taking the degree-degree correlations into
account. This suggests that many existing methods, currently used for the analysis of the whole network, can be
adapted in a straightforward fashion to yield results conditioned on the giant component.
DOI: 10.1103/PhysRevE.97.042318
I. INTRODUCTION
There is a broad range of phenomena in the natural sciences
and engineering as well as in the economic and social sciences,
which can be usefully described in terms of network models.
This realization has stimulated increasing interest during the
past two decades in the study of the structure of random graphs
and complex networks, and in the dynamics of processes
which take place on them [1–6]. One of the central lines
of inquiry since Erdős and Rényi’s seminal study of the
evolution of random graphs [7–9] has been concerned with
the existence, under suitable conditions, of a giant compo-
nent, which occupies a finite nonzero fraction of the graph
in the thermodynamic limit of infinite system size. Critical
parameters for the emergence of a giant component in the
thermodynamic limit of Erdős-Rényi (ER) networks were
identified and the asymptotic fraction occupied by the giant
component was determined [8,10]. For configuration model
networks, i.e., networks that are maximally random subject to a
given degree sequence, those problems were solved by Molloy
and Reed [11,12]. These authors also established a so-called
duality relation according to which the degree distribution,
when restricted to nodes which reside on finite components of
a configuration model network, is simply related to the degree
distribution of the whole network [12]. This property, which
was known before for ER networks [10,13], has since been
generalized also to a class of heterogeneous canonical random
graph models with broad distributions of expected degrees
[14,15]. Curiously, with the single exception of a study on
large deviation properties of ER networks by Engel et al. [16],
we have not come across corresponding statements concerning
degree distributions when restricted to the giant component of
a random graph ensemble. Clearly, the knowledge of degree
distributions and degree-degree correlations restricted to the
giant component of a network would be very useful when
investigating dynamical processes on complex networks. It
would help to obtain results pertaining only to the giant
component of such systems, without the contributions from
finite components which often amount to trivial contamina-
tions or (unwanted) distortions of results. Examples that come
to mind are localization phenomena in sparse matrix spectra
[17,18] (where finite components of a random graph support
eigenvectors that are trivially localized), properties of random
walks [19–22] (where a random walker chosen to start a walk
on one of the finite components will never be able to explore
an appreciable fraction of the entire network), or the spread of
diseases or cascading failures [23–28] (where an initial failure
or initial infection occurring on a finite component will never
lead to a global system failure or the outbreak of an epidemic).
Component-size distributions in the percolation problem on
complex networks [27,29] will likewise contain a component
originating from clusters that were finite, before nodes or
edges were randomly removed from the network. Finally, the
distribution of shortest path lengths (DSPL) between pairs of
nodes in a network [30–33] contains contributions from pairs
of nodes on different components the distance of which is,
by convention, infinite. To eliminate such unwanted contri-
butions, numerical studies using message passing algorithms,
or straightforward simulation methods, are often performed
directly on the largest component of a given random network.
The results may be difficult to compare with theoretical results
if the latter do not eliminate finite component contributions (or
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suppress them by taking the density of links to be sufficiently
large to make them effectively negligible).
It is the purpose of the present paper to explore the
microstructure of the giant component as well as the finite
components of random graphs in the configuration model
class. More specifically, we use generating functions [34] and
their probabilistic interpretation to obtain degree distributions
conditioned on both the giant and finite components appearing
in networks in the configuration model class, as well as
degree-degree correlations of all orders in these networks.
The key assumption underlying the use of the generating
function method is that configuration model networks (with
finite mean degree), which are only locally treelike, are in fact
probabilistically well approximated by trees in the limit of large
system sizes. The underlying reason is that any correlations
between neighbors of a given node which are generated by
the existence of loops become arbitrarily small, as the typical
lengths of such loops diverge like log(N ) with the system
size, N .
The following are among our key results.
(i) The giant components of ER networks and of configura-
tion model networks exhibit degree-degree correlations of all
orders, and are thus not in the configuration model class.
(ii) Degree-degree correlations of all orders need to be taken
into account in order to verify that—conditioned on the giant
component of a random network in the configuration model
class—there are indeed no finite trees of any size.
(iii) For finite components of ER and configuration model
networks one has a duality relation linking the degree distri-
bution restricted to the finite components to that of a different
subpercolating configuration model via renormalization of the
original degree distribution over the whole network.
(iv) We provide examples demonstrating the quality of
results that can be obtained for properties of the giant compo-
nent when neglecting degree-degree correlations, and improve-
ments that can be made when taking degree-degree correlations
into account.
The paper is organized as follows. In Sec. II we present the
configuration model network ensemble. In Sec. III we recall
the generating function approach [34], which allows one to
establish the existence of a giant component in configuration
model networks, and to compute the asymptotic fraction g
of nodes that belong to the giant component. Concentrating
on the probabilistic content of individual contributions to the
expression for g in that approach allows us to extract the
degree distributions conditioned on nodes belonging to either
the giant component or to any of the finite components. For
the finite components we recover the duality relation obtained
by Molloy and Reed [12]. Using iterated versions of one of the
generating functions then allows us in Sec. IV to obtain joint
degree distributions (and thereby degree-degree correlations)
of all orders for nodes surrounding a given node, conditioned
on the central node belonging to either the giant component
or to one of the finite components. In Sec. V we derive an
analytical expression for the assortativity coefficient on the
giant component of a configuration model network with any
given degree distribution. In Sec. VI we apply the results to
several specific configuration model networks with a Poisson
degree distribution (ER network), an exponential degree distri-
bution, a ternary degree distribution, a Zipf degree distribution,
and a power-law degree distribution (scale-free network). In
Sec. VII we demonstrate the consistency of our results in
the sense that, conditioned on a node belonging to the giant
component of a configuration model network, it cannot belong
to a finite tree of any size. In Sec. VIII we provide examples
illustrating the quality of various approximate descriptions of
the degree statistics conditioned on the giant component in the
calculation of the distribution of shortest path lengths, in the
computation of the spectra of sparse matrices defined on the
giant component and in the analysis of epidemic spreading on
the giant component. We conclude the paper with a summary
and discussion, in Sec. IX.
II. THE CONFIGURATION MODEL NETWORK AND ITS
PERCOLATION PROPERTIES
The configuration model is a maximum entropy ensemble
of networks under the condition that the degree distribution
is imposed [5,34]. Here we focus on the case of undirected
networks, in which all the edges are bidirectional and the
degree distribution P (k) ≡ P (K = k), k = 0,1, . . . ,N − 1,
satisfies
∑
k P (k) = 1. The mean degree over the ensemble
of networks is denoted by
c = 〈K〉 =
N−1∑
k=0
kP (k). (1)
To construct such a network of a given size, N , one can
draw the degrees of all N nodes from P (k), producing the
degree sequence ki , i = 1, . . . ,N (where
∑
ki must be even).
Before proceeding to the next step of actually constructing the
network, one should check whether the resulting sequence is
graphic, namely, admissible as a degree sequence of at least
one network instance. The graphicality of the sequence is tested
using the Erdős-Gallai theorem, which states that an ordered
sequence of the form k1  k2  . . . ,kN is graphic if and only
if the condition [35,36]
n∑
i=1
ki  n(n − 1) +
N∑
i=n+1
min(ki,n) (2)
holds for all the values of n in the range 1  n  N − 1.
A convenient way to construct a configuration model
network with a given degree sequence, ki , i = 1, . . . ,N , is
to prepare the N nodes such that each node, i, is connected to
ki half edges or stubs [5]. Pairs of half edges from different
nodes are then chosen randomly and are connected to each
other in order to form the network. The result is a network
with the desired degree sequence and no correlations. Note
that towards the end of the construction the process may get
stuck. This may happen in the case that the only remaining
pairs of stubs belong to the same node or to nodes which are
already connected to each other. In such cases one may perform
some random reconnections in order to enable completion of
the construction.
A special case of the configuration model is the ER network
ensemble, which is a maximum entropy ensemble under the
condition that the mean degree c = 〈K〉 is constrained. ER
networks can be constructed by independently connecting
each pair of nodes with probability p = c/(N − 1). In the
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thermodynamic limit the resulting degree distribution follows
a Poisson distribution of the form
P (k) = e
−cck
k!
. (3)
Consider a random network in the configuration model
class, described by a degree distribution P (k), where k  0.
It is well known [34] that the fraction g of nodes that reside
on the giant component of such network can be found using
generating functions as described below. Let us first introduce
the degree generating function of P (k), namely,
G0(x) =
∞∑
k=0
xkP (k), (4)
while
G1(x) =
∞∑
k=1
xk−1
k
c
P (k) (5)
is the generating function of the distribution of degrees of nodes
reached via a random edge. From the definitions of G0(x) and
G1(x) in Eqs. (4) and (5), respectively, we find that G0(1) = 1
and G1(1) = 1.
To obtain the probability, g, that a random node in the
network resides on the giant component, one needs to first
calculate the probability g˜ that a random neighbor of a random
node, i, belongs to the giant component of the reduced network,
which does not include the node i. In the thermodynamic
limit, N → ∞, the probability g˜ is given as a solution of the
self-consistency equation [11,12]
1 − g˜ = G1(1 − g˜). (6)
The left hand side of this equation is the probability that a
random neighbor of a random reference node in the network
does not reside on the giant component of the reduced network
from which the reference node is removed. The right hand
side represents the same quantity in terms of its neighbors,
namely, as the probability that none of the neighbors of such
node resides on the giant component of the reduced network.
Once g˜ is known, the probability g can be obtained from
g = 1 − G0(1 − g˜). (7)
This relation is based on the same consideration as Eq. (6),
where the difference is that the reference node is a random
node rather than a random neighbor of a random node.
Clearly, g˜ = 0 is always a solution of Eq. (6). A random
network exhibits a giant component, if Eq. (6) also has a
nontrivial solution. The condition for the existence of a giant
component can be expressed in the form [5]
∞∑
k=2
k(k − 1)
c
P (k) = 〈K
2〉 − 〈K〉
〈K〉 > 1, (8)
which is known as the Molloy-Reed criterion [11,12]. In
essence, this criterion states that a giant component exists if
the mean excess degree of the neighbors of a random node
exceeds 1. In Fig. 1 we present the parameter g, which is the
probability that a random node resides on the giant component,
for an ER network, as a function of the mean degree, c.
For c < 1 there is no giant component and thus g = 0. The
FIG. 1. The probability g that a random node in an ER network
resides on the giant component, as a function of the mean degree, c.
For c < 1 there is no giant component and thus g = 0. At c = 1 there
is a percolation transition, above which g increases monotonically
towards the dense network limit of g = 1.
percolation transition takes place at c = 1, above which g
gradually increases towards the dense network limit of g = 1.
III. THE DEGREE DISTRIBUTION
ON THE GIANT COMPONENT
The probability, g, that a randomly selected node belongs
to the giant component can be expressed in the form
g =
∞∑
k=0
gkP (k), (9)
where gk is the conditional probability that a random node
belongs to the giant component, given that its degree is k.
Comparing this expression to Eq. (7) we find that
gk = 1 − (1 − g˜)k. (10)
To make the conditioning explicit, we introduce an indi-
cator variable  ∈ {0,1}, with  = 1 indicating that an event
happens on the giant component, whereas  = 0 indicates that
it happens on one of the finite components of the network. The
probability that a random node resides on the giant component
is given by P ( = 1) = g, while the probability that it resides
on one of the finite components is P ( = 0) = 1 − g. The
probability that a random node of a given degree k resides on
the giant component is given by
P ( = 1|K = k) = gk = 1 − (1 − g˜)k, (11)
while the probability that it resides on one of the finite
components is
P ( = 0|K = k) = 1 − gk = (1 − g˜)k. (12)
Using Bayes’s theorem,
P (K = k| = λ) = P ( = λ|K = k)
P ( = λ) P (K = k), (13)
we invert these relations so as to obtain the degree distributions
conditioned on a node to belong to the giant and the finite
components, respectively. For brevity, in the rest of the paper
we use a more compact notation, in which P (K = k), P ( =
λ), and P (K = k| = λ) are replaced by P (k), P (λ), and
P (k|λ), respectively, except for a few places in which the more
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detailed notation is needed for clarity. The conditional degree
distribution of nodes which reside on the giant component is
given by
P (k|1) = 1 − (1 − g˜)
k
g
P (k), (14)
while the conditional degree distribution for nodes which
reside on the finite tree components is
P (k|0) = (1 − g˜)
k
1 − g P (k). (15)
This result can be expressed in the form
P (k|0) = 1
1 − g e
−akP (k), (16)
where a = − ln(1 − g˜). This highlights the fact that the degree
distribution of the finite components is an exponentially atten-
uated variant of the original degree distribution. The result for
the finite components, Eq. (15), was first derived by Molloy
and Reed [11,12] (although in a less transparent form), while
the result for the giant component, Eq. (14), was reported by
Engel et al. [16] for the special case of ER networks (for which
g˜ = g).
The mean degree conditioned on the giant component is
c1 = E[K|1] =
∞∑
k=1
kP (k|1). (17)
Using Eq. (14) and performing the summation, we obtain
c1 = c
g
[1 − (1 − g˜)2] = (2 − g˜)g˜
g
c. (18)
The mean degree conditioned on the finite components is given
by
c0 = E[K|0] =
∞∑
k=0
kP (k|0). (19)
From Eq. (15), we obtain
c0 = (1 − g˜)
2
1 − g c. (20)
Using Eq. (15) and the generating function G1(x), it can
be shown that (1 − g˜)2/(1 − g) < 1 for 0 < g˜ < 1, which
implies that c0 < c and c1 > c. For ER networks these results
specialize to c1 = (2 − g)c and c0 = (1 − g)c, respectively.
Actually, the value of c0 corresponds to the mean degree
below the percolation threshold as it must correspond to a
subpercolating configuration model.
In the literature, the finite component result of Eq. (15) is
referred to as a discrete duality relation [12,14,15]. Indeed for
ER networks P (k|0) is in itself a Poisson distribution of the
form
P (k|0) = e
−c0ck0
k!
, (21)
where c0 = c(1 − g) is the mean degree of the nodes which
reside on the finite components. The degree distribution,
restricted to nodes on the finite components of an ER network,
is thus of the same type as the degree distribution of the entire
network, albeit with a renormalized parameter for the mean
degree, c0. Note that c0 < 1 for any c > 1, reflecting the fact
that the finite components are equivalent to a subpercolating
ER network.
An analogous parametric renormalization relating the de-
gree distribution of the whole network to a degree distribution
conditioned on the finite components is found for any degree
distribution which has a component which scales exponentially
in k. Such degree distributions can be expressed in the form
P (k) = φ(k)e−αk, (22)
where α > 0, and the function φ(k)  0 is chosen such that
P (k) is properly normalized. Clearly, the simplest example
of such degree distribution is the exponential distribution, for
which φ(k) = 1 − e−α is merely a normalization constant.
For networks with an exponential component in the degree
distribution as described in Eq. (22), the degree distribution
conditioned on the finite components takes the form
P (k|0) = 1
1 − gφ(k)e
−α0k (23)
with α0 = α − ln(1 − g˜). This simple parametric renormaliza-
tion with respect to Eq. (22) is in close analogy to the results
obtained earlier for ER networks. The degree distribution con-
ditioned on the giant component can be compactly expressed
as
P (k|1) = e
−αk − e−α0k
g
φ(k). (24)
In order to obtain the conditional degree distributions for a
given network, one needs to evaluate the parameters g and g˜.
The latter is obtained from the solution of Eq. (6), while the
former is obtained by inserting the solution for g˜ into Eq. (7).
IV. DEGREE-DEGREE CORRELATIONS
ON THE GIANT COMPONENT
Having computed degree distributions conditioned on the
giant and finite components of configuration model networks,
we now turn to investigating the microstructure of these giant
and finite components further by looking at various joint
degree distributions and degree-degree correlation. We shall
find that—on the giant component—there are degree-degree
correlations of any order. This could have been anticipated, as
degree-degree correlations of arbitrarily high order are clearly
required in order to exclude the possibility that a randomly
selected node belongs to a tree of any finite size. In what follows
we go some way to quantify these correlations. The key step
is to use Eq. (6) to express the powers (1 − g˜)k appearing in
Eq. (7), resulting in
g =
∑
k;{kμ}
⎡⎣1 − k∏
μ=1
(1 − g˜)kμ−1
⎤⎦P (k) k∏
μ=1
kμ
c
P (kμ). (25)
Here we use the notation k; {kμ} to denote a configuration
consisting of a central node of degree k, surrounded by a
first coordination shell of nodes with degrees kμ,μ = 1, . . . ,k.
The probabilistic interpretation of this identity is that the
probability that a random node of degree k, the neighbors of
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which are of degrees k1, . . . ,kk , resides on the giant component
is
P (1|k; {kμ}) =
⎡⎣1 − k∏
μ=1
(1 − g˜)kμ−1
⎤⎦, (26)
while the probability that it resides on one of the finite
components is
P (0|k; {kμ}) =
k∏
μ=1
(1 − g˜)kμ−1. (27)
Using Bayes’s theorem, one can invert these relations to obtain
P (k; {kμ}|1) = 1
g
⎡⎣1 − k∏
μ=1
(1 − g˜)kμ−1
⎤⎦P (k) k∏
μ=1
kμ
c
P (kμ)
(28)
and
P (k; {kμ}|0) = 11 − g
⎡⎣ k∏
μ=1
(1 − g˜)kμ−1
⎤⎦P (k) k∏
μ=1
kμ
c
P (kμ),
(29)
as the probabilities for nodes to have a degree k and first
neighbor shell configuration k1, . . . ,kk , conditioned on this
happening on the giant component and on one of the finite
components, respectively. Note that Eq. (14) correctly predicts
that the probability of a node of degree k = 0 to belong to the
giant component is zero. Moreover, Eq. (28) also correctly
predicts that the probability of a node of degree k to connect to
k nodes of degree 1, thereby forming an isolated (k + 1) star,
is zero on the giant component.
MarginalizingP (k; {kμ}|1), namely, summing Eq. (28) over
all the values of k2, . . . ,kk , and replacing k1 → k′, gives the
probability of a random node of degree k to be connected to
a node of degree k′, conditioned on them being on the giant
component:
P (k; k′|1) = 1
g
[1 − (1 − g˜)k−1(1 − g˜)k′−1]P (k)k
′
c
P (k′),
k  1. (30)
Similarly, from Eq. (29) we obtain the probability of a random
node of degree k to be connected to a node of degree k′, under
the condition that they do not reside on the giant component:
P (k; k′|0) = 1
1 − g (1 − g˜)
k−1(1 − g˜)k′−1P (k)k
′
c
P (k′),
k  1. (31)
Here we have exploited the fact that k2, . . . ,kk averages
over the distributions of the neighboring degrees factor, each
of them giving∑
kμ
(1 − g˜)kμ−1 kμ
c
P (kμ) = 1 − g˜, (32)
by using Eq. (6). Marginalizing Eqs. (30) and (31) by summing
over k′, we recoverP (k|1) andP (k|0) as given by Eqs. (14) and
(15). On the other hand, marginalizing Eq. (30) by summing
over k  1 gives the probability, starting from a randomly
chosen node on the giant component, to reach a node of degree
k′, namely,
P˜ (k′|1) ≡
∑
k1
P (k; k′|1). (33)
Carrying out the summation we obtain
P˜ (k′|1) = 1
g
[
1 − p0 − 1 − g − p01 − g˜ (1 − g˜)
k′−1
]
k′
c
P (k′),
(34)
where p0 = P (K = 0), namely, the probability of an isolated
node in the original network. It is easy to see that this is
a normalized distribution. It is also important to stress the
asymmetric role of the two degrees k and k′ appearing in
Eqs. (30) and (31).
Consider a random edge in a configuration model network.
The joint degree distribution, P̂ (k,k′), of the nodes which
reside on both sides of such edge is given by
P̂ (k,k′) = k
c
P (k)k
′
c
P (k′). (35)
The nongiant components of a configuration model network
constitute a subnetwork which is itself a configuration model
network, and is in the subpercolation regime. The degree
distribution, P (k|0), of this subnetwork is given by Eq. (15).
Thus, the joint degree distribution of pairs of connected nodes
which reside on the nongiant components is given by
P̂ (k,k′|0) = (1 − g˜)
k−1(1 − g˜)k′−1
(1 − g˜)2
k
c
P (k)k
′
c
P (k′). (36)
The fraction of edges in the network which reside on the giant
component is denoted by gE . It is given by
gE = 1 − (1 − g˜)2, (37)
while the fraction of edges which reside on the nongiant
components is 1 − gE = (1 − g˜)2. Therefore, the joint degree
distribution can be expressed in the form
P̂ (k,k′) = [1 − (1 − g˜)2]P̂ (k,k′|1) + (1 − g˜)2P̂ (k,k′|0).
(38)
Using Eqs. (36) and (38) we find that
P̂ (k,k′|1) = 1 − (1 − g˜)
k+k′−2
1 − (1 − g˜)2
k
c
P (k)k
′
c
P (k′). (39)
V. ASSORTATIVITY ON THE GIANT COMPONENT
From the joint probability P̂ (k,k′|1) that a randomly chosen
edge on the giant component connects two vertices of degrees k
and k′, one obtains the corresponding probability for a random
edge to connect nodes of excess degrees k and k′, by a simple
shift of arguments as
P̂e(k,k′|1) = P̂ (k + 1,k′ + 1|1). (40)
The conditional joint probability of excess degrees, P̂e(k,k′|1),
is given by
P̂e(k,k′|1) =
[
1 − (1 − g˜)k+k′−2
1 − (1 − g˜)2
]
k + 1
c
P (k + 1)
× k
′ + 1
c
P (k′ + 1). (41)
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Summing over k, we obtain the marginal distribution
P̂e(k|1) =
[
1 − (1 − g˜)k−1
1 − (1 − g˜)2
]
k + 1
c
P (k + 1). (42)
In terms of these definitions, the assortativity coefficient on the
giant component is given by [25]
r = 1
σˆ 2
∑
k,k′0
kk′[P̂e(k,k′|1) − P̂e(k|1)P̂e(k′|1)], (43)
where
σˆ 2 =
∑
k0
k2P̂e(k|1) −
[∑
k0
kP̂e(k|1)
]2
(44)
is the variance of P̂e(k|1). The assortativity coefficient is
actually the Pearson correlation coefficient of degrees between
pairs of linked nodes [25].
While the assortativity coefficient can be evaluated directly
from Eq. (43), it turns out that there is a more effective approach
for its calculation, using generating functions. To this end,
we introduce the bivariate generating function, B(u,v), of
P̂e(k,k′|1), which is given by
B(u,v) =
∑
k,k′0
P̂e(k,k′|1)ukvk′ . (45)
This function is symmetric in u and v, reflecting the symmetric
form of P̂e(k,k′|1) in terms of k and k′. We also introduce the
generating function, S(u), of the marginal distribution P̂e(k|1),
which takes the form
S(u) =
∑
k0
P̂ (k|1)uk. (46)
Note that it can be expressed in terms of the bivariate gener-
ating function, as S(u) = B(u,1). Inserting the expression for
P̂e(k,k′|1) from Eq. (41) into Eq. (45), we find that the bivariate
generating function B(u,v) can be expressed in terms of the
generating function G1(x) of the degree distribution P (k). It
takes the form
B(u,v) = G1(u)G1(v)−G1[(1 − g˜)u]G1[(1 − g˜)v]
1 − (1 − g˜)2 . (47)
Plugging in v = 1 we obtain
S(u) = G1(u) − (1 − g˜)G1[(1 − g˜)u]
1 − (1 − g˜)2 . (48)
Expressing the terms on the right hand side of Eq. (43) in terms
of derivatives of the generating functions B(u,v) and S(u), we
express the assortativity coefficient in the form
r = ∂u∂vB(u,v) − [∂uS(u)]
2
(u∂u)2S(u) − [∂uS(u)]2
∣∣∣∣
u=v=1
. (49)
In the next section we use this formulation to obtain exact
analytical results for the assortativity coefficients on the giant
components of different configuration model networks. The as-
sortativity coefficient is expected to be negative, which implies
that the giant component of a configuration model network is
disassortative. This is due to the fact that high-degree nodes are
over-represented in the giant component. Thus, in order that
the giant component will be a single connected component,
low degree nodes must have a greater than normal probability
to connect to high degree nodes. In particular, a node of degree
k = 1 on the giant component must be connected to a node
of degree k′  2, while a node of degree k = 2 can have at
most one neighbor of degree k′ = 1. The disassortativity of the
giant component is most pronounced just above the percolation
threshold, where most nodes are of low degrees.
VI. ANALYSIS OF SPECIFIC NETWORK MODELS
In this section we discuss in detail some specific network
models and the properties of their giant components.
A. Erdős-Rényi networks
Consider an ER network of N nodes and mean degree
c > 1. In this case the degree distribution follows a Poisson
distribution, given by Eq. (3). The generating functions G0
and G1 of this distribution coincide and satisfy
G0(x) = G1(x) = e−c(1−x). (50)
As a result, in this case g˜ = g. Using Eq. (7) one obtains a
closed form expression for g, which is given by
g = 1 + W (−ce
−c)
c
, (51)
where W (x) is the Lambert W function [37]. In this case a giant
component exists for c > 1 (Fig. 1). The degree distribution
on the giant component is obtained from Eq. (14), where g and
g˜ are given by Eq. (51). It is given by
P (k|1) = 1
g
[
e−cck
k!
− (1 − g)e
−c(1−g)[c(1 − g)]k
k!
]
, (52)
which takes the form of the difference between two Poisson
distributions. In Fig. 2 we present analytical results for the
degree distribution, P (k|1), of the giant components of ER
networks with mean degrees c = 1.1, 2, and 3 (solid lines),
obtained from Eq. (52). The analytical results are found to be
in excellent agreement with the results of computer simulations
(circles), for a network of size N = 1000. For comparison we
also show the degree distribution, P (k), of the entire network
(dashed lines), obtained from Eq. (3).
The mean degree of the giant component of an ER network,
obtained from Eq. (17), is given by
E[K|1] = (2 − g)c, (53)
while the mean degree of the finite components, obtained from
Eq. (20), is
E[K|0] = (1 − g)c. (54)
In Fig. 3 we present analytical results for the mean degree,
E[K|1], of the giant component (solid line) and the mean
degree, E[K|0], of the finite components (dotted line), of an
ER network as a function of c. The mean degree of the whole
network, 〈K〉 = c, is also shown (dashed line). It is observed
that, at the percolation threshold (c = 1), E[K|1] = 2, while
〈K〉 = 1. As c is increased, the mean degree of the giant
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FIG. 2. Analytical results for the degree distribution, P (k|1), of
the giant component of an ER network (solid lines), obtained from
Eq. (52), for c = 1.1 (a), c = 2 (b), and c = 3 (c). The analytical
results are in excellent agreement with the results of computer simu-
lations (circles), for a network of N = 1000 nodes. For comparison,
the degree distribution, P (k), of the whole network, obtained from
Eq. (3), is also shown (dashed lines).
component converges asymptotically towards the overall mean
degree of the network, while the mean degree of the finite
components decays to zero.
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FIG. 3. Analytical results for the mean degree of the giant com-
ponent, E[K|1], of an ER network (solid line), as a function of c,
for c  1, obtained from Eq. (53). The analytical results are found
to be in excellent agreement with the results of computer simulations
(circles), for a network of N = 1000 nodes. For comparison, the mean
degree, 〈K〉 = c, of the whole network is also shown (dashed line).
The mean degree of the giant component starts from E[K|1] = 2
at c = 1 and gradually approaches the result for the whole network
as c is increased. In contrast, the mean degree, E[K|0], of the
finite components (dotted line) starts from E[K|0] = 1 at c = 1 and
gradually decreases to zero as c is increased.
The assortativity coefficient for the giant component of an
ER network is given by
r = − c(1 − g)
2
(2 − g)3 − (1 − g)(2 − g) − c(1 − g)2 . (55)
In the limit of large c, the index r decreases according to r 	
−ce−2c. For values of c just above the percolation threshold,
we find that
r 	 − 15 + 1225 (c − 1)2 + O[(c − 1)3]. (56)
The negative value of r implies that the giant component is
disassortative, meaning that high degree nodes on the giant
component tend to connect to low degree nodes and vice versa.
As c is increased, the absolute value of r gradually decreases.
In Fig. 4 we present the assortativity coefficient, r , of the
giant component of an ER network, as a function of c. Just
above the percolation transition, the assortativity coefficient is
large and negative. Its absolute value gradually decreases and
eventually vanishes as c is increased, reflecting the fact that
the giant component coincides with the entire network, and all
the correlations are lost.
B. Configuration model networks with an exponential
degree distribution
Consider a configuration model network with an exponen-
tial degree distribution of the form
P (k) = Ae−αk, (57)
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FIG. 4. The assortativity coefficient r of the giant component of
an ER network, as a function of c. The analytical results (solid line),
obtained from Eq. (55), are found to be in excellent agreement with
the results of computer simulations (circles), performed for networks
of size N = 5000. The negative values of r imply that the giant
component is disassortative, namely, high degree nodes preferentially
connect to low degree nodes and vice versa. As c is increased, the giant
component encompasses an increasing fraction of the entire network,
and r decays to zero.
where k  kmin. Here we focus on the case of kmin = 1,
for which the normalization factor is A = eα − 1. The mean
degree is given by
c = 〈K〉 = 1
1 − e−α . (58)
For the analysis presented below, it is convenient to parametrize
the degree distribution in terms of the mean degree, c. Plugging
in α = ln c − ln(c − 1) we obtain
P (k) = 1
c
(
c − 1
c
)k−1
, (59)
with k  1. The degree generating function G0(x) is given by
G0(x) = x
c − x(c − 1) . (60)
It exhibits two trivial fixed points, namely, G0(0) = 0 and
G0(1) = 1. The cavity generating function G1(x) is
G1(x) = 1[c − x(c − 1)]2 . (61)
This generating function has a trivial fixed point given by
G1(1) = 1. The size of the giant component is obtained using
a two step process. In the first step we find the nontrivial fixed
point of G1(x), by solving Eq. (6) for g˜. We find that
g˜ = c − 3
2(c − 1) +
1
2
√
c + 3
c − 1 . (62)
In the second step we obtain the fraction of nodes which
reside on the giant component, which is given by Eq. (7),
namely,
g = 3c
2(c − 1) −
c(c + 3)1/2
2(c − 1)3/2 . (63)
The percolation transition occurs at c = 3/2, such that a giant
component exists for c > 3/2. The degree distribution on the
giant component, obtained from Eq. (14), takes the form
P (k|1) =
[
1 − (1 − g˜)k
cg
](
c − 1
c
)k−1
, (64)
where g˜ is given by Eq. (62) and g is given by Eq. (63). The
mean degree on the giant component is given by Eq. (18).
The assortativity coefficient of a configuration model with an
exponential degree distribution takes the form
r = − 2(c − 1)(1 − g˜)
2[1 − (1 − g˜)3/2]2
[1 − (1 − g˜)2]{1 − (1 − g˜)7/2 + 3(c − 1)[1 − (1 − g˜)5]} − 2(c − 1)[1 − (1 − g˜)7/2]2 . (65)
In the limit of large c, the assortativity coefficient decreases to
zero according to
r 	 −2c−4 + 2c−5 + O(c−6). (66)
Just above the percolation threshold, which is located at c =
3/2, the assortativity coefficient can be approximated by
r 	 − 313 + 22401521
(
c − 32
)2 − 35 84013 689 (c − 32 )3 + O(c − 32 )4.
(67)
C. Configuration model networks with a ternary
degree distribution
The properties of the giant components of random networks
are very sensitive to the abundance of nodes of low degrees,
particularly nodes of degree k = 1 (leaf nodes) and k = 2.
Nodes of degree k = 0 (isolated nodes) are excluded from
the giant component and their weight in the overall degree
distribution has no effect on the properties of the giant compo-
nent. Therefore, it is useful to consider a simple configuration
model in which all nodes are restricted to a small number of
low degrees. Here we consider a configuration model network
with a ternary degree distribution of the form [5]
P (k) = p1δk,1 + p2δk,2 + p3δk,3, (68)
where δk,n is the Kronecker delta, and p1 + p2 + p3 = 1. The
mean degree of such network is given by
〈K〉 = p1 + 2p2 + 3p3. (69)
The generating functions are
G0(x) = p1x + p2x2 + p3x3 (70)
and
G1(x) = p1 + 2p2x + 3p3x
2
p1 + 2p2 + 3p3 . (71)
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Solving Eq. (6) for g˜, with G1(x) given by Eq. (71), we find
that
g˜ =
{0 p3  p13
1 − p13p3 p3 >
p1
3
. (72)
Using Eq. (7) with G0(x) given by Eq. (70), we find that
g =
{0 p3  p13
1 − p213p3 −
p21p2
9p23
− p3127p23 p3 >
p1
3
. (73)
Thus, the percolation threshold is located at p3 = p1/3.
This can be understood intuitively by recalling that the finite
components exhibit tree structures. In a tree that includes a
single node of degree k = 3, with three chains of arbitrary
lengths attached to it, there must be three leaf nodes of degree
k = 1. In more complex tree structures, let alone in the giant
component, there must be more than one node of degree 3 for
every three nodes of degree 1. This is not likely to occur in the
case that p3 < p1/3. Using the normalization condition, we
find that for any given value of p2 a giant component exists for
p3 > (1 − p2)/4.
The degree distribution on the giant component is given by
P (k|1) =
1 − ( p13p3 )k
1 − ( p213p3 )− (p21p29p23 )− ( p3127p23 )P (k), (74)
where k = 1,2, and 3 andP (k) is given by Eq. (68). The degree
distribution on the finite components is given by
P (k|0) =
(
p1
3p3
)k( p21
3p3
)+ (p21p29p23 )+ ( p3127p23 )P (k). (75)
Thus, the mean degree on the giant component is given by
E[k|1] =
1 − ( p13p3 )2
1 − ( p213p3 )− (p21p29p23 )− ( p3127p23 ) 〈K〉, (76)
while the mean degree on the finite components is given by
E[k|0] =
(
p1
3p3
)2( p21
3p3
)+ (p21p29p23 )+ ( p3127p23 ) 〈K〉. (77)
The assortativity coefficient of the ternary network is given by
r = − 18p
2
1p
2
3
27p2p33 + 9p21p3(p2 + 2p3) + 27p1p23(p2 + 2p3) + p31(p2 + 6p3)
. (78)
As p3 is increased, while keeping p2 fixed, the network
becomes denser and the fraction of nodes, g, which reside on
the giant component increases, reaching g = 1 at p3 = 1 −
p2 (namely, at the point in which the number of leaf nodes
vanishes). Above this point the giant component encompasses
the entire network and the assortativity coefficient r vanishes.
In the opposite case, in which p3 is decreased, the network
becomes more sparse. The percolation transition takes place at
p3,c = (1 − p2)/4. In the limit of sparse networks just above
the percolation threshold the assortativity coefficient can be
approximated by
r 	 −3 1 − p2
9 + 7p2 − 64p2
p3 − p3,c
(9 + 7p2)2 + O[(p3 − p3,c)
2].
(79)
In the limit of p3 → 1 (and p1,p2 → 0), the ternary
network becomes a random regular graph (RRG) with a
degenerate degree distribution of the form P (k) = δk,3, while
in the limit of p2 → 1 (and p1,p3 → 0) it becomes an RRG
with P (k) = δk,2. In general, random regular graphs exhibit
degree distributions of the form P (k) = δk,c, where c  2 is an
integer. In RRGs with c  3 the giant component encompasses
the entire network, namely, g = g˜ = 1 [38]. Thus, the degree
distribution of the giant component is simply P (k) = δk,c.
The case of an RRG with c = 2, which corresponds to the
limit ofp2 → 1 andp1,p3 → 0, is special. An RRG with c = 2
consists of a collection of closed cycles. The local structure
of all the cycles is identical, and follows the overall degree
distribution of the network, P (k) = δk,2. Thus, unlike the case
of other configuration model networks there is no further
information to be revealed about the degree distribution of
the giant component. The generating function method used in
this paper does not permit the calculation of the percolating
fraction, g, in the case of RRGs with c = 2, as the value
of g turns out to be indeterminate in this case. However, an
interesting analogy between the cycles of RRGs with c = 2 and
the cycles which appear in the theory of random permutations
enables one to conclude that the average length of the longest
cycle is extensive in N . In random permutations of N objects,
the average length of the longest cycle turns out to be gN where
g 	 0.62455 is the Golomb-Dickman constant [39]. However,
in numerical simulations of RRGs with c = 2 we found that
the average length of the longest cycle is given by gN , where
g 	 0.755. This difference can be understood from the fact
that the two systems differ in some details. For example, unlike
the case of random permutations, in RRGs with c = 2, fixed
points (namely, isolated nodes) and cycles of length 2 (namely,
dimers) are not allowed, and the minimal cycle length is 3.
D. Configuration model networks with a Zipf
degree distribution
Consider a configuration model network with a Zipf degree
distribution of the form
P (k) = e
αkmin
	(e−α,1,kmin)
e−αk
k
, (80)
where 	(z,s,k) is the Lerch transcendent function [37]. This
distribution exhibits a power-law component of the form k−γ ,
with γ = 1, with a cutoff in the form of an exponential tail
controlled by the parameter α, which sets the range of the tail.
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The mean degree is given by
〈K〉 = 	(e
−α,0,kmin)
	(e−α,1,kmin)
. (81)
The generating functions take the form
G0(x) = xkmin	(xe−α,1,kmin) (82)
and
G1(x) = x
kmin−1	(xe−α,0,kmin)
	(e−α,0,kmin)
. (83)
Note that G0(0) = 0 and G0(1) = G1(1) = 1.
From this point and on, we focus on the case kmin = 1, where
many of the quantities mentioned above become significantly
simpler. In particular, the mean degree becomes
〈K〉 = −1(eα − 1) ln(1 − e−α) , (84)
and the two degree generating functions become
G0(x) = ln(1 − e
−αx)
ln(1 − e−α) (85)
and
G1(x) = 1 − e
−α
1 − e−αx . (86)
Inserting the expression of G1(x) given by Eq. (86) into Eq. (6)
we find that there is a nontrivial solution of the form
g˜ = 2 − eα. (87)
Using Eq. (7) we find that
g = 1 + α
ln(1 − e−α) . (88)
The percolation transition takes place at α = ln 2, below
which there is a giant component. The degree distribution
P (k|1) on the giant component is given by Eq. (14), where
g˜ is given by Eq. (87) and g is given by Eq. (88). The mean
degree on the giant component is given by
E[K|1] = e
α − 2
(1 − e−α)[α + ln(1 − e−α)] . (89)
The assortativity index is given by
r = − (1 − e
−α)2
e2α − 3eα + 3 . (90)
For small values of α we obtain
r 	 −α2 − α
4
12
+ O(α6). (91)
For values of α just above the percolation threshold, we obtain
r 	 − 14 + 54 (α − ln 2)2 + O[(α − ln 2)3]. (92)
E. Configuration model networks with a power-law
degree distribution
Consider a configuration model network with a power-law
degree distribution of the form
P (k) = A
kγ
(93)
for kmin  k  kmax, where the normalization coefficient is
A = 1
ζ (γ,kmin) − ζ (γ,kmax + 1) (94)
and ζ (s,a) is the Hurwitz zeta function [37]. The mean degree
is given by
〈K〉 = ζ (γ − 1,kmin) − ζ (γ − 1,kmax + 1)
ζ (γ,kmin) − ζ (γ,kmax + 1) , (95)
while the second moment of the degree distribution is
〈K2〉 = ζ (γ − 2,kmin) − ζ (γ − 2,kmax + 1)
ζ (γ,kmin) − ζ (γ,kmax + 1) . (96)
For γ  2 the mean degree diverges when kmax → ∞. For
2 < γ  3 the mean degree is bounded while the second mo-
ment, 〈K2〉, diverges. For γ > 3 both moments are bounded.
For γ > 2 and kmin  2 (where nodes of degrees zero and
one do not exist), 〈K2〉 > 2〈K〉, namely, the Molloy and Reed
criterion is satisfied and the network exhibits a giant component
[11,12]. Moreover, under these conditions the giant component
encompasses the entire network [38].
The case of kmin = 1 is particularly interesting. In this case,
the degree distribution is given by Eq. (93) with
A = 1
ζ (γ ) − ζ (γ,kmax + 1) , (97)
and its first two moments are
〈K〉 = ζ (γ − 1) − ζ (γ − 1,kmax + 1)
ζ (γ ) − ζ (γ,kmax + 1) (98)
and
〈K2〉 = ζ (γ − 2) − ζ (γ − 2,kmax + 1)
ζ (γ ) − ζ (γ,kmax + 1) . (99)
The generating functions of this degree distribution are
G0(x) = Liγ (x) − x
kmax+1	(x,γ,kmax + 1)
ζ (γ ) − ζ (γ,kmax + 1) (100)
and
G1(x) = Liγ−1(x) − x
kmax+1	(x,γ − 1,kmax + 1)
x[ζ (γ − 1) − ζ (γ − 1,kmax + 1)] , (101)
where Liγ (x) is the polylogarithmic function. To obtain a
self-consistent equation for the parameter g˜, one inserts the
expression for G1(x) from Eq. (101) into Eq. (6).
In this case, we do not have a closed form expression for g˜,
and the equation is solved numerically. The value of g˜ is then
inserted into Eq. (7) to obtain the parameter g.
In Fig. 5 we present analytical results for the mean degree
c = 〈K〉 (solid line), of a configuration model network with a
power-law degree distribution and kmin = 1, as a function of
the exponent γ , for γ > 2. As γ is increased, the mean degree,
c, decreases. The analytical results are in excellent agreement
with the results of computer simulations (circles).
In Fig. 6 we present analytical results for the parameters
g (solid line) and g˜ (dashed line) for a configuration model
network with a power-law degree distribution and kmin = 1,
as a function of the mean degree, c. Below the percolation
threshold there is no giant component and thus g = g˜ = 0.
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FIG. 5. The mean degree, c = 〈K〉, as a function of the exponent
γ , for a configuration model network with a power-law degree
distribution, where kmin = 1 and kmax = 100. As γ is increased, the
tail of the degree distribution decays more quickly and as a result the
mean degree decreases. The analytical results (solid line) are found
to be in excellent agreement with the results of computer simulations
(circles) performed for networks of N = 4 × 104 nodes.
Above the percolation threshold both g and g˜ gradually
increase towards the dense limit result of g = g˜ = 1.
In Fig. 7 we present analytical results for the degree
distribution P (k|1) (solid line) of the giant component of a
configuration model network with a power-law degree distribu-
tion where kmin = 1 and γ = 3. For comparison, we also show
the degree distribution P (k) of the whole network (dashed
line). The analytical results are in excellent agreement with the
results of computer simulations (circles). Using Eq. (18), we
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FIG. 6. Analytical results for the parameters g (solid line) and g˜
(dashed line), as a function of the mean degree, c, for a configuration
model network with a power-law degree distribution, where kmin = 1
and kmax = 100. The analytical results are found to be in excellent
agreement with the results of computer simulations (circles), per-
formed for networks of size N = 4 × 104.
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FIG. 7. Analytical results for the degree distribution P (k|1) of the
giant component of a configuration model network with a power-law
degree distribution, where γ = 3, kmin = 1, and kmax = 100 (solid
line), obtained from Eq. (14), where g˜ and g are obtained using the
generating functions of Eqs. (100) and (101). The degree distribution
P (k) of the whole network (dashed line), obtained from Eq. (93), is
also shown for comparison. The analytical results are found to be in
excellent agreement with the results of computer simulations (circles),
performed for networks of N = 4 × 104 nodes.
calculate the mean degree on the giant component and obtain
E[K|1] = g˜(2 − g˜)[ζ (γ − 1) − ζ (γ − 1,kmax + 1)]
g[ζ (γ ) − ζ (γ,kmax + 1)] .
(102)
In Fig. 8 we present analytical results for the mean degree,
E[K|1], of the giant component (solid line) and the mean
degree E[K|0], of the finite components (dotted line). The
mean degree 〈K〉 of the whole network (dashed line) is also
shown for comparison. The analytical results are in excellent
agreement with the results of computer simulations.
Inserting the expression for G1(x) from Eq. (101) into
Eqs. (47) and (48) we obtain the functions B(u,v) and
S(u), respectively. Inserting them into Eq. (49) we obtain
the assortativity coefficient r . In Fig. 9 we present analytical
results (solid line) for the assortativity coefficient r of the giant
component of a configuration model network with a power-law
degree distribution, as a function of the mean degree, c. The
analytical results are found to be in very good agreement with
the results of computer simulations. For small values of c, just
above the percolation threshold, the coefficient r is large and
negative. In this regime, the giant component encompasses
only a small fraction of the network and is highly correlated.
As c is increased, the size of the giant component increases,
encompassing a larger fraction of the nodes in the network, and
the assortativity coefficient gradually decays to zero. Using
entropic considerations, one can show that negative degree-
degree correlations are indeed typical in scale-free networks
[40,41].
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FIG. 8. Analytical results for the mean degree E[K|1] of the
giant component (solid line) and the mean degree E[K|0] of the
finite components (dotted line), as a function of c above the per-
colation threshold, for a scale-free configuration model network,
where kmin = 1 and kmax = 100. The analytical results are found to
be in excellent agreement with the results of computer simulations
(circles), performed for networks of N = 4 × 104 nodes. The mean
degree 〈K〉 = c of the whole network (dashed line) is also shown for
comparison.
VII. PERCOLATION ON THE GIANT COMPONENT
Consider an ensemble of random networks of size N ,
with a given degree statistics, which can be characterized
by a degree distribution, P (k), degree-degree correlations,
and possibly higher-order correlations. The probability of a
random node to reside on the giant component is g, while the
probability of a random neighbor of a random node to reside
on the giant component is g˜. Thus, in the limit of N → ∞,
the size of the giant component is gN . Here we focus on
the subnetwork which consists of the giant component of the
primary network. Clearly, this network consists of a single
connected component. This property is reflected in the fact that
taking the complete degree statistics of the primary network
model and conditioning on its giant component the probability,
σ , that a random node will reside on the giant component must
satisfy σ = 1.
In what follows, we use generating functions to explore
how well the result of σ = 1 is reproduced, when degree
statistics conditioned on the giant component is used in
approximate ways. Following the classical percolation theory,
as summarized by Eq. (7), the probability σ satisfies
σ =
∑
k
P (k|1)[1 − (1 − σ˜ )k], (103)
whereP (k|1) is the degree distribution conditioned on the giant
component given by Eq. (14), and σ˜ is the probability that a
randomly chosen edge points to a node connected to the giant
component. Hence,
σ = 1
g
∑
k
P (k)[1 − (1 − g˜)k][1 − (1 − σ˜ )k], (104)
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FIG. 9. The assortativity coefficient r of the giant component of
a configuration model network with a power-law degree distribution,
with kmin = 1 and kmax = 100, as a function of the mean degree, c. The
analytical results (solid line) are found to be in very good agreement
with the results of computer simulations (circles), performed for
networks of N = 8 × 104 nodes. The negative values of r imply
that the giant component is disassortative, namely, high degree nodes
preferentially connect to low degree nodes and vice versa. As c is
increased, the giant component encompasses an increasing fraction
of the entire network, and r decays to zero.
which can also be written in the form
σ = 1
g
{1 − G0(1 − g˜) − G0(1 − σ˜ ) + G0[(1 − g˜)(1 − σ˜ )]}.
(105)
In order to utilize these equations, one should first calculate
σ˜ . This is done using an approximate self-consistency equation
for σ˜ . One can derive several variants for this equation, which
depend on the level of detail in which the degree-degree
correlations are taken into account. Below we present two such
variants. In the first variant we account only for the degree dis-
tribution,P (k|1), ignoring the degree-degree correlations. This
variant resembles the self-consistency equation [Eq. (6)]. In the
second variant we account for both the degree distribution and
the correlations between the degrees of adjacent nodes.
A. Configuration model approximation
We first consider the simplest approximation, in which the
degree-degree correlations are ignored. In this case, the giant
component is considered as a configuration model network
with the degree distribution P (k|1). In this approximation the
self-consistency equation for σ˜ is given by
1 − σ˜ =
∑
k
k
c1
P (k|1)(1 − σ˜ )k−1, (106)
where P (k|1) is given by Eq. (14) and c1 is given by Eq. (18).
This equation reflects the same reasoning as in Eq. (6).
Inserting P (k|1) and expressing the right hand side in terms of
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FIG. 10. The probability, σ , that a random node on the giant
component of an ER network will remain on the giant component
in approximate self-consistent formulations, as a function of c. The
results obtained by taking into account only the degree distribution,
P (k|1), are shown by a dashed line (blue), while the results obtained
by adding the degree-degree correlations are shown by a solid line
(black). It is found that the inclusion of degree-degree correlations
significantly improves the results, bringing them closer to the exact
result of σ = 1 for c > 1.
the generating functions, one obtains
1 − σ˜ = 1
1 − (1 − g˜)2 {G1(1 − σ˜ ) − (1 − g˜)
×G1[(1 − g˜)(1 − σ˜ )]}. (107)
B. Approximation using degree-degree correlations
Taking degree-degree correlations into account as encoded
in the degree distribution, P˜ (k|1), of random neighbors of
random nodes, given by Eq. (34), one obtains a self-consistency
equation of the form
1 − σ˜ =
∑
k
P˜ (k|1)(1 − σ˜ )k−1 (108)
or
1 − σ˜ = 1
g
{
(1 − p0)G1(1 − ρ˜)
− 1 − g − p0
1 − g˜ G1[(1 − g˜)(1 − σ˜ )]
}
. (109)
In Fig. 10 we present the fraction, σ , of nodes on the
giant component of an ER network which are accounted for
as giant component nodes by an approximate self-consistent
approach, as a function of the mean degree c. The results were
obtained from a simple self-consistent approach which takes
into account only the degree distribution P (k|1) (dashed line)
and a more complete approach which includes both the degree
distribution and degree-degree correlations (solid line). The
inclusion of degree-degree correlations significantly improves
the results, bringing them closer to the exact result of σ = 1
for c > 1. However, even with these correlation included
the probability σ is still determined to be lower than 1; the
discrepancy is largest at small c, though never larger than 12%.
Our results imply that additional correlations play a role in
keeping the giant component as a single connected component.
However, for small values of c the probabilityσ is still lower
than 1, which means that additional correlations play a role in
keeping the giant component as a connected component.
VIII. APPLICATIONS
In what follows, we present several results that exploit the
degree distributions and the joint degree distributions of higher
orders obtained in Sec. III. This analysis elucidates both the
power and limitations of this approach.
A. Distribution of shortest path lengths on the giant component
Consider a random node, i, in an ER network ofN nodes and
mean degree c = (N − 1)p. The remaining N − 1 nodes are
organized in shells, such that the th shell consists of the nodes
which are at a distance  from the central node, i. The number
of nodes in the th shell is denoted by n, where n0 = 1. The
total number of nodes in the ( + 1)th shell and all the outer
shells beyond it is given by N =
∑∞
′=+1 n. Therefore, the
number of nodes in the th shell can be expressed by n =
N−1 − N. The approach we now present for the calculation
of the DSPL is called the random shells approach (RSA)
[31]. Within this approach n satisfies the recursion equation
n+1 = N−1[1 − (1 − p)n ], which can also be written in the
form N+1 = N(1 − p)N−1−N , where N0 = N − 1 and N1 =
(N − 1)(1 − p). We denote the probability that the shortest
path length from node i to another random node in the network
is larger than  by P (L > ). This probability is given by
P (L > ) = N/(N − 1). Using this relation one obtains a
recursion equation for the DSPL, which is expressed in the
form of a tail distribution. It is given by
P (L >  + 1) = P (L > )(1 − p)(N−1)[P (L>−1)−P (L>)],
(110)
where P (L > 0) = 1 and P (L > 1) = 1 − p. It is worth
mentioning that the DSPL of an ER network can also be
obtained using the random paths approach, which is based on
the shortest paths between pairs of nodes rather than the shells
around a single node [31]. The latter approach was extended
to the case of configuration model networks [32,33].
In the following, we will make an attempt at improving this
approach based on the results derived for the giant component.
In the classical RSA theory the reference node i is considered
as a “typical” node in the spirit of mean-field theory, and its
degree is assumed to be equal to the mean degree, c. In practice,
the degree of a random reference node is drawn from the degree
distribution P (k). Moreover, the degree of the reference node,
i, has a strong effect on the shell structure around it. To account
for this effect, we consider the shell structure around a node i
of a given degree k0. In this case, P (L = 1|k0) = k0/(N − 1)
and P (L > 1|k0) = 1 − k0/(N − 1). The recursion equations
take the form
P (L >  + 1|k0) = P (L > |k0)
(
1 − c
N − 1
)(N−1)P (L=|k0)
(111)
and
P (L =  + 1|k0) = P (L > |k0) − P (L >  + 1|k0).
(112)
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Note that in the case that i is an isolated node, namely,
k0 = 0, one obtains P (L > |k0 = 0) = 1 for any values of .
The DSPL is then assembled from these conditional probabil-
ities, with suitable weights, according to
P (L > ) =
∞∑
k0=0
P (k0)P (L > |k0) (113)
where
P (k0) = e
−cck0
k0!
(114)
is the Poisson distribution. Separating the case of k0 = 0 we
obtain
P (L > ) = e−c +
∞∑
k0=1
e−cck0
k0!
P (L > |k0). (115)
Since the analysis leading to Eq. (115) takes into account
the effect of the degree, k0, of the reference node, i, on the
shell structure around it, this approach is referred to as the
kRSA approach. We will now focus on the asymptotic tail of
P (L > ), which accounts for the fraction of nodes which are
infinitely far away from i. On a finite network, the asymptotic
value is given by P (L > N − 1). In this analysis we need to
distinguish between the case in which i resides on the giant
component and the case in which it resides on one of the finite
components. In the case that i is chosen randomly, without
conditioning on its degree, the probability that it resides on the
giant component is P ( = 1) = g and the probability that it
resides on one of the finite components is P ( = 0) = 1 − g.
The degree distribution of nodes on the giant component is
given by Eq. (52), while the degree distribution of nodes which
reside on one of the finite components is
P (k|0) = e−c(1−g) [c(1 − g)]
k
k!
. (116)
For a node that resides on one of the finite components, we
can approximate the DSPL by P (L > | = 0) = 1 for all
values of  > 0. This is an excellent approximation because
the vast majority of pairs of nodes which are not on the giant
component are not connected, since they do not belong to the
same component at all. More precisely, the probability that
they are connected scales as 1/N and is hence negligible in the
large network size limit. Under this assumption,
P (L > ) = P ( = 0)P (L > | = 0)
+P ( = 1)
∞∑
k0=0
P (k0|1)P (L > |k0), (117)
or, more explicitly,
P (L > ) = (1−g) +
∞∑
k0=0
e−cck0
k0!
× [1 − ecg(1 − g)k0+1]P (L > |k0). (118)
The analysis leading to Eq. (118) takes into account the
distinction between reference nodes which reside on the giant
component (with probability g) and those which reside on
the nongiant component (with probability 1 − g), respectively.
This analysis is thus referred to as the kgRSA approach.
To obtain the asymptotic value P∞ = P (d > N − 1), we
insert in Eq. (118) the identity P (L > N − 1|k0) = 1 − g for
all values of k0, since the (1 − g)N nodes which are not on
the giant component are always beyond reach. In this case, the
sum over the degree distribution in Eq. (118) is equal to g.
Therefore,
P∞ = (1 − g) + g(1 − g) = 1 − g2, (119)
which coincides with the known exact result, namely, with the
probability that two random nodes do not reside simultane-
ously on the giant component.
In Fig. 11 we present analytical results (dotted, dashed,
and solid lines) and simulation results (circles) for the tail
distribution P (L > ) of an ER network of N = 1000 nodes
with c = 2 (a), 2.5 (b), and 3 (c). The RSA results (dotted lines),
obtained from Eq. (110), are accurate for small distances but
greatly underestimate the tail distribution for large distances.
The kRSA results (dashed lines), obtained from Eq. (115),
account for the degree of the central node and whether this
node belongs (or not) to the giant component. This approach
provides a significant improvement, but the resulting proba-
bilities are still lower than the results of the simulations. The
kgRSA results (solid lines), obtained from Eq. (118), account
for the degree of the central node and are summed up using
P (k|1). These results are found to be in very good agreement
with the simulation results (circles), and coincide with the tail
exactly.
B. The spectra of the giant component
In this section we present an example of a problem in
which the knowledge of the degree distributions on the giant
component, P (k|1) and P˜ (k|1), enables one to utilize a known
formalism developed for the entire network, for the analysis
of the giant component alone. There are many problems in
which this approach can be applied, by replacing the degree
distributions of the entire network, P (k) and P˜ (k), by the
corresponding degree distributions conditioned on the giant
component, P (k|1) and P˜ (k|1), in the equations which provide
the desired properties.
The specific example we consider involves the calculation
of the spectra of the adjacency matrices of configuration model
networks, using methods of random matrix theory [42,43].
The methodology for studying the spectrum of the adjacency
matrix, A, of an entire network was developed in Refs. [18,44].
It is based on a representation of the spectral density of a matrix
A in terms of the trace of its resolvent,
ρ(λ) = 1
πN
lim
→0+
ImTr(λI − A)−1, (120)
where I is the identity matrix and λ = λ − i. In fact,
Eq. (120) is an example of the Stieltjes-Peron inversion formula
[45]. Edwards and Jones [46] expressed the trace of the
resolvent in terms of a sum over single-site variances,
ρ(λ) = 1
πN
Re
∑
i
〈
u2i
〉
, (121)
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FIG. 11. Analytical results (dotted, dashed, and solid lines) and
simulation results (circles) for the tail distribution of the shortest
path lengths, P (L > ), of an ER network of N = 1000 nodes with
c = 2 (a), 2.5 (b), and 3 (c). The RSA results (dotted lines), obtained
from Eq. (110), are accurate for small distances but greatly underesti-
mate the tail distribution for large distances. The kRSA results (dashed
lines), obtained from Eq. (115), which applies the overall degree
distribution P (k), provide a significant improvement, but are still too
low. The kgRSA results (solid lines), obtained from Eq. (118), which
takes into account the degree distribution on the giant component,
P (k|1), are found to be in very good agreement with the simulation
results (circles).
of the complex Gaussian measure
p(u) = 1
Z
eiH (u), (122)
in which H (u) is given by the quadratic form
H (u) = 1
2
∑
i,j
(λδij − Aij )uiuj . (123)
The formalism of Refs. [18,44,47] enables one to express
the ensemble average of ρ(λ) in terms of the distribution
π (ω) of so-called inverse single-cavity variances correspond-
ing to the multivariate complex Gaussian (122). It takes the
form
ρ(λ) = 1
π
Re
∑
k0
P (k)
∫ k∏
ν=1
dπ (ων) 1
iλ +
∑k
ν=1
1
ων
.
(124)
The distribution π (ω) of inverse single-cavity variances is
determined as the solution of the self-consistency equation
π (ω) =
∑
k1
P˜ (k)
∫ k−1∏
ν=1
dπ (ων)δ
(
ω − iλ −
k−1∑
ν=1
1
ων
)
.
(125)
In this paper we adapt the ensemble averaging step in the
formalism reviewed above to reflect the degree distributions
and degree-degree correlations on the giant component. This
amounts to replacingP (k) in Eq. (124) byP (k|1) and replacing
P˜ (k) in Eq. (125) by P˜ (k|1) [Eq. (34)]. We apply this approach
to the calculation of the spectrum of the adjacency matrices,
conditioned on the giant component, for an ensemble of ER
networks with c = 2 in the large N limit. In Fig. 12 we
present the resulting spectrum (solid line), compared with
an approximation that takes degree-degree correlations at the
level of Eq. (34) into account (dashed line). The approximate
description does not exclude the existence of finite components
(as seen in Sec. VII B), and so has more weight in localized
states with support on finite components (represented by δ
peaks). We also show separately the exact spectrum calculated
using the approach of Ref. [47], demonstrating that the exact
spectrum of the giant component also exhibits a number of
localized states (corresponding to subgraph configurations
with Z2 symmetry).
C. Epidemic spreading on the giant component
One of the most important dynamical processes taking place
on networks is the spreading or propagation of infections,
information, and opinions. To discuss processes of epidemic
spreading on a network, let us first define the possible states
of a node as susceptible (S), infected (I), or recovered (R)
[26–28]. The transitions between these states include, for
example, S → I, where a susceptible node becomes infected
due to the interaction with an infected neighbor. In the
susceptible-infected-susceptible model, the infected node later
recovers and returns to the S state, while in the susceptible-
infected-recovered (SIR) model the infected node recovers
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FIG. 12. (a) The spectrum of the adjacency matrix of the giant
component of an ER network of mean degree c = 2 (red solid
line), compared with an approximation that takes degree-degree
correlations at the level of Eq. (39) into account (green dashed line).
The approximate description does not exclude the existence of finite
components (as can be seen in Fig. 10), and so has more weight in
localized states with support on finite components (represented by
δ peaks in the spectrum). (b) The exact spectrum shown separately,
demonstrating that the exact spectrum of the giant component also
exhibits a number of localized states (corresponding to subgraph
configurations with Z2 symmetry).
and becomes immune to further infections. The classical epi-
demic models have been studied extensively, leading to many
insights and applications such as assessment of vaccination
Strategies.
The infection is considered as a stochastic process, starting
from a random infected node, and propagates through the
network. Each infected node infects each of its neighbors with
probability ρ. In each instance of this process, the number of
infected nodes exhibits temporal fluctuations until the infection
dies out. The statistical properties of the infections depend
on the network structure and on the parameter ρ. The long
term dynamics of an SIR model on a network can be mapped
into a bond percolation problem on the network [26]. The
percolation problem involves a random deletion of edges, such
that each edge in the network is maintained with probability ρ
and deleted with probability 1 − ρ. Within this construction,
the probability, σ , of a random node in a configuration model
network to remain on the giant component corresponds to the
fraction of the individuals which have become infected. This
fraction is given by
σ = 1 −
∞∑
k=0
P (k)(1 − ρσ˜ )k = 1 − G0(1 − ρσ˜ ), (126)
where σ˜ is the probability that a random neighbor of a random
node is a part of the giant component, which satisfies the self-
consistency equation
σ˜ = 1 −
∑
k
k
c
P (k)(1 − ρσ˜ )k−1 = 1 − G1(1 − ρσ˜ ). (127)
These equations closely resemble those used to identify
the fraction of nodes in the giant component of the primary
network discussed above in Sec. VII. We can now apply
some of the heuristics developed in this paper to recover
aspects of heterogeneity in the percolation problem on random
networks that were recently described in Ref. [48], without
having to apply the message passing and population dynamics
techniques used in that paper.
As in Sec. VII we rewrite the equation for σ in a manner
that allows us to explore its probabilistic content, by iteratively
inserting the self-consistency equation (127) for σ˜ . In order to
achieve more compact versions for the resulting expression
we choose to rewrite Eq. (127) as an equation for the variable
˜h ≡ 1 − ρσ˜ , giving
˜h = 1 − ρ[1 − G1( ˜h)] =
∑
k
k
c
P (k)[1 − ρ(1 − ˜hk−1)].
(128)
To first order, we obtain
σ =
∞∑
k=0
P (k)(1 − ˜hk). (129)
Replacing ˜h in Eq. (129) by the right hand side of Eq. (128),
we obtain
σ =
∑
k;{kμ}
P (k)
k∏
μ=1
kμ
c
P (kμ)
⎧⎨⎩1 −
k∏
μ=1
[1 − ρ(1 − ˜hkμ−1)]
⎫⎬⎭.
(130)
Repeating this procedure once again we obtain
σ =
∑
k;{kμ};{kμν }
P (k)
k∏
μ=1
kμ
c
P (kμ)
kμ−1∏
ν=1
kμν
c
P (kμν)
×
⎡⎣1 − k∏
μ=1
⎛⎝1 − ρ
⎧⎨⎩1−
kμ−1∏
ν=1
[1−ρ(1− ˜hkμν−1)]
⎫⎬⎭
⎞⎠⎤⎦,
(131)
and so on. Following the reasoning of Sec. IV we can use
these equations to identify a string of conditional probabilities
of infection of a node, given its degree and the degree
configurations of its first and second coordination shells, and
of further configuration shells if the above iterative process
were indeed continued.
Interestingly, these results allow us to obtain increasingly
accurate approximations of the full probability density function
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FIG. 13. Approximate evaluations of the heterogeneous infection probabilities π2(σ ), π3(σ ), and π4(σ ) (top to bottom) represented by green
dashed histograms, for an ER network with c = 2 (left column) and a configuration model network (right column) with a power-law degree
distribution of the form P (k) ∼ k−γ with γ = 3 and kmin = 2, also referred to as a scale-free (SF) network. Also shown in each panel is the
full distribution π (σ ) (black solid line) obtained using a population dynamics approach to solving the self-consistency equations arising in this
problem. While the low-order approximations are reasonable at the large σ end, higher order approximations taking degree configurations of
higher order coordination shells into account are needed to improve accuracy at the small σ end of the probability distribution function.
π (σ ) of the heterogeneous infection/percolation probabilities defined and evaluated in Ref. [48]. In particular, with reference to
Eqs. (129)–(131), we define approximations of increasing orders for π (σ ), starting from the lowest-order expression ofthe form
π0(σ ) =
∑
k
P (k) δ[σ − (1 − ˜hk)]. (132)
Replacing ˜h in Eq. (132) by the right hand side of Eq. (128), we obtain
π1(σ ) =
∑
k;{kμ}
P (k)
k∏
μ=1
kμ
c
P (kμ)δ
⎛⎝σ −
⎧⎨⎩1 −
k∏
μ=1
[1 − ρ(1 − ˜hkμ−1)]
⎫⎬⎭
⎞⎠. (133)
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Repeating this procedure once more we obtain
π2(σ ) =
∑
k;{kμ};{kμν }
P (k)
k∏
μ=1
kμ
c
P (kμ)
kμ−1∏
ν=1
kμν
c
P (kμν)δ
⎧⎨⎩σ −
⎡⎣1 − k∏
μ=1
⎛⎝1 − ρ
⎧⎨⎩1 −
kμ−1∏
ν=1
[1 − ρ(1 − ˜hkμν−1)]
⎫⎬⎭
⎞⎠⎤⎦⎫⎬⎭, (134)
and so on. We note that each of these approximate prob-
ability density functions of the heterogeneous percolation
probabilities reproduces the same (exact) average percolation
probability σ , as can easily be checked by evaluating the
averages, and using the iterated expressions of Eqs. (129)–
(131) for σ .
In Fig. 13 we show evaluations of π2(σ ), π3(σ ), and π4(σ )
for an ER network with mean degree of c = 2, with transmis-
sion probability (bond occupation probability) ρ = 0.75, and
for a scale-free graph with P (k) ∼ k−3 and kmin = 2, with a
transmission probability ρ = 0.5. From the full distribution
π (σ ) and in particular from its deconvolution according to
the degrees of the central node, one can conclude that long
dangling chain configurations (with few side-branches) are
mainly responsible for the small-σ features of π (σ ), and to
describe sufficiently long chains of this type one would have
to include higher-order coordination shells in the analysis. But
the trend towards a reasonably precise description of π (σ )
using these low-order approximations is clearly visible. Given
that the present approach is clearly both conceptually and
computationally “low-tech” compared with the full theory
exploited in Ref. [48], the present low-order approximation
manages to accurately reproduce a considerable amount of
detail of these highly nontrivial distributions. For the purpose
of the evaluation of the approximations, we used sampling
from randomly generated degree configurations up to the
highest-order configuration shell involved rather than a full
evaluation of the sums appearing in Eqs. (132)–(134), as well
as the equations for π3(σ ) and π4(σ ), which are not displayed
above.
IX. SUMMARY AND DISCUSSION
We have studied the microstructures of the giant component
and the finite components of configuration model networks. We
found that the finite components form a subpercolating con-
figuration model network with a modified degree distribution.
In particular, the degree distribution of the finite components
is simply an exponentially attenuated version of the original
degree distribution of the network [Eq. (16)]. We recovered the
known result for the self-duality of the ER network [11,13].
This self-duality means that the finite components of an ER
network with c > 1 form a subpercolating ER network with
mean degree c0 = (1 − g)c < 1. Moreover, we extended this
result to a broad class of configuration model networks. This
includes the configuration model with an exponential degree
distribution and the configuration model with a power-law
degree distribution and an exponential cutoff.
In contrast, we found that the giant component of a con-
figuration model network is not itself a configuration model
network. In fact, it exhibits degree-degree correlations to all or-
ders, as exemplified by our analysis of the percolation problem
on the giant component, the spectrum of the giant component,
and the DSPL on the giant component. We presented analytical
results for the degree distribution on the giant component as
well as the joint degree distribution of pairs of adjacent nodes.
Furthermore, we provided a methodology for the derivation
of the joint degree distribution of a random node together
with several shells around it. We derived an expression for the
assortativity coefficient of the giant component. Interestingly,
the giant component was found to be disassortative, namely,
high degree nodes tend to connect preferentially to low degree
nodes. This can be understood intuitively due to the fact
that disassortativity helps to maintain the integrity of the
giant component. In contrast, the segregation between high
degree nodes and low degree nodes would fragment the giant
component into small pieces. In general, we found that as the
network approaches the percolation transition from above and
the giant component decreases in size its structure becomes
more distinct from the structure of the overall network. In
particular, the degree distribution deviates more strongly from
the overall degree distribution, the degree-degree correlations
become stronger, and the assortativity coefficient becomes
more negative.
The results presented in this paper have broad implications
for dynamical processes on configuration model networks. For
example, epidemic processes are most consequential when
they occur on the giant component. If an epidemic starts on a
node which resides on a finite component it quickly terminates
after infecting a small, nonextensive, number of nodes. In
contrast, an epidemic which starts on a node which resides
on the giant component endangers a significant fraction of
the entire network. Therefore, the quantities of interest in
the context of epidemics (as well as many other dynamical
processes) are those that characterize the giant component
rather than the overall network. The examples discussed in this
paper demonstrate the difference between the properties which
are conditioned on the giant component and the corresponding
properties of the entire network.
Our results for the degree distribution and the degree-degree
correlations on the giant component provide a practical and
straightforward way to calculate the properties of many dy-
namical processes conditioned on the giant component. Such
processes include information spreading, search processes,
network attacks, and random walks. This can be done by
utilizing existing theoretical formulations which were derived
for configuration model networks and replacing the degree
distribution of the overall network by the degree distribution
conditioned on the giant component. A more complete for-
mulation can be obtained by incorporating joint degree dis-
tributions, which capture the degree-degree correlations. The
examples discussed in this paper show that adapting existing
theoretical formulations to account for the special properties
of the giant component provides better approximations than
those obtained using the corresponding properties of the overall
network.
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