Abstract. A cluster automorphism is a Z-algebra automorphism of a cluster algebra A satisfying that it sends a cluster to another and commutes with mutations. Chang and Schiffler conjectured that a cluster automorphism of A is just a Z-algebra homomorphism of a cluster algebra sending a cluster to another. The aim of this article is to prove this conjecture.
Preliminaries
In this section, we recall basic concepts and important properties of cluster algebras. In this paper, we focus on cluster algebras without coefficients (that is, with trivial coefficients). For a positive integer n, we will always denote by [1, n] the set {1, 2, . . . , n}.
Recall that B is said to be skew-symmetrizable if there exists an positive diagonal integer matrix D such that BD is skew-symmetric.
Fix an ambient field F = Q(u 1 , u 2 , . . . , u n ). A labeled seed is a pair (x, B), where x is an n-tuple of free generators of F , and B is an n × n skew-symmetrizable integer matrix. For k ∈ [1, n], we can define another pair (x ′ , B ′ ) = µ k (x, B), where
where
is called the mutation of (x, B) at k.
We also denote B ′ = µ k (B).
It can be seen that (x ′ , B ′ ) is also a labeled seed and µ k is an involution.
Let (x, B) be a labeled seed. x is called a labeled cluster, elements in x are called cluster variables, and B is called an exchange matrix. The unlabeled seeds are obtained by identifying labeled seeds that differ from each other by simultaneous permutations of the components in x, and of the rows and columns of B. We will refer to unlabeled seeds and unlabeled clusters simply as seeds and clusters respectively, when there is no risk of confusion.
(1) J k denotes the diagonal n × n matrix whose diagonal entries are all 1 ′ s, except for −1 in the k-th position; (2) E k is the n × n matrix whose only nonzero entries are e ik = [−b ik ] + ; (3) F k is the n × n matrix whose only nonzero entries are
(1) Two labeled seeds (x, B) and (x ′ , B ′ ) are said to be mutation equivalent if (x ′ , B ′ ) can be obtained from (x, B) by a sequence of mutations;
(2) Let T n be an n-regular tree and valencies emitting from each vertex are labelled by 1, 2, . . . , n.
A cluster pattern is an n-regular tree T n such that for each vertex t ∈ T n , there is a labeled seed Σ t = (x t , B t ) and for each edge labelled by k, two labeled seeds in the endpoints are obtained from each other by seed mutation at k. We always write
The cluster algebra A = A(x t0 , B t0 ) associated with the initial seed (x t0 , B t0 ) is a Z-subalgebra of F generated by cluster variables appeared in T n (x t0 , B t0 ), where T n (x t0 , B t0 ) is the cluster pattern with (x t0 , B t0 ) lying in the vertex t 0 ∈ T n . Theorem 2.3 (Laurent phenomenon and positivity [11, 15, 12] ). Let A = A(x t0 , B t0 ) be the cluster algebra. Then each cluster variable
The proof of main result
In this section, we will give our main result, which affirms the Conjecture 1.2.
Lemma 3.1. Let 0 = B be a skew-symmetrizable integer matrix. If B ′ is obtained from B by a sequence of mutations and B = aB ′ for some a ∈ Z, then a = ±1 and B = ±B ′ .
Proof. Since B ′ is obtained from B by a sequence of mutations, there exist integer matrices E and
where s ≥ 0. Thus
Assume by contradiction that a = ±1, then when s is large enough, and thus B = ±B ′ .
A square matrix A is decomposable if there exists a permutation matrix P such that P AP T is a block-diagonal matrix, and indecomposable otherwise. By the definition of mutation, we know that D is also a skew-symmetrizer of µ k (B), k = 1, · · · , n. Since B ′ is obtained from B by a sequence of mutations, we get that D is a skew-symmetrizer of B ′ . Namely, we have that both B ′ D and BD = (B ′ D)A are skew-symmetric. Since 0 = B is indecomposable, we must have a 1 = · · · = a n . So A = aI n for some a ∈ Z, and B = aB ′ . Then by Lemma 3.1, we can get A = ±I n and B = ±B ′ .
where each B i is a nonzero indecomposable skew-symmetrizable matrix of size n i × n i . If B ′ is obtained from B by a sequence of mutations and B = B ′ A for some integer diagonal matrix A = diag(a 1 , · · · , a n ), then a j = ±1 for j = 1, · · · , n.
Proof. By the definition of mutation, we know that B ′ has the form of B ′ = diag(B 
Proof. After permutating the rows and columns of B, it can be written as a block-diagonal matrix as follows.
where B 1 is an n 1 × n 1 zero matrix and B j is nonzero indecomposable skew-symmetrizable matrix of size n j × n j for j = 2, · · · , s.
Without loss of generality, we assume that f (x i ) = z i for 1 ≤ i ≤ n. Let x ′ k and z ′ k be the new obtained variables in µ k (x, B) and µ k (z, B ′ ). So we have
, and
Note that the above expression is the expansion of f (x ′ k ) with respect to the cluster µ k (z). By
Since both
is not divided by any z i , we actually
Namely, we have B = B ′ A, where A = diag(a 1 , · · · , a n ). Note that B has the form of
where B 1 is a n 1 × n 1 zero matrix and B j is nonzero indecomposable skew-symmetrizable matrix of size n j × n j for j = 2, · · · , s. Applying Lemma 3.3 to the skew-symmetrizable matrix diag(B 2 , · · · , B s ), we can get a j = ±1 for n 1 + 1, · · · , n. Since the first n 1 column vectors of both B and B ′ are zero vectors, we can just take a 1 = · · · = a n1 = 1. So for each k, we have a k = ±1 
