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SUMMARY
High-dimensional statistics is one of the most active research topics in modern
statistics. It also has applications in many fields, such as computer science, biology
and economics. Recent advancements in computer technology enable large volumes
of data to be collected and stored relatively easily. Combining this with the advance-
ments in processing and analytical capabilities of computers, we see an even faster
growth in research and technology, making our daily lives much easier than ever be-
fore. At the same time, the complexity of data both in size and structure brings new
challenges to statisticians, to be able to differentiate useful information from noise in
an efficient and accurate manner.
A common problem in high-dimensional statistics is when the number of covariates
exceeds the sample size. Most classical approaches would either be inapplicable or
produce unsatisfactory results in such problems., although extensive research efforts
have been made to overcome these difficulties. One of the more popular approaches
to tackle the lack of degrees of freedom is to introduce additional assumptions on the
data structure to reduce model complexity, such as sparsity of coefficients for linear
regression models and sparsity of inverse covariance matrix for Gaussian graphical
models. It is shown that under certain assumptions and with proper regularization
on the parameters we can obtain reasonably good estimates for these models even if
the sample size is limited. However, it is still unclear how to justify these assumptions
in certain scenarios.
The purpose of this thesis is to narrow the gap between theory and practice in the field
of high-dimensional statistics by studying some of the more widely adopted assump-
tions in literature and by introducing new testing procedures. To be more specific, we
ix
will cover l1-regularized estimations for time series and testing for the sparse Gaussian
graphical model.
In the first chapter we explore the applications of l1-regularized regression methods
for Gaussian vector autoregressive processes. We decompose the classical regression
model into smaller submodels and obtain sparse solutions by applying l1-penalties.
We show that under mild conditions the design matrices corresponding to the sub-
models are actually generated from some α-mixing processes. Therefore, a more
general problem is to study the performance of the l1-regularized methods for a linear
model with a random design matrix that is generated by an α-mixing Gaussian pro-
cess with exponential decay rate. Our main result verifies the restricted eigenvalue
assumption for the mixing random design based on the generic chaining technique,
and derives the lp error bound for the Lasso and Dantzig selectors. We also study
the sufficient conditions for a VAR(p) model to guarantee a tight error bound of the
solutions and discuss how to select the order of the model. Finally, we illustrate the
variable selection and estimation performance of Lasso by several sets of simulation.
In the second chapter, we propose a new statistic to test the decomposable structure
of a Gaussian graphical model in the high-dimensional setting. It is based on the
eigenvalues of the sample covariance matrix. In the case when the null hypothesis
corresponds to a group independence structure, we derive the asymptotic distribu-
tion of the proposed statistic and show that it is invariant under non-singular linear
transformations within each group. When testing an arbitrary decomposable struc-
ture, a simple asymptotic distribution of the statistic is not available. We suggest
a simulation-based method to approximate the null distribution and calculate the
corresponding p value. We also study the computational complexity of the proposed
methods and give some suggestions on how to improve the performance. In the last
section, We give some numerical results including both simulation and an empirical
example to study the proposed testing procedure in different scenarios.
x
CHAPTER I
RESTRICTED EIGENVALUE PROPERTIES FOR
VECTOR AUTOREGRESSIVE PROCESSES
1.1 Introduction
High-dimensional data, with the number of features p comparable to or even exceeding
the sample size n, brings new opportunities as well as challenges. Many applications
in fields such as economics, computational biology and geology involve parameter
estimation for high-dimensional time series [43, 63, 80, 48]. Yet the performance of
their method is unclear. As shown in [69, 29], a common approach to modeling linear
stationary processes is based on an autoregressive (AR) model. In classical setting,
where n→∞ and p < n is fixed, we can easily obtain an ordinary least squares esti-
mation [46]. However, this method fails in a high-dimensional setting. For example,
the design matrix in a linear regression model for the AR process is degenerated when
p > n and standard least squares estimate is not available. Even if p < n, with a large
number of predictors, the classical solution would be highly vulnerable to collinearity
between the predictors and overfitting.
In recent literature, many regularization approaches based on an assumption of spar-
sity have been proposed to overcome the curse of dimensionality. To name a few, [75]
proposed a least absolute shrinkage and selection operator (Lasso) for linear regression
to simultaneously select significant variables and estimate coefficients. [23] proposed
a smoothly clipped absolute deviation penalty on the loss function to achieve nearly
unbiasedness when estimating large parameters. [14] introduced the Dantzig selector,
which selects solutions with the least l1 norm of weights among candidate solutions
that have small losses. [11] applied nonnegative garrote procedure to shrink OLS
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estimates and reduce prediction error.
Among these methods, the Lasso type regularization is arguably the most popular
one due to its computational efficiency and flexibility [76]. [22] introduced the LARS
algorithm to compute the solution path of a LASSO regression. [28] proposed the
coordinate descent algorithm which was further studied in [26, 27] for efficient com-
putation with large p. There are many Lasso generalizations and variants developed
recently such as group Lasso, elastic net, adaptive Lasso, graphical Lasso, fused Lasso
and matrix completion [86, 91, 77, 90, 25, 85, 16].
Some researchers have studied Lasso type regularization for parameter estimation and
selection in time series. [82] discussed a linear regression model with autoregressive
errors. [57] studied the AR model and obtained selection and estimation consistency
but with strong assumptions like p = O(log n) and an incoherence condition [81] that
is difficult to validate. [70] studied large vector autoregressive (VAR) models with
both dimensionality and number of lags going to infinity while sample size remains
moderate. However, it was also based on the restricted eigenvalue (RE) assumption
introduced in [9]. [32] proposed a subset selection method for vector autoregressive
processes. But its theoretical performance is unknown. See [74, 49, 59, 36, 4, 84]
for more references. Although the Lasso type method is widely used in time series
studies, we still need to establish a better theory to justify it. A deep understanding
of its connection with time series would be beneficial to future research.
The conditions required for the success of l1-based relaxation are well-developed. For
noiseless models, a restricted nullspace property was proposed in [20] for exact signal
recovery of the basis pursuit algorithm in compressed sensing. In the noisy cases, an
non-exhaustive list includes the restricted isometry property (RIP) [15], the incoher-
ence condition [21], the RE assumption [9] and the irrepresentable condition [87]. For
more references discussing the consistency of Lasso type methods, see [51, 78]. There
are also studies on what kind of design matrices satisfy these conditions. [53, 1, 66]
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showed that RIP holds with high probability for sub-Gaussian and sub-exponential
random matrices with i.i.d. entries and for random matrices from unitary ensembles
with moderate sample size. However, for general regression problems we can hardly
assume that the design matrices have i.i.d. entries or that they are from unitary en-
sembles. A weaker assumption such as the RE assumption - instead of the RIP - is
more suitable when we do not have control over the design matrix. [65] studied the
RE assumption for correlated Gaussian designs and gave inspiring result that RE as-
sumption is satisfied for a broad class of random matrices. [89] relaxed the Gaussian
assumption and extended RE assumption to sub-Gaussian random matrices. But
they still assumed that the rows are i.i.d. which is generally not applicable to time
series design.
In this chapter, we focus on the parameter estimation for an autoregressive process
in a high-dimensional setting and study the RE assumption in a α-mixing scenario.
The chapter is organized as follows: In Section 1.2, we give some basic introductions
on the VAR(p) model. Section 1.3 introduces regularized modeling and RE assump-
tions. Section 1.4 presents our main theorem on the RE assumption for an α-mixing
Gaussian process. In Section 1.5 we study the convergence for the Lasso and Dantzig
selector. Section 1.6 discusses the α-mixing property for the VAR(p) model. Section
1.7 focuses on the property of the population covariance of the design matrix. In
Section 1.8 we discuss how to select the order of the VAR(p) model. Finally, we
give some illustrative numerical results in Section 1.9 to show the performance of the
proposed estimators.
1.2 Vector Autoregressive Processes
Instead of a univariate autoregressive model, we consider a more general VAR(p)
model
yt = A1yt−1 + · · ·+ Apyt−p + ut, t = 0,±1,±2, . . . , . (1)
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Here we follow the notation in [46]. yt = (y1t, . . . , yKt)
′ is a random vector. Each Ai is
a fixed K-dimensional coefficient matrix, ut = (u1t, . . . , uKt)
′ is a white noise process,
that is, ut satisfies the following conditions:
E(ui) = 0, E(uiu′i) = Σu, E(uiu′j) = 0, (2)
for any i 6= j. Without loss of generality, we assume that E(yt) = 0 for all t and drop
the intercept in the model.
We make some more assumptions on the VAR(p) model that are essential to our
analysis as follows:
Assumption 1.2.1 All roots of the reverse characteristic polynomial of the VAR(p)
process are outside the complex unit circle, i.e., for |z| ≤ 1,
det(IK − A1z − · · · − Apzp) 6= 0. (3)
Assumption 1.2.2 ut is Gaussian white noise, i.e., in addition to the definition of
a white noise process, ut also follows the multivariate normal distribution N(0,Σu)
for all t.
Assumption (1.2.1) is a widely used stability condition that ensures the convergence
of the infinite sum of innovations. Assumption (1.2.2) ensures that yt is a Gaussian
process.
Now suppose we have a multiple time series y−p+1, . . . , y0, y1, . . . , yT that is generated
by this process. Similarly to the notation in [46], we define
Y := (yT , . . . , y1), A := (A1, . . . , Ap), U := (uT , . . . , u1), (4)
Zt := (y
′
t, . . . , y
′
t−p+1)
′, Z := (ZT−1, . . . , Z0). (5)
Model (1) can be formulated as a linear regression problem:
Y = AZ + U. (6)
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Define
y := vec(Y ), β := vec(A), u := vec(U), (7)
where vec is the column stack operator, a least squares estimation for the entries of
A1, . . . , Ap, or β, can be obtained by
β̂ = ((ZZ ′)−1Z ⊗ IK)y. (8)
where ⊗ is the Kronecker product. Notice that the least squares estimator does not
depend on Σu.
Based on (8), we can see that it is equivalent to estimate coefficient matrix A row by




i where i = 1, . . . , K,
the submodels can be written as
ỹi = Z
′β̃i + ũi, i = 1, . . . , K. (9)
The estimation for A is simply [
ˆ̃






′)−1Zỹi, i = 1, . . . , K. (10)
From equation (10) we can see that the coefficients of submodels (9) can be estimated
in the classical low-dimensional setting as if the design matrix Z ′ is independent of
the innovations ũi and ũi ∼ N(0, σ̃2IT ) for some σ̃ > 0. In the following sections, we
will focus on model (9) and discuss its property.
1.3 Regularized autoregressive modeling
Under the previous assumptions (1.2.1) and (1.2.2), if p and K remain fixed while
T goes to infinity, it can be shown that we have both asymptotic normality and
consistency for the LS estimator (8) of the VAR(p) model (1) and hence the estimators
(10) of the submodels (9) [46]. However, in a high-dimensional setting where sample
size is limited and Kp  T , the classical regression approach will fail due to the
degeneration of the design matrix Z ′.
5
In order to estimate β̃i, one of the most widely-adopted assumptions is the sparsity
of β̃i. If ‖β̃i‖0 ≤ s for i = 1, . . . , K where ‖ · ‖0 is the l0 norm operator and s is small
compared to Kp and T , it is still possible for us to find a solution that reasonably
approximates the true coefficients. A natural formulation of the optimization problem
associated with the sparsity assumption for (9) is
arg min
β̃i∈RKp
‖ỹi − Z ′β̃i‖22 s.t. ‖β̃i‖0 ≤ s. (11)
However, this is a non-convex l0 optimization problem with combinatorial complexity
in computation that is not favorable in a high-dimensional setting. A more computa-
tionally friendly relaxation is to impose an l1 penalty on β̃i, which leads to the Lasso






‖ỹi − Z ′β̃i‖22 + λT‖β̃i‖1
}
. (12)
This is a convex optimization problem that can be solved in a fast and reliable manner.
We also consider the Dantzig selector proposed in [14], which shares similar properties




∥∥∥∥ 1T Z(ỹi − Z ′β̃i)
∥∥∥∥
∞
≤ λT . (13)
Even though exact recovery of β̃i is not possible due to the noise presented, it was
shown that if the design matrix Z ′ satisfies certain conditions and λT is properly
chosen, we can still control the error bounds of the l1 regularized methods. Let
uI ∈ R|I| denote the subvector of u ∈ Rp confined to I. We define the following
restricted eigenvalue (RE) assumption on the design matrix introduced in [9]:
Definition 1.3.1 (RE assumption for a n × p design matrix RE(s, k0, X)) There












where L(s, k0, X) is the restricted eigenvalue constant for the design matrix X.
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It is shown in [9] that the RE assumption is less severe than the restricted isometry
property (RIP) but still guarantees lp error bounds. As long as Z
′ satisfies the re-
stricted eigenvalue assumption RE(s, k0, X) with constant k0 ≥ 3 for the Lasso and
k0 ≥ 1 for the Dantzig selector, the l2 error ‖
ˆ̃





) with high probability. Therefore, given the underlying structure of Z ′,
we are interested in when Z ′ will satisfy the RE assumption and guarantee such an
error bound given the fact that there exists some correlation between the rows of Z ′.
Here we give another assumption which is useful in characterizing the structure of Z ′.
Definition 1.3.2 (RE assumption for a p×p population covariance matrixRE(s, k0,Σ))












where L(s, k0,Σ) is the restricted eigenvalue constant for the population covariance
matrix Σ.
1.4 RE assumption for an α-mixing Gaussian process
First, we need to introduce an α-mixing condition following the notations in [57]. Let
{Ψt} be a time series that is defined on a probability space (Ω,F ,P). Let F ji denote
the σ-field that is generated by part of the time series (Ψi, . . . ,Ψj), for −∞ ≤ i ≤
j ≤ ∞. Define
α(A1,A2) = sup
A1∈A1,A2∈A2
|P(A1 ∩ A2)− P(A1)P(A2)|. (16)
for any two σ-fields A1 and A2. We say that {Ψt} is α-mixing if the mixing coefficients




The α-mixing condition plays an important role in the analysis of weakly dependent
processes. Many results such as the central limit theorem or concentration of measure
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that base on the independent assumption have their counterparts for an α-mixing
process with exponential decay rate [88]. This inspires us to study a similar condition
that is essential to our results.
The following theorem is the main contribution of this chapter. It is mainly inspired
by [89] and extends their results by relaxing the independent rows assumption.
Theorem 1.4.1 Let 0 < θ < 1, 1 ≤ n ≤ p and 0 < s ≤ p/2. Let Ψ = (Ψ1,Ψ2, . . . ,Ψn)′
be an α-mixing Gaussian process with mixing coefficients α(n) ≤ cρn where c > 0 and
0 < ρ < 1 are constants and Ψi ∼ N(0, Ip) for 1 ≤ i ≤ n. Let Σ be a covariance





C∗ = (6 + 3k0)L(s, k0,Σ)
√
ρ(s,Σ). (19)
Let c′′, c′′′ be constants defined as in Corollary (A.1.7) which are positive and only





then we have RE(s, k0, X) holds with constant L(s, k0, X) satisfying




with probability at least 1− 4 exp(−c′′′θ2n).
See the appendix for the proof of Theorem (1.4.1). In fields such as time series
analysis, temporal correlation always exists and is an important factor in modeling.
This result ensures that for a design matrix X generated by a Gaussian process, as
long as the correlation between the rows of X is moderate, in the sense that the
Gaussian process is α-mixing with exponential decay rate, such correlation will not
alter the natural structure of X. The restricted eigenvalue assumption is still valid
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provided that the sample size is sufficiently large, which still could be relatively small
with respect to the number of covariates.
In fact, the conditions in Theorem (1.4.1) do not require that the underlying Gaussian
process is actually generated by a VAR(p) model. It can possibly be applied to more









j <∞. The same argument
is valid given {Yt} is α-mixing with exponential decay rate.
1.5 lp convergence for the Lasso and Dantzig selector
The immediate consequences following Theorem (1.4.1) are the error bounds for the
Lasso and Dantzig selector for an α-mixing design. In general, consider the following
linear model:
Y = Xβ + ε, (23)
where X = ΨΣ1/2 is an n × p design matrix defined in Theorem (1.4.1) and ε ∼
N(0, σ2In) is independent of X.






‖Y −Xβ‖22 + λn‖β‖1
}
. (24)








In addition, assume that Σii = 1 for i = 1, . . . , p. This assumption ensures that each
entry of β has the same “weight” in the loss functions in (24) and (25). For the
submodels (9) of a VAR(p) model, this assumption is not always satisfied. We need
to normalize each column of X to reduce the bias introduced by different scales of
9
the columns.
The following three conditions proposed in [89] are important in the recovery of β.
Define
A1(θ) := {X : RE(s, k0, X) and (21) holds} , (26)
to be the event that X satisfies the RE assumption. Let X1, . . . , Xp be the column
vectors of X and define
A2(θ) :=
{
X : 1− θ ≤ ‖Xj‖2√
n
≤ 1 + θ holds for all 1 ≤ j ≤ p
}
, (27)
to be the event that the l2 norm of each column of X has order O(
√
n). For X ∈ A2(θ)
and each a ≥ 0, define
λ∗ :=
√










≤ (1 + θ)λ∗
}
, (29)
to be the event that the covariance between the noise and the columns of X are
bounded. Define
A(θ) := A1(θ) ∩ A2(θ) ∩ A3, (30)
to be the event that all the previous three conditions are satisfied. The following two
theorems are the extensions of Theorem 3.1 and 3.2 in [89] respectively.
Theorem 1.5.1 (Error bounds for the Lasso) Let 0 < θ < 1, a > 0, 1 ≤ n ≤ p and
0 < s ≤ p/2. Let Σ be a covariance matrix that satisfies RE(s, 3,Σ) with constant
L(s, 3,Σ) and additionally let Σii = 1, i = 1, . . . , p. Let Ψ,
√
ρ(s,Σ), C∗, c
′′, c′′′ be the
same as defined in Theorem (1.4.1). Let A(θ) be defined as in (30). Suppose that β∗












‖β∗ − β‖2 ≤ 2dλn
√
s, and ‖β∗ − β‖1 ≤ dλns. (33)
with probability at least
P(A(θ)) ≥ 1− 8 exp(−c′′′θ2n)− (π log p)−1/2p−a. (34)
Theorem 1.5.2 (Error bounds for the Dantzig selector) Let 0 < θ < 1, a >
0, 1 ≤ n ≤ p and 0 < s ≤ p/2. Let Σ be a covariance matrix that satisfies




′′, c′′′ be the same as defined in Theorem (1.4.1). Let A(θ) be defined












‖β∗ − β‖2 ≤ 3dλn
√
s, and ‖β∗ − β‖1 ≤ 2dλns. (37)
with probability at least
P(A(θ)) ≥ 1− 8 exp(−c′′′θ2n)− (π log p)−1/2p−a. (38)
The proofs of Theorem (1.5.1) and (1.5.2) are essentially the same as in [89].
1.6 α-mixing property for VAR(p) models
We already know that the design matrix Z ′ in (9) is generated by a Gaussian process





y1,T−1 · · · yK,T−1 . . . . . . y1,T−p · · · yK,T−p





y1,0 · · · yK,0 . . . . . . y1,−p+1 · · · yK,−p+1

. (39)
The derived process corresponding to Z ′ is defined as
{wt : wt = (y1,t, · · · , yK,t, . . . , . . . , y1,t−p+1, · · · , yK,t−p+1)′}, (40)
or
{wt : wt = (y′t, . . . , y′t−p+1)′}. (41)
It coincides with the VAR(1) representation of the VAR(p) model (1) in [46]:




A1 A2 A3 . . . Ap−1 Ap
IK 0 0 . . . 0 0
0 IK 0 . . . 0 0
















The stability assumption (1.2.1) implies that {wt} is also stable as shown in [46] and
the Gaussianity of {wt} is obvious.
In order for {wt} to be an α-mixing process, we only need to show that the underlying
process {yt} is α-mixing. The following theorem is a direct result of Theorem 1 from
[54].
Lemma 1.6.1 For model (1), if Assumption (1.2.1) and (1.2.2) are satisfied, {yt}
is an α-mixing Gaussian process with mixing coefficients α(n) < cρn where c > 0 and
0 < ρ < 1 are absolute constants.
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Proof [54] shows that for a VAR(p) model (1), if the stability assumption (1.2.1)
is satisfied and in addition we have the probability law of ut is absolutely continu-
ous with respect to the Lebesgue measure on RK , then the process is geometrically
complete regular, which is stronger than α-mixing with exponential decay rate [60].
The absolute continuity condition is obviously true for Gaussian innovations under
Assumption (1.2.2).
Theorem 1.6.2 Let {wt} be a process defined in (41). If the underlying process {yt}
is an α-mixing Gaussian process with mixing coefficients αy(n) < cρ
n where c > 0
and 0 < ρ < 1 are absolute constants, then {wt} is an α-mixing Gaussian process
with mixing coefficients αw(n) < c
′ρn where c′ = cρ−p+1 > 0.
Proof Let {wt} be defined on a probability space (Ωw,Fw,Pw) and {yt} be defined











For any two events Aw ∈ [Fw]s−∞ and Bw ∈ [Fw]∞s+k, there is a natural mapping
g : Fw 7→ Fy based on the definition of {wt} such that




















= αy(k − p+ 1)
< cρk−p+1.
(47)
which completes the proof.
Remarks From Theorem (1.6.1) we can see that Assumption (1.2.1) and (1.2.2) to-
gether ensure the α-mixing property for VAR(p) models. In fact, we can not simply
substitute the Gaussian assumption with a sub-Gaussian assumption as in [89]. Con-
sider the following example given in [3]:
Let {εt} be a doubly infinite sequence of independent Bernoulli(q) random variables
where 0 < q < 1. The AR(1) process {xi} with innovation random variables {εt} and
AR parameter ρ ∈ (0, 1
2





xt satisfies Assumption (1.2.1) and is well defined. However, [3] shows that αx(m)
does not converge to 0 as m→ 0. Thus, {xt} is not α-mixing.
1.7 Structure of the population covariance matrix of {wt}
Theorem 1.4.1 basically states that the sample covariance matrix 1
T
ZZ ′ of {wt} in-
herits the RE property of the population covariance matrix Σw of {wt} under mild
conditions. If we want to have good finite sample performance out of this design,
there are two key conditions in Theorem 1.4.1 we need to pay attention to.
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1.7.1 Bounding ρ(s,Σw)
By definition of {wt} (41), Σw can be written as
Γy(0) Γy(1) . . . Γy(p− 1)





Γy(−p+ 1) Γy(−p+ 2) . . . Γy(0)

, (49)
where Γy(h), h = −p+ 1, . . . , p− 1 are autocovariances of the original VAR(p) model






be the l2/l2 operator norm of Σ. It is easy to see that
ρ(s,Σw) ≤ ‖Σw‖2. (51)
To bound ρ(s,Σw) such that ρ(s,Σw) does not grow with K and p, it is sufficient to
bound ‖Σw‖2. Under Assumption (1.2.1) for every ρ > ρ(Ã) where ρ(Ã) < 1 is the
spectral radius of Ã, there must exist some constant M ≥ 1 such that for all k ≥ 1,
‖Ãk‖2 ≤Mρk. (52)
If ρ(Ã) is bounded away from 1 and M is bounded regardless of other parameters, it
is possible to universally bound ‖Σw‖2 as shown in the following proposition.
Proposition 1.7.1 Let Ã, rt be defined in (43) and Σr = E(rtr′t) be the covariance
matrix of rt. If there exist some absolute constant 0 < ρ0 < 1 and M0 ≥ 1 such that
‖Ãk‖2 ≤M0ρk0. (53)
we have







Proof Based on the Yule-Walker equations for the VAR(1) representation (42), we
have
Γw(0) = ÃΓw(−1) + Σr = ÃΓw(1)′ + Σr, (55)
and
Γw(1) = ÃΓw(0). (56)
where Γw(h), h = −1, 0, 1 are autocovariances of {wt}. Combining (55) and (56) we
get
Γw(0) = ÃΓw(0)Ã
′ + Σr. (57)
or
Σw = ÃΣwÃ
′ + Σr. (58)





′)k + Σr. (59)











Condition (53) can be viewed as a slightly stronger (universal) version of the stability






Clearly, ‖Σr‖2 = ‖Σu‖2. There are some typical scenarios:
1. Σu = σ
2IK .
Independent innovations is a common assumption. When the correlations across
the innovation vectors are small, it is a good approximation to simplify prob-
lems. Under this assumption, ‖Σu‖2 = σ2 is a constant thus bounded.
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2. Σu is a Toeplitz matrix such that [Σu]ij = σ
2d|i−j| for some constant 0 < d < 1
as in [65].
Toeplitz-type covariance matrices naturally appears in spatial-temporal prob-
lems if the innovations are arranged in certain order and the correlation decays
as the distance increases. ‖Σu‖2 can be bounded as follows:
‖Σu‖2 ≤
√





















are the l1/l1 and l∞/l∞ matrix operator norm respectively.
1.7.2 RE property of Σw
If Σw has no special underlying structure, we simply consider a stronger condition on
Σw, that is, the minimal eigenvalue of Σw is bounded away from 0. We state a fact
about Σw that requires no additional assumptions.
Proposition 1.7.2 Let Σw be the population covariance matrix of {wt} defined in
(41). Under Assumption (1.2.1), if Σu  0, we have Σw  0.
Proof Obviously, Σw  0. Assume there exists a Kp× 1 vector v = (v′1, v′2, . . . , v′p)′
such that
0 = v′Σwv = v
′AΣwA
′v + v′Σrv ≥ v′Σrv = v′1Σuv1, (64)
where vi, i = 1, . . . , p are K × 1 subvectors of v. Here we use the equations (58), (61)
and the fact that v′AΣwA
′v ≥ 0.
If v1 6= 0, we have
v′Σwv ≥ v′1Σuv1 > 0, (65)
based on the fact that Σu  0. If v1 = 0, let k be the smallest integer such that
vk 6= 0 and
ṽ = (v′k, v
′
k+1, . . . , vp, 0, . . . , 0)
′. (66)
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It is easy to see that
v′Σwv = ṽ
′Σwṽ ≥ v′kΣuvk > 0. (67)
Either way it leads to a contradiction, which means that Σw  0.
Proposition (1.7.2) guarantees that under weak assumptions Σw is positive definite
and thus satisfies RE condition.
It is worth noting that Σw  0 is not a necessary condition for RE(s, k0,Σw) to hold.
Therefore, even if Σw is degenerated, as long as RE(s, k0,Σw) holds, Z
′ will satisfy
the RE condition with high probability.
1.8 Order selection
All of the previous results are based on the assumption that the order p of the VAR
model is known. However, p is usually not available in real application. In classical
VAR model where K, p are fixed and n goes to infinity, even if we know that p
is bounded by some constant pmax and build a VAR model with order pmax, the
standard linear regression solution is not sparse and requires additional efforts to
avoid overfitting, which could be done by select a model with smaller order to control
model complexity. In the high dimensional settings, given n samples, the maximum
(estimable) order of the VAR model is naturally bounded by n, that is, p ≤ n. (Notice
that the total number of coefficients, Kp, could still be larger than n.) If we estimate
the model based on the Lasso or Dantzig selector, it is possible to estimate the
order of the full model by the maximum of the estimated orders of the submodels.
Each submodel can be estimated by common techniques such as cross validation.
This approach is more likely to over-estimate the order due to the variation of the
estimated submodels.
In terms of prediction power, as long as the true non-zero coefficients are correctly
included in the models and false-positive variable selections are within tolerance,
prediction error can be controlled. Under the assumption that a small number of
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variables contain most of the information, it is more important to capture these
variables instead of trying to reduce noise. Therefore, a more aggressive model order
estimation can even help to get better prediction. In the next section, we also studied
the variable selection performance of the Lasso method applied to VAR model.
There are several alternatives to identify the order of the VAR model listed below for
reference:
1. Instead of fitting each submodel independently, we can force the tuning pa-
rameter, λT , to be the same across all submodels and solve the optimization
problem (12) and (13) corresponding to all submodels at the same time under
this constraint. With only one tuning parameter, it will reduce the variation
between different submodels and thus lead to more stable order selection.
2. If we consider a more general non-stationary VAR model, that is, the inverse
of Σw defined in (49) is a block diagonal matrix, this actually corresponds to a
decomposable graphical model introduced in the next chapter. Its (block) band-
width is the order of the underlying model. We can test its bandwidth based
on the proposed procedures. It is more likely to underestimate the bandwidth
because of the generality of the model.
1.9 Numerical Results
For illustrative purpose, we designed two sets of simulations to study the performance
of the Lasso estimator applied to VAR models. We ran 1000 simulations for each set.
For the first set of simulation, we fixed p = 2. For K = n = 8, 16, . . . , 256, the VAR
models are given as:




















Figure 1: Variable selection results with fixed p = 2. The solid line is the frequency
(out of 1000 simulations) with which the two non-zero coefficients were selected by
cross validation. The dotted line is the frequency with which they were selected in
the first two steps of Lasso iterations.
where yt is a K-dimensional vector, A1 = 0.5IK , A2 is a K ×K matrix with
[A2]ij =
 0.4 j = i+ 1 or (i, j) = (K, 1),0 otherwise, (69)
and ut’s are i.i.d. random vectors distributed as N(0, IK). We simulated a time series
of length 10000 with initial values y1 = y2 = (0, 0, . . . , 0)
′ and used the last n + 2
samples to construct the n × 2K design matrix Z ′ and fit the model (9). We only
considered the first submodel, that is, estimating the first row of B in (6). The
estimation for other submodels are similar. We used the lars and cv.lars functions in
the lars package in R to fit the Lasso model and did model selection based on the leave-
one-out cross validation with all parameters set to default except for use.Gram=False.










Figure 2: Mean squared error of the Lasso estimator based on cross validation with
fixed p = 2.
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As n and K increase together, the probability that the two non-zero coefficients is
selected either in the model that is selected by cross validation or within the first
two steps of the Lasso iterations converges to 1 quickly. When n = K ≥ 128, it
is almost certain that the true non-zero coefficients will be included in the model.
Figure 2 shows the mean squared error (MSE) of the Lasso estimator. As the number
of variables increases, the MSE decreases significantly and approaches zero. It agrees
with the variable selection results as estimation bias is reduced if the true non-zero
coefficients can be identified correctly.
For the second set of simulation, we fixed K = 2. For p = n = 8, 16, . . . , 256, the
VAR models are given as:
yt = A1yt−1 + Apyt−p + ut, (70)





and ut’s are i.i.d. random vectors distributed as N(0, I2). We simulated a time series
of length 10000 with initial values y1 = y2 = . . . = yp = (0, 0, . . . , 0)
′ and used the
last n + p samples to construct the n × 2p design matrix Z ′. We estimate the first
submodel based on the same method described above. The results are plotted in
Figure 3 and 4. The patterns of the curves are very similar to the previous results.
The variable selection performance and MSE get better as n and p increase and we




















Figure 3: Variable selection results with fixed K = 2. The solid line is the frequency
(out of 1000 simulations) with which the two non-zero coefficients were selected by
cross validation. The dotted line is the frequency with which they were selected in










Figure 4: Mean squared error of the Lasso estimator based on cross validation with
fixed K = 2.
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CHAPTER II
DECOMPOSABLE STRUCTURE TEST FOR GAUSSIAN
GRAPHICAL MODELS
2.1 Introduction
With the fast growth of technology, high-dimensional statistical inference has drawn
a lot of interest recently. One of the most important problem is to estimate the co-
variance matrix or the inverse covariance matrix (concentration matrix). Usually it is
impossible to accurately estimate such matrices when the dimension of data is much
larger than the sample size because of the bad behavior of the empirical spectral dis-
tribution (See [47] and [6]). However, under certain assumption of the matrices, e.g.
sparsity, bandedness or other structures, we are still able to construct good estimators
out of the limited information.
[85] and [7] proposed sparse concentration matrix estimation via graphical lasso. [83],
[10], [42] and [13] suggested covariance matrix or concentration matrix regularization
by banding or tapering, which is demonstrated to have satisfactory performance for
certain ”bandable” classes of matrices. A strictly banded concentration matrix is a
special case of the more general class of concentration matrices corresponding to the
decomposable (or chordal) graphical models. Given the decomposable structure of
a concentration matrix, [40] derived its maximum likelihood estimator (MLE) when
sample size is larger than the maximum size of cliques. This result is quite inspiring
because it provides us with an simple explicit estimator in high-dimensional settings
as long as the cliques of the underlying graphical structure are not too large. [64]
proposed a class of Bayes estimators for decomposable Gaussian graphical models
that allows for flexible shrinkage. Even for non-decomposable graphical models, [19]
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suggested decomposable graph embedding in general covariance selection problems to
reduce the computational complexity. Decomposable graphical models are proved to
be widely applicable, easy to use and computation-friendly. To support such struc-
tural assumptions, [40] proposed a likelihood ratio test (LRT) based on the MLE
estimator. But the failure of the LRT in high-dimensional settings motivates us to
develop new testing methods.
Without loss of generality, consider a general framework of covariance matrix testing
problems: Let x1, . . . , xn be i.i.d. copies from a common multivariate normal distri-
bution Np(µ,Σ), where Σ  0 is a positive definite covariance matrix. We want to
test the structure of Θ = Σ−1, which leads to the hypothesis testing problem:
H0 : Θ ∈M0 ↔ H1 : Θ 6∈ M0, (72)
whereM0 is a specified family of matrices. For example, if we want to test the com-
plete independence of the variables, then M0 = {M : M = diag(d1, d2, . . . , dp), di >
0 for 1 ≤ i ≤ p} where diag(d1, d2, . . . , dp) is a p × p diagonal matrix with diagonal
entries d1, d2, . . . , dp.
Classical testing procedures for covariance matrices usually assume that the dimen-
sion p of the matrix, i.e. the number of variables, is fixed and the sample size n goes
to infinity (See [2] and [55] for a general review). However, such procedures may not
perform well or even be applicable when p is comparable in magnitude to n. This is
mainly because (1) if p > n, the covariance matrix degenerates and likelihood ratio
tests no longer work; and (2) [47] showed that even if p/n converges to some constant
c ∈ (0, 1), the empirical spectral distribution may not necessarily converge to the
spectral distribution of the underlying covariance matrix.
To overcome these difficulties, [41] proposed some statistics based on the eigenval-
ues of the sample covariance matrix to test sphericity or equality to a given matrix,
which is motivated by the work of [34] and [56]. [67] and [71] further extended it to
test complete independence of the variables and the latter author also investigated
26
the non-null distributions of these statistics. [45] introduced a test for group inde-
pendence and [68] a test for the equality of covariance matrices. [18] proposed tests
based on new estimators for tr(Σ) and tr(Σ2) and dropped the normality assump-
tion as well as the explicit relationship between p and n. [62] extended it to test
bandedness of high-dimensional covariance matrices. Some tests that are not based
on the eigenvalues of the sample covariance matrix are also available. [5] proposed
corrections to LRT when p/n→ c ∈ (0, 1) which utilizes results from random matrix
theory (See [6]). [12] extended the work of [33] and suggested statistics based on the
largest absolute value of the ”off band” correlation coefficients to test bandedness.
However, none of the above mentioned works is able to test the graphical structure,
i.e. the sparsity pattern of the corresponding concentration matrices.
In this chapter we introduce some test procedures for a given decomposable struc-
ture of a Gaussian graphical model, i.e., M0 is the set of all possible concentration
matrices that adopt such structure. First, we give some introduction of Gaussian
graphical models and decomposable graphs in Sections 2.2 and 2.3. In Section 2.4,
we propose our test statistic decomposable structure test and study its asymptotic
behavior in the group independence test case. We also suggest a simulation-based
procedure for testing an arbitrary decomposable structure. In Section 2.5, we an-
alyze the computational complexity of the testing procedures and propose several
approaches to facilitate the computation. Finally, we illustrate the performance of
the test procedures by simulation and give an example based on real data in Section
2.6.
2.2 Gaussian Graphical Models
A Gaussian graphical model describes the conditional independence structure for a
Gaussian random vector. Let X := (X1, X2, . . . , Xp)
′ ∈ Rp be a Gaussian random
vector distributed as Np(µ,Σ) where Σ  0. Let G := (V,E) be an undirected graph
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where V := {1, 2, . . . , p} is the vertex set such that vertex i represents the random
variable Xi and the edge set E ⊂ V × V consists of pairs of distinct vertices, (i, j)
where 1 ≤ i < j ≤ p, that describes the graphical structure of X. X is said to be
Markov with respect to G if for any edge 1 ≤ i < j ≤ p and (i, j) 6∈ E, the (i, j) and
(j, i) entries of the concentration matrix Θ := Σ−1 are zero, which is also equivalent
to the independence of Xi and Xj conditional on all other variables. The graph G is
not only a good visualization of the underlying model, but also a good representation
of the data structure that helps people understand how different variables interact
with each other. For example, from social network data we might be able to infer the
diffusion of information on the internet, either between users or between websites.
Many approaches have been proposed to extract structural information and improve
the estimation of the covariance or concentration matrix. To name a few, [50] pro-
posed neighborhood selection with the Lasso, that is, for each variable v, they fit a
Lasso model against all other variables and select its neighbors based on the variable






‖Xv −Xβ‖22 + λ‖β‖1
}
. (73)
where Xv is the data column corresponds to the variable v. With properly chosen
regularization parameter λ, they obtained consistency results for their estimator. [85]










where Σ̂ is the MLE of the covariance matrix Σ. This formulation is derived from
minimizing the log-likelihood function subject to l1 constraints on the magnitude of
non-diagonal entries of Θ. They also derived its asymptotic distribution.
Given the estimated graphical model, a natural question to ask is that how much
confidence we have in it. There are not many results in the literature regarding how
to test a graphical model, especially in the high-dimensional settings. Most of them
28
focus on tests for the covariance matrix instead of inverse covariance matrix, which
inspires us to develop tests for general graphical models and concentration matrices.
2.3 Decomposable Graphs
Decomposable graphs are a family of graphs that have unique properties in terms of
interpretation and estimation. In general, given the assumption that Θ is Markov
with respect to an arbitrary graph G := {V,E}, there is no closed-form expression
of the MLE of Θ and it needs to be calculated by an iterative proportional scaling
algorithm as shown in [40]. However, if G is a decomposable graph, which we will
define below, a simple and computationally efficient MLE is available.
Following the definitions in [40], let GA = (A,EA) denote the subgraph of G where
EA = {(i, j) ∈ E : i, j ∈ A}. A complete graph is a graph that every pair of vertices
are directly connected by an edge. A subset C ⊆ V is called a clique if GC is complete
and for any A ⊆ V such that C ⊂ A, A is not complete. We say that B separates A1
from A2 if for every a1 ∈ A1, a2 ∈ A2, all paths from a1 to a2 intersect B.
Definition 2.3.1 (Decomposition of graph) A decomposition of an undirected graph
G is a triple (A1, B,A2) such that A1, A2, B ⊆ V are disjoint, B is complete, and B
separates A1 and A2.
Definition 2.3.2 (Decomposable graph) A decomposable graph is an undirected graph
that is either complete or if it has a decomposition (A1, B,A2) such that both the sub-
graphs GA1∪B and GA2∪B are decomposable.
Definition (2.3.2) is recursive and thus not convenient for our study. It has an equiva-
lent form that is easier to use based on a perfect sequence of cliques of G as proposed
in [40]. See Definition (2.3.3) and Proposition (2.3.4).
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Definition 2.3.3 (Perfect sequence) For a sequence A1, A2, . . . , Am ⊆ V of an undi-
rected graph G, define
Pi = A1 ∪ A2 ∪ · · · ∪ Ai, Si = Pi−1 ∩ Ai. (75)
The sequence is said to be perfect if Sj is complete for every j ≥ 1 and there exists
i < j for every j > 1 such that Sj ⊆ Ai.
Proposition 2.3.4 The graph G is decomposable if and only if there exists a perfect
sequence consisting of all cliques of G.
For any decomposable graph G, suppose that its cliques form a perfect sequence
C1, C2, . . . , Cm. Let Pi, Si be similarly defined as in (75) based on C1, C2, . . . , Cm. For
every i = 2, . . . ,m, Si separates Pi−1\Si from Ci\Si, and hence (Pi−1\Si, Si, Ci\Si)
decomposes GPi , the subgraph of G induced by Pi. The Si’s are not necessarily
distinct. For example, if G is a star graph, every Si is the set that consists of the
center vertex and thus identical. See Figure 5 for some examples of decomposable
and non-decomposable graphs.
Suppose we have n samples, x1, x2, . . . , xn, of X. The standard MLE of the mean
and covariance matrix of X when n > p is










(xi − x̄)(xi − x̄)′, (76)
For an arbitrary subset A ⊆ V and x ∈ R|V |, let xA denote the subvector of x
confined to A. For two arbitrary subsets A,B ⊆ V and a |V | × |V | matrix M , let
MAB = {mαβ}α∈A,β∈B denote the |A| × |B| submatrix of M . For a |A| × |B| matrix
M = {mαβ}α∈A,β∈B indexed by A,B ⊆ V , let [M ]V denote the |V | × |V | matrix
defined by
([M ]V )αβ =
 mαβ if α ∈ A, β ∈ B0 otherwise. (77)
The following proposition from [40] gives the MLE of a concentration matrix Θ that
















X1 X2 X3 X4 X5 X6
Figure 5: (1) Top left: decomposable graph, corresponding to a 4× 4 concentration
matrix Θ1 with [Θ1]14 = [Θ1]41 = 0 , its perfect sequence of cliques is {1, 2, 3},{2, 3, 4};
(2) Top right: decomposable graph, corresponding to a diagonal concentration matrix
which implies complete independence of the variables, its perfect sequence of cliques
is {1},{2},{3},{4}; (3) Middle left: decomposable graph, a star graph, its perfect
sequence of cliques is {1, 2},{1, 3},{1, 4}; (4) Middle right: non-decomposable graph,
its cliques are {1, 2},{1, 3},{2, 4} and {3, 4}; (5) Bottom: decomposable graph, cor-
responding to a tridiagonal concentration matrix, its perfect sequence of cliques is
{1, 2},{2, 3},{3, 4},{4, 5},{5, 6}.
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Proposition 2.3.5 If G is a decomposable graph and its cliques form a perfect se-
quence C1, C2, . . . , Cm with the corresponding separators S2, S3, . . . , Sm and the con-
centration matrix Θ is Markov with respect to G, the MLE of the mean vector µ and
Θ exists with probability one if and only if n > max1≤i≤m |Ci|. It is then given as















Based on Proposition (2.3.5), we can independently calculate the MLE of the concen-
tration matrix of each clique and separator and then combine them together to get
the MLE of the full model. It is worth noting that the sample size n is only required
to be greater than the size of the largest clique. It could be much smaller than the
number of variables p. For example, when G is a tree, every clique is of size 2, thus
n = 3 suffices for a non-degenerated MLE of Θ. When G is the graph corresponding
to a banded concentration matrix Θ, every clique is of size 2b + 1 where b is the
bandwidth of Θ such that Θij = 0 if |i − j| > b. In this case, for a fixed bandwidth
b, the required sample size is only 2b+ 2.
2.4 The Test Statistic
In the hypothesis testing problem (72), let M0 represent the set of concentration
matrices that are Markov with respect to a given decomposable graph G0. In a
classical setting when n is large compared to p, [40] suggests an exact deviance test





where Θ̂0 is the MLE of Θ under H0 as defined in (78) and Θ̂ = Σ̂
−1 is the inverse
of the standard MLE of the covariance matrix under no structural assumption. They
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showed that b is distributed as the product of some independent Beta random vari-
ables.
However, in a high-dimensional setting where p is larger than n, Σ̂ is singular and Θ̂
does not exist. Many new test statistics for high-dimensional covariance or concen-
tration matrices are developed based on the eigenvalues of sample covariance matrix







0 − Ip)2], (81)
where Σ̂ is the standard MLE of the covariance matrix and Θ̂0 denotes the estimator of
the concentration matrix that corresponds to the specific testing problem. It usually
does not involve the inversion of the sample covariance matrix when calculating Θ̂0
and thus does not degenerate. For example, [41] gave a statistic for testing equality to
a given matrix Σ0 which is essentially equivalent to setting Θ̂0 = Σ
−1
0 and a statistic









[67] introduced a test for complete independence equivalent to setting
Θ̂0 = diag{Σ̂−111 , Σ̂−122 , . . . , Σ̂−1pp }. (83)
The intuition behind all of these statistics is clear. If H0 is true, Θ̂0 is a good estimator






0 should be close to Ip. The statistic t in (81) measures the

































0 is sufficiently close to Ip. In fact, [34] proves that the sphericity test is the
locally most powerful test and invariant under several families of transformations.
Let x1k, x2k, . . . , xnkk be i.i.d. copies of Xk ∼ Npk(µk,Σk) where Σk  0. Let Θk =
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Σ−1k . Consider a series of testing problems
H0k : Θk ∈M0k ↔ H1k : Θk 6∈ M0k, (85)
where M0k is the family of matrices that is Markov with respect to a decomposable









where Σ̂k is the standard MLE of Σk and Θ̂0k is defined in (78) based on Σ̂k and G0k.
We make the following assumptions to study the asymptotic behavior of our statistic.
Assumption 2.4.1 (Asymptotics of pk and nk)
lim
k→∞
pk = +∞, lim
k→∞
nk = +∞, lim
k→∞
pk/nk = γ, (87)
where γ > 0 is a absolute constant.
We only require that pk and nk grow linearly with each other, which means that pk
can grow faster than nk.
Assumption 2.4.2 (Bounded clique size) For each k, G0k is a decomposable graph
with a perfect sequence of cliques C1k, C2k, . . . , Cmkk and the corresponding separators
S2k, S3k, . . . , Smkk with max1≤i≤mk |Cik| < K where K > 0 is an absolute constant
independent of pk and nk. Furthermore, nk > K for all k.
Some typical graphs that satisfy Assumption (2.4.2) include forests and graphs cor-
responding to a banded matrix with bounded bandwidth.
2.4.1 Testing the group independence and complete independence
To test the group independence of X, G0 is a graph consisting of disjointed cliques
that represent the groups, that is, each Ci, i = 1, 2, . . . ,m represents one group of
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variables with |Ci| < K under Assumption (2.4.2) and Si = ∅ for i = 2, 3, . . . ,m. In
this case, Θ̂0 is a block diagonal matrix
Θ̂0 = diag{Σ̂−1C1C1 , Σ̂
−1
C2C2
, . . . , Σ̂−1CmCm}. (88)
The following theorem gives the asymptotic null distribution of the test statistic t for
a group independence test.
Theorem 2.4.3 Let tk be the test statistic in (86) of the testing problem (85). Un-
der Assumption (2.4.1) and (2.4.2), if C1k, C2k, . . . , Cmkk are disjointed and the null








→ N(0, 4γ2), (89)
in distribution as k →∞.
See appendix for the proof of Theorem (2.4.3). It also reveals the invariance property
of the tests as stated in the following corollary.
Corollary 2.4.4 Under the same setting as in Theorem (2.4.3), the testing prob-
lem (85) is invariant under non-singular linear transformations within each group of
variables,
G = {diag{O|C1k|, O|C2k|, . . . , O|Cmkk|}|Od ∈ O(d)}, (90)
where O(d) is the real orthogonal group of dimension d.
When each clique is of size 1, we are actually testing the complete independence of
the variables. In this case, our statistic reduces to the statistic introduced in [67], as
shown in the following corollary.
Corollary 2.4.5 Under the same setting as in Theorem (2.4.3), if in addition we




→ N(0, 4γ2), (91)
in distribution as k →∞.
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2.4.2 Testing an arbitrary decomposable structure
If G0 is an arbitrary decomposable graph, a simple asymptotic result for t is not
available. Instead, we suggest the following simulation-based testing procedure for
the hypothesis testing problem (72) where M0 is the set of concentration matrices
that are Markov with respect to G0:
1. Calculate Σ̂, Θ̂0 and t as in Proposition (2.3.5) and (81).
2. Generate n samples, x̃1, x̃2, . . . , x̃n, from the normal distribution N(0, Θ̂
−1
0 ).
Calculate t̃ based on the generated samples similarly to Step 1.
3. Repeat Step 2 N times and obtain t̃1, t̃2, . . . , t̃N . Determine the critical value t0
of the test by computing the (1 − α) cutoff point of the empirical distribution
function of t̃i, i = 1, 2, . . . , N where α is the significance level. Reject the null
hypothesis if t > t0.
The intuition behind this method is that if H0 is true, Θ̂0 should be a good proxy of
Θ and hence Θ̂−10 a good proxy of Σ assuming that Σ is not extremely ill-conditioned.
Then the samples generated in Step 2 roughly represents the true distribution and
the corresponding test statistics can be used to approximate the null distribution of
t.
For the group independence test, the simulation-based procedure is also applicable. It
can reduce the bias introduced by the normal approximation and yield a more accurate
size and better power with additional computational cost. When computation is
not an issue, we suggest always using the simulation-based procedure to test group
independence. Some simulation results are given in the last section to compare the
size and power of both testing procedures from a more visible perspective.
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2.5 Computational Complexity Analysis
For p× p dense non-singular matrices, the matrix multiplication and inversion oper-
ations have complexity up to O(p3). To calculate the power of a p× p diagonalizable
matrix, it also takes O(p3) operations. As p and n go to infinity, the computational
cost of the testing procedures is not negligible, especially for the simulation-based
procedure. Therefore, it is important to understand the complexity of the calcu-
lation. Notice that under Assumption (2.4.1), we have n ∼ O(p). For notational
convenience, all of the following analysis will be based on p.







0 − Ip)2]. (92)
To calculate t, we need to calculate the MLE, Σ̂, of the covariance matrix first, which
takes O(p3) operations. Under assumption (2.4.2), where the clique size is bounded,
the calculation of Θ̂0 has complexity up to O(K
3p) ∼ O(p). After taking the square
root (O(p3) operations), Θ̂
1
2
0 becomes a dense matrix. The rest of the calculation is
basic matrix operation which has complexity up to O(p3), e.g., matrix multiplication.
Hence, the computational complexity is O(p3) in total. For the simulation-based
procedure, it is easy to see that the computational complexity is O(Np3).
There are several ways that we can accelerate the computation.
• Parallelization
For simulation-based testing procedures, each run of the simulation is indepen-
dent. If a computer cluster is available, we can simply divide the simulation
into smaller jobs and aggregate the results afterwards. In fact, all of the simu-
lations in Section 2.6 were done in parallel. It is worth noting that the recent
development in GPU computing technology also opens new possibilities for high
performance matrix computation [58].
• Avoid dense matrix operations
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We know that Θ̂0 is a sparse matrix with only O(K
2p) non-zero entries com-
pared to O(p2) in the dense matrix case. However, Θ̂
1
2
0 is not necessarily sparse.
A simple trick to avoid the computation of Θ̂
1
2
0 is to notice that t can be refor-
mulated as
t = tr[(Θ̂0Σ̂− Ip)2]. (93)
Now the multiplication Θ̂0Σ̂ only requires O(K
2p2) operations which is much








In general, to test an arbitrary decomposable structure, simulation-based pro-
cedures are expensive. An alternative is to approximate the null distribution of
t by a normal distribution and just estimate its mean and variance, that is, to
replace Step 3 with the following procedure.
3b. Repeat Step 2 by N times and obtain t̃1, t̃2, . . . , t̃N . Calculate their sam-
ple mean µ̂t and (unbiased) sample covariance σ̂
2
t . Determine the critical
value t0 of the test by computing the (1 − α) cutoff point of the normal
distribution N(µ̂t, σ̂
2
t ). Reject the null hypothesis if t > t0.
The accuracy of the normal approximation for an arbitrary decomposable graph
is not clear. But it nevertheless serves the purpose when the computational
resource is limited and we still want to get a basic idea of the data.
As we can see, even a small algorithm change can lead to large performance gains. It
is usually beneficial to develop computation-aware methods in the high-dimensional
settings to handle large data sets and enable fast iteration in modeling.
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Table 1: Size of the proposed test for group independence under H0 based on normal
approximation. Σ0 is given in (94). H0 is rejected when t− 16m(m−1)n−1 exceeds the 95%
cutoff point of the normal distribution N(0, 4p2/n2). Each computed size is based on
1000 simulations.
n
p 8 16 32 64 128 256
8 0.000 0.001 0.007 0.011 0.023 0.028
16 0.000 0.010 0.020 0.028 0.038 0.037
32 0.000 0.015 0.023 0.023 0.055 0.033
64 0.002 0.018 0.031 0.034 0.039 0.048
128 0.001 0.013 0.044 0.035 0.041 0.051
256 0.003 0.013 0.029 0.039 0.043 0.047
2.6 Numerical Results
2.6.1 Simulation Results
The performance of the proposed testing procedures was studied by several sets of
simulations for p, n = 8, 16, . . . , 256. For each combination of p and n we run 1000
simulations.
In the first set of simulations, we studied the size of the test for independence of
groups of variables based on tk (or t) defined in (86) by normal approximation. Each
group contains 4 variables and there are m = p/4 groups in total. The covariance
matrix Σ0 is a block diagonal matrix given as
Σ0 = diag{Σ10,Σ20, . . . ,Σm0}, (94)





4 and ~14 = (1, 1, 1, 1)
′ for all 1 ≤ i ≤ m. x1, x2, . . . , xn are
i.i.d. samples generated from the normal distribution Np(0,Σ0). H0 is rejected when
t − 16m(m−1)
n−1 exceeds the 95% cutoff point of the normal distribution N(0, 4p
2/n2).
The results are reported in Table 1. We can see that the size of the test approaches
5% as p and n grow with each other.
In the second set of simulations, we studied the power of the test for independence
of groups of variables based on t by normal approximation. The alternative is to set
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Table 2: Power of the proposed test for group independence against alternative based
on normal approximation. The population covariance matrix Σ1 is given in (95). H0
is rejected when t− 16m(m−1)
n−1 exceeds the 95% cutoff point of the normal distribution
N(0, 4p2/n2). Each computed size is based on 1000 simulations.
n
p 8 16 32 64 128 256
8 0.00 0.01 0.05 0.24 0.75 0.99
16 0.00 0.06 0.36 0.90 1.00 1.00
32 0.00 0.28 0.86 1.00 1.00 1.00
64 0.03 0.66 1.00 1.00 1.00 1.00
128 0.19 0.94 1.00 1.00 1.00 1.00
256 0.44 0.99 1.00 1.00 1.00 1.00
the population covariance matrix






where Σ0 is defined in (94) and ~1p is a length p vector of all ones. The results are
reported in Table 2. The power of the test approaches 1 as p and n go to infinity.
For small p and n, the test does not have much power.
In the third set of simulations, we studied the size of the test for independence of
groups of variables based on t by simulation. Under the same setting as in the first
set of simulations, H0 is rejected when t exceeds the 95% cutoff point of the empirical
distribution function of the simulated t̃i, i = 1, 2, . . . , 1000 and we simulated 1000
tests to compute the size. The results are reported in Table 3. The approximation
by simulation is more accurate than normal approximation. For every pair of p and
n, we roughly achieved a size of 5%.
In the fourth set of simulations, we studied the power of the test for independence
of groups of variables based on t by simulation. Under the same setting as in the
second set of simulations, H0 is rejected by the same criterion as in the third set of
simulations. The results are reported in Table 4. The power of the test is consistently
better than that of the normal approximation based test at the cost of increased size
and computational complexity.
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Table 3: Size of the proposed test for group independence under H0 based on
simulation. The population covariance matrix Σ0 is given in (94). H0 is re-
jected when t exceeds the 95% cutoff point of the empirical distribution function
of t̃i, i = 1, 2, . . . , 1000. Each computed size is based on 1000 simulations.
n
p 8 16 32 64 128 256
8 0.054 0.053 0.049 0.045 0.054 0.058
16 0.054 0.046 0.051 0.043 0.048 0.052
32 0.039 0.050 0.049 0.056 0.061 0.055
64 0.058 0.049 0.051 0.058 0.067 0.049
128 0.058 0.045 0.034 0.038 0.044 0.048
256 0.051 0.053 0.047 0.050 0.050 0.057
Table 4: Power of the proposed test for group independence against alternative
based on simulation. The population covariance matrix Σ1 is given in (95). H0 is
rejected when t exceeds the 95% cutoff point of the empirical distribution function of
t̃i, i = 1, 2, . . . , 1000. Each computed size is based on 1000 simulations.
n
p 8 16 32 64 128 256
8 0.06 0.10 0.18 0.46 0.85 1.00
16 0.07 0.17 0.52 0.92 1.00 1.00
32 0.12 0.51 0.90 1.00 1.00 1.00
64 0.27 0.78 0.99 1.00 1.00 1.00
128 0.46 0.96 1.00 1.00 1.00 1.00
256 0.73 0.99 1.00 1.00 1.00 1.00
41
Table 5: Size of the proposed test for bandedness of the concentration matrix under
H0 based on simulation. The population covariance matrix Σ0 is given in (96). H0 is
rejected when t exceeds the 95% cutoff point of the empirical distribution function of
t̃i, i = 1, 2, . . . , 1000. Each computed size is based on 1000 simulations.
n
p 8 16 32 64 128 256
8 0.048 0.052 0.050 0.056 0.052 0.049
16 0.044 0.045 0.057 0.051 0.044 0.067
32 0.043 0.051 0.051 0.049 0.044 0.056
64 0.049 0.055 0.049 0.059 0.049 0.060
128 0.045 0.048 0.048 0.044 0.035 0.061
256 0.049 0.038 0.048 0.048 0.052 0.051
Table 6: Power of the proposed test for bandedness of the concentration matrix
against alternative based on simulation. The population covariance matrix Σ1 is
given in (96). H0 is rejected when t exceeds the 95% cutoff point of the empirical
distribution function of t̃i, i = 1, 2, . . . , 1000. Each computed size is based on 1000
simulations.
n
p 8 16 32 64 128 256
8 0.12 0.43 0.83 0.99 1.00 1.00
16 0.24 0.77 0.99 1.00 1.00 1.00
32 0.42 0.97 1.00 1.00 1.00 1.00
64 0.75 1.00 1.00 1.00 1.00 1.00
128 0.94 1.00 1.00 1.00 1.00 1.00
256 0.98 1.00 1.00 1.00 1.00 1.00
In the fifth and sixth sets of simulations, we studied the size and power of the test
for bandedness of the concentration matrix. Similarly to the previous simulations, Σ0
and Σ1 are given as:
Σ0 = Θ
−1









1 i = j
uk (i, j) = (k, k + 1) or (k + 1, k), 1 ≤ k ≤ p− 1
0 otherwise,
(97)
for 1 ≤ i, j ≤ p and uk’s are i.i.d. random variables with uniform distribution
U(−0.5, 0.5). The results are reported in Table 5 and 6. The size of the test is
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Table 7: Size of the proposed test for star-shaped graphical models under H0 based
on simulation. The population covariance matrix Σ0 is given in (98). H0 is rejected
when t exceeds the 95% cutoff point of the empirical distribution function of t̃i, i =
1, 2, . . . , 1000. Each computed size is based on 1000 simulations.
n
p 8 16 32 64 128 256
8 0.041 0.046 0.056 0.053 0.057 0.048
16 0.062 0.049 0.044 0.038 0.046 0.053
32 0.054 0.063 0.059 0.053 0.054 0.051
64 0.061 0.057 0.056 0.052 0.056 0.058
128 0.046 0.051 0.048 0.057 0.049 0.051
256 0.041 0.061 0.042 0.060 0.050 0.046
close to 5% and its power is slightly better than the case when testing group inde-
pendence and converges to 1 quickly as p and n go to infinity.
In the seventh and eighth sets of simulations, we studied the size and power of the
test for a family of star-shaped graphical model, that is, under H0, [Θ]ij is non-zero
only if i = 1 or j = 1 or i = j. Similarly, Σ0 and Σ1 are given as:
Σ0 = Θ
−1









1 i = j
uk (i, j) = (k, 1) or (1, k), 2 ≤ k ≤ p
0 otherwise,
(99)





). We choose the range of the uniform distribution so that Θ0 is always
positive definite otherwise it is not a valid concentration matrix. The results are re-
ported in Table 7 and 8. Their patterns are expected and similar to previous results.
The size of the test is close to 5% for all combination of p and n. The power of the
test is close to 1 for large p and n.
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Table 8: Power of the proposed test for star-shaped graphical models against alter-
native based on simulation. The population covariance matrix Σ1 is given in (98). H0
is rejected when t exceeds the 95% cutoff point of the empirical distribution function
of t̃i, i = 1, 2, . . . , 1000. Each computed size is based on 1000 simulations.
n
p 8 16 32 64 128 256
8 0.26 0.54 0.90 1.00 1.00 1.00
16 0.45 0.84 0.99 1.00 1.00 1.00
32 0.64 0.96 1.00 1.00 1.00 1.00
64 0.82 1.00 1.00 1.00 1.00 1.00
128 0.94 1.00 1.00 1.00 1.00 1.00
256 0.96 1.00 1.00 1.00 1.00 1.00
2.6.2 An Empirical Example
We used the human activity recognition data set1 that was previously studied by [17]
to illustrate our method. It was collected from 15 participants performing 7 activities.
We based our study on the data of working at computer and walking activity of the
first participant. There are 33677 and 26860 consecutive samples of the two activities
respectively. The x,y,z acceleration were collected at a sampling frequency of 52 Hz
from a single chest-mounted accelerometer. We want to study the autocorrelation of
the human activity time series data.
For each activity data set and each acceleration direction, we used 400× 52 = 20800
samples starting from the 3001st one which represent 400 seconds of activity. We
rearranged the samples into a 52 × 400 matrix where each column represents one
second of data and computed its 400× 400 sample covariance matrix. Then for each
b = 0, 1, . . . , 49, we tested if the underlying concentration matrix is a banded matrix
with a bandwidth b. The p values were estimated using the simulation-based method
with 1000 runs. The results are plotted in Figure 6.





























Figure 6: The p values of the bandedness tests of the inverse autocovariance matrix.
Each p value was calculated using the simulation-based method and corresponds to
one combination of human activity, acceleration direction and bandwidth.
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As we can see from the figure, when the participant was walking, there was a sig-
nificant increase in the autocorrelation for each of the three acceleration directions.
Such increase might be the consequence of the periodicity of the walking activity.
The actual bandwidth could exceed the calculated 30 ∼ 45 range because the null
hypothesis is more likely to be rejected when the test bandwidth is close to the sample
size. When the participant was working at computer, the body movement is more




A.1 Proof of Theorem (1.4.1)
This proof is mainly based on the ideas in [89] and [52] that come from the studies
on the linear approximate reconstruction problems in Rn.
A.1.1 Some Variations of Bernstein’s Inequality
First, we need the following lemma from [88] (Lemma 1.2.4):
Lemma A.1.1 Let {Xn} be an α-mixing time series. Let F ji be the σ-field gen-
erated by (Xi, . . . , Xj) for i ≤ j and i, j ∈ Z. Let X1 ∈ F s−∞, X2 ∈ F∞s+k with
E(|X1|p),E(|X2|q) <∞ where 1p +
1
q
< 1. Then we have





where ‖ · ‖p = [E(| · |p)]1/p is the Lp norm of a random variable.
Lemma (A.1.1) basically shows that we can bound any single autocovariance with
the mixing coefficients for an α-mixing process. Using this result, the norm of the
autocovariance matrix of the process can also be bounded as follows.
Lemma A.1.2 Let X1, X2, . . . , Xn ∼ N(0, σ2In) and X = (X1, X2, . . . , Xn)′ is an
α-mixing Gaussian process with α(n) ≤ cρn where c > 0 and 0 < ρ < 1 are constants.





for some absolute constant c′ where ‖ · ‖2 is the l2/l2 matrix operator norm.
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Proof In Lemma A.1.1, take p = q = 3, we have
|Γij| ≤ c′′σ2ρ|i−j|/3, i, j = 1, 2, . . . , n, (102)
for some constant c′′ > 0. Therefore
‖Γ‖2 ≤
√












Remarks The constant 1/3 in |Γij| ≤ c′′σ2ρ|i−j|/3 can be easily improved by choosing




is arbitrarily close to 1. But it is sufficient to support the
following proofs.
The following lemma is a variant of the Bernstein inequality as in [52] (Lemma 1.1):
Lemma A.1.3 Let X1, . . . , Xn be independent centered random variables. If there












for ∀t > 0, where c > 0 is an absolute constant.
We also need the following lemma from [8] (Lemma 0.2):
Lemma A.1.4 Let X = z′Az + b′z where z = (z1, . . . , zp)
′ is a Gaussian random
vector such that zk ∼ N(0, 1) are i.i.d. random variables, A and b are fixed p×p matrix
and p× 1 vector respectively. Denote the eigenvalues of 1
2
(A+A′) by λk, k = 1, . . . , p.
Let
λ+ = max{ max
k=1,...,p
{λk}, 0}, λ− = max{ max
k=1,...,p
{−λk}, 0}. (105)
Then for ∀t > 0 we have
P(X ≥ tr(A) +
√
‖A+ A′‖22 + 2‖b‖22
√
t+ 2λ+t) ≤ exp(−t),
P(X ≤ tr(A)−
√
‖A+ A′‖22 + 2‖b‖22
√
t− 2λ−t) ≤ exp(−t).
(106)
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We extend Lemma 1.2 in [52] to Lemma A.1.5 in the α-mixing setting as follows.
Lemma A.1.5 Let X = (X1, X2, . . . , Xn)
′ be an α-mixing Gaussian process with
mixing coefficients α(n) ≤ cρn where c > 0 and 0 < ρ < 1 and Xi ∼ N(0, Ip). Let µ
denote the probability measure generated by X1. Define F = {〈·, u〉|u ∈ T ⊂ Sp−1}


























where the expectations are taken with respect to µ. Let d = 2 supf∈F ‖f(X1)‖ψ2 ≥ 1.
Then there exists absolute constant c1 > 0 for which the following holds. For every
u, v ∈ Sp−1 and every b ≥ 2 we have
P(Rfu−fv ≥ b‖fu − fv‖ψ2) ≤ 2 exp(−c1(1− ρ1/3)2nb2), (109)
For every b > 0 we have
P(|Qfu| ≥ bd2) ≤ 2 exp(−c1(1− ρ1/3)2nmin(b, b2)), (110)
P(|Qfu −Qfv | ≥ bd‖fu − fv‖ψ2) ≤ 2 exp(−c1(1− ρ1/3)2nmin(b, b2)). (111)
Proof For the first inequality, notice that ER2fu−fv = ‖fu − fv‖
2
2. Let Yi = X
′
i(u −
v), i = 1, . . . , n. {Yi} is an α-mixing Gaussian process with Yi ∼ N(0, ‖u− v‖22) and
the same mixing coefficients α(n) ≤ cρn as {Xi}. Suppose that the autocovariance





for some constant c′ > 0. Suppose ΓY has a diagonalized representation ΓY = U
′DU
for some orthogonal matrix U and diagonal matrix D. By the fact that ΓY is positive
semidefinite and (112), the diagonal entries Dii of D satisfy





for all 1 ≤ i ≤ n.
Let Ỹ = (Ỹ1, Ỹ2, . . . , Ỹn)
′ be a random vector with i.i.d. Ỹi ∼ N(0, 1). Because Y ′Y
has the same distribution with Ỹ ′DỸ , applying Lemma (A.1.3) it follows that for
t > 0, there exists some constant c > 0 such that





Y ′Y − ‖fu − fv‖22| ≥ t)
=P(| 1
n

























for some constant c′′ > 0. The first inequality holds because
‖DiiỸ 2i ‖ψ1 ≤
c′
1− ρ1/3
‖Y 2i ‖ψ1 =
c′
1− ρ1/3
‖(fu − fv)2‖ψ1 , (115)
for i = 1, . . . , n. Based on (114), we can prove our first inequality in the same way as
the proof in [52].
For the second inequality, let Yi = X
′
iu and similarly define ΓY , U,D, Ỹi as in the
proof of the first inequality. We have









Y ′Y − Ef 2u | ≥ t)
=P(| 1
n




































where c2 > 0 is a constant. Let t = bd


































































where c2 > 0 is an absolute constant. Therefore, to prove inequality (111), it is





Yi1Yi2| ≥ b) ≤ 2 exp(−c3(1− ρ1/3)2nmin(b, b2)). (122)
for some absolute constant c3 > 0. Let
Y = (Y11, Y12, Y21, Y22, . . . , Yn1, Yn2)
′. (123)



















where M is a 2n × 2n matrix such that M2i−1,2i = M2i,2i−1 = 12 for i = 1, . . . , n and
other entries of M are 0. Ỹ ∼ N2n(0, I2n) is a standard Gaussian random vector and
ΓY is the autocovariance matrix of Y . Notice that Yim and Yjm′ where 1 ≤ i, j ≤ n
and m,m′ ∈ {1, 2} satisfies α-mixing condition with mixing coefficients α(|j − i|).











Y by A. tr(A) must be 0 because
















for some absolute constant c3 > 0. Applying Lemma (A.1.4),






t) ≤ 2 exp(−t), (128)
which immediately implies that
P(|Ỹ ′AỸ | ≥ b) ≤ 2 exp(−c4(1− ρ1/3)2nmin(b, b2)) (129)
for some absolute constant c4 > 0 and all b > 0. This proves inequality (111).
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A.1.2 Bounding Gaussian Process by the Complexity Measure
First, we establish the bounds for a α-mixing Gaussian process based on γ2-functionals.
Define





for a metric space (M,dM) where the infimum is taken with respect to all possible
sequences {Ms : s ≥ 0} such that ∀s, Ms ⊆M and |M0| = 1, |Ms| = 22
s
.
A set G is said to be star-shaped if ∀g ∈ G, 0 ≤ λ ≤ 1 we have λg ∈ G.
The following theorem is an extension of Theorem 1.4 in [52] based on Lemma A.1.5.
Theorem A.1.6 Let X,µ,Rfu be defined as in the previous section. Let F ⊂ {〈·, v〉 :
v ∈ Rp} ⊂ L2(µ) be star-shaped, d = 2 supf∈F ‖f(X1)‖ψ2 ≥ 1 and n ≥ 1. There exists
some absolute constant C0 > 0 and













such that ∀θ ∈ (0, 1), with probability more than 1 − 4 exp(−c̄θ2n/d4), for ∀f ∈ F
with Ef 2 ≥ tn(θ/c′d)2 where
tn(θ) := inf
{






and SL2 = {f : ‖f‖L2 = 1}, we have
(1− θ)Ef 2 ≤ R2f ≤ (1 + θ)Ef 2. (133)
Proof The proof is similar to the proof of Theorem 1.4 in [52] by modifying some
constants.
We use the l∗ functional as the measure of complexity of a set M ⊂ Rp, which is
defined by











i=1 zimi : m ∈ M} be a centered Gaussian process indexed by a
symmetric set M ⊂ Rn. As shown in [24] and [72],
c1γ2(M, ‖ ‖2) ≤ l∗(M) ≤ c2γ2(M, ‖ ‖2). (135)
where c1, c2 > 0 are absolute constants. We want to bound the α-mixing Gaussian











The following corollary is an extension of Corollary 2.7 in [52].
Corollary A.1.7 Let X,µ, θ, c′, c̄ be the same as in Theorem A.1.6 and M ⊂ Sp−1.
Let d = 2‖X0‖ψ2 where X0 is a standard normal random variable. If n satisfies
n ≥ (c′′/θ2)l∗(M)2, (137)
where c′′ = (c′/c1)
2d4 and c1 is the same as in (135), then with probability at least
1− 4 exp(−c′′′θ2n) where c′′′ = c̄/d4, for ∀m ∈M ,




≤ 1 + θ. (138)
Proof Define
M̃ = {λm : m ∈M,λ ∈ [0, 1]}, (139)
FM = {fm : fm = 〈·,m〉,m ∈ M̃}. (140)
Because µ is isotropic, ‖fm‖L2 = ‖m‖2. On the other hand, notice that d =
2 supf∈F ‖f(X1)‖ψ2 . Therefore, for all t > 0,
γ2(F ∩ tSL2 , ‖ ‖ψ2) ≤ dγ2(F ∩ tSL2 , ‖ ‖L2) ≤ (d/c1)l∗(M̃ ∩ tSp−1), (141)
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Therefore, we hvae
tn(θ, M̃) ≤ hn(c1θ/d, M̃). (142)
Finally, (137) combined with c′′ = (c′/c1)
2 is equivalent to hn(c1θ/c̃d
2, M̃) ≤ 1 thus
tn(θ/c̄d) ≤ 1. Then (138) is an immediate consequence of Theorem A.1.6.
A.1.3 Estimating Complexity Measure
Now let Ψ = (Ψ1,Ψ2, . . . ,Ψn)
′ be an α-mixing Gaussian process with α(n) ≤ cρn
where c > 0 and 0 < ρ < 1 are constants and Ψi ∼ N(0, Ip) for all 1 ≤ i ≤ n. Let
Σ be a deterministic positive semidefinite symmetric matrix and X = ΨΣ1/2. We are
interested in the RE properties of X given the RE properties of Σ.
We say that a non-zero vector v ∈ Rp is admissible to (14) (or equivalently, to (15))
if ‖vIc0‖1 ≤ k0‖vI0‖1 holds with some I0 ⊆ {1, 2, . . . , p} and |I0| ≤ s. The following
lemma from [89] (Proposition 1.4) gives necessary and sufficient conditions for the
RE assumptions (14) and (15).
Lemma A.1.8 Let k0 > 0, s ∈ Z and 1 ≤ s ≤ p/2. Let v ∈ Rp be a non-zero vector
that is admissible to (14). Then
‖vT c0 ‖1 ≤ k0‖vT0‖1. (143)
where T0 is the index set that corresponds to the s largest entries of v. Hence
RE(s, k0, X) is equivalent to the following assumption:







And RE(s, k0,Σ) is equivalent to the following assumption:
















v : ‖Σ1/2v‖2 = 1 and ‖vT c0 ‖1 ≤ k0‖vT0‖1
}
, (147)
where T0 is defined similarly as in Lemma A.1.8. Let
Γ :=
{
δ ∈ Rp : δ = Σ1/2v for some v ∈ B
}
. (148)
The following lemma from [89] (Lemma 2.2) gives an estimate for the complexity of
the subset Γ that is critical to our result.






C∗ = (6 + 3k0)L(s, k0,Σ)
√
ρ(s,Σ). (150)




where e is the natural logarithm base.
Now we are ready to prove our main theorem (1.4.1).






then with probability at least 1− 4 exp(−c′′′θ2n/d4), we have for all v ∈ B,
1− θ ≤ ‖ΨΣ
1/2v‖22
n
≤ 1 + θ. (153)
Since 0 < θ < 1,
1− θ ≤ ‖ΨΣ
1/2v‖2√
n
≤ 1 + θ. (154)
For all v 6= 0 that is admissible to (15), by Lemma A.1.8, we have ‖Σ1/2v‖2 > 0.
Then we can apply (154) to each v‖Σ1/2v‖2 6= 0, which belongs to
B′ :=
{
v : ‖Σ1/2v‖2 = 1 and v is admissible to (15)
}
, (155)












holds with probability at least 1 − 4 exp(−c′′′θ2n/d4). By Lemma A.1.8, the result
follows immediately.
A.2 Proof of Theorem (2.4.3)
This proof is mainly based on the ideas in [67]. First, we give some general results
regarding some random projection matrices.
Lemma A.2.1 Let n, p1, p2, q be positive integers such that p1, p2 ≤ q < n. Let X1,
X2 and Z be n×p1, n×p2 and n×q matrices with i.i.d. rows distributed as N(0, Ip1),




−1X ′1, P2 = X2(X
′
2X2)
−1X ′2, Q = Z(Z
′Z)−1Z ′. (157)


























Proof Notice that X1, X2 and Z has rank p1, p2 and q with probability 1 respectively.
For any matrix On ∈ O(n) where O(n) is the real orthogonal group with dimension
n, Z has the same distribution as OnZ and















This proves (158). (163) also shows that OnQOn has the same distribution as Q.
We know that P1 is a projection matrix with rank p1. There must exist an real




= Dp1,n := diag{1, 1, . . . , 1, 0, 0, . . . , 0}, (165)







which does not depend on X1 given that X1 has rank p1. Therefore
















This proves (159). (160) is a direct consequence of (159).




















For distinct positive integers 1 ≤ i, j, k, l ≤ q,







Obviously, Q2 = Q. Then
q
n
= E(Q11) =E[(1, 0, . . . , 0)′Q(1, 0, . . . , 0)]





=E(Q211) + (n− 1)E(Q212),
(171)
and










E[tr2(D2,nQ)] = 2E(Q211) + 2E(Q11Q22), (173)
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, 0, . . . , 0).
(176)
Similarly, we have






















E(Q11Q22)− E(Q212) = 0.
(177)
and








[3E(Q211) + 6E(Q11Q22) + 24E(Q11Q12)+









0 = E(Q12) =E[(1, 0, . . . , 0)′Q(0, 1, 0, . . . , 0)]









E(QiiQjk) = E(Q11Q23) = E(QijQik) = E(Q12Q13) = 0. (180)
Applying the same technique to M3,
E(QijQkl) = E(Q12Q34) = 0. (181)










































Now we are ready to prove Theorem (2.4.3).
Proof As nk → ∞, we assume that nk > K where K is defined in Assumption








2] = tr[(Σ̂kΘ̂0k− Ipk)2] = tr(Σ̂kΘ̂0kΣ̂kΘ̂0k)− 2tr(Σ̂kΘ̂0k) + pk.
(183)
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k , where the rows of the
(nk − 1) × pk matrix Zk are independent Npk(0, Ipk) random vectors. Under the
null hypothesis,
Σk = diag{[Σk]C1kC1k , [Σk]C2kC2k , . . . , [Σk]CmkkCmkk}, (187)













































































Without loss of generality, we assume that |Ci| ≤ |Cj| for 1 ≤ i < j ≤ mk, otherwise
we can simply rearrange the order of the cliques. For notational convenience, for





































In addition, for each i = 1, 2, . . . , l − 1,


























where [Zk]·Cik is the submatrix of Zk with columns corresponding to the index set
Cik. The second equality is due to Lemma (A.2.1). From (195) we know that
E(Dlk|Fl−1,k) = 0. For each k, {Wlk, l = 2, 3, . . . ,mk} is a martingale with corre-
sponding martingale differences D2k, D3k, . . . , Dmkk.






2|Cik||Clk|(nk − 1− |Cik|)(nk − 1− |Clk|)


























2|Cik||Clk|(nk − 1− |Cik|)(nk − 1− |Clk|)
(nk − 1)2(nk + 1)(nk − 2)
.
(199)







≥(nk − 1−K)(nk − 1−K)






≥(nk − 1−K)(nk − 1−K)









≤(nk − 1−K)(nk − 1−K)






≤ (nk − 1)(nk − 1)
(nk − 1)2(nk + 1)(nk − 2)
p2k.
(201)










Now by Lemma (A.2.1), for 1 ≤ i 6= j ≤ l − 1,
E(r2ilk|Fl−1,k) =
2|Cik||Clk|(nk − 1− |Cik|)(nk − 1− |Clk|)






2[(nk − 1)rijk − |Cik||Cjk|]|Clk|(nk − 1− |Clk|)






















2[(nk − 1)rijk − |Cik||Cjk|]|Clk|(nk − 1− |Clk|)

















) = |Cik|. (206)















2rijk|Clk|(nk − 1− |Clk|)


















































E{[rilk − E(rilk)]4}+ 2
∑∑
1≤i<j≤l−1







for every ε > 0. The third equality is due to (160) extended to the case with up to
four matrices P1, P2, P3, P4 with similar technique and the last equality is based on
the results in [61] that





The Liapounov condition implies the Lindeberg condition,
mk∑
l=2
E[D2lkI(|Dlk| > ε)|Fl−1,k]→ 0. (212)








= 2Wmkk = 2
mk∑
l=1
Dlk → N(0, 4γ2) (213)
in distribution. This completes the proof.
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