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Abstract-we study the numerical approximation of the nonlinear Volterra-F’redholm integral 
equations by combining the discrete time collocation method [I] and the new formulation of Kumar 
and Sloan [2], which converts an integral equation of the conventional Hammerstein form into a 
conductive form for approximation by a collocation method. The intrinsic merit of this alternative 
formulation lies in its computational savings. Posterior-i error estimates of the method for two 
typical nonlinearities (i.e., algebraic and exponential nonlinearity) are obtained. Some remarks on 
the generalization of the method to higher-dimensional cases are offered, and finally some numerical 
examples are given. @ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
We shall consider the general nonlinear Volterra-Fredholm integral equation of the form 
where ~(5, t) is an unknown function, the functions f(z, t) and F(x, t, E, 7, u(<, 7)) are analytical 
on D := [O,T] x R and S x R (where S := {(z,t,E,~) : 0 5 T < t 5 7’; (z,E) E R x a}), with 
F(s, t, 6, 7, U) nonlinear in ‘1~ and R is a closed subset of R" (n = 1,2,3). 
Let the analytical nonlinear integral operator H be defined as 
Then equation (1) becomes 
U=f+HU. (2) 
From the classical theory of the well-known Banach fixed-point theorem, it follows that (1) 
possesses a unique solution u*(x, t) E C(D). Existence and uniqueness results for (1) may be 
found in [3,4] (see also [5,6] for the linear case). 
This work was supported by the K.N.T. University of Technology Research Council 
0898-1221/03/$ - see front matter @ 2003 Elsevier Science Ltd. All rights reserved. Typeset by AM-T&X 
PII: SO898-1221(03)00027-O 
ur~o3 ay? 30 uo!?aun3 ‘F! bq pa~wu~o~ddv aq 11~~ (F) 30 ($ ?C)TI. uo!lnlos aq$ ‘u x [J;‘o] =: a uo 
‘(1 - JlI > ul > 0 : “y)xw.u = y pue 
mx - 1+ux = “y ‘(‘I - n 5 UL 5 1) [T+%~~x) 
= “u ‘[Ix ‘01 = 08 qas pue u 30 uo~~!~~*ed B aq D = WCC > > 1~ > OX = 0 : (“z”;u la? 
‘?I U! JVau!luoU ((L ‘>)n ‘L ‘l)H qq!M 8 X [D ‘01 PUT2 {&- > 7 > L 5 0 ‘1) 5 > 
‘5 5 0: (L’J’J‘~)} =: s put [J‘o] x [ZI’O] =: a uo ‘dIaa!?>adsal ‘pauyap suol?3un3 panIv,t-leal sno 
-nuwoa ua@ aI= ((L ‘>)n ‘L ‘3)~ puv ‘(L ‘3 ‘7 ‘x)3 ‘(7 ‘x)j ‘uoyun3 uMouyun UB SF (p ‘x)n. alayM 
.ua@ 
a.~ saldurvxa 1w!laurnu awos pug pala alp suoi?snba p?.Ba$u! wla?IoA Icauyuou (lwo!suauup 
-oM?) sasw ~suo!suauup laq$y 03 poyqatu aql30 uoywry2laua8 aq? uo sy.w.ua~ awes ‘os~v ‘spunoq 
Jaddn ~0.113 aIqe?nduroa amos a@ aM ‘(L~y~au!~~ou Icyluauodxa puv yelqa818 ‘.%a) sayl.n?au!luou 
Iw,!dLl OM$ JOB ~uoye~nduxo3 cyoqurh dq sa~wysa lox.ra wowagsod ‘D .%ldolaaap “03 ([z] ueo[s 
pue .wun)3 30 uoyeInwo3 hiau ayq pus [I] lauunla 30 poylaur uoy2301103 auy a$alas!p ay? 
Bu!u!qwo:, 30 S!JS!SUO:, g~!y~) (I) 103 dZoIopoq!$aur ‘t! put? uoyeur!xoldds urlo3iun 2 ?uasaJd aM 
‘Jadsd ~19% UI ‘[CT] Iayueq dq palago s! sura@s Iauo!suau_up-JayP!y o? UBOIS PUB Iwunx 30 
poqlaru aq? 30 uo!?szyelauaS aq;L .[zr’z] u! pun03 aq 1cwu (poqqaur adA? uoys~o~~o~) poqqaux I!ay? 
30 S!S@XIV pun suoyd!l>sap paI!Q?aa %%_I!A~?s -[suoy+ndrrron sy us say uo!$ynu.Io3 alzyoula$p? 
siq? 30 ?!Jaur ~!su!J$u! ayl %ny;L ‘poyrfaur uo~~830~~03 v Buyuauraldur! Y~QM pa???faoss% ?lo#a 
[euoywnduro:, ay? %u!3npal 30 sadoy u! palago SBM uoyiyNu~o3 Mau S~;L ‘poyqaur UO~JWOIIO~ 
8 dq uo!%wu!xolddv “03 ux.103 aAynpuo3 8 or)u! uoynba Is.@a?u! u!a?s.IauuusH Isuo!?uaAuoz ayq 
s$.ranuo:, ~D!IJM uoy?puuJo3 v pasodold [z] ~861 u! UQOIS pu’e .wurn;\I ‘pvey .ray$o ayq uo 
‘sa!ras uo!?IsoduroDap uv~uropy 
‘([8‘& aas ‘s~le%ap 103) suraIqold p@oIo!q PUB ‘Ivywy3aur 
‘Iv”!sLqd snoyw puv ‘Dyap!da UB 30 TuaurdoIaAap Iwodura?oy$eds ay? 30 BuyIapour ~w!y_uay~w_u 
ay? ‘swa[qold anI% Lrepunoq zyoqe.rvd .IVXI~JIOU 30 hoaq? aq$ u! as!.re adL3 S!~~JO suo!yenbz 
Posteriori Error Estimates 679 
Here the functions {B,} represent a basis (e.g., the B-spline basis) for the real polynomial 
spline space 
of dimension d = Mp, consisting of piecewise polynomials of degree not exceeding p - 1; the ele- 
ments of this space have, in general, jump discontinuities at the interior mesh points zi , 1 czar _ 1. 
The functions W, in (4) are elements of C[O, l] yet to be determined. 
Let XM := {5,,, := z, + czhm : 1 5 i 5 p; 0 5 m 5 M - 1) where the c, are given 
real numbers satisfying 0 5 cl < ‘. < cp 5 1. The desired approximation (3) is to solve the 
Volterra-Fredholm integral equations on the set DM = [0, T] x XM, 
for all (z, t) E DM. (5) 
Using (4) in (5), we obtain 
i=l,...,p, m=O,...,M-1, 
with x,,i = x, + cih,,, E XM. The dimension of this system is d = Mp, unless we choose cl = 0 
and cP = 1; in this case the dimension is d = M(p-l)+l, since the collocation lies in the smoother 
space CIO T] @So’. I > n s p ecial cases (e.g., the kernel of (1) be of convolution type), then 
it might be possible to solve (6) analytically. However, this will not be possible for most of 
the integral equation (1) arising in practical applications and we must resort to discrete-time 
collocation techniques as in [l]. 
In the next section, we give an illustrative approach in order to demonstrate the development 
of error estimates. 
3. ERROR ESTIMATES 
In this section, we consider the nonlinear Volterra-Fredholm integral equation (3) and give 
some computable error upper bounds for two typical nonlinearities (i.e., algebraic and exponential 
nonlinearities). 
The algebraic nonlinearity arises naturally in the modeling of nth- order isothermal, irreversible 
reaction in a planar geometry or in steady two-dimensional heat transfer in a fin placed in a 
vacuum environment [11,13,14]. Also, the exponential nonlinearity arises in the study of magneto 
hydrodynamics and biological models [8,13]. 
We consider two cases. 
Case 1. Algebraic Nonlinearity, H([,~,~L([,T)) = ~LP(<,T), p E N 
Following the method of Kumar and Sloan [2), we set 
qx, t) := uyx, t), PEN, 
and upon substituting this into equation (3) we arrive at 
(7) 
(8) 
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The explicit form of (7) now becomes 
By implementation of the discrete-time collocation method, we are seeking an element Kn(z, t) 
in the space Si-” (n$‘) @ $+(&‘) h’ h 1 w IC so ves the integral equation (3) on the subset 
DN,M = TN x TM of DM. Here 
TN := {tn,j := t, + djk, : 1 < j < 4; 0 < n < N - l}, 
with 0 5 dl < .. < d, 5 1 and j$) : 0 = to < tl < .‘. < tj,7 = T, k, = t,,+l - t, 
(n = 0,. . , N - 1). 
Thus, instead of (5) we now solve the discrete-time collocation equation 
Jo Jn 
Assume that {B,} is a basis for S$-” (n&j), and let, for a given n with 0 
where we have set IO := [to, tl], I, := (tn, &+I] (n 2 1). The subregion I, 
may then be represented by 
where for t = t, + ZIG,, the polynomials 
<nlN-l,tEI,, 
x Q of [0, T] x i2, K,, 
(11) 
L,(t) := (2 - dk) 
Ckzgk,v, (dw -dk)’ TJ = l”“‘q’ 
are the Lagrange fundamental polynomials with respect to the collocation parameters dj. So, for 
a given collocation points (CC, t) E TN x XA,.I (e.g., (2, t) = (z,+cihm, tn+djkn)) the approximate 
solution of (10) is 
&(x, t) + K,(z, t) 
= [fW+[s, t JJ 1 
P 
G(x,t,~,~_)K,(~,7)d4d7+ G(z,t,5,7)K,(~,7)dEd7 > 
(1‘4 
t, n 
where I&(x, t) is the local residual function. The integral term on the right-hand side (12) can 
be written as 
fi(x,t)=-Kn(x,t)+ i(r.t)+~~k~~~1h,~1~1G(~,t,x~+lhp.tu+7ku) 
[ v=o /.&=o 
x K,(q + <h,,t, + Tk,)dtdr + k, Mclhp .I” s’G(x,t,x, + tbtv + +) (13) 
p=o 0 0 
1 
P 
x Kn(xp +Jh,,t, +&,)dedr 
By substituting (11) in (13) we obtain 
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where 
1 1 
A&, t) = ss WC 4 xp + P,, t, + ~h)L(~Ps(O dCd7, (15) 0 0 
&b9h t) = Gb,t,q + &,tv + %)L,(~)&(~) dEd7. 06) 
The integrals over (0, l] x [0, l] and [0, dj] x [0, 11, respectively, will in general have to be approx- 
imated by approximate quadrator methods, in analogy to the case of one-dimensional Volterra 
or Fredholm integral equations (see [15,16]). 
However, on a given time interval 1, we have to solve a system of qd (nonlinear) algebraic 
equations for the coefficient {ocj}, 
11 
P 
(For choice of collocation points and further details, see [17,18].) Once the unknown expansion 
coefficients are resolved, the intermediate function can be reconstructed from the series represen- 
tation shown in (11). The local residual function &(z, t) is determined from (14). Finally, the 
desired approximation to u(x, t) is then obtained by use of the equation 
t 
%(x,t) = f(x,t) + JS G(x,t,E,7)K,(x,t)d~dT, 0 n
or 
(17) 
where A,,,s(xr t) and X&,+(x, t) as defined in (15) and (16). 
Let cn(x, t) be the local error in the &(x, t) 
E,(X, t) = k(x, t) - K,(x, t). (19) 
It should be noted, that our main concern is the original function U(Z, t), since it would typically 
carry the physics of interest. One can arrive at a direct error estimate for u(z, t) -u,(z, t) through 
some basic manipulation. We have 
%x(x> t) = f(x, t) + n2 k, Mc1 h, I1 j1 G(x, t, xp + th,, t, + ok,) 
v=o I.r=o 0 0 
x K,(x, + [h,, t, + h,) dE d7 G33) 
M-l 
+k,xh, d3 
IS 
’ G(x, 4 xp + O,, t, + h,)Kn(xp + eh,, t, -t rk,) dcdr. 
p=o 0 0 
We may write equation (8) in the exact form t 
G(x, t, E, THE, T)@ d7 + ss G(x, t, E, 7)k(t’, 7) dE d7, (21) t, n 
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‘+, t) = fb, t) + n2 .b Mc1 h, 1’ /’ G(x, t, xP + Jh,> t, + [k,) 
v=o w=o 0 0 
x k(xF + [h,, t, + rk,) d< dr 
M-l 
+kn c h, 
dj 1 
ss 
G(x, t, xP + Eh,, 4, + +,)k(x, + Eh,, t, + rk,) d<dr. 
p=o 0 0 
By subtracting (22) from (20), we get 
&I(& t) = u(2, t) - u,(z, t) 
=~k,~hP~‘~’ G(x, t, xp + Eh,, t, + 7k,)E,(xP + Jh,, t, + Tk,) d[dr 
u=o !_L=o 
M-l 
+ kn c h, 
4 1 
SJ 
G(z, 4 zp + th,, t, + +,)~,(q + Jh,, t, + Tkv) d[ dr. 
fi=o 0 0 
Now, we define the integral operator 
LV,P(~) 
= SJ 
( 
dj 1 
G(x, 4 xP + Sh,, t, + rk,)a(x, + JhP, t, + rkv) de dr; v = p = n, 
0 0 
1 1 
/s 
G(x, 4 xP + Eh,, 4, + 7k,)a(xP + Jh,, t, + Tk,) dldr; /I < n, w < n. 
0 0 
Therefore, equation (23) in operator form is 
n-1 M-l M-l 
Jn = c kv c &Cn,w(~v) + k c h,J”n,,,,(4, 
v=o p=o I.L=o 
and by substituting (23) and (19) into (7), we get 
K, + E, = [% + b,]p ) p E N. 
(22) 
(23) 
(24) 
(25) 
(26) 
Multiplying (26) by G(z, t, xp -I- Jh,, t, + Tk,) and double integrating over the domain of interest, 
we have in operator form 
M-l n-l M-l 
kn c Wn,n,n (Kn) + c kv c hZw, (Ku) + 6, 
p=o v=o M=o 
M-l n-1 M-l (27) 
= kn c hJw,n ((%I + bn)P) + c kv c h&z,,,, ((uv + &,)p) , pc N. 
fi=o v=o p=o 
Expansion of (27) gives 
M-l n-1 M-l 
4, = -k, c h,Z,n,n (G) - c kv c W’k,,, (G) 
p=o v=o p=o 
M-l n-1 M-l 
+kn c hJn,n,n (% + PU:-%Z) + c k, c h,T,,,,, (u; +pu;-‘6,) 
M-l 
+ k, c hMTn,n,n 
p=o 
~u~-~c!; + . + 6; 
> 
n-1 M-l 
+ c k, c h,T,,,,, 
v=o IL=0 
p~~;-26; + . . + 6;) 
(28) 
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Note that as n becomes sufficiently large, the S, becomes correspondingly small, so for sufficiently 
large n we can assume 
(u”, + pup,-‘6, > I-/ P(P_1)up,-“s; + . + (jg 2 
Thus, we have 
M-l n-1 M-l 
6, - pk, c hJn,n,n (u:-%) - PC k, 1 h,Tn,v,, (4?L) 
p=o U==O p=o 
M-l n-1 M-l M-l 
= -kn c hpTn,n,n Fn) - c 1, c h,Tn,w (K) + bt c Vn,n,n (4) (29) 
pL=o v=o p=o p=o 
n-1 M-l 
+ c ku c Ww,, (4) 
v=o p=o 
It follows from using (18) and (12) 
R,+K,=up,. 
Therefore, equation (29) can be written as 
M-l n-1 M-l 
6n - Pkn c hpTn,n,n #‘?b) - pc k, 1 h,T, v w (u;-‘&,) 
/Go v=o /L=o ’ 1 
M-l n-l M-l 
= kn 1 Wn,n,n (%I + 1 kv c G%,,,, (R,) 
(30) 
w=o v=o pL=O 
So, we can establish the following error bound from (30): 
where 1 - pk, C$’ h, I/G,,,, (u:-‘)I\ - PC::: k, C$,’ h,IITn,,,,(u~-l)l( > 0 and the norm 
used is uniform norm defined by 
ll4Ill = SUP Pn(Tt)l, (z, t) E XM x TN. 
So, we can state this theorem for the error estimate of (3). 
THEOREM 3.1. Consider the nonlinear Volterra-fiedholm integral equation (31, where the form 
of nonlinearity is algebraic. Moreover, suppose that R.,, and 6, are the local residual function 
in K, and the local error in u,, respectively. If the operator T,,,+((a) is defined as (24): then 
the local error 6, satisfies the error estimate (31). 
Case 2. Exponential Nonlinearity, H(t, 7, u([, T)) = exp[u([, 71 
Suppose the form of nonlinearity in (3) is exponential. In this case, we have the following 
theorem. 
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THEOREM 3.2. If the function H(J, T, u(c, 7)) in the nonlinear Volterra-fiedholm integral eyua- 
tion (3) is of exponential type, R,, and 6, are the local residual functions in K, and the local 
error m 2~~) respectively, then the following upper bound for 6, is obtained: 
where 1 - k, &$,’ hPTn,n,n (eUn) - czz,’ k,, cf!il Tn++(eUu) > 0 and the operator T,,,,,(a) 
as defined in (24). 
PROOF. We refrain from going into details, and using a similar procedure as outlined in the proof 
of Theorem 3.1, we let the assumptions of the beginning of this section be satisfied. The explicit 
form of k(z,t) = exp[zl(z,t)] is 
(33) 
Suppose h(z, t) is the local residual function in K,(s, t), so the approximate solution of (33) is 
R,(z,t) = -jy 2 , 
[ 
n-1 M-l 
@jL(z)&(x) + ew f(x,t) + c kv c h, 
v=l s=l v=o p=o 
2 -&(.:.,sW)} +knzhp{g &%&Jb$}] 1 (34) 
v=l s=l 
where Av,s(~, t) and B,,,s(z,t) as defined in (15),(16). N ow, letting E,(IC, t) be the local error in 
the K,(z, t), we get 
n-1 M-l M-l 
4, = c k, c hJ”,twL(~v) + kn c &G,n,n(4r 
v=o p=o J&=0 
with the operator Tn,V,P as defined in (24). According to definition of 6, and E,, we have 
K, + E, = exp [un + 6,] . (35) 
In order to obtain an integral equation for the unknown error 6,, we multiply (35) by G(z, t, z,+ 
<h,, t, + TkV) and double integrate over the domain of interest. We have in operator form 
M-l n-1 M-l 
kn c h,Tn,n,n (Kn) + c kv 1 h,Tw, (Ku) + 6, 
p=o v=o p=o 
M-l n-1 M-l (36) 
= kn c h,Jn,n,n (exp 1s + &I) + c k, c hpTn,,,, (exp bv + &I) 
/A=0 v=o p=o 
For sufficiently large n, we assume e6, 5 1 + S,, so expanding (36) we get 
M-l n-1 M-l 
kn c h,J’n,n,n VGJ + c k, c Vkv,, (Ku) + 6, 
p=o v=o p=o 
M-l M-l 
= kn c h,Jn,n,n (eun) + k, c hpTn,n,n (eUn) 6, 
p=o p=o 
n-1 n-1 n-1 n-l 
(37) 
+ x ktJ x Tvw (+‘) + c k, c T&,,,, (eUu) 5, 
v=o w=o ?J=o /L=o 
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So, the computable error bound (32) can be established from (38). I 
This is reminiscent of the error estimate seen in [17]. For the simple cases displayed here, a pos- 
teriori error estimates [17,19] were sought. In general, a priori error estimates and analysis of high 
order of convergence appear to be well studied for Volterra-Fkedholm integral equations [1,6,9,10]. 
Owing to the large variety of multidimensional integral equations that occur in practice, we 
can generalize the error estimate for multidimensional nonlinear integral equations (e.g., two- 
dimensional Volterra integral equations). For instance, the argument of this section can be used 
readily to two-dimensional nonlinear Volterra integral equations of the form 
+ Y 
4T Y) = f(T Y) + JJ K(z, Y, t, s, u(t, s)) ch ds, by) E D, 0 0 
where f(s, y), K(s, y, t, s, u) are given continuous functions defined, respectively, on D = [0, X] x 
[0, Y] and E = {(x, y, t, s,u) : 0 5 t 5 z 5 X; 0 5 s 5 y < Y; -co < u < fcm}, with 
K(z, y, t, s, u) nonlinear in U. Since the error analysis is obvious, we avoid going into details 
of the method, and using a similar procedure as outlined in this section, we can obtain the 
computable error estimate for two-dimensional nonlinear Volterra integral equations. 
4. NUMERICAL ILLUSTRATION 
Consider the following nonlinear Volterra-Fredholm integral equation with exponential nonlin- 
earity from [l,ll]: 
t at) =f&t) + JJ G(x,t,E,7) (1 -exp(-4E,T)))dEd~, (z,t  E [O,ll x a, 0 n
with R = [0, l], 
41 - 8 G(x,t, E,T) = (1 + t) (1 + ,.2) 1 
f(x,t) = -log 1+ ( &z) + xt2 8(1 + t) (1 -!- t2) ’ 
and its exact solution U(X, t) = - log(1 + zt/(l + t2)). The solution of this equation will be 
approximated.by the description method in the space Si-“(n$‘) @$-“(I$‘), with p = q = 2. 
We choose uniform partitions with M = IV, h = l/N, N = 2,4,8,16,32. The set of collocation 
points consists of two Gauss points in the interval (0, l), that is 
X m,i = %I + cih; t,,j = t, + d-h 3 1 i,j = 1,2; 0 I m; n 5 N - 1, 
where cl = dr = l/2 - l/2&, c2 = d2 = l/2 + l/2&. The resulting nonlinear system was 
solved by using the subroutine BRENTM [20]. The maximum absolute errors and estimated 
. [I] UI paluasald sUnsal ay$ IJ_IJ~UOZI 
s?lnsal Ino ‘[I] 3.10~ snornald 6q pau!e?qo asoy? IJ?~M pamduro3 aq uw 1 aIqeA u! s$lnsal ay;L 
. 2% Z801= d 
( > 
Na 
’ {[I ‘01 x [I ‘01 3 (1’2) : ((z‘~)~Q/}xBuI = Na 
6 zz ZSOI = x, 
( > 
N3 
‘ {[I ‘01 x [I ‘01 3 ($‘X) : I(J‘z)“n - (?‘+l}=u = N3 
:Su!ueatu %U!MOIIOJ 
aq? mq d pu’e ‘No ‘0 ‘N3 sSuypeaq uurnIo~ ay;L ‘1 alqc?;L u! ua+S are (2~) punoq laddn 
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p-OI X PL’F 8 
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80’s 
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d 
NC7 
* 
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N 
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