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Advances in networking and multimedia technology makes multimedia streaming 
on the Internet a popular application. However, the quality of multimedia stream-
ing is not satisfactory due to the lack of facility to guarantee enough bandwidth 
for streaming. Although bandwidth reservation protocols are proposed, such pro-
tocols require routers support and are difficult to deploy to existing routers on 
the Internet due to the requirement of storing state information of individual 
flow. Therefore, it implies that it would require hardware or software upgrade of 
existing routers on the Internet. 
Instead of doing reservation, we propose a multi-path streaming approach 
with end-point adaptation that dynamically adjust connection weight according 
" to the path status. Due to the dynamic nature of Internet, it is not possible to 
have a known static good path from senders to receivers. Moreover, the status 
of a path may change dynamically during a streaming session. Therefore, in-
stead of pre-determining the best path before transmission, a multi-path scheme 
is used and connections are adapted to maintain the quality of streaming, usu-
ally by avoiding the congested path. The proposed approach is easy to deploy 
when compared to reservation approaches because router support is not required. 
The computational requirement to maintain the streaming quality of a session is 
carried out at the end-points of the Internet. Hence, the proposed approach is 
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Chapter 1 
Introduction to Multi-path 
Streaming and Dynamic 
End-point Adaptation 
Multimedia streaming on Internet, particularly video and audio delivery, is be-
coming one of most popular and important Internet application. Unlike file trans-
fer on the Internet (e.g. web-browsing, FTP), streaming of multimedia objects 
faces technical difficulty on the delay and the bandwidth of the connection due 
" to a lack of facility to have the delay and bandwidth performance guarantee. 
Moreover, most of the network domains forming the Internet are mostly packet-
switched network and traffic condition is dynamic and the condition varies from 
time to time. A burst of packets traffic may arrive at a router and may result 
in packet losses if the buffer of the router is full. Under this type of network 
congestion, a client and a server of a video/audio streaming application can do 
little to maintain the quality of multimedia streaming. Due to the lack of quality-
of-service (QoS) guarantee, it is a challenging problem to provide both reliable 
data delivery as well as certain level of quality-of-service guarantee. 
One approach to provide QoS guarantee is to reserve sufficient bandwidth for 
the connection between a client and a server before the streaming session starts. 
There are number of protocols designed for bandwidth reservation such as the 
1 
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Resource Reservation Setup Protocol (RSVP). With reservation protocol, the 
quality of streaming services can be guaranteed by reserving enough resources 
(e.g, buffer and packet transmission bandwidth at routers) for each streaming 
session. However, the main drawback of the reservation approaches is that it is 
difficult to deploy to existing routers on the Internet since these protocols require 
the support from the routers. Reservation protocols also face the scalability 
problem since each router has to remember the state of each flow, and stateful 
design implies that the router has to allocate enough C P U to process and maintain 
state, therefore, it is difficult to scale up the scheduling algorithm to manage 
thousands of multimedia flows. 
Apart from reservation approach, other approaches to provide QoS guarantee 
is to perform some form of "best-path" routing for the data transfer before the 
streaming session when there is multiple replicated copy on multiple servers [1 . 
This approach only works well for small file transfer and may not provide the 
desirable performance guarantee for the multimedia streaming application. The 
reason is that the network condition is dynamic and time varying so that the best 
route at the connection initiation instant may become congested at later time, 
•‘ which may affect the long streaming session (e.g. a streaming of soccer match or 
2-hour movie). 
In this thesis, we propose a deployable and robust method to provide reliable 
multimedia streaming over best-effort network without relying of in-core router 
support. In particular, we propose a multi-path streaming approach with adap-
tive connection to maintain the multimedia streaming quality. 
1.1 Multi-path Streaming 
Let us provide a general description of the multi-path streaming approach. The 
multi-path streaming is a client-oriented (or end-points) approach to make mul-
tiple connections to different servers simultaneously. Figure 1.1(b) illustrates a 
Chapter 1 Introduction to Multi-path Streaming and Dynamic End-point Adaptation 3 
© @ @ ® 
1.5Mbit/s O.SMbivK^ ^O-SMbiVs ^ ^ / ^ i t / s 
Internet Internet 
V / \  
1.5Mbit/s 1.5Mbit/s 
© © 
(a) Single-Path Approach (b) Multi-Path Approach 
( J ) Server i � Client 
Figure 1.1: Single-path and Multi-path Streaming 
configuration of a multi-path streaming application. The client connected to sev-
eral servers simultaneously and each server stream the data to the client. Note 
that the streaming is performed in a cooperative way so that no duplicated con-
tent will be sent to the network. Thus, the aggregated bandwidth demand to 
“ the network is similar to the conventional single-path streaming. One of the 
possible ways to achieve this cooperation is to stream the data in round-robin 
manners. For example, the server Si in figure 1.1(b) may stream data pack-
ets 1, 4, 7, ... and S2 may stream 2,5,8, ... and S3 may stream 3,6,9,.... 
When the multi-path streaming is performed in cooperative manner, the multi-
path streaming approach will not cause any extra bandwidth overhead to the 
、 network, as compared to the single-path approach that is used by most of the 
current streaming applications. One important point we need to stress is that the 
multi-path streaming approach benefits from the increased aggregate bandwidth 
of server paths. Moreover, multi-path streaming approach can reduce the adverse 
effect due to network congestion. Figure 1.1(a) shows the single path approach 
for streaming on the Internet. For example, assume that the server is streaming 
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an MPEG-I video over the Internet and the sender sends out 1.5 Mbps of data 
packets. The packets go through the Internet and arrive to the client and the 
client decodes the received stream. In case a network congestion occurs in the 
path causing 50% loss of data packets, we will lose 50% of the data. However, 
for the multi-path streaming approach that is illustrated in Figure 1.1(b), it can 
reduce such effect of loss due to network congestion. Assuming we are streaming 
an MPEG-I video, each of the sender will send, for example, 0.5 Mbps of data 
simultaneously and the receiver will receive a total of 1.5 Mbps of data. If there 
is a network congestion occurs in the path between sender 1 and the receiver and 
causes dropping of 50% of data, we only lose 17% of the data instead of 50% 
as in the single path case. This simple example illustrates the robustness of the 
multi-path streaming approach can reduce the effect of packet loss due to network 
congestion. Thus, we believe that multi-path streaming is a promising approach 
to achieve reliable streaming with QoS guarantee over the Internet. W e would 
also stress the point that the multi-path streaming can be implemented at the 
application layer and does not rely on special protocol support. So potentially, it 
can be easily deployed to existing Internet users. 
1.2 Dynamic End-point Adaptation 
Apart from multi-path streaming, we also address some issues on the dynamic 
end-point adaptation to achieve reliable streaming with QoS guarantee. Due to 
the fact that the network condition is highly dynamic, some of the connections 
• may become unreliable during a streaming session. O n the other hand, other 
previously congested link may become more reliable. In this case, the client can 
switch from the unreliable connection to a more reliable one to maintain the 
quality.、 
In general, dynamic end-point adaptation is a scheme to dynamically adjust 
the amount of delivered traffic on different connections among different servers. 
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This type of adjustment is necessary when one of the paths becomes congested. 
Specifically, the client should detect the degradation of quality of the congested 
route and then switch some traffic from the congested path to the less congested 
path. For example in figure 1.1(b)’ client C make a new connection to another 
server S4 when the quality of path 1 is heavily degraded (e.g. dropping 70% of 
the packets). 
The key to the dynamic end-point adaptation is in the measurement of the 
network status. For example, the client needs to know the available bandwidth 
of a path, or the parameters describing the characteristics of a path before per-
forming any adaptation. If we are going to do adaptation based on the available 
bandwidth of the paths, we have to first measure the available bandwidth of each 
path and try to avoid using the path that has no sufficient bandwidth. Thus we 
need to have a measurement scheme that can reasonably capture the character-
istics of the paths. In the later sections, we present some possible approaches, 
analytical results as well as result via the model-based simulation. 
Chapter 2 
Related Work 
In this chapter, we will give a brief survey of existing works on the multi-path 
streaming. W e focus on those works that either consider loss characteristics or 
can be deployed over best-effort service networks, as these are the considerations 
in our work as well. 
Maxemchuk [2, 3, 4] proposed dispersity routing and it is one of the early 
works that makes use of multiple independent paths for data transfer. The focus 
of Maxemchuk's work is to reduce the message delay at the network layer. For 
non-redundant dispersity routing, a message is divided up into submessages of 
equal length and the submessages are transmitted through different paths of the 
network. If some of the submessages are lost, the lost submessages are retransmit-
ted while the successfully received submessages are accepted. The message delay 
is dominated by the number of retransmission needed to receive a message which 
is determined by the worst path. For redundant dispersity routing, additional re-
dundant submessages are introduced in the message transmission process. With 
‘redundant submessages, only a subset of submessages are required to construct 
the original message. Hence the message delay will be not affected by the worse 
path. While Maxemchuk's work focus on the delay under a reliable transmission 
of data-messages, our work focus on streaming applications wherein the perfor-
mance metrics are sustainable transmission bandwidth and to reduce bursty data 
loss (so as to enhance the perceptual quality of the video). Therefore, there is 
6 
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a fundamental difference in the performance objective. Under the streaming ap-
plication, the data is sent through a network at a specific rate (e.g., Mbps or 
packet per second) and that has an effect on loss characteristics, which we will 
investigate in later sections. Also, we do not consider retransmissions as there 
is usually little opportunity to retransmit data in such applications (due to their 
real-time constraints and continuity requirements). In general, some amount of 
data lossiness can be tolerated. Another significant difference between our work 
and the previous work is that we concentrate on application-layer routing rather 
than the network-layer routing. One major advantage of performing the multi-
path routing on the application layer is that we are not relying on the support 
from the underlying network and this will reduce the deployment difficulty. 
Another set of works on the topic considers higher level mechanisms, but re-
quires some assistance from the lower layers and/or assumes significant knowledge 
of network topology and/or link capacities and delays (on all links used for data 
delivery). Given such knowledge, algorithms are proposed to select paths which 
can avoid congested routes. For instance, in [5], the authors focus on adaptation 
of delivery rate along the different paths, based on losses observed at the receiver. 
.. In [6], the authors consider proper scheduling of the initial portion of the video so 
as to reduce the start-up delay. In contrast, our approach does not rely on spe-
cific knowledge of topologies, capacities, delays, etc., and only considers whether 
a set of paths do or do not share points of congestion, as can be detected at the 
end-hosts. Moreover, our focus in this thesis is on characterizing the benefits, 
with respect to loss characteristics, of a multi-path approach as compared to a 
• single path approach. Hence, our interest is in the more basic understanding of 
using the multi-path approach for data streaming applications. 
Recent literature on this topic also includes works on voice-over-IP type ap-
plications. For instance, authors in [7, 8] propose a scheme for real-time audio 
transmission using multiple independent paths between a single sender and a sin-
gle receiver. For error recovery, multiple description codings(MDC) is used in a 
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multi-path delivery and a F E C approach is used in a single-path delivery. Us-
ing the M D C , multiple descriptions are generated from the source signal and the 
descriptions are independently encoded. If all the descriptions are received, then 
the signal can be constructed with full quality. If some of the descriptions are 
lost, the signal can still be re-constructed but with a degraded quality. These ap-
proaches of using M D C and single path with F E C reported in [7, 8] are evaluated 
through simulation. In contrast, we believe that it is important to understand 
the effects of multi-path delivery on loss characteristics of streaming video, both 
for the cases of with or without the use of erasure coding techniques. Hence, we 
focus the evaluation of multi-path delivery in these two settings. It is important 
to note that "live" applications (such as voice-over-IP) have different characteris-
tics than pre-recorded applications (as we are considering here in our work). For 
instance, one such difference is the need to disperse data in real-time, whereas in 
our case, we can distribute it to the multiple senders ahead of time; this makes 
application-level implementation simpler and possibly more efficient. 
Recently, authors in [9] consider the delivery of pre-recorded video from multi-
ple senders which are distributed across the network. However, this work focuses 
on a transport protocol as well as on optimization algorithms for (a) rate distri-
bution among the paths (i.e., how much data to send over each path) and (b) 
packet distribution among the paths (i.e., which packet should be sent over which 
path), with the objective of minimizing the loss rate at the receiver. In an effort 
that will appear in the future [10]丄 F E C techniques are added (as compared to 
9]). Again, distribution algorithms are considered but with the objective of min-
‘imizing the probability of irrecoverable error. One main objective of this work 
is to allocate rate on a path which satisfies the TCP-friendliness criteria. The 
authors use use an analytical expression to estimate the appropriate amount of 
bandwidth allocation so to achieve TCP-friendliness property. However, recent 
iThis paper has not appeared yet, and hence we are referring to the version currently 
available on the authors' web page. 
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work has shown that a naive application of this approach may not lead to the 
TCP-friendly property. In contrast, due to the nature of the application, we 
believe that it is important to consider loss characteristics even when the losses 
cannot be fully recovered. That is, since we consider delivery of video (which can 
be displayed even under some losses) in contrast to file transfer (which cannot 
tolerate losses). In later sections, we also consider data loss rate (with and with-
out the use of FEC), packet loss burst length distribution (with and without the 
use of FEC), as well as lag-1 autocorrelation (with and without the use of FEC) 
of packet losses, in our evaluation of potential benefits of multi-path streaming. 
Chapter 3 
Path Loss Model 
A path loss model is necessary for doing analysis. However, due to diverse struc-
ture of protocols and applications running on Internet, it is very difficult to find 
a single congestion model that fit every congestion behavior. Different applica-
tions may use different protocols on Internet. A file transfer application may 
use file transfer protocol that built on top of TCP. A audio streaming streaming 
application may use U D P with constant sending rate. Even different T C P imple-
mentations may have different parameters: different timeout, different window 
size, etc. Finding a good analytical model for a single protocol is already a very 
.. hard problem. It is even harder to have a single analytical model that can ac-
curately model the congestion caused by these diverse protocols running on the 
Internet. 
3.1 Bursty Loss 
‘Many research works have been done to analyze the loss process and conclude that 
the loss of packets are bursty [11] [12]. That is the loss of consecutive packets 
for end-to-end traffic are not independent but are correlated. Hence, it is not 
accurate, to simply model the packet losses on the same path as an independent 
events. W e need a loss model that can reasonably capture the real loss behavior 
for further analysis. W e will discuss a 2-state Markov process called Gilbert 
10 
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3.2 Gilbert Model 
3.2.1 Discrete-time Gilbert Model 
Let us consider the simpler discrete Gilbert model [13] to model the end-to-end 
loss behavior. The discrete Gilbert model is a 2-state (1st order) Markov process 
model that model the 2 states: 
• State 0: represent a packet reaching the destination. 
,, • State 1: represent a packet loss. 
• p: probability going from state 0 to state 1. 
• q: probability going from state 1 to state 0. 
The discrete Gilbert model is shown in figure 3.1. Whether a packet trans-
‘mitted through the path can arrive to the receiver is determined purely by the 
model state of the path. If a packet is transmitted through the path and the 
state is 0, the packet can reach the destination. On the other hand, if a packet 
is transmitted through the path and the state is 1, the packet is dropped. The 
drop characteristics is determined by the parameters p and q of the model, p is 
the probability going from state 0 to state 1 and q is the probability going from 
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state 1 to state 0. In other words, p is the probability that a packet is lost given 
that previous packet is received and q is the probability that a packet is received 
given that the previous packet is lost. 
Intuitively, higher order Markov chain should give more accurate model of 
the loss process. Maya Yajnik, Jim Kurose and Don Tows ley had conducted 
experiments on MBone network [14] and analysed on modeling loss process by 
using different order of Markov chain. Experiment results from [14] show that 1-st 
order Markov chain model perform reasonably well in many cases when compared 
to higher order Markov chain model. Thus, instead of using higher order Markov 
chain which will lead to more complicated analysis, we will use 1-st order Markov 
chain model (the Gilbert model) for modeling of the loss process. 
From the discrete Gilbert model, we can obtain the following equations: 
P{Packet i is lost | Packet i — 1 is received} = p (3.1) 
P{Packet i is received | Packet i — 1 is lost} = q (3.2) 
p 
Loss rate tti = (3.3) 
Receive rate ttq = ~ - ~ (3.4) 
p + q 
3.2.2 Continuous-time Gilbert Model 
One of the disadvantage of using discrete model is that the effect of different 
packet spacing cannot be shown. Under the discrete model, packets with spacing 
of 10ms and packets with spacing of 1 sec will have the same loss characteristics. 
However, the packets with less spacing are expected to have higher loss correlation 
than that with more spacing. Thus, the effect of varying the packet spacing, or 
the sending rate (in terms of packet per second) cannot be reflected by the discrete 
model. 
For multi-path streaming, the spacing of packets transmitted through a path 
is greater than that of the single path. The spacing is a function of the number 
of servers, which is j second where A is packet sending rate (packets per second) 
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and n is the number of server. W h e n 2 paths streaming, the packet spacing for 
both path will be double of the single path one as shown in figure 3.2. For using 
3 paths, the spacing will be triple. Thus, we can see that the packet spacing 
of multi-path streaming is different from that for single path streaming even for 
• the same aggregate sending rate. Discrete Gilbert model may not be appropriate 
due to the lack of modeling the packet spacing. So we now consider using the 
continuous-time Gilbert model for the performance analysis. 
Using a continuous time Gilbert model, the time-dependent state transition 
is model as the rate of state change instead of the probability of state change in 
the discrete case. The continuous-time gilbert model is shown in figure 3.3. 
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Similar to the discrete model, the continuous-time model has 2 states: state 
0 indicates a packet can be successfully received and state 1 indicates a packet 
is dropped during the transmission. Instead of using probability of state change, 
for a path k, we have the rate /io⑷ which is the rate from state 0 to state 1 
and the rate iii(k) which is the rate from state 1 to state 0. The infinitesimal 
generator for this Gilbert model of path k is: 
⑷ Mk) 
Qk = 
… ⑷ - i d i { k ) 
The stationary distribution of this Gilbert model is 
7r(/c) = [TTo⑷’ •^i⑷： 
where 
^o(^) = ,…a n d = ： ㈨ , , 、 
Let p-j (r) be the probability that path k is in state j at time 力 + t, given that 
.. it was in state i at time t, i.e., p\j{r) = P{Xk(t + r) = j\Xk(t) = i). From [15], 
we have that 
“、 ""、。(知)，、(i - e-["。⑷+Mi(fc)]T) • _ Q • _ 1 
厂名，•？ ^ ^ ~ I M0 ⑷+ ⑷+ M1 ⑷)r . — . _ 、丄… 
MO(A:)+/xi(A：) ^ - - U 
- for all r > 0. 
W e can further derive some properties for single path streaming from the continuous-
time Gilbert model. The average packet loss rate for single path k is 
Pk[\oss packet] = tt八k)=“〈。⑷,,、. (3.6) 
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The error burst of length m for single path k is 
( f o r m = l , 
Pfc error burst = m = �- i m - i ” � W-Zj 
[ 兀 p i ' l W pl'i(Sk) for m > 2. 
where Sk is the packet spacing. Note that the probability of having error burst 
of m specifies the rate of occurence of error burst of m . Thus, the error burst of 
m would means that, at arbitary time, an error burst starts and the burst error 
is of length m . 
The probability of having a packet error burst of any size is therefore 
oo 
PA；[error burst] = ^ ^ Pa；[error burst = m] = 7To(k)p\^J^(5k). 
m=l 
Moreover, the conditional probability of having a packet error burst of size m > 1, 
conditioned on there being a loss, is equal to 
Pit [error burst = m 
Fsp error burst oi size m error burst = ~ — ： — 
P/c [error burst 
= f o r m > l . (3.8) 
In chapter 6, we will perform further analysis on the multi-path streaming 
with the continuous-time Gilbert model. 
Chapter 4 
Loss Recovery 
The transmission of a packet over a best-effort network may not be reliable. 
Packets transmitted through the Internet will likely to go through packet-switched 
networks and being forwarded by the routers in the transmission path. The 
routers have buffers to store the received packets and forward the packets to 
other routers or hosts by looking up their stored route table with different policy 
(say First-come-first-serve). In case packets arrive to the router at a rate that 
exceed the routers routing capacity, the buffer will become full and the router 
will start to drop packets. This accounts for most of the packet loss experienced 
•• in end-to-end packet transmission on the Internet. 
T w o techniques, namely the Automatic Repeat Request (ARQ) and the For-
ward Error Correction (FEC) mechanisms, are commonly used to deal with the 
packet loss. Automatic Repeat Request (ARQ) schemes recover errors by re-
transmission of lost packets and Forward Error Correction (FEC) schemes recover 
errors by transmitting redundant information so that lost data can be recovered 
‘from the redundant information. The two techniques will be discussed in this 
chapter. 
16 
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4.1 Automatic Repeat Request (ARQ) 
Automatic Repeat Request (ARQ) schemes recover the loss by retransmission of 
lost packets. It is commonly used to implement reliable transmission on top of 
unreliable transmission (for example, in the TCP). The advantage of A R Q is that 
retransmission are required only in the case of packets loss. If there is no packet 
loss, no transmission overhead will be introduced to the network. 
The main drawback of the A R Q is the high end-to-end latency. The loss can 
only be recovered when retransmitted packets arrive at the receiver and incurred 
the extra latency. Therefore, the total time elapsed before a retransmitted packet 
arrival is the sum of the receive time-out of the original packet, the transmission 
time for the retransmission request message transmitted from the receiver to the 
sender, and the transmission time for the retransmitted packet. The sum of 
all these times may be large on network with high latency network with high 
latency. However, streaming applications have a real-time constraint on delay. 
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Packets that arrive later than the decode-time deadline will usually be dropped 
or ignored. Figure 4.1 illustrates the the decode-time constraint of a constraint 
bit-rate streaming application. The packets are sent at a constant bit-rate from 
the server while the data are decoded at a constant bit-rate at the client. Re-
transmitted packets can not meet the decode-time deadline if the decode-time 
deadline are short. To have a long decode-time deadline, pre-bufFering of consid-
erable amount of data is required and we believe that A R Q is not suitable for 
streaming. Also, A R Q cannot take full advantages of using multiple paths as 
retransmitted packets are likely to go through the same path of the previous lost 
packet. If one of the paths have a high loss rate, the retransmitted packet will 
likely to be lost again without taking the advantage of the other better paths. W e 
believe A R Q is good for error recovery for delay-insensitive application such as 
conventional file transfer but it is not suitable for streaming application. Hence, 
we do not consider using the A R Q for error recovery. 
4.2 Forward Error Correction (FEC) 
Forward Error Correction (FEC) Mechanisms recover loss by transmitting certain 
amount of redundant information together with original information. Loss of orig-
inal information are recovered from the redundant information. Since redundant 
information is transmitted along with original information, no retransmission will 
be required for the reconstruction of lost data. Hence, F E C schemes do not ex-
perience the severe latency problem that A R Q schemes have. So F E C schemes 
• become the primary choice for interactive applications that are delay-sensitive 
(say Internet phone) for error recovery. The tradeoff for the low latency is that 
redundant information is transmitted even there is no loss of data, which may be 
a waste oi transmission bandwidth for a low loss rate path. 
A naive implementation of forward error correction can be very inefficient. To 
illustrate, consider the forward error correction scheme that transmit a complete 
Chapter 4 Loss Recovery 19 
duplicated copy along with the original data. This scheme will have 100% of re-
dundant data and hence requires 100% more of bandwidth requirement. A simple 
analysis on this scheme will reveal that this error correction scheme has a poor 
performance. To simplify the analysis, assume that the probability of dropping a 
packet is p and the drop of each packet is independent. Since duplicated packets 
are transmitted, the data carried in a packet will be lost only if both the original 
and the duplicated packets are lost, which have probability of p^. The probability 
of transmitting N data packets without any data loss is 
( 1 - P T 
For instance, if N is 1000 and p is 0.02, the probability of no data loss will be 
0.99961OOO = 0.670. Thus, there is still a probability of 0.330 of having data loss, 
which is considered to be a poor performance. 
It is therefore a crucial point to have efficient coding for the F E C W e now 
study a F E C scheme with the error erasure codes implemented by Rizzo[16] which 
is very efficient in error correction. The error erasure codes scheme, or simply 
called erasure codes, consist of 2 components: The encoder and the decoder which 
•• perform the encoding and decoding of the erasure codes respectively. 
The erasure codes encoder works in the following way: Given k data packets 
of same size (e.g., 1400 bytes in our implementation), I parity packets are con-
structed from the given k data packets. The total n = k1 packets then forms a 
F E C group of size n. Among n packets in a F E C group, k of them carry exactly 
the original information and remaining n — k parity packets carry redundant in-
‘ formation. W e call such code as the (n, k) code. The n packets of the F E C group 
are then transmitted to the destination. If k out of the n packets arrive to the 
destination, then the k packets carrying original information can be recovered 
without any information loss. Figure 4.2 illustrates the above flow. For example, 
if given k = SO packets carrying the original information and 20 parity packets 
are constructed by the encoder to generate (100,80) codes, then this codes can 
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Figure 4.2: The Erasure Code Encoder and Decoder 
tolerate up to 20 packets loss out of the 100 packets. The 100 packets are then 
transmitted to the destination. If 80 or more of them arrive (may these packets 
be the data packets or the redundant packets), the missing data packets can al-
ways be re-constructed and no information will be lost. However, if more than 
20 packets are lost, say 25 of them are lost, then no recovery is possible. The in-
formation we lost depends on the number of the missing data packets. If the lost 
packets consist of 13 data packets and 12 parity packets we lose the information 
in the 13 data packets. 
Let us consider a simple analysis on this coding scheme to show the efficiency 
of this erasure code, as compared to the naive approach previously shown. Again, 
we assume that the probability of dropping a packet is p and the drop of each 
packet is independent. Data loss occurs in a F E C group with (n, k) code if 
,more than n - k packets are dropped. For transmission of N data packets, the 
probability of having no data loss is 
/n-k / \ \ � f 1 
E t t ^ x i - . r - M 
‘ \i=0 V v / 
W e would use the same parameters as the previous example (p = 0.02, 100% 
redundant data) to compare the performance: for p = 0.02 and 100% redundancy 
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with fee parameters k = 250 and n = 500，the probability of transmission of 1000 
data packets without any data loss will be (J^二 (？。)0.02力.98500一广 which yields 
a value very close to 1. This implies that the probability of having data loss will 
be less than 10—278. Compared to the probability of having data loss using the 
naive approach (0.330), the performance of this erasure code have a much better 
performance in terms of the recovery capability. Thus, from this simple analysis, 
we can see that an efficient coding can dramatically increases the performance of 
the F E C scheme. 
W e briefly describe the working principle of the erasure code. The erasure 
code is based on the mathematical concepts in finite fields. Let x = xq ... Xk-i 
be the data on the k different packets. W e can generate the code y = yo... 
from original data x by using a n x fc generator matrix G by y = Gx : 
^ y^ \ ( 1 0 0 ... 0 、 
yi 0 1 0 ... 0 ( \ 
: ： : . 
Vk-I = 0 0 ... 0 1 T.i 
: <^0,0 <^0,1 以0，2 • • • 
. • . . . . \ 1 / • • • • • • \ / • • 鲁 « • 鲁 
\ l/n-l / \ (ln-k-1,0 an-k-1,1 «n-A:-l,2 . • • Gn-fc-l.A;-! 
or we can express as n equations: 
Vi = Xi for z = 0,... , /c - 1 
• Vi = ai-k,oXo + o,i-k,iXi + .. • + ai_k,k-iXk-i for i = k,... ,n - 1 
where aij are some constants. If any k subset of the above n equations are 
linearly independent, then we can determine Xi from the k subset equations. In 
other words, receiving any k components of y will be sufficient to determine x. It is 
possible to have k subset of linearly independent equations by using aij = a(仔 
for any prime a. 
Chapter 4 Loss Recovery 22 
W e now consider the issue of determining the amount of redundant infor-
mation for the FEC. Using a small amount of redundant information helps in 
reducing the bandwidth overhead but it would also reduce the error recovery ca-
pability. On the other hand, using a large amount of redundant information helps 
to improve the error recovery capability but it would introduce more bandwidth 
overhead, which would be a waste if there are no or small losses. 
For the (n, k) code, the choice of parameters n and k for the (n^ k) code dictates 
the amount of redundant, as number of packets carrying redundant information 
is n — k. In order to determine the F E C group size, we have run some simulations 
to help determining the amount of redundant information under different network 
path condition. The result and analysis is shown in section 7.2.2 and the following 
conclusions are drawn: 
• Increase amount of redundant information will increase the correcting ca-
pacity of the erasure codes. 
• Even with fixed ratio increasing group size k can increasing the correcting 
capacity of the erasure codes, given a sufficient large ratio 
The first conclusion is rather intuitive. By means of using codes with cor-
recting capacity, we can recover more losses. The second conclusion is more 
interesting since even with same redundant information overhead (by fixing 
we may have different correcting capacity by using different F E C group size. 
Further analysis on this issue is shown in section 7.2.2. 
Chapter 5 
Connection Adaptation 
The goal of connection adaptation is to adjust the connection of the paths among 
different servers that can hopefully maintaining the quality. W e will discuss 
several related issues in this chapter. For example, we may have to determine 
which senders are the "best", which involve determining the path quality between 
the senders and the receiver. Another issue is that given multiple senders are used 
for the multi-path streaming, is it the best way for the senders to send equal share 
of data to the receiver? i.e. for n senders, each sender sends out - data. In this 
‘ n 
chapter, we will consider related issues for making connection adaptations. 
5.1 Path Quality 
Estimating path quality is important to determine whether a path is good or 
not. Round-trip time is a common and simple quality measure as used in [1. 
Another common technique is to use packet probes [17] to estimate path band-
'width. These measurements are based on the delay and the throughput of a 
path and may not well address the quality for streaming application. Path delay 
does not reflect any loss characteristics while throughput may not truly reflect 
the quality of a constant bit-rate streaming. A path with low throughput (given 
enough bandwidth) and low loss rate is preferred when compared to a path with 
high throughput but high loss rate. In contrast, we would like to understand 
23 
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the loss characteristic of a path. A possible approach for the estimation is to 
determine the Gilbert model parameters ^o and of each path. W e can first 
determine the state transition probability fjjf) and P⑵ for each path k. The 
尸0(f) is the probability that a packet is lost given the previous packet is received. 
Thus, we can estimate _Po(f) statistically by counting number of the event packet 
i is received but packet z + 1 is lost. Similarly, we can estimate by counting 
number of the event packet i is lost but packet i + 1 is received. W e can then 
determine /Lio(k) and fi认k) by using equation 3.5. First, we can obtain the ratio 
of fJ^ i{k)/f,Lo(k) by 
Mk) -
Then we have 
p j ? 二 广、。⑷，，、(I _ e - � � 
O'l " 0 ⑷ ⑷ V丄 e ) 
= 1 (l - e - ( i+…"0�T) 
(l+a) I丄 匕 J 
W e can then rewrite the equation as following to determine 於)： 
M k = 。工、。， 1 (5.1) 
(1 + ajT \ , 
where a = ^ ^ = ^ and r is the inter-packet spacing. W e can also determine 
A “ � by 
l^i(k) = c^ fioik) (5.2) 
The main drawback of this approach is that considerable number of samples 
is needed to make the result accurate. W e will have further analysis on loss 
, characteristics in chapter 6 and 7. 
5.2 Effect of Shared Congestion Point 
Congestion points of different paths may be shared or distinct. For paths that 
have distinct congestion points, we can model the dropping processes of the paths 
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with different independent Gilbert models. However, for paths that shared the 
same congestion point (i.e. packets from different paths are dropped at the same 
point), it will not be accurate to model the loss processes as different independent 
Gilbert models. A more appropriate approach is to model the loss processes of 
the paths under a single Gilbert model as the packets for 2 paths undergo the 
loss process at the shared single congestion point. 
Shared point-of-congestion degrades the performance of multi-path streaming. 
Simulation result using ns-2 in section 7.3.8 shows that 2 paths with a common 
point-of-congestion results in performance similar to that of using a single path. 
Thus, shared point-of-congestion should always be avoided. 
5.2.1 Point-of-Congestion Detection 
Dan Rubenstein, Jim Kurose and Don Towsley have proposed a method to de-
termine whether 2 paths shared the same point-of-congestion [18]. The working 
principle of the detection bases on the comparison of the loss correlation or the 
delay correlation of adjacent packets. If the adjacent packets are transmitted 
through the same congestion point then these adjacent packets should experience 
“ high loss or delay correlation. On the other hand, packets that are transmitted 
through different congestion points should experience no significant correlation 
on the loss or the delay. Therefore, it is possible to determine whether two paths 
share the same congestion point by measuring the loss or delay correlation for 
the cases of: 
• • adjacent packets from 2 different sources, and 
• adjacent packets from one of the sources only. 
For the point-of-congestion (POC) detection, we consider the Y-topology [18 
only. Under Y-topology the senders for 2 flows are widely separated and the 
receivers of 2 flows are in the same local area network or machine. This is exactly 
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the same topology for the multiple-path streaming where a single receiver receives 
multiple streams (flows) from different distributed senders. 
The measurement can be done either using loss correlation or delay correlation 
of the packets. For loss-correlation, the cross measure [M^] and auto measure 
(Ma) and be obtained by: 
M x = = 0|Li,j_i = Q,adjR(j)i，3,p2，i) = 1) 
M a = FV{L2,^ = 0) 
Lk,i = 0 when packet i from sender k is dropped before arriving the destination 
and Lk,i = 1 when packet i from sender k is received. And adjR(x,y) = 1 when 
packet X and packet y are adjacent. The two paths between the receiver and the 
2 senders share the same point-of-congestion if M ^ > Ma. 
The following example illustrate the calculation for loss-correlation point-of-
congestion detection. Consider 20 received packets from sender 1 and sender 2: 
Pl’2’ 尸2,1’ 尸2’3, Pl’4, Pi,7, A,4, ^ 2,5,尸2,8，A,9, 
^2,9, Pi,12, Pi,13, 2^,10,户2’11,尸2,12’ 1^,14,尸1’16’ A,18, 2^,14-
、. For calculating cross measure M^, the condition J^i’j_i = 0 and = 
1 is true for 3 cases: 
• Case 1: i = 7,z = 4 (Pi,7,P2,4) 
• Case 2: j = 9, i = 9, (Pi,9,^2,9), and 
• Case 3: i = 18,z = 14 (Pi,i8, ^ 2,14). 
、 A m o n g these 3 cases of adjacent packets, L2,t-i = 0 is true for i 二 14 (i.e. ^2,13 is 
lost but 2^,8 and i^s are received). So the loss-corr cross measure M x should be 
I- For calculating auto measure 礼,since 14 packets from sender 2 are expected 
(尸2，i to /Vi4) but only 10 of them arrive (尸2,2, ^2,6, ^2,7, 2^,13 are lost), the loss-
corr auto measure M a should be 告 =争 . I n this example, M ^ > M a so shared 
point-of-congestion is concluded. 
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5.3 Load Distribution 
For multi-path streaming, data are streamed from multiple senders. One of the 
nature question to ask is that what are the best load distribution for each sender? 
i.e. Is there better way to stream data other than sending equal share from each 
sender? Intuitively, it may not be the best way to stream data with equal share 
from each sender. The reason is that different paths are likely to have different 
loss condition. If we model the loss processes of the paths with the Gilbert model, 
the parameter fio and for different paths are unlikely to be the same. It is a 
nature question to ask whether even or uneven distribution of load distribution 
give better performance. 
W e study the effect of using different load distribution among the paths using 
both the Gilbert model simulation and the ns-2 simulator in section 7.2.5 and 7.3.6 
respectively. The results show that evenly distributing the load in simple round-
robin manner gives fairly robust result when compared to uneven connection 
load distribution. Thus, evenly distribution of load in round-robin manner is 
preferred when compared to unevenly distribution because of the robustness and 
simplicity. Uneven distribution would require probe for path quality to determine 
the weight, which may require considerable amount of time and accuracy for the 





In this chapter, we will analyse the performance of the single-path and the multi-
path streaming approaches. Our main focus is on loss characteristics. W e first 
consider these approaches without the use of erasure codes, so as to understand 
the basic differences between single and multi-path streaming. W e then also 
consider the changes in loss characteristics when an erasure code, and hence 
redundant information, is added, as this is another approach to dealing with 
packet losses. Specifically, we consider a variation of such codes, which we refer 
to as F E C , as defined in section 4.2. W e use the Gilbert model, as our model of a 
.. path; as in [19] we characterize the path by its bottleneck link. This model, which 
is defined in chapter 3, allows for dependence in consecutive packet losses and 
should be a more accurate representation of the network than an independent 
loss model. The performance evaluation in this chapter is done at the receiving 
end of the paths. 
W e use the following performance measures to quantify the merits of the 
different streaming approaches (these are defined more formally below): section 
1. mean data packets loss rate (with and without FEC), 
2. conditional burst length distribution, conditioned on there being at least 
one error (with and without FEC), 
3. lag-1 auto-correlation (with and without FEC). 
28 
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The first performance measure is an obvious approach to comparing single and 
multi-path streaming (when losses, rather than throughput, are of importance). 
The other two performance measures are less obvious; however, we believe that 
they can significantly affect the quality of the viewed continuous media. 
W e will use the continuous time Gilbert model described in section 3.2.2 for 
the analysis. 
Throughout the chapter we refer to single path streaming as SP streaming and 
multi-path streaming with N paths as M P streaming. Without loss of generality, 
when paths are homogeneous, we assume that SP streaming always transmits 
data along path 1. In the evaluation of M P streaming, we assume that the 
multiple paths have disjoint bottlenecks (or points of congestion) and hence the 
Gilbert models representing them are independent. Note that, since we represent 
a path by its bottleneck link, multiple paths with joint points of congestion could 
just be represented by a single Gilbert model. Lastly, note that our focus is on 
a streaming application which generates packets at a constant rate; hence our 
derivations below are done under this assumption. 
6.1 Performance Analysis of SP vs. Multi-path 
Streaming (without FEC) 
Let us first derive the average packet loss rate. Unless stated otherwise, below we 
consider a special case of multi-path streaming, namely dual path, round robin 
(DPRR) streaming. There are a number of different approaches to distribut-
‘ ing data along the multiple paths; here we consider a simple case, i.e., D P R R , 
wherein each path carries half the application's traffic and the packet transmis-
sion is carried out in a round robin manner. That is, odd numbered packets 
are transmitted along path 1 while even numbered packets are transmitted along 
path 2. W e use this simple scheme for dual path streaming to illustrate the basic 
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performance differences between single and multi-path streaming, so as to gain 
some basic understanding. 
If we assume that the streaming rate does not affect the channel loss char-
acteristics (i.e., the parameters of the Gilbert model), then for the SP case, the 
average packet loss rate is simply 
八p[loss packet] 二 7 r i ( l ) = ⑴ … . (6.1) 
For the M P case, assume that we have N > I paths and let a: be the fraction 
of the application's workload that is sent along path i where = 1. Then 
the average packet loss rate for the M P case is 
N N . � \ 
尸—[loss packet] = Vo;i7ri(z) = V q, "、）. 
^ WO + "i ⑴乂 
If these N paths are homogeneous, then we can simplify the above expression to 
Pmp[loss packet]= ⑴ … . (6.2) 
^o(l) +/ii(l) 
Remark: the implication of Equations (6.1) and (6.2) is that if the application's 
sending rate does not affect the loss characteristics of the path then splitting the 
data between multiple homogeneous paths does not reduce the average packet 
loss rate, as compared to a single path with the same loss characteristics. 
O n the other hand, if the application's sending rate can affect the loss char-
acteristics of the path (e.g., sending data with a higher bandwidth may increase 
the losses), then the average loss rate of the M P approach can be different from 
that of the SP approach. To illustrate this effect, let A be the application's mean 
、 sending rate and 
M O 二 • (6.3) 
、 ⑷ = ^ ( A ) (6.4) 
where T {B) is a continuous non-decreasing (non-increasing) function of A. Then, 
we have the following result. 
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Theorem 1 If the parameters of the Gilbert model are specified by functions JT 
and B, then the average packet loss rate under the single path streaming approach 
will be greater than or equal to the average packet loss rate under the multi-path 
streaming approach wherein these paths have the same Gilbert's parameters. 
Proof: It is easy to show that the rate of change of the M P average packet loss 
rate under the homogeneous Gilbert model is: 
dPmp[loss packet] c/「 巧 A ) “ 
二 [T(X) + B{X)]J''{X) - T(\)[R(X) + 召'(A)] 
刚 + H(A)]2 
=B(\)T'(X)-^{X)B'{X) 
That is, a higher sending rate along a path results in a higher loss rate. Since the 
sending rate along a path in the M P case is less than or equal to the sending rate 
of the SP case, given that these paths are homogeneous, the resulting average 
packet loss rate of M P will be less than or equal to that of SP. • 
Let us now consider the conditional burst length distribution, of both SP and 
M P cases, conditioned on there being a loss. Let Ai be the mean streaming rate 
(in units of packets per second) along path 1 and 知 = 1 / A i is the time between 
two consecutively transmitted packets. Then, in the SP case (as also derived in 
19 for 
a voice-over-IP type application), the probability of having a packet error 
burst of size m > 1 is: 
、 ‘ . , 1 / f o r m a l , 
Fgp error burst = m = (g 5) 
i [p[]l{Si)] p[%S,) for m > 2.'' 
The probability of having a packet error burst of any size is therefore 
00 
Psp[error burst] = ^ P印[error burst = m] = 7ro(l)PoJ(<^ i)-
7 7 1 = 1 
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Moreover, the conditional probability of having a packet error burst of size m > 1, 
conditioned on there being a loss, is equal to 
Fsp[error burst of size m | error burst 
_ Psp [error burst = m 
Psp [error burst 
= ' Pi,LI^I) for m > 1. (6.6) 
In the M P case, let us consider the special case of D P R R streaming, i.e., 
yV = 2. Let 入2 be the streaming rate (in units of packets per second) along 
path 1 or path 2. Note that under D P R R , A2 = Ai/2. Then, the time between 
two consecutively transmitted packets along the same path is S2 = I/X2 = 25i. 
To understand the basic tradeoff between SP and M P streaming, we also assume 
that both paths are homogeneous such that they are characterized by a stationary 
continuous time Gilbert model of the same parameters (i.e.,仲(1) = "o(2) and 
"1(1) = Given this simplification, the stationary distributions for both 
paths are the same (i.e., 7ro(l) = 7ro(2); 7ri(l) = 7ri(2)) and we can express all 
performance measures using the parameters of path 1. Under these assumptions, 
the probability of having a packet error burst of size m > 1 is: 
Pdp [error burst = m 
lor m =丄， 
- 1 冗。⑴冗 1 ⑴ 沙 如 J i ) for m > 2. 
and the probability of having a packet error burst of any size is therefore: 
00 
Pdp [error burst] = ^ P办[error burst = m 
, m = l 
00 
m=2 
=冗。⑴ M l 小 妝 沙 2(^ 1)-
=7ro(l)7ri(l). 
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Then, the conditional probability of having a packet error burst of size m > 1, 
conditioned on there being a packet error, is equal to: 
[error burst of size m | error burst 
Pcip [error burst = m 
Pf/p [error burst 
'P[)》2(5i) f o r m a l , , 、 
= 「⑴ 1^-2 ⑴ ，1、 (6.8) 
‘ for m > 2. 
W e can now state the conditions under which the D P R R approach will have 
a small conditional burst error than the SP approach. Before we present this 
result, let us present the definition and a basic lemma of stochastic comparison 
2 0 ； . 
Definition 1 W e say that the random variable X is stochastically larger than 
the random variable F , written X >st V, if P[X > 2：] > P[Y > z] for all 
Lemma 1 W e say that X F iff E[f(X)] > E[f{Y)] for all increasing func-
tions /. 
Now, let Bsp and Bdp be the random variables representing the conditional 
packet error burst size, given that there is at least one packet error, under the 
SP and the homogeneous D P R R approaches, respectively. Then, we have the 
following result. 
Theorem 2 If Po,i{25,)p,,o{25,) < then B^,. 
Proof: First, note that Pi,i{t) is an non-increasing function of t. Ifpo，i(2(^ i)Pi，o(2(^ i) < 
Pi,i(Mpi’o(从 then from Equations (6.6) and (6.8), we can deduce that 
、 P办[error burst of size m | error burst] < P^p[error burst of size m | error burst] m > 2. 
Since 
00 00 
P s p [ B s p = m ] = P d p [ B d p = m ] = 1 a n d 
m = l m = l 
00 00 
^ Psp[Bsp = m] > ^ Pdp[Bdp = m] for j > 2, 
m=j m=j 
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we can conclude that Bgp >st Bdp- • 
Remark: Note that B s p >st B d p implies (based on L e m m a 1) that E [ f { B s p ) ] > 
E [ f { B d p ) ] for all increasing functions f . Therefore, we can conclude that for all 
moments of Bsp and 召办，we have E ^ J > Ei^JJ for k > I, where E[召y and 
refer to the /c认 moments of Bsp and Bdp, respectively. The implication of 
the above theorem is that the homogeneous D P R R approach will have a lower 
mean conditional burst length than the SP approach, given that the theorem's 
condition is satisfied. 
Let us now consider the lag-1 autocorrelation of packet errors metric. W e 
begin with the SP approach. The lag-1 autocorrelation function R\XtXt+Si] mea-
sures the degree of dependency of consecutive packet errors. For example, a high 
positive value of R[XtXt+8i] implies that a lost packet is very likely to be followed 
by another lost packet. O n the other hand, a high negative value of R[XtXt+Si, 
implies that a lost packet is likely to be followed by a successful packet arrival. 
Also, if the statistics of the consecutive packet losses are not correlated^ , then 
R[XtXt+Si] — 0. 
.. The lag-1 autocorrelation for the SP approach is 
m H 1 - Y)] — - T ] 
SinceX = 7ri(l) = + E[XtXt+sA = 7ri(l)p(i;j(、）and E[Xf]= 
7ri(l) = /Uo(l)/["o(l) + /^ i(2)], substituting these expressions into the above equa-
tion, gives us 
、 D … _ 兀 - — [Mo(1) + -仰 ( 1 ) k n、 
丑[入t叉叫il 二 7ri(l)[l-兀 1(1)] = .(b.") 
Lemma 2 For a high (low) bandwidth streaming application, the lag-1 autocor-
relation of the SP streaming approach is positively correlated (tends to zero). 
iNote that if the lag-1 autocorrelation, R[XtXt+Si], is equal to 0, it does not necessarily 
imply that consecutive packet losses are not correlated. 
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Proof: Note that when —^ 0, 1, and consequently the lag-1 auto-
correlation R[XtXtj^Si ] approaches 1. In other words, if the streaming applica-
tion has a high bandwidth requirement such that the inter-packet spacing tends 
to zero, then the consecutive packet losses are "positively" correlated. O n the 
other hand, when Si — o o , —仰 ( 1 ) / [鄉 ( 1 ) + 例⑴],and consequently 
the lag-1 autocorrelation R[XtXt+Si] 0. This implies that for low bandwidth 
streaming applications, wherein the inter-packet spacing is very large, the lagl-
autocorrelation tends to zero. I 
Let us also derive the lag-1 autocorrelation of the homogeneous D P R R ap-
proach. The lag-1 autocorrelation in this case is: 
=对)-，<)[，.(6.10) 
Because both paths are homogeneous (i.e., their respective Gilbert models have 
the same parameters), we can simplify the above expression as: 
— 贴 厂 ) � J - 刺 
(Mi(i) \ ( m(2) \ _ ( Mi(i) V 
_ VMo(l)+Ml(l)y VMO(1)+/XI(1) J 
~ 仰(1)+…(1))2 
("1(1) V _ ( Ml(l) V 
_ VMo(i)+m(i)y V/xo(i)+Mi(i)) 
= 0 (6.11) 
In fact, we can see that the consecutive packet losses under the homogeneous 
D P R R application are "uncorrelated" since we have assumed independence of 
the two paths. 
Chapter 6 Analytical Evaluation 36 
pj):!(i 从） 
Figure 6.1: An Embedded Markov Chain which describes whether a transmitted 
packet is loss or not. 
6.2 Performance Analysis of SP vs. Multi-path 
Streaming (with FEC) 
W e have shown that loss characteristics can be improved with multi-path stream-
ing as compared to single path streaming, under conditions and metrics specified 
above. However, an interesting question that remains is whether there are still 
benefits to be gained once some form of redundancy is added to the stream. 
Specifically, we consider the use of an erasure code (as defined below), to which 
we will refer as F E C in the remainder of the paper. Hence, in this section we 
focus on the basic understanding of the performance of single path vs. multi-path 
streaming when F E C is added to the stream. 
Since numerous coding schemes exist, we first give the details of the simple 
F E C scheme considered here. As discussed in section 4.2, we divide a video file 
into groups of data packets such that each group consists of k data packets. Given 
each group of k data packets, we generate n > k packets. W e refer to these n 
packets as a F E C group. The encoding scheme is such that, if the number of 
lost packets within a F E C group is less than or equal to (n - k), then we can 
reconstruct the original k data packets within that F E C group. 
Let us first derive the average packet loss rate under the SP approach. As 
before, assume that we use path 1 which is characterized by a Gilbert model, 
as defined above, with parameters "。(1) and //i(l). The streaming application 
generates packets at a rate of A (in unit of packet/sec)^ . Whenever a packet is 
2Note that here, "packets" includes both data packets and packets carrying redundant 
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transmitted along this path, it may be lost (if the state of the path is "1") or it 
may arrive successfully at the receiver (if the state of the path is “0，,). Figure 
6.1 depicts an embedded Markov chain of this path wherein the two consecutive 
embedded points are 1/A units apart. The derivation of transition probabilities of 
this D T M C is based on Equation (3.5); hence they are a function of the Gilbert 
model's parameters fXo(l) and^i(l) as well as the packet transmission rate A. The 
steady state probabilities of this embedded Markov chain are Trnfl)=八八”,、 
— 兀 1 ⑴ = — 丄 ⑴ . 
W e are now interested in deriving P⑴(j, n), which is the probability of losing 
j packet in an n packet transmission. W e define 
= Prob(j,n|initial state of the path is i) i G {0’ 1} 
as the probability of j lost packet in an n packet transmission, given that the 
first packet was transmitted when the path was in state i (where i G {0,1}). W e 
then have: 
P⑴U,n)=尸o(i)C;>)兀0(1) +尸i(i)(j,n)7ri(l) j-0,1,... (6.12) 
W e also define: 
n) = Prob(j, n|the initial state of the path is i and the final state is 0) 
z.e{0’i} 
功 1)(丄 n) 二 Prob(j/>|the initial state of the path is i and the final state is 1) 
z “ 0 ’ l } 
where L(汽j,n) is the probability that we have j lost packets in an n 
packet transmission, given that the first packet was transmitted when the path 
was in state i (where i € {0,1}) and that the last packet was transmitted when 
the path was in state 0 (state 1). Then we have: 
P/i)(j，n) = L!i)(j,n) + i/f”(j，n) z G {0’ 1}, j 二 0,1,... ’ n. (6.13) 
information. 
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W e can also express and H汽j,n) in the following recursive forms: 
L \ ” U , n 、 = 翁 ’ n - l ) ( l - ; 0 1 / A ) ) + i^f)(j’rz-l)p(i>/A) 
for j < n, (6.14) 
= - l,n - l)A]l{l/\) + - l,n - 1)(1 - p[]l(l/X)) 
for j < n. (6.15) 
where we also have the following boundary conditions: 
L!i)(j,m) = 0 “0,1}; j = 0”..，n; m g j ( 6 . 1 6 ) 
4”(。,m) = ( 1 — f o r m = l,...,n (6.17) 
Lii)(0，m) = 0 form = l’...，n ( 6 . 1 8 ) 
仏⑴(j，m) = 0 iG {0,l};i = 1,... , n ; m < j (6.19) 
//)i)(0,m) = 0 forz€{0,l};m = 0,... ,n (6.20) 
= 0 form = l,".,n (6.21) 
H 汽 m , m ) = {l-p[]l{l/X)r-' formal,... ,n. (6.22) 
Remark: To compute the value of ⑴(j,n) in Equation (6.12), we need to 
compute the values of the four square matrices L(o”, and whose 
entries can be computed using Equations (6.14) through (6.22). Each of these 
matrices is of size (n + 1) x (n + 1). In other words, computing the values of 
户⑴(j,几）(for all j) has a computational complexity of 0(4(n + 丄尸）. 
Let Psp be the probability of an irrecoverable error within a F E C group. It is 
equal to 
Psp= E p �M = E [ p �a , • � �+ 
j=n-k+l j=n~k+l 
( 偏 + 偏 ) ( • ) + 
秦)+輪)u^)]. 
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To derive the average data packet loss rate (with use of FEC) for the SP approach, 
denoted by £5^, we consider the following two cases, based on the number of lost 
packets, j G {0,1,... , n}, within a F E C group. 
Case 1: j <n — k 
If j, the number of lost packet within a F E C group, is less than or equal to n-k, 
then all k data packets can be reconstructed at the receiver. Hence, this case 
does not contribute to information loss and Csp = 0. 
Case 2: j > n — k 
In this case, the lost data packets cannot be fully reconstructed and some in-
formation will be lost. However, given that there j lost packets within a F E C 
group, there are a number of different ways to distribute these losses among the 
n packets of the F E C group. To understand this effect, let us illustrate it using 
an example. Assume that n = 5 and k = 4. If j = 2, then there are two possible 
ways to distribute these two lost packets among the packets of the F E C group: 
(1) the two lost packets are the data packets within the F E C group, or (2) one 
lost packet is a data packet and the other lost packet corresponds to redundant 
information in the F E C code. In the first case, we lost 2 data packets out of a 
.. 4 data packet transmission. In the second case, we lost 1 data packet out of a 4 
data packet transmission. Using the same argument, if j = 5, then there is only 
one way to distribute these five lost packets among packets of the F E C group. 
That is, all data packets are lost. Therefore, given that there are j lost packets, 
the number of ways to distribute the j lost packets among the packets of a F E C 
group isW = M-j-\-{n-k)-{-l where M = min{j, k}. Let £(j) be the average 
data packet loss rate given that there are j lost packets in a F E C group. Then, 
% 
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we have 
1 M . 
创 = i 
—(n—A;) 
= / 1 \ n\ 
—\M-j + (n-k) + lJ [ k j 
乂 fM{M + l) { j - ( n - k ) ) ( j - { n - k ) - l ) \ 
H 2 2 j 
It is now easy to derive Csp, the average data packet loss rate (with the use of 
F E C ) for the SP approach as follows: 
n 
Cs, = Y. p �U n K � 
n 
= E …兀。⑴+ •’ nhi(i)] AJ-) 
jzzn — fc+l 
= 恥 ， + 
To derive the average data packet loss rate (with use of F E C ) for the M P 
approach, let us first consider a simple case of dual-path streaming. Assume that 
there are two servers and S2 that use two different, possibly heterogeneous, 
paths. W e use the same F E C scheme as described above to generate a stream of 
data divided into n packet F E C groups. To transmit the packets within a F E C 
group, server transmits rii packets while server S2 transmits 712 packets such 
that m + n2 = n. Based on the similar argument we made above in the SP case, 
we have 
�(j，ni)=尸�(i)U ⑷ 冗 � �+ 兀1(1) J = 0，l”..，ni(6.25) 
⑶ = if)(J’n2)7r。⑶+ /f)C;,n2)7ri(2) j. = 0,1,…，n2.(6.26) 
The computation of P/")(j’n/0 where i G {0,1} and h G {1,2} is similar to the 
approach mentioned above, that is, by evaluating the entries of the corresponding 
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four matrices. The computational complexity would then be 0(4(ni+ l)^  + 4(n2 + 
1)2) . 
Let P^p be the probability of an irrecoverable error within a F E C group. It is 
equal to 
n j 
P诉=E E 尸(i)("’ … ) 户 ⑷ ’ (6.27) 
j=n-k-\-l h=0 
which involves a convolution between the two probability mass functions, P �( j , m) 
and 尸⑶(j,n2). Let〔2p be the average data packet loss rate (with use of FEC) 
for the dual path approach. Then, we have 
n j • 
〔 对 = E J^P ⑴ ( h , n i ) P ⑶ ( j — h , n 2 ) C ( j ) . (6.28) 
j=n-k+l h=0 
In general, if we employ N servers 5i,52,...，then the probability of an 
irrecoverable error within a F E C group is 
n / \ 
Pnv = E E P ( i ) ( � � ) P ( 2 ) f o n 2 ) . . . "，z � n i ) .(6.29) 
j=n-k+l + … / 
The average data packet loss rate with F E C under a M P streaming with N paths 
is 
n , \ 
N^p = E 1 E P�(……)户⑵…尸⑷(zni) /：⑴.（6.30) 
j=n-k+l V i + … ) 
In the case of the other two performance measures, namely, the conditional 
burst length distribution and the lag-1 autocorrelation, we resort to the use of 
simulation, as described in the following chapter. 
Chapter 7 
Experiments and Simulations 
7.1 Effect of Correlated Bursty Losses on Video 
Quality 
In this experiment, we drop 2% of the frames from video V. These 2% losses 
are introduced in a variety of "patterns", e.g., the dropped frames can be evenly 
spaced throughout video V, or they can be more bursty. The details of which 
frames are dropped, given a particular drop pattern as identified by the burst 
length, are given in the first two columns of Table 7.1. Moreover, in evaluating 
the quality of the resulting video V, we use a common error concealment scheme 
to make up for a dropped frame. Specifically, a dropped frame is replaced by 
the previous frame which is successfully received. For example, frame i replaces 
frames z + 1, ? + 2, • • • , i + /c if frame i is received successfully and frames i + 
1 ， … k are lost. 
For each possible frame loss pattern, we measure the quality of the received 
、 video by computing the peak signal-to-noise ratio (PSNR) as follows. (Note that, 
a larger value of P S N R implies a higher quality of the video.) In general, for a 
video of I frames where each frame consists of m x n pixels, (each containing an 
R G B value^ with each of the three colors represented by 8-bits), the P S N R is 
1 Information about the three colors, red, green, and blue. 
42 
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Error Burst Length Lost Frames Numbers P S N R (dB) 
1 25+k*50 where k€ { 0 , 1 , . . .，2 9 } _ 39 .107 d B 
2 {50,51} + knOQ where ke {0’ 1’...，14} “ 38 .015 d B 
3 一 {74,75,76} +k*150 where ke {0 ,1 , • • • , 9} 31 .325 d B 
5 {123,124,125,126,127} +k*2Q0 where kG {0 ’ 1，...，5} 30 .433 d B 
{368,369,...,381,382} +k*750 where k6 { 0 , 1 } 28 .407 d B 
30 {736,737,.. ,764,765} 29 .942 d B 
Table 7.1: Peak signal-to-noise ratio (PSNR) for various bursty loss patterns. 
calculated using the following expression (in dB): 
S N R p — = 10 X logio ~ ； ~ ~ ^ ：  
� Sxmxnxl J 
where Ps�i,j,k,c) is the pixel value at coordinate {ij) of A:-th video frame (of 
stream 5, 5 = 1,2) and color channel c where c = 1,2,3, for red, green, and 
blue, respectively. In our experiment, the values of m,n, and I are 352, 240 and 
1500, respectively. The source video in this experiment is using M P E G - 1 N T S C 
settings [21] where each frame is 352 x 240 (with 29.97 frames per second), hence 
.. the values of m and n above. Also, we use approximately the first 50 seconds 
of this video for this experiment, hence the value of I above. Values for Pi are 
obtained from the frame sequence resulting after the drop-and-conceal process 
while values for P2 are obtained from the original video frames of V. Table 7.1 
gives the P S N R values for the different burst patterns. W e can observe that 
given the same amount of information loss (e.g., 2 % in our experiment), the 
P S N R metric can be significantly lower for the more bursty loss patterns, and 
hence is the quality of the video. Thus, we believe that burst length distribution 
and correlations between losses are the right metrics for evaluating the goodness 
of a streaming approach as they directly reflect on the quality of received video. 
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7.2 Analytical Model Based Evaluation 
In this section, we further evaluate the loss characteristics of the SP vs. M P 
methods using simulations of the Gilbert model described in chapter 6. The 
simulations allow us to consider the loss characteristics under more sophisticated 
scenarios than in chapter 6. Specifically, we assume an M P E G - 1 video streaming 
application which generates packets at a rate of 120 packets per second with each 
packet containing 1400 bytes. W e consider at most three senders (^i, ^s) and 
one receiver C. Sender uses path i to transmit its fraction of the data; unless 
otherwise stated, these paths are assumed to be independent. Moreover, in the 
figures given below (unless otherwise stated), the curves corresponding to SP 
streaming use path 1, the curves corresponding to M P streaming with 2 senders 
use paths 1 and 2, and the curves corresponding to M P streaming with 3 senders 
use all three paths. Unless stated otherwise, the packet assignment is carried 
out in a round-robin manner, e.g., if we use all three senders, then sender Si 
transmits data packets at a rate of 40 packets per second. The loss process of 
path i is modeled by a continuous stationary Gilbert model (as defined in chapter 
6). Unless stated otherwise, we use fXo{i) = 20 and ⑷ = 7 0 , for i = I 2 d. 
Lastly, we consider all the same performance metrics as defined in chapter 6. 
7.2.1 Data Loss Rate 
In this experiment, we study the data packet loss rate of the SP and M P ap-
proaches, using only two paths, 1 and 2. The path parameters are as described 
above except that we vary the "o(
2
) parameter from 5 to 50. Table 7.2 illustrates 
the data loss rate for the single path(s) and the dual-path approaches (in each 
case, with and without the use of FEC, where the parameters for the F E C scheme 
are 72 = 5 and k = 4). W e can observe that in this experiment: 
參 Without the use of FEC, the data packet loss rate of the dual path is 
approximately the mean of the data packet loss rates of paths 1 and 2. 
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These results are consistent with the derivation in chapter 6. 
• With the use of FEC, (in this case n = 5 and /c = 4), the achieved data 
packet loss rate can be less than the average of the data packet loss rates 
of the two corresponding single paths. This may occur due to the fact 
that error burst lengths in dual-path streaming tend to be shorter than in 
single-path streaming (refer Theorem 2 in chapter 6), and hence a chance 
of recovery of lost data (using FEC) should also be higher. 
This experiment also illustrates the potential advantages of multi-path stream-
ing over "best path" streaming, even when losses (rather than throughput) are 
the important consideration. That is, when multiple paths are available (but 
throughput is not the issue), another approach might be to stream the data over 
the "best" available path (and as congestion conditions change keep switching 
the streaming of the data to the best available path at the time). Our exper-
iment shows that M P streaming could provide better loss characteristics (e.g., 
when F E C is used) than the "best" available path. (Please refer to experiment 
in section 7.2.6 below on further comparison to a best-path type approach.) 
Loss II single path: single path: dual-path || single path: single path: dual-path 
rate: path 1 path 2 without path 1 path 2 with 
("0(2)) w/o FEC w/o FEC FEC || with FEC with FEC FEC 
— 5 II 0 . 2 2 1 7 4 3 0 . 0 6 6 7 6 7 0 . 1 4 4 3 5 1 || 0 . 1 8 9 0 5 3 0 . 0 5 3 0 4 8 O . I H ^ 
15 0 . 2 2 1 7 4 3 0 . 1 7 6 1 5 3 1.199395 H " 8 9 0 5 3 0 . 1 4 7 1 7 1 0 141632 
20 0 . 2 2 1 7 4 3 0 . 2 2 1 7 4 3 一 0 . 1 5 8 8 6 1 
35 0 . 2 2 1 7 4 3 0 . 3 3 2 8 4 8 ^ O g T S g F 0 . 1 8 9 0 5 3 0 . 2 9 7 6 4 7 0 . 2 0 1 9 4 7 
50 II 0 . 2 2 1 7 4 3 0 . 4 1 6 6 0 9 0 . 3 1 9 2 3 0 || 0 . 1 8 9 0 5 3 0 . 3 8 5 6 0 2 0 .235681 
Table 7.2: Data Loss rate with Heterogeneous Paths. 
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Figure 7.1: Loss rate as a function of n/k and k 
7.2.2 Data Loss Rate as a function of FEC parameters 
In this experiment, we study the effects of F E C parameters on the data loss rate. 
In general, there are two ways to vary the F E C parameters. W e can: 
1. Increase the degree of redundancy (e.g., for a given value of k, increase 
the value of n). Note that by increasing the degree of redundancy, we also 
increase the amount of traffic on the network. 
2. Increase the values of n and k but keep the same ratio ofn/k. This implies 
that we increase the F E C group size, and hence the application needs to 
maintain a larger receiving buffer (for reconstruction purposes in case of 
、 • loss) as well as experience potentially higher latency (since a larger amount 
of information must be received prior to reconstruction of missing informa-
tion). 
Figure 7.1 Illustrates the effects of F E C parameters on the data loss rate, and 
specifically, it depicts data loss rates for SP and M P streaming with n/k = 
1.125’ 1.25 and 1.5 as well as with different F E C group sizes (where we vary the 
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number of data packets in a F E C group (k) from 8 to 512 packets). In this 
case the path parameters are //。（1) = 20, = 70，fio(2) = "。(3) = 10’ and 
//I (2) = "1(3) = 80. W e observe that: 
• Increasing the amount of redundancy (e.g., from n/k = 1.125 to 1.5) in SP 
or M P streaming can reduce the data loss rate. However, one can achieve a 
lower data packet loss rate with M P streaming with a smaller n/k ratio (as 
compared to SP streaming). In other words, without introducing additional 
network traffic, we can obtain better performance with M P streaming. 
• Increasing the number of data packets in a F E C group (while keeping the 
same ratio of n/k) may not necessary reduce the data loss rate. For example, 
consider SP streaming; as we increase k, the data loss rate actually increases 
in some cases. The maybe explained by a possible "convergence" of the data 
loss rate, as a function of n and k, to a non-zero value (please refer to the 
explanation followed). 
W e provide an explanation for the possible convergence of the data loss rate 
when the F E C group size is increased (e.g., by keeping the ratio of n/k but 
increasing the value of n). 
Let P"athU, n) be the probability of losing j packets under p parallel senders/paths 
when the F E C group size is n. Based on the derivation in chapter 6, we have: 
Pi-path(j,n) = ⑴ for J. = 1,2”.. ’n. 
Pm-path{j,n) = Yl 户⑴(“,"1)* 户 ⑵ n m ) 
. «H \-im=j 
� foT Til H \-nm = n and m > 1. 
Let 少7v_pa认(n) be the average number of lost packets when we use A^ > 1 parallel 
senders and the F E C group size is n. W e have that 
n 
虫 N — p a t h ( n ) = jPN-pathij,n). 
j=n-k+l 
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Let cr = ^ be the fraction of redundant packets within a F E C group and PN-path 
be the probability of losing any packet when one uses N parallel senders. W e have 
that PN-path = Let denote the average data loss 
rate when a F E C group size of size n is used and an is the number of redundant 
packets with p > 1 parallel senders. W e conjecture that 
( 0 if lim N^-path{n) n 
Jiin (7) = } i H m w 抓 （？.” 
[(0,P/v-pa认] otherwise. 
The above statement is intuitive for the following reasons. As we increase n (but 
keep constant), if the rate of increase of is less than the rate of 
increase of cm, then we will have more redundant packets to "protect" the lost 
packets within a F E C group; in that case, the average data loss rate Cp一pathi^n, a) 
will converge to zero as we increase n. O n the other hand, if the rate of increase 
of "^N-pathin) is greater than the rate of increase of cm, as we increase n, then 
we will have some irrecoverable packet losses within a F E C group. In that case, 
CN-path{n,(T) has to be greater than zero and in the worst case, it is upper 
bounded by the packet loss rate of the channel. 
7.2.3 Conditional Error Burst Length 
In this experiment, we compare the conditional burst length distribution, con-
ditioned on there being at least one error. Figure 7.2 illustrates the conditional 
probability mass functions of error burst length (as defined in chapter 6). In this 
experiment, we observe that the packet error burst length is indeed stochasti-
、 tally less than the error burst length of the single path streaming. W e also note, 
that the condition of Theorem 2 in chapter 6 holds in this experiment^ . This 
relationship also holds when we employ F E C . 
^Note that here we illustrate the probability mass function rather than the probability 
distribution function, as we believe it depicts the results of the experiment better. 
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Figure 7.2: Conditional probability mass functions of error burst length. 
7.2.4 Lag-1 Autocorrelation 
In this experiment, we study the lag-1 autocorrelation of packet losses for both 
SP and M P streaming (as defined in chapter 6). Figure 7.3 illustrates the lag-1 
autocorrelation where =…（2) = ；Wi(3) = 70 and /i。(i) is varied (identically) 
for all three paths. W e make the following observations. 
• W h e n we use M P streaming without F E C , the lag-1 autocorrelation is 
nearly zero while the lag-1 autocorrelation of SP path streaming (with or 
without F E C ) can be highly correlated. 
• The use of F E C may increase the lag-1 autocorrelation (for both SP and 
、 • M P approaches). This may be explained as follows. The irrecoverable 
losses (after the error correction process) are likely to end up "closer" in 
the resulting data stream than in the original data stream (one without 
the use of erasure codes), and hence the lag-1 autocorrelation in this new 
stream behaves similarly to lag-/i autocorrelation of the original stream, 
where h > 1. However, we still observe that the lag-1 autocorrelation of 
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M P streaming is significantly closer to zero as compared to SP streaming, 
even with the use of F E C . 
7.2.5 Effects of Load Distribution Among Senders 
In previous experiments, all senders transmitted packets in a round-robin manner 
and hence the load distribution between all the senders was the same. In this 
experiment, we investigate effects of load distribution among senders. Specifically, 
we distribute the load among two senders only, where parameter a refers to the 
fraction of packets sent by sender 1. For instance, when a = 0.3, sender 1 sends 
30% of the packets while sender 2 sends 70% of packets. In the cases of a = 0 
、 and Q = 1, this degenerates to single path streaming using path 1 and path 2, 
respectively. Both path 1 and path 2 have the same parameters with 仰=5,20, or 
40 and …^ixed at 70. Figure 7.4 illustrates results of this experiment. W e observe 
that there is a slight improvement in loss rate when F E C is used and the load is 
equally distributed between the two senders. Moreover, in this experiment, the 
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Figure 7.4: Loss rate and Lag-1 autocorrelation for different load distributions 
for the dual-path streaming 
lag-1 autocorrelation reaches its minimum value under equal load distribution. 
This implies that simple round-robin packet distribution among paths should 
result in a higher quality of received video. That is, this simple approach of equal 
distribution is fairly robust. 
7.2.6 Sensitivity Analysis 
In this experiment, we study the relative performance of M P streaming vs. SP 
streaming when the SP streaming is performed over the best of the available 
paths. For example, if the performance metric is loss rate, then the path with 
the lowest loss rate is used. W e note that implementation of this form of best 
single path streaming would likely require a fairly accurate monitoring of the loss 
characteristics of a path; otherwise, the wrong path might be selected. That is, 
、 the sensitivity (or robustness) of the streaming decisions to the accuracy of the 
available information about the network is an important issue. 
In this sensitivity experiment, we consider a two-path system, where the fixed 
parameters are 鄉(1) = 20 and ^i(l) = = 70 and "。(2) is varied from 
5 to 50. In this scenario, the best-path approach believes (based on collected 
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measurements) that path 2 is the better path (e.g., it may mis-estimate the "o(2) 
parameter as being less than 20). W e vary /i。(2) from 5 to 50, in order to see 
the effect of mis-estimation; hence, the best path approach over-estimates this 
parameter when the real value of 仰(2) is less than 20 and under-estimates this 
parameter when the real value of /io(2) is greater than 20. W e also consider a very 
simple M P streaming approach, where the load is distributed equally among the 
two senders in a round-robin manner (i.e., odd-numbered packets are sent along 
path 1 while even-numbered packets are sent along path 2). 
• . 
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Figure 7.5: Relative loss of dual-path vs. single path when we vary 仰(2) and 
F E C group size. 
Figure 7.5 illustrates the relative loss rate (using several different F E C schemes) 
of the two approaches, which is defined as the data loss rate of dual-path stream-
ing divided by the data loss rate of best-path streaming. Hence, a relative loss 
of less than 1 implies that the simple dual-path approach is doing better than 
the best path approach. In this figure, we observe that simple dual-path (roiind-
robin) streaming does quite well compared to best-path streaming, even when 
there is significant differences in loss characteristics between the two paths. Of 
Chapter 7 Experiments and Simulations 53 
course, in cases where the best path has much better loss characteristics and with 
relatively little redundant information, the best-path approach has a lower data 
loss rate. However, we note that the best-path approach would require relatively 
accurate estimation of the path characteristics, which may be non-trivial espe-
cially as network conditions change. Hence, we believe that the M P approach is 
more robust as compared to best-path streaming. 
7.2.7 Effects of Shared Points of Congestion on Various 
Performance Metrics 
In this experiment, we study the effects of shared points-of-congestion, between 
the paths used by the different senders, on various performance measures. Senders 
and S2 share the same point-of-congestion, which we can characterize by a 
Gilbert model (as defined in chapter 6). Sender uses a path which does not 
slmre a point of congestion with and S2 (as before, this path is characterized by 
a Gilbert model). All the application settings remain the same, and we consider 
the following four configurations. 
•‘ • Configuration 1: Sender 1 is the only one streaming the data. 
• Configuration 2: Senders 1 and 3 stream the data in a round-robin man-
ner, i.e., each transmits at a rate of 60 data packets/second. 
• Configuration 3: Senders 1, 2, and 3 stream the data in a round-robin 
manner, i.e., each transmits at a rate of 40 data packets/second. 
� • Configuration 4: Senders 1, 2, and 3 stream the data, but senders 1 and 
2 transmit at a rate of 20 data packets/second while sender 3 transmits at 
a rate of 80 data packets/second. 
Figure 7.6 illustrates the data loss rate and lagl-aiitocorrelation for above 
configurations, when F E C is used, with (n = 10,/c = 8). Moreover, we vary the 
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Figure 7.6: Effects of shared points-of-congestion on data loss rate and lag-1 
autocorrelation with F E C (n = = 8). 
and /Ui(3) parameters (as described in the figure). From this 
figure, we observe the following. 
• M P streaming (configuration 2, 3, and 4) has a lower data loss rate as 
compared to SP streaming (configuration 1). 
• Detecting shared points of congestion is important, as including a greater 
•• number of paths in a transmission (under such conditions) may adversely 
affect the data loss rate. For example, equally splitting the workload among 
senders 1 and 3 (configuration 2) achieves a lower data loss rate than equally 
splitting the workload among senders 1, 2, and 3 (configuration 3). This 
occurs because senders 1 and 2 share the same point of congestion and with 
configuration 3 we are actually sending a greater fraction of the workload 
• through this shared point of congestion. This agrees with intuition, as 
in this section we are effectively modeling a shared point of congestion as 
a single path/bottleneck, i.e., configuration 3 effectively corresponds to a 
configuration with two senders and an unequal split of workload between 
them. 
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• Of course, shared points of congestion adversely affect the lag-1 autocorrela-
tion metric. For example, configuration 3 has a higher lag-1 autocorrelation 
than configuration 2. Again, the explanation given in the preceding point 
applies here as well. 
7.3 Simulation Model Based Evaluation 
In this section, we evaluate the performance of SP streaming vs. M P streaming 
using the NS-2 [22] simulator. NS-2 is a packet level simulator which allows us 
to study the performance measures (as defined in Section 6) under more realistic 
traffic and Internet protocols (such as UDP). 
7.3.1 Simulation Setup 
As in the previous section, we consider at most three senders (^i, S2 and S3) 
and one receiver C. Figure 7.7 illustrates our simulation topology. Each sender 
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Figure 7.7: Simulation Topology. 
transmits the video data, at a constant rate, to the receiver C using the U D P 
protocol, with packet sizes of 1400 bytes. The data traffic goes through two 
types of links: (1) wide/higher capacity links (represented by solid lines) and (2) 
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narrow/lower capacity links (represented by dotted lines). Each wide link has a 
bandwidth of 10 Mbps while the bandwidth of a narrow link is 3 Mbps. Each link 
1ms a different propagation delay and the propagation delay is generated using an 
exponential random variable with a mean of 200 ms. The streaming application 
has a sending rate of 1.5 Mbps which consumes 50% of the bandwidth of a narrow 
link. The actual sending rate of each sender is a function of the traffic load 
distribution. Unless stated otherwise, an equal distribution is used, e.g., for M P 
streaming with three senders (sending data in a round-robin manner), the sending 
rate of each sender is 0.5 Mbps. Background traffic (represented by grey arrows) 
is introduced at different narrow links. The background traffic is generated using 
exponential on/off sources. The average "on" time plus the average “off，，time of 
these on/off sources is equal to 1 second. During the "on" times, the background 
source generates U D P traffic with a constant rate of 3 Mbps, which can saturate 
the capacity of the traversed narrow links. In the following experiments we vary 
the amount of "on" time within an average of 1 second period. For example, 
a background traffic rate of 1.8 Mbps represents an average "on" time of 0.6 
seconds for an average of 1 second on/off period. There are three possible sets 
•• of background traffic locations. One set of local background traffic occurs on 
the narrow links L, where i = 1,2,3. This background traffic competes with the 
corresponding sender Si {i = 1,2,3) for the bandwidth resources of the narrow 
links Li,L2, and L3, respectively. The second set of background traffic occurs on 
the narrow link L4. This background traffic competes with senders and S2 
for the bandwidth resource of the narrow link L4. The third set of background 
traffic occurs on the narrow link L5. This background traffic competes with all 
three senders for the bandwidth resource of the narrow link L5. Unless stated 
otherwise, SP streaming is done from sender 1 and dual-path streaming is done 
from senders 1 and 3. 
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7.3.2 Data Loss Rate 
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Figure 7.8: Loss rate with F E C parameters n = 10 and A; = 8. 
Figure 7.8 illustrates the data loss rates for SP and M P streaming. In this 
simulation, we vary the average background traffic through the narrow links Li, 
L2, and Ls from 0 Mbps to 2.7 Mbps. (Note that the senders do not share points 
of congestion in this case.) From this figure, we observe the following. Firstly, M P 
streaming can achieve a significant reduction in the data loss rate as compared 
to SP streaming. Secondly, employment of F E C may actually increase the data 
packet loss rate; for example, the data loss rate of SP streaming with F E C is a bit 
higher than the data loss rate of SP without FEC. Thirdly, the improvements in 
the data loss rate achieved through the use of M P streaming without F E C is higher 
、 than that achieved through the use of F E C by adding it to SP streaming. This is 
potentially due to the fact that the use of F E C (with SP streaming) introduces 
additional traffic into the (already) congested network and hence results in higher 
data losses. On the other hand, the use of M P streaming achieves a significant 
reduction in data loss rate without introduction of additional network traffic. 
Chapter 7 Experiments and Simulations 58 
0.31 . . ,—— 丨 、，n 
I Single Path FEC 1.125 I 
Mulli-piUh (2 servers) FEC n/k=1.125  
Mulli-patli (3 scrvcre) FEC n/k= 1.125 
Singlc Path FEC nAL= 1.25 - Q -
0 . 2 5 • Mum-palh (2 scrvcre) FEC n/k=1.25 • 
MulU-paih(3 servere) FEC n/k=1.25 " O " 
SinglePatliFECn/k=l.5 
I I • � MulU-paih(2servers)FECn/k=1.5 
N / V / — MuIU-poth (3 servers)FEC n/k= 1.5 •.••… 
�� -S 
爸 � - T 
a： 、--、• 
5^0.15-
… 二 二 ： — 秦 一 ： 二 二 本 二 : + 、：、 
0.1 • * - � � � � V 
^ ^ ― — — — ~ ® 、 、 
某 - - 二 二 - 令 二 - 来 、 - 、 、 、 ” 
6 、 二 --爷-----
0.05下 、、 ^、 ---
^^  • ……0--之 I 
1 
o ' ‘ I I I ‘ 
8 16 32 64 128 256 
number of data packets in a FEC group (k) 
Figure 7.9: Loss rate as a function of n/k ratio and k 
7.3.3 Data Loss Rate as a function of FEC parameters 
In this experiment, we study the effects of F E C parameters on the data loss rate. 
Again, we vary the F E C parameters as in Section 7.2. Figure 7.9 illustrates the 
data loss rate when a background traffic of 1.5 Mbps is used on each of the narrow 
links Li, L2, and L3. W e observe that: 
• Increasing the degree of redundancy under SP streaming may not necessar-
ily reduce the data loss rate, one reason being that introducing additional 
traffic (due to higher degree of redundancy) into an already congested net-
work may result in higher packet loss rates. Hence, M P streaming may 
have a higher chance of decreasing the data loss rate with higher degrees of 
« redundancy, i.e., with less traffic being introduced per path. 
• M P streaming can significantly reduce data loss rate as compared to SP 
streaming. 
In summary, we observe that increasing the amount of redundancy (by increasing 
the n/k ratio) or increasing the F E C group size (and hence potentially suffering 
Chapter 7 Experiments and Simulations 59 
higher latency at the receiver with a need for larger buffer sizes) may not result 
in significant reduction in data loss rate, for either SP or M P streaming. On the 
other hand, taking advantage of multiple independent paths, can reduce the data 
loss rate significantly. 
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Figure 7.10: Conditional probability mass function for error burst length. 
7.3.4 Conditional Error Burst Length 
In this experiment, we compare the conditional burst length distribution, condi-
tioned on there being at least one loss, of the SP and M P approaches. In this 
case a background traffic of 2.4 Mbps is used on each of the narrow links Li, L2 
and L3. The conditional probability mass function^ of error burst length is given 
in Figure 7.10, where we observe that M P streaming has a stochastically smaller 
data packet burst length than SP streaming. 
3As in Section 7.2 we illustrate the probabi l i ty mass funct ion rather than the probabi l i ty 
distribution funct ion , as we believe it depicts the results o f the exper iment better . 
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Figure 7.11: Lag-1 autocorrelation. 
7.3.5 Lag-1 Autocorrelation 
In this experiment, we study lag-1 autocorrelation of packet losses for both SP 
and M P streaming. Figure 7.11 illustrates the lag-1 autocorrelation as we vary the 
background traffic on the narrow links Li，L2 and L3. W e observe the following: 
• Without use of FEC, the M P lag-1 autocorrelation is close to zero (as de-
rived in Section 6), i.e., the losses appear nearly uncorrelated when stream-
ing over multiple independent paths. On the other hand, the correlation of 
losses with SP streaming can be quite high. 
• With use of FEC, lag-1 autocorrelation may increase. W e believe that a 
、 . similar explanation (as given in experiment of section 7.2.4) holds here. 
However, we still observe that the M P lag-1 autocorrelation is significantly 
lower than the SP lag-1 autocorrelation (under the same F E C scheme). 
Lastly, the decrease in lag-1 autocorrelation as a function of higher background 
traffic may be counter-intuitive. One explanation may be that the "no losses" 
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(i.e., the packets that are received successfully) in the resulting stream tend to 
be more "random" as congestion on the network increases. 
7.3.6 Effects of Load Distribution among Senders 
In previous experiments, all senders transmitted packets in a round-robin man-
ner and hence the load on all senders (i.e., the amount of data streamed from 
each sender) was the same. In this experiment, we study the effects of different 
load distributions on the resulting loss characteristics observed at the receiver. 
Specifically, we consider the following configurations. 
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Figure 7.12: Loss rate and Lag-1 autocorrelation under different load distributions 
Configuration 1 Streaming from sender 1 only. 
Configuration 2 Equal distribution of load between senders 1 and 3 only. 
� Configuration 3 Equal distribution of load among all senders. 
Configuration 4 Sender 1 streams 1/6 of the data, sender 2 streams 1/6 of the 
data, and sender 3 streams 2/3 of the data. 
Figure 7.12 depicts the data loss rate and the lag-1 autocorrelation of these con-
figurations. In this experiment, equal distribution of load (configuration 3) tends 
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to achieve a lower data loss rate and lag-1 autocorrelation. 
7.3.7 Sensitivity Analysis 
In this experiment, we study the relative performance of M P streaming vs. SP 
streaming when the SP streaming is performed over the best of the available 
paths (please refer to Section 7.2 for a more detailed explanation of "best path" 
streaming and the motivation for making this comparison). Specifically, we con-
sider a two senders system with only senders and S3 transmitting packets. 
The background traffic on Li is fixed at 1.5 Mbps, and the background traffic 
on Ls is varied from 0.3 to 2.7 Mbps. In this scenario, the best-path approach 
believes (based on collected measurements) that the path originating at sender S3 
experiences the least losses. Therefore, the best-path streaming approach always 
uses the path originating from sender 6^ 3. W e also consider a very simple M P 
streaming approach, which streams the data in a round-robin manner from Si 
and S3. 
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Figure 7.13: Relative Loss Rate when background traffic on link L3 and F E C 
group size are varied. 
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Figure 7.13 illustrates the relative loss rate (using several different F E C schemes), 
which is defined as the data loss rate of dual-path streaming divided by the data 
loss rate of best-path streaming. Hence, a relative loss rate of less than 1, im-
plies that simple dual-path streaming is more robust as compared to best-path 
streaming. As in Section 7.2, we observe that simple dual-path (round-robin) 
streaming does quite well compared to best-path streaming, even when there is 
significant differences in loss characteristics between the two paths. Of course, in 
cases where the best path has much better loss characteristics and with relatively 
little redundant information, the best-path approach has a lower data loss rate. 
Hence, we believe that the M P approach is more robust as compared to best-path 
streaming. 
7.3.8 Effects of Shared Points of Congestion on Various 
Performance Metrics 
In this experiment, we study the effects of shared points-of-congestion, between 
the paths used by the different senders, on various performance measures. Here, 
the background traffic is sent through the narrow links L3 and L4. Note that, 
having background traffic on L4 implies that senders 1 and 2 share the same point-
of-congestion. Again, we consider the four configurations described in experiment 
of section 7.3.6 above. 
Figure 7.14 illustrates the data loss rate and lag-1 autocorrelation for these 
configurations, when F E C is used, with (n = 10, k = 8). Moreover, we vary the 
background traffic on the two narrow links L3 and L4 among the following values: 
、 0.6 Mbps, 1.2 Mbps, 1.8 Mbps, and 2.4 Mbps. From this figure, we observe the 
following: 
• M P streaming (configurations 2, 3, 4) has a lower data loss rate as compared 
to SP streaming (configuration 1). 
• Detecting shared points of congestion is important, as including a greater 
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Figure 7.14: Effects of shared points-of-congestion on data loss rate and lag-1 
autocorrelation with F E C (n = 10,k = 8). 
number of paths/senders (under such conditions) in the transmission may 
adversely affect the data loss rate. 
• Shared points of congestion adversely affect the lag-1 autocorrelation met-





In this thesis, we investigated the potential benefits of the multi-path streaming 
approach. The main advantage of the multi-path streaming approach is that it 
does not require support from lower layers. Hence, this approach is scalable and 
readily deployable. W e focus on the delivery of pre-recorded continuous media 
over the best-effect wide-area networks, and we use the Gilbert model to analyse 
the multi-path streaming approach to provide a fundamental understanding of 
the benefits. 
Our results on analysis and simulations indicate that multi-path streaming has 
、‘ better loss characteristics than single-path streaming, both with or without the 
use of erasure code. The better loss characteristics of the multi-path streaming 
should result in improvement of visual quality of the received continuous media. 
W e also discuss issues on end-point adaptations. Results show that paths 
with shared point-of-congestion reduce the performance and should be avoided. 
Besides, simple round-robin load distribution is fairly robust. 
、 . W e believe these results are encouraging. Future works on multi-path stream. 
ing includes further study on dynamic adaptations and real Internet experiments. 
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