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It is often stated that human languages, as other biological systems,
are shaped by cost-cutting pressures but, to what extent? Attempts
to quantify the degree of optimality of languages by means of an opti-
mality score have been scarce and focused mostly on English. Here
we recast the problem of the optimality of the word order of a sen-
tence as an optimization problem on a spatial network where the ver-
tices are words, arcs indicate syntactic dependencies and the space
is defined by the linear order of the words in the sentence. We in-
troduce a new score to quantify the cognitive pressure to reduce the
distance between linked words in a sentence. The analysis of sen-
tences from 93 languages representing 19 linguistic families reveals
that half of languages are optimized to a 70% or more. The score indi-
cates that distances are not significantly reduced in a few languages
and confirms two theoretical predictions, i.e. that longer sentences
are more optimized and that distances are more likely to be longer
than expected by chance in short sentences. We present a new hi-
erarchical ranking of languages by their degree of optimization. The
statistical advantages of the new score call for a reevaluation of the
evolution of dependency distance over time in languages as well as
the relationship between dependency distance and linguistic com-
petence. Finally, the principles behind the design of the score can
be extended to develop more powerful normalizations of topological
distances or physical distances in more dimensions.
Spatial networks | Dependency syntax | Random linear arrangements |
Minimum linear arrangements | Optimization
Optimization has shed light on many features of biologicalsystems (1–3). Some examples are the genetic code (4, 5),
neural structures (6–8), metabolic networks (9, 10) and animal
behavior (1, 11). Understanding why these systems deviate
from optimality is a fundamental research problem (3). In
the domain of human communication, it has been argued that
languages are shaped by cost-cutting pressures (12–14) but
evaluations of the degree of optimality of languages have been
rather scarce and limited to a few Indo-European languages
in most of the cases (15–19). Six fundamental questions for a
research program on language efficiency are:
1. Are there universal optimization principles in languages?
Or, are there languages showing no optimization at all?
2. What is the degree of optimization of languages?
3. What are the most and the least optimized languages of
the world?
4. Under what conditions is optimization stronger?
5. Why do languages deviate from optimality?
6. What are the best optimality scores for cross-linguistic
research?
Here we approach these questions from the perspective of
the word order of a sentence, one of the main components
of the complexity of human languages (20, 21). As word
order is a multiconstraint satisfaction problem (22–24), we
focus on one of its dimensions, namely the distance between
syntactically related words in a sentence. We introduce a new
optimality score Ω and investigate its theoretical and empirical
properties.
The problem of word order in sentences goes beyond human
language: the syntactic structure of a sentence is actually a
particular case of spatial or geographical network, a network
where vertices are embedded into a space (27, 28). That
structure can be represented as a network, typically a directed
tree, where vertices are words and links indicate syntactic
dependencies between words (Fig. 1) (25, 26). The space has
one dimension, defined by the linear order of the elements of
the sentence as in Fig. 1.
Popular examples of spatial networks in two dimensions
are subway networks or road networks (27). Edge distance or
edge length, defined as the distance between the two linked
vertices, is biased towards low values in syntactic dependency
networks (29, 30) and other spatial networks (31, 32). Indeed,
the probability that two connected words are at a certain
distance decays with distance (16), as in networks of individu-
als connecting with cell phones (33) or real neural networks
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(a)
The dog was chased by the cat
1
2
1
3
2
1
(b)
The dog was chased cat by the
1
2
1 1
1
2
(c)
I like tea and you coffee
1 1
3
1 1
Fig. 1. Examples of syntactic dependency structures. Edges go from a head word
to a dependent word (25, 26). Here edge labels indicate dependency distances (in
words). Link direction is irrelevant for calculating edge distance. D, the true sum of
dependency distances, is compared against two baselines assuming that the network
is fixed: Dmin, the minimum value of D and, Drla, the average value of D over
all linear arrangements. Ω is the new optimality score. (a) A sentence with n = 7,
D = 10, Drla = 16, Dmin = 8, and Ω = 3/4. Borrowed from Example
1 in https://universaldependencies.org/introduction.html. (b) An "ungrammatical"
reordering of the sentence in (a) giving D = Dmin = 8 and Ω = 1. (c) A sentence
where n = 6, D = Dmin = 7, Drla = 35/3, and Ω = 1. Borrowed from
Example 12 in https://universaldependencies.org/u/overview/specific-syntax.html.
(32). In syntactic dependency networks, the distance between
vertices is typically measured in words (consecutive words
are at distance 1, words separated by just one word are at
distance 2, and so on) and the distance of an edge is defined
as the distance between the two words that are syntactically
related (29) (Fig. 1). Since the discovery that dependency
distances are smaller than expected by a shuffling of the words
of a sentence (16), edge distances have been shown to be sig-
nificantly small in real syntactic dependency networks from
many languages with the help of random baselines of varying
complexity (34–40). These findings provide direct support for
a principle of dependency distance minimization (DDm) (16)
that would stem from a general principle of distance minimiza-
tion in languages (Dm) (41). Other instances of Dm would
be swap distance minimization in word order (42) or topologi-
cal distance minimization (43). DDm predicts the scarcity of
crossings between syntactic dependencies in languages (44, 45).
Such pressure to reduce dependency distances is believed to
originate from decay of activation and increased chances of
interference as the distance between syntactically connected
words increases (29, 30). Thus D, the sum of the dependency
lengths of a sentence (Fig. 1), is a measure of cognitive cost.
Although dependency distances are significantly small, they
are not minimum (16–18, 34, 36, 37, 39, 40). Assuming that
the network is constant, D cannot be smaller than Dmin, the
minimum value of D achievable by rearranging the words of
that sentence while keeping the dependencies between them
(Fig. 1). This baseline led to the first optimality score for
dependency distances (16, 17, 19),
Γ = D
Dmin
, [1]
i.e. a measure of dependency distance in units of Dmin. For
fully optimized sentences, Γ = 1. Γ was found to exceed 1.2
on average for sufficiently long sentences in Romanian (16).
The finding that Γ tended to be higher in longer sentences was
interpreted as less evidence of DDm in longer sentences (16).
However, we will show how this interpretation is misleading.
The fact that actual dependencies are not minimum has
also been confirmed with more restrictive baselines where
only projective linearitzations of the sentence are allowed
(17, 18, 34, 36, 37, 39). These results indicate that D is greater
than Dmin for sufficiently large sentences but no quantitative
measurement of the degree of optimality has been made. As in
many biological problems (3), a crucial question is: if DDm is a
fundamental principle of languages, why are real languages not
reaching the theoretical minimum sum of dependency lengths?
(Question 5). Here we aim to provide a coherent answer to
this question.
In this article, we present Ω, a new measure of the degree
of optimality of syntactic dependency lengths, that takes a
value of 1 when distances are minimized, negative values when
distances are maximized, and is expected to be zero in shuffled
sentences. We explain its advantages over Γ and other scores
(Question 6). We use Ω to investigate DDm in a sample of
93 languages from 19 families, 40 more languages than in the
most recent large-scale study (40). We find massive evidence
that Ω is significantly large with respect to shuffled sentences
(Question 1). We rank languages by Ω, identifying highly
and less optimized languages (Question 3). We also find that
languages are optimized to a 70% on average (Question 2) and
confirm two predictions of a mathematical theory of word order
(46, 47). First, we support the prediction that pressure to
minimize dependency lengths is larger for longer sentences, in
particular, we find that Ω tends to grow with sentence length
(Question 4). Second, we support the prediction that DDm is
more likely to be surpassed by other word order principles in
short sequences, i.e. negative and significantly small values of
Ω are found in sentences of 3 or 4 words (Question 5).
Optimality scores
The syntactic structure of a sentence is two-fold: a network,
i.e. a tree, and a linear arrangement of the vertices that is
defined by the ordering of the words of the sentence (Fig.
1). We aim to investigate optimality scores that measure the
extent to which D has been optimized, assuming that the
network remains constant and the linear arrangement can
vary. The simplest score would consist of using D itself, but
D is uninformative unless a baseline or reference is taken into
account. Two baselines have been considered for D: Dmin
and Drla, namely the minimum and the average of D over the
n! different linear arrangements of a given sentence of n words
(16). Dmin is the solution of the minimum linear arrangement
problem of computer science on a tree (48, 49). A uniformly
random linear arrangement (rla) is a linear arrangement chosen
randomly in such a way that every possible arrangement has
the same probability, namely 1/n!. Such random arrangements
are our random baseline and our null hypothesis. Fig. 1 shows
a sentence where D > Dmin and a sentence where D = Dmin,
while D < Drla in both cases.
Drla is a shorthand for Erla[D], the expected value of D in
a uniformly random linear arrangement of a certain tree. It is
well-known that (16, 50)
Drla =
1
3(n
2 − 1). [2]
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Fig. 2. The theoretical properties of each optimality score as a function of n, the
number of words of the sentence (one distinct score each row). Left: the expected
value of the score under the null hypothesis. Right: the value of the score in a
minimum linear arrangement. The light blue areas in between curves indicate the
interval of variation of the score for a given n. A, B for D. C, D for Γ. E,F for ∆. G, H
for Dz . I, J for Ω.
To estimate the optimality of a sentence, at some point one
has to choose between D and its variants. One is the average
D over the n− 1 edges of a tree, i.e. d¯ = D/(n− 1) (16). An-
other one is Hudson’s D0 (51–53), that measures the distance
between two linked words as the number of intervening words
(then consecutive words are at distance 0 and not at distance
1 as in D). For this reason, one has D0 = D− (n− 1). We are
interested in optimality scores whose values do not depend on
the choice of one of these possibilities.
To estimate the optimality of a language, one has to ag-
gregate the scores from sentences of a treebank, namely a
collection of syntactic dependency trees. The scores can be
aggregated by taking their mean. We use 〈X〉 to refer to the
average value of some score X in some treebank. Using d¯ to
assess the degree of optimality of a language is problematic
because sentence length and the kind of tree usually varies in
a real treebank. Drla is a moving baseline because it increases
as the number of words in the sentence increases (Eq. 2 and
Fig. 2 A). Dmin is also a moving baseline not only because
it depends on n but also on the kind of tree (Fig. 2 B): for a
tree of size n, the range of variation of Dmin satisfies (54, 55)
Dlinearmin = n− 1 ≤ Dmin ≤ Dstarmin =
⌊
n2
4
⌋
≤ Drla, [3]
where Dlinearmin and Dstarmin are the values of Dmin for a linear
and a star tree, respectively. For these reasons, interpreting
when an ensemble of sentences are fully optimized by means of
d¯, even when the sentence lengths are the same, is not straight-
forward. The values of D should be normalized somehow prior
to aggregating them. Similar arguments can be made for d¯
and D0. The problem of D and its simple variants is that they
are neither constant under a minimum linear arrangement
(Fig. 2 B) nor stable under the null hypothesis (Fig. 2 A).
We aim to explore new scores for individual sentences that
reduce the problems of existing measures when producing a
global optimality score by aggregating their values in a tree-
bank. Some existing scores will be reviewed and a new score
will be presented with the help of Fig. 2 (see SI Appendix /
supporting online information for further mathematical details
and the formulae behind the curves in that figure).
The oldest score, Γ (Eq. 1), satisfies Γ ≥ 1 (56). A recent
optimality score, defined as (18)
∆ = D −Dmin, [4]
satisfies ∆ ≥ 0. One has ∆ = 0 and Γ = 1 only in a fully opti-
mized sentence (56). Therefore these scores satisfy constancy
under minimum linear arrangement: regardless of n or the
kind of tree, ∆ = 0 and Γ = 1 when the linear arrangement is
optimal (Fig. 2 D and Fig. 2 F). However, neither Γ nor ∆ are
stable under random linear arrangement: their expected value
depends on n or the kind of tree (Figs. 2 C and E). Therefore,
knowing how far D is from Drla (the random baseline) based
on 〈Γ〉 or 〈∆〉 is not straightforward.
An attractive possibility is Dz, a z-score of D, that has
been introduced recently and that is defined as (57)
Dz =
D −Drla
σrla[D]
, [5]
where σrla[D] is the standard deviation of D in uniformly
random linear arrangements of a tree. z-scoring is a common
technique to find hidden patterns in heterogeneous data (58–
60). Dz is a function of n and
〈
k2
〉
, the 2nd moment of vertex
degrees about zero (57), and thus may allow one to control
better for the effect of tree size n and the distribution of vertex
degrees. Interestingly, Dz is stable under the null hypothesis,
namely its expected value in that situation is zero (Fig. 2 G)
but it is not constant under minimum linear arrangement (Fig.
2 H).
A new optimality score. We introduce a new optimality score
Ω that exhibits constancy under minimum linear arrangement,
taking a constant value of 1 (Fig. 2 J) and stability under
random linear arrangement, having an expected value of 0
(Fig. 2 I). We define Ω as
Ω = Drla −D
Drla −Dmin . [6]
In the syntactic dependency trees in Fig. 1, Ω = 3/4 for (a)
whereas Ω = 1 both for the “ungrammatical” reordering in
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Fig. 3. All the possible values of Ω that can be obtained for sentences of lengths
n = 3 and n = 4. Edge lengths (in words) are shown on top of each edge. For
n = 3, the only possible trees are linear trees and star trees simultaneously. For
n = 4, the only possible trees are either linear or star. For every tree and every
possible value of Ω, a linear arrangement achieving is shown.
(b) and the other sentence in (c). Fig. 3 shows all the values
that Ω can take for small trees along with examples of linear
arrangements that achieve each of these values. It is easy to
see that the presentation covers all the possible values checking
the corresponding figures in (47).
Ω also satisfies the following three properties. First, when
interpreted as a function of the random variable D, Ω is invari-
ant under linear transformation, namely, Ω[aD + b] = Ω[D],
where a and b are constants. Thus, Ω satisfies invariance under
proportional scaling, i.e. Ω[aD] = Ω[D], and invariance under
translation, i.e. Ω[D+b] = Ω[D] (SI Appendix, supplementary
online information). Dz is invariant under linear transforma-
tion whereas ∆ and Γ are not (SI Appendix, supplementary
online information). ∆ satisfies invariance under translation
but not under proportional scaling. Thus ∆ would give differ-
ent values if D were replaced by d¯ to control for the natural
growth of D as n increases. Finally, Γ satisfies invariance
under proportional scaling but not under translation.
Second, while D, D0, d¯, Γ and ∆ take positive values, Dz
and Ω are signed. Ω takes positive values when D < Drla and
negative values when D > Drla, namely when D is above the
random baseline, as illustrated in Fig. 3 for small trees. This
sign is of great importance for a theory of word order: it is
crucial to detect when DDm is surpassed by other word order
principles (46, 47, 61). Such a detection by means of ∆ or Γ
is more difficult because Drla depends on n as we have seen.
Third, Ω is bounded under maximum linear arrangement.
As n increases, the maximum values of D, ∆ and Γ and Dz
diverge (SI Appendix). In contrast, −c ≤ Ω where c is a
constant that satisfies 1.88 ≤ c ≤ 5. We conjecture that c = 2
(SI Appendix).
Ω is analogous to the Pearson correlation coefficient. First,
Ω is invariant under linear transformation as the Pearson
correlation coefficients and similar correlation metrics (62).
Second, Pearson r and Ω are zero under the null hypothesis.
Third, r and Ω (Eq. 6) are normalized differences between
a sample average value and the expectation under some null
model. In Ω[d¯], the sample average is d¯ and the expectation
under the null hypothesis is Drla/(n− 1). However, 0 ≤ r ≤ 1
while −c ≤ Ω ≤ 1. The second and the third properties are
shared with Newman’s modularity Q (63).
Invariance under linear transformation is a fundamental
property for research on dependency distance: it implies that
Ω yields the same value if D is replaced by
• D0, where a = 0 and b = −(n− 1) (translation).
• d¯, where a = 1/(n − 1) and b = 0 (16) (proportional
scaling).
• ∆, where a = 0 and b = −(n− 1) (translation).
• Dz, where a = 1/σrla[D] and b = −Drla/σrla[D].
Crucially, such invariance under linear transformation implies
that the estimates of the optimality of a language based on Ω
remain unaltered ifD is replaced by some linear transformation
of D. For instance, if D is replaced by D0 when controlling for
the different conventions when defining dependency distance,
the degree of optimality of Chinese based on 〈Ω〉 remains un-
changed while that based on 〈Γ〉 is likely to change. Similarly,
if D is replaced by d¯ to control for the natural growth of D as
sentence length increases, the degree of optimality of Chinese
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Table 1. Comparison of the properties of each dependency distance
score.
Properties D0, D, d¯, NDD Γ ∆ Dz Ω
Sign + + + ± ±
Minimum baseline X X X X
Random baseline X
Constancy under X X X
minimum linear arrangement
Stability under X X
random linear arrangement
Invariance under translation X X X
Invariance under X X X
proportional change of scale
Invariance under X X
linear transformation
Bounded under X
maximum linear arrangement
based on 〈Ω〉 remains unchanged again while that based on
〈∆〉 is likely to change. Furthermore, linear transformations,
when applied to scores that do not satisfy invariance under
linear transformation, may alter the power of the statistical
tests used to answer research questions (e.g., Questions 1 and
4).
Summary. Table 1 reviews the properties of all the optimality
scores. Ω is the only score that incorporates the minimum and
the random baseline (Drla and Dmin). For these reasons, Ω is
a dual optimality score, ∆ and Γ are singular optimality scores
(they only incorporate the minimum baseline, Dmin) while
D and its linear transformations (e.g., D0) are not proper
optimality scores (they do not incorporate any baseline).
We are aware of another score (64)
NDD =
∣∣∣∣log d¯√pirn
∣∣∣∣ ,
where pir is the position of the root of the syntactic dependency
structure in the linear arrangement (1 ≤ pir ≤ n). NDD
was designed with two main aims in mind: reducing the
dependence of D on sentence length n, an aim shared with
d¯, as well as serving as a measure of syntactic complexity
(64). In contrast, the primary goal of the scores reviewed in
Table 1 is to measure the degree of optimization of languages
based on DDm. Furthermore, the complexity of the formula
in the definition of NDD turns the mathematical analysis
particularly complex. Crucially, it suffers the same limitations
of D and its linear transformations (Table 1; SI Appendix).
Results
We investigate Ω in 93 languages from 19 families. The input
for the analyses is organized into datasets. A dataset results
from the combination of a collection of sentences from different
languages and some annotation criteria to define the syntactic
dependency structure of sentences (Table 2). The UD and the
SUD datasets contain 92 distinct languages. The Prague and
the Stanford datasets contain 30 distinct languages. We control
for the bias towards Indo-European languages (51 languages)
and for vertical transmission by grouping languages according
to their linguistic family. Languages from the same family
Table 2. The annotation criteria (rows) and the collection (column) of
each dataset. See SI Appendix for further details on the collections
and the annotation criteria.
Universal HamleDT Parallel Universal
Dependencies Dependencies
Universal UD PUD
Dependencies
Surface syntactic SUD PSUD
Universal Dependencies
Universal Stanford Stanford
Dependencies
Prague Dependencies Prague
0
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<Ω>
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A
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80
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Stanford
SUD
UD
B
Fig. 4. The probability density of 〈Ω〉, the average Ω in the sentences of a language,
for languages in different datasets. The vertical dashed line indicates the expected
value under the null hypothesis. A. Original sentences. B. Shuffled sentences.
are not statistically independent since the features we observe
may originate from a common ancestor (65).
For a given language, we analyze 〈Ω〉, the average value of
Ω over all sentences from a certain dataset. The sign of 〈Ω〉 is
indicative of the kind of constraint on dependency distance. If
〈Ω〉 > 0 and 〈Ω〉 is significantly large, then this is evidence of
the action of DDm. If 〈Ω〉 < 0 and 〈Ω〉 is significantly small,
then this is evidence of anti-DDm effects (47). Significance is
determined with respect to (randomly) shuffled sentences.
The optimality of syntactic dependency distances. Under the
null hypothesis of a uniformly random linear arrangement, the
probability distribution of 〈Ω〉 should be centered at zero (as
expected by the stability under linear arrangement property of
Ω). In contrast, the probability density of 〈Ω〉 across languages
is skewed towards positive values peaking at about 0.7 (Fig.
4). After shuffling the words of every sentence, the probability
density peaks at zero as expected.
We define the percentage of optimization as 100 ·Ω. Notice
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Table 3. Summary of the statistical properties of 〈Ω〉 by dataset
and language family. All indicates all the languages of the dataset,
regardless of their family.
Dataset Family Langs. Min Mean Median Max
UD All 92 -0.22 0.66 0.7 0.9
Indo-European 51 0.24 0.68 0.7 0.9
Uralic 11 0.54 0.63 0.62 0.77
Afro-Asiatic 7 0.63 0.78 0.79 0.89
Altaic 3 0.49 0.5 0.5 0.51
Sino-Tibetan 3 0.51 0.62 0.62 0.72
Austronesian 2 0.4 0.63 0.63 0.86
Dravidian 2 0.04 0.39 0.39 0.75
Niger-Congo 2 0.79 0.83 0.83 0.87
Austro-Asiatic 1 0.79 0.79 0.79 0.79
Basque 1 0.71 0.71 0.71 0.71
Japanese 1 0.73 0.73 0.73 0.73
Korean 1 0.6 0.6 0.6 0.6
Mande 1 0.66 0.66 0.66 0.66
Mongolic 1 0.59 0.59 0.59 0.59
Other 1 0.69 0.69 0.69 0.69
Pama-Nyungan 1 -0.22 -0.22 -0.22 -0.22
Sign Language 1 0.51 0.51 0.51 0.51
Tai-Kadai 1 0.88 0.88 0.88 0.88
Tupian 1 0.57 0.57 0.57 0.57
SUD All 92 0.05 0.71 0.74 0.91
Indo-European 51 0.24 0.74 0.77 0.91
Uralic 11 0.61 0.7 0.71 0.79
Afro-Asiatic 7 0.53 0.77 0.86 0.9
Altaic 3 0.42 0.44 0.43 0.48
Sino-Tibetan 3 0.59 0.66 0.65 0.74
Austronesian 2 0.52 0.7 0.7 0.88
Dravidian 2 0.05 0.37 0.37 0.7
Niger-Congo 2 0.83 0.87 0.87 0.91
Austro-Asiatic 1 0.82 0.82 0.82 0.82
Basque 1 0.66 0.66 0.66 0.66
Japanese 1 0.73 0.73 0.73 0.73
Korean 1 0.56 0.56 0.56 0.56
Mande 1 0.74 0.74 0.74 0.74
Mongolic 1 0.55 0.55 0.55 0.55
Other 1 0.8 0.8 0.8 0.8
Pama-Nyungan 1 0.42 0.42 0.42 0.42
Sign Language 1 0.72 0.72 0.72 0.72
Tai-Kadai 1 0.89 0.89 0.89 0.89
Tupian 1 0.61 0.61 0.61 0.61
Stanford All 30 -0.01 0.65 0.71 0.86
Indo-European 21 0.27 0.68 0.71 0.86
Uralic 3 0.6 0.67 0.71 0.72
Dravidian 2 -0.01 0.37 0.37 0.75
Afro-Asiatic 1 0.84 0.84 0.84 0.84
Altaic 1 0.52 0.52 0.52 0.52
Basque 1 0.74 0.74 0.74 0.74
Japanese 1 0.4 0.4 0.4 0.4
Prague All 30 -0.09 0.7 0.77 0.9
Indo-European 21 0.25 0.72 0.77 0.9
Uralic 3 0.56 0.69 0.71 0.78
Dravidian 2 -0.09 0.34 0.34 0.78
Afro-Asiatic 1 0.88 0.88 0.88 0.88
Altaic 1 0.6 0.6 0.6 0.6
Basque 1 0.77 0.77 0.77 0.77
Japanese 1 0.73 0.73 0.73 0.73
Table 4. The significance of 〈Ω〉. l0 is the number of languages
available from the dataset, fH , is the number of languages where
〈Ω〉 is significantly large after applying Holm’s correction to the lan-
guages counted in l0, and Exceptions is the number of the languages
counted in l0 where 〈Ω〉 is not significantly large. The number at-
tached to the language name indicates the corrected p-value.
Dataset l0 fH Exceptions Family Languages
UD 92 90 2 Dravidian (1) Telugu0.1
Pama-Nyungan (1) Warlpiri1
SUD 92 92 — — —
Prague 30 29 1 Dravidian (1) Telugu1
Stanford 30 29 1 Dravidian (1) Telugu0.7
that such percentage can be negative. In each dataset, lan-
guages are optimized at least to a 65% on average when all
languages are considered (Table 3). In addition, the median
indicates that half of languages are optimized to a 71% at
least. The statistics are strongly influenced by the abundance
of Indo-European languages in the datasets: 51 out of 92
languages in UD/SUD and 21 out of 30 in Prague/Stanford
(Table 3). High values of 〈Ω〉 are found in other families (the
average 〈Ω〉 is greater than 50% in the majority of families).
All the values of 〈Ω〉 are positive except in a few cases: a
Pama-Nyungan language (Warlpiri) for UD (but not SUD)
and a Dravidian language (Telugu) for Stanford and Prague.
The significance of syntactic dependency distances. 〈Ω〉 is
significantly large in the overwhelming majority of languages:
there are two exceptions in UD (Telugu and Warlpiri), no
exception in SUD and one exception (Telugu) in Prague and
Stanford (Table 4). Interestingly, we did not find any language
with a significantly small 〈Ω〉 although 〈Ω〉 < 0 in a few
languages as reported above.
Syntactic dependency distance versus sentence length. Here
we investigate 〈Ω〉 (n), the average value of Ω in sentences of
length n of a given language. In sufficiently long real sentences,
D < Drla on average (16, 38, 66), and thus 0 < 〈Ω〉 (n) is
expected. Accordingly, 〈Ω〉 (n) is higher in longer sentences
(Fig. 5). For sufficiently small n (e.g., n ∈ {3, 4}), negative
values of 〈Ω〉 (n) are found in some languages. Indeed, the
correlation between 〈Ω〉 (n) and n is significantly large in the
overwhelming majority of languages (Table 5). Such a global
tendency suggests that DDm may turn out to not be the
dominating principle in short sequences.
Anti dependency distance minimization effects in short se-
quences. In some languages, 〈Ω〉 (n) is significantly small in
sentences of length n = 3 or n = 4 (Table 6). In UD, 12
languages for n = 3 and 3 with n = 4. Interestingly, the effect
disappears completely for n > 4 consistently with previous
research on DDm (67). It is unlikely that the results are due
to a common descent (65): 〈Ω〉 (n) is significantly small in
languages from distinct families and the finding does not cover
the whole family provided that the family is represented by
more than one language a priori (see SI Appendix for the
composition of each linguistic family). For instance, in UD
with n = 3, the 12 languages concerned are 9 Indo-European
languages out of 51, one Austronesian language out of 2 (Taga-
log), one Dravidian language out of 2 (Telugu) and one isolate
(Japanese).
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Fig. 5. 〈Ω〉 (n), the average value of Ω in sentences of length n of a language in UD
for 3 ≤ n ≤ 50. Sentences longer than 50 words are excluded to ease visualization.
Table 5. The significance of the Kendall τ correlation between
〈Ω〉 (n) and sentence length n. l0 is the number of languages avail-
able from the dataset, fH is the number of languages where the cor-
relation is significantly large after applying Holm’s correction to the
languages counted in l0, and Exc. (Exceptions) is the number of
the languages counted in l0 where the correlation is not significantly
large. The number attached to the language name indicates the cor-
rected p-value.
Dataset l0 fH Exc. Family Languages
UD 92 88 4 Afro-Asiatic (1) Assyrian0.1
Indo-European (1) Albanian0.1
Pama-Nyungan (1) Warlpiri0.1
Sino-Tibetan (1) Classical Chinese0.2
SUD 92 89 3 Indo-European (1) Albanian0.1
Pama-Nyungan (1) Warlpiri0.4
Uralic (1) Komi-Permyak0.1
Prague 30 30 — — —
Stanford 30 30 — — —
Turkish 0.637
Korean 0.655
German 0.687
Chinese 0.713
Hindi 0.738
Finnish 0.772
Czech 0.784
Swedish 0.802
English 0.813
Icelandic 0.823
Polish 0.826
Russian 0.832
Japanese 0.849
Indonesian 0.849
Portuguese 0.85
Spanish 0.853
Arabic 0.854
Italian 0.858
French 0.866
Thai 0.876
0.5 0.6 0.7 0.8 0.9 1.0
<Ω>
la
ng
ua
ge
Fig. 6. The ordering of languages in PUD according to Ω. The number attached to
each language indicates the value of 〈Ω〉.
The ranking of languages based on their degree of optimality.
What are the most and the least optimized languages? It is
possible to sort the languages in a dataset by 〈Ω〉 to obtain a
ranking of languages according to dependency distance, e.g.
from 〈Ω〉 = 0.9 down to 〈Ω〉 = −0.22 in UD. Such an ordering
is problematic for various reasons. First, it may depend on
the dataset used (68, 69). Second, there is a problem of homo-
geneity or comparability, namely the source of the sentences
for each language is not homogeneous (in one language the
source may be newspaper articles while in another language it
could be literary works). Such a lack of homogeneity may dis-
tort the ordering. 〈Ω〉 is an aggregate measure over sentences
of varying length and we have seen that 〈Ω〉 (n) depends on
sentence length (Fig. 5 and Table 5) in such a way that Ω can
be negative in short sentences. It is well-known that the distri-
bution of sentence length as well as other quantitative features
depend on modality or genre (70). Accordingly, modality and
genre influence dependency distances (71). A widely adopted
solution in quantitative linguistics for these two problems is
the use of parallel corpora, namely, collections of sentences
that have the same content, often obtained by translation
from one language to the remainder of languages in the sam-
ple. Figure 6 shows a first approximation to the ranking of
languages using the Parallel Universal Dependencies corpus
(PUD), that contains some sentences of a subset of languages
from the UD collection (SI Appendix). Assuming that the
ordering is total, the most optimized language would be Thai
with 〈Ω〉 = 0.88 and the least optimized language would be
Turkish with 〈Ω〉 = 0.64 (Figure 6). Interestingly, the Ro-
mance languages, i.e. French, Italian, Spanish and Portuguese,
cluster in positions 2 to 7 (Fig. 6). However, the ordering in
Figure 6 is not total. For instance, although the value of 〈Ω〉
of Italian is greater than that of Arabic, Spanish, Portuguese,
Indonesian and Japanese the difference is not significant (SI
Appendix). For that reason, we represent the partial order
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Table 6. Anti dependency distance minimization in short sentences (significantly low 〈Ω〉 (n) for small n). n is the sentence length (in
words). l0 is the number of languages available from the dataset, and fH is the number of languages where 〈Ω〉 (n) is significantly small
after applying Holm’s correction to the languages counted in l0. The number attached to the language name indicates the magnitude of the
corrected p-value. It is obtained after rounding − log10(p−value) to leave just one decimal digit. Then the significance level α = 0.05 gives
1.3.
n Dataset l0 fH Family Languages
3 UD 87 12 Austronesian (1) Tagalog3.1
Dravidian (1) Telugu1.8
Indo-European (9) Afrikaans3.1 Bhojpuri3.1 Breton1.6 German3.1 English3.1 Old French3.1 Norwegian2.5 Sanskrit2.5 Slovak3.1
Japanese (1) Japanese3.1
SUD 87 4 Austronesian (1) Tagalog3.1
Indo-European (3) Bhojpuri3.1 Persian2.6 Urdu3.1
Prague 30 3 Dravidian (1) Telugu3.5
Indo-European (2) Hindi3.5 Persian3.5
Stanford 30 5 Dravidian (1) Telugu3.5
Indo-European (3) Czech3.5 German3.5 Slovak3.5
Japanese (1) Japanese3.5
4 UD 91 3 Indo-European (2) Swiss German3 Sanskrit2.2
Pama-Nyungan (1) Warlpiri2.3
SUD 91 2 Indo-European (2) Swiss German3 Sanskrit2.7
Prague 30 3 Dravidian (1) Telugu3.5
Indo-European (2) Ancient Greek2 Persian1.5
Stanford 30 0 — —
as a network where there is an arc from language x to lan-
guage y whenever 〈Ω〉x is significantly larger than 〈Ω〉y after
controlling for multiple comparisons. Figure 7 A shows the
corresponding Hasse diagram, a compressed representation of
the network that is obtained by applying transitive reduction
to the original network (72) (SI Appendix). If a language y can
be reached from a language x following one or more arcs in the
diagram then x is significantly more optimized than y. Based
on that diagram, it cannot be concluded that Thai is the most
optimized language, but rather that Thai is more optimized
than all the languages in the sample excluding Italian and
French, totalling 17 languages. Similarly, it cannot be con-
cluded that Turkish is the least optimized language but rather
that all languages in the sample are more optimized than
Turkish with the only exception of Korean. PUD has allowed
us to control for content (turning the source homogeneous).
Our next step is to control for annotation style by means of
PSUD, a variant of PUD where universal dependencies have
been replaced with surface-syntactic universal dependencies
(73). Figure 7 B confirms that Korean and Turkish are among
the least optimized languages (in Figure 7 A, German is not
more optimized than Korean) but shows that Thai is more
optimized only with respect to 11 languages.
Discussion
Question 1. Are there universal optimization principles in lan-
guages? Or, are there languages showing no optimization at
all?. Here we have added 40 languages to the broadest previ-
ous study of DDm in languages (35, 39, 40). In our analysis
based on Ω, we have found that dependency distances are not
significantly small in only 2 languages: Telugu and Warlpiri
(Table 4). In contrast, previously existing optimality scores
only indicate that dependency distances are not significantly
small in Warlpiri (SI Appendix), suggesting that Ω has a
slightly greater capacity to detect exceptions than other scores.
Exceptions have been previously reported but using different
methods (40). This suggests that conclusions on whether a
language has been optimized or not may depend, at least,
on the score used, or on the distribution of sentence lengths
(38). The latter is not a mere statistical issue (controlling for
sentence length): we have shown that Ω is significantly small
in short sequences of these two languages (Table 6), strongly
suggesting that DDm is surpassed by other word order princi-
ples in short sentences (47). However, all these issues should
be the subject of future research.
The languages where 〈Ω〉 is not significantly large (Table 4)
could be interpreted as challenging the universality of DDm.
However, such interpretation should be examined in light
of two observations. First, we should distinguish between
principles and their manifestations (13, 22). The fact that a
principle does not manifest, does not invalidate the universality
of the principle (22). DDm may be acting but counteracted by
other word order principles, e.g., surprisal minimization (61).
This issue is developed further below. These considerations
notwithstanding, the true number of exceptions could be larger
but hidden by biases in the families in our dataset. Second, we
cannot exclude the possibility that the cases where DDm does
not surface are not due to genuine properties of the languages
but rather a case of the comparability or homogeneity problem:
e.g. a consequence of the annotation criteria beyond those
specified in the dataset or biases in the sample of sentences
forming the collection (for instance, the author or the genre),
that hide the manifestation of DDm (this is issue is also
developed below).
Question 2. What is the degree of optimization of languages?.
In two of the large-scale studies referred above (35, 39), the
values of the plain score used did not reveal that the effects
of DDm were too weak or missing. Our score has indicated
negative values or values close to zero in some cases (Table 3).
However, we have found that the majority of languages are
highly optimized. When evaluating the degree of optimization
of languages, there is a trade-off between the breadth of the
analysis and comparability. One of the broadest datasets, i.e.
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Fig. 7. A Hasse diagram where an arrow pointing from one language to another
indicates that the former is significantly more optimized than the latter according to Ω.
(a) PUD. (b) PSUD.
UD, allows one to conclude that half of languages are optimized
to at least 70% but 〈Ω〉 ranges between −0.22 and 0.9 (Table
3). When controlling for annotation style using SUD, one
finds that half of languages are optimized to at least 74%
and languages with negative 〈Ω〉 have disappeared. Although
annotation style within a dataset is homogeneous a priori,
the source texts are not. When reducing the comparability
problem using PUD, one finds that the degree of optimality
ranges between 64% and 88% (Fig. 6) but more than half
of the languages available are Indo-European (only Arabic,
Thai, Indonesian, Japanese, Finnish, Chinese, Korean and
Turkish are not). We hope that our research stimulates the
development of large parallel corpora where linguistic families
are more balanced.
In his pioneering research, Hawkins concluded that the word
order of English is 92% optimal (15). Here we have used Ω, an
optimality score based on D, showing that English is optimized
to a 81% (according to PUD, Fig. 6) or 88% (according to
PSUD, SI Appendix) with respect to two baselines (the random
baseline and the optimal baseline). These numbers must be
taken with caution because other sources would give different
percentages (70% according to UD, 80% according to SUD
and Prague and 85% according to Stanford).
Ω could be one of the dimensions of new research on patterns
in the distribution of languages in bidimensional maps of word
order features (74).
Question 3. What are the most and the least optimized lan-
guages of the world? Can we define a ranking of languages?.
We have provided a first approximation to the ranking of
languages by dependency distances using a small but par-
allel sample of languages, finding that Romance languages
are among the most optimized languages, while Korean and
Turkish, two agglutinating languages (75), are among the least
optimized languages (Fig. 6). Such ranking is heavily lim-
ited by the number of languages sampled and not indicative
of the optimality of language in absolute terms because de-
pendency distances are just one aspect of the optimality of
word order (23, 24, 61) and, in turn, word order is not the
only aspect that determines the degree of optimization of a
language (13, 14, 76). For instance, Turkish and Korean order
the subject, verb and object in a cognitively natural order,
i.e. SOV, differing from the default of Romance languages, i.e.
SVO (77), and are endowed with complex morphology (75), a
feature that can reduce the effort of the listener (78, 79) and
may ease learning in native speakers (80, 81).
Furthermore, we cannot exclude the possibility that sen-
tences in the PUD collection are affected by some bias in
the original language or in the translator. Put differently,
the parallel corpus may have diminished the homogeneity or
comparability problem but not cleared it completely. Finally,
the ranking relies on the unit of measurement: words. A more
precise but far more complicated measurement could be made
in syllables or phonemes (82). Therefore, any statement or
inference that one language is more (or less) optimized than
another in the entire article must be understood as relying
exclusively on Ω (even when Ω is not mentioned for the sake
of brevity) and conditioned on the collection of sentences used
and the unit of distance.
Notwithstanding the above considerations, our ranking out-
performs previous ordering attempts. We have put forward
a hierarchical ranking rather than a sequential ordering. A
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normalized measure of dependency distance as Ω has never
been used (35, 37). To our knowledge, the first attempt to
rank languages by dependency distance is found in the pio-
neering research of H. Liu, who sorted 20 languages by mean
dependency distance using non-parallel corpora and implicitly
assuming that the order of languages was total in a mathe-
matical sense (35, Figures 7-8). We have found that English
is more optimized than German in agreement with previous
research using non-parallel corpora and D instead of Ω (37)
(as well as in the pioneering research of (35)). The consensus
in Fig. 7 goes much further indicating which languages are
more likely
• To be less optimized than German: Turkish, that is the
only language in the intersection between the set of lan-
guages that are less optimized than German in Fig. 7 (a),
namely Turkish, with those that are less optimized than
German in Fig. 7 (b), i.e. Chinese, Turkish and Korean.
• To have an intermediate level of optimization between
English and German: Czech and Finnish (the intersection
between Czech, Finnish, Hindi from Fig. 7 (a) and Czech,
Finnish and Japanese from Fig. 7 (b)).
• To be more optimized than English: Portuguese, Italian,
French and Spanish, by similar arguments.
Furthermore, the diagram unveils a myriad of dominance rela-
tionships that have never been explored before, e.g., Russian
is likely to be more optimized than Chinese or Korean based
on Ω.
We hope that our research stimulates the development of
parallel syntactic dependency treebanks comprising a sample
of languages as large as possible.
Question 4. Under what conditions is optimization stronger?.
From a theoretical standpoint, two predictions have been
made: one is that pressure for DDm should be stronger in
longer sentences, and the other is that DDm is more likely to
be surpassed in short sequences by other principles (46, 47).
The second prediction is based on the first prediction and
the fact that DDm is in conflict with other principles of word
order (46, 47, 61). If we focus on the optimal placement
of a single head and its dependents, it turns out that the
head must be put at the center according to DDm but it
should be put at one of the ends according to the principle of
surprisal minimization (Sm) or predictability maximization
(PM): last to minimize the uncertainty about the head, or
first to minimize the uncertainty about the dependents (61).
Interestingly, putting the head at one of the ends maximizes
dependency lengths, i.e. the optimal placement of the head
according to Sm/PM is the worst case for DDm (61).
Our analysis has corroborated these two predictions. As
for the first prediction, the finding that Ω is higher in longer
sentences (Fig. 5 and Table 5), indicates that longer sentences
are more optimized. Such a tendency defies a trivial expla-
nation. In shuffled sentences (no DDm), Ω is expected to be
0 (recall the stability under random linear arrangement). As
in the other (preexisting) scores lower values indicate higher
optimization, the corresponding trend for the other scores
would be a tendency of the score to reduce in longer sentences,
but that was found in absolutely no score and no language
(SI Appendix). This is consistent with the fact that, in real
sentences, D, one of the components of Ω, as well as d¯, tends
to grow with sentence length (16, 36, 38, 39, 56). The same
tendency was found for Γ in Romanian (16) and for ∆ in Latin
and ancient Greek (18) (as for the latter notice that Dmin
was defined assuming projectivity). Our analyses confirm a
tendency of all scores except Ω to increase in longer sentences:
in all languages concerning D and d¯ and ∆, in practically all
languages for Dz and in a smaller fraction of them for Γ (SI
Appendix). Thus, by evaluating optimality based on D, ∆
or Γ, rather than with Ω, one could wrongly conclude that
longer sentences are less optimized. Such disagreement with
respect to Ω can be explained by the fact that these scores
never include the two baselines simultaneously (Table 1).
As for the second prediction, we found that Ω is significantly
small in short sentences (sentences of length 3 or 4) for some
languages, contradicting DDm (Table 6). Interestingly, we
found more languages showing anti-DDm effects than in pre-
vious research (47, Table 3): the number of languages where
this happens grows in all cases (SUD had not been considered
before). That could be explained by an increase in the number
of languages in the UD dataset with respect to (47), but not
in the Prague and Stanford datasets, whose number of lan-
guages remains the same. Therefore, Ω (in particular, 〈Ω〉 (n))
appears to have more statistical power to unveil anti-DDm
effects than all the other scores (SI Appendix) as well as the
statistic used in previous research (47). Finally, our findings
clarify the discussion on the existence of anti-DDm effects in
treebanks (67): they do exist in sentences of length 3 or 4.
Question 5. Why do languages deviate from optimality?. A
crucial question is: if dependency length minimization is a
fundamental principle of languages, why are real languages not
reaching the theoretical minimum sum of dependency lengths?
The first answer stems from the arguments above: a conflict
between DDm and other word order principles. Another possi-
ble answer is that language production is an inherently online
and incremental process under severe memory limitations, in
line with Christiansen and Chater’s now-or-never bottleneck
(83): real speakers produce sentences on the fly while algo-
rithms to calculate minimum linear arrangements take whole
sentences as input (49, 84).
Finally, from an evolutionary standpoint, deviations from
optimality can originate for many reasons that are fuel for
future research, e.g. stochasticity, insufficient time to reach the
optimum or the existence of local maxima (3). Furthermore,
parts of a system with a smaller contribution to the cost
function are expected to show a largest deviation from the
optimum (3).
Question 6. What are the best optimality scores for cross-lin-
guistic research?. In this article, we investigated mathemati-
cal properties of Ω and compared them against other scores.
Our empirical analysis suggests that Ω may have a greater
capacity to detect languages where DDm is weak or surpassed
by other word order principles (Question 1), unveil higher opti-
mization in longer sentences (Question 4) and detect anti-DDm
effects in short sequences (Question 4). Further theoretical
and empirical research should be carried out in relation to
alternative scores.
Additional remarks. Our findings have implications for the
debate on the proper syntactic annotation (69, 73, 85). In
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addition to confirming that dependency distances are shorter
in SUD than in UD (69) (Table 3), we have found that all
languages (with no exception) are significantly optimized only
when SUD is used (Table 4) and that SUD shows fewer lan-
guages with anti-DDm effects (Table 6), as expected by the
direct influence of DDm in the annotation criteria of SUD
(73). Therefore, whether DDm is a universal (exceptionless)
phenomenon on a global scale or the scope of anti-DDm effects
may depend on the annotation criteria. Further research on
the foundations of these criteria is necessary (86, 87).
Future work. We have investigated the optimality of languages
syncronically, based on current data about them. One of the
least optimized languages is Warlpiri, a non-configurational
language (88). The finding, though based on non-parallel data,
suggests that Ω is able to quantify extreme cases of word order
freedom (89) and thus could open new avenues for research in
linguistics. Diacrony, namely the evolution of the optimality
of a language over time, is one of the next challenges (90). It
has been shown that dependency distances have been reducing
over time in English using a variant of Γ (17) and also using D
and NDD (67). ∆ has unveiled a similar optimization process
in Latin and Ancient Greek (18). In contrast, dependency
distances have been increasing over time in Chinese using
a variant of d¯ (90, 91). An intriguing question is whether
all these conclusions will remain valid when revised using a
dual optimality score such as Ω (Table 1). The next frontier
will be unveiling how DDm has shaped languages throughout
phylogeny (92).
In addition to functioning as a measure of the degree of
optimization of a language, Ω can also shed light on a critical
question for clinical applications (93): whether dependency
distances reflect the linguistic competence of an individual
speaker. Research on a potentially positive correlation between
dependency distances and language proficiency in second lan-
guage learners has led to inconsistent conclusions using mean
dependency distances (94, 95). Such inconsistencies may have
originated from the limitations of the score that has been used.
More solid and coherent conclusions may be reached using Ω.
Our theoretical research is relevant for network science
in general. We have put forward a new way of normalizing
physical distances. The analysis can be extended to arbitrary
graphs or spaces with more dimensions, e.g. the 2-dimensional
layouts of the popular transportation networks (27), and it
may guide future research on the normalization of topological
distances. It has been proposed that these distances should
be normalized as (96)
λ′ = L
Lmin
λ′′ = L
Lmax − Lmin ,
where L is the observed topological distance and Lmin and
Lmax are the minimum and the maximum topological distance
of a network with the same number of vertices and edges.
Notice that λ′ is the counterpart of Γ in topological distance
and is thus a singular optimality score for not incorporating
the random baseline. Interestingly, λ′′ does not incorporate
any random baseline but is defined over two baselines (Lmin
and Lmax). Powerful normalizations of L may be developed
following the mathematical structure of Ω, e.g., incorporating
some random graph model (27, 97).
Materials and Methods
Each dataset is a combination of a collection and an annotation
style. See SI Appendix for further details about them. Data and
code will be deposited in GitHub (https://github.com/lluisalemanypuig/
optimality-syntactic-dependency-distances).
The analyses are restricted to n ≥ 3 because a measure of
optimality such as Ω is useful when D can vary given n (for n = 1,
D = 0; for n = 2, D = 1). See SI Appendix for further details and
the implications of such a constraint.
The optimality score Ω is defined on two baselines: the random
baseline (Drla) and the optimal baseline (Dmin). Both baselines
are unrestricted in the sense that all shufflings are allowed (the
n! permutations have non-zero probability). Random and optimal
baselines that assume projectivity or consistent branching, hence
disallowing certain shufflings, have dominated research on DDm
(34–37, 39, 40) and optimality scores (17, 18) for historical reasons.
However, these linguistic constraints (e.g., projectivity) could be an
epiphenomenon of DDm (44, 45, 98, 99) and thus could mask the
effect of dependency distance minimization (DDm). Our concern
is supported by the fact that planarity, a relaxation of projectivity,
reduces the statistical power of a test of DDm (47). From a theo-
retical standpoint, separating DDm from these additional linguistic
constraints compromises the parsimony of word order theory (100).
The words of a sentence are shuffled replacing the linear arrange-
ment of the sentence with a uniformly random linear arrangement
using Durstenfeld’s algorithm (101).
The positive association between Ω and n is analyzed through a
one-sided correlation test with Kendall’s τ as statistic. Kendall’s τ
is chosen for its advantages over the traditional Pearson correlation:
while Pearson correlation is a measure of linear association, Kendall’s
τ correlation is a measure of non-linear (but monotonic) association
(102, 103). For a certain language, the test is applied on the average
value of Ω as a function of n, namely, an estimate of the conditional
expectation of Ω given n, which is in direct correspondence with
the heatmaps in Fig. 5. Without such preprocessing, the test would
be sensitive to the distribution of sentence lengths, which is in turn
dependent on features of the source texts such as genre and modality
(70). The same procedure is used for the association between other
scores and n.
We use the significance level of 0.05. All statistical tests are one-
sided. The Monte Carlo test explained in the SI Appendix is used
to check if 〈Ω〉 or 〈Ω〉 (n) are significantly large (or is significantly
small) with respect to the random baseline. A Monte Carlo test
is also used to assess whether the values of 〈Ω〉 of two languages
differ significantly, a crucial step for the construction of the Hasse
diagram. Monte Carlo tests are chosen to turn the tests non-
parametric (assumption free) while maximizing statistical power.
The SI Appendix explains how the Hasse diagram is built in detail,
how the Holm correction is implemented and how the p-values
from Monte Carlo tests are preprocessed before applying the Holm
correction.
ACKNOWLEDGMENTS. We are grateful to C. Bentz, N. Català,
M. H. Christiansen, M. Gustison and A. Hernández-Fernández for
helpful comments. RFC and LAP are supported by the grant
TIN2017-89244-R from MINECO (Ministerio de Economia, Indus-
tria y Competitividad). RFC is also supported by the recognition
2017SGR-856 (MACDA) from AGAUR (Generalitat de Catalunya).
CGR is supported by the European Research Council (ERC), under
the European Union’s Horizon 2020 research and innovation pro-
gramme (FASTPARSE, grant agreement No 714150), the ANSWER-
ASAP project (TIN2017-85160-C2-1-R) from MINECO, Xunta de
Galicia (ED431B 2017/01 and an Oportunius program grant to
complement ERC grants); the CITIC research center is funded by
ERDF and Xunta de Galicia (ED431G 2019/01). JLE is funded
by the grant TIN2016-76573-C2-1-P and PID2019-109137GB-C22
from MINECO.
1. Alexander R (1996) Optima for animals. (Princeton University Press, Princeton, NJ).
2. Parker GA, Smith JM (1990) Optimality theory in evolutionary biology. Nature 348(6296):27–
33.
3. Pérez-Escudero A, Rivera-Alba M, de Polavieja GG (2009) Structure of deviations from
optimality in biological systems. Proceedings of the National Academy of Sciences
106(48):20544–20549.
Ferrer-i-Cancho et al. PNAS | July 31, 2020 | vol. XXX | no. XX | 11
DR
AF
T
4. Itzkovitz S, Alon U (2007) The genetic code is nearly optimal for allowing additional informa-
tion within protein-coding sequences. Genome Research 17(4):405–412.
5. Kumar B, Saini S (2016) Analysis of the optimality of the standard genetic code. Mol.
BioSyst. 12(8):2642–2651.
6. Klyachko VA, Stevens CF (2003) Connectivity optimization and the positioning of cortical
areas. Proceedings of the National Academy of Sciences 100(13):7937–7941.
7. Chen BL, Hall DH, Chklovskii DB (2006) Wiring optimization can relate neuronal structure
and function. Proceedings of the National Academy of Sciences 103(12):4723–4728.
8. Pérez-Escudero A, de Polavieja GG (2007) Optimally wired subnetwork determines neu-
roanatomy of caenorhabditis elegans. Proceedings of the National Academy of Sciences
104(43):17180–17185.
9. Segrè D, Vitkup D, Church GM (2002) Analysis of optimality in natural and perturbed
metabolic networks. Proceedings of the National Academy of Sciences 99(23):15112–
15117.
10. Berkhout J, Bruggeman FJ, Teusink B (2012) Optimality principles in the regulation of
metabolic networks. Metabolites 2(3):529–552. 24957646[pmid].
11. Gustison ML, Semple S, Ferrer-i-Cancho R, Bergman T (2016) Gelada vocal sequences
follow Menzerath’s linguistic law. Proceedings of the National Academy of Sciences USA
13(19):E2750–E2758.
12. Zipf GK (1949) Human behaviour and the principle of least effort. (Addison-Wesley, Cam-
bridge (MA), USA).
13. Ferrer-i-Cancho R (2018) Optimization models of natural communication. Journal of Quan-
titative Linguistics 25(3):207–237.
14. Gibson E, et al. (2019) How efficiency shapes human language. Trends in Cognitive Science
23(5):389–407.
15. Hawkins JA (1998) Some issues in a performance theory of word order in Constituent order
in the languages of Europe, ed. Siewierska A. (Mouton de Gruyter, Berlin).
16. Ferrer-i-Cancho R (2004) Euclidean distance between syntactically linked words. Physical
Review E 70:056135.
17. Tily HJ (2010) Ph.D. thesis (Stanford University). Chapter 3: Dependency lengths.
18. Gulordava K, Merlo P (2015) Diachronic trends in word order freedom and dependency
length in dependency-annotated corpora of Latin and ancient Greek in Proceedings of the
Third International Conference on Dependency Linguistics (Depling 2015). (Uppsala Uni-
versity, Uppsala, Sweden), pp. 121–130.
19. Gulordava K, Merlo P (2016) Multi-lingual dependency parsing evaluation: a large-scale
analysis of word order properties using artificial data. Transactions of the Association for
Computational Linguistics 4:343–356.
20. Joshi A (1985) How much context-sensisitivity is necessary for characterizing structural
descriptions – tree adjoining grammars in Natural Language Processing: Psycholinguistic,
Computational and Theoretical Perspectives, eds. Dowty D, Karttunen L, Zwicky A. (Cam-
bridge University Press), pp. 206–250.
21. Fenk-Oczlon G, Fenk A (2008) Complexity trade-offs between the subsystems of language
in Language complexity: Typology, contact, change, Studies in Language Companion Se-
ries, eds. Miestamo M, Sinnemäki K, Karlsson F. (John Benjamins Publishing Company,
Amsterdam/Philadelphia), pp. 43–65.
22. Ferrer-i-Cancho R, et al. (2013) Compression as a universal principle of animal behavior.
Cognitive Science 37(8):1565–1578.
23. Gildea D, Jaeger TF (2020) Language structure shaped by the brain: Human languages
order information efficiently. For consideration in Nature Human Behavior.
24. Hahn M, Jurafsky D, Futrell R (2020) Universals of word order reflect optimization of
grammars for efficient communication. Proceedings of the National Academy of Sciences
117(5):2347–2353.
25. Tesnière L (1959) Éléments de syntaxe structurale. (Klincksieck, Paris).
26. Mel’cˇuk I (1988) Dependency Syntax: Theory and Practice. (State University of New York
Press, Albany, NY, USA).
27. Barthélemy M (2011) Spatial networks. Physics Reports 499(1):1 – 101.
28. Cohen R, Havlin S (2010) Distances in geographically embedded networks. (Cambridge
University Press, Cambridge, UK), pp. 88–90.
29. Liu H, Xu C, Liang J (2017) Dependency distance: A new perspective on syntactic patterns
in natural languages. Physics of Life Reviews 21:171–193.
30. Temperley D, Gildea D (2018) Minimizing syntactic dependency lengths: Typologi-
cal/Cognitive universal? Annual Review of Linguistics 4(1):67–80.
31. Gastner MT, Newman M (2006) The spatial structure of networks. The European Physical
Journal B - Condensed Matter and Complex Systems 49(2):247–252.
32. Ercsey-Ravasz M, et al. (2013) A predictive network model of cerebral cortical connectivity
based on a distance rule. Neuron 80(1):184 – 197.
33. Lambiotte R, et al. (2008) Geographical dispersal of mobile communication networks. Phys-
ica A: Statistical Mechanics and its Applications 387(21):5317 – 5325.
34. Gildea D, Temperley D (2007) Optimizing grammars for minimum dependency length in
Proceedings of the 45th Annual Meeting of the Association of Computational Linguistics.
(Association for Computational Linguistics, Prague, Czech Republic), pp. 184–191.
35. Liu H (2008) Dependency distance as a metric of language comprehension difficulty. Journal
of Cognitive Science 9:159–191.
36. Albert Park Y, Levy R (2009) Minimal-length linearizations for mildly context-sensitive de-
pendency trees in Proceedings of the 10th Annual Meeting of the North American Chapter
of the Association for Computational Linguistics: Human Language Technologies (NAACL-
HLT) conference. (Association for Computational Linguistics, Stroudsburg, PA, USA), pp.
335–343.
37. Gildea D, Temperley D (2010) Do grammars minimize dependency length? Cognitive Sci-
ence 34(2):286–310.
38. Ferrer-i-Cancho R, Liu H (2014) The risks of mixing dependency lengths from sequences of
different length. Glottotheory 5(2):143–155.
39. Futrell R, Mahowald K, Gibson E (2015) Large-scale evidence of dependency length
minimization in 37 languages. Proceedings of the National Academy of Sciences
112(33):10336–10341.
40. Futrell R, Levy RP, Gibson E (2020) Dependency locality as an explanatory principle for
word order. Language 96(2):371–412.
41. Ferrer-i-Cancho R (2017) Towards a theory of word order. comment on "dependency dis-
tance: A new perspective on syntactic patterns in natural language" by Haitao Liu et al.
Physics of Life Reviews 21:218 – 220.
42. Ferrer-i-Cancho R (2016) Kauffman’s adjacent possible in word order evolution in The evo-
lution of language: proceedings of the 11th International Conference (EVOLANG11).
43. Ferrer-i-Cancho R, Solé RV (2003) Optimization in complex networks in Statistical Mechan-
ics of complex networks, Lecture Notes in Physics, eds. Pastor-Satorras R, Rubí J, Díaz-
Guilera A. (Springer, Berlin) Vol. 625, pp. 114–125.
44. Gómez-Rodríguez C, Ferrer-i-Cancho R (2017) Scarcity of crossing dependencies: A direct
outcome of a specific constraint? Physical Review E 96:062304.
45. Gómez-Rodríguez C, Christiansen M, Ferrer-i-Cancho R (2020) Memory limitations are hid-
den in grammar. https://arxiv.org/abs/1908.06629 p. under review.
46. Ferrer-i-Cancho R (2014) Why might SOV be initially preferred and then lost or recovered? A
theoretical framework in The Evolution of Language - Proceedings of the 10th International
Conference (EVOLANG10), eds. Cartmill EA, Roberts S, Lyn H, Cornish H. (Wiley, Vienna,
Austria), pp. 66–73. Evolution of Language Conference (Evolang 2014), April 14-17.
47. Ferrer-i-Cancho R, Gómez-Rodríguez C (2019) Anti dependency length minimization in
short sequences. a graph theoretic approach. Journal of Quantitative Linguistics p. in press.
doi: 10.1080/09296174.2019.1645547.
48. Díaz J, Petit J, Serna M (2002) A survey of graph layout problems. ACM Computing Surveys
34:313–356.
49. Chung FRK (1984) On optimal linear arrangements of trees. Comp. & Maths. with Appls.
10(1):43–60.
50. Zörnig P (1984) The distribution of the distance between like elements in a sequence I.
Glottometrika 6:1–15.
51. Hudson R (1995) Measuring syntactic difficulty. Unpublished paper.
http://www.phon.ucl.ac.uk/home/dick/difficulty.htm.
52. Hiranuma S (1999) Syntactic difficulty in English and Japanese: A textual study. UCL Work-
ing Papers in Linguistics 11:309–322.
53. Eppler E (2004) Ph.D. thesis (University College, London). unpublished PhD thesis.
54. Iordanskii MA (1974) Minimal numberings of the vertices of trees. Dokl. Akad. Nauk SSSR
218(2):272–275.
55. Esteban JL, Ferrer-i-Cancho R, Gómez-Rodríguez C (2016) The scaling of the minimum
sum of edge lengths in uniformly random trees. Journal of Statistical Mechanics p. 063401.
56. Ferrer-i-Cancho R, Gómez-Rodríguez C, Esteban JL (2020) The variation of the sum of
edge lengths in linear arrangements of trees. http://arxiv.org/abs/2006.14069.
57. Ferrer-i-Cancho R (2019) The sum of edge lengths in random linear arrangements. Journal
of Statistical Mechanics p. 053401.
58. Cocho G, Flores J, Gershenson C, Pineda C, Sánchez S (2015) Rank diversity of languages:
Generic behavior in computational linguistics. PLOS ONE 10(4):1–12.
59. Morales JA, et al. (2016) Generic temporal features of performance rankings in sports and
games. EPJ Data Science 5(1):33.
60. Monroe BL, Colaresi MP, Quinn KM (2017) Fightin’ words: Lexical feature selection and
evaluation for identifying the content of political conflict. Political Analysis 16(4):372–403.
61. Ferrer-i-Cancho R (2017) The placement of the head that maximizes predictability. An infor-
mation theoretic approach. Glottometrics 39:38–71.
62. DeGroot MH, Schervish MJ (2002) Probability and statistics. (Wiley, Boston), 3rd edition.
63. Newman MEJ (2006) Modularity and community structure in networks. Proceedings of the
National Academy of Sciences of the United States of America 103(23):8577–8582.
64. Lei L, Jockers M (2018) Normalized dependency distance: Proposing a new measure. Jour-
nal of Quantitative Linguistics pp. 1–18.
65. Roberts S, Winters J (2013) Linguistic diversity and traffic accidents: Lessons from statistical
studies of cultural traits. PLOS ONE 8:1–13.
66. Jiang J, Liu H (2015) The effects of sentence length on dependency distance, dependency
direction and the implications-based on a parallel English-Chinese dependency treebank.
Language Sciences 50:93–104.
67. Lei L, Wen J (2020) Is dependency distance experiencing a process of minimization? A
diachronic study based on the State of the Union addresses. Lingua 239:102762.
68. Passarotti M (2016) How far is Stanford from Prague (and vice versa)? Comparing two
dependency-based annotation schemes by network analysis. L’Analisi linguistica e letteraria
24:21–46.
69. Osborne T, Gerdes K (2019) The status of function words in dependency grammar: A cri-
tique of Universal Dependencies (UD). Glossa: A Journal of General Linguistics 4(1):17.
70. Rudnicka K (2018) Variation of sentence length across time and genre: influence on the
syntactic usage in English, ed. Whitt RJ. pp. 219–240.
71. Wang Y, Liu H (2017) The effects of genre on dependency distance and dependency direc-
tion. Language Sciences 59:135–147.
72. Clough JR, Gollings J, Loach TV, Evans TS (2014) Transitive reduction of citation networks.
Journal of Complex Networks 3(2):189–203.
73. Gerdes K, Guillaume B, Kahane S, Perrier G (2018) SUD or surface-syntactic universal
dependencies: An annotation scheme near-isomorphic to UD in Proceedings of the Sec-
ond Workshop on Universal Dependencies (UDW 2018). (Association for Computational
Linguistics, Brussels, Belgium), pp. 66–74.
74. Gerdes K, Kahane S, Chen X (2020) Typometrics: from implicational to quantitative univer-
sals in word order typology. Glossa p. accepted.
75. Kim HS (2009) The full-to-partial reduction in Korean and Turkish reduplication. Linguistic
Research 26(2):121–148.
76. Fedzechkina M, Newport EL, Jaeger TF (2017) Balancing effort and information transmis-
sion during language acquisition: Evidence from word order and case marking. Cognitive
Science 41(2):416–446.
77. Goldin-Meadow S, So WC, Özyürek A, Mylander C (2008) The natural order of events: how
12 | www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX Ferrer-i-Cancho et al.
DR
AF
T
speakers of different languages represent events nonverbally. Proceedings of the National
Academy of Sciences 105(27):9163–9168.
78. Fedzechkina M, Jaeger TF, Newport EL (2012) Language learners restructure their input
to facilitate efficient communication. Proceedings of the National Academy of Sciences
109(44):17897–17902.
79. Ros I, Santesteban M, Fukumura K, Laka I (2015) Aiming at shorter dependencies: the role
of agreement morphology. Language, Cognition and Neuroscience 30(9):1156–1174.
80. Dale R, Lupyan G (2012) Understanding the origins of morphological diversity: the linguistic
niche hypothesis. Advances in Complex Systems 15(03n04):1150017.
81. Kempe V, Brooks PJ (2018) Linking adult second language learning and diachronic change:
A cautionary note. Frontiers in Psychology 9:480.
82. Ferrer-i-Cancho R (2015) Reply to the commentary “Be careful when assuming the obvious”,
by P. Alday. Language Dynamics and Change 5(1):147–155.
83. Christiansen MH, Chater N (2016) The now-or-never bottleneck: a fundamental constraint
on language. Behavioral and Brain Sciences 39:1 – 72.
84. Shiloach Y (1979) A minimum linear arrangement algorithm for undirected trees. SIAM J.
Comput. 8(1):15–32.
85. Yan J, Liu H (2019) Which annotation scheme is more expedient to measure syntactic diffi-
culty and cognitive demand? in Proceedings of the First Workshop on Quantitative Syntax
(Quasy, SyntaxFest 2019). (Association for Computational Linguistics, Paris, France), pp.
16–24.
86. Ferrer-i-Cancho R, Reina F (2002) Quantifying the semantic contribution of particles. Jour-
nal of Quantitative Linguistics 9:35–47.
87. Futrell R, Qian P, Gibson E, Fedorenko E, Blank I (2019) Syntactic dependencies corre-
spond to word pairs with high mutual information in Proceedings of the Fifth International
Conference on Dependency Linguistics (Depling, SyntaxFest 2019). (Association for Com-
putational Linguistics, Paris, France), pp. 3–13.
88. Hale K (1983) Warlpiri and the grammar of non-configurational languages. Natural Lan-
guage & Linguistic Theory 1(1):5–47.
89. Evans N, Levinson SC (2009) The myth of language universals: language diversity and its
importance for cognitive science. Behavioral and Brain Sciences 32:429–492.
90. Liu B, Chen X (2017) Dependency distance in language evolution: Comment on “Depen-
dency distance: A new perspective on syntactic patterns in natural languages” by Haitao
Liu et al. Physics of Life Reviews 21:194 – 196.
91. Liu B (2013) Ph.D. thesis (Communication University of China). in Chinese.
92. Dunn M, Greenhill SJ, Levinson SC, Gray RD (2011) Evolved structure of language shows
lineage-specific trends in word-order universals. Nature 473:79–82.
93. Cohen AS, Elvevåg B (2014) Automated computerized analysis of speech in psychiatric
disorders. Current Opinion in Psychiatry 27(3):203–209.
94. Ouyang J, Jiang J (2018) Can the probability distribution of dependency distance measure
language proficiency of second language learners? Journal of Quantitative Linguistics
25(4):295–313.
95. Komori S, Sugiura M, Li W (2019) Examining MDD and MHD as syntactic complexity mea-
sures with intermediate Japanese learner corpus data in Proceedings of the Fifth Interna-
tional Conference on Dependency Linguistics (Depling, SyntaxFest 2019). (Association for
Computational Linguistics, Paris, France), pp. 130–135.
96. Zamora-López G, Brasselet R (2019) Sizing complex networks. Communications Physics
2(1):144.
97. Newman MEJ (2010) Networks. An introduction. (Oxford University Press, Oxford).
98. Ferrer-i-Cancho R (2015) The placement of the head that minimizes online memory. A com-
plex systems approach. Language Dynamics and Change 5(1):114–137.
99. Ferrer-i-Cancho R (2008) Some word order biases from limited brain resources. A mathe-
matical approach. Advances in Complex Systems 11(3):393–414.
100. Ferrer-i-Cancho R, Gómez-Rodríguez C (2016) Liberating language research from dogmas
of the 20th century. Glottometrics 33:33–34.
101. Durstenfeld R (1964) Algorithm 235: Random permutation. Commun. ACM 7(7):420.
102. Gibbons JD, Chakraborti S (2010) Nonparametric statistical inference. (Chapman and
Hall/CRC, Boca Raton, FL). 5th edition.
103. Embrechts P, McNeil A, Straumann D (2002) Correlation and dependence in risk manage-
ment: properties and pitfalls in Risk management: value at risk and beyond, ed. Dempster
MAH. (Cambridge University Press, Cambridge), pp. 176–223.
Ferrer-i-Cancho et al. PNAS | July 31, 2020 | vol. XXX | no. XX | 13
Supplementary Information for
The optimality of syntactic dependency distances
Ramon Ferrer-i-Cancho, Carlos Gómez-Rodríguez, Juan Luis Esteban and Lluís Alemany-Puig
Ramon Ferrer-i-Cancho.
E-mail: rferrericancho@cs.upc.edu
This PDF file includes:
Supplementary text
Figs. S1 to S7
Tables S1 to S7
References for SI reference citations
Ramon Ferrer-i-Cancho, Carlos Gómez-Rodríguez, Juan Luis Esteban and Lluís Alemany-Puig 1 of 26
ar
X
iv
:2
00
7.
15
34
2v
1 
 [c
s.C
L]
  3
0 J
ul 
20
20
Supporting Information Text
The mathematics of optimality scores
A. The new optimality score. For a tree t of n vertices, our optimality metric is defined as
Ωt = Drla −D
t
Drla −Dtmin
[1]
with n ≥ 3 and
Drla =
1
3(n
2 − 1). [2]
A.1. The maximum value of Ω. Showing that Ωt ≤ 1 for n ≥ 3 is straightforward. By definition, Dtmin ≤ Dt and then
Drla −Dt ≤ Drla −Dtmin.
Dividing both sides of the previous inequality by Drla −Dmin and recalling that Drla ≥ Dmin (1),
Drla −Dt
Drla −Dtmin
= Ωt ≤ 1.
Therefore, Ωt is constant under minimum linear arrangement.
A.2. A lower bound of Ω.Dtmax, the maximum value of Dt that a tree t can achieve over the n! linear arrangements of its vertices,
satisfies (2)
Dtmax ≤ Db−bistarmax = 14
[
3(n− 1)2 + 1− n mod 2
]
, [3]
Db−bistarmax is the value of Dtmax of a balanced bistar (b-bistar) tree. The next theorem gives a lower bound of Ωt as a function of
the size of the tree that follows from Eq. 3.
Theorem 1. Let Ωtmin be the minimum value of Ω of a tree t over its n! linear arrangements. Let α be the minimum of Ωtmin
over all trees of n vertices, i.e.
α = min
t∈τ
{
Ωtmin
}
where τ is the set of all unlabelled trees of n vertices. We have that
−5n− 8− 5(n mod 2)
n+ 2− n mod 2 ≤ α
and then Ωtmin ≥ −5 for n ≥ 3.
Proof. We have that
Ωt = Drla −D
t
Drla −Dtmin
, [4]
where Dt is the value of D in some linear arrangement of t. The fact that the denominator of Eq. 4 is positive for any
linear arrangement (Drla − Dtmin ≥ 0 (1)) and that the numerator can be negative depending on the linear arrangement
(Drla ≤ Dtmax by the definition of Drla and Dtmax), yields that
Ωtmin =
Drla −Dtmax
Drla −Dtmin
≤ 0, [5]
where the numerator is negative and the denominator positive. Then we have that
α ≥ mint∈τ
{
Drla −Dtmax
}
mint∈τ {Drla −Dtmin}
=
Drla −maxt∈τ
{
Dtmax
}
Drla −maxt∈τ {Dtmin}
= Drla −D
b−bistar
max
Drla −Dstarmin
= Z1
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thanks to Dtmax ≤ Db−bistarmax (Eq. 3) and Dtmin ≤ Dstarmin (1). Alternatively,
α ≥ min
t∈τ
{
Drla
Drla −Dtmin
}
−max
t∈τ
{
Dtmax
Drla −Dtmin
}
≥ Drlamaxt∈τ {Drla −Dtmin}
− maxt∈τ
{
Dtmax
}
mint∈τ {Drla −Dtmin}
= Drla
Drla −mint∈τ {Dtmin}
− maxt∈τ
{
Dtmax
}
Drla −maxt∈τ {Dtmin}
= Drla
Drla −Dlinearmin
− D
b−bistar
max
Drla −Dstarmin
= Z2
thanks to Dtmax ≤ Db−bistarmax (Eq. 3) and Dlinearmin ≤ Dtmin ≤ Dstarmin (1). Combining both lower bounds of Ωt,
α ≥ max(Z1, Z2)
= Z1
because Dlinearmin ≤ Dstarmin implies Z2 ≤ Z1.
On the one hand, Eq. 2 and Eq. 3, give
Drla −Db−bistarmax = 112(−5n
2 + 18n− 16 + 3(n mod 2)).
On the other hand, Eq. 2 and (1, 3, 4)
Dstarmin =
1
4(n
2 − n mod 2), [6]
give
Drla −Dstarmin = 112 [n
2 − 4 + 3(n mod 2)].
Then
Z1 =
−5n2 + 18n− 16 + 3(n mod 2)
n2 − 4 + 3(n mod 2) ,
namely
Z1 = −5n− 8
n+ 2
when n is even and
Z1 = −5n− 13
n+ 1 ,
when n is odd. Finally,
Z1 = −5n− 8− 5(n mod 2)
n+ 2− n mod 2 .
A simple analysis of the final expression of Z1 indicates that Ωt ≥ −5 for n ≥ 3.
A.3. The minimum Ω up to some tree size and an ansatz. Figure S1 A shows the exact value of α as a function of n up to nmax = 23.
α was calculated exactly using the algorithm explained below. In all cases, Ωtmin was minimized by bistar trees. In addition, a
bistar tree defines a class of trees that includes the balanced bistar tree and the star tree (2). When Ωtmin ≤ 0, the former
tree minimizes the numerator of Ωmin and the latter minimizes its denominator (proof of theorem 1). These facts allow one
to formulate the following ansatz: for any n ≥ 3, Ωtmin is minimized by bistar trees. Notice that, for certain values of n, the
balanced bistar tree does not minimize Ωtmin (Figure S1 A).
Applying this hypothesis, Figure S1 A shows the predicted value of α obtained assuming that Ωtmin is also minimized by
bistar trees for n > nmax. Such a prediction is
αbistar = min
t∈τbistar
{
Ωtmin
}
, [7]
where τ bistar are all the unlabelled bistar trees of n vertices.
Eq. 7 that can be expressed equivalently as
αbistar = min
çn2 è≤k1≤n−1
{
Drla −Dbistar(k1)max
Drla −Dbistar(k1)min
}
,
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where bistar(k1) is a bistar tree whose most connected vertex has degree k1. Then Dbistar(k1)max and Dbistar(k1)min can be calculated
using formulae with two parameters, n and k1 (2). With this approach, it is easy to check numerically that (Fig. S1 B)
lim
n→∞
αbistar = −2
and
αbistar ≤ Ωlinearmin ,
where Ωlinearmin is the value of Ωtmin of a linear tree. Ωtmin is easy to calculate given the formulae for Dlinearmin and Dlinearmax in
Table 1 of (2).
One the one hand, we have seen that −5 ≤ Ωtmin. On the other hand, α is minimized at n = 23 when n ≤ 23 (Figure S1 A).
That point corresponds to a bistar tree with Dmin = 77, Dmax = 363 and Drla = 176, hence Ωtmin = − 179 ≈ −1.88 for that
tree. This allows one to conclude that −c ≤ Ωtmin, where c is some constant such that 179 ≤ c ≤ 5. We conjecture that c = 2.
For a given n, we calculated α exactly with the following algorithm:
1. Initialize α with αbistar. The choice of αbistar as the initial value to surpass is justified by the ansatz.
2. For each distinct unlabelled tree t that it is neither a bistar nor a linear tree
(a) If t is a caterpillar, calculate Dtmin using the fast formulae in Table 1 of (2); otherwise calculate Dtmin using Shiloach’s
algorithm (5, 6).
(b) Calculate
Ωtlower =
Drla −Db−bistarmax
Drla −Dtmin
,
which is a lower bound of Ωtmin that is obtained replacing Dtmax by Db−bistarmax in Ωtmin (equation 5).
(c) If α ≥ Ωtlower, namely if it is worth computing Dtmax to calculate Ωtmin,
i. Calculate Dtmax by brute force using a constraint model (described below).
ii. Calculate Ωtmin (equation 5) applying the values of Dtmin and Dtmax that have been obtained in the preceding
steps.
iii. Set α to min(α,Ωtmin).
In step 2, the linear tree is excluded by the initial value of α and Eq. A.3. For step 2, we used an algorithm to generate all
unlabelled trees in time proportional to the number of trees (7). To calculate Dmax in step 2(c)i, we used a constraint model
with the following constraints:
• A linear arrangement and its reverse give the same D.
• Swapping the positions of leaves attached to the same internal vertex does not change D.
• Let pi(v) be the position of vertex v in a linear arrangement. Let us consider two leaves, li and lj , attached to internal
vertices vi and vj respectively. Then the positions of these two leaves cannot be swapped if the exchange does not increase
the sum of their lengths, namely if
|pi(vi)− pi(li)|+ |pi(vj)− pi(lj)| ≥ |pi(vi)− pi(lj)|+ |pi(vj)− pi(li)|.
• Dmax ≥ Drla by definition of Drla and Dmax (2).
Replacing the constraint Dmax ≥ Drla by Dmax ≥
(
n
2
)
(2) did not help to speed up the calculations. The constraints were
expressed in the MiniZinc language (8, 9) and the corresponding model was solved for each relevant tree with the Chuffed
solver (10).
B. Constancy under minimum linear arrangement of the optimality scores. Under minimum linear arrangement, Ωt = Γt = 1
and ∆t = 0 (see above for Ωt and (2) for Γt and ∆t). Dtz,min, the value of Dtz in a minimum linear arrangement satisfies
Dlinearz,min ≤ Dz,min ≤ Dstarz,min
and Dlinearz,min diverges as n tends to infinity (2). Formulae for Dlinearz,min and Dstarz,min are found in (2).
Let us recall the definition of the NDD score (11), i.e.
NDD =
∣∣∣∣log d¯√pirn
∣∣∣∣ .
Recall d¯ = Dt/(n− 1). Under a minimum linear arrangement, the NDDt score (11) becomes
NDDtmin =
∣∣∣∣∣log Dtmin(n− 1)√pirminn
∣∣∣∣∣
4 of 26 Ramon Ferrer-i-Cancho, Carlos Gómez-Rodríguez, Juan Luis Esteban and Lluís Alemany-Puig
ll
l
l l
l l
l l
l l l l l l l l l l l l
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
3 6 9 12 15 18 21 24 27 30 33 36 39
n
α
(a)
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
10 100 1000
n
α
(b)
Fig. S1. The minimum value of Ωtmin versus n, the number of vertices of the tree. (a) α, the true minimum (circles), and the ansatz, α
bistar based on the smallest Ωtmin
that a bistar tree can achieve (black solid line) matches α perfectly while Ωb−bistar
min
(green solid line) is above the ansatz for certain values of n. As a guide to the eye, the
asymptotic lower bound of αbistar (red dashed line) is also shown. (b) αbistar (black solid line), Ωlinearmin (blue solid line) and the asymptotic lower bound (red dashed line).
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and then NDDt is not constant under linear arrangement due to pirmin. The following counterexamples clarify it further.
Consider a linear tree. Suppose that the root is the i-th vertex of the linear tree following a depth-first traversal from one of
the leaves. Then pirmin = i or pirmin = n− i in a minimum linear arrangement. If the root is a leaf, then pirmin = 1 or pirmin = n.
Therefore, NDDlinearmin is not constant. Consider a star tree. Suppose that the root is the hub. Then pirmin = 1 or pirmin = n
in a minimum linear arrangement. Suppose that the root is a leaf. Then 2 ≤ pirmin ≤ n if the hub has been placed first or
1 ≤ pirmin ≤ n− 1 if the hub has been placed last. Therefore, NDDstarmin is not constant either.
C. Stability under the null hypothesis (random linear arrangements). We define Erla[Ωt] and Erla[Dtz] as the expected value
of Ωt and Dtz in a uniformly random linear arrangement of a given tree. Dz is stable under the null hypothesis because
Erla[Dz] = 0 (2). We will show that this is also the case for Ωt. Recall that Drla = Erla[D]. Given a tree, Dmin and Drla are
constant. Hence
Erla[Ωt] = Erla
[
Drla −Dt
Drla −Dtmin
]
= Drla − Erla[D
t]
Drla −Dtmin
= 0.
In contrast, neither Γ nor ∆ are stable under the null hypothesis. Recall Eq. 2 and that (1, 3)
Dlinearmin = n− 1 ≤ Dtmin ≤ Dstarmin =
⌊
n2
4
⌋
≤ Drla. [8]
The expected value of Γt in a uniformly random linear arrangement of a given tree is
Erla[Γt] =
Drla
Dmin
. [9]
The application of Eq. 2 and Eq. 8 to Eq. 9 yields
Estarrla [Γt] =
4
3
n2 − 1
n2 − n mod 2 ≤ Erla[Γ
t] ≤ Elinearrla [Γt] = n+ 13 .
for any tree of n vertices.
The application of Eq. 2 and Eq. 8 to ∆ yields
Estarrla [∆t] ≤ Erla[∆t] ≤ Elinearrla [∆t]
with
Elinearrla [∆t] =
1
3(n− 1)(n− 2)
Estarrla [∆t] =
1
12(n
2 − 4 + 3(n mod 2)).
In the case of NDD, Erla[NDDt], crucial to determine if the metric is stable under the null hypothesis, is difficult to
calculate because of the complexity of the formula of NDD: the absolute value, the logarithmic transformation, the square
root in the denominator of the inner quotient, and the fact that the numerator and the denominator may not be independent.
A possible approximation is
Erla[NDDt] ≈ |logB| .
with
B = Erla[d¯]√
Erla[pir]n
.
Knowing that Erla[pir] = n/2 and
Erla[d¯] =
Erla[Drla]
n− 1
= n+ 13
thanks to Eq. 2, one obtains
B =
√
2
3
(
1 + 1
n
)
.
Since B ≤ 1 for n ≥ 1, | logB| = − logB and finally
Erla[NDDt] ≈ − log
[√
2
3
(
1 + 1
n
)]
. [10]
Fig. S2 compares this approximation against the exact Erla[NDDt] for linear and star trees. Linear and star trees are chosen
because they minimize and maximize the variance of D in uniformly random linear arrangements. Eq. 10 approximates the
true expectation better for large n. Critically, Fig. S2 indicates that NDD is not stable under the null hypothesis: the expected
NDD tends to shrink as n grows and, for a given n, its value depends on the kind of tree.
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Fig. S2. Erla[NDDt] for star trees (blue) and linear trees (green) as a function of n estimated numerically. For reference, the curve for the approximated Erla[NDDt]
is also shown (dashed line). For star trees, two curves are shown: tree rooted on a leaf (light blue) and a tree rooted on an inner vertex attached to a leaf (dark blue). For
linear trees, two curves are shown: tree rooted on a leaf (light green) and a tree rooted on an inner vertex attached to a leaf (dark green). Numerical estimates are obtained
generating 106 random linear arrangements for each n.
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D. Boundedness under maximimum linear arrangement. We have seen above that Ωtmin is bounded below by a constant when
n tends to infinity and thus Ω is bounded under maximum linear arrangement. In contrast, Dtmax diverges when n tends to
infinity (Eq. 3) and then Dt is not bounded under maximum linear arrangement. The same happens to all other scores as
explained in (2) except for NDD. Notice that the value of NDD under a maximum linear arrangement of a tree t is
NDDtmax =
∣∣∣∣∣log Dtmax(n− 1)√pirminn
∣∣∣∣∣ .
It is easy to see that NDDtmax is maximized by a balanced bistar tree rooted at one of the hubs that is placed in first position
of the linear arrangement (and then pimin = 1), namely, Therefore,
NDDtmax ≤
∣∣∣∣log Db−bistarmax(n− 1)√n
∣∣∣∣ .
Hence, NDDt is not bounded under maximum linear arrangement either.
E. Invariance under linear transformation. Both Ωt and Dtz are invariant under linear transformation. Let D be the sum of edge
lengths of some tree t with n vertices. Drla is a short hand for Erla[D], the average value of D over all the linear arrangements
of t. Similarly, Dmin is a shorthand for the minimum value of D over all the linear arrangements (la) of t, i.e.
Dmin = min
la
[D].
Let aD + b be a linear function of D, where a and b are constants in the sense that their value does not depend on the linear
arrangement for t. Interpreting Ω as a function of the random variable D in Eq. 1, one obtains that
Ω[aD + b] = Erla[aD + b]− aD − b
Erla[aD + b]−minla[aD + b]
= aErla[D] + b− aD − b
aErla[D] + b−minla[aD + b]
= a(Drla −D)
a(Drla −Dmin)
= Ω[D].
The same procedure for Dz yields
Dz[aD + b] =
aD + b− Erla[aD + b]
Vrla[aD + b]1/2
= aD + b− aErla[D] + b
aVrla[D]1/2
= a(D − Erla[D])
aVrla[D]1/2
= Dz[D]
as expected for a z-score. In contrast, neither ∆ nor Γ exhibit invariance under linear transformation. As for ∆,
∆[aD + b] = aD + b−min
la
[aD + b]
= a(D −min
la
[D])
= a∆[D] [11]
and a = 1 is required. However, it is easy to see that ∆(D+ b) = ∆(D), namely invariance under displacement, imposing a = 1
on Eq. 11. ∆ lacks invariance under proportionate scaling, i.e. ∆(aD) Ó= ∆(D) (unless a = 1). As for Γ,
Γ[aD + b] = aD + bminla[aD + b]
= aD + b
aminla[D] + b
= aD + b
aDmin + b
. [12]
The condition Γ[aD + b] = Γ[D] is equivalent to Dmin = D, indicating that Γ is not invariant under linear transformation.
However, it is easy to see that Γ[aD] = Γ[D], namely invariance under proportionate scaling, imposing b = 0 on Eq. 12. It is
also easy to see that Γ lacks invariance under displacement, i.e. Γ[D + b] Ó= Γ[D] (unless b Ó= 0), imposing a = 0 on Eq. 12.
Regarding NDD, the fact that d¯ appears inside a logarithm and that pir is square rooted, trivially implies that it lacks
invariance under both displacement and proportionate scaling.
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Materials
To investigate the optimality of dependency distances across a wide range of languages and language families we use several
different collections of syntactic dependency treebanks that are available in different annotation criteria. A syntactic dependency
treebank is an ensemble of sentences, each of them annotated with its corresponding syntactic dependency tree. Trees can be
annotated using different annotation criteria, depending on the specific grammatical framework that is being used to represent
syntax.
In particular, our collections of treebanks cover the following annotation criteria:
• Universal Stanford dependencies (12). This grammatical framework is a revised version of the Stanford Dependencies for
English (13), aiming to extend its applicability to languages beyond English. As mentioned in (13), Stanford dependencies
are inspired on lexical-functional grammar (14). They are designed to provide a simple description of the grammatical
relations in a sentence that is easy to use in natural language processing (NLP) applications and can be understood even
by people without linguistic expertise.
• Prague Dependencies (15) provide a different view of syntax, based on the functional generative description (16) of the
Prague linguistic tradition (17). The focus is more on providing an accurate and consistent linguistic theory than on
simplicity for NLP applications. The differences with respect to the Stanford annotation are substantial, for example, in
regard to the annotation of conjunctions and adpositions (18). In very rough terms, Stanford Dependencies favor content
words as heads, while Prague dependencies often annotate function words (like adpositions) as heads.
• Universal Dependencies (UD) (19). This is an evolution of the Universal Stanford dependencies with the goal of further
extending their cross-linguistic applicability, as the basis of an international cooperative project to create treebanks of
the world’s languages. Thus, it shares the same principles as Universal Stanford Dependencies, but it has been refined
across versions to better accommodate the specificities of diverse languages inside the common framework.
• Surface-Syntactic Universal Dependencies (SUD). The priority of UD is to maximize parallelism between languages, and
for this purpose, it defines annotation criteria that enforce simple tree structures and follow the principle of favoring
content words as heads, inherited from Stanford Dependencies (as the syntax of content words varies less than that of
function words between languages). This is reasonable for applications like cross-lingual syntactic parsing, but arguably
not the best choice for typological research on syntax, as it minimizes differences between languages. For this reason,
SUD (20) is proposed as an alternative where dependency links are defined based on purely syntactic criteria, closer to
the Meaning-Text Theory (21) or the Praguian linguistic tradition (17). However, at the same time, SUD is designed to
provide easy convertibility from UD, which earlier frameworks like the Prague dependencies lack.
The collections used are the following:
• Universal Dependencies (UD), version 2.6 (19). This is the largest available collection of syntactic dependency treebanks,
both in terms of number of languages and typological diversity. It features 163 treebanks from 92 different languages,
belonging to 19 broad families (see Table S1). We use versions of these treebanks with two annotations: UD and SUD.
The UD version can be downloaded freely∗. The SUD version can be obtained from the UD version by applying a
conversion script† or downloaded directly.‡ Both of them can be used under free licenses.
• Parallel Universal Dependencies (PUD), version 2.6 (22). This is a subset of the UD treebanks that contains parallel
annotations for 20 languages. Parallel means that all the treebanks contain the exact same sentences, in the same order,
translated into each of the languages by professional translators. This is useful to control for variability due to the genre
or content of the text, which can vary across different non-parallel treebanks. Since it is a subset of the UD treebanks,
the annotation criteria are the same (i.e., there are versions annotated with UD and SUD), as are the download links.
• HamleDT, version 2.0 (23), is a collection of treebanks of 30 languages. All of these languages are present in the UD
collection except one (Bengali) and thus this collection does not meaningfully extend the linguistic diversity of our study.
However, its interest is in the annotation schemes. Each of the 30 treebanks in HamleDT comes with two versions, each
annotated with a different set of annotation criteria: Universal Stanford dependencies and Prague Dependencies. As
mentioned above, the former are a direct ancestor of UD, while the latter provide a different view of syntax, closer in
focus to SUD (but substantially different, as SUD had unique design constraints with respect to the original Prague
dependencies, like being easily convertible from UD). Thus, using the HamleDT collection is a way to further extend
the diversity of syntactic theories represented in our study, making our results more robust with respect to annotation
criteria. The HamleDT 2.0 treebanks can be obtained online.§ While not all of them are distributed under free licenses,
for the purposes of reproducing our analysis it suffices to use a stripped version that does not include the words from the
sentences (for copyright reasons), but still includes the bare tree structures. This version is distributed freely.¶
∗https://universaldependencies.org/
†https://github.com/surfacesyntacticud/tools/tree/master/converter
‡https://surfacesyntacticud.github.io/data/
§https://ufal.mff.cuni.cz/hamledt/hamledt-treebanks-20
¶https://lindat.mff.cuni.cz/repository/xmlui/handle/11858/00-097C-0000-0023-9551-4?show=full
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Table S1 summarizes the languages and language families included in each of the collections of treebanks.
No dummy root nodes are added to the trees, as is often done for technical reasons in the NLP literature (24), since they do
not correspond to actual words, do not take part in the linear arrangement of a sentence as they do not have a real position,
and the edges originating from them would be a potential source of spurious anti-DDm effects. All the treebanks from the same
language were merged to form a single treebank. Then, all of the treebanks underwent the following postprocessing for analysis:
following common practice in statistical research on dependency trees (25), we removed punctuation, as well as tree nodes not
corresponding to actual words, like the empty nodes in several UD corpora and null elements in the Bengali, Hindi and Telugu
HamleDT treebanks. To ensure that the resulting structure is still a tree after the removal of these nodes, we applied the
following transformation: nodes whose heads were deleted were reattached as dependents of their nearest non-deleted ancestor
in the original tree. Finally, in our analyses we disregard trees with less than three nodes, as they have trivial statistical
properties (a tree with one node has no dependencies, a tree with two nodes always has a single dependency with distance 1)
and Ω is undefined for these trees.
Datasets are formed by combining a collection of treebanks and annotation criteria. The PUD and the PSUD collection
are formed by combining the PUD collection with Universal Dependencies and Surface-Syntactic Universal Dependencies,
respectively. Originally, these datasets have 1000 sentences per language. As the analyses are restricted to n ≥ 3 (see below),
some sentences such that n < 3 are lost after the postprocessing described above (Table S2). Since we find that Ω tends to
increase as n increases, 〈Ω〉 may be more biased towards higher values in those languages that have lost more sentences. This
may be problematic because the differences in 〈Ω〉 between languages are often small (e.g. S7). To avoid this problem, the
PUD and the PSUD are reparallelized, namely, all sentences that are not found in all the languages after the postprocessing
are removed. As a result, all languages have 995 sentences and the loss of sentence is tiny (only 0.5% of sentences are lost).
Methods
F. Statistical tests. 〈Ω〉 is the mean value of Ω over the sentences of a language L and 〈Ω〉 (n) is the mean value of Ω over the
sentences of length n (in words) of that language. We tested if 〈Ω〉 is significantly large using a Monte Carlo procedure to
estimate the p-value. In particular we use a permutation test that consists of
1. Precomputing the value of Dmin for every sentence.
2. Setting F to 0.
3. Repeating T times
(a) Shuffling every sentence.
(b) Computing the new value of D for each sentence.
(c) Calculating 〈Ω〉rla, the new value of 〈Ω〉.
(d) Updating F , that is the number of times that 〈Ω〉rla ≥ 〈Ω〉.
4. Estimating the p-value as F/T .
The same algorithm can be adapted to test if 〈Ω〉 is significantly small by redefining F as the number of times that 〈Ω〉rla ≤ 〈Ω〉.
The same kind of tests where were used to assess if 〈Ω〉 (n) is significantly large or significantly small.
G. Multiple comparisons. Given a series of unadjusted p-values p1, p2,...,pi,...,pm sorted increasingly, i.e. p1 ≤ p2 ≤ ... ≤ pi ≤
... ≤ pm, Holm’s correction produces, for each pi, an adjusted p-value qi through (26, p. 32)
qi = min{1,max[pi(m+ 1− i), qi−1]} [13]
with q0 = 0. This correction does not assume independence between p-values (26) and is then suitable for dealing with p-values
from distinct languages. Languages from the same family are not independent a priori due to vertical transmission (27) and
our sample is biased towards Indo-European languages.
Here as well as in (28), Holm’s correction is applied over all the languages of the dataset, before languages are split into
different families so as to not reduce the power of the correction. Note that there is a confounding statement in Tables 3 and
4 of (28, Table 3): “after applying the Holm correction to the languages counted in f” should be “after applying the Holm
correction to the languages counted in l0”.
Estimated p-values of 0 obtained with the Monte Carlo procedure are underestimations of the real p-value. For pi = 0, Eq.
13 gives qi = pi. Then, if there are m0 estimated p-values that are zero, qi = 0 for each of them and then at least m0 null
hypotheses will be rejected (as α > 0). To avoid this problem, we correct the zero pi’s before applying Eq. 13. The correction
relies on three facts about the Monte Carlo tests
• The estimated p-values are a number in {0} ∪ [1/T, 1] where T is the number of randomizations of the Monte Carlo test.
• Then the smallest possible non-zero p-value is 1/T .
• If the estimated p-value is zero then the true p-value is likely to be smaller than 1/T for sufficiently large T .
Therefore, to prevent Holm’s correction from rejecting too many hypotheses due to inaccurate estimation of the unadjusted
p-value, p-values estimated as zero are replaced by (1− Ô)/T with Ô = 0.01. A value of Ô > 0 is needed so that a priori none of
the replaced p-values collides with any of the existing non-zero p-values.
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Table S1. The languages in every collection grouped by family. The counts attached to the collection names indicate the number of different
families and the number of different languages. The counts attached to family names indicate the number of different languages.
Collection Family Languages
UD (19, 92) Afro-Asiatic (7) Akkadian, Amharic, Arabic, Assyrian, Coptic, Hebrew, Maltese
Altaic (3) Kazakh, Turkish, Uyghur
Austro-Asiatic (1) Vietnamese
Austronesian (2) Indonesian, Tagalog
Basque (1) Basque
Dravidian (2) Tamil, Telugu
Indo-European (51) Afrikaans, Albanian, Ancient Greek, Armenian, Belarusian, Bhojpuri, Breton,
Bulgarian, Catalan, Croatian, Czech, Danish, Dutch, English, Faroese, French,
Galician, German, Gothic, Greek, Hindi, Hindi-English, Icelandic, Irish, Italian,
Kurmanji, Latin, Latvian, Lithuanian, Marathi, Norwegian, Old Church Slavonic,
Old French, Old Russian, Persian, Polish, Portuguese, Romanian, Russian,
Sanskrit, Scottish Gaelic, Serbian, Slovak, Slovenian, Spanish, Swedish, Swiss
German, Ukrainian, Upper Sorbian, Urdu, Welsh
Japanese (1) Japanese
Korean (1) Korean
Mande (1) Bambara
Mongolic (1) Buryat
Niger-Congo (2) Wolof, Yoruba
Other (1) Naija
Pama-Nyungan (1) Warlpiri
Sign Language (1) Swedish Sign Language
Sino-Tibetan (3) Cantonese, Chinese, Classical Chinese
Tai-Kadai (1) Thai
Tupian (1) Mbya Guarani
Uralic (11) Erzya, Estonian, Finnish, Hungarian, Karelian, Komi-Permyak, Komi-Zyrian,
Livvi, Moksha, North Sami, Skolt Sami
PUD (9, 20) Afro-Asiatic (1) Arabic
Altaic (1) Turkish
Austronesian (1) Indonesian
Indo-European (12) Czech, English, French, German, Hindi, Icelandic, Italian, Polish, Portuguese,
Russian, Spanish, Swedish
Japanese (1) Japanese
Korean (1) Korean
Sino-Tibetan (1) Chinese
Tai-Kadai (1) Thai
Uralic (1) Finnish
HamleDT (7, 30) Afro-Asiatic (1) Arabic
Altaic (1) Turkish
Basque (1) Basque
Dravidian (2) Tamil, Telugu
Indo-European (21) Ancient Greek, Bengali, Bulgarian, Catalan, Czech, Danish, Dutch, English,
German, Greek, Hindi, Italian, Latin, Persian, Portuguese, Romanian, Russian,
Slovak, Slovenian, Spanish, Swedish
Japanese (1) Japanese
Uralic (3) Estonian, Finnish, Hungarian
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H. Hasse diagram. We define a relation between two languages x and y such that x < y if 〈Ω〉x < 〈Ω〉y and the difference is
statistically significant. The difference is statistically significant if the p-value of a one-tailed Fisher randomization test does
not exceed the significance level α after controlling for multiple comparisons using Holm’s correction. The PUD collection
has L = 20 languages and then the correction is applied over an ensemble of
(
L
2
)
p-values (each corresponding to a pair of
languages {x, y} such that 〈Ω〉x < 〈Ω〉y). Every p-value was estimated in three steps:
• The sets of values of Ω of x and y, namely X and Y were merged to produce a set Z.
• The p-value is the proportion of T random subsets of size |Y | with a sum that is greater than that of Y . We used T = 107.
• If the p-value is zero it is replaced by (1− Ô)/T as explained above.
The relation defines a strict partial order on the PUD dataset: a relation that is irreflexive, transitive and asymmetric (or
strictly antisymmetric) (29). First, the relationship is by definition irreflexive (x ≤ x is impossible). Second, it is transitive,
because whenever x < y and y < z then x < z with the significance level used. Finally, it is asymmetric as a consequence
of irreflexivity and transitivity (29). The relationship can be represented as network where an arc y → x indicates x < y. A
Hasse diagram is a drawing of the transitive reduction of a partially ordered set (30, pp.413-414). The transitive reduction of
the network can be computed with standard algorithms (31, 32). When building this kind of diagrams, we control for multiple
comparisons and check transitivity as indicated in previous research (33). Figure S3 shows the misleading Hasse diagrams that
would be obtained without Holm’s correction. We use the R package hasseDiagram (34) to perform the transitive reduction
and generate the diagram.
I. Minimum sentence length. All the analyses are restricted to n ≥ 3. When n ∈ {1, 2}, Ω is undefined becauseD = Drla = Dmin
and then Ω = 0/0. The problem resembles that of Ci, the clustering coefficient of vertex i, that is also 0/0 when ki, the degree
of i, satisfies ki < 2 (35). The average clustering of a graph can be defined as
C = 1
n
n∑
i=1
Ci,
where Ci = γ is ki < 2. γ = 0 is the common choice but γ = 1 has also been used (36). (37) proposed a hybrid solution: Ci = 0
when for isolated vertices (ki = 0) and Ci = 1 for leaves (ki = 1). Let nk be the number of vertices of degree k. Alternatively,
one can define (35, 36)
C′ = 1
n′
∑
ki≥2
Ci,
where n′ = n− n1 + n2 is the number of vertices where ki ≥ 2. One has that (35)
C′ = 11− θC,
where θ is the fraction vertices where Ci gives 0/0, i.e. θ = 1− n′/n.
Let Ωi and ni be value of Ω and the sentence length of the i-th sentence from a sample of N sentences. Let Nn be the
number of sentences of length n. Then
〈Ω〉 = 1
N ′
∑
ni≥3
Ωi, [14]
where N ′ = N −N1 −N2. Therefore, 〈Ω〉 is the counterpart of C′, because 〈Ω〉 is the average Ω restricted to sentence lengths
where Ω is defined. The counterpart of C would be a variant of 〈Ω〉 including sentences of length n < 3, i.e.
〈Ω〉n≥1 =
1
N
[
N1γ1 +N2γ2 +
∑
ni≥3
Ωi
]
, [15]
where γν is the value of Ωi when ni = ν. Inserting
N ′ 〈Ω〉 =
∑
ni≥3
Ωi,
into Eq. 15 one obtains
〈Ω〉n≥1 = (1− θ) 〈Ω〉+
1
N
(N1γ1 +N2γ2), [16]
where
θ = N1 +N2
N
is the proportion of sentences where ni < 3. If γ1 = γ2 = γ,
〈Ω〉n≥1 = (1− θ) 〈Ω〉+ θγ [17]
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(a)
Arabic
Czech
Chinese
German
English
Finnish
French
Hindi
Indonesian
Icelandic
Italian
Japanese
Korean
Polish
Portuguese
Russian
Spanish
Swedish
Thai
Turkish
(b)
Arabic
Czech
Chinese
German
English
Finnish
French
Hindi
Indonesian
Icelandic
Italian
Japanese
Korean
Polish
Portuguese
Russian
Spanish
Swedish
Thai
Turkish
Fig. S3. A Hasse diagram where an arrow pointing from one language to another indicates that the former is significantly more optimized than the latter according to Ω. Here
the correction for multiple comparisons has been omitted. (a) PUD. (b) PSUD.
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Including sentences with n < 3 is a potential source of arbitrariness. Choosing the value of γ1 and γ2 is arbitrary. One could
reasonably argue that γ1 = γ2 = 1 because D = Dmin when n < 3. But one could also argue that γ1 = γ2 = 0 because
D = Drla when n < 3. Whether sentences with n = 1 should be included is another source of arbitrariness. One may argue
that 〈Ω〉 should not be replaced by 〈Ω〉n≥1 but rather by 〈Ω〉n≥2.
Having in mind such potential limitations, we aim to analyze the consequences of replacing 〈Ω〉 by 〈Ω〉n≥1 (or 〈Ω〉n≥2).
First, the replacement will not change the p-values of the test of significance of 〈Ω〉 because 〈Ω〉n≥1 is a linear function of 〈Ω〉
(Eq. 16) and both the intercept and the slope are constant (the shuffling of the sentences preserves the distribution of sentence
lengths as well as the tree of every sentence). Therefore, the replacement will not alter the conclusions about the languages
where 〈Ω〉 is significantly large (or low), independently from the true values of N1 and N2 and also independently from the
choice of the γ1 and γ2. Second, the conclusions about about the presence of anti-DDm effects will not change because 〈Ω〉 (n)
is not affected for n ≥ 3 and 〈Ω〉 (n) is constant for n < 3 (〈Ω〉 (n) = γn and then both the left and right p-values will be 1).
Third, the replacement may change the value of the optimality score in languages where N1 + N2 > 0 (Eq. 16). Table S2
indicates that θ > 0 in the vast majority of languages but θ is a small number. Then Eq. 17 indicates that the convention
γ1 = γ2 = 0 or γ1 = γ2 = 1 would imply a little difference between 〈Ω〉 and 〈Ω〉n≥1. Notice that the situation is totally different
with respect to C versus C′ because θ is large in real networks (35). Third, a sensitive issue is the ranking of languages and the
Hasse diagram, where differences in 〈Ω〉 between languages are often small (e.g. S7). We believe that the decision of restricting
the analyses to n ≥ 3 with reparallelization (see above) is a reasonable choice because θ is particularly small in PUD and PSUD
and the comparison of languages does not depend on the arbitrary decisions reviewed above.
Results
Figs. S4, S5 and S6 show the tendency of 〈Ω〉 (n) to increase as sentence length increases in the SUD, Prague and Stanford
datasets.
In the main article, we report that 〈Ω〉 is significantly large in the overwhelming majority of languages. Table S3 indicates
that 〈D〉 is significantly small in all languages except one case: Warlpiri following the UD annotation criteria. The same
conclusion is reached for
〈
d¯
〉
, 〈∆〉, 〈Γ〉 and 〈Dz〉 and thus the corresponding tables are omitted.
In the main article, we report that the correlation between 〈Ω〉 (n) and n is significantly large (and thus positive) in the
overwhelming majority of languages. As in the other (preexisting) scores a lower value indicates higher optimization, one would
expect that the correlation between each of the other scores and n was significantly small (and thus negative) for consistency
with Ω. However, we find that absolutely no score meets that expectation. In all languages, the correlation between the
other scores and n is never significantly small after controlling for multiple comparisons. Notice that 〈D〉 (n) and
〈
d¯
〉
(n) are
equivalent for testing the correlation with n: the Kendall τ correlation will be the same for both as d¯ = D/(n− 1).
From a complementary perspective, the correlation between n and 〈D〉 (n),
〈
d¯
〉
(n), 〈∆〉 (n) is always significantly large
(and thus positive) in all languages after controlling for multiple comparisons. In contrast, the positive correlation between n
and 〈Γ〉 (n) and 〈Dz〉 (n) weakens, specially for the former (Table S4 and Table S5).
In the main article, we report that 〈Ω〉 (n) is significantly small in certain languages when n = 3 or n = 4. Tables S6 and S7
indicate that 〈D〉 (n),
〈
d¯
〉
(n), 〈∆〉 (n), 〈Γ〉 (n) and 〈Dz〉 (n) are consistently significantly large also in certain languages. A
priori, 〈D〉 (n) and
〈
d¯
〉
(n) are equivalent for testing significance (recall d¯ = D/(n− 1)) and thus only 〈D〉 (n) is shown in the
tables. In addition, the results for ∆ and Γ are the same as those of D and thus not shown either. Interestingly, the number of
languages with evidence of anti-dependency distance effects based on ∆, Γ and Dz decreases with respect to 〈Ω〉 (n). The
results indicate that all the other scores have a lower capacity to detect anti-dependency distance minimization effects than Ω.
Fig. S7 shows the ranking of languages that would be obtained if universal dependencies were replaced by surface-syntactic
universal dependencies (20) in PUD.
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Table S2. Summary of the statistics of θ, the proportion of sentences of length n < 3 of a language, in the different datasets: the number
of languages in the dataset, the number of languages where θ > 0 as well as the median, the average and the maximum value of θ. For
each language, θ is computed after the postprocessing of the treebanks described above but before the reparallelization process of PUD and
PSUD.
Dataset Languages θ > 0 Median Mean Maximum
UD 92 86 0.02369 0.03441 0.15813
SUD 92 86 0.02369 0.03441 0.15813
Stanford 30 29 0.02923 0.05069 0.44851
Prague 30 29 0.03023 0.05141 0.44844
PUD 20 14 0.001 0.00105 0.003
PSUD 20 14 0.001 0.00105 0.003
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Yoruba
Wolof
Welsh
Warlpiri
Vietnamese
Uyghur
Urdu
Upper Sorbian
Ukrainian
Turkish
Thai
Telugu
Tamil
Tagalog
Swiss German
Swedish Sign Language
Swedish
Spanish
Slovenian
Slovak
Skolt Sami
Serbian
Scottish Gaelic
Sanskrit
Russian
Romanian
Portuguese
Polish
Persian
Old Russian
Old French
Old Church Slavonic
Norwegian
North Sami
Naija
Moksha
Mbya Guarani
Marathi
Maltese
Livvi
Lithuanian
Latvian
Latin
Kurmanji
Korean
Komi−Zyrian
Komi−Permyak
Kazakh
Karelian
Japanese
Italian
Irish
Indonesian
Icelandic
Hungarian
Hindi−English
Hindi
Hebrew
Greek
Gothic
German
Galician
French
Finnish
Faroese
Estonian
Erzya
English
Dutch
Danish
Czech
Croatian
Coptic
Classical Chinese
Chinese
Catalan
Cantonese
Buryat
Bulgarian
Breton
Bhojpuri
Belarusian
Basque
Bambara
Assyrian
Armenian
Arabic
Ancient Greek
Amharic
Albanian
Akkadian
Afrikaans
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n
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−0.5
0.0
0.5
1.0
Ω
Fig. S4. 〈Ω〉 (n), the average value of Ω in sentences of length n of a language in SUD for 3 ≤ n ≤ 50. Sentences longer than 50 words are excluded to ease visualization.
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Fig. S5. The same as in Fig. S4 for the Prague dataset.
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Fig. S6. The same as in Fig. S6 for the Stanford dataset.
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Table S3. The significance of 〈D〉. l0 is the number of languages available from the dataset, fH , is the number of languages where 〈Ω〉 is
significantly small after applying Holm’s correction to the languages counted in l0, and Exceptions is the number of the languages counted
in l0 where 〈D〉 is not significantly small. The number attached to the language name indicates the corrected p-value.
Dataset l0 fH Exceptions Family Languages
UD 92 91 1 Pama-Nyungan (1) Warlpiri0.2
SUD 92 92 — — —
Prague 30 30 — — —
Stanford 30 30 — — —
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Table S4. When the Kendall τ correlation between 〈Γ〉 (n) and sentence length n is significantly large. l0 is the number of languages
available from the collection, fH , is the number of languages where the correlation is significantly large after applying Holm’s correction to
the languages counted in l0, and Exceptions is the number of the languages counted in l0 where the correlation is not significantly large. The
number attached to the language name indicates the corrected p-value.
Collection l0 fH Exceptions Family Languages
UD 92 62 30 Afro-Asiatic (3) Assyrian0.4 Akkadian1 Amharic0.8
Austronesian (1) Tagalog1
Dravidian (1) Telugu1
Indo-European (12) Afrikaans0.2 Albanian0.8 Breton1 Welsh1 Faroese1 Gothic1
Ancient Greek1 Swiss German1 Upper Sorbian0.2 Icelandic1
Sanskrit0.4 Slovak0.8
Mande (1) Bambara1
Mongolic (1) Buryat1
Niger-Congo (1) Yoruba1
Pama-Nyungan (1) Warlpiri1
Sign Language (1) Swedish Sign Language0.1
Tai-Kadai (1) Thai0.3
Uralic (7) Komi-Permyak0.5 Komi-Zyrian1 Karelian0.1 Moksha0.8
Erzya0.1 Livvi1 Skolt Sami0.1
SUD 92 54 38 Afro-Asiatic (2) Assyrian1 Akkadian1
Austronesian (1) Tagalog1
Dravidian (2) Tamil0.1 Telugu1
Indo-European (18) Albanian1 Belarusian0.2 Breton1 Czech1 Welsh0.2 Faroese0.5
Galician0.2 Gothic1 Ancient Greek1 Swiss German0.3 Upper
Sorbian0.7 Icelandic0.6 Italian1 Kurmanji1 Persian1 Polish0.1
Sanskrit1 Slovak0.2
Mande (1) Bambara1
Mongolic (1) Buryat1
Niger-Congo (2) Wolof0.1 Yoruba1
Pama-Nyungan (1) Warlpiri0.3
Sign Language (1) Swedish Sign Language1
Sino-Tibetan (1) Classical Chinese0.3
Tai-Kadai (1) Thai1
Uralic (7) Komi-Permyak1 Komi-Zyrian1 Karelian0.5 Moksha0.7 Erzya1
Livvi1 Skolt Sami1
Prague 30 28 2 Dravidian (1) Telugu0.2
Uralic (1) Estonian0.2
Stanford 30 30 — — —
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Table S5. When the Kendall τ correlation between 〈Dz〉 (n) and sentence length n is significantly large. The format is the same as in Table
S4.
Collection l0 fH Exceptions Family Languages
UD 92 87 5 Dravidian (1) Telugu1
Indo-European (2) Faroese0.3 Swiss German1
Pama-Nyungan (1) Warlpiri1
Uralic (1) Moksha0.1
SUD 92 90 2 Dravidian (1) Telugu0.7
Pama-Nyungan (1) Warlpiri0.1
Prague 30 28 2 Dravidian (1) Telugu0.6
Indo-European (1) Bengali0.1
Stanford 30 29 1 Dravidian (1) Telugu0.4
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Table S6. Anti dependency distance minimization in short sentences (significantly large 〈D〉 (n) for small n). n is the sentence length (in
words). l0 is the number of languages available from the dataset, and fH , is the number of languages where 〈D〉 (n) is significantly small
after applying Holm’s correction to the languages counted in l0. The number attached to the language name indicates the magnitude of the
corrected p-value. It is obtained after rounding − log10(p−value) to leave just one decimal digit. Then the significance level α = 0.05 gives
1.3.
n Dataset l0 fH Family Languages
3 UD 87 9 Austronesian (1) Tagalog1.5
Dravidian (1) Telugu1.6
Indo-European (6) German3.1 English3.1 Old French3.1 Norwegian2.5 Sanskrit2.4 Slovak3.1
Japanese (1) Japanese3.1
SUD 87 2 Austronesian (1) Tagalog1.5
Indo-European (1) Persian2
Prague 30 2 Dravidian (1) Telugu3.5
Indo-European (1) Persian3.5
Stanford 30 5 Dravidian (1) Telugu3.5
Indo-European (3) Czech3.5 German3.5 Slovak3.5
Japanese (1) Japanese3.5
4 UD 91 1 Pama-Nyungan (1) Warlpiri1.9
SUD 91 0 — —
Prague 30 0 — —
Stanford 30 0 — —
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Table S7. Anti dependency distance in short sentences (significantly large 〈Dz〉 (n) for small n). The format is the same as in Table S6.
n Dataset l0 fH Family Languages
3 UD 87 10 Austronesian (1) Tagalog1.5
Dravidian (1) Telugu1.7
Indo-European (7) Breton1.4 German3.1 English3.1 Old French3.1 Norwegian2.6 Sanskrit2.5
Slovak3.1
Japanese (1) Japanese3.1
SUD 87 2 Austronesian (1) Tagalog1.5
Indo-European (1) Persian2.4
Prague 30 2 Dravidian (1) Telugu3.5
Indo-European (1) Persian3.5
Stanford 30 5 Dravidian (1) Telugu3.5
Indo-European (3) Czech3.5 German3.5 Slovak3.5
Japanese (1) Japanese3.5
4 UD 91 1 Pama-Nyungan (1) Warlpiri1.9
SUD 91 0 — —
Prague 30 0 — —
Stanford 30 0 — —
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Turkish 0.631
Korean 0.658
Chinese 0.715
Hindi 0.732
German 0.751
Finnish 0.819
Japanese 0.83
Czech 0.831
Russian 0.858
Polish 0.861
Swedish 0.867
Arabic 0.872
Indonesian 0.873
English 0.876
Thai 0.885
Icelandic 0.89
Spanish 0.895
Portuguese 0.897
Italian 0.9
French 0.909
0.5 0.6 0.7 0.8 0.9 1.0
<Ω>
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Fig. S7. The ranking of languages in PSUD according to Ω. The number attached to each language indicates the value of 〈Ω〉.
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