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The contact process with diffusion (PCPD) defined by the binary reactions B+B → B+B+B,
B+B → ∅ and diffusive particle spreading exhibits an unusual active to absorbing phase transition
whose universality class has long been disputed. Multiple studies have indicated that an explicit
account of particle pair degrees of freedom may be required to properly capture this system’s effective
long-time, large-scale behavior. We introduce a two-species representation for the PCPD in which
single particles B and particle pairs A are dynamically coupled according to the stochastic reaction
processes B + B → A, A → A + B, A → ∅, and A → B + B, with each particle type diffusing
independently. Mean-field analysis reveals that the phase transition of this model is driven by
competition and balance between the two species. We employ Monte Carlo simulations in one, two,
and three dimensions to demonstrate that this model consistently captures the pertinent features
of the PCPD. In the inactive phase, A particles rapidly go extinct, effectively leaving the B species
to undergo pure diffusion-limited pair annihilation kinetics B + B → ∅. At criticality, both A and
B densities decay with the same exponents (within numerical errors) as the corresponding order
parameters of the original PCPD, and display mean-field scaling above the upper critical dimension
dc = 2. In one dimension, the critical exponents for the B species obtained from seed simulations
also agree well with previously reported exponent value ranges. We demonstrate that the scaling
properties of consecutive particle pairs in the PCPD are identical with that of the A species in the
coupled model. This two-species picture resolves the conceptual difficulty for seed simulations in the
original PCPD and naturally introduces multiple length and time scales to the system, which are
also the origin of strong corrections to scaling. The extracted moment ratios from our simulations
indicate that our model displays the same temporal crossover behavior as the PCPD, which further
corroborates its full dynamical equivalence with our coupled model.
I. INTRODUCTION
The classification of phase transitions far from thermal
equilibrium remains a very challenging problem that has
attracted much interest [1–3]. In particular, nonequi-
librium systems exhibiting phase transitions from ac-
tive phases into inactive, absorbing states are both phe-
nomenologically relevant, e.g., for species extinction in
ecology, and fundamentally important for the under-
standing of a large variety of phenomena in nature [4–
6]. Similar to equilibrium critical phenomena, only a
few distinct universality classes have been established
for active-to-absorbing-state phase transitions. The most
prominent and generic universality class is that of critical
directed percolation (DP) [7, 8]; also well-established is
the parity-conserving (PC) universality class [9]. The sig-
nificance of active to absorbing phase transitions may be
best exemplified by the DP universality class, the critical
properties of which were perhaps most convincingly con-
firmed in electrohydrodynamic convection experiments in
liquid crystals [10, 11]. The DP class exhibits remark-
able robustness with respect to detailed microscopic dy-
namical rules and has been widely discovered in very di-
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verse phenomena, such as the extinction threshold for the
Lotka-Volterra predator-prey competition model [12, 13],
the onset of turbulence in pipe flow [14, 15], the phase
transition in glassy systems with blockages [16, 17], and
even extends to systems with multiple species [18].
Both the directed percolation and parity-conserving
universality classes can be described in terms of diffusion-
limited stochastic identical-particle reactions that in-
clude branching processes (e.g., B → B + B for DP and
B → B + B + B for PC) and mutual pair annihilation
(B + B → ∅ for both DP and PC). The competition
between these two types of reactions induces nonequilib-
rium phase transitions from branching-dominated active
states characterized by a fluctuating particle density with
nonvanishing stationary average ρs > 0, to one or sev-
eral absorbing states with ρs = 0, wherein annihilation
processes prevail. A distinct universality class is to be ex-
pected when both branching and annihilation reactions
require a pair of particles to come into contact [8]. The
pair contact process with diffusion (PCPD) may be de-
fined through the binary reactions [21]
fission: B +B → B +B +B, annihilation: B +B → ∅ ,
(1)
in conjunction with individual particle diffusion, and
some additional mechanism to prevent the particle den-
sity from diverging in the active state. If particles are
not allowed to hop, this model reduces to the standard
2pair contact process which belongs to the DP universality
class [19].
Both numerical simulations [20] and theoretical anal-
ysis [21, 22] suggest that the upper critical dimension of
the PCPD is dc = 2 and, in contrast to the exponen-
tial density decay in DP, its inactive phase should be
governed by the algebraic density decay of pure pair an-
nihilation (for which dc = 2 as well) [21, 22]:
ρ(t) ∼


(Dt)−1/2 d = 1
(Dt)−1 lnDt d = dc = 2
(λt)−1 d > 2 ,
(2)
with annihilation rate λ and diffusivity D.
However, owing to extremely long crossover times and
the ensuing notorious strong corrections to scaling [23–
27], the one-dimensional PCPD has to date defied all at-
tempts to conclusively unveil its critical properties (see
Ref. [28] for a comprehensive review of early studies).
Consequently, numerical analyses have reported rather
scattered values for the PCPD critical exponents (c.f.
corresponding tables in Refs. [28, 29]), and essentially
three distinct scenarios have been posited: (i) The PCPD
constitutes a novel universality class [27, 30–32] that ex-
hibits robustness against nonuniversal modifications [33];
(ii) it belongs to the DP class [25, 29, 34]; (iii) its critical
characteristics may depend on the implemented diffusion
rate [23, 35]. To illustrate the severe predicaments in
the PCPD numerical analysis, we note that according to
Ref. [26], there are still significant corrections to scaling
visible even after 1020 Monte Carlo steps. Hence to per-
haps ultimately clarify the asymptotic large-scale, long-
time universal nature of the PCPD, field-theoretic meth-
ods may be indispensable, even imperative [3]. How-
ever, a direct implementation of the Doi–Peliti formalism
to the competing single-species reactions (1) and subse-
quent dynamical renormalization group analysis turned
out unsuccessful, within both a perturbative approach
[22], which yielded runaway renormalization group flow
trajectories, as well as in a nonperturbative framework
[36], which resulted in emergent nonanalyticity at a fi-
nite length scale. It is believed that these failures origi-
nate from the starting action, likely indicating the inade-
quacy of the single-species description for this system in
constructing an appropriate coarse-grained action.
Hinrichsen pointed out that the PCPD stochastic pro-
cesses effectively involve the interplay between two dis-
tinct species: one represents positively correlated parti-
cle pairs (A) assembling into fluctuating clusters, while
the other represents solitary diffusive particles (B). In-
deed, similar spatial-temporal patterns as observed in
the original PCPD were found in a cyclically coupled
two-species model [37]. Another indication stems from
the action of the driven PCPD [38], which, in stark con-
trast to driven variants of well-understood single-species
models described by DP or PC, displays a violation of
Galilean invariance. Consequently, the external driving
constitutes a relevant perturbation, resembling the situa-
tion in multispecies models. The manifest double domain
structure [26] of the PCPD that demonstrates a strong
correction to scaling for the dynamical exponent provides
another perspective to justify the important role of par-
ticle pairs. Furthermore, the emergent linear coupling
found in the nonperturbative renormalization group ap-
proach due to the finite-scale singularity may be related
to “elementary excitations” consisting of bound particle
pairs that would involve a separate intrinsic scale [36].
Therefore it appears desirable to construct a more fine-
grained two-species model representing the PCPD, which
properly accounts for its internal stochastic noise gener-
ated by the reactions. Any asymptotic (perhaps hidden)
symmetry [28] of the PCPD might then be revealed by
further coarse-graining to interacting continuous fields.
We remark that this situation is reminiscent of phase
transitions in antiferromagnets, where prior to coarse-
graining the microscopic Heisenberg spin Hamiltonian
and taking the continuum limit, the staggered magne-
tization must first be introduced as the proper order pa-
rameter, which then becomes dynamically coupled to the
conserved magnetization (model G [3, 39]). As noted
above, previously a cyclically coupled model was pro-
posed by Hinrichsen [37], in which the subsystem of pair
particles follows a DP process and moreover, pairs A are
allowed to transmute into solitary particles B through
the reaction A → B. Yet these peculiar model features
render its connections with both DP and PCPD vague
[40]. Several other multispecies extensions of the PCPD
were studied in Ref. [41]; though one of these extensions
was reported to behave like the PCPD, it did not entail
a separation of particle pairs and solitary particles.
In this paper, we introduce a more transparent two-
species model that can be more straightforwardly linked
to the original PCPD. To this end, by introducing a
species A that represents pairs of particles, and identify-
ing pair production as an intermediate process B+B →
A, the PCPD reactions in (1) can be reinterpreted in
terms of the stochastic processes A → B + B + B and
A→ ∅. Naturally, the pair splitting process A→ B +B
should be allowed to happen as well, whence the reaction
A→ B+B+B may effectively be replaced by A→ A+B
(or alternatively, A → A + A, since parity conserva-
tion is irrelevant here [42]). Consequently, we henceforth
study the following coupled two-species model (CPCPD)
by means of both mean-field analysis and Monte Carlo
simulations:
B+B
τ
→ A , A
σ
→ A+B , A
µ
→ ∅ , A
ρ
→ B+B . (3)
In order to restrict the total particle density, prevent-
ing its divergence in the active phase, one may resort
either to hardcore site exclusion for the particles as is
implemented in most numerical simulations, and in this
present work (see Refs. [22, 43] for the corresponding
field-theoretic treatment); or alternatively to soft restric-
tions, e.g., through higher-order annihilation reactions
[12, 33].
It is apparent that the above reaction scheme (3), ac-
companied by proper density restrictions, satisfies the
3general features of the PCPD [37]: (i) solitary parti-
cles B are purely diffusive; (ii) reproduction requires a
pair of neighboring particles; (iii) particles are removed
if at least two particles come to contact at neighboring
sites; and (iv) there is a mechanism to limit the total
particle density in the active phase. For our CPCPD
model, conditions (ii) and (iii) are met through the in-
termediate pair productions. Thus the CPCPD should
be expected to display the same critical properties as
the original PCPD and at the same time retain all its
hallmarks, such as strong corrections to scaling; the in-
terplay between two different dynamical modes and the
manifestation of a double domain structure; pure pair
annihilation kinetics in the inactive phase; etc., which
will be examined in the following sections. Crucially, the
two-species picture of the CPCPD also endows it with
additional insight and more natural interpretations for
the peculiar properties of the original PCPD. We shall
not attempt here to posit conclusive assertions about the
ensuing universal properties of either the PCPD or the
CPCPD, but will rather present convincing evidence that
both these models are consistent with each other in all
studied aspects. We thereby hope to provide a new av-
enue to stimulate further research.
The remainder of this paper is organized as follows: In
Sec. II we analyze the mean-field behavior of the CPCPD
model. In Sec. III we detail our simulation method and
compute various scaling exponents both at criticality and
in the inactive phase. We also present numerical results
for the temporal evolution of certain moment ratios [44],
employing the quasi-stationary method [45]. These ex-
ponent and moment ratio results are then compared with
the corresponding known results for the original PCPD
model. Finally, Sec. IV summarizes this work and pro-
vides a brief outlook.
II. MEAN-FIELD ANALYSIS
Denoting the number of A and B particles at lattice
site i at time t as ai(t) and bi(t), where the index i could
represent a d-dimensional position label, we consider as
order parameters the mean densities of A and B particles,
a(t) =
〈
1
Ld
∑
i
ai(t)
〉
, b(t) =
〈
1
Ld
∑
i
bi(t)
〉
, (4)
where L represents the linear system size, and the brack-
ets 〈· · · 〉 indicate ensemble averages. Within a mean-
field framework, site exclusions are not necessarily im-
plemented as they usually are in simulations. One may
instead invoke soft restrictions [12] to limit the parti-
cle densities in the active phase; the precise microscopic
scheme to implement these particle density restrictions
should not affect large-scale universal properties. To
demonstrate this, we consider the following three distinct
versions of triplet annihilation reactions for the original
PCPD model, B + B + B → ∅/B/B + B, which in our
effective two-species CPCPD model translate to
A+B
ν/ν′/ν˜
−−−−→ ∅/B/A , (5)
with reaction rates ν, ν′, and ν˜, respectively. For the
reaction scheme (3) and (5), the corresponding mean-
field rate equations for the average densities a(t) and b(t)
read
∂a(t)
∂t
= − (µ+ ρ) a(t) + τb(t)2 − (ν + ν′) a(t)b(t), (6a)
∂b(t)
∂t
= (σ + 2ρ) a(t)− 2τb(t)2 − (ν + ν˜) a(t)b(t) . (6b)
A. Order parameter and density decay exponents
The mean-field rate equations (6) yield two stationary
solutions:
bs = 0 , as = 0 ; (7a)
bs =
σ − 2µ
3ν + 2ν′ + ν˜
,
as =
τ(σ − 2µ)2/(3ν + 2ν′ + ν˜)
(3ν + 2ν′ + ν˜)ρ+ (ν + ν˜)µ+ (ν + ν′)σ
. (7b)
The solution (7a) of course represents the inactive, ab-
sorbing state, stable for σ < 2µ, and includes the critical
stationary state at σ = 2µ. The stationary solution (7b),
on the other hand, corresponds to the active phase which
requires σ > 2µ. Note that the critical point is deter-
mined by the balance of the branching and annihilation
processes, and is hence located at σc = 2µ. However,
the mechanism that drives the (C)PCPD system into
the critical state needs to be distinguished from that of
DP and other single-species models, where the balance of
these processes directly manifests itself in the vanishing
of a linear (“mass”) term in the rate equation. Conse-
quently, exponential density decay becomes replaced with
a critical algebraic power law decay. In an unrestricted
“bosonic” representation of the PCPD [21], the compet-
ing binary particle production and annihilation reactions
balance precisely at the critical point, and lead to a con-
stant stationary density there. In the CPCPD, instead
the critical point is induced by a precise match between
the density changes of both distinct species: −2∆a = ∆b.
Upon neglecting the higher-order terms originating from
the soft density restrictions, this balance leads to
−2
[
− (µ+ ρ)a+ τb2
]
∆t︸ ︷︷ ︸
∆a
=
[
(σc + 2ρ)a− 2τb
2
]
∆t︸ ︷︷ ︸
∆b
,
whence indeed σc = 2µ. In the active phase near the
transition point, the stationary densities scale as
as ∼ ∆
βa , bs ∼ ∆
βb , (8)
where ∆ = σ − σc. From Eq. (7b), we immediately infer
βa = 2 and βb = 1.
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FIG. 1. Density decay curves for the mean pair density
a(t) (dasded curves) and the mean single-particle density b(t)
(solid) in the active phase (blue curves with σ = 0.602), at
the critical point (green curves with σ = 0.6), and in the in-
active phase (red curves with σ = 0.5); with the other rates
held fixed at µ = 0.3, τ = 0.2, ρ = 0.3, ν = 0.1, ν′ = 0.1,
ν˜ = 0.2, and initial densities a(0) = 0 and b(0) = 1.
In Fig. 1 we show the numerical solutions of the
coupled rate equations (6). In the active phase (blue
curves), the densities exponentially relax to the station-
ary nonzero values (7b), as also can be checked by a lin-
ear expansion of Eqs. (6) around the stationary values
(7b). In the asymptotic long-time regime, both a(t) and
b(t) decay algebraically in the entire inactive phase (red
curves),
a(t) ∼ t−δina , b(t) ∼ t−δinb , (9)
as well as at the critical point (green lines), with decay
exponents δa and δb. In the inactive phase, one obtains
δina = 2 and δinb = 1 for the pair and individual particle
densities a(t) and b(t), respectively. The decay exponent
δinb = 1 recovers precisely the mean-field PCPD value
in the inactive phase for d > 2, c.f. Eqs. (2): B parti-
cles undergo pure pair annihilation processes, while the
A species dies out more quickly since δina = 2δinb. At
the critical point σc = 2µ, the decay exponent for the
single B particles, δb = 1/2, is again identical to the cor-
responding value for the mean-field PCPD [20, 22], but
δa = 1 differs from the mean-field PCPD value measured
in dc = 2 dimensions, which was reported to be identical
with δb [20]. These mean-field decay patterns for a(t)
and b(t) both in the inactive phase and at the critical
point are also observed in simulations in the two- and
three-dimensional CPCPD (as detailed in the following
sections), with corresponding logarithmic corrections to
the mean-field scaling at dc = 2. Yet in one dimension,
fluctuations become strongly enhanced and invalidate the
above mean-field results. In the inactive phase, δinb is
then expected to be 1/2 as in Eq. (2). At the critical
point, one would expect δa = δb as demonstrated in vari-
ous simulation studies, c.f., for example, Ref. [24] as well
as Figs. 4(a) and (b) below.
We remark that the coupled nonlinear first-order ordi-
nary differential equations (6) can in principle be solved
analytically (see the discussion in Ref. [46]). The form
of these solutions will of course split into distinct scenar-
ios depending on which phase one studies. The asymp-
totic scaling properties may then be extracted from the
leading-order terms. Yet pursuing that complete solution
would greatly divert from the main object of this paper;
we therefore only show that, in the inactive phase, one
can approximately solve Eqs. (6) and subsequently obtain
the decay exponents δina = 2 and δinb = 1. To this end,
notice that the first term of Eq. (6b) can be regarded neg-
ligible as compared to the first term in Eq. (6a). Further-
more, we may also neglect the higher-order terms. This
leads to the following approximate differential equations
in the inactive phase:
∂a(t)
∂t
≈ − (µ+ ρ) a(t) + τb(t)2 , (10a)
∂b(t)
∂t
≈ −2τb(t)2 . (10b)
With initial conditions a(0) = a0 and b(0) = b0, these
are solved by
b(t) =
b0
1 + 2b0τt
∼ t−1 , (11a)
a(t) =
1
4τ(1 + 2b0τt)
e
−
(µ+ρ)(1+2b0τt)
2b0τ
[
2τe
µ+ρ
2b0τ
×
[
(2a0 + b0) (1 + 2b0τt) − b0e
(µ+ρ)t
]
+(µ+ ρ) (1 + 2b0τt)
(
Ei
[
1
2
(µ+ ρ)
(
2t+
1
b0τ
)]
−Ei
[
µ+ ρ
2b0τ
])]
∼ t−2 , (11b)
where the exponential integral function is defined as
Ei(x) = −
∫∞
−x
e−z
z dz.
B. Scaling analysis
We next extend the mean-field analysis to spatially ex-
tended systems. To this end, we consider local reactions,
and coarse-grained particle densities a(x, t) and b(x, t),
with diffusive particle propagation. The coupled rate
equations (6) are then generalized to the following mean-
field reaction-diffusion partial differential equations:
∂a(x, t)
∂t
= DA∇
2a(x, t) − (µ+ ρ) a(x, t)
+τb(x, t)2 − (ν + ν′) a(x, t)b(x, t) , (12a)
∂b(x, t)
∂t
= DB∇
2b(x, t) + (σ + 2ρ)a(x, t)
−2τb(x, t)2 − (ν + ν˜) a(x, t)b(x, t) . (12b)
Here the particle densities spread with diffusion ratesDA
and DB, respectively.
5At the critical point, the scale-invariant nature of the
system renders Eqs. (12) invariant under the rescaling
of the coordinates x → Λx, combined with appropriate
rescalings of time, the densities, and the reaction rates
[4]. To obtain these rescaling relations, we first note
that upon approaching the critical point, the correlation
lengths ξa and ξb, and the characteristic time scales tca
and tcb, diverge as
ξa ∼ ∆
−νa , ξb ∼ ∆
−νb , (13a)
tca ∼ ∆
−zaνa , tcb ∼ ∆
−zbνb . (13b)
We have presumed that there are in general two sets of
scaling exponents pertaining to each species. Within the
mean-field approximation, diffusive spreading implies
za = zb = 2 .
Then, with the near-critical density scaling (8) and the
correlation length scaling (13a), we infer the following
scaling behavior:
x→ Λx , t→ Λ2t , a→ Λ−βa/νaa ,
b→ Λ−βb/νbb , µ→ Λ−2µ , σ → Λ−2σ ,
ρ→ Λ−2ρ , τ → Λ−xτ τ , ν → Λ−xνν .
Demanding scale invariance for Eqs. (12) thus yields the
relations
xτ + 2βb/νb = 2+ βa/νa , xν + βb/νb = 2 ,
xτ + βb/νb = 2 , xν + βa/νa = 2 .
Consistency requires xτ = 0 = xν and βa/νa = 2 =
βb/νb. Inserting βa = 2 and βb = 1 from Eqs. (8), we
obtain
νa = 1 , νb = 1/2 . (14)
These exponents are to be compared to those of the stan-
dard PCPD in the mean-field approximation, for which
δ = 1/2 (= δb), β = 1 (= βb), z = 2, and ν⊥ = 1 (= νa)
for identical particles [22]; and to those obtained from
cluster mean-field approximations, which gave δ1 = 1/2
(= δb), δ2 = 1 (= δa), β1 = 1 (= βb) and β2 = 2 (= βa)
[20], where the indices “1” and “2” denote the exponents
for single-particles and consecutive pairs of the PCPD
respectively; see also Eq. (17). It should be noted that
the critical exponents ν⊥,a,b and β1,2,a,b only pertain to
approaching the transition from the active side. There
is no finite correlation lengths in the inactive phase. In
the more “coarse-grained” single-particle representation
(the original PCPD), one only sees the larger correlation
length, hence ν = 1 (= νa). Our two-species picture for
the CPCPD in contrast leads to multiple length and time
scales corresponding to various correlations and cross-
correlations between the two species of particles. When
single values for z, ν, etc., are measured in standard
PCPD simulations, automatically the largest length and
time scales, given by the longest correlation length and
characteristic relaxation time in the system, are singled
out, masking other faster processes with shorter charac-
teristic length and time scales. In the CPCPD, these
scales are set by ξa and tca, since the particle pairs A
represent the critical degrees of freedom that are subject
to diverging correlations and critical slowing-down. In
Sec. III C, we shall explore the implication of the pres-
ence of additional length and time scales in more detail.
III. NUMERICAL SIMULATIONS
A. Simulation method
To quantitatively study the competing stochastic pro-
cesses (3), we have conducted Monte Carlo simulations
on one-, two- and three-dimensional (cubic) lattices with
periodic boundary conditions, where each lattice site may
either be empty or occupied by at most one particle of
either the A or B species: ai(t) = 0, 1 and bi(t) = 0, 1. In
order to reduce the overhead of generating random num-
bers, we modify the reactions (3) by generalizing the sim-
ulation scheme of Ref. [47] for the original PCPD model.
We first randomly pick a site in the lattice, and then draw
another random number that decides which subsequent
reaction may take place, the occurrence of which will de-
pend on the state of the site (empty, or occupied with
an A or B particle), and where applicable, its immediate
neighborhood. For example, in one dimension, the states
of the lattice sites are updated in a random sequential
manner according to these rules:
A∅ ↔ ∅A, B∅ ↔ ∅B with rates DA and DB , (15a)
A→ ∅ with rate µ(1 −DA −DB) , (15b)
A∅, ∅A→ AB, BA with rate σ(1 − µ)(1−DA −DB)/2 , (15c)
BB → A∅, ∅A with rate τ(1 − σ)(1 − µ)(1 −DA −DB)/2 , (15d)
A∅, ∅A→ BB with rate (1− τ)(1 − σ)(1 − µ)(1−DA −DB)/2 , (15e)
where the parameters DA, DB, σ, and τ are held to posi- tive fixed values. One then only needs to tune the param-
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FIG. 2. A critical CPCPD process in one spatial dimension
(horizontal) evolving in time (plotted vertically downward)
starting from a lattice fully occupied by B particles. The A
and B species are colored in red and blue, respectively.
eter µ to obtain different phases of the system. It should
be noted that in the above implementation, the param-
eters are constrained by 0 < DA +DB < 1, 0 < µ < 1,
0 < σ < 1 and 0 < τ < 1. Simulation schemes in two and
three dimensions can be constructed in a similar fashion.
Figure 2 shows a typical critical CPCPD process in one
dimension starting from a lattice fully occupied by B par-
ticles. This spatio-temporal pattern, which features in-
triguing interplays between solitarily diffusing particlesB
and highly active clusters consisting of pairs A intensely
interacting with single-particle species B, visually closely
resembles the original PCPD system.
In order to compare our two-species CPCPD with the
original PCPD model, we have also simulated the PCPD
in one, two, and three dimensions, following Ref. [47].
The one-dimensional PCPD process, for example, is im-
plemented with the dynamics
B∅ ↔ ∅B with rate D , (16a)
BB → ∅∅ with rate µ(1 −D) , (16b)
BB∅, ∅BB → BBB with rate (1 − µ)(1−D)/2 , (16c)
where 0 < D < 1 and 0 < µ < 1. It is straightforward
to extend this scheme to simulations in two and three
dimensions.
B. Density decay exponents
The PCPD displays nontrivial scaling features both
in the inactive phase and at criticality. We begin with
a comparison of the density decay exponents of the
CPCPD and the PCPD. To this end, we follow the re-
cent elaborate study [27] and adopt the notion that the
PCPD represents a unique universality class, irrespective
of the diffusivity [48]. Hence for all the Monte Carlo sim-
ulations reported in the following, we chose a sufficiently
large hopping probabilityD = 0.7 for the PCPD, and the
also somewhat arbitrarily selected diffusivities DA = 0.2
and DB = 0.22 for the CPCPD in one, two, and three
dimensions, unless otherwise explicitly specified. For the
CPCPD we further set the reaction probabilities at fixed
values σ = 0.6 and τ = 0.5, whence µ becomes the sole
control parameter for both the CPCPD and the PCPD:
the inactive, absorbing state appears for large µ, while
the active phase is observed for small µ. It is well es-
tablished that considerable numerical effort is required
to accurately locate the critical point as well as to obtain
reliable and consistent estimates for the PCPD critical
exponents [25, 27, 40]. In this study, we resort to com-
paring the CPCPD and PCPD scaling exponents with
moderate accuracy. We conducted our simulations with
reasonably large linear system sizes L and Monte Carlo
run times: In one dimension, we employed L = 10, 000
and observables were measured up to tmax = 10
6 Monte
Carlo sweeps (MCS); in two dimensions, we used the sys-
tem length L = 640 and tmax = 10
5 MCS; in three di-
mensions, we took L = 320 and also tmax = 10
5 MCS.
We initiated the simulations with our lattices fully oc-
cupied with B particles. For the CPCPD, we measured
the mean particle densities (serving as our order param-
eters) a(t) and b(t) as defined in Eq. (4). Denoting the
number of B particles at lattice site i as bi(t) = 0, 1, there
are also two possible order parameters for the PCPD [24],
namely the mean single-particle density and the mean
density of consecutive pairs :
ρ1(t) =
〈
1
Ld
∑
i
bi(t)
〉
,
ρ2(t) =
〈
1
2Ld
∑
i
∑
j∈NNi
bi(t)bj(t)
〉
, (17)
where NNi represents the set of nearest neighbors of site
i. For our one- and two-dimensional systems, we aver-
aged the quantities (4) and (17) over 1, 000 independent
runs. Our three-dimensional system sizes were of the or-
der 3203 ∼ 3.3× 107, so that averaging these observables
over just 10 runs was sufficient.
The order parameters ρ1(t) for the PCPD and b(t) for
the CPCPD both represent the single-particle (B) den-
sity, and should display the same scaling law. The second
PCPD order parameter ρ2(t), albeit defined differently,
should be comparable to the pair particle density a(t) for
the CPCPD. In principle, one may trace the consecutive
pairs in the PCPD that actually annihilate or reproduce,
and regard them as ‘A particles’; but since only the reac-
tive pairs will be responsible for the scaling law of ρ2(t),
while the consecutive pairs that merely split and diffuse
away represent a constant background, ρ2(t) as a whole
should serve as an adequate proxy for the CPCPD order
parameter a(t). In the inactive phase, the PCPD order
parameters decay algebraically as
ρ1(t) ∼ t
−δin1 , ρ2(t) ∼ t
−δin2 , (18)
while at criticality,
ρ1(t) ∼ t
−δ1 , ρ2(t) ∼ t
−δ2 . (19)
7CPCPD PCPD
d = 1
b(t)
a(t)
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
-6
10
-2
10
2
10
6
t
a
(t
),
b
(t
)
t-0.51(2)
t-1.8(1)
(a)
0.5
0.7
δ
be
ff
0.0000 0.0002 0.0004
1.6
1.8
δ
ae
ff
1/t
ρ1(t)
ρ2(t)
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
-6
10
-2
10
2
10
6
t
ρ
1
(t
),
ρ
2
(t
)
t-0.50(5)
t-1.6(2)
(b)
0.50
0.55
δ
1e
ff
0.0000 0.0002 0.0004
1.5
1.9
δ
2ef
f
1/t
d = 2
b(t)
a(t)
10
0
10
1
10
2
10
3
10
4
10
5
10
-6
10
-2
10
2
10
6
t
a
(t
),
b
(t
)
ln(t)t-1.05(3)
t-1.98(1)
(c)
0.9
1.0
δ
be
ff
0.0000 0.0002 0.0004
2.0
2.2
δ
ae
ff
1/t
ρ1(t)
ρ2(t)
10
0
10
1
10
2
10
3
10
4
10
5
10
-6
10
-2
10
2
t
ρ
1
(t
),
ρ
2
(t
)
ln(t)t-1.00(3)
t-1.99(4)
(d)
0.90
0.95
δ
1e
ff
0.0000 0.0002 0.0004
1.9
2.0
2.1
δ
2ef
f
1/t
d = 3
b(t)
a(t)
10
0
10
1
10
2
10
3
10
4
10
5
10
-6
10
-2
10
2
10
6
t
a
(t
),
b
(t
)
t-0.999(2)
t-2.01(3)
(e)
0.95
1.00
δ
be
ff
0.0000 0.0002 0.0004
2.0
2.2
δ
ae
ff
1/t
ρ1(t)
ρ2(t)
10
0
10
1
10
2
10
3
10
4
10
5
10
-6
10
-2
10
2
t
ρ
1
(t
),
ρ
2
(t
)
t-1.00(3)
t-2.04(3)
(f)
1.00
1.05
δ
1e
ff
0.0000 0.0002 0.0004
2.0
2.1
δ
2ef
f
1/t
FIG. 3. Density decay results for the inactive CPCPD [(a), (c), and (e)] and the inactive PCPD [(b), (d), and (f)] in one, two
and three dimensions. The exponents for the pair densities a(t) and ρ2(t) (red), as well as the exponents for the single-particle
densities b(t) and ρ1(t) (blue), agree well, within error margins, in each considered dimension. The insets in each subfigure show
the corresponding effective exponents. All simulations started from lattices fully occupied with B particles. In all dimensions,
the rates for the CPCPD were fixed to DA = 0.2, DB = 0.22, µ = 0.8, σ = 0.6, and τ = 0.5, and the rates for the PCPD were
set to D = 0.7 and µ = 0.8. The other parameters were configured as follows: (a) 1d CPCPD with L = 10, 000, averaged over
1, 000 independent simulation runs; the statistical error bars (black) for the data points are smaller than the symbol size and
hence omitted from the other graphs; (b) 1d PCPD with L = 10, 000, averaged over 1, 000 runs; (c) 2d CPCPD with L = 640,
averaged over 1, 000 runs; (d) 2d PCPD with L = 640, averaged over 1, 000 runs; (e) 3d CPCPD with L = 320, averaged over
merely 10 runs; (f) 3d PCPD with L = 320, averaged over 10 runs.
If the CPCPD is equivalent to the PCPD, δina = δin2,
δinb = δin1 = δpa, δa = δ2, and δb = δ1, where δpa denotes
the decay exponent for pure pair annihilation processes
as listed in Eq. (2).
Setting µ = 0.8 placed all our systems in the inac-
tive phase, for all dimensions d = 1, 2, and 3. In Fig. 3,
we plot the various densities versus time on a double-
logarithmic scale, which allows us to infer the decay ex-
ponents via linear fits of the data. The statistical errors
for the scaling exponents were estimated via observing
their variations as different time intervals were employed
for the fits. The CPCPD density b(t) and the PCPD den-
sity ρ1(t) indeed decay according to the pure pair anni-
hilation laws (2), with logarithmic corrections noticeable
at dc = 2. In agreement with the mean-field predic-
tion, both the CPCPD A particles and their consecutive-
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FIG. 4. Density decay results for the critical CPCPD [(a), (c), and (e)] and the critical PCPD [(b), (d), and (f)] in one, two,
and three dimensions. The insets in each subfigure show the corresponding effective exponents (20). All simulations started
from lattices fully occupied with B particles. In all dimensions, the rates for the CPCPD were fixed to DA = 0.2, DB = 0.22,
σ = 0.6 and τ = 0.5, and the diffusion rate for the PCPD was set to D = 0.7. The other parameters and estimated critical
points are as follows: (a) 1d CPCPD with L = 10, 000 and µ = 0.08882, averaged over 1, 000 independent simulation runs; the
statistical error bars (black) for the data points are smaller than the symbol sizes and hence omitted for the other graphs; (b)
1d PCPD with L = 10, 000 and µ = 0.15746 [32], averaged over 1, 000 runs; (c) 2d CPCPD with L = 640 and µ = 0.1899,
averaged over 1, 000 runs; owing to superposition of the intrinsic statistical errors, corrections to scaling, and the unknown
logarithmic corrections at the upper critical dimension dc = 2, only asymptotic effective exponents are given; in the inset, from
bottom to top, the curves pertain to µ = 0.1895, 0.1897, 0.1899, 0.1901, and 0.1903; (d) 2d PCPD with L = 640 and µ = 0.3078,
averaged over 1, 000 runs; similar to (c) in the inset, from bottom to top, µ = 0.3074, 0.3076, 0.3078, 0.3080, and 0.3082; (e) 3d
CPCPD with L = 320 and µ = 0.2134, averaged over just 10 runs; (f) 3d PCPD with L = 320 and µ = 0.3240, averaged over
10 runs.
pair counterpart in the PCPD die out quickly with a
much larger decay exponent in all studied dimensions:
For d = 1, δina ≃ 1.8(1) ≈ δin2 ≃ 1.6(2) > δinb ≃ δin1 ≃
δpa = 1/2; meanwhile in two and three dimensions, we
observe the mean-field exponents δina ≃ 2 ≃ δin2 and
δinb ≃ δin1 ≃ δpa = 1, c.f. Fig. 1.
The algebraically slow decay of a(t) and ρ2(t) indi-
cates that at long times, when the B particle density
turns low, the diffusion-limited binary reactions and the
generation of A pair particles in the CPCPD and con-
secutive pairs in the PCPD become rare events. Conse-
9TABLE I. Density decay exponents for the inactive CPCPD
and PCPD in one, two, and three dimensions. For compari-
son, the corresponding mean-field decay exponents (if appli-
cable) and the decay exponents for the pure pair annihilation
reactions are also listed [∗ indicates logarithmic corrections as
given in Eq. (2)].
CPCPD PCPD pair annihil.
δina δinb δin2 δin1 δpa
d = 1 1.8(1) 0.51(2) 1.6(2) 0.50(5) 1/2
d = dc = 2 1.98(1) 1.05(3)
∗ 1.99(4) 1.00(3)∗ 1∗
d = 3 2.01(3) 0.999(2) 2.04(3) 1.00(3) 1
mean-field 2 1 – 1 [22] 1
quently the B particles essentially decouple from the A
species or consecutive pairs, and both the CPCPD and
PCPD follow pure pair annihilation kinetics in their in-
active phases, c.f. Table I. Indeed, the pure annihilation
process B + B → ∅ may be effectively realized in terms
of the combined reactions B+B → A and A→ ∅, where
an intermediate particle A is formed whenever two B
particles are brought to close proximity (in a continuum
setting, within a finite reaction radius [3]). One may then
directly deduce the mean-field decay exponent for the A
species to be δina = 2. To study more systematically how
the decay laws change over the system’s time evolution,
we computed the effective exponents, i.e., the local slopes
of the double-logarithmic density decay graphs ρ(t),
δeff(t) =
− ln [ρ(t)/ρ(t/m)]
ln(m)
; (20)
we used m = 8. The insets of Fig. 3 show that the effec-
tive density decay exponents approach their asymptotic
values slowly; this crossover is delayed for the CPCPD
owing to the intermediate pair production processes.
Examining either system at criticality requires precise
estimates of µc, which we achieved by analyzing the lo-
cal slopes in the density decay curves. The details of our
simulation setups are described in the caption of Fig. 4.
In one dimension, c.f. Figs. 4(a) and (b), similar to the
earlier observation for the PCPD that δ1 ≃ δ2 [24], the
CPCPD gives δa ≃ δb ≈ δ1 ≃ δ2. The apparently larger
critical decay exponents for the CPCPD as compared to
the PCPD may be ascribed to its slower crossover dy-
namics, since the effective exponents δeff(t) of the latter
show a slow downward drift with increasing time [25],
and the same tendency should also be expected for the
CPCPD. Therefore at least in one dimension, the numer-
ically determined decay exponents for the CPCPD turn
out slightly larger than those of the PCPD obtained at
comparable time scales. Our measured exponents for the
1d CPCPD also reside in the range reported in the liter-
ature, listed in Table II.
Field theory analysis [21, 22] and early simulations
[20] predicted that the upper critical dimension of the
PCPD is dc = 2. Indeed, in two dimensions, c.f. Figs. 4
(c) and (d), we observe that the effective exponents of
a(t) and ρ2(t) become stationary at large t and approach
the mean-field CPCPD value δa = 1, whereas the corre-
sponding effective exponents for b(t) and ρ1(t) keep veer-
ing up until they both approach the value δeffb ≃ δ
eff
1 ≃
0.65, indicating that there exist nontrivial corrections to
scaling which induce deviations of the exponent values
away from their mean-field expectation δb = δ1 = 1/2.
This is of course to be anticipated at the critical dimen-
sion dc, where for the (C)PCPD as yet unknown loga-
rithmic corrections may superpose the intrinsic correc-
tions to scaling. It appears that the critical pair density
a(t) for the CPCPD and likewise ρ2(t) for the PCPD
are plagued by such scaling corrections to a lesser ex-
tent than the single-particle densities b(t) and ρ1(t). We
note that in stark contrast to our results, O´dor obtained
δ1 = δ2 ≃ 0.5 after employing certain combinations of
powers of logarithmic corrections [20]; however, we sur-
mise that perhaps in his work, performed on smaller sys-
tems first (with L = 100, 200 up to tmax = 60, 000 MCS),
the critical point location might not have been deter-
mined with the necessary accuracy [49].
Beyond these subtle discrepancies, both our CPCPD
and PCPD data for three-dimensional systems, shown in
Figs. 4 (e) and (f), clearly display the mean-field CPCPD
critical decay exponents δa ≃ δ2 ≃ 1 and δb ≈ δ1 ≈ 1/2,
confirming that dc < 3 for both models.
To summarize and close this subsection, we have col-
lected the estimated density decay exponents in the in-
active phase in Table I, and their critical counterparts
in Table II. Within statistical and systematic error mar-
gins, the corresponding order parameters for the CPCPD
and the PCPD display the same scaling properties, both
in the absorbing state phase and at criticality. In the
inactive phase, both the CPCPD and the PCPD are de-
scribed by pure diffusion-limited pair annihilation pro-
cesses. The mean-field exponents for the CPCPD are
recovered for d ≥ 2 for both models, except for δb and δ1
at the critical dimension dc = 2. Attributing these de-
viations to (logarithmic) corrections to scaling, our data
yield critical decay exponents in two dimensions that ap-
pear consistent with those of three-dimensional systems
and the mean-field CPCPD, strongly suggesting that the
upper critical dimension of the critical (C)PCPD is in-
deed dc = 2.
C. Seed simulations
Clusters generated from a single seed provide another
important means to explore the dynamical critical prop-
erties of continuous phase transitions [50]. In stan-
dard active to absorbing phase transitions where single-
particles are able to reproduce, the growth of clusters
is characterized by the survival probability Psur(t) up to
time t; the number of active sites N(t) at t, with both
quantities averaged over all runs; and the mean square
spreading from the origin, R(t)2 =
〈∑
i si(t)|ri|
2/N(t)
〉
,
averaged over surviving clusters, where si(t) = 0, 1, and
ri denotes the displacement from the origin to site i.
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TABLE II. Critical point locations and critical density decay exponents for the CPCPD and PCPD in one, two, and three
dimensions. For comparison, the corresponding mean-field critical exponents (if applicable) and the reported critical exponents
for the PCPD are also displayed [∗∗ indicates the asymptotic effective exponent values, see Eq. (20), at large t].
CPCPD PCPD (this work) PCPD
µc δa δb µc δ2 δ1 δ1
d = 1 0.08882(1) 0.218(7) 0.227(6) 0.15746(1)[32] 0.210(3) 0.205(5) 0.2–0.25 [28, 29]
d = dc = 2 0.1899(1) 1.05(2)
∗∗ 0.65(1)∗∗ 0.3078(1) 1.06(2)∗∗ 0.66(1)∗∗ 0.5 (≃ δ2 [20])
d = 3 0.2134(1) 1.08(2) 0.55(1) 0.3240(1) 1.02(1) 0.51(1) –
mean-field – 1 1/2 – – 1/2 1/2
At criticality, the dynamics becomes scale invariant and
these quantities follow the power laws
Psur(t) ∼ t
−δ′ , N(t) ∼ tΘ, R(t)2 ∼ tz˜, (21)
with the the survival probability exponent δ′, initial slip
exponent Θ, and the spreading exponent z˜ = 2/z in stan-
dard seed simulations. For the PCPD, one of course
needs to start from a localized pair of particles, which
poses a conceptual problem since the pair-connectedness
function is not well-defined [5]; nevertheless the above
power laws appear to hold for single-particle statistics
[40], provided at least two particles remain in the system,
and the seeded stochastic process hence stays active.
For the CPCPD, with two species at our disposal, seed
simulations naturally start with a single pair-particle A.
The ensuing spreading process continues as long as at
least one A or two B particles survive. The power laws
(21) are readily extended to
Psur(t) ∼ t
−δ′ , Na(t) ∼ tΘa , Ra(t)
2 ∼ tz˜a , (22)
Nb(t) ∼ tΘb , Rb(t)
2 ∼ tz˜b , (23)
where the subscripts “a” and “b” denote the correspond-
ing quantities and scaling exponents for species A and
B, respectively. Figures 5 (a), (c), and (e) show the seed
simulation results for the CPCPD on a one-dimensional
lattice. The critical point µc was determined by observ-
ing the effective exponents for Na(t) and Nb(t), see the
inset of Fig. 5 (a). The critical point for seed simula-
tions seems to shift slightly from µc ≃ 0.08882(1) for
the initially fully occupied lattice to µc ≃ 0.088785(5)
for a single initial seed; this can be ascribed to a finite-
size effect in the former setup, since finite-size effects are
eliminated in seed simulations. We observe that the ex-
ponents Θa and Θb, as well as z˜a and z˜b, take very close
numerical values. For direct comparison, Figs. 5 (b), (d),
and (f) display the seed simulation results for the one-
dimensional PCPD, for which the estimated critical point
is also shifted slightly. Here we account for the corre-
sponding quantities for consecutive pairs as well, denot-
ing them with the subscript “2”, while the corresponding
single-particle observables are labeled with the subscript
“1”. Hence for the PCPD, one expects the critical seed
scaling
Psur(t) ∼ t
−δ′ , N1(t) ∼ tΘ1 , R1(t)
2 ∼ tz˜1 , (24)
N2(t) ∼ tΘ2 , R2(t)
2 ∼ tz˜2 . (25)
We take the close critical exponent values measured
in the CPCPD and PCPD seed simulations, namely
δ′CPCPD ≃ 0.14 ≃ δ
′
PCPD, Θa ≃ Θ2 ≈ 0.25 ≈ Θb ≃ Θ1,
2/z˜a ≃ 1.65 ≃ 2/z˜2, and 2/z˜b ≃ 1.75 ≃ 2/z˜1, as evi-
dence that the nonequilbrium phase transitions in these
distinct nonlinear stochastic reactions are governed by
the same universality class, i.e., the scaling properties of
the CPCPD are fully consistent with those of the PCPD,
and demonstrate the relevance of consecutive pairs in the
PCPD.
Since in standard seed simulations 2/z˜ = z holds, it is
tempting to interpret 2/z˜a and 2/z˜2, respectively, as the
corresponding dynamical exponents for species A and B.
For our CPCPD and PCPD simulation, we provide the
effective exponents for 2/z˜a and 2/z˜2 as well as 2/z˜b and
2/z˜1 in the insets of Figs. 5 (e) and (f). Indeed, our ob-
tained asymptotic exponent values 2/z˜b ≃ 2/z˜1 ≃ 1.75
reside in the reported range of the conventionally mea-
sured dynamical exponent z of the PCPD in the litera-
ture. Table III list a full comparison of the critical expo-
nents of different models in one dimension, demonstrat-
ing that the critical properties of the CPCPD are fully
consistent with those of the PCPD, and markedly differ
from those of the DP and the PC universality classes.
Adopting the CPCPD as an apt representation of the
PCPD universality class, we are now in a position to
commence analysis of the seed simulation exponents Θa,
Θb, z˜a, and z˜b. It is customary to introduce two pair-
connectedness functions, Υaa(t, r; ∆) and Υab(t, r; ∆)
TABLE III. Seed simulation exponents for the PCPD,
CPCPD, DP, and PC universality classes. In conventional
active to absorbing phase transitions, z = 2/z˜. The sub-
scripts for the quantities defined in this paper are indicated,
where applicable, in the second column.
Critical exponents δ′ Θ 2/z˜
PCPD [28, 34] – 0.09-0.15 0.1-0.23 0.17-2.0
PCPD [26]
– 0.130 0.275 1.61(1)
– 1.768(8)
CPCPD
a
0.141(4)
0.25(1) 1.65(5)
b 0.24(1) 1.74(3)
PCPD (this work)
2
0.142(5)
0.25(1) 1.67(5)
1 0.24(1) 1.75(3)
DP – 0.1595 0.3137 1.5807
PC – 0 0.286 1.74
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FIG. 5. Seed simulation results at criticality for (a), (c), (e) the one-dimensional CPCPD, with µc ≃ 0.088785(5), DA = 0.2,
DB = 0.22, σ = 0.6, and τ = 0.5; (b), (d), (f) the one-dimensional PCPD, with µc ≃ 0.15744(1), D = 0.7; for both systems,
L = 10, 000, and the data were averaged over 50, 000 independent Monte Carlo runs.
(see Appendix ) that represent the probabilities of find-
ing an A or B particle at space-time coordinate (t, r), in
a sequence of stochastic processes starting from a seed
particle A located at r = 0 at time t = 0. With an initial
A seed and two distinct pair-connectedness functions, the
conceptual difficulty residing in seed simulations for the
original PCPD is naturally resolved. As remarked earlier
in section III B, earlier studies were already able to obtain
consistent values for certain critical exponents for the
one-dimensionsal PCPD [28, 32]. However, the measured
exponents that relate to correlations, such as the dynam-
ical exponent, displayed noticeable dependences on the
diffusion rate, suggesting more complex dynamical criti-
cal behavior. The CPCPD is obviously governed by mul-
tiple length (and time) scales, namely ξa (tca), ξb (tcb),
ξab (tcab) and ξba (tcba) indicating the (cross-)correlation
lengths (and characteristic relaxation times) for the two
species on the (infinite) seed cluster, which in turn are
related to the cutoffs of the correlation (autocorrelation)
functions 〈ai(t)ai+r(t)〉 [〈ai(t)ai(t + ∆t)〉], 〈bi(t)bi+r(t)〉
[〈bi(t)bi(t + ∆t)〉], 〈ai(t)bi+r(t)〉 [〈ai(t)bi(t + ∆t)〉], and
〈bi(t)ai+r(t)〉 [〈bi(t)ai(t+∆t)〉]. In addition, the solitar-
ily diffusing particles mark another growing length scale
Rb0(t) ∼ t1/2 and the characteristic time tcb0 ∼ L2, with
diffusive dynamical exponent 2 (in accord with previous
field theory analyses [21, 22]).
We surmise that the strong corrections to the asymp-
totic critical scaling in the (C)PCPD should be at-
tributed to the competition between the various length
and time scales in the system, until eventually all
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other length (time) scales are surpassed by one domi-
nant length (time) scale that characterizes the infinite
spreading cluster and hence its ultimate scale-invariant
properties. At the relatively short time scales that
are usually accessed in numerical simulations, the var-
ious (auto)correlation functions may still feature dis-
tinct (cross-)correlation lengths (times), all of which play
some roles in the short-time dynamics, leading to slow
crossover behavior that moreover varies for different ob-
servables. However, at sufficiently (here likely extremely)
long time and large length scale (pushing r → ∞ and
∆t → ∞ to probe the corresponding correlation lengths
and characteristic times), all (auto-)correlation functions
describe the correlations between a pair of particles con-
nected by a sequence of numerous intermediate detached
diffusive B particles and reactive A/B particle clusters.
In ensemble averages, these distinct correlations will ul-
timately be reigned by the largest correlation length and
time, and yield identical scaling exponent values in the
limits r → ∞ and ∆t → ∞. In particular, the purely
diffusive scales Rb0(t) and tcb0 are rendered irrelevant in
the asymptotic critical regime (as opposed to the inac-
tive, absorbing phase) because the chance of two particles
being correlated via mere diffusive B particles becomes
exceedingly rare.
In mean-field theory, the dominant length and time
scales are ξa and tca (c.f. Sec. II B). In one dimension,
we should also expect ξa and tca to govern the system’s
critical scaling properties, according to the observed in-
equality sequence 2/z˜a < 2/z˜b < 2 [see the Appendix and
Eq. (A.13) for a more detailed discussion of their physi-
cal meaning], indicating that the A pair particles spread
superdiffusively as Ra(t) ∼ tz˜a with the largest spreading
exponent to create the longest correlation length. This of
course reflects the fact that all CPCPD activity requires
the presence of pair particles A, whence their mutual cor-
relations should be prevalent in the system. Indeed, this
is in agreement with the observation in Refs. [35, 51] that
the subspace with at least one particle pair is responsible
for the scaling features in the PCPD. By postulating this
dominant length and time scale and with the aid of the
two pair-connectedness functions, the scaling analysis in
the Appendix reveals that asymptotically
2/z˜a = za = 2/z˜b, (26)
see Eq. (A.14a). This argument explains why the expo-
nents 2/z˜a and 2/z˜b are measured to be equal within
numerical errors, and suggests their interpretation as
the ultimate dynamical critical exponent z = za for the
(C)PCPD. Other subdominant diverging length and time
scales then generate corrections to scaling in intermedi-
ate, but potentially long-lasting stages; see Eq. (A.15) for
a specific example. The detailed competition between the
various length and/or time scales of course depends on
the measured quantity and can thus give rise to rather in-
tricate and confusing scenarios in numerical simulations.
Furthermore, this multiple-scale picture based on the
prevalence of two interacting species may also provide a
plausible explanation for the observed apparent depen-
dences of certain critical exponents on the diffusion rate
in the original PCPD [23, 32, 35, 51]. Taking the dy-
namical exponent z in the literature as an example, one
notices that z tended to assume larger values for smaller
diffusion rates [28, 29], and their values were measured
closer to 2 when determined via the finite-size scaling for
the mean extinction time 〈τ〉 = Lz [32, 35, 47, 51]; in
contrast, when z was estimated through R(t) ∼ t1/z, the
data resulted in markedly smaller values [24, 26, 52]. We
propose that z will ultimately reach za ≈ 1.65, yet possi-
bly after a rather long crossover time; for small diffusivi-
ties, this extended crossover regime may indeed extended
to very long time periods.
On the one hand, most PCPD implementations with
small diffusivities are setup in the more reactive range,
wherein the local processes (16b) and (16c) happen fre-
quently, leaving the slowly diffusing solitary particles B
to occupy large regions in the system, until finally a large
spanning cluster dominates the system’s features. Hence
all (auto)correlations are affected to a large extent by the
pure diffusive dynamics of the B particles, and measure-
ments of z (via 2/z˜b and 2/z˜1) will give results shifted
closer to the purely diffusive value 2. On the other hand,
the scaling relation 〈τ〉 ∼ Lz usually probes a shorter
time scale than the mean-square displacement measure-
ments R(t)2 ∼ t2/z, because the latter is averaged over
survival runs and the accessible time scale is in principle
not limited by the system size if dynamically generated
lists are used [25]. Hence the former method can more
easily lead to a larger observed z value, especially for
smaller diffusion rates. It is also worth noticing that our
analysis for the dynamical exponents is consistent with
a double domain structure analysis, c.f. Ref. [26] (and
Table III), with the correspondences za = 2/z˜a ↔ Zp
and 2/z˜b ↔ Z (not ZU for the uncoupled region in the
paper) for the dynamical exponents of the coupled region
and the whole domain. Z then precisely corresponds to
the dynamical exponent z in the literature. As asserted
in Ref. [26], Z ↔ 2/z˜b asymptotically crosses over to
Zp ↔ za.
Finally, the hyperscaling relations (A.14b) and (A.14c)
relate the initial slip exponents Θa and Θb to the decay
exponents δa and δb in a natural manner. Since in one di-
mension, our CPCPD seed simulation data indicate that
δa ≃ δb (and δ2 ≃ δ1), it is not surprising to also find
Θa ≃ Θb (Θ2 ≃ Θ1). To summarize this subsection, the
CPCPD provides an illuminating new perspective to de-
cipher the hitherto controversial scaling features of the
PCPD in terms of multiple competing length and time
scales.
D. Moment ratios
In addition to critical exponents, moment ratios have
also been demonstrated to be an important tool for clas-
sifying universality classes [44]. The nth order parameter
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moments
mn(t) = 〈ρ
n
s (t)〉 (27)
are measured at the critical point of a finite system with
linear size L after sufficient time t has elapsed for it to
have reached the quasi-stationary regime [53]. Moment
ratios of the form mn/(m
i
rm
j
s) then become universal in
the limit L→∞, provided n = ri + sj. In addition, the
ratio K4/K
2
2 involving the cumulants
K2 = m2 −m
2
1 (28)
and
K4 = m4 − 4m3m1 − 3m
2
2 + 12m2m
2
1 − 6m
4
1 (29)
is universal as well [44].
In many “conventional” models, the transit to the
quasi-stationary regime occurs after a relatively short pe-
riod of time (t≪ Lz), and these moment ratios converge
correspondingly quickly with respect to L. However, due
to the long crossover time to reach its asymptotic scaling
regime, the PCPD single-particle moment ratios anoma-
lously display apparently unlimited growth with increas-
ing system size even if only the “reactive sector”, with
processes restricted to the subspace with at least one par-
ticle pair present, is considered [35]. In contrast, moment
ratio convergences for consecutive pairs were only ob-
served after exceedingly long transient time (∼ 109 MCS)
and for rather large systems (L = 40, 960); in addition,
the moment ratios for single particles continue to grow
with L but seem to coincide with those of consecutive
pairs only at much larger system sizes [51].
Henceforth, we focus on comparing the moment ratios
of PCPD consecutive pairs and of CPCPD pair particles
A. Yet instead of elaborately computing their asymptotic
universal values, we report a novel method that compares
the temporally evolving moment ratio trends, to demon-
strate that the two models attain the same crossover be-
haviors after the time axis is appropriately rescaled. To
this end, we measure the moments mn(t) = 〈a(t)n〉 and
〈ρ2(t)n〉, respectively, and their ratios for all time steps.
The averages are performed over surviving runs, which
can be conveniently achieved by the “quasi-stationary”
simulation method [45, 51], even though in this study
it is not necessary for the quasi-stationary regime to be
reached. In our implementation of this method, we accu-
mulate a list of 2, 000 previously visited surviving config-
urations. During each Monte Carlo step, one of the ran-
domly picked states among those in the repository will be
substituted with the visited surviving configuration with
a small probability 0.005. Then, whenever an extinction
event is imminent, the system replaces its current config-
uration with another one that is randomly selected from
this list. Furthermore, since we are only interested in the
temporal behaviors of the CPDPD and the PCPD, we
may simply compare the moment ratios of the two mod-
els obtained from their entire model spaces, rather than
focusing on the reactive subspace as in Ref. [51].
m2/m1
2
m3/(m1m2)
m4/m2
2
m4/(m1m3)
K4/K2
2
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FIG. 6. Temporal evolution curves for the moment ratios of
the CPCPD and the PCPD; the gray and black lines show the
reference data for the PCPD (gray: L = 300, T = 30, 000,
D = 0.5, and µc = 0.13353; black: L = 300, T = 30, 000,
D = 0.7, and µc = 0.15746). The colorful graphs display
CPCPD results obtained for different system sizes L, simula-
tion time T , and diffusion rates DA and DB that have been
rescaled with respect to the time axis in order to achieve col-
lapse with the reference curves. The dashed vertical lines (a-
f) indicate at what rescaled times t the simulation processes
were terminated: a. L = 1, 000, T = 500, 000, DA = 0.01,
DB = 0.02, µc = 0.03539; b. L = 1, 000, T = 200, 000,
DA = 0.2, DB = 0.22 , µc = 0.08882; c. L = 1, 000,
T = 200, 000, DA = 0.3, DB = 0.33, µc = 0.11054; d. L =
300, T = 90, 000, DA = 0.01, DB = 0.02, µc = 0.03539;
e. L = 300, T = 50, 000, DA = 0.2, DB = 0.22, µc = 0.08882;
f. L = 300, T = 50, 000, DA = 0.3, DB = 0.33, µc = 0.11054.
All simulations were started from a homogeneous configura-
tion with sites occupied by B particles; the results were av-
eraged over 50, 000 independent runs. Owing to the smaller
system sizes L, the accessible simulation durations T were rel-
atively short. The critical points were estimated on systems
with L = 10, 000 and their slight shifts for smaller systems
due to finite-size effectes were omitted.
Figure 6 shows the time evolution tracks of the mo-
ment ratios for both the CPCPD and the PCPD, where
the PCPD curves for system size L = 300 and diffusiv-
ity D = 0.7 as well as the PCPD curves for L = 300
and D = 0.5 have been colored black and gray respec-
tively as references. All other curves corresponding to
different CPCPD systems with different L, simulation
durations T , and diffusion rates were then rescaled with
respect to the time axis, so that they all collapse to the
corresponding PCPD reference graphs for the larger dif-
fusivity D = 0.7. Except for the data for the moment
ratio K4(t)/K2(t)
2 (bottom) which turn out quite noisy,
all other curves display a quite satisfactory collapse. We
note that starting from common initial values, the mo-
ment ratios for two distinct realizations of the same uni-
versality class will of course assume all values between
the initial and eventual universal ones, but need not at all
display identical crossover features. The remarkable com-
plete data collapse we observe in Fig. 6 hence provides
strong numerical evidence that, on the one hand, PCPD
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systems with large enough diffusivities essentially evolve
with the same dynamics; on the other hand, regardless of
system sizes and diffusion rates, the CPCPD displays the
very same stochastic dynamics as the PCPD, albeit with
an overall slower pace, as becomes apparent upon com-
parison of the two models run on lattices with the same
size. We attribute this slower kinetics for the CPCPD to
the required intermediate pair production processes that
occur at a finite rate τ .
Specifically, even the moment ratio data for the
CPCPD with fairly small diffusion rates (DA = 0.01 and
DB = 0.02, c.f. the “a” and “d” lines in Fig. 6) col-
lapse very well with those of the PCPD, hinting that the
CPCPD is less afflicted by the strong corrections to scal-
ing as compared to the PCPD for small diffusivities D
[27]. (The PCPD results with D = 0.1 in fact do not
display good data collapse with the other curves; data
not shown.) It should be noted that the intrinsic slow
crossover features in both the CPCPD and PCPD are
already encoded in the moment ratio curves. Taking the
reference black curves in Fig. 6 as an example, it is ap-
parent that the moment ratios still show no signs of sta-
tionarity even for t ∼ Lz, but their slopes flatten for
increasing t, implying that even if these moment ratios
reach some universal asymptotic values, these would ex-
ceed the results inferred solely from the reactive subspace
data as in Ref. [51]. Nonetheless, given that the moment
ratios for single particles are expected to coincide with
these of particle pairs (consecutive particles) at very large
system sizes [51] and that the moment ratios measured in
Fig. 6 at larger times are clearly very different from the
established values for both the DP and the PC universal-
ity classes [44], we believe it is safe to conclude that the
critical PCPD (and CPCPD) belongs to neither of these
two universality classes.
IV. SUMMARY
In this work, we have introduced a coupled two-species
model (CPCPD) to represent the pair contact process
with diffusion (PCPD). Introducing intermediate pair
production processes effectively “fine-grains” the PCPD
to adequately capture its internal noise induced by the
stochastic nonlinear reactions. Similar species separa-
tions may also be applicable for other higher-order pro-
cesses, such as the triplet-contact process [33, 54]. The
analysis of the associated coupled mean-field rate equa-
tions suggests that, as the PCPD, the CPCPD also dis-
plays algebraic density decays both in the inactive phase
and at criticality. Unlike conventional models where con-
tinuous phase transitions occur when linear “mass” terms
vanish, the CPCPD critical point is driven by the balance
between the density changes of the competing single-
particle and particle-pair species.
Our extensive Monte Carlo simulations demonstrate
that the scaling properties of the CPCPD are fully con-
sistent with those of the PCPD. In the inactive phase,
both models are governed by the power laws of the pure
diffusion-limited pair annihilation process. At critical-
ity, the decay exponents of the two models agree with
each other in one, two, and three dimensions, with the
mean-field exponents recovered in dimensions d > 2, in-
dicating that the upper critical dimension of the CPCPD
and PCPD is dc = 2. Due to a superposition of the as
yet unknown logarithmic fluctuation corrections at dc,
as well as the sizeable intrinsic corrections to scaling in
these models, the effective critical decay exponents for
the single-particle densities of both models show devia-
tions from the mean-field value 1/2 in two dimensions.
The power law decay for the pair or consecutive pair
order parameters may also be affected by these various
scaling corrections at the critical dimension, but our data
indicate that these deviations are much weaker for the
pair observables. This allows us to draw more consistent
conclusions for our two- and three-dimensional simula-
tions and their comparison with the mean-field predic-
tions than in Ref. [20].
To properly interpret the seed simulation data, we ar-
gue that two distinct pair-connectedness functions should
be considered, and therefore also two sets of seed simula-
tion exponents for each order parameter must be intro-
duced. In this manner, the conceptual difficulty residing
in the original PCPD concerning seed simulations is re-
solved in a natural way. Owing to its formulation in
terms of two particle species, the CPCPD inevitably in-
volves several length and associated time scales describ-
ing the correlations between the species. We propose
that the corrections to scaling in both the CPCPD and
PCPD can be ascribed to the competition between these
length and/or time scales. Positing that in the asymp-
totic large-scale and long-time regime, one of these scales
will become dominant, scaling analysis leads to hyper-
scaling relations for the two sets of seed simulation ex-
ponents; moreover, the system is ultimately governed by
the dynamical exponent za for the particle pairs. As for
the detailed mechanism of how these multiple length and
time scales may drive corrections to scaling, we advo-
cate for further quantitative studies on the two involved
pair-connectedness functions and the (cross-)correlation
lengths / times of the CPCPD.
We have found that after straightforward time rescal-
ing, the moment ratios for the CPCPD pair particles co-
incide with those of consecutive pairs in the PCPD in
their full temporal crossover behavior. Hence we con-
clude that the dynamical behavior of both models is es-
sentially identical, only that the CPCPD evolves with a
slower kinetics. Consequently we interpret the CPCPD
and PCPD to be truly equivalent, not merely with re-
spect to their asymptotic universal scaling properties,
but throughout their time evolution. Finally, we point
out that the asymptotic values of the moment ratios of
the (C)PCPD appear to differ markedly from those of
the DP and the PC universality classes [44]. Since the
possibility that the PCPD belongs to the PC equiva-
lence class has long been ruled out [28], we (again) point
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out two major and fundamental distinctions that sepa-
rate the (C)PCPD from the generic directed percolation
university class: First, their upper critical dimensions
are different, dc = 4 for DP, whereas dc = 2 for the
(C)PCPD. Second, the generic DP inactive phase is char-
acterized by exponential decay of the particle density as
well as spatial and temporal correlations; in stark con-
trast, the (C)PCPD inactive phase is governed by the
scale-invarinant power laws of diffusion-limited pair an-
nihilation kinetics. We hope that future field-theoretic
studies may elucidate the precise nature of the critical
properties in the CPCPD and hence PCPD.
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Appendix: Pair-connectedness functions and seed
simulation exponents
The dynamical scaling behavior of conventional one-
species systems starting from non-trivial configurations
can be derived from the pair-connectedness function
Υ(t1, t2; r1, r2; ∆) that probes the causal connection be-
tween two space-time points [5]. It is defined as the prob-
ability of a cluster generated at seeding point (t1, r1) acti-
vates site r2 at time t2. Translational invariance in space
and time allows us to write the pair-connectedness func-
tion as Υ(t, r; τ), where r = |r2 − r1| and t = t2 − t1 ≥
0. In the CPCPD, even though there are two parti-
cle species, a cluster can only be generated from an A
seed; therefore we extend the above definition to in-
clude two pair-connectedness functions, Υaa(t, r; ∆) and
Υab(t, r; ∆), which represent the probabilities of finding
an A or B particle at space-time point (t, r), in a se-
quence of stochastic processes starting from an A seed
located at r = 0 at time t = 0.
Henceforth we follow the derivations in Sec. 4.4.2
and thereafter of Ref. [5] to analyze the ensuing criti-
cal scaling of the two pair-connectedness functions. In
the steady-state limit t → ∞, the pair-connectedness
functions on the one hand depend on the probability
Pinf(∆) ∼ ∆β
′
that the seed at (t = 0, r = 0) generates
an infinite cluster, and on the other hand, the probabil-
ity that the chosen site r belongs to the infinite cluster,
which is just the steady-state density as(∆) or bs(∆),
respectively, whence
lim
t→∞
Υaa(t, r; ∆) = as(∆)Pinf(∆) ∼ ∆
βa+β
′
, (A.1a)
lim
t→∞
Υab(t, r; ∆) = bs(∆)Pinf(∆) ∼ ∆
βb+β
′
. (A.1b)
Therefore the pair-connectedness functions should scale
as
Υaa 7→ λ
βa+β
′
Υaa , (A.2a)
Υab 7→ λ
βb+β
′
Υab , (A.2b)
upon rescaling ∆ → λ∆. The (C)PCPD system in-
volves several length and time scales related to the
(cross-)correlations between identical species or different
species (see the discussion in Sec. III C). When the sys-
tem asymptotically becomes scale-invariant in the limit
t→∞, (only) one of the correlation length (time) scales
dominates the long-distance (-time) features. Without
any prior knowledge about the relative relations of these
length (time) scales, we assume it to be ξX ∼ ∆−νX
(tcX ∼ ∆−zXνX ), where the label “X” is to be deter-
mined later after the meanings of the exponents 2/z˜a and
2/z˜b become clear. Next dimensionless scaling functions
can be constructed with independent arguments t/tcX ,
x/ξX , and ∆. The two pair-connectedness functions then
take the following scaling forms
Υaa(t, r; ∆) ≃ λ
−βa−β
′
Υ˜aa(λ
−zXνX t, λ−νX r;λ∆) , (A.3a)
Υab(t, r; ∆) ≃ λ
−βb−β
′
Υ˜ab(λ
−zXνX t, λ−νX r;λ∆) . (A.3b)
Furthermore, sufficiently close to criticality, the quan-
tities studied in seed simulations follow the scaling forms
Psur(t; ∆) ≃ λ
−δ′zXνX P˜sur(λ
−zXνX t;λ∆) , (A.4a)
Na(t; ∆) ≃ λ
ΘazXνX N˜a(λ
−zXνX t;λ∆) , Nb(t; ∆) ≃ λ
ΘbzXνX N˜b(λ
−zXνX t;λ∆) , (A.4b)
Ra(t; ∆) ≃ λ
νaX R˜a(λ
−zXνX t;λ∆) , Rb(t; ∆) ≃ λ
νbX R˜b(λ
−zXνX t;λ∆) , (A.4c)
where in the last line we have taken caution not to set νaX = νX = νbX , because the dynamical exponents for
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Ra and Rb may be different from each other and zX .
The exponent Θa can be obtained by expressing the
average number of particles Na(t,∆) in terms of the pair-
connectedness function via
Na(t; ∆) =
∫
drΥaa(t, |r|; ∆)
=
∫
drλ−βa−β
′
Υ˜aa(λ
−zXνX t, λ−νX r;λ∆)
≃ λdνX−βa−β
′
∫
drΥ˜ab(λ
−zXνX t, r;λ∆)
≃ λdνX−βa−β
′
N˜a(λ
−zXνX t;λ∆) , (A.5)
where we have inserted Eq. (A.3a) and substituted r →
λνX r in the integral. Comparison with Eq. (A.4b) yields
the hyperscaling relation
d
zX
= Θa +
βa
zXνX
+
β′
zXνX
. (A.6)
Similarly for Θb, by exploiting the pair-connectedness
function Υab and Eq. (A.3b), and comparing the final
expression to Eq. (A.4b), we obtain
d
zX
= Θb +
βb
zXνX
+
β′
zXνX
. (A.7)
The last two terms in Eq. (A.6) and Eq. (A.7) can be
related to other critical exponents. In the active phase,
the ultimate survival probability is just the probability
of being part of the infinite cluster, limt→∞ Psur(t,∆) =
Pinf(∆) ∼ ∆β
′
, which implies
δ′ =
β′
zXνX
. (A.8)
In addition, the densities for the two species obey the
scaling forms
a(t; ∆) ≃ λβa a˜(λ−zXνX ;λ∆) ∼ t−δa , (A.9a)
b(t; ∆) ≃ λβb b˜(λ−zXνX ;λ∆) ∼ t−δb , (A.9b)
which lead to the relations
δa =
βa
zXνX
, δb =
βb
zXνX
. (A.10)
Inserting Eqs. (A.8) and (A.10) into Eqs. (A.6) and (A.7),
we thus arrive at the hyperscaling relations
Θa =
d
zX
− δa − δ
′ , (A.11a)
Θb =
d
zX
− δb − δ
′ . (A.11b)
As the numerical results in one dimension show that δa ≈
δb, it should follow that Θa ≈ Θb, as indeed observed in
the simulation data.
Finally, a straightforward computation yields the ex-
ponents z˜a and z˜b. To obtain z˜a, we express R
2
a as
Ra(t; ∆)
2 = 〈|r|2〉 =
1
Na(t)
∫
drr2Υaa(t, |r|; ∆)
=
1
Na(t)
∫
drr2λ−βa−β
′
Υ˜aa(λ
−zXνX t, λ−νX r;λ∆)
≃
1
Na(t)
λ(d+2)νX−βa−β
′
∫
drr2Υ˜ab(λ
−zXνX t, r;λ∆)
≃ λ2νX R˜a(λ
−zXνX t;λ∆)2 ∼ t2/zX . (A.12)
Together with a similar analysis for Rb(t; ∆)
2, we obtain
the relation
2
z˜a
= zX =
2
z˜b
. (A.13)
Since both the mean-field analysis and the numerical re-
sults in one dimension, yielding Ra(t) > Rb(t), suggest
that the correlations between the A pair particles ulti-
mately dominate the system’s critical properties, we in-
fer that all “X” labels above are to be replaced by “a”,
whence at last
2
z˜a
= za =
2
z˜b
, (A.14a)
Θa =
d
za
− δa − δ
′ , (A.14b)
Θb =
d
za
− δb − δ
′ . (A.14c)
However, in the finite run times accessible to numerical
simulations, both 2/z˜a and 2/z˜b may be affected by cor-
rections to scaling and hence apparently still deviate from
the asymptotic value of za during extended crossover pe-
riods.
If we take into account the subdominant length
scale, say ξY ∼ ∆−νY with νY < νa, the
ratio of the two length scales ∆−νY /∆−νa may
then enter as an irrelevant scaling field κ [55] in
the pair-connected functions so that Υ(t, r; ∆, κ) ≃
λ−βa−β
′
Υ˜(λ−zXνX t, λ−νX r;λ∆, λνY −νaκ). Provided
that the scaling function Υ˜ is analytic with respect to
its fourth argument, proceeding similarly as above, one
obtains corrections to the leading scaling [56]
Ra(t; ∆)
2 ≃ λ2νa(1 + R˜′aκλ
νY −νa)R˜a(λ
−zaνat;λ∆)2
∼ t2/za(1 + R˜′aκt
νY −νa
zaνa ), (A.15)
where the factor R˜′a relates to the integrals of ∂κΥaa.
When the two diverging length scales are close to each
other, νY ≈ νa, the factor in the brackets only crosses
over to 1 after an extremely long time, causing strong
corrections to the measurements for za, such as observed
in, e.g., Ref. [26].
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