In this study the skill of daily rainfall forecasts over various parts of Kenya during the October-December 2015 and October -December 2014 rainfall seasons is assessed. Daily forecasts and rainfall observations from 6 climatic zones were analysed using the combined probability distribution of occurrence and non-occurrence of rainfall. The skill of the forecasts was assessed in two parts: 1) as deterministic binary events; and 2) as probabilistic spatial proportion of rainfall forecasted in a region. The contingency table and other standard verification scores were used to determine the forecasts' skills. The Brier score and other metrics indicated modest to skilful forecasts in both periods while the area under the ROC curve indicated skills of 46.3% -73.6%. The highest forecast skills occurred in the highlands east, central, and west of the Rift Valley regions of Kenya in 2015 season while the lowest skill was indicated in the north-western region of Kenya. In 2014 period most of the semi arid regions exhibited higher forecast skills (>50%) relative to the ENSO season of 2015. For most locations in a given region, there was no evidence that the average forecasts skill was statistically different. This was attributed to the fact that the period under analysis coincided with El-Nino episode which brought about a large scale rainfall generating mechanism that influenced much of the country in 2015. The high skill for drier regions in 2014 may have been due to influence of the no meso-scale synoptic circulation effect during none ENSO years (2014) Overall, the forecast skill is better where rainfall is higher (and with more observation stations) and well distributed in time and space during an El-Nino period but also higher in drier regions during non El-Nino period. Potentially, increased observation network may improve forecast skill in Kenya.
Introduction
Daily rainfall forecasts are important tools that can be used by different users to plan development activities across a range of sectors. Daily rainfall patterns exhibit large variations both in time and space and this characteristic makes rainfall difficult to observe, model and verify. Nevertheless, meteorologists use the available techniques including satellite information to analyze weather and generate and disseminate rainfall forecasts. To have more confidence and establish the value of the forecasts, meteorologists must quantitatively evaluate the skill of the forecasts. Forecasts evaluation is the procedure that is used to examine the error structure or skill of forecasts (Murphy and Winkler, 1987) . The process has the advantage of improving understanding of the forecasting system by providing more information that can answer questions of importance and also give a quantitative measure of the performance of the forecasts (Jolliffe and Stephenson, 2012) . Generally, the skill of weather forecasts can be judged in subjective or relative terms such that one may compare whether one forecast system or method is better than the other and so on. According to Jolliffe and Stephenson (2012) , forecasters may quantify the skill of forecasts in absolute rather than relative terms. Since rainfall is a stochastic parameter with complex characteristics which can have potential impacts on human activities, verification of rainfall forecasts can provide information that may be useful to investors in climate information, decision making and planning for development. The importance of this subject has been highlighted as evidenced by many studies that have sought to develop methods of verifying and monitoring rainfall worldwide (see, for example, Brier, 1950; Potts et al, 1996; Roberts and Lean, 2008) . Some of the quantitative measures that are commonly used to verify the skill of probabilistic rainfall forecasts include the Brier skill score, hit rate or probability of detection, false alarm rates, threat score, relative operating characteristic (ROC), and linear error in probability space (LEPS), among others (e.g. Brier, 1950; Potts et al, 1996) . It is fair to assert therefore that these forecast measures will yield variable estimates of forecast skill which require subjective and skilful interpretations by the forecasters. The main emphasis of the verification approach in this study was to use the combined distribution of observed rainfall and forecasts to investigate a range of measures of accuracy for forecasts produced by the Kenya Meteorological Department (KMD). One of the major challenges encountered was that most of the forecasts generated by KMD are in qualitative form and therefore require to be transformed into quantitative data. In addition, there are no comprehensive techniques being used to assess forecast skill at the KMD but rather basic comparisons of the observed versus the long term climatological means. The main objective of this study was to quantitatively evaluate the performance of daily rainfall forecasts during the October -December 2015 season and compare this October -December 2014 season in Kenya. To achieve this objective, the skill of daily rainfall forecasts over Kenya during the October to December 2015 and 2014 rainy seasons was computed using the contingency table and other verification metrics. Thereafter the level of statistical significance and spatial variability of skill of the daily rainfall forecasts over Kenya during these seasons were evaluated.
Current approaches and advancements in forecasting
Several techniques have been used in climate and weather forecasting around the globe. Most of the forecasting techniques are data-driven and used to model the relationships between climate factors like rainfall and sea surface temperature at different temporal scales and lead times. Forecasting has developed since the early 20 th century from selforganising maps to predictions of weather using mathematical equations that describe the physical laws of motion of air (Shukla, 1998) for both statistical and dynamical models. The most common forecasting approach has been the use of multiple linear regressions (MLR) and coupled general circulation models (CGCM) particularly in seasonal forecasting of rainfall (Owen and Ward, 1989; McGuffie and Henderson-Sellers, 2001; Gordon et al, 2002) . In Kenya, the MLR based forecasts have been used although their capability are still not well known as there have been limited evaluations of the forecasts (Ogallo et al, 2008) . Similarly, the potential value of GCMs over East Africa are generally low and almost depicting climatology (~50%) (Hansen and Indeje, 2004; Hansen et al, 2009 ). In the last 15 years Numerical Weather Prediction (NWP) has been used in Kenya to improve the skill of both short term and medium term weather forecasts. Few studies that have evaluated numerical predictions of rainfall in Kenya suggest that they underestimate enhanced precipitation while overestimating light precipitation (Gitutu et al, 2005; Sagero et al, 2016 ) but on operational basis NWP is critical in the predictions of extreme weather and early warnings in Kenya. Towards improving the skill and accuracy of weather forecasts the use of dynamical models have been advanced (Elliot et al, 2005) . In the recent past artificial neural networks (ANN) have also made some contributions to climate forecasting (Abbot and Marohasy, 2012 ) among other innovations.
Need for Forecast Verification
Often, the question of accuracy of climate forecasts may be asked due to the importance and impact of weather on many sectors of the economy. There is often need for answers on whether the forecast is correct, wrong, reliable and so on. To assess the reliability and credibility of the forecast there is need for verification is on their performance (Blancq and Johnson, 2000) . A search of the literature and the Kenya Meteorological Department Website reveal numerous sets of information on forecasts however there is very scanty information on the accuracy of the forecasts produced. Although evaluation of forecast accuracy forms an important aspect of the forecaster's job, this has not been properly incorporated in the operations of most National Meteorological and Hydrological Services (NMHS) in sub-Saharan Africa as evidenced by a lack of sufficient information and formal systems in this regard. Due to the complex nature of weather patterns and their impacts on daily lives, it is important that users of climate forecasts have some level of certainty with regard to the reliability and accuracy of the forecasts produced by meteorologists. This can contribute significantly to improved confidence of users and increased investment in climate forecasting.
Advances in Weather Forecast Verification Approaches
Several research studies on verification of weather forecasts have been carried out globally (Colle et al, 1999; Ebert et al, 2003; Davis et al, 2006; Sloughter et al, 2007) . Forecast verification involves a wide range of formulations and measures which are used to quantify the skill of forecasts (Brier, 1950; Epstein, 1969; Barnston, 1992; Shabbar and Barnston, 1996; Jolliffe and Stephenson, 2012; De Haan et al, 2014) . A detailed description of most of the quantitative measures used to verify forecasts can be found in Jolliffe and Stephenson (2012) . In general, there is no singular approach that can be purported to be better than the other but rather each of these methods has both strengths and weaknesses. For example, the calculation of the Brier skill scores (BSS), the ROC and economic value diagrams have been reported to underestimate the skill of probabilistic forecasts (Hamill and Juras, 2005) . On the other hand however, the BSS metric has been found to provide better skill for multiple ensemble models than individual-model ensembles for short term forecasts (Yamaguchi et al, 2015) . In some instances, studies show that there has been improvement in forecast accuracy and particularly for the 1-day -a few days range forecasts (Olson et al, 1995; Mesinger, 1996) . Olson et al (1995) for example shows that the Threat Score (TS) for 24-60 hours rainfall forecast was about 0.07 in the 1960's but had nearly doubled by the 1990's (TS=1, indicates perfect forecast). Interpretability and assumptions on the nature of the forecasts can also give different meanings to the skill. According to Hamill and Juras (2005) if the BSS of the reference climatological forecast considers that the probability of the climate event (e.g. precipitation, temperature) is similar for all the forecasts sample when this is not the case, the wrong skill can be reported whereas when using the ROC, a false skill can be recorded if the contingency table being used consists of many samples of different climate types. While a myriad methods of verifying forecasts exists, cross-validation has been one of the most commonly used approaches of assessing the skill of regression based forecasts and dynamical forecasts (Shabbar and Barnston, 1996) . For example, Davies et al (2006) evaluated the rainfall forecasts produced from a numerical weather prediction model covering much of the United States and compared this with observed rainfall from averaged NCEP output. They found that while the model predicted large areas with rainfall, it tended to underestimate the daily rainfall for individual regions. It has also been reported that the skill of forecasts based on rainfall observations tend to be higher at shorter averaged times and decline with increasing and longer averaging times (Boer et al, 2013) . Verification of forecasts has advanced from skill of single-probabilistic or deterministic forecasts to multiple models commonly known as ensembles. The latter involves combining different models to form one ensemble which tends to improve forecast reliability and accuracy (Hagedorn et al, 2005; Langford and Hendon, 2011) .
For example, Stefanova and Krishnamurti (2001) noted that using the super ensemble method significantly reduced the root mean square errors for deterministic forecasts and produced improved skill for probabilistic ones when compared to climatology. In addition, modifying the standard verification measures through downscaling of global or regional models, generated better skill and more information on the performance of forecasts (e.g. De Haan et al, 2014) . Across Africa, there are limited studies on verification of forecasts and these are mostly based on seasonal or longer lead times such as over southern and eastern Africa (Landman et al, 2001; Landman et al, 2012; Hirt et al, 2013) . These studies indicate skills of average scores over this region. Specifically, in Kenya and the East Africa region in general, the skill of forecasts developed by the Meteorological Services and other agencies is unclear probably due to a lack of formal verification procedures. Existing information suggests that the skill of Global Circulation Model (GCM) based seasonal forecasts in the horn of Africa region is considerably low at <55% (Hansen and Indeje, 2004) while those that rely on satellite based estimates show similar skills over the eastern Africa region (Hirt et al, 2013) . However, a recent evaluation of the European Centre for MediumRange Weather Forecast (ECMWF) system-4 for seasonal forecasts during the 1981-2010 period over the East Africa region indicated that the skill of the upper and lower than normal forecasts of rainfall was 20% -80% better than climatology at 0 -3 months lead times, while those for near surface temperature were 40% -100% skilful at shorter lead times (Ogutu, 2015) . The forecasts had better skill for the October -December season compared to that of the March -May, and June -September Seasons. These results however have not been verified against the actual forecasts developed by the KMD and the larger East Africa region. Due to climate variability and climate change impacts in the tropics, it is critical to verify the quality of forecasts since they can serve many useful purposes ranging from improvement of forecasts quality, forecasting procedures used or providing relevant information about the forecasts skills to users of the information. This study aims at evaluating the quality of daily rainfall forecasts produced by the Kenya Meteorological Department for the October -December 2015 rainfall season and hence contribute to this important area of research.
Area of Study
Region I is influenced by the monsoonal regime and includes areas in both central Kenya and the highlands east of the Rift Valley. It has a large seasonal cycle with a bimodal rainfall distribution (like most of the country: March-May (MAM) or "long rains season" and October -December (OND) or "short rains season", due to the double passage of the ITCZ whose mechanism is mostly cumulonimbus convection. (Camberlin et al, 2001) .
It is cooler compared to other regions in the country due to its fairly higher altitude, and its rainfall is fairly reliable, which suggests that rainfall may be reliably forecasted in this region. While most parts of the country have a bimodal rainfall distribution pattern a good chunk of Region II receives rainfall throughout the year due to the influence of the Congo air-mass and the Lake Victoria circulation (Nicholson, 1996) . Region III and Region IV are generally arid to semi-arid with average annual rainfall ranging from ~200 -500mm (± 88mm) (Luseno et al, 2003) . Region V lies south of the equator is largely arid to semiarid and dry in most of the year (Speranza et al, 2008) .
It is characterised by relatively high temperatures. Rainfall is bimodal and averages about 300mm or less per annum (Onwonga et al, 2010) . Region VI has a temperate and semi-humid climate and forms the coastal strip of Kenya. Its climate is influenced by the land -sea breeze effect due to its proximity to the Indian Ocean. While most of the country experiences rainfall in March -May and OctoberDecember seasons, Region VI receives substantial rainfall in June-September season and a little out of season rains in January-February (Camberlin et al, 2009 ).
Data and Methodology
Daily real-time 24-hour rainfall forecasts from 1 st of October to 31 st December of 2015 and 2014 respectively were obtained from the Public Weather Service Branch of the Kenya Meteorological Department (KMD). Observed daily rainfall data sets for the same period were also obtained from KMD. These forecasts and data series were for six climatic zones which are described in the next section. The October -December 2015 period was selected because it coincided with the last El Nino period which is normally expected to produce enhanced precipitation than usual and contributes to a general improvement of food security, water and pasture situation in the country, while the OctoberDecember 2014 period represented a non El Nino period in which less or normal rains were observed. In addition, the 2 contrasting periods were selected to find which provides a better skill over Kenya.
Methodology

Verification of Forecasts
The verification approach used was based on a combined distribution of forecasts and observations similar to Murphy et al (1987) . Firstly, the daily forecasts were evaluated based on forecast or nonforecast of rainfall (variable g) against observation of rainy day (≥ 0.1 mm per day) or no-observation of rainfall (variable y) expressed as:
Secondly, the performance of the forecasts was assessed based on the probability/proportion of rainfall occurring in a given region. This method employs the decision-theory approach to verify probability forecasts of a continuous variable by converting series of probability thresholds to probability forecasts of a binary event by specifying exceedances above or below a threshold for the continuous variable. A forecast of no rainfall in a region in 24 hours represented 0% chance of rainfall occurrence. Rainfall forecast of few places represented 33% chance/proportion of the region of rainfall occurrence, forecast of several places represented 66.6% proportion of region with rainfall occurrence, while a probability of > 66.6% represented chance of occurrence of rainfall over most areas.
Evaluation of Forecast Accuracy
To use equation (1.1) and (1.2), a time series of the daily forecast reports was generated for each region for the entire period (October -December) for both years. For example, if rain was forecasted, it was classified as 1, otherwise, 0. Similarly, if rainfall was observed it was defined as 1 and 0 when it was not observed. The two data sets were analysed jointly (joint probability distribution) as deterministic binary forecasts using both a contingency table and other verification measures such as hit rate (H), False alarm rate (F) and percent correct (PC). Since a single forecast was given over each region which comprises of a number of representative stations, the same forecast was used to verify each of the stations' observations in that region. To estimate the forecast skill for each region, the average of the skill scores across all the stations within that region was used. To evaluate the skill of each of the binary forecasts, several verification scores were used and are described in more details later.
A 2 x 2 contingency table was created using the information in Table 1 .1.such that: (a) represents a Hit (Forecast = 1, Observed = 1), (b) False Alarm (Forecast = 1, Observed = 0), (c) Miss (Forecast = 0, Observed = 1), and (d) Correct rejections (Forecast = 0, Observed = 0) when the contingency table uses a two-category/binary forecast of observed rainfall (1) / no observed rainfall (0). As such the combined distribution of the two variables (g and y) was given in terms of a 2 x 2 contingency table with 4 relative frequencies defined in Eqns.
(1.1) and (1.2). 
Measures of Forecast Skill
The Hit is a forecasted event which is later observed to occur. The Hit Rate (H) which is also defined as the probability of detection (POD) is the fraction or the estimated frequency of observations of an event (rain, etc) that were correctly forecast. In other words, it is an event that is forecast to occur assuming that the observed event has occurred. The H score ranges from 0 (for unskilful forecast) to 1 (the highest skill forecast) for correct forecast of an event. However, the hit rate depends on the highest number of hits and lowest number of false alarms which may not always be achievable and therefore will require to be used alongside other measures of forecast skill. On the other hand the False Alarm Rate (F) or probability of false detection is the proportion of non-observations of an event that were not correctly forecast where a score of 0 indicates a skilful forecast and a score of 1 indicates a poor forecast. From the contingency table (1.1), the Hit rate and the False Alarm Rate respectively can be estimated as;
The Proportion Correct (PC) on the other hand represents the proportion (%) of correct forecasts in given forecast samples (n). It is a measure that can directly examine the quality of non-probabilistic forecasts for discrete events and penalizes forecast errors (false alarms and misses) (Wilks, 2011) . For a perfect skill PC=1 and a poor skill score equals to 0. The PC is formulated as:
The Heidke skill score (HSS) is a measure of categorical forecast quality based on or similar to Percentage correct (PC) but different in that it assumes forecasts that are correct by chance (Jolliffe and Stephenson, 2012) . It has been argued that HSS can be much easier to interpret if the scale of categorical errors were taken into account in the scoring formula. The HSS score ranges from 1 (standardized number of correct hits and rejections) for perfect skill and zero 0 for no skill. The HSS is given as:
Where, PC E is PC for forecasts that are random.
The False Alarm Ratio (FAR) which can be calculated using equation 1.7 is the estimated proportion of non-occurrences of false alarm given that the occurrence of an event was forecast. In other words, FAR is the proportion of forecasts of an event that were not followed by an actual occurrence of the event. It is also sometimes referred to as probability of false detection, (POFD) and should be differentiated from False Alarm Rate (F) in equation 1.4 (proportion of non occurrence events that were forecast as occurrences).
The Brier Score (BS) evaluates the degree of forecast errors and is given as 0 for perfect score or forecast and 1 for poor or no skill forecast and can be estimated from past forecasts using equation 1.8. The BS can be broken into the sum of three components related to resolution, reliability and uncertainty of observations. For probability forecasts, Mean Square Error score (MSE) which is the sum of uncertainty, resolution and reliability is sometimes equated to the brier score. A detailed derivation of the 3 components and relationship with BS can be found in Jolliffe and Stephenson (2012) .
Where, n is sample size of forecasts over which the evaluation is performed, k is each (k th ) forecast evaluation, k p is the forecast probability of occurrence of the event and x k is the score of 1 or 0 depending on if the rainfall/no rainfall event occurred or not. A Brier score of 0 indicates a perfect deterministic forecast and 1 a poor forecast.
For a perfect forecast system 0
for all values of k Bias which is also known as overall bias, systematic bias or unconditional bias measures the differences between the central location of the forecasts and the observations. It is thus an average distance or error between forecasts and observations. In ensemble forecasts unbalanced distribution is usually a sign of bias in the mean of the forecasts. The bias can be calculated using the Mean error which is the difference between means of the forecasts and observations and given by;
For binary categorical forecasts bias can also be calculated from the contingency table as follows; Or in terms of the hit rate (H) and false alarm rate (F)
The maximum value of ORSS (+1) is achieved when H=1 and F=0 which corresponds to the upper left corner of the ROC unit square (see description below) while the minimum (-1) is obtained when H=0 and F=1 representing the lower right corner of the ROC unit square. Therefore the value of unskilful forecast which is equivalent to a random forecast has ORSS=0 (H=F).
The Relative (or receiver) Operating Characteristic (ROC) curve, a development of the signal detection theory, can be used to evaluate the performance of continuous sets of deterministic binary forecasts (Mason and Graham, 2002) . This method is useful in the verification of continuous deterministic probability forecasts for all probability thresholds ranging from 0 to 1 and here is used to analyse the skill of the forecasted terciles (probabilities) for each region. The ROC diagram can be obtained by plotting the hit rate (H) against the false alarm rate (F) where the area under the curve away from the diagonal line through (0, 0) can be used to indicate the skill of the forecasts. For a best or near perfect forecast, the ROC curve must be on or close to the point (0, 1). The reliability plot can also be used to evaluate whether forecasts are reliable. In general, a set of forecasts to be fully reliable must also be equal to the observations given that the forecasts remain conditionally unbiased for all forecast values. A measure of reliability can be given by The Critical Success Index (CSI) also known as the Threat Score (TS) is defined as;
Where, s is the base rate (sample climate) or estimated unconditional marginal probability of occurrence of the observed event. In other words this skill is largely due to the observed occurrences rather than the forecast occurrences. For a perfect skill, CSI has maximum value of 1 equivalent to H = 1 and F = 0). Conversely, CSI = 0 for unskilful forecast which occur when H=0.
In general, whereas all the forecast measures described have some strengths, studies also indicate they have certain weaknesses and it is therefore recommended that several scores should used in order to get a clearer picture of the relative value of forecasts.
In this study, all the forecast measures were calculated using the verification package in R (NCAR -Research Application Program, 2012). Readers are referred to Jolliffe and Stephenson (2012) for detailed descriptions of all the verification measures. One sample t-test was used to evaluate statistical differences in the level of forecast skills between stations in each region for both periods. Figure 2 shows the level of skill of rainfall forecasts for stations in Region I using various verification scores. The bar-plots of the POD, F and ORSS which are threshold-dependent (0 -1) indicate higher values ~1 for most of the stations in OND 2015 (Figure 2a ). With the exception of the JKIA, the forecasts indicate higher biases (>1.5) in all the stations. The hit rate (POD) values suggest highly skillful forecasts for this region but with a contrasting high number of false alarm (F~1), which basically compromises the overall skill of the forecasts. Comparing these results, the forecast scores for OND 2014 indicate slightly lower biases for most of the stations although the frequency of hit rates were lower and false alarms higher compared to those for OND 2015 (Table 1. 2). This suggests that the forecasts for the later season were better than those for OND 2014. According to Jolliffe and Stephenson (2012) , the hit rate depends on the largest number of hits and lowest number of false alarms which is often hard to achieve. Despite the higher values for POD, the PC scores are relatively average (0.39 -0.61) and the degree of error (BS) values is substantially greater than zero (0.35-0.55) in OND 2015 compared to those for OND 2014 which were lower this region, which generally indicates a modest level of skill of the forecasts in 2015 season. For a perfect forecast, the BS is given as 0. OND period compared to OND 2014 period. These results are better than those reported elsewhere although they also conform with those for precipitation forecasts over some parts of Canada (Shabbar and Barnston, 1996) . show that the forecasts in this region have modest to high skill compared to 2014. While the ORSS score in all the stations in both periods has a value of -1 which is the minimum value for ORSS suggesting a poor skill, the high frequency of hits compared to the false alarms highlight skilful forecasts in both periods. For example, Table 1 .3 shows that the frequencies of false alarms (c) in the contingency table were 0 in all the stations in both periods which indicate skill in the forecasts in both periods. According to Jolliffe and Stephenson (2012) whenever either b or c is equal to 0, ORSS equals 1, meaning perfect skill. In contrast to the other scores, the PSS and HSS values are low (0), suggesting poor skill of the forecasts. Overall, the ROC affirms that skill of daily rainfall forecasts for this region was about 73.3% in OND 2015 compared to 67.1% in OND 2014 (Figure 8a and 8b, Table 1.8). 
Results and Discussion
Skill of Rainfall Forecasts Based on Binary Categorical Events
a)
The t-test results revealed that for most scores in 2015 there was no evidence of differences in the means (p<0.05) apart from 3 scores which indicated differences in their means (p>0.05) (Table 1.9). In contrast and in the 2014 period, the forecasts scores indicated no differences in all the locations (p=0.000) which might be the reason why the forecasts skill was higher compared to skill in 2015 period. For most semi arid regions, the rainfall distribution is highly skewed with many zeros and few discrete heavy rainfall events (e.g. during El Nino periods) which probably increases the challenge to adequately forecast rainfall.
(a) (b) Compared to Regions III and IV, the level of skills of the 2015 and 2014 forecasts in Region V are considerably higher (Figure 6 ). While the POD and PC values indicate skill (>0.5), the rainfall forecasts in this region are characterized by poor HSS and PSS scores and substantially large biases in OND 2015 compared to those for OND 2014. Even so, the FAR, which is the proportion of nonoccurrences of false alarms suggests values of fairly good forecast skill (FAR<0.5) in this region in 2015 compared to 2014. In conformity with the scores above, the area under the ROC curve for this region is statistically significant (p<0.0005) and indicates that the rainfall forecasts have a skill of 70% in 2015 and 75.6% in 2014 (Table 1. 8) . Whereas this region is largely semi-arid, the high level of forecast skill in 2014 might be due to the slightly higher frequency of correct rejections relative to those of 2015 period (Table 1 .6) and also the good predictability of the rainfall bearing systems over this region during OND season as compared to other regions with similar climates (e.g. Region III and Region IV). The levels of skill for the deterministic precipitation forecasts in Region VI are fairly good and almost identical in both years ( Figure 7) . 
Conclusions and Recommendations
The use of the contingency table and a number of forecast measures has demonstrated that the skill of daily rainfall forecasts in Kenya can vary between years and seasons with reasonable accuracy. Forecast scores within each of the 6 regions across the study area varied between the two contrasting OctoberDecember seasons of 2015 and 2014 with the highest values occurring in the highlands east of the Rift Valley; and west of the Rift Valley and the lowest values in the north western region (Lodwar) in 2015 and contrasting higher skill in the drier regions of the country in 2014. Accordingly, in 2015 the area under the ROC diagrams gave the highest skill in the central highlands and Nairobi area (Region I) followed by the highlands west of the Rift Valley and the Lake Basin region (Region II) and the south eastern low land areas (Region V) while the lowest skill was in the north western region (Region III). In 2014 however, the higher forecast skills were in Regions III, Region IV and Region V compared to the 2015 period. Overall, the forecast skill is better where rainfall is higher and well distributed in time and space e.g. Region I and Region II for the ENSO period (2015) and both high and low rainfall regions in Kenya in none ENSO period (2014). The t-test gave no indication of evidence that the forecasts scores in most of the stations (apart from Region IV and Region VI) are statistically different (p<0.005) meaning that the skills of forecasts at the station reflect the overall skill in a region. There is potential for improvement of forecast skills in Kenya if data from the unmanned observation stations such as Automated Weather Stations and derived satellite rainfall data are used to complement existing rainfall observation data in the computation of forecast skills. This means there may be need to increase the observation network across the country especially where the WMO standards have not been met. It is further recommended that development of verification schemes of daily rainfall forecasts at finer temporal and spatial scales be carried out in order to improve specific user-sectors understanding and appreciation of the value of these forecasts in the country and the counties. Further this study recommends that the findings of this study be used as a basis for development of an automated system of communicating levels of forecast skill in the country.
