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Abstrakt 
Cílem této práce bylo sestavit program pro nalezení objektu v obraze, jeho segmentaci a 
stanovení podobnosti s jiným objektem. Objekty zde reprezentují osobní automobily. 
V teoretické části je popsáno pořízením obrazu, možnosti jeho předzpracování, 
geometrické transformace a Houghova transformace. Dále jsou uvedeny také základní 
morfologické operace, algoritmy pro detekci významných bodů v obraze a metody 
stanovení míry podobnosti. Praktická část, se pak zabývá způsobem realizace 
jednotlivých segmentů, od pořízení snímků, přes rozbor hlavního programu a popis 
pomocných funkcí až po vyhodnocení výsledků stanovení podobnosti. Hlavní program 
je rozdělen do čtyř částí. V první je obraz předzpracován, ve druhé jsou na něj 
aplikovány geometrické transformace a ve třetí se stanoví podobnost objektů. Poslední 
část obsahuje zobrazení výsledků.  Algoritmus je realizován v C++ s využitím knihovny 
OpenCV  a prezentován formou konzolové aplikace. 
 
 
Klíčová slova 
Model pozadí, Houghova transformace, afinní transformace, perspektivní transformace, 
detektor významných bodů, stanovení podobnosti objektů. 
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Abstract 
The aim of this thesis was to make a program for object finding, object segmentation 
and similarity object detection in the image. Object are representing by cars. 
Description of image making, image preprocessing, geometrical transform and Hough 
transform was written in the theoretical part of the thesis. Also basic morphological 
operations, corner detection algorithms and methods of object similarity detection were 
described in this part. The practical part of the thesis focus to realization of single 
segments from how to make image, through main program analysis and auxiliary 
functions to similarity results evaluation. Main program is devided to four parts. The 
program is preprocessed in the first part. The geometrical transforms are used in the 
second part and the object similarity is detected in the third part. The last part shows the 
results. The algorithm is realized in C++ language using the OpenCV library. 
 
 
Keywords 
Background model, Hough transform, affine transform, perspective transform, corner 
detector, similarity object detection 
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1 ÚVOD 
Cílem této práce je seznámení se s metodami zpracování obrazu a stanovení 
podobnosti objektu. Na základě těchto poznatků bude provedena praktická aplikace.  
Možností, kde bychom mohli aplikovat rozpoznání objektu a stanovení jeho 
podobnosti s objektem jiným, je poměrně hodně. Já jsem pro realizaci zvolil jako objekt 
automobil. Půjde tedy o stanovení podobnosti dvou automobilů zachycených na 
snímcích s rozdílným pozadím z čelního pohledu. Z praktického hlediska se nabízí 
využití například pro automatické vjezdové a výjezdové systémy použitelné na 
parkovištích, v parkovacích domech nebo pro kontrolu pohybu vozidel v areálech firem 
či podniků. Stávající systémy pracují většinou na základě rozpoznáváni registrační 
značky vozidla v kombinaci s použitím čipové karty. U jednotlivých firem se pak 
systémy liší obvykle pouze v detailech. Parkovací systémy mají v nabídce firmy např. 
Camea, Consymea, AŽD Praha, Aktion ID Systems, Alimex nebo Nitta Systems.  
 
2 TEORETICKÁ ČÁST 
Vědní obor zabývající se zpracováním obrazové informace a její interpretací se 
nazývá Počítačové vidění. Obecně lze zpracování obrazové informace popsat řetězcem, 
který lze vidět na Obrázek 1. V této kapitole budou postupně některé z těchto kroků 
podrobněji popsány. 
 
Obrázek 1 Zpracování obrazové informace [3] 
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2.1 Pořízení obrazu 
Pořízení kvalitního obrazu, ať už myšleno statických snímků či videa, je 
klíčovou částí pro jakékoliv další zpracování obrazové informace. Kvalitní snímky 
mohou totiž podstatně usnadnit cestu k dosažení dobrých výsledků. Většina obrazových 
senzorů měří množství světelné energie dopadající na jednotlivé pixely. Tím je 
ovlivněna intenzita (jas) pixelů, která závisí na tvarech objektu, odrazivých vlastnostech 
jeho povrchu, poloze pozorovatele a poloze a typu světelných zdrojů, jak uvádí [1], 
který se touto problematikou dále zabývá. Použitím osvětlení scény navrženého právě 
pro danou úlohu s cílem co nejlépe odlišit objekty od pozadí lze úlohu zjednodušit.  
 
2.2 Barevné modely 
2.2.1 RGB model 
Model, jehož základ je tvořen třemi barvami, červenou (Red), zelenou (Green) a 
modrou (Blue), viz Obrázek 2. Danou barvu lze vyjádřit trojicí (barevným vektorem), 
přičemž jednotlivé složky mohou nabývat hodnot 0 až 1 nebo v celočíselném rozsahu 0 
až 256.  
 
Obrázek 2 RGB model [2] 
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2.2.2 HSV model 
Třemi základními parametry tohoto modelu jsou barevný tón (Hue), sytost 
(Saturation) a jasová hodnota (Value), viz Obrázek 3. Souřadnice S a V mohou nabývat 
hodnot 0 až 1 a souřadnice H reprezentuje úhel 0° až 360°.  
 
Obrázek 3 HSV model [2] 
 
2.3 Předzpracování  
Cílem předzpracování je potlačení šumu, odstranění zkreslení, potlačení či 
zvýraznění rysů a hran obrazu. Konkrétní metody předzpracování je nutné zvolit vždy 
podle toho, co chceme z obrazu získat.  
2.3.1 Transformace jasové stupnice 
Tuto transformaci lze provádět jak u monochromatických obrazů (obvykle 256 
jasových úrovní), tak i u barevných obrazů. 
Pro monochromatický obraz se vytvoří vyhledávací tabulka o 256 prvcích, 
z nichž každý reprezentuje jednu hodnotu jasové úrovně. Celý obraz je následně 
prohledáván a prvky v tabulce jsou inkrementovány dle četnosti výskytu jednotlivých 
jasových úrovní v obraze. Výsledek bývá zobrazen jako tzv. histogram. K zvýšení 
kontrastu se používá ekvalizace (vyrovnání) histogramu. Jednotlivé jasové úrovně mají 
po ekvalizaci přibližně stejnou četnost. 
Pro barevný obraz je vytvořena vyhledávací tabulka pro každou ze tří barevných 
složek R, G, B. Hodnoty obrazové funkce jsou potom reprezentovány jako indexy do 
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vyhledávací tabulky a proto zobrazeny barevně. Takové vyhledávací tabulky jsou 
potom nazývány paleta. Vztahy pro ekvalizaci histogramu a podrobnější popisuje [1]. 
 
2.3.2 Filtrace a lokální vyhlazování obrazu 
Účelem lokálního vyhlazování je potlačení šumu a jiných náhlých změn 
v obraze. Nejsnadnější je vyhlazování náhodného šumu, když máme k dispozici více 
obrazů stejné předlohy. Hodnoty pixelů o stejných souřadnicích pak zprůměrujeme. 
Pokud máme jen jediný obraz, hodnotu jasu daného pixelu můžeme určit na 
základě jasových hodnot v jeho vybraném okolí a to buď přiřazením hodnoty jasu, která 
je pro jeho okolí typická nebo jako lineární kombinaci hodnot v jeho okolí, které se pro 
digitální snímky vyjádří jako diskrétní konvoluce. Ta je vyjádřena rovnicí (1) 
využívající konvoluční masku h, vstupní obraz f(x,y) a výstupní obraz g(x,y). 
Uvažováno je okolí bodu O. Příklady možných konvolučních masek jsou uvedený níže. 
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Obrázek 4 Příklady konvolučních masek 
Nevýhodou při použití této metody je rozmazávání hran v obraze. Další možnosti 
filtrace a vyhlazování uvádí [1]. 
 
2.3.3 Detekce hran 
Hrana, je v obraze určena náhlou změnou obrazové funkce f(x,y). 
K matematickému popisu se využívají parciální derivace. Změnu funkce lze vyjádřit 
pomocí gradientu  , respektive modulu gradientu ),( yxf  a směr gradientu  , které 
jsou dány rovnicí (2).
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V případě, že chceme hledat hrany bez ohledu na jejich směr, lze použít Laplaceův 
operátor - Laplacián 2
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V digitalizovaném obraze aproximujeme parciální derivace diferencemi, jak uvádí 
následující rovnice. 
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Gradientní operátory udávající strmost obrazové funkce můžeme rozdělit do tří 
kategorií: 
1. Operátory aproximující derivace pomocí diferencí 
2. Operátory založené na hledání hran v místech, kde druhá derivace 
prochází nulou (např. Cannyho operátor). 
3. Operátory snažící se lokálně aproximovat obrazovou funkci poměrně 
jednoduchým parametrickým modelem (např. polynomem). 
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Robinsonův operátor  Kirschův operátor 
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Obrázek 5 Konvoluční masky aproximující derivace obrazové funkce 
Laplaceův operátor je nezávislý na natočení, zatímco ostatní masky uvedených 
operátorů na natočení závisí a každou z nich je tedy možné použit v jedné z osmi 
možných variant, které získáme rotováním masky kolem středu.  
Dalším často používaným je Cannyho hranový detektor, který určuje pozici 
hrany na základě nalezení lokálního maxima konvoluce obrázku f s operátorem G ve 
směru n, jak popisuje následující rovnice.  
0*2
2


 fG
n         
(5) 
Detailnější informace o problematice detekce hran lze nalézt v [6]. 
 
2.3.4 Segmentace 
Cílem segmentace je rozčlenění obrazu na části, které jsou objektem zájmu a na 
části, které nás nezajímají, tedy pozadí. Často tím dosáhneme také redukce dat určených 
k dalšímu zpracování. Problémem bývá často nejednoznačnost obrazových dat a 
informační šum. Segmentace může být kompletní, kdy segmenty korespondují 
s jednotlivými objekty, nebo částečná, kdy segmenty nemusí přímo odpovídat 
objektům.  
 
2.3.4.1 Segmentace prahováním 
Lze aplikovat, pokud mají objekty konstantní barvu a jas svého povrchu a pozadí 
má rozdílné vlastnosti. Vstupní obraz je transformován na binární výstupní s daným 
prahem. Práh může být také proměnný nebo vícenásobný a k jeho určení se využívá 
histogramu, jehož popis zle nalézt v [3]. 
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2.3.4.2 Segmentace na základě hran 
Hrany jsou nalezeny aplikací některého z již zmiňovaných hranových operátorů 
nebo na základě přibližných znalostí objektů.  
Segmentaci hran lze provádět sledování hranice, kdy je využito metody 
prohledávání grafů. Jednotlivé hrany jsou spojovány do řetězců popisujících hranici 
daného objektu.  
Při určování hranice, kdy známe počáteční a koncové body hranice, je možné 
využít Houghovy transformace, která řeší problémy zkosení a natočení, jak uvádí [3]. 
 
2.3.4.3 Segmentace objektů pomocí modelu pozadí vytvořeného průměrováním 
Metoda je založena na vytvoření modelu pozadí, kdy máme k dispozici snímky 
dané scény bez objektu a s objektem. S rostoucím počtem snímků scény roste přesnost 
modelu, ale zvyšuje se výpočetní náročnost jeho zpracování. Sečtením všech snímků 
scény bez objektu a vydělením počtem akumulovaných snímků dostaneme průměrný 
snímek, přesněji průměrnou hodnotu každého pixelu (Mean) ve snímku prázdné scény. 
Zároveň se sumací snímků provádíme také sumaci rozdílů mezi aktuálně přičítaným 
snímkem a předchozím, kterou také podělíme počtem snímků. Tím získáme průměrnou 
diferenci pro každý pixel (Avg_Diff). Dále je pak nutné si zvolit dvě prahové hodnoty 
minimální (min) a maximální (max). Výsledný model spočívá v tom, že pro každý pixel 
určíme daný rozsah, který nám říká, jestli je daný pixel součástí pozadí či součástí  
 
 
Obrázek 6 Rozsah modelu pozadí vytvořeného průměrováním [4] 
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hledaného objektu. Výpočet hraničních hodnot tohoto rozsahu je patrný z popisků 
Obrázek 6, který ukazuje i výsledný rozsah modelu. Prahové hodnoty min a max jsou 
v na obrázku reprezentovány číslicí 2. Po vytvoření modelu zbývá už jen porovnat, zda 
mají pixely ve snímku scény s objektem jasové hodnoty v daném rozsahu a patří tedy 
k pozadí scény nebo zda jsou mimo rozsah a jedná se o pixely náležící objektu. 
Nevýhodou této metody je především to, že hledaný objekt musí být vůči pozadí 
dostatečně kontrastní. Detailnější popis a implementaci metody uvádí [4]. 
 
2.4 Geometrické transformace 
Geometrické transformace využíváme v případě, kdy potřebujeme sjednotit nebo 
normalizovat objekt, který je středem našeho zájmu. Transformace lze rozdělit na 
dvourozměrné a třírozměrné. 
 
2.4.1 Dvourozměrné geometrické transformace 
Transformaci bodu P = [x,y,w], kde x a y jsou souřadnice bodu a w je váha bodu 
(obvykle volíme w=1), na bod P‘ = [x’,y’,w’], provádíme pomocí transformační matice 
A, která má pro dvourozměrný prostor rozměr 3x3. Pro převod platí vztah 
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2.4.1.1  Posunutí 
Transformace posunutí nebo také translace (translation, move) bodu P je určena 
vektorem posunutí ),( tt YXp 
 . Matice transformace posunutí Ta inverzní matice T-1 
mají tvar 
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2.4.1.2 Otáčení 
Otáčením (rotation) bodu P kolem počátku soustavy souřadnic O=[0,0] o úhel α 
získáme bod P’ o souřadnicích 


cossin'
sincos'
YXY
YXX


       (8) 
      
Matice transformace otáčení R a inverzní matice R-1 mají tvar 
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2.4.1.3  Změna měřítka 
Změna měřítka (scale) ovlivňuje současně polohu i velikost transformovaného 
objektu ve směru souřadnicových os. Je-li absolutní hodnota koeficientu změny měřítka 
v intervalu (0,1), jedná se o zmenšení a přiblížení objektu k počátku souřadnic. Pro 
hodnotu koeficientu změny měřítka větší než 1, jde o zvětšení a oddalování od počátku 
souřadnic. Je-li znaménko koeficientu záporné, dochází ke zmenšení resp. zvětšení 
v opačném směru. Příslušné transformační a inverzní matice jsou 
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kde sx je koeficient změny měřítka ve směru souřadnicové osy x a sy je koeficient změny 
měřítka ve směru souřadnicové osy y. 
2.4.1.4 Zkosení 
Transformace zkosení (shear) s koeficientem shx ve směru osy x a koeficientem 
shy ve směru osy y. Transformační matice mají tvar  
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2.5 Třírozměrné geometrické transformace 
V případě třírozměrných transformací jde o zobecnění rovinných lineárních 
transformací v prostoru s využitím transformační matice o rozměr 4x4. Pro převod platí 
vztah 
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2.5.1.1  Posunutí 
Posunutí ve trojrozměrném prostoru je dáno vektorem ),,( ttt ZYXp 
 . Matice 
transformace posunutí Ta inverzní matice T-1mají tvar 
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2.5.1.2 Otáčení 
U otáčení může ve trojrozměrném prostoru nastat několik speciálních případů. 
Jedná se o otáčení okolo některé osy souřadného systému (x, y nebo z).      
Matice Rx reprezentující otáčení okolo osy x o úhel   a inverzní matice R-1 mají tvar 
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Matice R a R-1 pro otáčení okolo os y a z, se sestavují podobně. Jejich tvary lze najít v 
[2], kde je popsán také obecný případ otáčení kolem obecné osy s příslušnými 
maticemi. 
2.5.1.3  Změna měřítka 
Změna měřítka v prostoru popisují transformační matice 
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kde koeficienty sx ≠ 0, sy ≠ 0 a sz ≠ 0. 
2.5.1.4 Zkosení 
Transformace zkosení lze ve trojrozměrném prostoru rozdělit na tři případy 
zkosení ve směru jednotlivých rovin xy, xz a yz. Koeficienty shx, shy a shz určují míru 
zkosení v odpovídajícím směru. 
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2.6 Houghova transformace 
Metoda pro hledání přímek, kružnic, elips nebo případně dalších tvarů v 
binárním obraze, který získáme použitím například výše zmíněného Cannyho 
hranového detektoru. 
2.6.1 Detekce přímek pomocí Houghovy transformace 
Každou přímku tvoří soustava bodů (x0, y0). Rovnice přímky v normálovém tvaru 
je definována jako rovnice (17), kde  je délka normály přímky od počátku a  je úhel, 
který svírá normála s osou x. Dále platí, že 0 ≤  < 2π a 0 ≤  < D, kde D je diagonála 
obrázku. 
 sincos yx          (17) 
Na Obrázek 7a) je zobrazen bod v rovině (x, y) definovaný souřadnicemi (x0, y0). 
Obrázek 7b) znázorňuje přímky 1 až 4 v rovině (x, y), přičemž každá je definována 
jinými hodnotami  a . Tytéž přímky jsou promítnuty do roviny (, ) na Obrázek 7c), 
jako body 1 až 4. Body, ležící v rovině (x, y) na přímce, jsou tedy v rovině (, ) 
zobrazovány jako průsečík křivek. Díky tomu, je možné pomocí Houghovy 
transformace detekovat i neúplné části přímek v obraze.  
Nevýhodou, mohou být nepřesnosti vzniklé sloučením několika blízkých čar 
v jedno maximum vlivem diskretizace a citlivost na šum, díky níž je schopna vyhledat 
množství nežádoucích přímek. Detailnější informace o Houghově transformaci včetně 
dalších obrázku je možné najít v [4] a [7]. 
 
 
Obrázek 7 Houghova transformace [4] 
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2.7 Morfologické operace 
Morfologické operace využívají binární obraz popsaný jako bodovou množinu, 
kde množina X obsahuje pixely odpovídající objektu (pixely s hodnotou 1) a doplněk 
množiny XC obsahuje pixely pozadí (pixely s hodnotou 0). Počátek je označen křížkem 
a má souřadnice (0, 0). Souřadnice ostatních bodů jsou (x, y). Příklad bodové množiny 
je na Obrázek 8, kde množina X = {(1, 0), (1, 1), (1, 2), (2, 2), (0, 3), (0, 4)}. 
 
Obrázek 8 Příklad bodové množiny [1] 
Morfologická transformace  je dána relací mezi obrazem X a menší bodovou 
množinou B, které se říká strukturní element. Tento element má počátek O 
(reprezentativní bod). Příklad často užívaných strukturních elementů je na Obrázek 9. 
 
Obrázek 9 Příklad strukturních elementů [1] 
Strukturní element je při morfologické transformaci posouván postupně po celém 
obraze a výsledek relace je ukládán do výstupního obrazu jako 0 nebo 1. Morfologické 
operace jsou duální, což vyplývá z množinového doplňku. 
 
2.7.1 Dilatace 
Dilatace X  B je bodovou množinou všech možných vektorových součtů pro 
dvojice pixelů, vždy jeden z množiny X, a jeden z množiny B.  Na Obrázek 10 je 
znázorněn příklad dilatace. 
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Obrázek 10 Dilatace [1] 
Dilatace je rostoucí transformací, je komutativní, asociativní, invariantní vůči 
posunu a lze ji vyjádřit jako sjednocení posunutých bodových množin. Lze ji použít pro 
zaplnění malých děr nebo jako součást složitějších operací. 
 
2.7.2 Eroze 
Eroze X  B je duální operací k dilataci a lze ji popsat jako posouváním 
strukturního elementu B po obraze X. Pokud je posunutý B obsažen v obraze X, potom 
bod odpovídající reprezentativnímu bodu B patří do eroze. Příklad eroze je vidět na 
Obrázek 11.  
 
Obrázek 11 Eroze [1] 
Eroze je stejně jako dilatace rostoucí transformací, je invariantní vůči posunu, ale není 
komutativní. 
 
2.7.3 Otevření a uzavření 
Kombinací eroze následované dilatací dojde k vytvoření transformace zvané 
otevření X  B = (X  B)  B. Při aplikaci transformací v opačném pořadí, tedy 
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nejprve dilatace a poté eroze, vytvoříme transformaci uzavření X  B = (X  B)  B. 
Otevření a uzavření jsou stejně jako eroze a dilatace duálními, rostoucími 
transformacemi. Navíc jsou také idempotentní, což znamená, že opakované použití 
těchto operací nezmění předchozí výsledek. Lze tak říci, že množina je otevřená či 
uzavřená vůči danému strukturnímu elementu, jak uvádí [1], kde lze najít kromě 
podrobnějších informací o uvedených transformacích také další metody, jako například 
transformace tref či miň, skelet a další. 
 
2.8 Detekce významných bodů  
Metoda detekce významných bodu (corner detection) může být užita pro 
vyhledávání korespondence ve dvou snímcích stejné scény, rozpoznávání a detekci 
objektů, sledování pohybu nebo navigaci robotů.  
Hlavními požadavky jsou nalezení všech skutečných rohů, správná lokalizace 
rohového bodu, vysoká opakovatelnost nalezení, odolnost proti šumu, nízká výpočetní 
náročnost. 
Určování významných bodů v obraze je závislé nejen na typu vstupního obrazu 
(černobílý, šedotónový), ale i na charakteru detekovaných objektů a algoritmu použitém 
pro detekci. Rozlišujeme rohy typu L, Y, T, ve tvaru šipky nebo X. 
Od konce 70. let, kdy byl navržený první algoritmus pro detekci významných 
bodu, Moravcův detektor, bylo vyvinuto mnoho dalších algoritmů, jako jsou Beaudet, 
Kitchen&Rosenfeld, Forstner, Deriche, Wang&Brady, SUSAN, Trajkovic&Hedley  
Zheng&Wang, Harris-Stephens nebo Shi-Tomasi. 
 
2.8.1 Moravcův operátor 
Moravcův operátor pracuje na základě definice významného bodu, který je 
popsán jako místo v obraze, kde dochází k velké změně intenzity (jasu) ve všech 
směrech. Změna intenzity V je vyhodnocována pomocí malého čtvercového okna 
(typicky 3x3, 5x5 nebo 7x7 pixelů) v jehož středu je pozice P, pro kterou je změna 
intenzity určována. Celé okno je potom posunuto o 1 pixel do každého z osmi směrů. 
Výsledná změna intenzity je pak dána sumou rozdílů intenzit jednotlivých pixelů dvou 
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čtvercových oken. Pokud se okno pohybuje uprostřed objektu (Obrázek 12a), nedochází 
k žádným nebo jen malým změnám intenzity. Když se pohybuje podél hrany (Obrázek 
12b), dochází pouze k malým změnám intenzity. V případě, že se okénko pohybuje nad 
rohem nebo samostatným pixelem (Obrázek 12c, d) jsou změny intenzity největší. Po 
aplikaci Moravcova operátoru na celý obraz dostaneme mapu hodnot, kde lokální 
maxima odpovídají rohům v obraze. 
 
Obrázek 12 Různé hodnoty intenzity Moravcova operátoru [15] 
Operátor nemůže být použit v okrajové části obrazu, protože by docházelo k detekci 
neexistující hrany. U šedotónových obrazů dochází ke vzniku lokálních maxim i tam, 
kde neodpovídají skutečným rohům. Tento problém se dá vyřešit nalezením správné 
prahové hodnoty, pro kterou budou maxima odpovídat jen skutečným rohům. 
 
Popis algoritmu 
Vstup: šedotónový obraz I(x,y), rozměr okna (a,b), prahová hodnota T 
Výstup: mapa indikující pozici každého nalezeného rohu 
1. Pro každý pixel I(x,y) v obraze se vypočítá změna intenzity pro posun (u,v) 
    



ba
vu byaxIbvyauxIyxV
,
2
, ,,),(    (18) 
Kde uvažovaný posun (u,v) je (1,0), (1,1), (0,1), (-1,1), (-1,0), (-1,-1), (0,-1), (1,-
1) 
2. Vytvoření mapy C(x,y) pro každý pixel (x,y) 
)),(min(),( , yxVyxC vu        (19) 
3. Nastavení všech C(x,y), které jsou pod prahem T na nulu 
4. Nalezení lokálních maxim, všechny nenulové hodnoty v mapě rohů jsou rohy 
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Nevýhodou je především závislost na natočení (není invariantní), což způsobuje 
také nízkou opakovatelnost, citlivost na šum a chybná detekce dlouhých hran a 
samostatných pixelů. Výše uvedené informace uvádí [8] a [10]. 
2.8.2  Harris-Stephens/Plessey 
Harris-Stephens vyvinuli tento algoritmus kombinací rohového a hranového 
detektoru s cílem odstranit omezení Moravcova operátoru. Má daleko vyšší 
opakovatelnost, ale je i výpočetně náročnější. I přesto je v praxi často používán.  
V obraze hledá místa, na nichž dochází ke změně intenzity jasu pomocí první 
derivace funkce (gradientu). Pro libovolný posun (u,v), můžeme změnu intenzity 
vyjádřit jako 
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kde iii ABx
I
!

  je změna v horizontálním směru a iii ABy
I
!

  je změna ve směru 
vertikálním. Změny intenzity mohou být určovány v libovolném směru vhodným 
zvolením u, v. Při použití čtvercového okna se liší vzdálenost středu od jednotlivých 
hran a záleží tedy na směru hrany. Pokud je okénková funkce navíc binární, přikládá 
stejnou váhu pixelů různě vzdálených od středu. Proto je výhodné použití Gaussova 
rozložení, kde jsou váhy rozmístěny dle následujícího Obrázek 13   
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Obrázek 13 Gaussovo rozložení 
Odezva operátoru je pak izotropní (nezávislá na směru). Pak vztah (20) pro výpočet 
změny intenzity bude 
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kde wi je váha Gaussova okna na pozici i. 
Po roznásobení závorky předchozí rovnice (21) dostáváme tvar   
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Matice M teď popisuje všechny změny v obraze pro daný bod (x,y). Obecně mohou 
nastat tři varianty při výpočtu změn intenzity v osmi bodech v okolí (x,y). Tyto případy 
jsou popsány velikostí koeficientů λ1 a λ2. Nastat mohou následující tři varianty: 
 λ1 !0 a λ2 !0   pro plochu stejné intenzity 
 λ1 > λ2 nebo λ1 < λ2  pro hranu  
 λ1 >> 0 a λ2 >> 0   pro roh nebo samostatný pixel 
Výsledná mapa je pak dána vztahem 
2))(()det(),( MtracekMyxC         (24) 
   
kde  221)det( CBAM  %%  
 BAMtrace  21)( %%  
 k je empirický zjištěná konstanta, volí se od 0,04 do 0,06 
 
Popis algoritmu 
Vstup: šedotónový obraz I(x,y), okno Gaussova rozložení, konstanta k, prahová  
hodnota T 
Výstup: mapa indikující pozici každého nalezeného rohu 
1. Pro každý pixel I(x,y) obrazu se počítá hodnota autokorelační matice M: 
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"
 je konvoluční operátor 
 w je okno Gaussova rozložení  
2. Mapa rohů C(x,y) je pak pro každý pixel (x,y) dána: 
2))(()det(),( MtracekMyxC   
2
21)det( CBAM  %%  
 BAMtrace  21)( %%  
 k je konstanta 
3. Do všech C(x,y), které jsou pod prahovou hodnotou T je uložena nula 
4. Vyhledají se maxima, která odpovídají rohům v obraze  
Nevýhodami je výpočetní náročnost, způsobená aplikací Gaussova rozložení 
pomocí konvoluce a citlivost na šum. Dobře lokalizuje pouze uzly typu L. I přesto, že 
má autokorelační matice M izotropní odezvu (nezávislá na natočení), tak operátor má 
odezvu anizotropní (závislou na natočení) díky tomu, že jednotlivé prvky matice M jsou 
počítány jako gradient v horizontálním a vertikálním směru. Celou problematiku 
popisuje [10] odkazující se na práci původních autorů algoritmu [9].   
 
2.8.3 Algoritmus Shi-Tomasi  
Shi a Tomasi vycházeli z Harrisova detektoru uvedeného výše. Jejich algoritmus 
provádí porovnávání obou charakteristických hodnot %1 a %2  pro daný pixel a pokud 
jsou obě tyto hodnoty vyšší než určité minimum, lze daný pixel prohlásit za roh neboli 
významný bod. Pokud je pouze jedna z hodnot %1 nebo %2 větší než minimum a druhá je 
menší jedná se o hranu. Jestliže jsou %1 i %2 menší než minimum, náleží pixel souvislé 
ploše. Kriterium vyjadřuje následující rovnice 
 ),min( 21 %%R         (25) 
Zelená oblast odpovídá situaci, když jsou %1 i %2 větší než dané minimum a daný pixel 
lze tedy prohlásit za roh. Pro šedé oblasti je %1 nebo %2 menší než požadované minimum 
a pixel je označen jako hranový. Poslední, červená oblast odpovídá hodnotám %1 i %2 
menším než je minimum a lze tedy pixel považovat za součást plochy bez změny 
intenzity nebo s minimální změnou intenzity, jak popisuje [11]. 
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Obrázek 14 Algoritmus Shi-Tomasi [11] 
 
2.9 Stanovení míry podobnosti 
2.9.1 Metoda Lucas-Kanade 
Jedná se o algoritmus sloužící ke sledování významných bodů v obraze. Za tímto 
účelem využívá informace odvozené z malého okna, které určuje okolí každého 
nalezeného významného bodu. Použití malého okolí bodu však způsobuje neschopnost 
algoritmu detekovat body, které v obraze uskuteční větší pohyb, protože se tak dostanou 
mimo vyhledávací okno. Za účelem potlačení tohoto problému byla vyvinuta 
pyramidová metoda Lucas-Kanade, která při vyhledávání bodů postupuje od vrcholku 
pyramidy obrázků s nejmenšími detaily až po nejnižší část pyramidy, kde jsou 
uvažovány největší detaily. 
Základními myšlenka LK algoritmu je tvořena třemi předpoklady. Prvním, je 
konstantní jasová hodnota pixelů mezi dvěma obrázky, v nichž body hledáme. Druhým 
je relativně malý pohyb objektů mezi obrázky a posledním je prostorová spojitost, kde 
jsou sousední body scény součástí stejného povrchu a pohybují se tedy stejně. 
V jednorozměrném prostoru, lze rychlost optického toku v vyjádřit rovnicí  
x
t
I
Iv           (26) 
kde It je derivace intenzity podle času a Ix je derivace intenzity podle x. 
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Ve dvourozměrném prostoru má rychlost optického toku složky u, v a lze jí popsat 
rovnicí 
0 tyx IvIuI         (27) 
Rovnice má pro výpočet optického toku dvě proměnné a dokazuje, že není možné 
jednoznačně určit směr optického toku pro jediný pixel. Řešení lze naleznout ve třetí 
podmínce, která předpokládala, že okolní pixely se pohybují stejně. Sestavením rovnic 
(27) pro okolní pixely, kde velikost okolí udává velikost tzv. okna, získáme soustavu 
rovnic (28) díky níž jsme schopni určit složky u a v a tedy přesný směr pohybu pixelu.  
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Soustava má řešení pokud má matice (ATA) hodnost 2, jak uvádí [4]. 
 
2.9.2 Shluková analýza 
Jedná se o metodu učení bez učitele s cílem nalézt v dané množině objektů její 
podmnožiny (shluky), takové, aby si členové shluku byli navzájem podobní. Shluková 
analýza se dá rozdělit na hierarchické a nehierarchické shlukování. 
Hierarchické shlukování – systém navzájem různých neprázdných množin, kde 
jejich průnikem je buď jedna z podmnožin, nebo prázdná množina, přičemž vždy 
v tomto systému existuje alespoň jedna dvojice podmnožin, jejichž průnikem je jedna 
z nich. 
Nehierarchické shlukování – systém navzájem různých neprázdných podmnožin, 
v němž průnikem dvou podmnožin není žádná z nich. 
Konkrétní objekty určené pro klasifikaci jsou popsány p znaky. Objektem pro 
shlukovou analýzu je tedy p rozměrný vektor čísel. Znaky mohou být kvalitativní, 
konečná množina popisujících termínů s přiřazenými číselnými kódy (např. barva), 
případně binární znaky, nebo kvantitativní, interval v reálných nebo celých číslech 
(např. teplota, délka). 
 31 
2.9.2.1  Standardizace dat 
Hodnoty jednotlivých znaků objektů jsou často v různých jednotkách. Proto je 
vhodné data upravit pomocí standardizace tak, aby byly všechny znaky souměřitelné. 
Matice dat )( ijzZ  typu pn&  jejíž řádky jsou p rozměrné vektory čísel 
charakterizující n objektů. Standardizace dat se provede: 
1. Vypočteme střední hodnotu jz  j-tého znaku jz a směrodatnou odchylku  js  pro 
j = 1,2, …, p podle vztahů 

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2. Původní hodnoty ijz  j-tého znaku i-tého objektu přepočteme na standardizované 
hodnoty 
j
jij
ij s
zz
x

          (30) 
2.9.2.2  Podobnost objektů 
Jde o stanovení vhodného předpisu, na jehož základě je dvojici objektů ),( sr OO  
přiřazena hodnota ),( sr OO' která vypovídá o tom, jak moc jsou si dva objekty 
podobné.  Základními podmínkami je 0),( (sr OO'  a ),(),( rssr OOOO ''  . Dále pro 
sr OO   by měla funkce ),( sr OO'  nabývat maximální hodnoty. Často je výhodnější 
vycházet z míry nepodobnosti objektu, tedy pro sr OO   pak platí 0),( sr OO' . 
Třemi základními typy předpisu jsou koeficienty asociace a koeficient korelace, 
představující míry podobnosti objektů, a metriky představující míry nepodobnosti 
objektů. 
Koeficienty asociace jsou určeny pro vyhodnocení podobnosti objektů 
popsaných výhradně binárními znaky {0, 1}. Podobnost vyjadřují čísla 01 ,,, )*  kde: 
1  -  počet případů pozitivní shody, počet znaků nabývajících hodnoty  
   pravda pro oba objekty 
*
 -  počet znaků, kdy pro )( rO  mají hodnotu pravda a pro )( sO  mají  
hodnotu nepravda 
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)  -  počet znaků, kdy pro )( rO  mají hodnotu nepravda a pro )( sO  mají 
hodnotu pravda 
0  -  počet případů negativní shody, )( 10 )*  p  
Metriky jsou vyjádření podobnosti na základě geometrického modelu dat. 
Pokud přiřadíme objektům s p znaky body p-rozměrného euklidovského prostoru Ep, 
pak pro dva body  ),( sr  můžeme definovat euklidovskou vzdálenost 
2
1
1
2)(),(



	






p
i
siri xxsr+        (31) 
Obecně je metrika 
+
 definovaná na pp EE & přiřazující každé dvojici bodů 
),( sr  číslo ),( sr+  splňující tyto podmínky: 
0),( sr+    identita 
0),( (sr+     
),(),( rssr ++    symetrie 
),(),(),( tssrtr +++ ,  trojúhelníková nerovnost 
Koeficienty nepodobnosti objektů d jsou pro objekty rO  a sO definovány: 
 pro koeficienty asociace S je koeficient nepodobnosti SOOd sr 1),(  
 pro metriky ),( yx+  je ),(),( yxyxd +  
2.9.2.3  Hierarchické shlukování 
Na počátku každý objekt tvoří jednoprvkový shluk a na konci celé sekvence je 
jeden shluk obsahující všechny objekty. Podle směru shlukování se hierarchické 
shlukování dělí na aglomerativní a divizivní. 
 
Problém počátečního rozkladu 
Počáteční rozklad na k shluků, může být v závislosti na řídících proměnných algoritmu 
zachován nebo měněn. Pokud, v průběhu výpočtu ke změně nedochází, je počáteční 
odhad počtu shluků k obzvláště důležitý. Počet může být stanoven některou z výše 
uvedených metod. Dále je nutné stanovit typické vzorové objekty, kolem nichž lze 
předpokládat vytvoření shluků. Pro výběr výchozích bodů lze použít následující 
postupy, přičemž jde o to, aby kvalita rozkladu byla už v počátku co nejlepší. 
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 Výběr prvních k bodů z libovolně uspořádané množiny bodů. 
 Generování k umělých bodů, jejichž každá souřadnice je náhodné číslo 
příslušného variačního intervalu. 
 Generování 2p+1 počátečních typických bodů (p je počet rozměrů prostoru) 
z nichž první je těžištěm celé množiny bodů a další jsou pak vrcholy p 
rozměrného kvádru se středem v těžišti a hranami délky 2si (si je směrodatná 
odchylka hodnot i-té souřadnice) rovnoběžnými s osami soustavy souřadnic. 
Musí platit 2p > n, kde n je počet bodů. 
 
Metody jsou založeny na výpočtu typických bodů existujících skupin shlukových bodů 
a sestrojení skupin shlukových bodů přiřazením každého bodu k tomu nejbližšímu 
z existujících typických bodů. Tyto dva kroky provádíme, až dokud nedosáhneme 
rozkladu na výsledné shluky. 
 
  MacQueenova (K-Means) a Whishartova metoda 
Algoritmus K-Means  
 Vstupem algoritmu je množina dat x1, x2,…,xl a K udávající počet vektorů μj , kde 
j=1,…,k. Na začátku se inicializují vektory μj , kde j=1,…,k na náhodně zvolenou 
hodnotu nebo použitím nějaké vhodně zvolené heuristiky (např. apriorní znalosti úlohy). 
Po inicializaci se začnou iterativně opakovat následující dva kroky: 
1. Klasifikace: všechna data xi, i=1,…,l se klasifikují do tříd určených vektory, μi, 
i=1,…,k podle minima euklidovské vzdálenosti. Tedy vzor xi je přiřazen do třídy 
yi podle ji
j
i xy - minarg  
2. Přepočítání vektorů μj: Vypočítají se nové hodnoty vektorů μj jako střední 
hodnoty dat xi, které byly klasifikovány do třídy určené příslušným vektorem μj. 
Tedy nová hodnota μj se spočte podle vztahu 



l
jyi
i
j
j
i
x
l ,1
)(1- , kde lj je počet 
vzorů xi klasifikovaných v druhém kroku do třídy určené vektorem μj. 
Kroky 1 a 2 opakujeme, dokud se alespoň jeden vektor xi klasifikuje do jiné třídy, než 
byl klasifikován v předchozím kroku. Na rozdíl od Wishartovy metody nekončí hned po 
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první iteraci, při níž nedojde ke změně rozkladu do shluků, ale až v následující neměnné 
iteraci 
 Metody měnící počet shluků 
Metody, jejichž součástí je i hledání optimálního počtu shluku a kromě 
počátečního počtu k skupin, vyžadují další řídící parametry umožňující rozhodnutí, zda 
má být provedeno sloučení či nikoliv. 
 Metody s řídícími parametry zadávanými analytikem zůstávající stabilní během 
celého výpočtu stabilní jsou MacQueenova metoda se dvěma parametry, Wishartova 
metoda RELOC a Metoda ISODATA. 
 MacQueenova metoda se dvěma parametry vyžaduje zadání počtu typických 
bodů k, slučovacího parametru C. Prvních k bodů, je pak dosazeno za počáteční typické 
body. 
 Wishartova metoda RELOC má čtyři parametry (vzdálenostní práh, min. počet 
objektů ve shluku, max. počet iterací a min. počet shluků). 
 Metoda ISODATA pracuje se dvěma typy parametrů. První typ je zadán 
analytikem a během výpočtu se nemění. Druhý typ se mění během výpočtu. 
 Jiné metody, jako například metoda CLASS Fromma a Notrthouse, počítají 
řídící parametry z analyzovaných dat. Metody popsané v kapitole shluková analýza 
uvádí [12]. 
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3 REALIZACE ALGORITMŮ  
Pro realizaci projektu zpracování obrazu lze v součastné době využít několik 
druhů vývojových prostředí a programovacích jazyků. Jednou z možností je vývojové 
prostředí Matlab, nabízející celou řadu implementovaných speciálních funkcí.. Další 
variantou je pak využití knihovny OpenCV (Open source Computer Vision), která je 
vyvíjena společností Willow Garage, zabývající se vývojem hardwaru a open source 
softwaru pro osobní roboty. Ta obsahuje více než 500 implementovaných funkcí 
speciálně určených pro zpracování obrazu. OpenCV je vyvíjena ve variantách pro 
programovací jazyky C/C++ nebo Python. Umožňuje práci jak pod operačním 
systémem Windows, tak pod Linuxem a je možné jí integrovat do řady vývojových 
prostředí jako jsou MS Visual Studio, C++ Builder, DevCpp a další viz [13].  
 Já jsem pro realizaci zvolil OpenCV 2.1 pro C/C++ a MS Visual Studio 2010 
pod 64 bitovým operačním systémem Windows 7 Professional. Program byl realizován 
na počítači s procesorem Intel® Core™ i7 s operační pamětí 4GB. 
3.1 Pořízení snímků pro realizaci a testování programu 
Jelikož jsem si jako objekty, jejichž podobnost chci stanovovat, zvolil osobní 
motorová vozidla, ale nespolupracoval jsem s žádnou firmou, která systémy vozidel 
vyvíjí, byl jsem nucen si pořídit nějaké vhodné snímky vlastními silami. Série pokusů o 
pořízení databáze vhodných snímků na parkovištích, kdy se moje snaha setkala 
s negativní odezvou řidičů, mě utvrdila ve skutečnosti, že se budu muset spokojit jen 
s několika snímky. Nakonec jsem po domluvě s několika známými pořídil videozáznam 
8 vozidel. Pro záznam byla použita kamera Panasonic SDR-250H umístěná na stativu. 
Z těchto záběrů jsem vystříhal barevné snímky s rozlišením 640x480, na kterých jsou 
vozidla, jejichž podobnost chci porovnávat a dále pak snímky pozadí pro vytvoření 
modelu pozadí. 
 
3.2 Program  
Program je rozdělen do několika souborů, přičemž kód hlavního programu je 
obsažen v souboru osd.cpp. V souborech LoadImages.cpp, BackgroundModel.cpp, 
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FindColor.cpp, Region.cpp, HoughTransform.cpp a CornerDetect.cpp se pak nacházejí 
pomocné funkce. V programu je nejprve provedeno předzpracování každého z objektů s 
cílem najít registrační značku vozidla. Na ní jsou detekovány čtyři rohové body, které 
jsou poté použity pro stanovení transformační matice pro afinní a perspektivní 
geometrickou transformaci. Po získání potřebných matic jsou geometrické transformace 
provedeny. Závěrečným krokem je nalezení významných bodů objektu 
v netransformovaných snímcích, ve snímcích transformovaných afinní transformací a 
ve snímcích transformovaných perspektivní transformací. V následující části bude 
postupně popsána činnost celého programu.  
 
3.3 Hlavní program 
Hlavní program lze rozdělit do několika částí. V první části funkce main jsou 
prováděny operace předzpracování prvního objektu. Následuje část, v níž je 
předzpracován i druhý objekt. Informace získané z těchto dvou částí jsou potom dále 
využívány ke geometrickým transformacím ve třetí části, které mají za cíl transformovat 
jeden z obrázků tak, aby byl co nejvíce podobný druhému. Ve čtvrté následuje 
vyhodnocení podobnosti daných dvou objektů.  
 
3.3.1 Předzpracování objektů 
Než začneme s popisem samotného předzpracování, je třeba se seznámit se 
strukturou IplImage, která je odvozena od struktury CvArr. Proto lze ve všech 
funkcích, které mají definovaný některý z parametrů jako ukazatel na CvArr používat 
proměnné, které jsou ukazateli na typ IplImage. Struktůrou typ IplImage lze 
v OpenCV reprezentovat veškeré obrázky a proto pokud je dále v textu uvedeno slovo 
obrázek v souvislosti s názvem některé z proměnných vždy se jedná o proměnnou typu 
ukazatel na IplImage strukturu. Výčet parametrů, znázorněný na Obrázek 15, je 
poměrně početný, a proto bude popsán význam jen těch, které považuji za ty 
nejdůležitější. Popis ostatních parametrů lze v případě potřeby vyhledat v [4] nebo [14]. 
Parametr nChannels udává počet kanálů obrázku, depth bitovou hloubku, width 
šířku a height výšku. Následujícím parametrem je roi, proměnná typu ukazatel na  
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strukturu IplROI. Tato struktura slouží k popisu podoblasti obrázku a lze ji nastavit a 
zrušit voláním funkcí cvSetImageROI a cvResetImageROI. Umožňuje v daném 
obrázku nastavit okno obdélníkového tvaru tzv. region of interest popsané parametry 
xOffset, yOffset, height a width. Parametr imageSize udává velikost obrázku 
v bytech a je vyjádřen jako height x widthStep. Velmi důležitým parametrem je 
imageData, ukazatel na char. Pomocí tohoto ukazatele lze přistupovat k hodnotám 
jednotlivých pixelů v obrázku.  
 
Obrázek 15 Struktura IplImage [4] 
Posledním z používaných parametrů je widthStep neboli délka jednoho zarovnaného 
řádku obrázku v bytech. Ostatních parametrů nebude využíváno. Dodat lze snad jen, že 
počátek souřadnic nastavovaný položkou origin je při defaultním nastavení vždy 
vlevo nahoře. Každému obrázku je nutné alokovat paměť, což zajišťuje funkce 
cvCreateImage vracející ukazatel na strukturu IplImage. Funkci je třeba předat 
parametr typu CvSize, který udává šírku a výšku, parametr určující hloubku bitů, viz 
Obrázek 16, a počet kanálů obrázku.  
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Obrázek 16 Hloubka bitů 
Nyní můžeme již vytvořit obrázky a alokovat pro ně místo v paměti. Obrázky 
imgRgb1 a objRgb1 mají 3 kanály, imgGray1, objMask1 a colorWhite1 mají 1 
kanál. U všech je definovaná šířka, výška a 8 bitová hloubka pomocí konstant WIDTH, 
HEIGHT a IPL_DEPTH_8U. Obrázek imgRgb1 bude sloužit pro uložení barevného 
vstupního snímku načteného z adresáře zadaného pomocí klávesnice. Načtení adresářů a 
jmen souborů probíhá z klávesnice vždy ve dvou krocích. Nejprve je třeba zadat adresář 
případně celou cestu k adresáři, pokud neleží ve stejné složce jako soubory programu a 
potom i název konkrétního obrázku s objektem. Načítaný obrázek musí být typu JPG a 
název je nutné zadává bez přípony, která je algoritmem doplněna. O načtení se starají 
funkce GetFolder a GetFile, které budou popsány v kapitole 3.4. Název adresáře je 
uložen do dynamicky alokovaného pole folder o délce FO_LENGHT a jméno souboru 
pak do dynamicky alokovaného pole file o délce FI_LENGHT. Po úspěšném načtení 
těchto dvou částí dochází k sestavení řetězce kompletní cesty k souboru, včetně 
doplnění přípony souboru. Řetězec je poté uložen do dynamicky alokovaného pole 
imgName, jehož délka je specifikována konstantou NAMESIZE. Řetězec znaků ukládaný 
do imgName by samozřejmě bylo možné zadat najednou, ale protože je cesta k adresáři 
využívána i pro načtení obrázků pozadí zvolil jsem raději variantu skládání dvou 
řetězců na místo komplikovanějšího rozdělování řetězce zadaného najednou.  
Řetězec obsažený v imgName je předáván pomocí ukazatele jako parametr 
funkci cvLoadImage, která načte obrázek z daného adresáře a vrací ukazatel na 
načtený obrázek interpretovaný strukturou IplImage, v tomto případě img nebo 
NULL, pokud neproběhne načtení korektně. Pomocný obrázek img sloužící jen pro 
načtení a úpravu rozměrů načítaného snímku. Všechny načítané obrázky jsou pomocí 
funkce cvResize upraveny na rozlišení 640x480 pixelů. Jako parametry je nutné 
funkci předat ukazatel na obrázek, jehož velikost má být změněna, zde img a dále pak 
ukazatel na výsledný obrázek, zde imgRgb1, viz Obrázek 17. Posledním parametrem 
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cvResize je metoda na základě níž se změna velikosti provede. Pokud není metoda 
zadána, je defaultně použita bilineární interpolace. Nyní je provedena dealokace 
pomocné proměnné img funkcí cvReleaseImage, jejímž jediným parametrem je 
pointer na pointer na typ IplImage.  
 
Obrázek 17 Originální obrázek ukládaný do imgRgb 
Po načtení obrázku s objektem je volaná čtveřice funkcí, pomocí nichž je 
vytvořen model pozadí a následně provedena segmentace objektu od pozadí. Všechny 
čtyři funkce budou podrobně popsány v jedné z následujích kapitol a to kapitole 3.5. 
Funkce AllocateBackgroundModel slouží k alokaci všech proměnných potřebných 
k vytvoření modelu pozadí. Vytvoření nebo přesněji výpočet modelu zajišťuje funkce 
CreateBackgroundModel, jejíž parametry jsou již zmiňované pole folder nesoucí 
informaci o cestě do adresáře, ze kterého se mají načíst snímky pro vytvoření modelu 
pozadí. Druhým parametrem je konstanta FRAME_COUNT určující z kolika snímku bude 
model vytvořen. Jako optimální byl stanoven výpočet modelu pozadí ze 40 snímků. 
Zbylé dva parametry jsou prahové hodnoty využívané dále v modelu. Funkce 
SeparateObject je volána se třemi parametry. Prvním z nich je předán do funkce 
obrázek imgRgb, z něhož chceme získat náš objekt, další parametry jsou využity pro 
předání výsledků segmentace. Do objRgb je uložen segmentovaný objekt v barevném 
provedení, viz Obrázek 18a a v objMask je uložena černobílá maska objektu,  
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viz Obrázek 18b. Tato maska je později využita pro vykreslování významných bodů 
detekovaných na objektu. Protože již máme segmentovaný objekt a model pozadí  
tedy již splnil svůj úkol, lze dealokovat všechny proměnné, které byly za tímto účelem 
vytvořeny. Uvolnění paměti zajišťuje funkce DeallocBackgroundModel. Dále jsou 
pak pomocí delete uvolněny pole folder, file a imgName.  
  
Obrázek 18 a) Segmentovaný objekt objRgb, b) maska objektu objMask  
V dalším kroku je v barevném obrázku objRgb pomocí funkce FindColor 
hledána bílá barva. Prvním parametrem je ukazatel na vstupní obrázek, tedy objRgb, 
druhým pak ukazatel na výsledný černobílý obrázek colorWhite, kde bílá odpovídá 
nalezené barvě a černá ostatním barvám objektu. Podrobněji bude činnost funkce 
FindColor vysvětlena v odstavci 3.6.  
Funkcí GetRegion je v obrázku colorWhite nalezena oblast obsahující 
nejvíce bílých pixelů, která je vrácena v podobě struktury roiReg1, což je struktura 
typu CvRect. Položkami této struktury jsou souřadnice počátečního bodu x a y, šířka 
width a výška height dané oblasti. Parametry funkce GetRegion jsou tedy ukazatel 
na vstupní obrázek colorWhite, ukazatel na obrázek imgRgb, do něhož lze 
výslednou oblast vyznačit, proměnná typu CvPoint reprezentující počáteční bod, 
rozměry oblasti zadány konstantami REG1_WIDTH a REG1_HEIGHT, proměnná typu 
CvScalar definující barvu ohraničení výsledné oblasti, v tomto případě konstanta 
YELLOW, reference na již zmíněnou proměnnou roiReg1 a posledním parametrem je 
konstanta DRAW, kterou je možné povolit nebo zakázat vykreslení nalezeného regionu 
do výstupního obrázku. Nalezenou oblast roiReg1 znázorňuje na Obrázek 19a žlutý 
obdélník. Funkce GetRegion bude popsána v kapitole 3.7. 
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Obrázek 19 a) Oblasti roiReg1 - žlutě, roiLp - modře a registrační značka - 
červeně, b) colorWhite – výsledek hledání bílé  
Pro další úpravy je nutné vytvořit obrázky reg2White, reg2Edge a 
reg2VerticalEdge a opět pro ně alokovat potřebné místo v paměti funkcí 
cvCreateImage. Rozměry těchto obrázků jsou shodné s rozměry roiReg2, všechny 
jsou shodně 8 bitové a 1 kanálové.  
Z oblasti roiReg1 je následně zvolena jen spodní část definovaná proměnnou 
roiReg2, v níž se předpokládá výskyt registrační značky. Rozměry oblasti roiReg2 
jsou definovány konstantami REG2_WIDTH a REG2_HEIGHT. Počáteční bod oblasti má 
v ose x souřadnici shodnou s roiReg1, jen v ose y je posunut o +110 pixelů.  
Pro další upřesnění oblasti, v níž se nachází registrační značka, provedeme 
funkcí cvSetImageROI nastavením oblasti roiReg2 v obrázku colorWhite. Funkci 
je v prvním parametru předán ukazatel na obrázek, u něhož chceme oblast nastavit a 
druhým parametrem je obdélníková oblast definovaná typem CvRect. Provedeme 
zkopírování vybrané oblasti do proměnné reg2White pomocí funkce cvCopy. Její 
první parametr určuje místo, odkud se kopíruje a druhý určuje místo, kam se kopíruje. 
Následuje reset nastavení regionu funkcí cvResetImageROI pro obrázek colorWhite.  
Úkolem funkce FillBackground je, jak již z jejího názvu částečně vyplívá, 
vyplnit okolí značky a tím se zbavit alespoň částečně nežádoucího šumu. Detailní popis 
funkce bude uveden v odstavci 3.3.5. Nyní jen stručně k parametrům funkce. Prvním 
parametrem je ukazatel na obrázek, jehož okolí chceme vyplnit a druhým, ukazatel na 
obrázek, do něhož je uložen výsledek. V tomto případě je výsledek uložen do 
zdrojového obrázku reg2White. Třetím parametrem je šířka horního a dolního okraje. 
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Čtvrtý pak šířka levého a pravého okraje. Posledním parametrem je barva, kterou mají 
být okraje vyplněny, zde černá. 
Za pomocí funkce cvCanny, která používá Cannyho hranového detektoru, viz 
kapitola 2.3.3, získáme hrany ve snímku. Parametry této funkce jsou ukazatel na 
obrázek reg2White, ve kterém hledáme hrany a ukazatel na obrázek reg2Edge, viz 
Obrázek 20, do něhož chceme vykreslit nalezené hrany. Prahové hodnoty LOW_THRESH 
a HIGH_THRESH, rozhodují o tom, zda je pixel považován za hranu nebo ne. Pokud je 
hodnota gradientu větší než HIGH_THRESH, je pixel označen jako hrana, je-li hodnota 
gradientu mezi LOW_THRESH a HIGH_THRESH musí být pixel spojený s pixelem, jenž je 
považován za hranu, aby ho bylo možné prohlásit za hranu a pokud je gradient pod 
prahem LOW_THRESH, pixel není považován za hranu ani její součást. Poslední 
parametr udává velikost okna definujícího, jak velké okolí každého pixelu je 
prozkoumáváno.  
 
Obrázek 20 Všesměrové hrany v obrázku reg2Edge  
Z pohledu hran je možné hledat registrační značku na snímku, jako místo 
obsahující zvýšené množství svislých hran. Prakticky je ovšem nelze provést detekci 
hran přímo na originálním snímku, protože většina automobilů má na přední masce 
nějaké „mřížkování“, což by způsobovalo nesprávnou detekci registrační značky. Právě 
z tohoto důvodu jsou všesměrové hrany a následně pouze svislé hrany hledány na 
snímku, který byl výsledkem hledání bílé barvy na objektu. Detekce svislých hran je 
provedena funkcí FindEdgeSobel, což je inline funkce používající originální OpenCV 
funkci cvSobel pro nalezení hran pomocí Sobelova hranového detektoru, popsaného 
v kapitole 2.3.3. Vstupním parametrem funkce je ukazatel na obrázek reg2Edge, 
v němž byly nalezeny hrany ve všech směrech. Druhým parametrem je pak ukazatel na 
obrázek reg2VerticalEdge, viz Obrázek 21, do něhož jsou nalezené svislé hrany 
vykresleny. Následující dva parametry slouží k výběru, zda hledat svislé či vodorovné 
hrany. Posledním parametrem je stejně jako u funkce cvCanny velikost okna 
 43 
specifikující v jakém okolí pixelu je hrana hledána. Úplný popis je uveden v kapitole 
3.3.5. 
 
Obrázek 21 Svislé hrany v obrázku reg2VerticalEdge 
Deklarujeme proměnnou roiLp, která bude typu CvRect a poslouží k dalšímu, 
tentokrát již poslednímu upřesnění oblasti, v níž se nachází registrační značka. Voláním 
již jednou použité funkce GetRegion budeme hledat místo ve snímku 
reg2VerticalEdge, kde je největší hustota svislých hran. Nalezenou oblast je možné 
vykreslit opět do originálního obrázku imgRgb, viz modrý obdelník na Obrázek 19a. 
Tentokrát je nutné okno při vykreslování do obrázku imgRgb posunout a to o hodnoty 
roiReg2.x a roiReg2.y, které představují počátek regionu v originálním obrázku 
imgRgb. Šířka a výška okna jsou definovány konstantami LP_W a LP_H. Barva 
ohraničení je modrá a parametry výsledné oblasti jsou uloženy do roiLp. Konstanta 
DRAW říká, jestli má být nalezená oblast znázorněna v obrázku imgRgb nebo ne. Před 
dalším zpracováním je okno oblasti roiLp zvětšeno ze všech stran o konstantu 
OFFSET, která zajistí, že je registrační značka celá, i když funkce GetRegion umístí 
výsledné okno na některou z hran registrační značky. 
Pro účely ladění je možné po nastavení konstanty HIGH_DETAIL povolit 
zobrazení snímku reg2White, reg2Edge a reg2VerticalEdge pomocí funkce 
cvShowImage. Prvním parametrem je pomocí ukazatele na char předáván řetězec 
s názvem zobrazeného okna a druhým parametrem je předán ukazatel na obrázek typu 
IplImage. Ihned po zobrazení jsou všechny tři obrázky uvolněny z paměti pomocí 
cvReleaseImage. 
Následuje vytvoření proměnných lpGray, lpWhite, lpMorph, 
lpEdgeApprox a lpHoughLines typu ukazatel na IplImage. Opět je pro ně 
alokována paměť pomocí funkce cvCreateImage. Šířka a výška těchto obrázků je 
v tomto případě určena šířkou a výškou oblasti roiLp. Všechny tyto obrázky mají 
definovanou 8 bitovou hloubku a kromě lpHoughLines, který je 3 kanálový, jsou 
všechny 1 kanálové. 
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Výběr oblasti pomocí cvSetImageROI je použit pro získání oblasti roiLp 
z obrázku colorWhite. Oblast je zkopírována funkcí cvCopy do proměnné lpWhite. 
Funkcí cvResetImageROI je pak nastavení regionu zrušeno. Obrázku lpWhite jsou 
černě vyplněny okraje o šířce LP_MARGIN pomocí již zmiňované funkce 
FillBackground. 
Abychom zmenšili členitost okrajů registrační značky bude obrázek lpWhite 
upraven pomocí dilatace, která byla popsána v kapitole 2.7.1. Ještě před tím je třeba si 
vytvořit strukturní element, který bude dilatace používat. Vytvoříme tedy ukazatel 
morphElement1 na typ IplConvKernel. V paměti pro něj alokujeme místo pomocí 
funkce cvCreateStructuringElement, jejímiž parametry jsou počet sloupců a 
řádku elementu, kotevní bod elementu zadaný souřadnicemi x a y, tvar elementu a 
posledním parametrem je ukazatel na pole definující hodnotu pro jednotlivé prvky, ale 
ten je použit pouze při definici vlastního tvaru elementu. Dilataci obrázku lpWhite 
provedeme pomocí funkce cvDilate. Prvním parametrem je ukazatel na obrázek 
lpWhite, který chceme dilatovat, druhý pak ukazatel na obrázek lpMorph, do něhož je 
uložen výsledek. Třetím parametrem je ukazatel na strukturní element morphElement1 
a čtvrtým, počet iterací.  
Přesná identifikace registrační značky je provedena za pomoci kontury. Ještě než 
je možné konturu použít, je nutné vytvořit několik pomocných proměnných. Nejprve 
jsou vytvořeny pomocné obrázky lpContourSrc a lpContourDst, což jsou 8 bitové, 
1 kanálové obrázky, jejichž šířka a výška je definována pomocí roiLp. Dále je 
vytvořen ukazatel contourStorage na datové uložiště CvMemStorage, pro něž je 
pomocí funkce cvCreateMemStorage alokována paměť o velikosti 64 KB. Vytvoření 
tohoto úložiště je nutné pro rostoucí datové struktury jako je sekvence CvSeq, jímž lze 
reprezentovat danou konturu. Konkrétně se jedná o ukazatel contour na typ CvSeq. 
Voláním funkce cvZero je vynulován obrázek lpContourDst, do něhož bude uložen 
výsledek. Funkcí cvCopy zkopírujeme obrázek lpMorph do vytvořeného obrázku 
lpContourSrc. Funkcí cvStartFindContours je vrácena proměnná conScan typu 
CvContourScanner. Jako parametry je funkci nutné předat ukazatel na obrázek 
lpContourSrc, ukazatel na datové uložiště contourStorage a velikost hlavičky 
sekvence definovaná jako velikost typu CvContour. Dále pak mód, který určuje, jaké 
kontury jsou vyhledávány. V tomto případě použitý mód CV_RETR_EXTERNAL 
 45 
vyhledává jen externí kontury. Parametr method definuje metodu, jak je daná kontura 
reprezentována datovou sekvencí. Při použití metody CV_CHAIN_APPROX_NONE jsou 
do sekvence contours uloženy všechny pixely, z nichž se daná kontura skládá. Funkce 
cvFindNextContour, jejímž parametrem je proměnná conScan inicializovaná 
v předchozí funkci, vrací ukazatel na sekvenci aktuální kontury. V cyklu while jsou 
tak procházeny všechny nalezené kontury a je porovnávaná jejich velikost. Jestliže je 
délka contours->total větší než konstanta MIN_CONTOUR_LENGHT, pak je kontura 
vykreslena do obrázku lpContourDst. Vykreslení kontury zajišťuje funkce 
cvDrawContours, které je třeba předat jako parametry ukazatel na obrázek, do něhož 
se kontura vykresluje, ukazatel na konturu contours, barva externí kontury, barva 
vnitřních kontur, úroveň max_level určující do jaké hloubky se budou vnitřní kontury 
vykreslovat, tloušťku vykreslované kontury, typ čáry a offset. Protože je samotná 
kontura značky poměrně nerovná je pomocí funkce cvBoundingRect ohraničena 
obdélníkem. Funkce jej vypočte na základě obrázku kontury lpContourDst a vrátí 
proměnnou lpBound, která je typu CvRect. Typ ale definuje obdélník na základě 
souřadnic levého horního rohu, šířky a výšky. Naproti tomu funkce cvRectangle, 
sloužící k vykreslení obdélníku do obrázku definuje obdélník na základě souřadnic 
levého horního a pravého dolního rohu. Za účelem výpočtu těchto rohových bodů jsou 
definovány proměnné pA a pB typu CvPoint. Nyní lze obdélník aproximující konturu 
vykreslit nejprve do obrázku lpEdgeApprox, kde je zobrazen bílou barvou. Funkce 
cvShowImage zajišťuje zobrazení kontury lpContourDst nalezené registrační značky 
a také kontury aproximované obdélníkem lpEdgeApprox, ovšem jen za předpokladu, 
že je povoleno toto zobrazení nastavením konstanty HIGH_DETAIL. Po přepočtu 
souřadnic, respektive po přičtení počátečních souřadnic oblasti  roiLp, je vykreslen 
obdélník kontury červeně také do původního obrázku imgRgb, viz Obrázek 19a. 
Voláním funkce cvReleaseMemStorage s parametrem contourStorage typu 
ukazatel na ukazatel na typ CvMemStorage je uvolněna paměť, která byla pro toto 
datové úložiště alokována. Následně je funkcí cvReleaseImage uvolněn z paměti také 
obrázek lpContourSrc. 
Funkcí cvCvtColor převedeme barevný obrázek imgRgb na šedotónový a ten 
uložíme do imgGray. Posledním parametrem určíme z jakého barevného modelu, na 
jaký chceme převod uskutečnit. V tomto případě z RGB na šedotónový, proto 
 46 
použijeme symbolickou konstantu CV_RGB2GRAY. U obrázku imgGray následně 
vybereme oblast roiLp pomocí funkce cvSetImageROI, která upřesňuje pozici 
značky a zkopírujeme ji pomocí cvCopy do proměnné lpGray. Obrázek poslouží 
k zobrazení čar a jejich průsečíků odpovídajících přibližně hranám a rohům registrační 
značky. Zvolené nastavení oblasti je pak možné resetovat funkcí cvResetImageROI. 
Nyní je třeba převést funcí cvCvtColor získaný šedotónový obrázek lpGray 
na RGB obrázek lpHoughLines, který bude sloužit pro zobrazení čar nalezených 
pomocí Houghovy transformace. Dále je alokováno pole lpCorHt o délce 
MAX_LP_COR_COUNT. Pole je tvořeno prvky typu CvPoint2D32f a je určeno pro 
uložení rohových bodů registrační značky detekovaných jako průsečíky houghových 
čar, které jsou nalezeny funkcí FindLpCornersHT. Zatím nám stačí vědět, že prvním 
parametrem je ukazatel na obrázek lpEdgeApprox, v němž chceme rohové body 
značky hledat, druhým ukazatel na obrázek, do kterého budou vykresleny Houghovy 
čáry s průsečíky. Třetím parametrem je zmiňovaný ukazatel na pole lpCorHt. 
Návratovou hodnotou je počet nalezených rohových bodů lpCorCount. Zbylé 
parametry budou popsány v kapitole 3.7, kde bude také vysvětlen celý algoritmus 
funkce. Když je známý přesný počet rohových bodů je pro ně alokováno nové pole 
lpCornersHt o délce lpCorCount. Položky nového pole jsou typu CvPoint. 
Následně je ve for cyklu provedené zkopírování položek pole lpCorHt do pole 
lpCornersHt a jejich přetypování z double na int. V tomto cyklu se také vykreslí 
průsečíky jednotlivých Houghových čar funkcí cvLine. Prvním parametrem jí 
předáváme ukazatel na obrázek lpHoughLines, viz Obrázek 22, do něhož chceme 
body vykreslit.  
 
Obrázek 22 Hrany a rohy značky detekované Houghovou transformaci v obrázku 
lpHoughLines 
Dva další parametry určují souřadnice počátečního a koncového bodu, které jsou 
v tomto případě shodné, protože nechceme vykreslovat čáry, ale body. Čtvrtým 
parametrem definujeme barvu bodů, pátým určujeme tloušťku čáry respektive bodu, 
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šestým typ čáry a posledním parametrem je posun, který není využit. S pomocí 
operátoru delete je pole lpCorHt uvolněno z paměti. Trojice volání funkce 
cvShowImage zajišťuje zobrazení výsledků dílčích úprav. Dvojice obrázků lpWhite a 
lpMorph je zobrazena, jen pokud je povoleno zobrazení všech podstatných dílčích 
úprav pomocí nastavení konstanty HIGH_DETAIL na 1 a lpHoughLines, pokud je 
povoleno zobrazení středních detailů pomocí konstanty SHOW nastavené na 1. Na závěr 
části předzpracovávající objekt je provedeno uvolnění obrázků lpWhite, lpMorph, 
lpEdgeApprox a lpHoughLines, které již nebudou v další části používány. Shodným 
způsobem je realizováno i předzpracování druhého objektu. 
 
3.3.2 Geometrické transformace 
Pro realizaci geometrických transformací potřebujeme mít v případě afinní 
transformace 3 korespondenční body v každém z obrázků, u perspektivní transformace 
jsou pak nutné 4 korespondenční body. Body slouží k stanovení transformačních matic, 
které jsou následně použity pro transformaci obrázků. Získání těchto korespondenčních 
bodů a míra jejich korespondence výraznou měrou ovlivňují přesnost afinní i 
perspektivní transformace. 
Nejprve je vytvořen obrázek lpGrayPointsColor, do kterého je po 
převodu GRAY2RGB funkcí cvCvtColor uložen lpGray. Poslouží k vykreslení 
nalezených rohových bodů registrační značky. Nalezené body budeme ukládat do 
dynamicky alokovaného pole lpAllCor typu CvPoint2D32F a velikosti MAX_COR. 
Deklarována a inicializována na nulu je i proměnná cornersCount, do které bude 
funkcí FindCorners vrácen počet nalezených významných bodů. FindCorners je 
prvním parametrem předán ukazatel na obrázek lpContourDst, v němž jsou 
významné body hledány a druhým pak ukazatel na pole lpAllCor, do něhož jsou 
nalezené významné body vráceny. Algoritmus této funkce bude popsán v kapitole 3.9. 
V cyklu for jsou tyto body zeleně vykreslovány do obrázku lpGrayPointsColor 
funkcí cvLine. Nyní je provedeno uvolnění již nepotřebného obrázku 
lpContoursDst z paměti funkcí cvReleaseImage. Když máme již nalezeny 
významné body pomocí rohového detektoru, lze přistoupit k určení, které z daných 
bodů odpovídají rohům registrační značky. K vyhodnocení je třeba alokovat pole 
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fourCor, jehož velikost je FOUR_COR a prvky jsou typu CvPoint. Ve dvou vnořených 
cyklech for jsou procházena pole lpCornersHt, obsahující rohové body nalezené již 
dříve pomocí Houghovy transformace a pole lpAllCor, obsahující významné body 
nalezené na kontuře registrační značky pomocí rohového detektoru. Pro každý rohový 
bod pole lpCornersHt je prohledáváno celé pole lpAllCor a je v něm hledán bod, 
který má souřadnice stejné nebo alespoň blízké rohovému bodu z lpCornersHt. 
Možnou odchylku bodu lpAllCor od bodu lpCornersHt udává konstanta COR_DEV. 
Po identifikaci všech čtyř bodů jsou tyto body vykresleny do obrázku 
lpGrayPointsColor, viz Obrázek 23 odlišnými barvami. Levý horní roh je zobrazen 
žlutě, pravý horní modře, levý dolní fialově a pravý dolní červeně. Obrázek je však 
zobrazován jen pokud je konstanta SHOW nastavena na 1. V dalším kroku je obrázek 
lpGrayPointsColor uvolněn z paměti. Body pro výpočet transformační matice musí 
být typu CvPoint2D32f a proto je alokováno pole trPointsA, do něhož jsou body 
zkopírovány a zároveň přetypovány z int na double. Po tomto kroku lze uvolnit 
pomocí operátoru delete pole fourCor, lpAllCor a lpCornersHt, která již nejsou 
potřeba. Stejným způsobem jsou získány rohové body registrační značky i pro druhý 
objekt. 
 
Obrázek 23 Rohové body detekované pomoc Shi-Tomasi v lpGrayPointsColor 
Nastavením konstanty HAND lze povolit také zadávání transformačních bodů pomocí 
myši. Tento způsob vyžaduje vytvoření obrázku temp funkcí cvCloneImage, jíž 
předáváme ukazatel na obrázek imgRgb, kterou chceme zkopírovat. Je také nutné 
funkcí cvNamedWindow pojmenovat okno, ve kterém bude výběr bodů uskutečněn. Za 
pomocí funkce cvSetMouseCallback je prvním parametrem určenému oknu 
přiřazena nějaká událost, která je vyhodnocována funkcí MouseCallback předávanou 
druhým parametrem. Poslední parametr pak slouží k předání ukazatele na obrázek 
imgRgb do funkce vyhodnocující událost. Funkce MouseCallback je natolik důležitá 
pro celý algoritmus, že je nutné ji popsat zde, i když se její definice nachází až na 
samém konci souboru za funkci main. Prvním parametrem je proměnná event, 
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specifikující událost, která nastala, parametry x a y, pak udávají souřadnice, kde 
v obrázku k události došlo a flag je proměnná specifikující událost. Všechny tyto 
parametry jsou typu int. Posledním parametrem je param, což je ukazatel na void a 
slouží k předávání libovolného parametru z funkce cvSetMouseCallback. V našem 
případě je využit pro předání ukazatele na obrázek imgRgb. Funkce vytvoří ukazatel na 
obrázek image, do kterého je po přetypování předán obrázek imgRgb. Na základě 
stisku levého tlačítka myši funkce uloží souřadnice bodu, kde bylo tlačítko stisknuto a 
bod vykreslí pomocí funkce cvLine. Souřadnice bodu jsou uloženy do pole 
insPoints na pozici danou countInsPoints, což je globální proměnná, která slouží 
jako počítadlo vložených bodů a je následně zvýšena o jedničku. V cyklu while, kde je 
řešeno neustálé zobrazení obrázku pomocí funkce cvCopyImage kopírující obrázek 
imgRgb do obrázku temp a jeho zobrazení funkcí cvShowImage dokud nejsou zadány 
čtyři body a tedy přestane platit podmínka, že countInsPoints je menší než čtyři. 
Získané body jsou ve for cyklu zkopírovány do nově alokovaného pole 
insPointsTrans, ve kterém jsou již body předány funkcím pro vytvoření 
transformačních matic, avšak to pouze za předpokladu, že je povoleno ruční zadávání 
pomocí HAND. Algoritmus je použit dvakrát, aby bylo možné zadat transformační body 
u obou obrázků. 
Než přistoupíme k samotným transformacím, je nutné vytvořit obrázky 
objGray1 a objGray2, do těchto proměnných budou funkcí cvCvtColor převedeny 
obrázky objRgb1 a objRgb2.  
Afinní geometrická transformace vyžaduje vytvoření proměnné trMat typu 
ukazatel na CvMat, pro niž alokujeme místo v paměti funkcí cvCeateMat. Proměnná 
bude reprezentovat transformační matici o rozměrech 2 řádky, 3 sloupce a s 32 
bitovými prvky. Musíme také vytvořit proměnné pro transformované obrázky. Jsou tedy 
alokovány imgTrans1, 8 bitový, 3 kanálový obrázek, objTrans1 a  maskTrans1, 
oba 8 bitové, 1 kanálové obrázky. Všechny tři mají pak rozměry shodné s imgRgb. Ještě 
před použitím jsou tyto obrázky vynulovány funkcí cvZero. Výpočet transformační 
matice funkcí cvGetAffineTransform lze provést primárně z rohových bodů 
detekovaných na registrační značce avšak je možné tyto body i zadat ručně pomocí 
kliknutí myši do příslušného obrázku. O tom, zda jsou body detekovány automaticky 
nebo ručně zadány rozhoduje hodnota konstanty HAND. Nyní zpět k parametrům funkce 
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cvGetAffineTransform, v případě, že jsou brány automaticky nalezené rohové 
body. Prvním a druhým parametrem jsou do funkce předány ukazatele na pole 
trPointsA a trPointsB, obsahující body, z nichž je vypočtena transformační matice, 
kterou funkce předává v podobě ukazatele na trMat. Afinní transformace je provedena 
funkcí cvWarpAffine, které jsou parametry předány ukazatel na obrázek, který 
chceme transformovat, ukazatel na obrázek, do něhož chceme uložit již transformovaný 
obrázek, ukazatel na transformační matici trMat, flagy, upřesňující nastavení 
transformace a hodnota, kterou jsou vyplněny všechny místa, která leží mimo původní 
obrázek. Tři volání transformační funkce zajišťují transformace imgRgb1 na 
imgTrans1, objRgb1 na objTrans1 a objMask1 na maskTrans1. Celý výpočet 
transformační matice a transformace samotné jsou vykonány, pouze když počet 
nalezených rohových bodů v prvním obrázku fCor1 a počet rohových bodů v druhém 
obrázku fCor2 jsou současně větší než 1, tzn., pokud byly nalezeny v každém z nich 
minimálně 3 body potřebné pro určení transformační matice. Když podmínka není 
splněna, je vypsáno chybové hlášení, že transformaci nelze provést. 
Perspektivní geometrická transformace využívá až na menší odlišnosti v názvech 
některých proměnných, do jejichž názvu bylo přidáno písmenko P a některých funkcí 
stejný postup, proto budou popsány pouze rozdíly. Transformační matice trMatP pro 
perspektivní transformaci má na rozdíl od afinní tři řádky místo dvou. Pomocné obrázky 
imgTransP1, objTransP1 a maskTransP1 mají úplně shodné parametry jako 
v předchozí variantě. Výpočet transformační matice trMatP je realizován funkcí 
cvGetPerspectiveTransform, která má shodné parametry s funkcí 
cvGetAffineTransform, ale na rozdíl od ní si bere z polí trPointsA a trPointsB 
čtyři na místo tří bodů. Transformace je aplikována na obrázky funkcí 
cvWarpPerspective, jenž má opět shodné typy parametrů s afinní verzí, jen používá 
perspektivní transformační matici. Opět jsou tak transformovány obrázky imgRgb1 na 
imgTransP1, objRgb1 na objTransP1 a objMask1 na maskTransP1. Podmínka 
tentokrát stanovuje, že počet nalezených rohových bodů musí být v každém z obou 
obrázků objektu vyšší než 3. Tím je zaručeno, že bude mít funkce pro vytvoření 
transformační matice dostatečný počet bodů pro její výpočet. Na závěr, když jsou 
transformace provedeny, je možné uvolnit pomocí delete pole trPointsA a 
trPointsB.  
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3.3.3 Stanovení podobnosti 
Stanovení podobnosti je prováděno pomocí funkce ComputeCorresp ve třech 
variantách a to stanovení podobnosti na snímcích bez předchozí úpravy geometrickou 
transformací, po předchozí úpravě afinní geometrickou transformací a po předchozí 
úpravě perspektivní geometrickou transformací. Algoritmus funkce bude popsán a 
vysvětlen v kapitole 3.10. 
Pro stanovení podobnosti bez použití geometrické transformace jsou vytvořeny 
ukazatele na obrázky imgResNonTrans1 a imgResNonTrans2, pro něž je alokována 
paměť funkcí cvCreateImage. Obrázky mají šířku WIDTH, výšku HEIGHT, 8 bitovou 
hloubku a 3 kanály. Do těchto obrázků jsou funkcemi cvCopy nakopírovány obrázky 
imgRgb1 a imgRgb2. Následuje volání funkce ComputeCorresp, které jsou pomocí 
ukazatelů předávány obrázky objGray1 a objGray2, v těch je prováděna detekce 
významných bodů, objMask1 a objMask2, které slouží pro úpravu významných bodů 
pro zobrazení, imgResNonTrans1 a imgResNonTrans2, do nichž jsou významné 
body vykresleny. Voláním funkce cvShowImage pro obrázek imgResNonTrans1 a 
imgResNonTrans2 jsou zobrazeny výsledky stanovení podobnosti v podobě 
vyznačených zelených bodů, k nimž byly ve druhém obrázku nalezeny korespondenční 
a červených bodů, u nichž nebyla korespondence nalezena. Oba obrázky jsou uvolněny 
z paměti funkcí cvReleaseImage. 
Vyhodnocení podobnosti po úpravě afinní geometrickou transformací probíhá 
téměř shodně jako v předchozím případě, pouze finální obrázky se jmenují 
imgResTrans1 a imgResTrans2 a do prvního je zkopírován transformovaný 
imgTrans1. Funkce ComputeCorresp je pak volána s ukazateli na obrázek 
objTrans1, objGray2, maskTrans1, objMask2, imgResTrans1 a 
imgResTrans2. Obrázky prvního objektu jsou tedy použity transformované. Následuje 
opět zobrazení a uvolnění obrázků imgResTrans1 a imgResTrans2 z paměti. Celé 
vyhodnocení podobnosti po afinní transformaci proběhne pouze za podmínky, že 
fCor1 a fCor2 jsou současně větší než jedna, což znamená, že byl nalezen dostatečný 
počet bodů pro transformaci. Pokud by transformace neproběhla, nemá smysl 
podobnost vyhodnocovat a byla by vypsána chybová zpráva. 
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Stanovení podobnosti po úpravě perspektivní geometrickou transformací má opět 
shodný scénář jako u předchozí transformace. Výsledné obrázky tentokrát mají jména 
imgResTransP1 a imgResTrans2. Do prvního z nich je zkopírován obrázek 
imgTransP1 transformovaný perspektivní transformací. Rovněž funkce 
ComputeCorresp je volána s ukazateli objTransP1, objGray2, maskTransP1, 
objMask2, imgResTransP1 a imgResTransP2, kde obrázky končící číslem jedna 
jsou po perspektivní transformaci. Nakonec zbývá zobrazení a uvolnění obrázků 
imgResTransP1 a imgResTransP2. Podmínka pro vyhodnocení podobnosti po 
perspektivní transformaci je dána nutností nalezení čtveřice transformačních bodů 
v každém z objektů, bez nichž by transformace nemohla proběhnout, a opět by nemělo 
tedy smysl vyhodnocení provádět. 
 
3.3.4 Závěr hlavní části programu 
Na část hlavního programu provádějící stanovení podobnosti navazuje závěrečná 
část kódu hlavního programu, v níž jsou volány funkce cvShowImage pro zobrazení 
některých mezivýsledku. Zobrazení je však provedeno jen pokud je nastavena konstanta 
HIGH_DETAIL na 1. Využití tohoto zobrazení je užitečné při ladění algoritmů, avšak 
pro prezentaci výsledku obsahuje příliš mnoho informací. Následně je funkcí 
cvWaitKey čekáno na stisk libovolné klávesy, po němž jsou všechna zobrazená okna 
uzavřena funkcí cvDestroyAllWindows. Poslední fází je volání funkce 
cvReleaseImage pro všechny obrázky, které ještě nebyly uvolněny z paměti a také 
uvolnění strukturního elementu morfologických operací funkcí 
cvReleaseStructuringElement. 
 
3.3.5 Funkce definované v hlavním programu 
FindEdgeSobel 
Funkce slouží k nalezení svislých, případně vodorovných hran v obraze pomocí 
Sobelova operátoru popsaného v kapitole 2.3.3. Jako parametry je nutné jí předat 
ukazatel na obrázek src, tj obrázek, ve kterém se požadované hrany budou hledat. 
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Dalším parametrem je ukazatel na obrázek dst, do něhož jsou výsledné hrany uloženy. 
Následující dva parametry x a y, které jsou typu int, slouží k definování typu 
hledaných hran. Jestliže chceme hledat svislé hrany, nastavíme kombinaci x = 1 a y = 0. 
Pokud bychom chtěli hledat vodorovné hrany, nastavíme x = 0 a y = 0. Posledním 
parametrem je velikost okna winsize, určujícího v jak velkém okolí pixelu je pro 
hledání hrany uvažováno. Lze jej nastavit na hodnoty 1,3,5 nebo 7.  Na začátku funkce 
je vytvořen a alokován pomocný obrázek aux, mající shodné rozměry shodné se 
vstupním obrázkem src, ale 32 bitovou hloubku. Tento obrázek slouží pro uložení 
nalezených hran funkcí cvSobel, která neumožňuje použití 8 bitového obrázku pro 
uložení výstupu. Zbylé parametry funkce jsou předány z FindEdgeSobel. Následně je 
obrázek aux převeden na 8 bitový pomocí funkce cvConvert a výsledek je uložen do 
obrázku dst. Obrázek aux je nakonec uvolněn z paměti pomocí cvReleaseImage. 
 
FillBackground 
 Slouží k vyplnění většinou bílých ploch zasahujících do okrajů obrázku a 
k tomuto účelu využívá funkce cvFloodFill. Pomocí ukazatele na obrázek src je 
funkci předán obrázek, jehož okraje chceme vyplnit. Ukazatelem na obrázek dst je 
vrácen výsledný obrázek po vyplnění. Intové parametry tb_margin a lp_margin 
definují, do jaké maximální vzdálenosti od horního/dolního a levého/pravého okraje 
bude funkce postupně umisťovat bod seed. Pokud je bod seed, tzv. semínko, umístěno 
do bílé oblasti, je celá tato oblast vyplněna barvou color, předávanou pomocí 
posledního parametru. Algoritmus funkce nejprve deklaruje proměnnou seed typu 
CvPoint. Pak je funkcí cvCopy zkopírován obrázek src do obrázku dst. V prvním 
bloku vnořených cyklu for je postupně nastavováno semínko (seed) pro všechny 
hodnoty, kdy je souřadnice x menší lp_margin nebo větší než src->width - 
lp_margin, přičemž souřadnice y je nastavena postupně v rozmezí 0 až výška obrázku 
(src->height). Tímto blokem jsou tedy vyplňovány prostory po stranách. Následující 
blok cyklů for zajišťuje nastavení semmínka pro případy, kdy je souřadnice y menší 
než tb_margin nebo větší než src->height – tb_margin a souřadnice x nabývá 
hodnot od 0 do šířky obrázku (src->width).  Vždy po změně některé ze souřadnic 
semínka je v cyklech volaná funkce cvFloodFill. Parametry funkce jsou ukazatel na 
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obrázek dst, semínko seed typu CvPoint. Barva color, která je typu CvScalar. 
Poslední z nastavovaných parametrů je flag typu int, určující konektivitu. 
 
3.4 Načítání adresáře a souboru 
Název adresáře a souboru, který chceme otevřít je prováděno ve dvou krocích 
z příkazové řádky. V prvním kroku je načtena absolutní nebo relativní adresa adresáře 
podle toho, zda se soubory načítané soubory nachází ve stejném adresáři jako program 
nebo někde jinde. Ve Druhém kroku je pak zadán název obrázku typu JPG, na němž je 
zobrazen objekt.  
Zadaná adresa je načtena funkcí GetFolder. Pomocí jediného parametru 
folder, který je ukazatelem na char, je vrácen řetězec obsahující cestu 
k požadovanému adresáři. Proběhne-li načtení řetězce v pořádku, vrací funkce 0, pokud 
délka adresy překročí velikost pole folder, je vrácena -1. Hlavní program pak reaguje 
návratovou hodnotou -1 a zobrazením chybového hlášení o chybě. Na základě 
správného načtení cesty k adresáři program pokračuje výzvou k zadání jména obrázku. 
Název obrázku je načítán pomocí funce GetFile, která ve svém jediném parametru 
file, typu ukazatel na char, vrací řetězec s názvem. Stejně jako GetFolder vrací při 
úspěšném načtení názvu 0, pokud by byl řetězec delší, než je velikost pole file, pak 
vrací -1. Hlavní program při chybě vypíše chybové hlášení. Pokud vše proběhne 
v pořádku je zavolána funkce, která spojí získané řetězce dohromady. 
Funkce LinkStrings, která spojení řetězců realizuje, je volána se třemi 
parametry typu ukazatel na char. Prvním parametrem je předán řetězec folder, 
druhým řetězec file a pomocí třetího řetězce imgName je vrácena výsledná cesta 
k obrázku. Funkce přitom vloží mezi řetězce folder a file lomítko a za řetězec file 
je vložena přípona „.jpg“. 
3.5 Model pozadí a segmentace objektu 
Model pozadí je vytvořen metodou průměrování, jak uvádí [4]. Celý algoritmus 
spočívá v načtení a akumulaci několika snímků pozadí. Na první pohled by se dalo říci, 
že čím více snímků, tím přesnější bude vytvořený model, ale to je pravda jen částečně, 
protože s každým dalším zpracovávaným snímkem je zvyšována také výpočetní 
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náročnost a od jistého počtu snímků již nedochází k natolik výraznému vylepšení 
modelu. Nevýhodou tohoto modelu je neschopnost pokrytí velkých změn jasu 
jednotlivých pixelů a také problém identifikovat objekty, které jsou velmi podobné větší 
části scény. Problém by mohl nastat například, pokud by měl být identifikován bílý 
automobil, řekněme v podzemní garáži s bílou zdí v pozadí a pozadí scény by bylo 
natolik dobře osvětlené, že by zeď byla na snímcích bílá. 
První funkce AllocateBackground má za úkol alokovat všechny proměnné 
potřebné k vytvoření modelu na základě rozměrů obrázku pozadí předávaného jediným 
parametrem pomocí ukazatele. Nyní je zbytečné vypisovat názvy jednotlivých 
alokovaných proměnných a postupně budou objasněny při použití v dalších funkcích. Je 
však nutné podotknout, že všechny tyto proměnné jsou deklarovány jako globální. 
Funkce AccumulateBackground, jejímž parametrem je ukazatel na obrázek pozadí, 
provádí akumulaci celkových obrázků pozadí a akumulaci rozdílových obrázků. 
Nejprve je funkcí cvCvtScale proveden převod 8 bitového vstupního obrázku I na 32 
bitový pomocný obrázek Iscratch. Ten je pomocí funkce cvAcc do dalšího 
pomocného obrázku IavgF, který bude reprezentovat průměrný obrázek pozadí. 
Rozdílový obrázek Iscratch2 je pak získán jako rozdíl aktuálního obrázku Iscratch 
a předchozího obrázku IprevF, který vypočítává funkce cvAbsDiff. Akumulaci 
rozdílových obrázků Iscratch2 provádí opět funkce cvAcc a výsledek ukládá do 
obrázku IdiffF. Při každém volání funkce je přičtena jednička k proměnné Icount, 
která slouží jako počítadlo volání funkce. Poslední operací je zkopírování aktuálního 
obrázku Iscratch do obrázku předchozího IprevF. Ve funkci je deklarovaná 
proměnná first, která je typu static int a zajistí, že při prvním volání funkce je 
zkopírován Iscratch do IprevF. 
Stanovení horní a dolní meze rozsahu pro každý pixel je prováděno funkcemi 
setHighThreshold a setLowThreshold. Rozsah je znázorněn na Obrázek 6, 
uvedeném při teoretickém popisu metody. Funkce setHighThreshold má parametr 
scale, který je typu float a určuje, jak velký násobek rozdílové hodnoty bude k 
hodnotě pixelu přičten. Do pomocné Iscratch jsou funkcí cvConvertScale nejprve 
vypočítány násobky rozdílů IdiffF.  Ty jsou funkcí Add přičteny k IavgF a uloženy 
do IhiF. Obrázek IhiF je funkcí cvSplit rozdělen na jednotlivé kanály Ihi1, 
Ihi2 a Ihi3. Funkce setLowThreshold funguje téměř stejně, jen místo přičtení 
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násobků rozdílových hodnot jsou od IavgF tyto násobky, uložené v Iscratch, 
odečteny pomocí funkce cvSub a uloženy do proměnné IlowF. Ta je následně také 
rozdělena na jednotlivé kanály Ilow1, Ilow2 a Ilow3. 
Vytvoření modelu zajišťuje funkce CreateModelFromStats s parametry 
lowThreshold a highThreshold. Nejprve jsou pomocí funkce cvConvertScale 
získány průměrné hodnoty obrázků pozadí IavgF a průměrné hodnoty rozdílů obrázků 
IdiffF. Pak je do proměnné IdiffF přičtena ke každému pixelu jednička, aby při 
nastavení horní a dolní hranice rozsahů pro jednotlivé pixely pomocí volání funkcí 
setHighThreshold a setLowThreshold nedošlo k tomu, že bude některá z hranic 
shodná s průměrnou hodnotou. 
Obrázek Imask, černobílou masku, určující, které pixely patří k objektu a které 
ne, dostaneme vrácenou pomocí druhého parametru zavoláním funkce 
BackgroundDiff. Prvním parametrem je funkci předán RGB obrázek I, na němž je 
objekt. Obrázek I je ve funkci nejprve převeden na 32 bitový float, který je uložen do 
pomocné Iscratch. Funkcí cvSplit je následně rozdělen na 3 samostatné kanály 
Igray1, Igray2 a Igray3. Jednotlivé kanály Igray (1-3) jsou postupně testovány 
funkcí cvInRange, zda jsou vždy sobě odpovídající pixely v rozsahu od Ilow (1-3) do 
Ihi (1-3). Pokud je pixel v rozsahu, do výsledného obrázku Imask je uložena hodnota 
255, pokud ne, tak 0. Výsledky porovnávání u druhého kanálu jsou uloženy do obrázku 
Imaskt. Následně jsou pomocí funkce cvOr první a druhý kanál sloučeny a uloženy do 
Imask. Třetí kanál je vyhodnocen stejně jako druhý kanál do Imaskt a opět je sloučen 
pomocí cvOr s Imask. Výsledek uložený v Imask je nakonec pomocí funkce cvSubRS 
invertován. Uvolnění všech proměnných modelu, které byly alokovány funkcí 
AllocateBackgroundModel je zajištěno zavoláním funkce 
DeallocateBackgroundModel, která uvolní všechny alokované obrázky funkcí 
cvReleaseImage. 
Funkce CreateBackgroundModel využívá některé již popsané funkce modelu 
a ve for cyklu zajišťuje vytvoření finální cesty k obrázkům s pozadím, provádí jejich 
postupné načítání, akumulaci a vytvoření modelu pozadí. Pomocí prvního parametru je 
funkci předán ukazatel na pole charů obsahující cestu k adresáři, v němž jsou uloženy 
obrázky pozadí. Na základě parametru frameCount, který je typu int, je funkci 
předána informace o počtu obrázků, ze kterých bude model vytvořen. Zbylé dva float 
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parametry lowThreshold a highThreshold jsou pouze předávány funkci 
CreateModelFromStats. Ve funkci je deklarovaná a alokovaná proměnná 
frameRgb pomocí již zmiňované funkce cvCreateImage. Dále jsou deklarovaná dvě 
pole, první bufferb, je vyžadováno funkcí itoa, která se stará o převod int na 
řetězec a druhé sloužící pro uložení řetězce definujícího cestu k otevíranému obrázku. 
Řetězec je pospojován využitím funkcí strcpy a strcat, což jsou standardní funkce 
jazyka c pro práci s řetězci. Následně je provedeno načtení, změna velikosti obrázku a 
jeho uložení do frameRgb funkcemi cvLoadImage a cvResize. Jakmile je obrázek 
připraven, funkce AccumulateBackground provede jeho akumulaci do modelu. 
Takto je zpracován počet obrázků určený parametrem frameCount. Funkce 
CreateModelFromStats pak na základě parametrů lowThreshold a 
highThreshold vytvoří model pozadí. Po jeho vytvoření je z paměti funkcí 
cvReleaseImage uvolněn obrázek frameRgb. 
Poslední funkcí týkající se modelu pozadí je funkce SeparateObject. 
Parametrem typu ukazatel na obrázek je jí předán ukazatel na RGB obrázek imgRgb, na 
němž je zachycen objekt (automobil). Pomocí dalších dvou parametrů stejného typu 
jsou vráceny obrázky objRgb a objMask. Obrázek objRgb je 3 kanálový obrázek 
zobrazující segmentovaný objekt, kde pozadí objektu je nahrazeno černou a obrázek 
objMask je 1 kanálový binární maska, kde objekt je znázorněn bílou a pozadí černou 
plochou. Funkce nejprve alokuje místo v paměti pro pomocný 8 bitový, 1 kanálový 
obrázek aux a dva strukturní elementy element1 a element2 pro následné 
morfologické úpravy. Voláním funkce BackgroundDiff je z obrázku imgRgb 
extrahován objekt a jeho binární maska je uložena do pomocného obrázku aux. Protože 
segmentace objektu často neproběhne úplně ideálně a v masce by tak byl viditelný šum 
je nutné jeho vliv nějak eliminovat alespoň v okrajových částech obrázku. Z tohoto 
důvodu, jsou na stranách a ve spodní části obrázku vykresleny obdélníky černé barvy, 
jejichž cílem je odstranit tento drobný šum, který by jinak působil nepříjemnosti. 
Následuje použití morfologické operace uzavření na obrázek aux, jenž by mělo opět 
minimalizovat zbylý šum a také zajistit lepší obrys objektu. Dalším krokem je využití 
kontury pro získání obrysu objektu. Kontura je použitá proto, že je možné získat její 
velikost a to nám dává možnost vybrat si, které kontury jsou pro nás zajímavé a které 
ne. Pro konturu je použita stejná sekvence algoritmů, která již byla aplikována pro 
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získání kontury registrační značky. V cyklu while jsou opět hledány všechny kontury a 
vykreslí se pouze ta, která splňuje podmínku jisté minimální délky. Nalezená kontura 
odpovídá objektu, který pomocí funkce cvBoundingRect ohraničíme pomyslným 
obdélníkem bound. To má jediný účel, získáme tak souřadnice, na základě kterých 
stanovíme dva počáteční body seed1 a seed2 pro volání funkce cvFloodFill. 
Souřadnice x jsou stanoveny jako střed obdélníku bound a souřadnice y jsou stanoveny 
jako ¼ a ¾ výšky obdélníku bound. Aby maska uložená v contourDst odpovídala co 
nejpřesněji jen nalezenému objektu je ještě mírně zmenšena pomocí eroze. Funkce 
cvErode pak výslednou masku uloží do obrázku objMask. V cyklu for je procházen 
pixel po pixelu obrázek contourDst a pro všechny bílé pixely se provádí kopírování 
z původního obrázku imgRgb do objRgb. Tím vzniká barevný RGB obrázek, 
obsahující pouze extrahovaný objekt na černém pozadí. Zbývá už jen uvolnění dvou 
strukturních elementů element1 a element2 funkcí cvReleaseStructuring-
Element a uvolnění pomocného obrázku aux funkcí cvReleaseImage. 
 
3.6 Hledání bílé barvy v obrázku 
Bílá barva je v obrázku hledána na základě výpočtu úhlů v RGB modelu. 
Protože v reálném obrázku nelze hledat pouze čistě bílou barvu definovanou hodnotami 
255 všech tří složek, je dovoleno, aby se barevný vektor od vektoru čistě bílé barvy 
odchyloval. Tato odchylka je určena konstantou DEVIATION. Dalším předpokladem je, 
že barevný vektor musí mít určitou minimální velikost definovanou konstantou 
MIN_VEC_SIZE. Čím je vektor kratší, tím více se barva blíží šedé a později i černé.  
O výpočet se starají dvě funkce. GetAngle počítá pomocí goniometrických funkcí úhly 
alfa a beta, které vrací ve strukturní proměnné angle. Úhel alfa je počítán jako 
úhel mezi vektorem r a vektorem y, což je vektor tvořící úhlopříčku podstavy RGB 
modelu. V ideálním případě by odpovídal žluté barvě a úhel alfa by měl 45°. 
Vstupními parametry funkce jsou hodnoty vektorů r, g a b, které jsou typu double. 
Funkce FindColor pomocí vstupních parametrů typu ukazatel na zdrojový 
obrázek src a cílový obrázek dst zajišťuje v cyklu for výpočet hodnot úhlů alfa a 
beta pro každý pixel vstupního obrázku. Pokud úhly splňují odchylku DEVIATION od 
ideálních hodnot ALFA a BETA, reprezentujících čistě bílou barvu a součastně jsou jejich 
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vektory r, g, b větší než MIN_VEC_SIZE, pak je barva pixelu prohlášena za bílou a na 
jeho pozici je do pomocného obrázku aux uložena hodnota 255. Po proběhnutí celého 
for cyklu, je pomocí cvCvtColor převeden 32 bitový obrázek aux na 8 bitový a 
uložen jako výsledek do dst. Ve výsledném obrázku dst je tak předána maska, kde 
bílé pixely odpovídají „bílým“ pixelům v barevném obrázku a černé pixely odpovídají 
ostatním barvám. Na závěr je uvolněn pomocný obrázek pomocí cvReleaseImage. 
 
3.7 Nalezení zájmové oblasti v obrázku 
Pro nalezení zájmové oblasti v obrázku, která je definována jako místo 
v obrázku, kde je největší počet nenulových pixelů, je využíváno dvou funkcí. První 
z nich je funkce AreaSum vypočítávající části obrázku počet nenulových pixelů. 
Parametry jsou jí předány ukazatel na obrázek src, v němž se nastaví oblast roi, 
definovaná zbylými čtyřmi parametry. Intové parametry originX a originY definují 
počáteční bod oblasti a parametry height a width definují její výšku a šířku. Následně 
je po nastavení oblasti v obrázku src funkcí cvSetImageROI je volána funkce 
cvCountNonZero, která zajistí spočítání všech nenulových pixelů a uloží tuto hodnotu 
do proměnné count typu int. Nastavená oblast je poté zrušena funkcí 
cvResetImageROI. Návratovou hodnotou funkce je právě onen počet nenulových 
pixelů count. 
 Druhou funkcí je GetRegion, které jsou předány, ukazatel na obrázek src, 
v němž chceme oblast hledat, ukazatel na obrázek dst, do kterého jí budeme moci 
zobrazit, startPoint typu CvPoint, určující případný posun, když je oblast hledána 
v některém z obrázků detailu. Parametry roiWidth a roiHeight (typ int), udávající 
šířku a výšku okna, které je posouváno napříč obrázkem a ve kterém jsou počítány 
nenulové pixely. Parametr color typu CvScalar, definující barvu, jakou je případně 
vykresleno ohraničení oblasti. Předposledním parametrem je ukazatel na typ CvRect, 
kterým je z funkce vrácena nalezená oblast a poslední pak intový parametr draw, jímž 
určujeme, jestli chceme nalezenou oblast znázornit nebo nikoliv. Samotná funkce 
deklaruje čtyři pomocné proměnné typu int. Jedná se o countNonZero, pro uložení 
počtu nenulových pixelů, countNonZeroMax, pro uložení maximálního nalezeného 
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počtu nenulových pixelů, origRoiX a origRoiY pro uložení počátečních souřadnic 
okna, při nalezení nejvyššího počtu nenulových pixelů. Ve dvou vnořených cyklech 
for je následně posunováno okno po jednotlivých pixelech v ose x a y po celém 
obrázku a po každé změně pozice je provedeno volání funkce AreaSum, která počítá 
nenulové pixely. Pokud je v dané pozici okna počet nenulových pixelů vyšší než 
v předchozí, jsou souřadnice počátečního bodu okna uloženy. Po ukončení cyklů jsou 
pak na základě šířky roiWidth a výšky okna roiHeight a bodu startPoint 
vypočítány body lefUp a rightDown, na základě nichž lze vykreslit ohraničení 
nalezené oblasti. V parametru roi jsou vráceny souřadnice specifikující nalezenou 
oblast. 
 
3.8 Detekce rohových bodů značky pomocí HT 
Nalezení rohových bodů registrační značky pomocí Houghovy transformace je 
zajištěno funkcí FindLpCornersHT. Parametry funkce jsou ukazatel na obrázek src, 
ve kterém chceme rohové body pomocí Houghových čar hledat, ukazatel na obrázek 
dstLines, do něhož jsou vykreslovány nalezené čáry, ukazatel na CvPoint2D32f 
lpCor, který vrací nalezené body, proměnná rho typu double, reprezentující délku 
normály přímky od počátku soustavy souřadnic, proměnná theta typu double, je pak 
úhel, který normála přímky svírá s osou x soustavy souřadnic. Parametr threshold 
typu int, slouží k porovnávání hodnot s akumulátorem a pokud je hodnota 
v akumulátoru větší než threshold je funkcí vrácena čára. Poslední parametr color 
typu CvScalar udává barvu, kterou jsou vykresleny nalezené čáry. 
Algoritmus funkce vyžaduje nejprve vytvoření pomocného obrázku sum 
s hloubkou 32 bitů a 1 kanálem a obrázku dstPoints, který je 8 bitový a 1 kanálový. 
Dále je třeba vytvořit datové úložiště storage typu CvMemStorage a ukazatel line 
na typ CvSeq. Voláním funkce cvHoughLines2 jsou v obrázku src detekovány na 
základě parametrů rho, theta a threshold čáry, jejichž parametry rho a theta jsou 
uloženy do datového úložiště storage a pomocí line je vrácen ukazatel na první 
z detekovaných čar. V cyklu for jsou parametry rho a theta reprezentující jednotlivé 
čáry vyčítány funkcí cvGetSeqElem a následně jsou z nich pomocí goniometrických 
funkcí vypočteny dva body, jenž následně slouží k vykreslení detekované čáry do 
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obrázku dstLines. Kromě dstLines, sloužícího pro zobrazení nalezených čar je 
každá čára vykreslena také do obrázku dstPoints. Ten je funkcí cvAcc akumulován 
do obrázku sum. Před vykreslením každé čáry je obrázek dstPoints vždy vynulován 
funkcí cvZero. Po proběhnutí cyklu, je opět vynulována proměnná dstPoints a 
funkcí cvConvertScaleAbs jsou hodnoty uložené v sum vyděleny počtem 
nalezených čar i a uloženy do dstPoints. V dalším cyklu for je obrázek dstPoints 
procházen pixel po pixelu a když je hodnota pixelu různá od nuly, od hodnoty 255/i a 
od hodnoty 255/i+1 je vyhodnocen tento pixel jako průsečík čar. Jelikož je po dělení 
ořezána desetinná část čísla, je nutné použít v podmínce dvě hodnoty. Souřadnice 
každého nalezeného průsečíku jsou ukládány do pole lpCor a také je vždy o jedničku 
navýšena hodnota proměnné corCount, sloužící jako počítadlo nalezených průsečíků. 
Po uvolnění dvou pomocných obrázků dstPoints a sum a datového úložiště storage 
je hodnota corCount funkcí FindLpCornersHT vrácena. 
 
3.9 Detekce významných bodů registrační značky 
pomocí rohového detektoru 
K hledání významných bodů registrační značky je použita funkce FindCorners, 
které je prvním parametrem předán ukazatel na obrázek img, ve kterém chceme 
významné body hledat. Druhým parametrem je předán ukazatel na pole corners, typu 
CvPoint2D32f, pomocí kterého jsou z funkce předávány nalezené body. Návratovou 
hodnotou funkce je proměnná cornerCount, obsahující počet nalezených významných 
bodů. Ta je typu int. Kromě již zmíněné proměnné cornerCount funkce vytváří a 
inicializuje proměnnou win_size, specifikující velikost okna pro výpočet subpixelu, 
obrázky eig_image a tmp_image, které mají rozměry shodné s img, jsou 32 bitové a 1 
kanálové.  
O nalezení významných bodů se stará funkce cvGoodFeaturesToTrack, jíž jsou 
parametry předány ukazatel na obrázek img, ukazatel na obrázky eig_image a 
tmp_image, které jsou algoritmem používány jak pracovní proměnné, avšak každá 
položka eig_image obsahuje vlastní hodnotu odpovídajícího bodu vstupního obrázku. 
Čtvrtým parametrem je pole corners, do něhož se ukládají nalezené body. Další 
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parametr quality_level určuje minimální vlastní hodnotu, kterou musí pixel mít, aby 
mohl být prohlášen za významný bod. Parametr min_distance určuje minimální 
vzdálenost mezi dvěma nalezenými významnými body. Maska není využita, proto je 
nastavena na NULL. Následující parametr block_size, určuje velikost okolí pixelu 
uvažované pro výpočet autokorelační matice. Nastavením parametru use_harris na 0, je 
pro vyhledávání významných bodů použit algoritmus podle definice Shi-Tomasiho, viz 
2.8.3. Pokud by byl tento parametr nastaven na 1, použila by se definice podle Harrise, 
která je uvedena v odstavci 2.8.2. Poslední parametr funkce používá pro nastavení 
relativní váhy autokorelační matice pouze, pokud je use_harris nastaven na 1.  
Předchozí funkce sice najde významné body v obraze, ty však mají pouze 
celočíselné hodnoty souřadnic. Upřesnění souřadnic významných bodů lze provést s 
využitím funkce cvFindCornerSubPix. Parametry jsou jí předány ukazatel na obrázek 
img, tedy ten, v němž jsme prováděli detekci významných bodů předchozí funkcí, 
ukazatel na pole nalezených významných bodů corners, počet nalezených významných 
bodů cornerCount, parametr win_size, specifikující velikost okna, z něhož budou 
generovány rovnice pro stanovení místa s nejvyšším gradientem v pixelu a parametr 
zero_zone, který není použit a je tedy nastaven na cvSize(-1,-1). Posledním parametrem 
je kritérium určující, kdy má být algoritmus ukončen, protože po nalezení nové pozice 
hrany v pixelu, je hledání opakováno. Hledání může být ukončeno na základě dosažení 
určitého počtu iterací, kritérium CV_TERMCRIT_ITER nebo dosažením určité 
přesnosti, kritérium CV_TERMCRIT_EPS. Funkcí cvTermCriteria je tedy nastavena 
kombinace těchto dvou kritérií. Z toho vyplývá, že subpixel je nalezen buď po dvaceti 
iteracích nebo pokud je přesnost určení subpixelu nižší než jedna třetina pixelu.  
Zbývá už jen uvolnění pomocných obrázků eig_image a tmp_image funkcí 
cvReleaseImage a vrácení počtu nalezených významných bodů cornerCount do hlavní 
funkce. 
 
3.10 Funkce pro stanovení podobnosti  
Úkolem funkce ComputeCorresp je najít v šedotónovém obrázku prvního 
objektu jeho významné body a ty se pokusit najít ve druhém obrázku. Zároveň je nutné 
funkci předat binární masky obou objektů, protože velké množství významných bodů je 
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nalezeno na hranici segmentovaného objektu a černého pozadí, která však neodpovídá 
přesně tvaru objektu a proto nemohou být tyto body použity pro jeho reprezentaci.  
Vyhodnocení podobnosti pak spočívá ve vykreslení nalezených významných 
bodů do barevných obrázků obou objektů, přičemž body, pro které byly nalezeny 
korespondenční body ve druhém obrázku, jsou vykresleny zeleně a body u nichž nebyla 
nalezena korespondence, jsou červené. Poměrem úspěšně nalezených korespondencí k 
celkovému počtu nalezených významných bodů je následně vyjádřena procentuální 
shoda dvou porovnávaných objektů.  
Parametry funkce jsou ukazatele na šedotónové obrázky obj1 a obj2, ukazatele 
binární obrázky mask1 a mask2, využívané pro redukci zobrazení nalezených bodů, 
ukazatele na barevné obrázky imgCorners1 a imgCorners2, do kterých jsou významné 
body vykresleny. Ve funkci jsou vytvořeny proměnné win_size, velikost okna při 
hledání subpixelů, cornerCount, pro uložení počtu nalezených významných bodů. Za 
účelem významných bodů jsou vytvořeny dvě proměnné typu float. failCount určuje 
počet nekorespondujících a successCount určuje počet korespondujících významných 
bodů. Stejně jako ve funkci FindCorners je zde využito funkcí cvGoodFeaturesToTrack 
a cvFindCornerSubPix, proto je nutné vytvořit i zde pomocné obrázky eig_image a 
tmp_image. Také je třeba alokovat paměť pro pole corners1, které je typu 
CvPoint2D32f a slouží k uložení významných bodů. Funkci cvGoodFeaturesToTrack je 
předán ukazatel na obrázek obj1, pomocné obrázky eig_image a tmp_image, ukazatel 
na pole corners1 a reference na cornerCount. Po nalezení významných bodů jsou jejich 
pozice upřesněny funkcí cvFindCornerSubPix. Té jsou předány jako parametry ukazatel 
na obrázek obj1, ukazatel na pole corners1 a počet nalezených významných bodů 
cornerCount. Další parametry a popis u obou funkcí byl uveden v předchozí kapitole 
3.9.  
Před voláním další funkce je nutné vytvořit několik proměnných. Pole 
featureStatus, typu char a velikosti MAX_CORNERS, pole featureError, typu float a 
velikosti MAX_CORNERS. Proměnné pyr_width a pyr_height typu int, které definují 
rozměry pro pomocné obrázky pyr1 a pyr2, což jsou 32 bitové, 1 kanálové obrázky. 
Poslední potřebnou proměnnou je pole cornersB o velikosti MAX_CORNERS a typu 
CvPoint2D32f. Pomocí funkce cvCalcOpticalFlowPyrLK se pokusíme naleznout 
k významným bodům v obrázku obj1 odpovídající významné body v obrázku obj2. 
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Ukazatele na oba obrázky předáváme funkci v prvním a druhém parametru. 
Následujícími dvěma parametry předáváme ukazatele na pomocné obrázky pyr1 a pyr2. 
Dále pak ukazatele na pole významných bodů corners1 a pole corners2, do kterého 
budou předány významné body nalezené v druhém obrázku. Funkci je předáván také 
počet nalezených významných bodů cornerCount, parametr win_size určující velikost 
okna, které je používáno k hledání odpovídajícího významného bodu, parametr level, 
určující hloubku zásobníku pro pomocné obrázky, ukazatel na pole featureStatus, ve 
kterém je pro každý významný bod pole corners1 uložena 1, v případě, že byl nalezen 
odpovídající bod ve druhé obrázku a 0, v případě, že nebyl nalezen korespondenční bod. 
Pole featureErrors pak pro každý významný bod obsahuje hodnotu rozdílu mezi bodem 
detekovaným v prvním a druhém obrázku. Na základě posledního parametru jsou 
určena kritéria, po jejichž splnění je funkce ukončena. V našem případě je ukončena po 
daném počtu iterací CV_TERMCRIT_ITER nebo pokud je konvergence dosahuje malé 
hodnoty, což je nastaveno CV_TERMCRIT_EPS.  
Nalezené významné body jsou vykreslovány pomocí for cyklu. Pokud pro 
dvojici bodů nebyla nalezena korespondence nebo je jejich odchylka větší než 
dovolená, jsou body na základě podmínky vykresleny do obrázků červeně, jinak jsou 
vykresleny zeleně. Než jsou ovšem vykresleny červené nebo zelené body je pomocí 
dalších dvou podmínek ověřováno, zda se příslušný bod nachází na objektu, tzn., že aby 
byl příslušný bod vykreslen, musí být na jeho souřadnicích v obrázku masky bílá barva. 
Nachází-li se naopak na pozici, kde je v masce barva černá, je vyhodnocen, jako by 
k objektu nepatřil a proto není ani vykreslen. Při vykreslení každého zeleného bodu je 
zvýšena hodnota proměnné successCount o 1. Stejně tak při vykreslení každého 
červeného bodu je zvýšena o 1 hodnota proměnné failCount. Na základě následující 
rovnice je stanovena míra podobnosti objektů v procentech.  
  100*
)( failCountntsuccessCou
ntsuccessCoupodobnost


    
(32) 
Do konzole je potom vypsán počet celkově nalezených významných bodů, počet 
shodných bodů, počet rozdílných bodů a procentuální podobnost objektů. Na konci 
funkce jsou uvolněny všechny pomocné obrázky.   
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3.11 Vyhodnocení výsledků stanovení podobnosti 
Algoritmus pro stanovení podobnosti s využitím metody pro výpočet optického toku, 
která se snaží na základě významných bodů jednoho objektu naleznout odpovídající 
body objektu druhého, je schopen tyto body najít pouze v případě, že nedochází 
k velkým změnám objektu. Změnami jsou myšleny velké rozdíly ve velikosti objektů na 
porovnávaných snímcích nebo jejich výraznější natočení. Ve snaze eliminovat tyto 
negativní vlivy na průběh stanovení podobnosti jsou prováděny afinní a perspektivní 
transformace jednoho z objektů tak, aby se co nejvíce přiblížil tomu druhému. Správně 
provedená transformace může v těchto případech výrazně přispět ke zlepšení stanovení 
podobnosti. Problematická je zejména přesnost transformací, která je viditelná hlavně u 
perspektivní transformace. Přesněji je problém způsoben hlavně tím, že rohové body 
registrační značky mohou v některých případech tvořit místo obdélníku například 
lichoběžník. Pokud je transformační matice vypočítána z takových bodů, dochází 
především u perspektivní transformace k nežádoucímu natočení respektive zkosení 
výsledného obrázku. Nevýhodou perspektivní transformace může být také, že změna 
některých hran po transformaci může vést k selhání detekce významného bodu na dané 
pozici nebo jeho posunutí za podmínku, která rozhoduje o tom, zda je vyhodnocen jako 
shodný nebo rozdílný. V tomto případě dochází ke zhoršení úspěšnosti stanovení 
podobnosti.  
Výsledky stanovení podobnosti některých automobilů ukazuje Tabulka 1. Ta 
uvádí vyhodnocení stanovení podobnosti objektů. V levém sloupci jsou popsány dvojce 
použitých obrázků, symboly z1 (zaber1) a z2 (zaber2) upřesňují, ze kterého adresáře 
obrázky jsou. Sloupce jsou pak popsány pomocí dvou písmen, první A značí, že byly 
body pro transformaci nalezeny algoritmem, první R, že byly body zadány pomocí myši 
ručně. Druhé písmeno pak značí typ provedené geometrické transformace, kde N je bez 
použití geometrické transformace, A je afinní a P je perspektivní geometrická 
transformace. Všechny číselné hodnoty výsledků jsou v procentech. 
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Tabulka 1 Vyhodnocení stanovení podobnosti objektů 
obrázky/podobnost AN [%] AA [%] AP [%] RN [%] RA [%] RP [%] 
01 x 01b (z1 x z1) 36,7 50,5 55,3 36,7 53,6 50,4 
02 x 02b (z1 x z1) 65,2 76,9 81,0 65,2 67,0 61,7 
03 x 03b (z1 x z1) 31,1 74,5 63,9 31,1 72,3 58,5 
04 x 04b (z1 x z1) 98 98,3 93,5 98,0 98,0 92,1 
05 x 05b (z1 x z1) 39,9 85,4 83,6 39,9 87,0 71,9 
06 x 06b (z1 x z1) 54,1 93,9 96,3 54,1 98,3 95,2 
07 x 07b (z1 x z1) 85,7 80,1 60 85,7 80,0 53,0 
08 x 08b (z1 x z1) 22,4 98,0 51,6 22,4 90,0 84,5 
01 x 01 (z1 x z2) 82,6 80,4 78,8 82,6 85,2 81,3 
02 x 02 (z1 x z2) 62,3 55,1 60,6 62,3 59,3 46,3 
03 x 03 (z1 x z2) 19,9 58,0 53,1 19,9 51,9 49,6 
04 x 04 (z1 x z2) 56,0 60,0 36,8 56,0 70,6 64,3 
01 x 02 (z1 x z2) 5,6 15,6 4,6 5,6 17,9 13,9 
01 x 03 (z1 x z2) 5,1 9,0 4,1 5,1 11,0 10,2 
01 x 04 (z1 x z2) 8,3 9,0 4,1 8,3 6,3 8,6 
02 x 03 (z1 x z2) 12,7 17,4 14,2 12,7 16,0 12,1 
 
3.12 Možnosti vylepšení 
 Vhodné by bylo vytvoření uživatelského rozhraní pomocí Windows Form 
Application nebo Windows Presentation Foundation Aplication, které by umožňovalo 
otevření snímku s objektem a volbu adresáře, v němž se nachází snímky pro vytvoření 
modelu pozadí. Snímek s objektem by byl následně zobrazen. Aplikace by mohla na 
postraním panelu obsahovat skupinu checkboxů, jenž by uživateli umožňovala 
zobrazení některých mezivýsledků a také ovládacích prvků, pomocí nichž by uživatel 
mohl měnit nastavení prahových hodnot a odchylek a ovlivňovat tak nastavení aplikace. 
Nastavení by bylo přístupné pouze pro pokročilého uživatele, zabezpečeno například 
heslem. Samotný algoritmus by pak fungoval ve dvou režimech zpracování nového 
objektu a stanovení podobnosti. Nejprve by byl zpracováván pouze jeden objekt, který 
 67 
by na základě detekovaných transformačních bodů byl transformován na normalizovaný 
tvar, tzn., úprava velikost objektu ve snímku a jeho natočení. Následně bychom provedli 
detekci významných bodů objektu a informace o nich by se ukládaly do databáze. 
Informace specifikující aktuální objekt bychom následně s touto databází porovnávali. 
Odpadla by tak nutnost opakovaného zpracovávání obrázku při každém porovnávání.  
Mezi možnosti vylepšení programu by bylo použití lepšího algoritmu pro 
vytvoření modelu pozadí, například Codebook algoritmu uváděného v [4], který je pro 
každý pixel schopen vytvořit více než jeden rozsah hodnot a tím je schopen pokrýt větší 
změny pozadí. Umožňuje také nastavení doby, po níž je objekt, který se přesune na 
snímcích pozadí, opět zařazen do pozadí a je tak opět brán, jako jeho součást.  
Vhodné by bylo také nalezení způsobu, který by pomohl eliminovat problémy 
vzniklé u transformací způsobené nepřesnostmi v detekci rohových bodů a stanovit 
transformační body na větší ploše objektu, ne pouze na registrační značce. 
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4 ZÁVĚR 
V první části práce bylo provedeno stručné zpracování teorie potřebné 
k realizaci a aplikaci algoritmů.  
Úvod praktické část, je věnován problematice volby vhodného programovacího 
jazyka a vývojového prostředí, na což navazuje popis pořízení snímků pro realizaci a 
testování algoritmů. V další části již je pojednáváno o samotném programu, který je 
rozdělen do několika souborů. Nejdůležitějším z nich je soubor osd.cpp, obsahující 
hlavní část programu, která je rozdělena do několika oddílů. Prvním z nich je 
předzpracování objektů. Ten popisuje postup od načtení potřebných snímků, přes 
vytvoření modelu pozadí, následné segmentace objektu a postupné upřesňování pozice 
registrační značky až k její detekci. Postup je následně opakován pro snímek s druhým 
objektem. Ve chvíli, kdy máme u obou objektů detekovány rohové body značky je 
přistoupeno ke geometrickým transformacím obrazu. Ty jsou však řešeny již v další 
části hlavního programu. Na jeden z objektů je nejprve aplikována afinní, později 
perspektivní geometrická transformace s cílem přizpůsobit velikost a natočení objektu 
v prvním snímku objektu zachycenému na snímku druhém. Jakmile jsou transformace 
dokončeny, přechází program do části, v níž je stanovována podobnost objektů. To se 
provádí pomocí nalezení významných bodů v objektu a následném hledání 
odpovídajících významných bodů ve druhém objektu pomocí algoritmu pro výpočet 
optického toku. Podobnost je demonstrativně prováděna na objektech bez úpravy, po 
úpravě afinní a po úpravě perspektivní transformací. Všechny tři výsledky jsou v závěru 
porovnány. Výsledky jsou prezentovány vykreslením významných bodů do snímků 
obou objektů. Zeleně jsou významné body, u nichž byla nalezena korespondence a 
červeně pak body, jejichž korespondenční bod nebyl nalezen nebo měl větší, než 
dovolenou odchylku. Je také stanovena procentuální shoda objektů vypočtená na 
základě korespondence těchto bodů. V poslední části hlavního programu jsou uvolněny 
zbývající proměnné, které nebyly uvolněny v jeho průběhu. Následují kapitoly, které se 
věnují popisu důležitých funkcí programu. Mezi ně patří funkce ze souboru 
LoadStrings.cpp pro načítání adresáře a souboru, funkce starající o vytvoření modelu 
pozadí a segmentaci objektu definované v souboru BackgroundModel.cpp, funkce pro 
vyhledávání bílé barvy v RGB snímku, jenž je obsažena v souboru FindColor.cpp, 
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funkce pro získání zájmové oblasti ze souboru Region.cpp, funkce zajišťující detekci 
rohových bodů značky pomocí Houghovy transformace, která se nachází v souboru 
HoughTransform.cpp a funkce pro nalezení významných bodů a stanovení podobnosti 
nacházející se v souboru CornerDetect.cpp. Předposlední kapitola je věnována 
vyhodnocení výsledků a v poslední jsou pak popsány návrhy a možnosti, jak program 
vylepšit. 
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PŘÍLOHA 1 
Návod na spuštění programu 
1. Na přiloženém CD je v adresáři „Program“ uložena konzolová aplikace, kterou 
spustíme pomocí souboru osd.exe. Program, je spustitelný pod 64 bitovým 
operačním systémem Windows 7. 
2. Po spuštění programu, viz Obrázek 24, je zobrazen dotaz, zda má program 
hledat transformační body automaticky nebo budou zadány ručně (volba ručně 
slouží pouze jako náhradní varianta). Pomocí písmena „A“ nebo“a“ a stisku 
klávesy enter zvolíme tedy hledání transformačních bodů automaticky. 
3.  Následně je zobrazena výzva k zadání prvního adresáře, po jeho zadání a stisku 
klávesy enter se objeví výzva k zadání prvního souboru, opět potvrdíme 
klávesou enter a vyčkáme na zobrazení výzvy k zadání druhého adresáře, 
posléze druhého souboru. Adresář lze zadat ve formátu „jméno_složky“ pokud 
je složka umístěna ve stejném adresáři, kde jsou soubory programu nebo jako 
například „D:\zaber1“ pokud bude složka umístěna jinde. Název souboru 
zadáme jako „jméno_souboru“ bez koncovky. Načítaný obrázek musí být typu 
jpg. V zadaném adresáři musí být nejen obrázek, na němž je objekt, ale také 
obrázky pozadí. Jejich počet je pevně stanoven na 40 a musejí být pojmenovány 
„p01.jpg“ až „p40.jpg“. 
 
Obrázek 24 Konzole programu 
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4. Program začne po zadání potřebných údajů zobrazovat obrázky s nalezenými 
významnými body. Mezi zobrazením dvojic obrázků je vždy prodleva asi 5s. 
V okně konzole jsou současně vypisovány počty nalezených významných bodů 
a procentuální shoda objektů.  
5. Program je ukončen po stisku libovolné klávesy nad kterýmkoliv právě 
zobrazeným obrázkem. 
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PŘÍLOHA 2 
Ukázka výsledných obrázků 
 
Obrázek 25 Stanovení podobnosti bez geometrické transformace 
 
Obrázek 26 Stanovení podobnosti po afinní geometrické transformaci 
 
Obrázek 27 Stanovení podobnosti po perspektivní geometrické transformaci 
 74 
 
Obrázek 28 Stanovení podobnosti bez geometrické transformace 
 
Obrázek 29 Stanovení podobnosti po afinní geometrické transformaci 
 
Obrázek 30 Stanovení podobnosti po perspektivní geometrické transformaci 
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