We show that in the setting of the spatially homogeneous Boltzmann equation without cut-o , the entropy dissipation associated to a function f 2 L 1 (R N ) yields a control of p f in Sobolev norms as soon as f is locally boundedbelow. Under this additional assumption of lower bound, our result is an improvement of a recent estimate given by P.-L. Lions, and is optimal in a certain sense.
Introduction.
The Boltzmann equation in the kinetic theory of gases is one of the fundamental models for nonequilibrium statistical mechanics. The gas is modelled by a density function f(t x v) 0 on the extended phase space of particles, such that (1) @f @t + v r x f = Q(f f)
where Q(f f) is the Boltzmann collision operator, which acts only on the velocity v ariable v. If f is a function of v 2 R N , it is de ned by (2) Q The great majority of mathematical works upon the Boltzmann equation is based on the assumption that B is locally integrable on R N S N;1 . However, this assumption is often unsatisfactory from the physical point of view, since it is always false if the particles interact through forces of in nite range 20], 3], 24]. In particular, for inverse power laws, B(z !) = jzj b(cos ) with cos = (z=jzj ! ), = (s ; (2 N;1))=(s;1), and if N = 3 , b has a singularity of order (s+1)=(s;1) as cos ;! 0. In this work, we shall precisely focus on the case where B is singular.
We shall only beconcerned with the spatially homogeneous case, i.e. when the unknown in (1) is assumed not to depend on x, so that (1) simply reads (4) @f @t = Q(f f) t 0 v 2 R N :
(we refer to 19] for partial results in the inhomogeneous case). For this equation, there is by now a fairly complete theory of existence in an L 1 setting for non cut-o potentials, which covers all the physically interesting potentials 3], 15], 24]. In the last reference, we a l s o s h o wed how one could rigorously derive the (spatially homogeneous) Landau equation for plasmas, which is the equation corresponding to (4) in the case of Coulomb interactions. Apart from existence results, ve r y l i t t l e i s k n o wn from the analytical point of view. However, it is conjectured that, due to the nonintegrable singularity in B, solutions to (4) become smooth for positive times (which is false for cut-o kernels). The likelihood of this conjecture is reinforced by the study of the Landau equation 18], 4], 13], which is obtained from the Boltzmann equation by \concentrating on grazing collisions", and has de nite smoothing (and compactifying) effects. In particular, (in the homogeneous case) its solutions become C 1 for positive times, at least for the so-called \hard potentials" (see 13] for precise statements and complete proofs).
The smoothing conjecture for the Boltzmann equation was tackled by Desvillettes 10] , 11], 12] and Prouti ere 21], in rather particular cases, with the help of Fourier representations. The proofs are however very technical, and depend highly upon the dimension N. In the aforementioned works, the case of radially symmetric data in 2 dimensions is treated (or non radially symmetric if = 0 for more complicated cases, the proofs have still not been written down. Moreover, some unnatural smoothing of the kinetic cross-section is needed (while jzj , 0 < < 1, is not smooth near z = 0).
In 13], a di erent strategy was followed for proving smoothness in the Landau equation. The proof is at the same time simpler and independent on the dimension. Our aim here is to give a (loosely related) possible startpoint for a complete study of regularization e ects in the Boltzmann equation, by showing that the usual estimate on the entropy dissipation automatically entails such an e ect.
More precisely, let us de ne where i s smooth and bounded below a way from 0 and in nity, and b has a singularity of order 1 + , > 0. Then, if f is locally bounded from below, (8) p f 2 H = 2 loc :
As an immediate consequence of this estimate, solutions of (4) for an initial datum which has nite entropy, and is locally bounded below, will satisfy for all R T > 0 Z T 0 dt p f (t ) 2 H = 2 (jvj<R) < 1 since a lower bound is known to exist for these solutions 8] (see also 22] in the cut-o case). Closely related results have been obtained recently by Lions 19 ]. Before we comment on them, it may be of interest to brie y track the idea that smoothness estimates for the Boltzmann equation should beobtained naturally for p f instead of f. First of all, such estimates have been sought for a long time in the context of Maxwellian potentials (when B depends only on (z=jzj ! )). Indeed, it is now known that in this case, the Fisher information
is a L y apunov functional 16], 23], 7], 25]. Complete proofs are given in the last reference. In a more general setting, regularity estimates for p f and entropy dissipation estimates are associated together in works by Lions 17] , 19] and the author 24] (see also Cercignani 9] The exponent is hence not so good as the one in (8), but a lower bound is not needed for it. The proof by Lions is very simple, but relies on the deep result of smoothing of the positive part of Boltzmann's collision operator. It is possible that a better knowledge of the explicit constants in this result (see 5] for some of them) could lead to (8) . In any case, our proof implies that = 2 is the optimal exponent, in the sense that for all " > 0 one can nd a function f such that D(f) < 1 See 14] for still another manifestation of this principle. The only drawback of this method is the need for a lower bound. It is possible that our computation can be re ned in such a way to dispend with this assumption, maybe at the loss of the optimal exponent = 2. In the end of the paper, we give possible hints for this. However, we shall not go further, since on one hand Lions's result is general enough to cover all the cases when one is not interested in the exact exponent (in particular for compactness properties associated to the complete equation (1)), and on the other hand a pointwise lower bound is available for f in realistic problems (in the homogeneous case only).
The plan of the paper is as follows. In Section 2, we g i v e a decomposition of D(f) i n t wo terms, one of which includes cancellations, and the other is nonnegative. The former is shown to becontrolled by L 1type estimates in Section 3, and the latter is shown to give the desired estimate via the so-called Carleman representation in Section 4. Finally, in Section 5, we give some remarks about the role of intermediate collisions.
Splitting of D(f) and main result.
Let us write (10) p
Reporting in (5) is nite if and only if < 2. Since has the physical meaning of a total cross-section for momentum transfer, we see that our assumption on is physically justi ed. This is consistent with the state of the art concerning the existence theory for the Boltzmann equation 24].
We can now state our main result. We use the classical notation Remark. After completion of this work, we became aware of two Notes by Alexandre on the same subject 1], 2], where the Carleman representation is also used, but no splitting of the entropy dissipation as ours. It seems very di cult to understand whether the results therein are comparable to ours, but Alexandre kindly informed us that he had used this splitting independently in recent w ork, and obtained a bound very similar to ours, as well as related results in the (very di cult) inhomogeneous case. The proofs by Alexandre rely on the theory of pseudo-di erential operators. Desvillettes has also shown us some of his partial results in collaboration with Wennberg,which are consistent with both our conclusions and our method of proof, but do not start from the entropy estimate.
Cancellation e ects for grazing collisions.
In this section, we prove the estimate (17) . Since the integration variable in the second integral is a dummy one, we conclude that (k ) 2 e b(2 (k ) 2 ; 1) 1 fk >1= p 2g : (25) As an immediate consequence of Assumptions B and C, the expression (23) is bounded by a constant, independently of v v . Let us now consider the last term (25) . Still using the notation cos = k , we see that jv ; (v )j = jv ; v j cos so that j (jv ; v j) ; (jv ; (v )j)j k 0 k 1 jv ; v j 1 cos ; 1 :
Therefore, as a consequence of Assumption C, the integral (25) The second integral is convergent by Assumption C, and so is also the rst, since for N 2,
as ;! 0 :
In the end, we nd (26) jC(v v )j C (jvj + jv j) whence the conclusion.
The Carleman representation.
We now transform S(f) i n to an expression looking like the square of a (fractional) Sobolev norm. To this purpose, we use the so-called Carleman representation, which was actually introduced by Carleman in 6], and later reformulated by W ennberg 26]. It should be noted that the purpose of Wennbergis also to obtain regularity estimates, though in a very di erent context. Let us set (jzj) = jzj 1+ (jzj). By Assumption B, can vanish only near 0 and 1. We note that
The estimate (29) is a Sobolev estimate as soon as A is bounded from below. This is clearly true locally if f is locally bounded from below (it su ces in fact that all integrals of f upon bounded portions of hyperplanes going through v be bounded from below, locally in v).
This completes our proof.
Remark. The coe cients A(v v 0 ) are given by Radon transforms, and therefore are likely to be smooth, in some sense this remark, combined with the method of the next section, could help relax the assumption of local lower bound.
The role of intermediate collisions.
In this section, we only want to emphasize how the method applied above can bere ned by the use of intermediate collisions. Indeed, the coe cients A(v v 0 ) of the previous section measure, in some sense, the number of collisions in which the particles change their velocity from v to v 0 . The \gain of regularity" therefore depends upon these coe cients. But particles can also gain an arbitrary velocity v 00 2 R N beforethey gain the velocity v 0 . We shall see how 
Since the volume of fw 2 R N : max fjv ; wj jv 0 ; wjg C jv ; v 0 jg behaves like jv;v 0 j N , w e see that A is a kind of average of A, and hence more likely to be bounded from below than A. Of course the procedure can be iterated as many times as desired. We did not go further in this investigation.
