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Distance-Based and Orientation-Based Visual
Servoing From Three Points
Romeo Tatsambon Fomena, Member, IEEE, Omar Tahri, and Franc¸ois Chaumette, Senior Member, IEEE
Abstract—This paper is concerned with the use of a spherical-
projection model for visual servoing from three points. We propose
a new set of six features to control a 6-degree-of-freedom (DOF)
robotic system with good decoupling properties. The first part of
the set consists of three invariants to camera rotations. These in-
variants are built using the Cartesian distances between the spher-
ical projections of the three points. The second part of the set
corresponds to the angle-axis representation of a rotation matrix
measured from the image of two points. Regarding the theoretical
comparison with the classical perspective coordinates of points, the
new set does not present more singularities. In addition, using the
new set inside its nonsingular domain, a classical control law is
proven to be optimal for pure rotational motions. The theoretical
results and the robustness to points range errors of the new control
scheme are validated through simulations and experiments on a
6-DOF robot arm.
Index Terms—Three points, spherical projection, visual
servoing.
I. INTRODUCTION
V ISUAL servoing consists of using feedback informationprovided by a vision sensor to control the motion of a dy-
namic system [1], [2]. A vision sensor provides a large spectrum
of potential visual features. However, if no planning strategy is
developed, the use of some visual features in the control scheme
may lead to stability problems in the case where the displace-
ment that the robot has to achieve is very large [3]. This justifies
the need to design ideal visual features for visual servoing. By
ideal, satisfaction of the following criteria is meant: local and,
as far as possible, global stability of the system, robustness to
calibration and modeling errors, nonsingularity, local-mimima
avoidance, satisfactory trajectory of the system and of the fea-
tures in the image, and, finally, maximal decoupling and linear
link (which is the ultimate goal) between the visual features and
the degrees of freedom (DOFs) taken into account.
Points are the most simple features that can be extracted from
an image, both from a geometrical and an image processing
points of view. This explains why most of the visual-servoing
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applications are based on image of points, for instance, visual
homing [4], autonomous navigation of mobile robots [5], [6],
and autonomous stabilization of aerial vehicles [7], [8].
The image of points is at the center of lots of works devoted
to approach an ideal-system behavior using a 3-D, a hybrid (i.e.,
3-D and 2-D), or a 2-D visual-servoing method. In a 3-D visual
servoing, the image of points and the knowledge of the object
geometry serve to compute the relative pose of the object with
respect to (w.r.t.) the camera, which is then used to elaborate
visual features in 3-D Cartesian space [9], [10]. Estimating 3-D
data or pose can be useful to ensure a global convergence when
image noise and calibration errors are not present [11]. How-
ever, small image noise could lead to large errors in the pose
estimation [3]. In hybrid visual servoing, which combines both
2-D and 3-D data, the 3-D data are generally obtained via the es-
timation of an homography matrix between the current and the
desired images. This solution has been exploited in 2-1/2-D vi-
sual servoing, where a partially decoupled control scheme with
no singularity in the whole task space and tolerating a coarsely
calibrated system has been designed [12]. Using a coplanar set
of points as a target, a decoupled homography-based visual ser-
voing scheme that builds on the knowledge of the 3-D distance
between two points has been proposed in [13]. However, hybrid
visual servoing is more sensitive to image noise (like 3-D visual
servoing) than 2-D visual servoing, which uses directly features
extracted in the image as control inputs. In 2-D visual servo-
ing, simple perspective coordinates of image of points can be
used to control a system [14]; however, the resulting control law
is highly coupled and has a limited convergence domain [3].
Possible decoupling solutions exist for the motion along and
around the optical axis, for instance, the cylindrical-coordinate
approach [15] or the partitioned approach [16]. Another ap-
pealing solution to the decoupling issue is the use of moment-
invariant theory. Using this approach, a combination of 2-D mo-
ments has been proposed for planar objects that are defined by
points cloud [17]. Lately, spherical moments invariant to cam-
era rotations, such as the area of a surface, have been used to
design a partially decoupled control scheme for volumetric and
planar objects defined by more than three points [18]. Finally,
in the case of a very particular target composed of a sphere
marked with two points on its surface, a spherical-projection
model has been used to propose a set of features providing a
partially decoupled control system [19].
Inspired by the aforementioned work [18], this paper exploits
the geometric properties of the spherical projection of three
points and proposes a new set of six features. An early version
of this work appeared in [20]. This paper extends that work by
improving the theoretical developments and by validating the
approach on a real robotic system.
1552-3098/$26.00 © 2011 IEEE
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Even if it is well known that the same image of three points
corresponds to four different camera poses [21], it is possible to
control a 6-DOF robot using only three points in a neighborhood
of the desired camera pose. The originality presented in this pa-
per in comparison with [18] is that the decoupling is obtained
by three features invariant to rotations that are the Cartesian dis-
tances between the spherical projections of the three points. In
addition, the three other features, which are designed to control
rotation motions, are built using the angle-axis representation of
a rotation matrix measured from the image of two points. The
interaction matrix associated with the proposed angle-axis rep-
resentation is valid for a general configuration between points,
including the specific configuration between points proposed
in [22], where the target is a sphere marked with a tangent
vector to a point on its surface.
Feature modeling and associated interaction matrices are de-
tailed in Section II. In Section III, we compare our approach
with the classical perspective coordinates of three points, which
has been proven to present a singularity domain defined by a
cylinder [23]. In addition, due to the coupling in their interaction
matrix, the perspective coordinates of points are not suited for
pure camera rotations [3]. A key contribution of this paper is the
formal demonstration that our approach does not present more
singularities and is optimal for pure camera rotations compared
with the classical perspective coordinates of three points and the
use of the coordinates of the center of gravity in [18]. Concern-
ing the singularity issue, the demonstration given in this paper is
simple and easy compared with the demonstration using the per-
spective coordinates given in [23]. The proposed control scheme
depends on the ranges of points that are generally unknown in
practice, as in the case of the classical perspective projection.
In Section III, we also analyze the robustness of the control
w.r.t. error on depth-value estimation. Finally, simulation re-
sults using the true depth values are presented in Section IV to
validate the proposed approach in ideal conditions. In practice,
the depth values could be estimated using structure from motion
methods [24]. However, in order to show the robustness w.r.t.
estimation errors, a very coarse approximation of the depth val-
ues, i.e., the desired values, is rather used in experiments on a
6-DOF eye-in-hand robotic system.
II. FEATURE MODELING
In this section, we design a set ssp = (st , ξ) of six features
to control the image of three points using a spherical-projection
model. The set of features st is invariant to camera rotations,
while the set ξ is the angle-axis representation of a rotation
matrix defined from the image of two points.
Let S(C,1) be the unit sphere of projection center in C;
Fc = (C,x,y, z) be the frame attached to the camera unique
projection center C; P0 , P1 , and P2 be a set of three points; and
Pi = (Pix, Piy , Piz ) be the vector coordinates of Pi in Fc .
We first recall that the interaction matrix Lf related to a
set of features f ∈ Rn is defined such that f˙ = Lf vc , where
vc=(v,ω) ∈ (3) is the instantaneous camera velocity [25],
v and ω are, respectively, the translational and the rotational
velocities of the camera, and (3)  R3 × R3 is the Lie algebra
of the Lie group of displacements SE(3).
Fig. 1. Spherical projection of two points. (a) Distance between the spherical
images of the two points and (b) components of the rotation matrix.
A. Set st Invariant to Camera Rotations
Let pis be the spherical projection of points Pi . We re-
call that the spherical projection of a point Pi is defined
by pis = Pi/‖Pi‖. Note that pis can easily be measured
from a perspective image using formula pis = pip/‖pip‖ with
pip = (Pix/Piz , Piy /Piz ) or from any omnidirectional image
with a unique projection center [26]. Let dij be the Cartesian
distance between pis and pjs [see Fig. 1(a)]. The analytical
expression of dij is given by
dij = ‖pis − pjs‖ =
√
2− 2pispjs . (1)
Since a camera frame rotation preserves Cartesian distances, it
is straightforward that feature dij is invariant to camera rotation
motions, as demonstrated below. From (1), the time variation of
dij is given by
d˙ij = − 1
dij
(
pis p˙js + p

js p˙is
)
. (2)
The time variation of pks is given by [7]
p˙ks = −
1
‖Pk‖Γpk s v + [pks ]×ω (3)
where Γpk s = [pks ]
2
× = I3 − pkspks , and [pks ]× is the an-
tisymmetric matrix related to vector pks . Note that the range
‖Pk‖, which is generally unknown in practice, appears in the
translation part of p˙k s similarly as the depth Pkz appears in
the well-known interaction matrix of the perspective image of a
point.
Substituting (3) into (2), we immediately obtain the expres-
sion of the interaction matrix related to dij
Ldi j =
[
1
dij
(
1
‖Pj‖p

isΓpjs +
1
‖Pi‖p

jsΓpis
)
0{1×3}
]
.
(4)
The bloc 0{1×3} on the rotation component of the interaction
matrixLdi j clearly shows the invariance property. This block has
also been highlighted in [18] when using invariants of spherical
moments built from the image of at least four points, whereas
in this paper, we use only three points.
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Fig. 2. Configuration of the two points in object frame FO = (O, x, y, z).
(a) Specific case presented in [22] and (b) general case.
The set st = (d01 , d02 , d12) is thus formed by selecting the
three distances between the spherical projection of the three
points. Its interaction matrix is given by
Lst = [Lυ 0 ] (5)
with
Lυ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
d01
(
1
‖P1‖p

0sΓp1 s +
1
‖P0‖p

1sΓp0 s
)
1
d02
(
1
‖P2‖p

0sΓp2 s +
1
‖P0‖p

2sΓp0 s
)
1
d12
(
1
‖P2‖p

1sΓp2 s +
1
‖P1‖p

2sΓp1 s
)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
B. Angle-Axis ξ Representation of a Rotation Matrix
From the spherical projections pis and pjs , it is possible to
determine a set of three features ξ such that its interaction matrix
has the form
Lξ = [−Lω (θξ ,uξ )Lω,υ Lω (θξ ,uξ ) ] (6)
where Lω,υ and Lω (θξ ,uξ ) will be defined later. The set ξ is
based on two ideas. The first idea, as proposed in [12], concerns
the θu (where θ is the angle of rotation, and u is the unitary
axis of rotation) representation of the relative rotation between
the current and desired camera frames. The second idea, as pro-
posed in [22], is about visual servoing from a sphere marked
with a tangent vector where the configuration between the two
points Pi and Pj in the object frame Fo = (O,x,y, z) is such
that OPi ⊥ PiPj [see Fig. 2(a)]. As a major theoretical im-
provement of [20], the set ξ is defined as the θu representation
of the rotation matrix cRpi s p
∗
i s Rc∗, where c∗Rp∗
i s
is the desired
value of the matrix cRpi s = [v1 v2 v3 ] defined as follows
[see Fig. 1(b)]:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
v1 = pis
v2 =
Γpi s (pjs − pis)
‖Γpi s (pjs − pis)‖
v3 = v1 × v2
(7)
where v2 is the projection of vector pjs − pis on the orthogonal
plane to pis . From (7), it is clear that cRpi s is not defined only
if C, Pi , and Pj are aligned.
The tangent space Tc Rp i s SO(3) to the element
cRpi s ∈
SO(3) is identified with (3)  R3 via right translation by
(cRpi s ,
cR˙pi s ) → (cRpi s , ζ), where ζ ∈ (3) is such that
[ζ]× = cR˙pi s
pi s Rc . (8)
In the specific configuration, where OPi ⊥ PiPj , from (8),
it has been shown in [22] that
ζ = Lω,υv − ω (9)
where the expression of matrix Lω,υ is given by
Lω,υ =
1
‖Pi‖ (δcv1v

3 + v2v

3 − v3v2 ) (10)
with δc = −r3 v2/r3 v1 , where r3 = PiO/‖PiO‖, with O the
vector coordinates of the center of object frameO in the camera
frame Fc .
In this paper, we propose to compute ζ for a general con-
figuration between the points, as shown in Fig. 2(b). With that
generalization, matrix Lω,υ is now given by (for detailed devel-
opments, see Appendix A)
Lω,υ =
1
‖Pi‖ (δpv1v

3 + v2v

3 − v3v2 ) (11)
with δp =
(pis pj s )‖P j ‖−‖P i ‖
‖P j ‖‖Γp i s (pj s−pi s )‖
. In addition, note here that the
ranges ‖Pi‖ and ‖Pj‖ appear in the translation part of the
interaction matrix. We will see in Section III-B how to deal with
this issue.
In the case of the specific configuration OPi ⊥ PiPj [see
Fig. 2(a)], it is possible to show that the general expression
(11) equals the specific expression (10). Indeed, plugging the
expressions of v1 and v2 given in (7) into δc gives (after
expansion) δc‖Γpi s (pjs − pis)‖ = (pis pjs)− r3 pjs/r3 pis .
By exploiting OPi ⊥ PiPj , it is easy to show that
r3 pjs/r

3 pis = ‖Pi‖/‖Pj‖. Therefore, δc = δp .
Now, we use ζ to develop the interaction matrix related to
ξ = θu(cRpi s
p∗i s Rc∗). The expression of ζ given in (8) can be
rewritten as
[ζ]× =
d(cRpi s
p∗i s Rc∗)
dt
(cRpi s
p∗i s Rc∗) (12)
since
d(cRpi s
p∗i s Rc∗)/dt = cR˙pi s
p∗i s Rc∗ + cRpi s
p∗i s R˙c∗
= cR˙pi s
p∗i s Rc∗
because p∗i s R˙c∗ = 0. Plugging into (12) the Rodriguez formu-
lation of cRpi s p
∗
i s Rc∗
cRpi s
p∗i s Rc∗ = I3 + sin(θξ )[uξ ]× + (1− cos(θξ ))[uξ ]2×
(13)
where θξ = ‖ξ‖ and uξ = ξ/‖ξ‖, we obtain after some devel-
opments (exactly as in [27])
ξ˙ = −Lω (θξ ,uξ )ζ (14)
where
Lω (θξ ,uξ ) = −I + θξ2 [uξ ]× −
(
1− sinc(θξ )
sinc2(θξ/2)
)
[uξ ]
2
×
(15)
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with sinc(x) = sin(x)/x. Finally, plugging the tangent space
identification (9) into (14), we immediately obtain
ξ˙ = −Lω (θξ ,uξ )Lω,υv + Lω (θξ ,uξ )ω (16)
from which we deduce the interaction matrix of
ξ = θu(cRpi s
p∗i s Rc∗) given in (6). Note that it would
also be possible to use the θu representation of matrix
c∗Rp∗
i s
pi s Rc . In that case, by denoting ξ′ = θξ ′uξ ′ , we obtain
Lω (θξ ′ ,uξ ′) = I +
θξ ′
2
[uξ ′ ]× +
(
1− sinc(θξ ′)
sinc2(θξ ′/2)
)
[uξ ′ ]
2
× .
(17)
Parameters ξ and ξ′ can be used interchangeably since the cor-
responding control laws gives exactly the same result. In the
following, we select the set ξ.
C. New Interaction Matrix
The new interaction matrix, which is obtained by stacking the
two interaction matrices Lst and Lξ, is a lower block triangular
square matrix given by
Lssp =
[
Lυ 0
−Lω (θξ ,uξ )Lω,υ Lω (θξ ,uξ )
]
(18)
where matrix Lυ is given by (5), matrix Lω,υ is given by (11),
and matrix Lω (θξ ,uξ ) is given in (15).
Let us mention that if pis and pjs are the projections of two
points lying on the surface of a spherical object, then it is pos-
sible to obtain an upper block triangular interaction matrix for
this particular target using the θu representation of the relative
orientation c∗Rc computed from (7) [19]. Here, the partial de-
coupling is obtained from the distances between three image
points, which we consider to represent a more general object.
To sum up, the new set ssp = (st , ξ), built using only three
points, is such that the decoupling is obtained by the set
st = (d01 , d02 , d12); camera rotation motions are controlled us-
ing the angle-axis parameterization ξ of a rotation matrix mea-
sured from the image of two points. The interaction matrix
related to ξ, which is proposed here, is valid for a general con-
figuration between two points.
III. CONTROL ANALYSIS
Due to the lower block triangular form of Lssp , the deter-
mination of its singularity domain is shown, in this section, to
be easier than in the case of the perspective projection of three
points. We also analyze the stability of the control law.
We use the classical control law given by
vc = −λL̂ssp
−1
(ssp − s∗sp) (19)
where vc = (v,ω) is the camera velocity sent to the low-level
robot controller, λ is a positive gain, and
L̂ssp
−1
=
[
L̂−1υ 0
−L̂ω,υ L̂−1υ L̂−1ω (θ̂ξ , ûξ )
]
is the inverse of an approximation of the interaction matrix
related to ssp . This approximation takes into account calibra-
tion errors, image-processing errors, and modeling errors w.r.t.
Fig. 3. Cylinder of singularities. (a) Particular case and (b) general case.
ranges of points. We first analyze the control law in the ideal
case, where the interaction matrix is perfectly known, and then
in the case where the range values are approximated.
A. Ideal Case
Taking the inverse of the interaction matrix (18) and plugging
it into (19) leads to the ideal control law
{
v = −λL−1υ (st − s∗t )
ω = −Lω,υv + λξ
(20)
since L−1ω (θξ ,uξ )ξ = −ξ.
The domain of singularity of Lssp is given by the following
theorem.
Theorem 1: The classical control method (20) is singular if
and only if: the three points are aligned, or the camera optical
center C lies on the cylinder of singularities, i.e., the cylinder,
which is defined by the circumcircle passing through the three
points and the normal to the plane on which the points lie (see
Fig. 3).
The proof of Theorem 1 is given in Appendix B. Note that the
given proof is easy and simple in comparison with the complex
and difficult demonstration given in the case of the perspective
coordinates in [23].
Theorem 1 ensures that the new set ssp does not present more
singularities than the perspective coordinates of the three points
spp = (p0x , p0y , p1x , p1y , p2x , p2y ), where
Lspp = [Lt Lr ] (21)
with
Lt =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
−1/P0 z 0 p0x/P0 z
0 −1/P0 z p0y /P0 z
−1/P1 z 0 p1x/P1 z
0 −1/P1 z p1y /P1 z
−1/P2 z 0 p2x/P2 z
0 −1/P2 z p2y /P2 z
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
and
Lr =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
p0xp0y −(1 + p02x) p0y
1 + p02y −p0xp0y −p0x
p1xp1y −(1 + p12x) p1y
1 + p12y −p1xp1y −p1x
p2xp2y −(1 + p22x) p2y
1 + p22y −p2xp2y −p2x
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
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Indeed, using spp , the classical control law (19) (with spp in-
stead of ssp ) has been shown to be singular when the three
points are aligned or when the camera optical center belongs to
the cylinder of singularities [23].
With the decoupling property of ssp , it is also easier to deter-
mine the kernel of Lssp that characterizes the set of camera mo-
tions vc 
= 0, which leaves the image unchanged, i.e., s˙sp = 0.
Indeed, from the expression of the interaction matrix given in
(18), we have
ker(Lssp ) = {vc=(v,ω) ∈ (3),Lυv = 0,ω = Lω,υv}
(22)
which shows that we have to deal only with the 3× 3 matrix
Lυ , contrary to the perspective projection of three points, where
we have to deal with the larger and complex 6× 6 matrix Lspp .
Now, we analyze the control-law stability. We assume, in
the following, that the interaction matrix never loses its rank
during the servoing, i.e., the camera never crosses the cylin-
der of singularities, as shown in Fig. 3. Let e = ssp − s∗sp be
the error to regulate to zero. The closed-loop system equation
(using the control law (19) in the ideal case) can be written
as e˙ = −λLssp L−1ssp e = −λe, which means that the system is
locally asymptotically stable (LAS). The system is not globally
stable since we assumed the camera never crosses the cylinder
of singularities; in addition, since with three points, four differ-
ent camera poses exist providing the same points position in the
image [21], reaching the desired pose is only possible from a
local neighborhood.
On one hand, the set ssp is perfectly suited to control camera
rotations compared with the coordinates of the center of gravity
used in [18]. Indeed, for a pure rotation motion, since the value
of st is constant, i.e., st = s∗t , the expression of the control law
(20) is given by
v = 0, ω = λξ (23)
which means that the camera center follows a geodesic path.
On the other hand, as for classical perspective coordinates of
points as soon as all points do not have the same depth, one
disadvantage of the proposed approach is that a pure translation
displacement also generates rotation motions. Indeed, from (20),
it is clear that, even if ξ = 0, ω 
= 0 as soon as st 
= s∗t . However,
we will see in Section IV-A and B that the results obtained, in
practice, for a pure translation motion do not deviate a lot from
a straight-line trajectory in the Cartesian space and in the image
space.
B. Approximation of Range Values
We now consider the usual case, in practice, where the true
value of ‖Pi‖ is not available. In that case, the closed-loop
system equation using the control law (19) can be written as
e˙ = −λLssp L̂ssp
−1
e (24)
with
L̂ssp
−1
=
[
L̂−1υ 0
−L̂ω,υ L̂−1υ L−1ω (θξ ,uξ )
]
where L̂−1υ and L̂ω,υ depend on ‖̂Pi‖, i = 0, 1, 2. ‖̂Pi‖, which
is the estimated value of ‖Pi‖, can be expressed as follows:
‖̂Pi‖ = ̂|Piz |ρi (25)
with ρi =
√
(Pix/Piz )2 + (Piy /Piz )2 + 1, where Pix/Piz =
ps ix/ps iz , and Piy /Piz = ps iy /ps iz are measured from the im-
age of points. The interaction matrix (18) thus depends on the
estimated depth value P̂iz .
In the case, where |P̂iz | = α|Piz |, i = 0, 1, 2, it is easy to
show that the system is LAS for α > 0 and the singular-
ity domain of L̂ssp (P̂iz ) is exactly the singularity domain of
Lssp (Piz ) since L̂ssp (P̂iz ) = (1/α)Lssp (Piz ). This control ro-
bustness analysis is validated by the last simulation result pre-
sented in Section IV-A.
In the general case, the singularity and the stability analysis
of the control using L̂ssp (P̂iz ) are complex to establish and are
left for future developments. Using a very coarse approaxima-
tion of the depth value P̂iz = P ∗iz , the control law built with
either Lssp (P ∗iz ) or Ls∗sp (P ∗iz ) is well-known to be LAS [1]. In
practice, the validation of the use of Lssp (P ∗iz ) and Ls∗sp (P ∗iz ) is
shown in Section IV-B with perspective and fish-eye cameras,
respectively.
Finally, in the case of pure rotations, it is clear from (19)
that the control law is perfectly adequate, even in presence of
errors on points depths since the depths of points are not in-
volved. Indeed, we still have in that case v = 0, and ω = λξ, as
in (23).
To sum up, as a benefit compared with the use of classical
perspective image of points and first-order spherical moments
[18], the new set has been theoretically shown to be optimal for
camera rotation motions, even in the case of depths errors. In
ideal conditions and, to some extent, in the case of depth errors,
the singularity domain of a classical control using the new set of
features has been theoretically characterized and shown not to
be larger than the singularity domain of the classical perspective
coordinates of points given in [23]; the partial decoupling of the
control thus makes the new set able to provide adequate camera
motion in comparison with the classical perspective coordinates
of points, as confirmed by results given in Section IV-A. Even
though the stability of the control law is complex to analyze in
the general case of depth errors, the control is LAS when using
the desired depth values.
IV. RESULTS
This section illustrates the proposed theoretical results
through simulations and real experiments. In simulation results,
we assume that the point depths values are perfectly known. In
first real experiments, using the current interaction matrix with
a perspective camera, the point depths are coarsely approxi-
mated by their desired values. Finally, the LAS property is also
validated using the desired interaction matrix with a fish-eye
camera.
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Fig. 4. Configuration of three points in the 3-D space. (a) Equilateral triangle
and circumcircle and (b) desired pose of the camera.
A. Simulation Results
In this section, we compare the new set ssp with the classical
perspective coordinates of three points spp using the simulator
provided in ViSP [28].
Note that since at least four points are required to determine
either the set of features proposed in [18] or the relative camera
pose computed from a homography transformation in [13], it is
not possible to compare these methods with the new set of six
features, which uses only three points. This comparison will be
done in future works in which we plan to extend the present
work to the case of more than three points.
We first present the case of camera rotation motions only;
then, we consider only translation motions; finally, we present
the case where both camera rotation and translation motions are
involved.
In the object frame Fo = (O,x,y, z), the coordinates
of the three points are given by P0 = r(0, 1, 0.30), P1 =
r(
√
3/2,−1/2, 0.30), and P2 = r(−
√
3/2,−1/2, 0.30), with
r = 0.5 m. The configuration of the three points describes an
equilateral triangle, as shown in Fig. 4(a), and the circumcircle
(of centerO and radius r) of the equilateral triangle is the circu-
lar cross section of the cylinder of singularities. The pose of the
object frameFo w.r.t. the desired pose of the camera frameFc∗ is
set to the values c∗to = (0, 0, 2.35) m and θu(c∗Ro) = (0, 0, 0)
rad, which means that the desired pose of the camera is inside
the cylinder of singularities, as shown in Fig. 4(b).
Now, we present three experiments, where we consider only
camera rotation motions. In the first experiment, we highlight
both the partial decoupling of the control using the new set
ssp and the coupling of the control using the classical set spp .
The orientation of the initial camera frame w.r.t. the desired
camera frame has been set to θu(c∗Rc) = (−0.20, 0.17, 0.79)
rad. As expected, because of the partial decoupling, the new set
ssp causes no translation displacement of the camera, while the
classical set spp does [see Fig. 5(a)]. Indeed, the coupling in the
control law using the classical set spp [see (21)] generates unde-
sired translation velocities with oscillations [compare Fig. 5(b)
and (c)]. Using the classical set, all the features vary, which is
not the case when using the new set where only the subset ξ
varies since the subset (d01 , d02 , d12) is invariant to rotations
[compare Fig. 5(d) and (e)]. As expected also, the control us-
ing the new set ssp is ideal since the camera rotation velocities
Fig. 5. Decoupled versus coupled control. (a) Camera Cartesian trajectories,
(b) and (c) computed camera velocities (in meters per second and radians per
second) using spp and ssp , and (d) and (e) errors on spp spp and ssp .
are linearly linked to the set of features ξ, and both decrease
exponentially [compare Fig. 5(e) and (c)].
In the second experiment, we show the superiority of the
new set ssp over the classical set spp in the case of large
rotation motions of the camera. The orientation of the initial
camera frame w.r.t. the desired camera frame has been set to
θu(c∗Rc) = (0.21,−0.31, 0.47) rad. In this case, the control
with the classical set spp crosses the cylinder of singularities and
converges toward another global minimum [see Fig. 6(a)]. Using
the classical set, visual servoing fails because of the translation
motions induced by the coupling in Lspp , whereas, as expected,
the control using ssp converges ideally and exponentially (as
before), as shown in Fig. 6(b) and (c).
In the third experiment, we validate the robustness of the con-
trol in the case of modeling errors, i.e., errors on points depths.
We have introduced the following error of the depth estimation
of points: P̂0z = 0.5P0z , P̂1z = 0.3P1z , and P̂2z = 0.75P2z .
The relative orientation of the initial camera frame w.r.t. the
desired camera frame is set to the same value, as in the second
experiment described above. As expected, the robot displays
exactly the same ideal behavior, as shown in Fig. 6(b) and (c),
where only rotation motions are generated. Indeed, even in the
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Fig. 6. Superiority for rotationmotions. (a) Cylinder of singularities is crossed
by the control using the classical set spp and (b) and (c) errors and computed
camera velocities (in meters per second and radians per second) using ssp .
case of modeling errors, the control scheme generates rotation
motions only, as given by the expression (23).
Now, we validate the new set for a translation motion and
compare it with the classical set. The relative pose of the initial
camera frame w.r.t. the desired camera frame is set to the value
c∗tc = (0.21, 0.31,−0.5) m. Using the new set, even if there
is a little oscillation on vx (at the beginning of the servoing),
which does not appear with the control using the classical set
[compare Fig. 7(b) and (c)], the robot Cartesian trajectory is
satisfactory [see Fig. 7(a)]. As expected, in both cases, all visual
features vary and the errors decrease exponentially, as shown in
Fig. 7(d) and (e).
In the next three experiments, we consider complex mo-
tions, i.e., motions made up of both rotation and transla-
tion displacements. In the first experiment, we validate the
new set in the case of a motion, where the relative pose of
the initial camera frame w.r.t. the desired camera frame is
set to the following value: c∗tc = (0.29, 0.16,−0.52) m and
θu(c∗Rc) = (0.21,−0.21, 0.30) rad. In this case, we have a
better Cartesian trajectory (straight line) using the new set [see
Fig. 8(a)]. In addition, camera velocities present no oscilla-
tion contrary to the velocities using the classical set [compare
Fig. 8(b) and (c)].
In the second experiment, in order to validate the larger
convergence domain of the control using the new set, we
consider a relatively large displacement where the camera
initial pose is very close to the boundary of the cylin-
der of singularities. The relative initial pose of the camera
frame w.r.t. the desired camera frame is set to the follow-
ing value: c∗tc = (−0.29,−0.37,−0.48) m and θu(c∗Rc) =
(−0.26, 0.17,−0.52) rad. This particular position, which is
close to a singularity of the control, induces a large condition
number value (which is almost 70) of the block matrix Lυ , as
Fig. 7. Comparison in the case of a translation motion. (a) Camera Cartesian
trajectories, (b) and (c) computed camera velocities (in meters per second and
radians per second) using spp and ssp , and (d) and (e) errors on spp and ssp .
Fig. 8. Comparison in the case of a complex motion. (a) Camera Cartesian
trajectories and (b) and (c) computed camera velocities (in meters per second
and radians per second) using spp and ssp .
shown at the beginning of the servo in Fig. 9(a). The coupled
control induced by the classical set causes the control to cross the
cylinder of singularities and to converge toward another global
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Fig. 9. Larger convergence domain for the new set, where the cylinder of
singularities is crossed by the classical set spp . (a) Conditioning number of the
block matrix Lυ , (b) computed camera velocities (in meters per second and
radians per second), and (c) camera Cartesian trajectories.
Fig. 10. Robustness w.r.t. modeling errors using the new set ssp . (a) Con-
ditioning number of the block matrix Lυ , (b) computed camera velocities (in
meters per second and radians per second), and (c) camera Cartesian trajectories.
minimum [see Fig. 9(c)], while the new control shows satisfac-
tory Cartesian trajectory and converges toward the desired pose
[for the camera velocities, see Fig. 9(b)].
In the third experiment, we validate the robustness of the new
control to modeling errors. We have set the following error on
the depth estimation of points: P̂iz = 0.5Piz , i = 0, 1, 2. The
camera is initially positioned exactly the same as in the last
experiment, i.e., near to the boundary of the cylinder of singu-
larities. The results shown in Fig. 10(b) illustrate the control law
convergence, despite a very high conditioning number (which
is almost 200), due to modeling errors, of the block matrix Lυ
at the beginning of the servo, as shown in Fig. 10(a); in addi-
Fig. 11. Rotation displacement. (a) Desired image, (b) initial image, (c) errors,
and (d) computed camera velocities (in meters per second and radians per
second).
tion, the robot Cartesian trajectory is satisfactory, as shown in
Fig. 10(c).
To conclude, simulation results have shown that the new set is
ideal for camera rotation motions; more importantly, using the
new set, the convergence domain has been shown to be larger
than in the case of the classical perspective coordinates.
B. Experimental Results
Now, we present five experiments that validate the use of
our approach in practice. We use a 6-DOF robot arm equipped
either with a perspective camera or with a fish-eye camera.
The first four experiments use a perspective camera: the central
point is located at (u0 , v0) = (320, 240) pixels and the couple of
focal length values is given by (fu , fv ) = (600, 600) pixels/m.
Experiments with that perspective camera have been carried
out using L̂ssp (P̂iz = P ∗iz ) in the control law (19). In addition,
the desired pose of the perspective camera is the same as for
simulation results [see Fig. 4(b)], i.e., the desired camera pose
is such that the image plane is parallel to the plane defined by the
three points. In this case, using Thale`s theorem with triangles
(C,P0 ,P1), (C,p0s ,p1s), and (25), the estimated value of the
common desired depth P ∗z of points is given by
P ∗z =
‖P∗1 −P∗0‖
ρ∗0‖p∗1s − p∗0s‖
.
In the first experiment, we consider a rotation between the
current and the desired camera frames: c∗tc = (0.0, 0.0, 0.0) m
and θu(c∗Rc) = (5◦,−7◦, 45◦). The desired and initial images
are shown in Fig. 11(a) and (b), respectively. Fig. 11(c) shows
the errors, and Fig. 11(d) shows the robot velocities, where we
can see unexpectedly very small translation velocities. These
translation velocities are caused by hand–eye calibration errors.
Despite these unexpected small translation velocities, the con-
vergence of the control proves the robustness of the new scheme
w.r.t. calibration errors.
In the second experiment, we consider only a translation
displacement: c∗tc = (−0.1, 0.05,−0.2) m and θu(c∗Rc) =
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Fig. 12. Translation displacement. (a) Desired image, (b) initial image,
(c) image trajectories, and (d) computed camera velocities (in meters per second
and radians per second).
Fig. 13. 45◦ rotation around and 20-cm translation along the optical axis.
(a) Desired image, (b) initial image, (c) image trajectories, and (d) computed
camera velocities (in meters per second and radians per second).
(0.0◦, 0.0◦, 0.0◦). The desired and initial images are shown in
Fig. 12(a) and (b), respectively. The obtained results show im-
age trajectories in Fig. 12(c) and the convergence of the control
despite little noise on velocities, as shown in Fig. 12(d). Image
trajectories are almost straight lines, which are satisfactory.
The third experiment illustrated in Fig. 13 shows, as expected,
that our new control scheme performs adequately in the case of
a rotation around the optical axis and a translation along the
optical axis.
In the fourth experiment, we consider a rotation and a
translation displacement between the current and the desired
camera frames: c∗tc = (0.0,−0.05,−0.2) m and θu(c∗Rc) =
(5.0◦,−7.0◦, 15.0◦). The desired and initial images are shown
in Fig. 14(a) and (b), respectively. Fig. 14(d) shows the veloci-
ties and Fig. 14(c) shows the Cartesian trajectory, where we can
see, once more, that the control converges satisfactorily.
Finally, we validate once more the control LAS property us-
ing an omnidirectional vision system, that is a fish-eye camera
[see Fig. 15(a) and (b)]; the mirror-like parameter is df = 1.71,
Fig. 14. Rotation and translation displacement. (a) Desired image, (b) initial
image, (c) Cartesian trajectory, and (d) computed camera velocities (in meters
per second and radians per second).
Fig. 15. Rotation and translation displacement. (a) Desired image, (b) initial
image, (c) errors, and (d) computed camera velocities (in meters per second and
radians per second).
the central point is located at (u0 , v0) = (315.61, 243.05) pix-
els, and the couple of focal length values is given by (fu , fv ) =
(722.91, 721.65) pixels/m. We use the desired value Ls∗sp (P ∗iz )
of the interaction matrix in the control law (19). Note that al-
though the target is composed of four points, only three points
are used for visual servoing. Fig. 15(c) and (d) shows the result,
where we can see that the control converges once more with a
satisfactory behavior.
To conclude, experimental results have demonstrated suc-
cessful performances of the proposed control scheme, even in
the case of calibration and modeling errors on points depths.
V. CONCLUSION AND FUTURE WORKS
In this paper, we have proposed a new set of six features for
visual servoing from three points using a spherical-projection
model. This new set includes distances between spherical pro-
jections of points, which allow to obtain a partially decoupled
control scheme. In comparison with the classical perspective
coordinates of three points, we have demonstrated that the new
set does not present more singularities. Indeed, the singularity
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domain of the new set has been theoretically characterized. The
singularities appear when either the three points are aligned
or the camera optical center lies on the well-known cylinder
of singularities. Using the new set, it is important to mention
the simplicity of the determination of the cylinder of singular-
ities in comparison with the complex demonstration given in
the case of the perspective coordinates. The new set has been
formally shown to be optimal for camera rotation motions com-
pared with the classical perspective coordinates of points and
the modern set using spherical moments. These theoretical re-
sults have been successfully validated through simulations and
real experiments. Simulation results have shown that the con-
vergence domain of a classical control method using the new
set is larger than with the classical set. Experimental results on
a 6-DOF robotic system have validated the use of our approach
in the case of calibration errors and modeling errors on points
depths. As future works, it will be interesting to extend the
distance-based control scheme to the case of more than three
points and to determine either a set of six visual features or a
redundant set of features that provides decoupling properties. In
the first case, the singularity domain of the control is the main
problem, whereas in the second case, it will be necessary to find
a set free of local minima.
APPENDIX A
COMPUTATION OF THE TANGENT VECTOR ζ
Here, the detailed developments of the computation of the
tangent vector ζ to cRpi s in SO(3) are presented using the
framework proposed in [22].
From (8), we immediately obtain
ζ =
[
cR˙pi s
pi s Rc
]× (26)
where [M]× is the vector associated with the antisymmetric
matrix M. Using the property
Sw =
[
S[w]×S
]× ∀S ∈ SO(3) and ∀w ∈ R3 (27)
with settings S = pi s Rc , and w = [cR˙pi s pi s Rc ]×, from (26),
we easily obtain
ζ = cRpi s [
pi s Rc cR˙pi s ]
×. (28)
We have
pi s Rc cR˙pi s =
⎡
⎢⎣
0 v1v˙2 v1v˙3
v2v˙1 0 v2v˙3
v3v˙1 v3v˙2 0
⎤
⎥⎦
which leads to
[pi s Rc cR˙pi s ]
× =
[−v2v˙3 − v3v˙1 v2v˙1
]
. (29)
Note that the component of vector
[
pi s Rc cR˙pi s
]×
has been
chosen in order to simplify the computations. By plugging (29)
into (28), we obtain
ζ = [v1 v2 v3 ]
⎡
⎢⎣
−v2v˙3
−v3v˙1
v2v˙1
⎤
⎥⎦ . (30)
Since vector v1 is the spherical projection of the point Pi ,
from (3), we easily deduce the time variation of v1 as
v˙1 == − 1‖Pi‖
(
I3 − v1v1
)
v + v1×ω. (31)
From (31), we obtain after some developments
v3v˙1 = − 1‖Pi‖v3
v + v2ω (32)
and
v2v˙1 = − 1‖Pi‖v2
v − v3ω. (33)
Now, we present the detailed developments of the expression
v2v˙3 . It worth mentioning that the computation of v2v˙3 is
a contribution of this paper since this computation is valid for
a general configuration of points [see Fig. 2(b)], including for
the specific configuration between points [see Fig. 2(a)] in [22].
From the expression of v3 given in (7), we have
v˙3 = v˙1 × v2 + v1 × v˙2 . (34)
From (34), we immediately have
v2v˙3 = v2(v1 × v˙2), (35)
since v2(v˙1 × v2) = v˙1 (v2 × v2) = 0. From the expression
of v2 given in (7), we obtain after some developments
v1 × v˙2 = 1‖upi s pj s ‖
(v1 × u˙pi s pj s )−
˙(‖upi s pj s ‖)
‖upi s pj s ‖
v3 (36)
where upi s pj s = Γpi s (pjs − pis). By substituting (36) into(35), we obtain
v2v˙3 = − 1‖upi s pj s ‖
v3u˙pi s pj s . (37)
The detailed expression of upi s pj s given by
upi s pj s = Γpi s (pjs − pis) = pjs − pis(pis pjs) (38)
which leads to
u˙pi s pj s = p˙js − p˙is (pis pjs)− pis
(
pjs p˙is + pi

s p˙js
)
.
(39)
From (39), we obtain after some developments
u˙pi s pj s = Mpi s pj s v + upi s pj s × ω (40)
with
Mpi s pj s = −
1
‖Pj‖Γpi s Γpj s
+
1
‖Pi‖
(
(pis pjs)I3 + pispj

s
)
Γpi s . (41)
By substituting (40) into (37), we obtain
v2v˙3 = − 1‖Γpi s (pjs − pis)‖
v3Mpi s pj s v + v1
ω. (42)
By expanding the expression of v3 given in (7), we obtain v3 =
1
‖Γp i s (pj s−pi s )‖
(pis × pjs) from which it is straightforward to
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get
v3Mpi s pj s =
1
‖Pi‖
(‖Pj‖(pis pjs)− ‖Pi‖
)
‖Pj‖ v3
 (43)
i.e., v3 is a left eigenvector of matrix Mpi s pj s . Using (43),
expression given in (42) simplifies to
v2v˙3 = − δp‖Pi‖v3
v + v1ω (44)
with δp =
(pis pj s )‖P j ‖−‖P i ‖
‖P j ‖‖Γp i s (pj s−pi s )‖
. Finally, by substituting (32),
(33), and (44) into (30), we obtain
ζ = Lυ ,ωv − ω (45)
with
Lω,υ =
1
‖Pi‖ (δpv1v

3 + v2v

3 − v3v2 ).
APPENDIX B
PROOF OF THEOREM 1
Here, we give a proof of Theorem 1.
Proof: The key element to the determination of the singular-
ities of the classical control given in (20) is the factorization of
the determinant of the interaction matrix given in (18).
From (18), since Lssp is a square triangular matrix, it is
immediate to show that
∣∣Lssp
∣∣ = |Lυ | |Lω (θξ ,uξ )|. (46)
Since in the case where cRpi s is defined, i.e., when C,P1 , andP2
are not aligned, |Lω (θξ ,uξ )| = −1/sinc2(θξ/2), Lω (θξ ,uξ ) is
nonsingular in the task space [12]. Therefore, we focus on
the factorization of |Lυ |. Focusing only on the factorization
of |Lυ | could also be seen by considering the tangent map re-
lating the tangent space (3) to the tangent space of features
Tssp = Tst × Tc Rp i s SO(3) given by
[
s˙t
ξ
]
=
[
Lυ 0
Lωυ −I3
] [
v
ω
]
. (47)
Indeed, the determinant of the tangent map (47) is given by
− |Lυ |.
Using P0 , P1 , and P2 , the block matrix Lυ of the interaction
matrix (18) can be rewritten as
Lυ =
⎡
⎢⎣
α01(k10P0 + k01P

1 )
α02(k20P0 + k02P

2 )
α12(k21P1 + k12P

2 )
⎤
⎥⎦ (48)
where αij = 1/dij‖Pi‖‖Pj‖, and kij = 1− (‖Pi‖/‖Pj‖)
cos(Pi ,Pj ).
The determinant of Lυ can be easily computed from the
determinant of its transpose Lυ . Indeed, from the fact that
|Lυ | =
∣∣Lυ
∣∣
, we have
|Lυ | =
∣∣Lvx ,Lvy ,Lvz
∣∣ (49)
where
⎧⎪⎨
⎪⎩
Lvx = α01(k10P0 + k01P1)
Lvy = α02(k20P0 + k02P2)
Lvz = α12(k21P1 + k12P2).
Using the multilinear property of the determinant application,
from (49), we obtain after some developments,
|Lυ | = α01α02α12(k10k02k21 + k01k20k12) |P1 ,P0 ,P2 |
(50)
where α01α02α12 
= 0 since αij 
= 0, i = 0, 1, j = 1, 2. From
(50), it is clear that, if the three points are aligned, then
|P1 ,P0 ,P2 | = 0.
Now, we show that in the case where the three points are not
aligned, the expression
k10k02k21 + k01k20k12 = 0 (51)
characterizes the cylinder of singularities [see Fig. 3] defined
in [23]. Using the expressions of kij given in (48), it is possible
to show after some developments that (51) is equivalent to
(P1P0 CP0)(P0P

2 CP2)(P2P

1 CP1)
+(P0P1 CP1)(P2P

0 CP0)(P1P

2 CP2) = 0 (52)
Expression (52) is easily verified for the particular configura-
tion of the cylinder of singularities illustrated in Fig. 3(a), where
(P2P1 CP1) = (P0P

1 CP1) = 0.
Let the point P be the orthogonal projection of the camera
optical center C onto the plane defined by the three points P0 ,
P1 , and P2 [see Fig. 3(b)]. Let F′c be a frame centered in C and
oriented such that z = CP/‖CP‖. In F′c , the coordinates of P
are given by (0, 0, P ′z ), and points P0 , P1 , and P2 have all the
same z-component P ′iz = P ′z . We denote P′i = (P ′ix , P ′iy , P ′z )
as the vector coordinates of Pi in F′c .
Equation (52) still holds in F′c since rotation preserves dot
product. By expressing (52) in F′c , expanding, and simplifying,
we get the product of two determinants
∣∣∣∣∣∣∣
P ′0x P
′
0y 1
P ′1x P
′
1y 1
P ′2x P
′
2y 1
∣∣∣∣∣∣∣
.
∣∣∣∣∣∣∣
P ′0x P
′
0y P
′2
0x + P
′2
0y
P ′1x P
′
1y P
′2
1x + P
′2
1y
P ′2x P
′
2y P
′2
2x + P
′2
2y
∣∣∣∣∣∣∣
= 0.
Since the three points are not aligned, we have, on one hand,
∣∣∣∣∣∣
P ′0x P
′
0y 1
P ′1x P
′
1y 1
P ′2x P
′
2y 1
∣∣∣∣∣∣

= 0.
On the other hand, we must have
∣∣∣∣∣∣∣
P ′0x P
′
0y P
′2
0x + P
′2
0y
P ′1x P
′
1y P
′2
1x + P
′2
1y
P ′2x P
′
2y P
′2
2x + P
′2
2y
∣∣∣∣∣∣∣
= 0. (53)
The camera optical center C belongs to the cylinder of sin-
gularities iff P belongs to the circumcircle defined by the three
points. The property that the point P of coordinates (0, 0, P ′z )
belongs to the circumcircle defined by the three points can be
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expressed by the following three-point formula for the circle [29]
∣∣∣∣∣∣∣∣∣
0 0 0 1
P ′20x + P
′2
0y P
′
0x P
′
0y 1
P ′21x + P
′2
1y P
′
1x P
′
1y 1
P ′22x + P
′2
2y P
′
2x P
′
2y 1
∣∣∣∣∣∣∣∣∣
= 0 (54)
which is clearly equivalent to expression (53). The cylinder of
singularities described in Fig. 3 is thus characterized by the
expression (53), which is equivalent to (51). 
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