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(Gl. 1) 𝑟𝑟𝑥𝑥𝑥𝑥 = 1𝑁𝑁 − 1 ∗ ∑ (𝑋𝑋𝑖𝑖 − 𝑋𝑋�) ∗𝑁𝑁𝑖𝑖=1 (𝑌𝑌𝑖𝑖 − 𝑌𝑌�)
� 1





𝑒𝑒𝑒𝑒𝑒𝑒 = ∑ (𝑥𝑥𝑖𝑖 − ?̅?𝑥) ∗𝑁𝑁𝑖𝑖=1 (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)
�∑ (𝑥𝑥𝑖𝑖 − ?̅?𝑥)2 ∗ ∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�)2𝑁𝑁𝑖𝑖=1𝑁𝑁𝑖𝑖=1   
(Gl. 3) 𝑍𝑍𝑔𝑔𝑖𝑖 = 𝑥𝑥𝑔𝑔𝑖𝑖 − 𝑥𝑥𝚤𝚤�𝑆𝑆𝑖𝑖   
(Gl. 4) 𝑑𝑑𝑘𝑘(𝑖𝑖, 𝑗𝑗) = |𝑥𝑥𝑖𝑖𝑘𝑘 − 𝑥𝑥𝑗𝑗𝑘𝑘|  
(Gl. 5) 𝑑𝑑𝑘𝑘(𝑖𝑖, 𝑗𝑗) = |𝑟𝑟𝑟𝑟(𝑥𝑥𝑖𝑖𝑘𝑘)− 𝑟𝑟𝑟𝑟�𝑥𝑥𝑗𝑗𝑘𝑘�|  
(Gl. 6) 𝑑𝑑𝑘𝑘(𝑖𝑖, 𝑗𝑗) = 0,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑥𝑥𝑖𝑖𝑘𝑘 =  𝑥𝑥𝑗𝑗𝑘𝑘  
(Gl. 7) 𝑑𝑑𝑘𝑘(𝑖𝑖, 𝑗𝑗) = 1,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑥𝑥𝑖𝑖𝑘𝑘 ≠  𝑥𝑥𝑗𝑗𝑘𝑘  
(Gl. 8) 𝑑𝑑𝑘𝑘�(𝑖𝑖, 𝑗𝑗) =  𝑑𝑑𝑘𝑘(𝑖𝑖, 𝑗𝑗)∑ ∑ 𝑑𝑑𝑘𝑘(𝑖𝑖′, 𝑗𝑗′)𝑛𝑛𝑗𝑗′=𝑖𝑖′+1𝑛𝑛𝑖𝑖′=1   




= 1,𝑘𝑘 = 1,2, . .𝑚𝑚  
(Gl. 10) 𝑓𝑓(𝑖𝑖, 𝑗𝑗) = 1 − 𝑑𝑑(𝑖𝑖, 𝑗𝑗)max 𝑑𝑑(𝑖𝑖, 𝑗𝑗)  
(Gl. 11) 𝑑𝑑(𝑃𝑃1,𝑃𝑃2) =  �(𝑥𝑥11 − 𝑥𝑥21)2 + (𝑥𝑥22 − 𝑥𝑥12)2   
(Gl. 12) 𝐸𝐸𝐸𝐸(𝑖𝑖, 𝑗𝑗) = ��(𝑥𝑥𝑖𝑖𝑘𝑘 − 𝑥𝑥𝑗𝑗𝑘𝑘)2𝑒𝑒
𝑘𝑘=1
  
(Gl. 13) 𝑄𝑄𝐸𝐸𝐸𝐸(𝑖𝑖, 𝑗𝑗) = ��𝑧𝑧𝑖𝑖𝑘𝑘 − 𝑧𝑧𝑗𝑗𝑘𝑘�2𝑒𝑒
𝑘𝑘=1
  
(Gl. 14) 𝐶𝐶𝐶𝐶𝐸𝐸(𝑖𝑖, 𝑗𝑗) = � |𝑧𝑧𝑖𝑖𝑘𝑘 − 𝑧𝑧𝑗𝑗𝑘𝑘|𝑒𝑒
𝑘𝑘=1
  









(Gl. 16) 𝑀𝑀𝐸𝐸∞(𝑖𝑖, 𝑗𝑗) = 𝑓𝑓𝑖𝑖𝑚𝑚
𝑟𝑟→∞





�|𝑧𝑧𝑖𝑖𝑘𝑘 − 𝑧𝑧𝑗𝑗𝑘𝑘|�  
(Gl. 17) 𝑓𝑓(𝑖𝑖, 𝑗𝑗) = 𝑓𝑓(𝑟𝑟,𝑟𝑟∗)  =  𝛼𝛼 ∗ 𝑓𝑓 + 𝛽𝛽 ∗ 𝑑𝑑
𝛿𝛿 ∗ 𝑓𝑓 + 𝛽𝛽 ∗ 𝑑𝑑 + 𝛾𝛾 ∗ (𝑏𝑏 + 𝑐𝑐)  
(Gl.18) 𝑆𝑆𝑀𝑀𝐶𝐶(𝑖𝑖, 𝑗𝑗) =  𝑑𝑑 + 𝑓𝑓
𝑆𝑆
  
(Gl. 19) 𝐽𝐽𝐶𝐶(𝑖𝑖, 𝑗𝑗) =  𝑑𝑑
𝑑𝑑 + 𝑏𝑏 + 𝑐𝑐  
(Gl. 20) 𝑅𝑅𝑅𝑅𝐶𝐶(𝑖𝑖, 𝑗𝑗) =  𝑑𝑑
𝑆𝑆
  
(Gl. 21) 𝑅𝑅𝑅𝑅𝐶𝐶(𝑖𝑖, 𝑗𝑗) ≤  𝐽𝐽𝐶𝐶(𝑖𝑖, 𝑗𝑗) ≤ 𝑆𝑆𝑀𝑀𝐶𝐶(𝑖𝑖, 𝑗𝑗)  
(Gl. 22) 𝐸𝐸𝐶𝐶(𝑖𝑖, 𝑗𝑗) =  2𝑑𝑑2𝑑𝑑 + 𝑏𝑏 + 𝑐𝑐  
(Gl. 23) 𝐸𝐸�𝐶𝐶𝑔𝑔,𝐶𝐶ℎ� = 𝑚𝑚𝑖𝑖𝑚𝑚{𝑑𝑑(𝑖𝑖, 𝑗𝑗)}, 𝑖𝑖 𝜖𝜖 𝐶𝐶𝑔𝑔, 𝑗𝑗 𝜖𝜖 𝐶𝐶ℎ  
(Gl. 24) 𝐸𝐸(𝐶𝐶𝑟𝑟,𝐶𝐶𝑠𝑠) = 𝑚𝑚𝑖𝑖𝑚𝑚�𝑑𝑑�𝐶𝐶𝑔𝑔,𝐶𝐶ℎ��,𝑟𝑟 ≠ ℎ  
(Gl. 25) 𝐸𝐸�𝐶𝐶𝑔𝑔,𝐶𝐶ℎ� = 𝑚𝑚𝑓𝑓𝑥𝑥{𝑑𝑑(𝑖𝑖, 𝑗𝑗)}, 𝑖𝑖 𝜖𝜖 𝐶𝐶𝑔𝑔, 𝑗𝑗 𝜖𝜖 𝐶𝐶ℎ  
(Gl. 26) 𝐸𝐸�𝐶𝐶𝑔𝑔,𝐶𝐶ℎ� = 1𝑚𝑚𝑔𝑔 ∗ 𝑚𝑚ℎ � � 𝑑𝑑(𝑖𝑖, 𝑗𝑗)𝑗𝑗𝑗𝑗𝐶𝐶ℎ𝑖𝑖𝑗𝑗𝐶𝐶𝑔𝑔 , 𝑖𝑖 𝜖𝜖 𝐶𝐶𝑔𝑔, 𝑗𝑗 𝜖𝜖 𝐶𝐶ℎ  
(Gl. 27) 𝑧𝑧𝑔𝑔𝑘𝑘���� = 1𝑚𝑚𝑔𝑔 � 𝑧𝑧𝑖𝑖𝑘𝑘𝑖𝑖𝑗𝑗𝐶𝐶𝑔𝑔   
(Gl. 28) 𝑧𝑧𝑔𝑔��� = [𝑧𝑧𝑔𝑔1����, 𝑧𝑧𝑔𝑔2����, … , 𝑧𝑧𝑔𝑔𝑒𝑒�����]  
(Gl. 29) 𝐸𝐸�𝐶𝐶𝑔𝑔,𝐶𝐶ℎ� = � �𝑧𝑧𝑔𝑔𝑘𝑘���� − 𝑧𝑧ℎ𝑘𝑘�����2𝑒𝑒
𝑘𝑘=1
=  �𝑧𝑧𝑔𝑔 − 𝑧𝑧ℎ�′ ∗  �𝑧𝑧𝑔𝑔 − 𝑧𝑧ℎ�  
















(Gl. 32) ∆𝑉𝑉 = 𝑚𝑚𝑔𝑔 ∗ 𝑚𝑚ℎ𝑚𝑚𝑔𝑔 + 𝑚𝑚ℎ� �𝑧𝑧𝑔𝑔𝑘𝑘���� − 𝑧𝑧ℎ𝑘𝑘�����2𝑒𝑒𝑘𝑘=1   
(Gl. 33) 𝑧𝑧𝑔𝑔 = [𝑧𝑧𝑔𝑔1����, 𝑧𝑧𝑔𝑔2����, … , 𝑧𝑧𝑔𝑔𝑒𝑒�����]′,𝑟𝑟 = 1,2, … ,𝐺𝐺  
(Gl. 34) 𝐸𝐸�𝑖𝑖,𝐶𝐶𝑔𝑔� = � �𝑧𝑧𝑖𝑖𝑘𝑘 − 𝑧𝑧𝑔𝑔𝑘𝑘�����2𝑒𝑒
𝑘𝑘=1
  
(Gl. 35) ∑ �𝑧𝑧𝑖𝑖𝑘𝑘 − 𝑧𝑧𝑔𝑔𝑘𝑘�����
2𝑒𝑒
𝑘𝑘=1 < ∑ (𝑧𝑧𝑖𝑖𝑘𝑘 − 𝑧𝑧ℎ𝑘𝑘����)2𝑒𝑒𝑘𝑘=1 ,𝑟𝑟 ≠ ℎ  
(Gl. 36) min
𝑔𝑔




(Gl. 37) 𝑉𝑉𝑅𝑅𝐶𝐶𝑘𝑘 = 𝑆𝑆𝑆𝑆𝑏𝑏𝑆𝑆𝑆𝑆𝑤𝑤 ∗ (𝑁𝑁 − 𝑘𝑘)(𝑘𝑘 − 1)   
(Gl. 38) 𝑆𝑆𝑆𝑆𝐵𝐵 = �𝑚𝑚𝑖𝑖|𝑚𝑚𝑖𝑖 −𝑚𝑚|2𝑘𝑘
𝑖𝑖=1
  





(Gl. 40) 𝐽𝐽𝑖𝑖𝑛𝑛𝑖𝑖𝑒𝑒𝑥𝑥 = �𝑆𝑆𝑆𝑆𝑊𝑊2𝑆𝑆𝑆𝑆𝑊𝑊1 + 1 − 2𝜋𝜋𝜋𝜋� ∗ �2 ∗ (1 − 8 𝜋𝜋2 ∗ 𝜋𝜋⁄ )𝑚𝑚𝜋𝜋 �−0,5 > 𝑧𝑧1−𝛼𝛼  
(Gl. 41) 𝛾𝛾𝑗𝑗 = 𝐶𝐶𝑗𝑗𝑗𝑗𝑊𝑊𝑗𝑗𝑗𝑗  
(Gl. 42) 𝐹𝐹𝑥𝑥𝑗𝑗 = 𝐶𝐶𝑗𝑗𝑗𝑗𝑊𝑊𝑗𝑗𝑗𝑗 ∗ 𝑁𝑁 − 𝐺𝐺𝐺𝐺 − 1  ~ 𝐹𝐹(𝐺𝐺 − 1,𝑁𝑁 − 𝐺𝐺) 𝑚𝑚𝑖𝑖𝑚𝑚 𝑗𝑗 = 1, … , 𝐽𝐽  
(Gl. 43) 𝑏𝑏�𝑗𝑗 = ��𝑏𝑏𝑗𝑗𝑘𝑘∗ � ∗ 𝐸𝐸𝐸𝐸𝑘𝑘𝐾𝐾
𝑘𝑘=1
  




∗ 100%  
(Gl. 45) 𝑅𝑅 = 1
√𝑚𝑚 − 𝐺𝐺
∗ 𝑑𝑑𝑖𝑖𝑓𝑓𝑟𝑟(𝑊𝑊−0,5) ∗ 𝑊𝑊 ∗ 𝑏𝑏𝑖𝑖𝑘𝑘  




(Gl. 46) 𝑟𝑟𝚥𝚥� =  ��𝑟𝑟𝑗𝑗𝑘𝑘� ∗ 𝐸𝐸𝐸𝐸𝑘𝑘𝐾𝐾
𝑘𝑘=1
  




∗ 100%  
(Gl. 48) 𝑅𝑅𝑅𝑅 =  𝑓𝑓 + 𝑑𝑑
�
𝑚𝑚2�   
(Gl. 49) 𝑢𝑢̅𝑖𝑖𝑛𝑛 =  � 𝑢𝑢�𝑖𝑖𝑛𝑛(𝑘𝑘) ∗ 1𝐾𝐾𝑘𝑘   
(Gl. 50) 𝑢𝑢̅𝑧𝑧𝑤𝑤 =  � � u̅zw(𝑘𝑘,𝑘𝑘∗) ∗ 2𝐾𝐾(𝐾𝐾 − 1)
𝑘𝑘∗>𝑘𝑘𝑘𝑘
  
(Gl. 51) 𝜅𝜅 =  𝑈𝑈𝑏𝑏𝑒𝑒𝑏𝑏𝑏𝑏 − 𝑈𝑈𝑒𝑒𝑟𝑟𝑤𝑤1 − 𝑈𝑈𝑒𝑒𝑟𝑟𝑤𝑤   
(Gl. 52) 𝐻𝐻𝑘𝑘𝑖𝑖 = 1 − 𝑓𝑓𝑘𝑘𝑗𝑗2𝑓𝑓𝑗𝑗2   
(Gl. 53) 𝐻𝐻𝑘𝑘ℎ𝑏𝑏𝑒𝑒 = 1 − 𝑓𝑓𝑘𝑘2𝑓𝑓𝑔𝑔𝑒𝑒𝑠𝑠2   
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Diese Arbeit soll im Wesentlichen dazu beitragen, die Frage der Abhängigkeit von 
Unfallursachen bzw. beschreibenden Eigenschaften eines Verkehrsunfalls zum Alter des 
Hauptverursachers im motorisierten Straßenverkehr zu beantworten. Anhand der 
Darstellung des Unfallgeschehens in der BRD kann abgeleitet werden, dass die Anzahl der 
Unfälle im Straßenverkehr seit einigen Jahren langsam aber stetig steigt. Im Gegenzug 
sinkt jedoch die Schwere der Unfälle.  
Anhand der Definition verschiedener verkehrsunfallbezogener Risikofaktoren können die 
Unfallrisikogruppen in Form der Fahranfänger und Senioren identifiziert werden. Das 
Risiko zu verunfallen ist für einen 17-Jährigen Fahranfänger mehr als sechsmal höher als 
das Risiko der Referenzkategorie der erfahrenen Fahrer. Die Gründe dafür werden durch 
eine altersbezogene Unfallursachenanalyse offengelegt. 
Um einen Überblick über verschiedene Ansätze zur Bestimmung der Unfallursachen zu 
bekommen, wird neben den durch die Polizei kategorisierten amtlichen Unfallursachen 
und der merkmalsorientierten Dokumentation das Konzept eines 
verhaltenspsychologischen Ansatzes diskutiert. Es ist davon auszugehen, dass die Gründe 
für einen Unfall facettenreicher sind als es die Kategorien der amtlichen Statistik abbilden 
können. Primär wird davon ausgegangen, dass verschiedene Metaereignisse, wie zum 
Beispiel Ablenkung in Kombination mit einer amtlich dokumentierten Unfallursache, in 
einer Wirkungskette als Bedingung für ein Unfallereignis auftreten. 
Mit Unfällen gehen auch immer Strategien zur Unfallvermeidung einher. 
Präventionsmaßnahmen werden in umfänglicher Form von verschiedenen 
Interessengruppen formuliert und praktiziert. Wesentliche Ansätze werden zur Bewertung 
des Zusammenhangs zwischen personenbezogenen Merkmalen, wie dem Alter, diskutiert. 
Eine Clusteranalyse, als strukturentdeckendes Verfahren, von sächsischen Unfalldaten 
klärt, ob das Alter einer Person im Zusammenhang mit einer dokumentierten 
Konfiguration von Unfalleigenschaften steht und schafft dabei eine Grundlage zur 
Ausrichtung geeigneter Präventionsmaßnahmen in Abhängigkeit zum Alter des 
Hauptverursachers.  
Die wesentlichen in der Literaturrecherche formulierten Zusammenhänge zwischen den 
Unfalleigenschaften und dem Alter einer Person gelten auch für den räumlich begrenzten 
Unfalldatensatz.  
Zusätzlich konnten eine Reihe weiterer Eigenschaften als bedeutsam klassifiziert werden. 
Zudem ergeben sich auch für Unfallverursacher, die keiner Risikogruppe zugeordnet 
wurden, bedeutsame Eigenschaften eines Unfalls mit Getöteten. 





1.1 Motivation  
Seit einigen Jahren werden in der BRD wieder mehr Straßenverkehrsunfälle registriert. 
Aufgrund der immer noch sehr hohen Anzahl von Getöteten und Verletzten im 
Straßenverkehr erscheint es sinnvoll die Hochrisikogruppen zu definieren und die 
Ursachen von Straßenverkehrsunfällen zu beschreiben und zu validieren. Da etwa 50% der 
Getöteten und 60% der Verletzten im Straßenverkehr mit dem Verkehrsmittel Pkw in 
Verbindung gebracht werden, wird sich die Untersuchung auf dieses Verkehrsmittel 
beziehen. Eine Clusteranalyse von räumlich auf Sachsen begrenzten Unfalldaten soll dabei 
die Zusammenhänge zwischen dem Alter einer Person und den polizeilich dokumentierten 
Unfalleigenschaften aufdecken. Mit der statistischen Beschreibung der Zusammenhänge 
zwischen den Eigenschaften eines Unfalls und der unfallverursachenden Person können 
Präventionsmaßnahmen besser ausgerichtet werden, um eine höhere Wirkung zu erzielen. 
1.2 Ziel der Arbeit 
Im Wesentlichen soll durch die Arbeit die Frage nach der begünstigenden Wirkung von 
Personenmerkmalen, wie dem Alter, auf die Charakteristika von Straßenverkehrsunfällen 
beantwortet werden. Auf Basis einer Risikoabschätzung soll aufgezeigt werden, welche 
Zielgruppen im Straßenverkehr besonders gefährdet sind an einem Unfall mit Getöteten 
beteiligt zu sein. Dazu soll zunächst abgeschätzt werden welche wesentlichen Ursachen für 
Straßenverkehrsunfälle in der BRD zu verzeichnen sind. Die Ursachen sollen beschrieben 
werden, um darauf Zusammenhänge zum Alter des Unfallverursachers herzustellen. 
Wesentliche Ansätze zur Unfallvermeidung bzw. Präventionsmaßnahmen sollen deutlich 
gemacht werden, um im Anschluss auf der Basis von Unfalldaten zu überprüfen, ob das 
Alter des Unfallverursachers eine bestimmte Konfiguration eines Unfalls begünstigt. Um 
eine Gruppierung der Fälle zu erreichen ohne vorher die Gruppen vorzugeben, erscheint es 
sinnvoll ein statistisches Verfahren zur Entdeckung von Strukturen innerhalb eines 
Datensatzes zu verwenden. Ein bewährtes Mittel Zusammenhänge derart darzustellen ist 
durch die Clusteranalyse beschrieben.  
1.3 Organisation der Arbeit 
Kapitel 2 dieser Arbeit verschafft einen Überblick über das Verkehrsunfallgeschehen in 
der BRD im Jahr 2012. Anschließend werden in Kapitel 3 die Risikogruppen für 
Straßenverkehrsunfälle in Abhängigkeit zum Alter definiert.  
Kapitel 4 dient der Darstellung der Ursachen von Straßenverkehrsunfällen, auch hier soll 
wiederum nach dem Alter unterschieden werden. Als Folge der Ursachendefinition werden 
in Kapitel 5 Präventionsmaßnahmen aufgezeigt. 




In Kapitel 6 wird die Voraussetzung für die Durchführung sowie die Methodik der 
Clusteranalyse diskutiert. Hierbei werden die wesentlichen Bestandteile der Berechnung 
formuliert und in Form von Berechnungsvorschriften dargestellt. 
In Kapitel 7 folgt die Anwendung der theoretisch formulierten Erkenntnisse auf die 
definierten Personenmerkmale und Unfalldaten.  
Kapitel 8 behandelt Besonderheiten und enthält die zusammenfassende 
Ergebnisdarstellung. 
Abschließend wird in Kapitel 9 ein Ausblick zur Möglichkeit der Schärfung der Analyse 
gegeben. 
2. Das Straßenverkehrsunfallgeschehen in der BRD 
Um einen Gesamtüberblick über das Straßenverkehrsunfallgeschehen in der 
Bundesrepublik Deutschland zu gewinnen, erscheint es zunächst notwendig 
Straßenverkehrsunfälle in das allgemeine Unfallgeschehen einzuordnen.  
In der BRD entfallen ca. 20% aller Unfälle auf den Straßenverkehr [1]. Dabei ist davon 
auszugehen, dass nur etwa jeder fünfte Straßenverkehrsunfall überhaupt polizeilich 
dokumentiert wird [1]. Nur diejenigen Unfälle, die einer regulären Unfallaufnahme durch 
die Behörden unterliegen, finden auch Eingang in die amtliche 
Straßenverkehrsunfallstatistik. Demnach ist mit einer erheblichen Dunkelziffer an 
Straßenverkehrsunfällen zu rechnen. Dabei sinkt die Dunkelziffer mit der Schwere eines 
Unfalls. Demnach kann angenommen werden, dass die erhobenen Daten bezüglich der 
Unfälle mit Getöteten belastbar sind und einer Datenvollerhebung entsprechen. 
Bezogen auf die Unfallfolgen fallen bei einer Gesamtbetrachtung ca. 20% der bei einem 
Unfall getöteten Personen dem Straßenverkehr zu und ca. 4,5% aller Verletzten [2, 3, 4].  
 
Abbildung 1: Änderungsrate polizeilich erfasster Verkehrsunfälle zum Basisjahr 2003, eigene 
Darstellung, [11b, c] 




Im Jahr 2015 wurden insgesamt 2.502.831 Verkehrsunfälle registriert, während im Jahr 
2003 2.259.567 erfasst wurden. Damit stieg die Anzahl der Verkehrsunfälle im 
beschriebenen Zeitraum um ca. 11% (Abbildung 1). 
Im Wesentlichen erscheint es plausibel den Anstieg mit der gestiegenen Anzahl 
zurückgelegter Wege und erhöhter Weglängen zu erklären [7]. Die Wahrscheinlichkeit 
einen Unfall zu erleiden korreliert positiv mit der Teilnahme am Verkehr sowie der dabei 
zurückgelegten Wegstrecke. 
Eine vollständige Vermeidung von Straßenverkehrsunfällen kann also, im Hinblick auf die 
verschiedenen unterschiedlich zu beeinflussenden Verkehrsmittel sowie der Vielzahl an 
persönlichen Eigenschaften deren Nutzer, als unwahrscheinlich angesehen werden.  
Die Schwere eines Unfalls kann jedoch in vielen Fällen durch vielfältige Parameter 
beeinflusst werden. Unweigerlich gilt also den Unfällen mit Getöteten und Verletzten ein 
besonderes Augenmerk. 
Die BRD postulierte in Anlehnung an das EU-Weißbuch im Jahr 2010 das Ziel die 
Verkehrstoten im Zeitraum von zehn Jahren um 40% zu reduzieren. Das Basisjahr wird 
dabei in 2010 festgesetzt. Die Ergebnismessung erfolgt also im Jahr 2020. 
Eine Zeitreihendarstellung der Verunglückten zeigt auf, dass bereits bis zum Jahr 2013 ein 
bedeutender Rückgang der Unfälle mit schweren Unfallfolgen zum Basisjahr 2003 zu 
verzeichnen ist.  
 
Abbildung 2: Änderungsrate nach Unfallfolgen polizeilich erfasster Verkehrsunfälle zur Basis 2003, 
eigene Darstellung, [11b, c] 
Es wird deutlich, dass die Anzahl der im Straßenverkehr getöteten Personen im Zeitraum 
von 10 Jahren um nahezu 50% reduziert wurde (Abbildung 2). 
Die isolierte Betrachtung des von der BRD in ihrem Maßnamenplan definierten Zieles 
zeigt jedoch ein weniger drastisches Bild. Die Anzahl der Leicht- und Schwerverletzten 
bleibt bis zum Jahr 2015, im Vergleich zum Jahr 2010, auf konstantem Niveau, während 




die Anzahl der Getöteten bis zum Jahr 2013 um ca. 8,5% gesenkt werden konnte. Ab dem 
Jahr 2013 ist ein leichter Anstieg bei allen Unfallfolgen zu verzeichnen. 
Die Hälfte der durch einen Unfall getöteten und schwerverletzten sowie etwa 60% der 
leichtverletzten Personen wird im Jahr 2012 im Zusammenhang mit der Beteiligung des 
Verkehrsmittels Pkw dokumentiert. Dieser Sachverhalt ändert sich im Jahresvergleich im 
Wesentlichen nicht. Damit ergibt sich für eine Strategie zur Vermeidung von 
Verkehrsunfällen mit Personenschaden an dieser Stelle das größte Potential.  
 
Abbildung 3: Verkehrsbeteiligung und Unfallfolgen 2012, eigene Darstellung, [11a] 
Um das von der BRD postulierte Ziel zu erreichen, ist es notwendig die Ursachen von 
Straßenverkehrsunfällen genauer beschreiben zu können. Hierbei soll der Fokus dieser 
Arbeit auf Unfällen mit Hauptverursacher Pkw und mindestens einem Getöteten liegen. 
3. Unfallrisiko 
Das Risiko zu verunfallen kann zunächst in verschiedenen Maßzahlen dargestellt werden. 
Die einfachste Möglichkeit ergibt sich durch das Ablesen der Anzahl von Verunfallten für 
jede Altersgruppe. In Relation zu allen Unfällen ergibt sich ein Anteil pro definierter 
Gruppe und damit eine erste Einschätzung zum Mengenvergleich, aus dem ein Risiko 
abgeleitet werden kann. Dieser Ansatz erscheint jedoch bei Kenntnis der Abhängigkeit 
einer Risikokennziffer von anderen Parametern als trivial. Bei der Bewertung eines 
Unfallrisikos für bestimmte am Verkehr teilhabende Gruppen haben unterschiedliche 
determinierende Faktoren, wie zum Beispiel die Anzahl der Führerscheinbesitzer in der 
Bevölkerung, die Verteilung von des Alters in der Bevölkerung oder die Anzahl der 
zurückgelegten Fahrzeugkilometer, einen Einfluss auf die Risikofaktoren [17, 21]. Zudem 
sind problembezogen noch andere Maßstäbe zur Bestimmung des Unfallrisikos, wie zum 
Beispiel die Anzahl der im Verkehr verbrachten Stunden, denkbar [37]. 
Die Einflüsse auf das Risiko zu verunfallen sind stark von der vorherrschenden 
Infrastruktur, von der Verkehrsdichte und den Reisegeschwindigkeiten abhängig. Damit 




wird klar, dass Risikofaktoren je nach wirtschaftlicher Leistungskraft einer Volkswirtschaft 
nur ähnlich ausfallen können. Die Berechnung ist nur für ein abgegrenztes Gebiet sinnvoll, 
um dort gezielte Präventionsmaßnahmen zur Verringerung des Risikos einzuleiten. 
Werden verschiedene Risikokennziffern mit Länderbezug in Europa (Deutschland, 
Schweden, Großbritannien, Österreich) verglichen, ergibt sich jedoch der gleiche 
Risikotrend. Junge Fahrer bis 25 Jahre sowie ältere Fahrer ab 75 können als 
Hochrisikogruppe definiert werden [17, 18, 20, 21, 7]. 
Die verschiedenen Ansätze zur detaillierteren Bewertung des Unfallrisikos führen zu 
verschiedenen Maßzahlen. Am validesten erscheint dabei die Abhängigkeit des 
Unfallrisikos zu den zurückgelegten Fahrzeugkilometern. Die Unterschiede in den 
Fahrleistungen nach Altersklassen werden in Abbildung 4 ersichtlich. 
 
Abbildung 4: Verteilung der Fahrleistungen nach Altersgruppen [38] 
Kraftfahrzeugfahrer haben dabei bei allen Bewertungsansätzen das höchste Risiko zu 
verunfallen. Unter Anwendung verschiedener Faktoren kann sich das Risiko um einen 
Faktor bis zu 12 gegenüber der Referenz erhöhen. Für ältere Fahrer ist das Risiko zu 
verunfallen stark von der Methode abhängig, mit der Risiko bewertet wird und nimmt 
dabei Werte bis zum 11-fachen der Referenzgruppe an. Das fahrleistungsbezogene 
Unfallrisiko Älterer kann mit dem Risiko der 17 bis 24-Jährigen verglichen werden. Die 
Gruppe der 25 bis 60-Jährigen repräsentieren dabei den Risiko-Vergleichsfall. Im Alter 
zwischen 25 und 60 Jahren bleibt das Risiko zu verunfallen nahezu konstant [17, 18, 20 , 
21, 7, 38]. Bei detaillierter Betrachtung ergibt sich, dass das kilometerabhängige 
Unfallrisiko bis zum 60. Lebensjahr rückläufig ist. Die stärksten Rückgänge sind bis zum 
Lebensjahr 25 zu verzeichnen. Ab dem 75. Lebensjahr ist wieder ein drastischer Anstieg 
des Unfallrisikos zu verzeichnen. 
 ´
Für eine Analyse ergeben sich daraus theoretisch drei zu identifizierende Gruppen: 
Risikogruppe 1:  Kraftfahrzeugführer zwischen 17 und 25 Jahren 
Risikogruppe 2:  Kraftfahrzeugführer über 60 Jahre 
Vergleichsgruppe:  Kraftfahrzeugführer zwischen 25 und 60 Jahren 




4. Ursachen von Straßenverkehrsunfällen 
4.1 Bewertungsansätze für Unfallursachen 
Für die Entwicklung zielgerichteter Präventionsmaßnahmen zur Unfallvermeidung ist es 
notwendig die Ursachen eines Unfalls zu identifizieren. Dabei kann die Klassifikation von 
Ursachen von Straßenverkehrsunfällen auf zwei grundlegenden Ansätzen beruhen. 
4.1.1 Unfallursachen in der amtlichen Statistik der BRD  
Die amtliche Statistik dokumentiert die Ursachen von Straßenverkehrsunfällen in einer 
rechtlich orientierten beschreibenden Form. Dabei wird zwischen allgemeinen 
Unfallursachen und dem Fehlverhalten von Fahrzeugführern unterschieden. Die 
Kategorisierung hat seit 1975 unverändert Bestand.  
Unfälle werden direkt am Unfallort durch einen Beamten der Polizei erfasst. Dieser soll 
dabei aufklären, ob eine Straftat bzw. Ordnungswidrigkeit Grundlage für das 
Zustandekommen war [5] und trägt damit auch zur Klärung versicherungsrechtlicher 
Fragen bei.  
Hierbei kommt es in vielen Fällen zu einer eher subjektiven Einschätzung der 
Unfallursache nach einem vorgegebenen Ursachenkatalog. Die Folgen lassen sich in der 
Vielzahl von Unfällen im Zusammenhang mit überhöhter oder unangepasster 
Geschwindigkeit in der amtlichen Statistik nachvollziehen. Aufgrund der subjektiven 
Einflüsse vor Ort müssen nicht direkt vom Dokumentierenden messbare Unfallursachen, 
wie zum Beispiel die Geschwindigkeit, mit angemessener Vorsicht ausgewertet werden. 
Des Weiteren bleiben die direkten Gründe, also die tatsächliche Ursache für ein 
Fehlverhalten bei dieser Art der Bewertung des Ereignisses, im Verborgenen [13, 19]. 
Beispielhaft wäre hier die Überschreitung der Geschwindigkeit aufgrund von 
Unachtsamkeit bei der Beobachtung der geschwindigkeitsregelnden Verkehrszeichen zu 
nennen. Ohne die direkten Ereignisse vor einem Unfall genau reflektieren zu können, kann 
es unter Umständen schwer fallen präzise ausgerichtete Präventionsmaßnahmen zu 
formulieren.  
Unfälle werden in der amtlichen Statistik in drei Hauptkategorien dargestellt [11b]: 
1. Unfallbezogene Unfallursachen (Witterung, Straßenzustand) 
2. Fahrzeugbezogene Unfallursachen (technische Mängel) 
3. Personenbezogene Unfallursachen (Fehlverhalten der Fahrzeugführer) 
Personenbezogene Unfallursachen werden in der amtlichen Statistik fälschlicherweise als 
Fehlverhalten deklariert, obwohl sie aus oben genannten Gründen nicht direkt dem 
Fehlverhalten des Fahrzeugführers zugeordnet werden können, sondern die Folge eines 




Fehlverhaltens sind. Unfallbezogene Ursachen sind in der Regel valide zu erfassen. 
Fahrzeugbezogene Unfallursachen sind in der Regel nur bei Eindeutigkeit valide zu 
erfassen. 
Unfallursachen werden in zahlreiche Unterkategorien aufgegliedert. An dieser Stelle seien 
nur die Oberkategorien aufgenommen [11b]: 
1. Verkehrstüchtigkeit  
2. Fehler der Fahrzeugführer 
3. Technische Mängel, Wartungsmängel 
4. Falsches Verhalten von Fußgängern  
5. Allgemeine Unfallursachen  
6. Sonstige Ursachen  
Bedeutende Unfallursachen im Zusammenhang mit Personenschäden sind Fehler mit 
Bezug zu den Fahrgeschwindigkeiten, der richtigen Straßenbenutzung, das Verhalten 
gegenüber Fußgängern sowie der Einfluss von Alkohol [5, 12]. 
Nach polizeilicher Einschätzung sind 27 Getötete je 1000 Unfällen mit Personenschaden 
im Straßenverkehr auf Geschwindigkeitseinflüsse als Unfallursache zurückzuführen [5]. 
Ursachen von Straßenverkehrsunfällen nach Getöteten je 1000 Unfälle mit 
Personenschaden BRD 2012 [5]: 
 
Abbildung 5: Getötete je 1000 Unfälle mit Personenschaden 2012 nach Unfallursachen [5] 
Aus der Abbildung 5 lassen sich zunächst die Primärziele von Präventionsmaßnahmen 
(Kapitel 5) zur Vermeidung von Personenschäden ableiten. Der Faktor Mensch stellt eine 
wesentliche Komponente bei der Beschreibung von Unfallursachen dar. Bei der 
Kategorisierung von Unfallursachen durch die Polizei bleiben jedoch zentrale 




personenbezogene Ursachen unbeachtet. Bei der Beurteilung dieser Ursachen soll der 
verhaltenspsychologische Ansatz in Kapitel 4.1.2 helfen. 
Positiv wirkt sich der standardisierte und dennoch detaillierte Auswahlkatalog bei der 
Beurteilung der Unfallursachen aus. 
Weitere Bedeutung zur Bewertung von Unfallursachen erlangen die Unfallzeit, der 
Unfalltyp, die Unfallart, die Witterungsverhältnisse und der Straßenzustand. 
Die Unfallzeit trägt maßgeblich dazu bei die Verkehrssituation und die Lichtverhältnisse 
bei einem Unfall zu erfassen. Es ist bekannt, dass zu bestimmten Tageszeiten besonders 
viel Verkehr auf den Straßen zu verzeichnen ist. Hieraus resultiert auch ein erhöhtes 
Konfliktpotential. Die Lichtverhältnisse abstrahieren auf die Fähigkeiten des 
Fahrzeugführers wahrzunehmen. Bei Dunkelheit oder Dämmerung können Konflikte 
aufgrund eingeschränkter Sichtverhältnisse resultieren. Unfalltypen und Unfallarten lassen 
direkt auf die spezielle Konfliktsituation schließen. Hierbei kommt zum Ausdruck, welche 
Verkehrssituation vorherrschte und wie die Kollision zustande gekommen ist. Spezielle 
Witterungslagen und Straßenzustände werden häufig nicht als unfallursächlich 
eingeschätzt, können aber einen Unfall begünstigen. 
4.1.2 Verhaltenspsychologisches Konzept 
Das zweite Konzept zur Erhebung von Unfallursachen bezieht sich auf einen 
verhaltenspsychologischen Ansatz. Hierbei wird zunächst davon ausgegangen, dass ein 
Unfall ein statistisch seltenes Ereignis ist. Dabei kommt es zu einer Aneinanderreihung 
verschiedener Faktoren, die in Kombination zum Unfall führen. Es wird deutlich, dass eine 
durch einen Beamten aufgenommene Unfallursache nur die Folge aus einer Kette von 
Metaereignissen sein kann. Die zufällige Zusammensetzung dieser Ereigniskette bestimmt, 
ob es zu einem Unfall kommt oder nicht [13]. Dabei wird deutlich, dass nicht nur ein 
Ereignis an der Auslösung eines Unfalls beteiligt sein kann. Die Abhängigkeiten sind 
vielfältig. Hierbei wird in Eigenschaften des Fahrzeugs, des Fahrers sowie des Fahrumwelt 
unterschieden. Die jeweiligen Eigenschaften können dabei einen kritischen Zustand 
einnehmen. Auf den beiden letzten Modellebenen befinden sich die Fehler, die mit den 
Umwelteigenschaften einhergehen. Hierbei wird unterschieden in mutwilliges Übergehen 
von verkehrsregelnden Elementen (z. B. Fahren unter Alkoholeinfluss) sowie den 
letztendlich resultierenden von der Person abhängigen Fehlern. Passen alle zufälligen und 
bewusst gewählten Parameter situativ bedingt zusammen (Abbildung 6), kommt es zu 
einem Unfall. 
  






Abbildung 6: Die Bahn der Unfallgelegenheit nach Reason [13] 
Um die Abhängigkeiten zum Fahrfehler genauer beschreiben zu können, wird häufig auf 
Mensch-Maschine-Interaktionsmodelle zurückgegriffen. Eine hierarchische Einteilung der 
Handlungsebenen wird vorgenommen. Fehler, die auf einer Ebene liegen, werden 
zusammengefasst. Der Vorteil dieser Betrachtung liegt darin, dass ein Fehler, der zum 
Unfall führte, nicht im Ereignis selbst gesucht wird, sondern auf einer Ebene davor [15].  
Beispiel: Nicht Glätte und unangepasste Geschwindigkeit führten zum Unfall, sondern eine 
Fehleinschätzung einer Situation aus einem bestimmten Grund, wie zum Beispiel nicht 
ausreichender Fahrerfahrung auf winterglatten Straßen, aus der die gewählte 
Geschwindigkeit abgeleitet wurde. 
Auf der Ebene der Handlung werden 3 Typen von Verhaltensmustern definiert und den 
Ebenen zugeordnet, die für das Führen eines Fahrzeugs notwendig sind. 
Handlungsebenen [15]: 1. Fähigkeitsbasierte Reaktionen 
2. Regelbasiertes Verhalten 
3. Wissensbasierte Handlungen 





Es ergeben sich die Anforderungen zur Bewältigung der Fahraufgabe auf Fahrzeug- und 
Handlungsebene. [13] 
Aus der Zusammenführung beider Modelle werden relevante Fehlerarten, die einen 
Verkehrsunfall bedingen können, definiert [13, 15]. 




Fehler können dabei wie folgt in einer hierarchisch gegliederten Fehlerkette dargestellt 
werden [13, 15]: 
 
Abbildung 7: Fehlerarten nach Rassmussen [13] 
Die Vorteile dieser Methode liegen bei Identifikation des Fehlers in der direkten 
Abbildbarkeit der zugrundeliegenden Eingriffstrategie. Aus der Negation des Fehlers kann 
abgeleitet werden, welche Präventionsmaßnahme zur Unfallvermeidung beitragen kann.  
Die Nachteile dieser Methode zur Bestimmung von Unfallursachen gestalten sich derart, 
dass sie nicht wie bei der Unfallerfassung der Polizei über einen standardisierten Katalog 
direkt an der Unfallstelle erfasst werden können. Zur Erfassung sind meist persönliche 
Interviews mit den Verunfallten vorgesehen. Befragungen dieser Art finden im 
Allgemeinen nicht regelmäßig, sondern nur projektbezogen statt, da hierfür erhöhte Kosten 
anfallen. Regelmäßige Befragungen werden zum Beispiel durch die 
Verkehrsunfallforschung im Großraum Dresden durchgeführt.  
Das Verfahren ist dabei auf das Erinnerungsvermögen der Verunfallten angewiesen. 
Hieraus resultiert auch die wesentliche Schwäche des Verfahrens. Es stellt sich die Frage 
wie zuverlässig der Befragte den Unfallhergang reflektieren kann. Aufgrund des massiven 
Zusatzaufwandes werden häufig nur kleine lokal beschränkte Stichproben zur Auswertung 
erfasst. 
Dennoch ist für eine wirkungsvolle Ausgestaltung von Präventionsmaßnahmen die 
Kenntnis von verhaltenspsychologischen Aspekten unabdingbar. Es wird davon 
ausgegangen, dass psychische Zustände zu 40% an unfallursächlichen Ereignissen 
teilhaben [18, 21]. 





Die Charakterisierung von Unfällen erfolgt in der Literatur im Wesentlichen auf der Basis 
der in Kapitel 4.1 beschriebenen Ansätze. Dabei werden unfallbezogene Ursachen und 
fahrzeugbezogene Ursachen im Wesentlichen nach Ansatz 1 bewertet und 
personenbezogene Ursachen nach Ansatz 2. 
Im Allgemeinen wird davon ausgegangen, dass die Mehrzahl der Unfälle auf 
personenbezogene Unfallursachen zurückzuführen ist [18]. Fahrzeugbezogene Ursachen, 
wie zum Beispiel technische Mängel, werden mit ca. 1%-3% angegeben [18]. 
4.2.1 Junge Fahrer 
Im Zusammenhang mit den Unfallursachen junger Fahrer wird häufig mit der 
Begrifflichkeit Anfängerrisiko argumentiert. Damit soll beschrieben werden, dass 
Fahranfänger die Kompetenzen, die zum sicheren Führen eines Fahrzeugs notwendig sind, 
zunächst erlernen müssen. Ihnen fehlt es an Fahrerfahrung. Damit sind sie auf der Ebene 
der fähigkeitsbasierten Reaktionen gegenüber den anderen Verkehrsteilnehmern 
benachteiligt. Damit einher geht oft eine falsche Ausrichtung von Aufmerksamkeit, die 
Unfälle begünstigen kann. Dies führt zwangsläufig zu Informationsfehlern. Die Bedienung 
des Fahrzeugs führt bei Fahranfängern zu Problemen und erzeugt in ohnehin kritischen 
Situationen Zusatzaufwand (Bedienungsfehler). 
Fehlverhalten junger Fahrer ist auf der psychologischen Metaebene durch ihre 
Persönlichkeitseigenschaften charakterisiert. Junge Fahrer gehen oft höhere Risiken ein als 
erfahrene Fahrzeugführer ohne dabei die Gefahren wahrzunehmen. Jugendliche sind 
während ihrer Entwicklung leicht von ihresgleichen zu beeinflussen und neigen dazu 
Normen, Gesetzte und Grenzen zu umgehen. In Summe ergeben sich für die mangelhafte 




Dies führt dazu, dass die in der amtlichen Statistik dokumentierten Unfallursachen auf die 
drei Eigenschaften reflektieren. Die häufigste Ursache wird dabei seit vielen Jahren mit 
nicht angepasster Geschwindigkeit dokumentiert und ist bei Unfällen mit tödlichem 
Ausgang mit über 40% ursächlich. Im Zusammenhang mit geschwindigkeitsbezogener 
Unfallursache stehen in der Altersgruppe zwischen 17 und 25 Jahren häufig auch Alkohol- 
oder Drogenkonsum. Andere relevante Fehler stehen im Zusammenhang mit dem 
Abbiegen, Wenden oder Rückwärtsfahren und der Abstandhaltung. In dieser Altersgruppe 
gibt es den größten Anteil an Alleinunfällen. Dies stützt die definierten 




Grundeigenschaften, da diese weitestgehend unabhängig vom Verkehrsfluss auftreten. 
Weitere Unfälle werden im Zusammenhang mit Übermüdung registriert.  
[35, 7, 18, 19, 11, 21] 
 
Abbildung 8: Ausgewählte Ursachen von Unfällen mit Personenschaden nach Altersgruppen [11a] 
In der Altersgruppe zwischen 17 und 25 Jahren tritt eine Häufung von Unfällen in den 
Nachtstunden vornehmlich an Freitagen und Samstagen auf. In dieser Zeit sind ca. 1/3 der 
Getöteten in dieser Altersgruppe zu verzeichnen. Diese sogenannten Disko-Unfälle gehen 
oft mit mehreren der oben genannten Unfallursachen einher und fallen dementsprechend 
dramatisch aus. In diesem Zusammenhang werden als Unfallursache Alkoholeinfluss, 
Müdigkeit sowie die sich aus der Anzahl der Mitfahrer ergebenden Faktoren wie 
Risikobereitschaft, Selbstüberschätzung und die in einer Gruppe entstehende Dynamik 
(Zielsetzungs- und Methodenfehler) festgestellt [21]. Fahranfänger zwischen 18 und 24 
Jahren haben ein erhöhtes Unfallaufkommen in den Abend- und Nachtstunden (18:00 - 
5:00 Uhr). Der Zusammenhang gilt insbesondere für Frei-, Sams- und Sonntage. [13] 
4.2.2 Senioren 
Verkehrsteilnehmer in fortgeschrittenem Alter sind zunehmend gesundheitlich 
eingeschränkt. Ihre Motorik, Wahrnehmung und Aufmerksamkeitsausrichtung werden 
zunehmend schlechter. Einschränkungen in der Hör- und Sehfähigkeit können die 
Fahraufgabe beeinflussen und unfallursächlich wirken. Die geringere Bewegungsfähigkeit 
trägt ebenso zu Einschränkungen im Sichtfeld bei. Damit werden Situationen, die eine 
umfängliche Aufmerksamkeitsausrichtung erfordern, zunehmend schwerer zu bewältigen. 
Diese Faktoren bedingen längere Informations- und Orientierungszeiten und sind 
maßgeblich für Reaktionszeiten (Informationsfehler). Komplexe Situationen können damit 
von älteren Fahrzeugführern oft nicht in der erforderlichen Zeit verarbeitet werden. Die 
allgemeine körperliche Belastbarkeit nimmt mit dem Alter ab, damit treten 




Ermüdungserscheinungen schneller auf als bei jungen Verkehrsteilnehmern. Additiv wirkt 
der Einfluss von vermehrtem Auftreten von Krankheiten (z. B. Diabetes) und dem damit 
einhergehenden Medikamentenkonsum. [19, 33, 28] 
In Folge dessen gewinnen bei Unfällen mit älteren Verkehrsteilnehmern Unfalltypen und 
Ursachen an Bedeutung, die mit hochgradig komplexen Verkehrssituationen in 
Verbindung gebracht werden [19]. Dies betrifft im Wesentlichen Unfälle beim: 
- Spurwechseln 
- Einbiegen oder Kreuzen 
- Ein- oder Abbiegen 
- Wenden 
Ältere Menschen neigen jedoch dazu durch Verhaltensanpassung ihre beschriebenen 
Benachteiligungen zu kompensieren [39]. 
Die häufigsten Unfallursachen von Senioren (>65 Jahre) im Jahr 2012 liegen im Bereich 
der Vorfahrtsfehler, Fehler beim Abbiegen, Wenden oder Rückwärtsfahren, in der 
Abstandshaltung sowie dem falschen Verhalten gegenüber Fußgängern (Abbildung 9) [33]. 
 
Abbildung 9: Fehlverhalten von Senioren im Alter > 65 Jahre als Fahrer von Pkw 2012 [33] 
Dominante Ursachen anderer Altersgruppen, wie zum Beispiel nicht angepasste 
Geschwindigkeit oder Alkohol, spielen bei Senioren eine untergeordnete Rolle.  
Unfallursachen, die bei jungen Fahrern relevant sind, bauen ihre Bedeutung mit dem 
Gewinn an Fahrerfahrung ab. Unfallursachen, die eher die Reaktion und Wahrnehmung 
betreffen, werden mit zunehmendem Alter relevanter [33]. 
Im Zuge des demografischen Wandels und dem damit einhergehenden Wachstum des 
Anteils von Senioren in der Bevölkerung ist anzunehmen, dass Unfälle, die 
charakteristisch für ältere Menschen sind, zunehmend an Bedeutung gewinnen und bei der 
Präventionsmaßnahmenausrichtung Berücksichtigung finden müssen. 




5. Präventionsmaßnahmen  
Präventionsmaßnahmen zur Unfallvermeidung oder Beeinflussung werden unter 
politischen Gesichtspunkten und Zielstellungen zunehmend wichtiger, um die postulierten 
Ziele zur Senkung der Verkehrstoten zu erreichen. In gesellschaftlichem Interesse werden 
von der BRD, von der EU, den Automobilherstellern und anderen Interessenvertretern 
zunehmend Präventionsmaßnahmen etabliert. 
Präventionsmaßnahmen können in drei Kategorien beschrieben werden [7]: 
1. Maßnahme Mensch 
2. Maßnahme Infrastruktur  
3. Maßnahme Technik 
Die inhaltliche Dimension wird dabei in vier Kategorien erfasst [27]: 
1. Ordnungsrechtliche Maßnahmen (Gebote und Verbote) 
2. Maßnahmen der Ausbildung, Aufklärung und Information 
3. Anreizsysteme 
4. Eine veränderte Umfeldgestaltung 
Maßnahmen, die den Fahrzeugführer direkt ansprechen, werden nach Zielgruppen 
gegliedert. Diese ergeben sich aus den Risikogruppen im Straßenverkehr. 
Maßnahmen für Senioren sind üblicherweise auf die Aufklärung von Risiken in 
Verbindung mit Medikamenten und Krankheiten ausgerichtet [28]. Weiterhin sollten 
Senioren aktiv über ihre altersbedingten Leistungseinbußen aufgeklärt werden. Die 
drastischen Maßnahmen, die derzeit in Deutschland diskutiert werden, sind 
Fahrtauglichkeitsprüfungen ab einem bestimmten Alter [13]. In Europa ist diese 
Maßnahme bereits etabliert. Weitere Felder der Aufklärung beschäftigen sich mit den 
derzeit verfügbaren Fahrerassistenzsystemen, die gerade bei Senioren die eingeschränkte 
Wahrnehmung kompensieren können. 
Maßnahmen für Fahranfänger sind auf die primären Unfallursachen Alkohol, Drogen, 
Müdigkeit und Geschwindigkeit ausgerichtet. Das vorhandene Risiko soll dabei unter 
Zuhilfenahme moderner Medien und sozialer Netzwerke in angepasster Form 
kommuniziert werden. Einen weiteren Aspekt nimmt die Einbindung der 
Verkehrserziehung in der Schule ein. 
Allgemeine Maßnahmen können darauf ausgerichtet sein die Regelakzeptanz zu erhöhen. 
Hierzu werden zum Beispiel Schockbilder an den Autobahnen positioniert, um über 
psychologische Effekte eine Anpassung der Geschwindigkeit zu erreichen. Anreizsysteme 
sind zum Beispiel bei Versicherungsunternehmen zu finden. Hier können 
Versicherungsrabatte durch das Absolvieren eines Fahrsicherheitstrainings generiert 




werden. Zu den allgemeinen sowie ordnungsrechtlichen Maßnahmen zählen auch 
Verkehrskontrollen der Polizei, die die Fahrzeugnutzer zur Einhaltung der Ge- und 
Verbote bringen sollen. 
Es werden eine Vielzahl weiterer Maßnahmen beschrieben, die den Faktor Mensch als 
Unfallursache adressieren sollen. 
Infrastrukturelle Maßnahmen sollen dabei helfen schon von einem entfernten Punkt aus zu 
verstehen, welche Verkehrssituation auf den Fahrer zukommen wird. Dabei kommen 
Geschwindigkeitsbegrenzungen, Fahrwegergonomie, Verkehrsflussoptimierungen, 
telematische Eingriffe und Markierungen zum Einsatz, um die Fahraufgabe zu erleichtern. 
Kernaufgabe infrastruktureller Maßnahmen ist es die Geschwindigkeiten durch bauliche 
Veränderungen an unfallreichen Netzpunkten zu reduzieren und Übersicht zu verschaffen. 
Im Bereich Technik wird im Wesentlichen die Fahrzeugtechnik fokussiert. Moderne 
Fahrerassistenzsysteme können risikoübergreifend Nutzen stiften. Bei einer 
Unfallursachenbetrachtung müssen aktive Fahrerassistenzsysteme fokussiert werden. 
Konstruktiv sind solche Systeme derzeit in der Lage Fahraufgaben autonom bzw. 
teilautonom zu unterstützen bzw. vollständig zu übernehmen. Stellt die Sensorik eine 
kritische Fahrsituation fest, in der anzunehmen ist, dass der Fahrer eine bestimmte 
Fahraufgabe nicht richtig ausführen kann, kann die Unterstützung auf den drei Ebenen der 
Warnung, Unterstützung und des Eingriffs erfolgen. Das Potential solcher Systeme wird 
nach Abgrenzung ihres Wirkungsbereiches als sehr hoch eingestuft. 
6. Grundlagen der Clusteranalyse 
Als Grundlage für die Aufarbeitung der Inhalte des Verfahrens der Clusteranalyse wurden 
im Wesentlichen die Bücher „Multivariate Analysemethoden, Eine anwendungsorientierte 
Einführung“ ([40], Seite: 156-227) und „Multivariate Statistik, Grundlagen – Methoden – 
Beispiele“ ([41], Seite: 203-288) sowie „Clusteranalyse – Anwendungsorientierte 
Einführung in Klassifikationsverfahren“ [42] genutzt. Für den Fall, dass eine Darstellung 
von einer der beschriebenen Quellen abweicht, wird diese im Text kenntlich gemacht.  
6.1 Ziel der Clusteranalyse 
Die Clusteranalyse ist ein multivariates Verfahren zur Entdeckung von Strukturen 
innerhalb einer Objektmenge. Die Methode gehört, wie auch die Faktorenanalyse zu den 
strukturentdeckenden Verfahren. Sie unterscheidet sich somit von den strukturprüfenden 
Analysemethoden, wie z. B. der Diskriminanzanalyse. 




Ein Cluster beschreibt dabei eine dichte Punktewolke aus Klassifikationsobjekten in einem 
p-dimensionalen Raum, die durch Bereiche geringer Dichte voneinander getrennt sind. 
Formal wird bei der Analyse zwischen Klassifikationsmerkmalen (Spalten einer 
Datenmatrix) und Klassifikationsobjekten (Zeilen einer Datenmatrix) unterschieden. 
Die Ähnlichkeit von Klassifikationsobjekten wird dabei auf der Basis von 
anwendungsspezifischen Klassifikationsmerkmalen bewertet. 
Eine Menge von Klassifikationsobjekten soll im Hinblick auf ihre Ähnlichkeit untersucht 
werden, um sie darauf in homogenen Gruppen zusammenzufassen. Dabei wird das Ziel 
definiert, dass Objekte innerhalb eines Clusters möglichst homogen in der Ausprägung 
ihrer Klassifikationsmerkmale sein sollen, während Objekte in verschiedenen Clustern 
möglichst heterogen in den Ausprägungen ihrer Klassifikationsmerkmale sein sollen.  
Die untersuchten Klassifikationsobjekte müssen in ihren Klassifikationsmerkmalen nicht 
mit deren Erhebungseinheiten identisch sein. Diese können sinnvoll aggregiert werden, um 
die Anzahl der Klassifikationsmerkmale zu reduzieren. 
Die entstehenden Cluster sollten den Daten möglichst gut angepasst sein, um die Streuung 
in den Daten erklären zu können. Des Weiteren wird der Anspruch an die Stabilität der 
Klassifikation gestellt. Eine geringfügige Variation der Daten sowohl in den 
Klassifikationsmerkmalen als auch in der Objektmenge sollte keine wesentliche Änderung 
des Klassifikationsergebnisses zur Folge haben.  
Die Gruppierung muss zur Ergebnisfindung inhaltlich interpretierbar und valide sein. 
Dabei sollten die Gruppen mit externen Variablen korrelieren, die im Zusammenhang mit 
den Klassifikationsmerkmalen stehen. 
6.2 Auswahl der zu analysierenden Variablen 
Die Grundvoraussetzung der Variablenauswahl liegt im Bezug der Variablen zum 
Analysethema. Beim Vorliegen einer größeren Anzahl von Klassifikationsmerkmalen sind  
lineare Zusammenhänge (Korrelationen) zwischen den Variablen weitestgehend 
auszuschließen. Dazu wird es notwendig die paarweisen Korrelationen der Variablen über 
Korrelationskoeffizienten sichtbar zu machen. Hierzu kann der Pearson‘sche 
Korrelationskoeffizient 𝒓𝒓𝒙𝒙𝒙𝒙 (GL. 1; Seite 18) Verwendung finden. [70] 
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Dabei bezeichnet N die Anzahl der Fälle in der Stichprobe, 𝑿𝑿𝒊𝒊 und 𝒀𝒀𝒊𝒊  beschreiben die 
Ausprägung des Objekts i in der Variablen X bzw. Y, deren Zusammenhang dargestellt 
werden soll. Während 𝑿𝑿�  und 𝒀𝒀�  die Mittelwerte der im Fokus stehenden Variablen 
beschreibt. 𝑺𝑺𝒙𝒙 sowie 𝑺𝑺𝒙𝒙 sind gleichbedeutend mit den Standardabweichungen von X bzw. 
Y. Die Kovarianz zwischen den Variablen X und Y ist durch 𝑺𝑺𝒙𝒙𝒙𝒙 beschrieben.  
Der Koeffizient nimmt Werte zwischen +1 und -1 an. Je größer der absolute Wert des 
Koeffizienten ist, desto stärker ist der lineare Zusammenhang zwischen den Variablen. Ein 
Wert von +1 zeigt an, dass zwischen den betrachteten Variablen ein perfekter positiver 
linearer Zusammenhang besteht. Ein Wert von -1 kennzeichnet entsprechend einen 
perfekten negativen linearen Zusammenhang. 
Entsprechend dem theoretischen Korrelationskoeffizienten kann für eine Messreihe ein 
empirischer Koeffizient 𝒓𝒓𝒙𝒙𝒙𝒙
𝒆𝒆𝒆𝒆𝒆𝒆 entwickelt werden (Gl. 2). [70] 
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�∑ (𝒙𝒙𝒊𝒊 − 𝒙𝒙�)𝟐𝟐 ∗ ∑ (𝒙𝒙𝒊𝒊 − 𝒙𝒙�)𝟐𝟐𝑵𝑵𝒊𝒊=𝟏𝟏𝑵𝑵𝒊𝒊=𝟏𝟏  (Gl. 2) 
Die Interpretation des Koeffizienten wird in Tabelle 1 dargestellt. 
Betrag des Korrelationskoeffizienten Interpretation 
0 Keine Korrelation 
über 0 bis 0,2 Sehr schwache Korrelation  
0,2 bis 0,4 Schwache Korrelation  
0,4 bis 0,6 Mittlere Korrelation  
0,6 bis 0,8 Starke Korrelation  
0,8 bis unter 1 Sehr starke Korrelation  
1 Perfekte Korrelation 
Tabelle 1: Interpretation des Korrelationskoeffizienten [70] 
  




Formal müssen Variablen, die in eine deterministische Clusteranalyse einbezogen werden, 
vergleichbar sein. 
Variablen gelten als nicht vergleichbar, wenn: 
- Unterschiedliche Maßeinheiten vorliegen 
- Unterschiedliche Messniveaus vorliegen 
- Die Variablen hierarchisch sind 
Hierarchische Variablen liegen dann vor, wenn das Auftreten einer Variablen von dem 
Auftreten der Ausprägung einer oder mehrerer anderer Variablen abhängig ist. Durch 
Umcodieren von Variablen kann der Abhängigkeit entgegen gewirkt werden.  
Liegen zum Beispiel die Variablen „Unfall unter Alkoholeinfluss“ mit der binären 
Codierung 1 = ja und 0 = nein und „Blutalkoholgehalt“ in den Kategorien [bis 0,5‰; 
0,5‰-1,0‰; 1‰-1,5‰;…] vor, bedingen sich beide Variablen. Die Variable 
„Blutalkohol“ hängt hierarchisch von der Variable „Unfall unter Alkoholeinfluss“ ab. Aus 
den zwei Variablen lässt sich eine neue Variable erzeugen, bei der Unfällen ohne 
Alkoholeinfluss der Blutalkoholwert 0,0‰ zugewiesen wird. 
Um Variablen, die in verschiedenen Maßeinheiten aufgenommen wurden, in einer 
Clusteranalyse vergleichbar zu machen, sind diese zu standardisieren. Die 
Standardisierung hat zur Folge, dass die resultierende Variable den Erwartungswert Null 
und die Varianz Eins besitzt. Im Ergebnis wird der Wertebereich der Variablen bei der 
Standardisierung auf das Intervall [0,1] transformiert. Die Standardisierung einer Variablen 
erfolgt nach Gleichung 3. 
 𝒛𝒛𝒈𝒈𝒊𝒊 = 𝒙𝒙𝒈𝒈𝒊𝒊 − 𝒙𝒙𝒊𝒊�𝒔𝒔𝒊𝒊  (Gl. 3) 
Dabei entspricht 𝒛𝒛𝒈𝒈𝒊𝒊  dem standardisierten Wert des Objektes g der standardisierten 
Variablen 𝒁𝒁𝒊𝒊, 𝒙𝒙𝒈𝒈𝒊𝒊 dem nicht standardisierten Wert des Objektes g der Variable 𝒙𝒙𝒊𝒊 und 𝒙𝒙𝒊𝒊�  
dem Mittelwert der Variable 𝒙𝒙𝒊𝒊 . 𝒔𝒔𝒊𝒊  beschreibt die empirische Standardabweichung. Die 
empirischen Skalenwerte werden auf Grundlage der Verteilung der untersuchten Objekte 
berechnet.  
6.2.1 Skalenniveau der Variablen 
Eine wesentliche Bedeutung kommt der Kenntnis des Skalenniveaus der Variablen zu. Die 
im Absatz 6.3 definierten Distanz- und Ähnlichkeitsmaße haben unter Umständen den 
Anspruch an eine bestimmte Skalierung der Variablen. Der Umgang mit verschiedenen 
Skalierungen der Variablen in der Datengrundgesamtheit wird in den folgenden Absätzen 
diskutiert. 




6.2.2 Dichotome Merkmale 
Als dichotome Variablen werden zweiwertige Merkmale bezeichnet, die einer binären 
Codierung unterliegen. Ist eine bestimmte Eigenschaft von Interesse, wird dieser der Wert 
1 zugeordnet. Nahezu jede Skalierung ist dichotomisierbar. 
6.2.3 Politome Merkmale  
Politome Merkmale werden auch als mehrkategoriale Merkmale bezeichnet. Die 
Merkmalsausprägungen sind in mehr als zwei Werten codiert. Politome Merkmale können 
auf nominale oder ordinale Merkmale zurückgeführt werden und auf dem entsprechenden 
Skalenniveau gemessen werden. Grundsätzlich kann eine Ähnlichkeitsmessung bei 
politomen Merkmalen auf der Basis der für dichotome Merkmale definierten 
Ähnlichkeitskonzepte erfolgen. Merkmale mit drei oder mehr Kategorien können durch 
zwei oder mehr Dummy-Variablen mit der Codierung mit den Werten 0 und 1 ersetzt 
werden. Ein Merkmal mit p-Kategorien wird demnach durch p-1 oder p Dummy-Variablen 
wiedergegeben.  
Eine nicht modifizierte Verwendung der Darstellung politomer Merkmale in Dummy-
Variablen bei der Berechnung von Objektähnlichkeiten ist nicht unkritisch. Das Gewicht 
der originären Variablen nimmt offenkundig mit der Anzahl der Kategorien bei der 
Ähnlichkeitsmessung zu. Der Stellenwert der dichotomisierten Variablen würde dann 
allein durch die Anzahl von aufgelösten Kategorien bestimmt werden. Um den Stellenwert 
der originären Variablen beizubehalten, ist eine Gewichtung der Dummy-Variable 
vorzunehmen. Politome Merkmale mit 𝒆𝒆 Kategorien und 𝒆𝒆 − 𝟏𝟏 Dummy-Variablen werden 
mit 𝟏𝟏
𝒆𝒆−𝟏𝟏
 gewichtet, während die Darstellung in 𝒆𝒆 Dummy-Variablen eine Gewichtung mit 𝟏𝟏
𝒆𝒆
 
nach sich zieht. 
6.2.4 Gemischt skalierte Merkmale  
Gemischt skalierte Merkmale weisen Unterschiede in den Skalenniveaus der Variablen 
auf. Damit kann eine Transformation auf das niedrigste Skalenniveau notwendig werden. 
Unter Umständen ist die Transformation mit großen Informationsverlusten verbunden. In 
Folge ist dieses Verfahren nicht generell zu empfehlen. Als alternative Strategie bietet es 
sich an für gleichartig skalierte Merkmalsarten Ähnlichkeits- und Distanzmaße zu 
bestimmen und anschließend einen Gesamtindex der Ähnlichkeiten zu ermitteln. Bei der 
Aggregation ist methodisch ein Ausgleich der Niveauunterschiede der Einzelindices 
herzustellen, um die Dominanz eines Merkmals auszuschließen. 
Für die Merkmale eines Untersuchungsbereiches werden zunächst merkmalsspezifische 
Distanzen zwischen den Objekten gebildet: 
Für metrisch skalierte Merkmale z. B. die absolute Differenz der Merkmalsausprägungen 
nach Gleichung 4 auf Seite 21. 





 𝒅𝒅𝒌𝒌(𝒊𝒊, 𝒋𝒋) = |𝒙𝒙𝒊𝒊𝒌𝒌 − 𝒙𝒙𝒋𝒋𝒌𝒌| (Gl. 4) 
Für ordinal skalierte Merkmale, sofern die Merkmale mehrheitlich verschieden sind, z.B. 
die absolute Rangdifferenz nach Gleichung 5. 
 𝒅𝒅𝒌𝒌(𝒊𝒊, 𝒋𝒋) = |𝒓𝒓𝒈𝒈(𝒙𝒙𝒊𝒊𝒌𝒌) − 𝒓𝒓𝒈𝒈�𝒙𝒙𝒋𝒋𝒌𝒌�| (Gl. 5) 
Sind die Merkmale nicht mehrheitlich verschieden, werden diese wie nominal skalierte 
Merkmale behandelt. (Gleichung 6 und 7) 
 𝒅𝒅𝒌𝒌(𝒊𝒊, 𝒋𝒋) = 𝟎𝟎,𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒔𝒔 𝒙𝒙𝒊𝒊𝒌𝒌 =  𝒙𝒙𝒋𝒋𝒌𝒌 (Gl. 6) 
 𝒅𝒅𝒌𝒌(𝒊𝒊, 𝒋𝒋) = 𝟏𝟏,𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒔𝒔 𝒙𝒙𝒊𝒊𝒌𝒌 ≠  𝒙𝒙𝒋𝒋𝒌𝒌 (Gl. 7) 
Die Distanz 𝐝𝐝𝐤𝐤(𝐢𝐢, 𝐣𝐣) zwischen den Objekten ist gleich 0, wenn ihre Merkmalsausprägung 
identisch ist. Während die Distanz 𝐝𝐝𝐤𝐤(𝐢𝐢, 𝐣𝐣) zwischen den Objekten gleich 1 ist, wenn ihre 
Merkmalsausprägung unterschiedlich ist. 
Zum Ausgleich von Niveauunterschieden werden Heterogenitätsanteile 𝐝𝐝𝐤𝐤�(𝐢𝐢, 𝐣𝐣) (normierte 
Distanzen) nach Gleichung 8 gebildet, indem die Distanzen auf die merkmalsspezifische 
Abstandsmessung bezogen werden. 
 𝒅𝒅𝒌𝒌�(𝒊𝒊, 𝒋𝒋) =  𝒅𝒅𝒌𝒌(𝒊𝒊, 𝒋𝒋)∑ ∑ 𝒅𝒅𝒌𝒌(𝒊𝒊′, 𝒋𝒋′)𝒏𝒏𝒋𝒋′=𝒊𝒊′+𝟏𝟏𝒏𝒏𝒊𝒊′=𝟏𝟏  (Gl. 8) 
Die Heterogenitätsanteile summieren sich nach Gleichung 9 für alle Merkmale zu eins.  




= 𝟏𝟏,𝒌𝒌 = 𝟏𝟏,𝟐𝟐, . .𝒆𝒆 (Gl. 9) 
Die normierten Distanzen geben die relativen Beiträge an der gesamten Heterogenität eines 
Merkmals wieder. Die Summation der Heterogenitätsanteile gibt somit das Distanzmaß für 
gemischt skalierte Merkmale wieder. 
Als eine weitere Alternative können nominal skalierte Variablen nach Bacher [42], in ihre 
Dummy-Variablen aufgelöst werden und in der weiteren Analyse wie quantitative 
Variablen behandelt werden. Die Auflösung in Dummies erfordert eine weitere 
Gewichtung mit dem Faktor 0,5 . Würde eine derartige Gewichtung nicht vollzogen 
werden, würden die Variablen bei der Auswertung mit der City-Block-Metrik oder der 
euklidischen Distanz ein doppeltes Gewicht erhalten. Wird demnach eine Variable in mehr 
als eine Dummy-Variable aufgelöst, würde die maximale Differenz zwischen zwei 
Ausprägungen bei 𝟏𝟏 + 𝟏𝟏 = 𝟐𝟐 liegen. Würden andererseits die beiden Ausprägungen als 




dichotomer Sachverhalt dargestellt und mit 𝟎𝟎 und 𝟏𝟏 codiert, wäre die maximale Differenz 
der beiden Variablen 𝟎𝟎 + 𝟏𝟏 = 𝟏𝟏. Die Gewichtung mit 0,5 vermeidet damit den Effekt der 
Verzerrung. Soll die Analyse auf Basis der quadrierten euklidischen Distanz erfolgen, 
muss dem dargestellten Sachverhalt folgend eine Gewichtung mit der Wurzel aus 0,5 
vorgenommen werden, um den Verzerrungseffekten entgegen zu wirken. 
6.2.5 Quantifizierung und Kategorisierung von Variablen 
Studien bestätigen weitgehend die Praxis, dass ordinale Variablen wie quantitative 
Variablen behandelt werden können. Dabei ist die formale Betrachtung von ordinalen 
Variablen als quantitative Variablen zulässig. Die absoluten Abweichungen  
�𝒙𝒙𝒈𝒈𝒊𝒊 − 𝒙𝒙𝒈𝒈∗𝒊𝒊� , wie sie bei der verallgemeinerten Minkowski-Metrik verwendet werden, 
besitzen eine ordinale Interpretation für den Fall, dass die ordinalen Variablen ganzzahlig 
und ohne Lücken notiert sind. [42] 
Durch die Kategorisierung von Variablen kann eine künstliche Clusterstruktur erzeugt 
werden. Die Gefahr eine solche Struktur zu erzeugen, nimmt mit der Zahl der Kategorien 
und Variablen ab. 
Nominal skalierte Variablen müssen zur Behandlung als quantitative Variablen vollständig 
in ihre Dummy-Variablen aufgelöst und empirisch standardisiert werden. [42]  
6.3 Distanz und Ähnlichkeitsmaße 
Um eine Objektmenge in homogene Gruppen zu zerlegen, müssen Objekte identifiziert 
werden, die in Bezug auf eine bekannte Eigenschaft als ähnlich angesehen werden können. 
Die Objekteigenschaften sind durch die Beobachtungswerte der Merkmale definiert. 
Vor allem bei metrischen Skalierungen überwiegt die Quantifizierung der Ähnlichkeit von 
Objekten in Form einer Distanzmessung. Je größer die Distanz zweier Beobachtungen im 
reellen Zahlenraum ist, umso unähnlicher sind sich die Objekte. 
Ähnlichkeit und Distanz lassen sich dabei als gegensätzliche Darstellungsweise der 
Ähnlichkeit von Objekten auffassen. Damit sind Ähnlichkeits- und Distanzmaße 
ineinander überführbar. Dabei wird die Distanz d zwischen den Objekten i und j auf die 
maximal ermittelte Objektdistanz 𝒆𝒆𝒇𝒇𝒙𝒙 𝒅𝒅(𝒊𝒊, 𝒋𝒋) bezogen. 
 𝒔𝒔(𝒊𝒊, 𝒋𝒋) = 𝟏𝟏 − 𝒅𝒅(𝒊𝒊, 𝒋𝒋)
𝐦𝐦𝐦𝐦𝐦𝐦 𝒅𝒅(𝒊𝒊, 𝒋𝒋) (Gl. 10) 
Aus Gleichung 10 folgt, dass eine Minimalobjektdistanz von 0 in eine maximale 
Ähnlichkeit 1 transformiert wird. 
  




Folgende formale Eigenschaften von Ähnlichkeits- und Distanzmaßen werden 
vorausgesetzt:  
- Identische Objekte haben eine Distanz von null. 
- Ist die Distanz zwischen zwei Objekten größer oder gleich null, kommt es nicht 
darauf an, von welchem der Objekte aus gemessen wird. 
- Die direkte Distanz zwischen zwei Objekten kann nie größer sein als der Umweg 
über ein drittes Objekt. 
Bei nominal- oder ordinal-skalierten Objekten wird in der Regel auf Ähnlichkeitsmaße 
zurückgegriffen, die auf das Intervall [0,1] normiert sind.  
Damit gelten für diese Ähnlichkeitsmaße die Eigenschaften: 
- Identische Objekte haben eine Ähnlichkeit von eins. 
- Ist die Ähnlichkeit zwischen zwei Objekten größer oder gleich eins, kommt es nicht 
darauf an, von welchem der Objekte aus gemessen wird. 
Die Auswahl eines konkreten Unähnlichkeitsmaßes hängt maßgeblich von der Richtung 
der Analyse ab.  
Für eine variablen- oder objektorientierte Analyse können sowohl Distanzmaße, als auch 
die daraus abgeleiteten Ähnlichkeitsmaße verwendet werden. Bei der Verwendung von 
Ähnlichkeitsmaßen ist im Wesentlichen zu entscheiden, welchen Informationswert 
Übereinstimmungen hinsichtlich des Nichtbesitzes einer Eigenschaft haben. 
In der Literatur finden neben den hier nach der Problemstellung ausgewählten 
Distanzmaßen noch eine Reihe weiterer Distanzmaße Erwähnung, die sich im 
Wesentlichen durch die Gewichtungsfaktoren unterscheiden.  
6.3.1 Distanzmaße des Minkowski Typs 
Bei der Anwendung von Distanzmaßen des Minkowski Typs bleiben Korrelationen 
zwischen den Merkmalen unberücksichtigt. Damit haben alle Merkmale denselben 
Stellenwert bei der Distanzbestimmung.  
Sind allerdings die Objektdistanzen durch gleichwertige Eigenschaften, die durch 
Korrelationen verkörpert werden, repräsentiert, geht mit der Anwendung der Distanzmaße 
vom Minkowski Typ eine Verzerrung einher. 
Das heißt das Gewicht einer Eigenschaft nimmt mit der Anzahl der sie repräsentierenden 
Merkmale zu. Die Gleichgewichtung der Eigenschaften kann durch die Bereinigung des 
Datensatzes von korrelierenden Merkmalen erreicht werden. 
Die Anwendbarkeit des Distanzmaßes ist von der metrischen Skalierung der Merkmale 
abhängig. 





Im zweidimensionalen Zahlenraum lässt sich die direkte Distanz zwischen zwei Punkten 
nach dem Satz des Pythagoras als Hypotenuse des aufgespannten Dreiecks berechnen. 
Damit ist die direkte Distanz zwischen den Punkten P1 und P2 durch die Summe beider 
Katheten-Quadrate bestimmt. 
 𝒅𝒅(𝑷𝑷𝟏𝟏,𝑷𝑷𝟐𝟐) =  �(𝒙𝒙𝟏𝟏𝟏𝟏 − 𝒙𝒙𝟐𝟐𝟏𝟏)𝟐𝟐 + (𝒙𝒙𝟐𝟐𝟐𝟐 − 𝒙𝒙𝟏𝟏𝟐𝟐)𝟐𝟐  (Gl. 11) 
Die direkte Distanz zwischen P1 und P2 heißt euklidische Distanz [𝐄𝐄𝐄𝐄(𝐢𝐢, 𝐣𝐣)]. Sie lässt sich 
nach Gleichung 12 auf n Dimensionen verallgemeinern. 
 




Dabei beschreibt 𝒙𝒙𝒊𝒊𝒌𝒌 den Wert des i-ten Objekts in der Variablen k und 𝒙𝒙𝒋𝒋𝒌𝒌 den Wert des j-
ten Objekts in der Variablen k. 
Quadrierte euklidische Distanz 
Vor allem varianzorientierte Klassifikationsverfahren machen von der quadrierten 
euklidischen Distanz (QED) Gebrauch. Der alleinige Unterschied zur euklidischen Distanz 
besteht in der Quadrierung von 𝑬𝑬𝑬𝑬(𝒊𝒊, 𝒋𝒋). 
 𝑸𝑸𝑬𝑬𝑬𝑬(𝒊𝒊, 𝒋𝒋) = ��𝒛𝒛𝒊𝒊𝒌𝒌 − 𝒛𝒛𝒋𝒋𝒌𝒌�𝟐𝟐𝒆𝒆
𝒌𝒌=𝟏𝟏
 (Gl. 13) 
Die Rangfolge der Objektpaare bleibt dabei im Vergleich zur euklidischen Distanz 
unverändert. Da jedoch die Abstandsverhältnisse zwischen den Objekten verändert 
werden, kann ein Einfluss auf die zu ermittelnde Gruppenanzahl nicht ausgeschlossen 
werden. Die Objektdistanzen werden durch die Anwendung der quadrierten euklidischen 
Distanz gewichtet. Der Grad der Gewichtung hängt dabei quadratisch von der 
Objektdistanz ab. 
City-Block-Distanz 
Die City-Block-Distanz (CBD) basiert auf den rechtwinkligen Abständen der 
Merkmalsvektoren im n-dimensionalen Raum. 
 𝑪𝑪𝑪𝑪𝑬𝑬(𝒊𝒊, 𝒋𝒋) = � |𝒛𝒛𝒊𝒊𝒌𝒌 − 𝒛𝒛𝒋𝒋𝒌𝒌|𝒆𝒆
𝒌𝒌=𝟏𝟏
 (Gl. 14) 




Damit wird die Distanz zwischen zwei Punkten P1 und P2 auf Basis einer rechtwinkligen 
Verbindung beschrieben. Die City-Block-Distanz ergibt sich allgemein durch die 
Summation der absoluten Merkmalsdifferenzen. 
Verallgemeinerte Minkowski-Distanz 
Die Minkowski-Distanz (𝑴𝑴𝑬𝑬𝒓𝒓 ) beinhaltet als allgemeines Distanzmodell den Fall der 
euklidischen Distanzen und der City-Block-Distanz. 




 (Gl. 15) 
Der Parameter r steuert den Einfluss großer bzw. kleiner Merkmalsdifferenzen auf die 
Objektdistanzen und ist als Gewichtungsfaktor der Unterschiede in den einzelnen 
Variablen anzusehen. 
Für den Fall der City-Block-Distanz gilt 𝒓𝒓 = 𝟏𝟏 . Die Merkmalsdifferenzen gehen 
proportional zu ihrem Ausmaß in die Objektdistanz ein. 
Für den Fall der euklidischen Distanz (𝒓𝒓 = 𝟐𝟐) besitzen größere Merkmalsvariablen einen 
überproportionalen Einfluss. 
Für den Fall 𝒓𝒓 → ∞  ist die Objektdistanz allein von der größten Merkmalsdifferenz 
abhängig (Gleichung 16). 
 𝑴𝑴𝑬𝑬∞(𝒊𝒊, 𝒋𝒋) = 𝒇𝒇𝒊𝒊𝒆𝒆
𝒓𝒓→∞





�|𝒛𝒛𝒊𝒊𝒌𝒌 − 𝒛𝒛𝒋𝒋𝒌𝒌|� (Gl. 16) 
6.3.2 Ähnlichkeitsmaße auf Basis der Vier-Felder-Tafel 
Ähnlichkeitsmaße lassen sich auf Basis der Vier-Felder-Tafel formal eindeutig und 
nachvollziehbar definieren. Alle konstruierten Ähnlichkeitsmaße haben einen 
Wertebereich zwischen 0 und 1. Dabei wird der oberen Grenze von 1, die Bedeutung von 
maximaler Ähnlichkeit und der unteren Grenze von 0, die Bedeutung von minimaler 
Ähnlichkeit zugewiesen. In der Vier-Felder-Tafel wird die Übereinstimmung zweier 
Objekte bei Nichtbesitz der fokussierten Eigenschaft (a) mit [0,0] codiert. Der gemeinsame 
Besitz der fokussierten Eigenschaft (d) wird mit [1,1] codiert. Stimmen die Eigenschaften 
zweier Objekte nicht überein (b,c), so sind diese entweder mit [0,1] oder [1,0] codiert.  
  




Das Codierungsschema wird zum Ableiten der Ausgangsformel zur Berechnung von 
Ähnlichkeitskoeffizienten nach Bacher [42] in Tabelle 2 dargestellt.  
 Variable 𝑗𝑗/ Objekt 𝑟𝑟∗  
Variable 𝑖𝑖 / Objekt 𝑟𝑟 0 1 Summe 
0 a b a+b = S1 
1 c d c+d = S2 
Summe a+c = S3 b+d = S4 a+b+c+d=S 
Tabelle 2: Codierungsschema zur Berechnung von Ähnlichkeitskoeffizienten [42] 
Bei S Merkmalen muss die Summe aus 𝒇𝒇 + 𝒃𝒃 + 𝒄𝒄 + 𝒅𝒅 stets 𝑺𝑺 entsprechen. 
Allgemein lassen sich verschiedene Ähnlichkeitskoeffizienten nach der 
Ausgangsgleichung 17 berechnen. 
 𝒔𝒔(𝒊𝒊, 𝒋𝒋) = 𝒔𝒔(𝒈𝒈,𝒈𝒈∗)  =  𝜶𝜶 ∗ 𝒇𝒇 + 𝜷𝜷 ∗ 𝒅𝒅
𝜹𝜹 ∗ 𝒇𝒇 + 𝜷𝜷 ∗ 𝒅𝒅 + 𝜸𝜸 ∗ (𝒃𝒃 + 𝒄𝒄) (Gl. 17) 
Dabei werden die Gewichtungsfaktoren 𝜶𝜶,𝜷𝜷,𝜸𝜸,𝜹𝜹 berücksichtigt. 
Simple Matching Koeffizient (SMC) 
Der Simple Matching Koeffizient setzt die gleichzeitig vorhandenen Eigenschaften bei 
beiden Objekten i und j zur Gesamtanzahl der zum Vergleich herangezogenen Objekte ins 
Verhältnis. 
 𝑺𝑺𝑴𝑴𝑪𝑪(𝒊𝒊, 𝒋𝒋) =  𝒅𝒅 + 𝒇𝒇
𝑺𝑺
 (Gl. 18) 
Der Simple Matching Koeffizient lässt sich dabei als lineare Transformation der City-
Block-Metrik auffassen. 
Jaccard Koeffizient (JC) 
Der Jaccard Koeffizient geht allein auf die interessierende Eigenschaft eines Objektes ein. 
Merkmale, bei denen die im Fokus stehende Eigenschaft bei beiden Objekten nicht 
vorhanden ist, werden bei der Ähnlichkeitsmessung ignoriert. 
 𝑱𝑱𝑪𝑪(𝒊𝒊, 𝒋𝒋) =  𝒅𝒅
𝒅𝒅 + 𝒃𝒃 + 𝒄𝒄 (Gl. 19) 
Damit wird die Ähnlichkeit der Objekte allein am Vorhandensein gemessen, nicht jedoch 
am Nicht-Vorhandensein. 




Russel and Rao Koeffizient (RRC) 
Der Russel and Rao Koeffizient betrachtet den gemeinsamen Nichtbesitz nicht als 
Ähnlichkeit. Im Unterschied zum Jaccard Koeffizienten wird jedoch der Bezug zu allen 
Merkmalen im Nenner hergestellt. 
 𝑹𝑹𝑹𝑹𝑪𝑪(𝒊𝒊, 𝒋𝒋) =  𝒅𝒅
𝑺𝑺
 (Gl. 20) 
Allgemein gilt für den Vergleich der ersten drei dargestellten Ähnlichkeitskoeffizienten: 
 𝑹𝑹𝑹𝑹𝑪𝑪(𝒊𝒊, 𝒋𝒋) ≤  𝑱𝑱𝑪𝑪(𝒊𝒊, 𝒋𝒋) ≤ 𝑺𝑺𝑴𝑴𝑪𝑪(𝒊𝒊, 𝒋𝒋) (Gl. 21) 
Damit kann sich die Ähnlichkeit von Objekten graduell unterschiedlich darstellen. Die 
Koeffizienten sind nur identisch, wenn die im Fokus stehenden Eigenschaften nicht 
gleichzeitig bei den Objekten vorhanden sind. 
Bei der Auswahl eines Koeffizienten ist zu beurteilen, ob das Vorhandensein einer 
Eigenschaft vorausgesetzt ist oder ob die Modalität der Untersuchungsmerkmale 
gleichwertig zu behandeln ist. 
Dice Koeffizient (DC) 
Die Berechnung des Dice Koeffizienten (Gl. 22) gewichtet des Vorhandensein der 
interessierenden Eigenschaft doppelt. Das Vorhandensein des gemeinsamen Nichtbesitzes 
einer Eigenschaft geht nicht mit in die Berechnung ein. 
 𝑬𝑬𝑪𝑪(𝒊𝒊, 𝒋𝒋) =  𝟐𝟐𝒅𝒅
𝟐𝟐𝒅𝒅 + 𝒃𝒃 + 𝒄𝒄 (Gl. 22) 
6.4 Clusteranalyseverfahren 
Clusteranalyseverfahren können in konfirmatorische und explorative Verfahren gegliedert 
werden.  
Bei konfirmatorischen Verfahren ist die Anzahl der Cluster und deren Interpretation in der 
Regel bekannt, jedoch kann die Anpassung der Cluster an die vorliegenden Daten nicht 
optimal sein. Demnach gehen konfirmatorische Clusterverfahren von einer vorliegenden 
Hypothese bezüglich der Gruppenzugehörigkeit von Objekten aus. Bei der Durchführung 
der Verfahren wird die vorliegende Partition optimiert. Die Optimalität einer Zuordnung 
wird durch das Verfahren geprüft. 




Bei explorativen Verfahren ist die Anzahl der Cluster und deren Interpretation in der Regel 
unbekannt. Es wird gezielt nach vorhandenen Strukturen innerhalb eines Datensatzes 
gesucht. Dabei können nicht interpretierbare Restcluster entstehen. 
Die an dieser Stelle dargestellten explorativen Clusterverfahren bedienen sich einem 
hierarchischen Klassifikationsalgorithmus und werden des Weiteren in agglomerative und 
divisive Verfahren unterteilt.  
Agglomerative Verfahren 
Ausgehend von einelementigen Clustern werden sukzessive die ähnlichsten Objekte in 
Clustern zusammengefasst bis hin zur gröbsten Gruppierung eines n-elementigen Clusters. 
Auf jeder Stufe des Prozesses werden die Ähnlichkeiten aller Cluster zueinander ermittelt, 
um die beiden Cluster zu fusionieren, die die größte Ähnlichkeit bzw. die kleinste Distanz 
aufweisen. 
Ist ein Objekt einer Objektmenge zugeordnet, kann im weiteren Verlauf des Algorithmus 
keine Zuordnung zu einer neuen Objektmenge erfolgen. Sollten sich zu einem späteren 
Zeitpunkt die Ähnlichkeiten von bereits zugeordneten Objekten zu den anderen Objekten 
verändern, so bleibt die Änderung unberücksichtigt.  
Bei der agglomerativen Gruppierung werden die Gruppen von Stufe zu Stufe heterogener, 
da immer entferntere Objekte hinzukommen, bis schließlich alle Objekte in einem Cluster 
vereint sind. 
Divisive Verfahren 
Divisive Clusterverfahren gehen genau umgekehrt vor. Ausgehend von der Startpartition in 
der sich alle Elemente in einem Cluster befinden, werden die Objekte bis hin zu einer n-
elementigen Partition in n-Cluster gruppiert. In jeder Iteration werden dabei die 
unähnlichsten Objekte aus einer Objektmenge ausgegliedert. 
Divisive Verfahren haben in der Forschungspraxis keine praktische Bedeutung erlangt. 
Partitionierende Verfahren 
Partitionierende Verfahren gehen von einer gegebenen Zerlegung in g Cluster aus, die 
jedoch nicht als optimal angesehen wird. Die Ausgangspartition wird sukzessive 
verbessert. Partitionierende Verfahren, die durch Umgruppierung eines Objektes eine 
optimale Partition im Hinblick auf ein bestimmtes Optimierungskriterium anstreben, 
bezeichnet man als optimierende Austauschverfahren.  
Iterative Minimal-Distanz-Verfahren machen nicht explizit von einem 
Optimierungskriterium Gebrauch. Die Verbesserung einer bestehenden Partition resultiert 
aus der Zuordnung eines Objektes zu einem Cluster, zu dessen Schwerpunkt es eine 
geringere Distanz hat als zum bisherigen Clusterschwerpunkt.  




Während sich die Anzahl an Clustern bei hierarchischen Verfahren von Stufe zu Stufe 
verändert, bleibt sie bei der Anwendung eines partitionierenden Verfahrens stets gleich. 
Sollte sich im Verlauf des Verfahrens herausstellen, dass ein Objekt auf Basis seiner 
Eigenschaften bezüglich der Distanz oder Streuungsparameter besser zu einem anderen 
Cluster passt, wechselt es dorthin.  
Zur Bestimmung einer Ausgangspartition kann im Vorfeld eines partitionierenden 
Verfahrens eine hierarchische Clusteranalyse durchgeführt werden, um die damit erzeugte 
Clusterlösung als Ausgangslösung für das partitionierende Verfahren zu verwenden.  
Die Ermittlung einer global optimalen Partition ist dabei jedoch nicht garantiert, diese 
würde eine Auswertung aller denkbaren disjunkten Klassifikationen voraussetzen. Bereits 
bei kleiner Objekt- und Clusterzahl tritt das Problem der kombinatorischen Explosion auf. 
In Folge muss die mit einem partitionierenden Clusterverfahren erreichte Clusterlösung als 
lokal optimale Partition angesehen werden. 
6.4.1 Nachbarschaftsverfahren 
Nachbarschaftsverfahren bilden Cluster derart, dass jedes Klassifikationsobjekt eine 
bestimmte Anzahl von Nachbarn in den Clustern oder jedes Objekt zumindest einen b-ten 
Nachbarn mit bestimmten Eigenschaften hat. 
Single-Linkage-Verfahren 
Das Single-Linkage-Verfahren definiert die Distanz D zwischen zwei Clustern 𝑪𝑪𝒈𝒈 und 𝑪𝑪𝒉𝒉 
durch die kleinste Distanz zwischen zwei Objekten i und j der beiden Cluster. Damit 
integriert das Verfahren eine sehr schwache Vorstellung bezüglich der Homogenität 
innerhalb der Cluster. Jedes Objekt muss mindestens einen nächsten Nachbarn haben. Das 
Single-Linkage-Verfahren wird auch als Nächste-Nachbarn-Verfahren bezeichnet. 
 𝑬𝑬�𝑪𝑪𝒈𝒈,𝑪𝑪𝒉𝒉� = 𝒆𝒆𝒊𝒊𝒏𝒏{𝒅𝒅(𝒊𝒊, 𝒋𝒋)}, 𝒊𝒊 𝝐𝝐 𝑪𝑪𝒈𝒈, 𝒋𝒋 𝝐𝝐 𝑪𝑪𝒉𝒉 (Gl. 23) 
Auf jeder Verschmelzungsstufe des Verfahrens werden die Clusterdistanzen auf Basis von 
Gleichung 23 bestimmt, um darauf die beiden Cluster r und s zu fusionieren, für die die 
Clusterdistanz nach Gleichung 24 minimal wird. 
 𝑬𝑬(𝑪𝑪𝒓𝒓,𝑪𝑪𝒔𝒔) = 𝒆𝒆𝒊𝒊𝒏𝒏�𝒅𝒅�𝑪𝑪𝒈𝒈,𝑪𝑪𝒉𝒉��,𝒈𝒈 ≠ 𝒉𝒉 (Gl. 24) 
Der Vorteil des Single-Linkage-Verfahrens liegt in der Fähigkeit, verzweigte gekrümmte 
oder langgezogene Cluster zu erkennen. Die Basis dafür bildet der Algorithmus zur 
Zuordnung, dem es genügt, dass ein Objekt eines Clusters nahe bei einem Objekt eines 
anderen Clusters liegt. 




Diese Eigenschaft beschreibt gleichzeitig auch den Nachteil des Verfahrens gegenüber 
anderen Verfahren. Unter Umständen können Klassen zusammengefasst werden, die nur 
durch einen Ausreißer verbunden sind, ansonsten jedoch deutlich separiert voneinander im 
Raum liegen. Daraus resultiert ein Verkettungseffekt, der zu äußerst heterogenen Clustern 
führen kann.  
Wegen des beschriebenen Verkettungseffektes wird das Single-Linkage-Verfahren zum 
Auffinden von Ausreißern genutzt. 
Werden Objekte identifiziert, die trotz Neigung des Verfahrens zur Bildung weniger großer 
Cluster (kontrahierendes Verfahren) auf einer höheren Stufe der hierarchischen 
Klassifikation noch unklassiert geblieben sind, so werden diese als Ausreißer betrachtet. 
Das Single-Linkage-Verfahren ist invariant gegenüber monotoner Transformation der 
Objektdistanzen. Das Verfahren besitzt dabei die Monotonie-Eigenschaft. Der durch die 
minimalen Clusterdistanzen gegebene Homogenitätsindex 𝑬𝑬(𝑪𝑪𝒓𝒓,𝑪𝑪𝒔𝒔) nimmt von Stufe zu 
Stufe zu oder bleibt im Grenzfall gleich, kann jedoch nie abnehmen.  
An die Skalierung der zu analysierenden Daten werden keine besonderen Anforderungen 
gestellt. 
Complete-Linkage-Verfahren 
Beim Complete-Linkage-Verfahren ist die Distanz D zwischen zwei Clustern 𝑪𝑪𝒈𝒈 und 𝑪𝑪𝒉𝒉 
durch die größte Distanz zwischen zwei Objekten i und j der beiden Cluster definiert. Bei 
dieser Clustermethode liegt eine strenge Forderung hinsichtlich der Homogenität innerhalb 
der Cluster vor. Alle Klassifikationsobjekte eines Clusters müssen nächste Nachbarn 
zueinander sein. Das Complete-Linkage-Verfahren wird auch als Entfernteste-Nachbarn-
Verfahren bezeichnet. Die Berechnung der Distanzen zwischen zwei Clustern 𝑪𝑪𝒈𝒈 und 𝑪𝑪𝒉𝒉 
erfolgt nach Gleichung 25. 
 𝑬𝑬�𝑪𝑪𝒈𝒈,𝑪𝑪𝒉𝒉� = 𝒆𝒆𝒇𝒇𝒙𝒙{𝒅𝒅(𝒊𝒊, 𝒋𝒋)}, 𝒊𝒊 𝝐𝝐 𝑪𝑪𝒈𝒈, 𝒋𝒋 𝝐𝝐 𝑪𝑪𝒉𝒉 (Gl. 25) 
Werden die Clusterdistanzen auf einer Stufe des Klassifikationsprozesses ermittelt, erfolgt 
die Fusion wie beim Single-Linkage-Verfahren nach Gleichung 24. 
Das Complete-Linkage-Verfahren tendiert im Gegensatz zum Single-Linkage-Verfahren 
zur Bildung kleiner kompakter Gruppen (dilatierendes Verfahren), die in sich erheblich 
homogener sind. 
Wie das Single-Linkage-Verfahren, ist auch das Complete-Linkage-Verfahren invariant 
gegenüber monotoner Transformation der Distanzmatrix und weist die gleichen 
Eigenschaften bezogen auf den Heterogenitätsindex und die Anforderungen an die 
Skalierung der zu analysierenden Daten auf. 




Die Nachteile des Complete-Linkage-Verfahrens sind dadurch begründet, dass die beiden 
maximal unähnlichsten Objekte bezüglich ihrer Distanz bewertet werden. Das kann dazu 
führen, dass eine Fusion zweier Cluster unterbleibt, auch wenn die mittlere Distanz 
zwischen den Objekten eine merkliche Erhöhung der Heterogenität anzeigen würde. 
6.4.2 Mittelwertverfahren 
Mittelwertverfahren sind als Modifikationen des Single- bzw. Complete-Linkage-
Verfahrens zu verstehen. Die Cluster werden durch die durchschnittliche paarweise 
Ähnlichkeit der Objekte innerhalb der Cluster und/ oder zwischen den Clustern 
charakterisiert. Bei der erneuten Berechnung der Ähnlichkeiten zwischen den Clustern 
nach der Fusionierung werden Mittelwerte aus den Ähnlichkeiten der Objekte innerhalb 
eines Clusters gebildet. Damit wirkt das Vorgehen dem Kontraktionseffekt des Single-
Linkage-Verfahrens und dem Dilatationseffekt des Complete-Linkage-Verfahrens 
entgegen. 
Dabei wird angenommen, dass die Ähnlichkeiten metrischen Informationsgehalt 
aufweisen. Demzufolge sind Aussagen wie „A und B sind sich doppelt so ähnlich wie A 
und C“ möglich. 
Exemplarisch wird das Average-Linkage-Verfahren als Repräsentant der 
Mittelwertverfahren diskutiert. 
Average-Linkage-Verfahren 
Das Average-Linkage-Verfahren beschreibt die durchschnittliche Distanz zwischen zwei 
Clustern 𝑪𝑪𝒈𝒈 und 𝑪𝑪𝒉𝒉 mit Hilfe des arithmetischen Mittelwertes der Distanzen zwischen den 
Objekten der Cluster 𝑪𝑪𝒈𝒈 und 𝑪𝑪𝒉𝒉. Dies entspricht der Darstellung der mittleren paarweisen 
Unähnlichkeiten zwischen den Clustern 𝑪𝑪𝒈𝒈 und 𝑪𝑪𝒉𝒉, wenn die Cluster im vorausgehenden 
Verschmelzungsschritt als gleich groß betrachtet werden. In Folge dessen hat das 
Verschmelzungsniveau keinen direkten Bezug zu den empirischen Unähnlichkeiten. 
 𝑬𝑬�𝑪𝑪𝒈𝒈,𝑪𝑪𝒉𝒉� = 𝟏𝟏𝒏𝒏𝒈𝒈 ∗ 𝒏𝒏𝒉𝒉 � �𝒅𝒅(𝒊𝒊, 𝒋𝒋)𝒋𝒋𝝐𝝐𝑪𝑪𝒉𝒉𝒊𝒊𝝐𝝐𝑪𝑪𝒈𝒈 , 𝒊𝒊 𝝐𝝐 𝑪𝑪𝒈𝒈, 𝒋𝒋 𝝐𝝐 𝑪𝑪𝒉𝒉 (Gl. 26) 
Dabei geben 𝒏𝒏𝒈𝒈 und 𝒏𝒏𝒉𝒉 die Anzahl der in den Clustern 𝑪𝑪𝒈𝒈 bzw. 𝑪𝑪𝒉𝒉 enthaltenen Objekte 
wieder. 
Das Average-Linkage-Verfahren kann in Bezug auf die Verschmelzungseigenschaften 
zwischen den kontrahierenden und den dilatierenden Verfahren eingeordnet werden. Es 
besitzt die Monotonie-Eigenschaft bezogen auf den Heterogenitätsindex und ist als 
einziges Mittelwertverfahren invariant gegenüber linearer Transformation berechneter oder 




erhobener Unähnlichkeiten. An die Skalierung der Eingangsdaten werden keine 
besonderen Ansprüche gestellt. 
6.4.3 Verfahren zur Konstruktion von Clusterzentren 
Bei Verfahren zur Konstruktion von Clusterzentren wird ein Cluster durch sein Zentrum 
charakterisiert. Die Cluster werden derart bestimmt, dass die Clusterzentren maximal 
voneinander entfernt sind (Zentroid–Verfahren) oder die Streuung zwischen den Clustern 
maximiert wird (Ward- und K-Means-Verfahren). Die Clusterzentren werden durch die 
Mittelwerte der Objekte in den Clustern beschrieben. Die Berechnung von Mittelwerten ist 
streng genommen nur für metrisch skalierte Variablen möglich. In Kapitel 6.2.4 wurde 
diskutiert, wie nichtmetrische Variablen transformiert werden müssen, damit sie wie 
metrische Variablen behandelt werden können, um als Eingangsgrößen für Verfahren zur 
Konstruktion von Clusterzentren zu dienen. 
Zentroid-Verfahren 
Beim Zentroid-Verfahren werden Clusterdistanzen anhand der Abstände zwischen den 
Clusterschwerpunkten bestimmt. Speziell wird die quadrierte euklidische Distanz zur 
Abstandsmessung herangezogen. Der Einsatz der quadrierten euklidischen Distanz 
erfordert metrisch skalierte Eingangsvariablen. Um die einheitliche Messbarkeit 
unterschiedlicher Merkmale sicher zu stellen, wird von den standardisierten 
Beobachtungswerten 𝒛𝒛𝒊𝒊𝒌𝒌 ausgegangen. Dazu werden die Merkmalsmittelwerte 𝒛𝒛𝒈𝒈𝒌𝒌����� des g-
ten Clusters gebildet. 
 𝒛𝒛𝒈𝒈𝒌𝒌����� = 𝟏𝟏𝒏𝒏𝒈𝒈 � 𝒛𝒛𝒊𝒊𝒌𝒌𝒊𝒊𝝐𝝐𝑪𝑪𝒈𝒈  (Gl. 27) 
Damit ist der Zentroid 𝐳𝐳𝐠𝐠�  des Clusters 𝑪𝑪𝒉𝒉  durch den [mx1]  Vektor der 
Merkmalsmittelwerte nach Gleichung 28 gegeben. 
 𝒛𝒛𝒈𝒈��� = [𝒛𝒛𝒈𝒈𝟏𝟏�����,𝒛𝒛𝒈𝒈𝟐𝟐�����, … , 𝒛𝒛𝒈𝒈𝒆𝒆�����]  (Gl. 28) 
Die Distanz zwischen den Clustern 𝑪𝑪𝒈𝒈  und 𝑪𝑪𝒉𝒉  lässt sich damit durch Gleichung 29 
beschreiben. 
 𝑬𝑬�𝑪𝑪𝒈𝒈,𝑪𝑪𝒉𝒉� = � �𝒛𝒛𝒈𝒈𝒌𝒌����� − 𝒛𝒛𝒉𝒉𝒌𝒌������𝟐𝟐𝒆𝒆
𝒌𝒌=𝟏𝟏
=  �𝒛𝒛𝒈𝒈 − 𝒛𝒛𝒉𝒉�′ ∗  �𝒛𝒛𝒈𝒈 − 𝒛𝒛𝒉𝒉� (Gl. 29) 
Demnach ist die Clusterdistanz gleich der quadrierten euklidischen Distanz zwischen den 
Zentroiden 𝒛𝒛𝒈𝒈��� und 𝒛𝒛𝒌𝒌���. Es wird das Clusterpaar gesucht, für das die Distanz zwischen den 
Clusterzentren minimal ist. Die Gewichtung der Objektzahl ist implizit aufgrund der 
Definition der Clusterschwerpunkte gegeben. 




Beim Zentroid-Verfahren kann es zu einer Fusion heterogener Cluster kommen, wenn ihre 
Schwerpunkte nahe genug beieinander liegen.  
Das Verfahren besitzt nicht die Monotonieeigenschaft. Im Verlauf des Verfahrens kann der 
Heterogenitätsindex sinken. Damit ist der Ablauf des Verfahrens nicht über ein 
Dendrogramm darstellbar. 
Ward-Verfahren 
Bei der Anwendung des Ward-Verfahrens zur Bildung von Clustern wird die Heterogenität 
einer Partition mittels des Varianzkriteriums 𝑽𝑽𝒈𝒈  gemessen. Dabei gibt die Summe der 
Abweichungsquadrate der standardisierten Beobachtungswerte 𝒛𝒛𝒊𝒊𝒌𝒌  des Clusters 𝑪𝑪𝒈𝒈  von 
den Merkmalsmittelwerten 𝒛𝒛𝒈𝒈𝒌𝒌����� die Streuung innerhalb des g-ten Clusters wieder. 




 (Gl. 30) 
Die Gesamtstreuung 𝑽𝑽 innerhalb von G-Clustern ist dann durch Gleichung 31 gegeben.  
 𝑽𝑽 = ∑ ∑ ∑ �𝒛𝒛𝒊𝒊𝒌𝒌 − 𝒛𝒛𝒈𝒈𝒌𝒌������𝒊𝒊∈𝑪𝑪𝒉𝒉 𝟐𝟐𝒆𝒆𝒌𝒌=𝟏𝟏𝑮𝑮𝒈𝒈=𝟏𝟏   (Gl. 31) 
Jede Clusterfusion hat einen Homogenitätsverlust der Klassifikation in Form einer 
Steigerung der Streuung innerhalb der Cluster zur Folge. 
Bei der Anwendung des Varianz-Kriteriums der Ward-Methode werden in jeder Stufe des 
Fusionsprozesses die beiden Cluster fusioniert, die zu einer minimalen Erhöhung der 
Gesamtstreuung 𝑽𝑽  führen. Die Erhöhung der Gesamtstreuung kann dabei durch die 
Anwendung von Gleichung 32 bestimmt werden. 
 ∆𝑽𝑽 = 𝒏𝒏𝒈𝒈 ∗ 𝒏𝒏𝒉𝒉
𝒏𝒏𝒈𝒈 + 𝒏𝒏𝒉𝒉� �𝒛𝒛𝒈𝒈𝒌𝒌����� − 𝒛𝒛𝒉𝒉𝒌𝒌������𝟐𝟐𝒆𝒆𝒌𝒌=𝟏𝟏  (Gl. 32) 
Die Darstellung der Änderung der Gesamtstreuung ist mit Hilfe von Dendrogrammen oder 
Struktogrammen möglich.  
Das Ward-Verfahren gilt als konservatives Klassifikationsverfahren und besitzt die 
Monotonieeigenschaft. Der Algorithmus tendiert zur Bildung kompakter kugelförmiger 
Cluster mit etwa gleicher Besetzungszahl. Ist eine solche Struktur tatsächlich existent, ist 
das Ward-Verfahren zur Darstellung einer Clusterlösung dem Average-Linkage-, Zentroid- 
und Median-Verfahren überlegen. 




Andererseits ist das Ward-Verfahren ungeeignet ellipsoide Clusterstrukturen aufzudecken. 
Das Verfahren setzt metrisch skalierte Variablen voraus und hat sich als ungeeignet zur 
Clusterung sehr großer Datensätze erwiesen. 
6.4.4 Minimal-Distanz-Verfahren 
Die Ermittlung einer optimalen Minimal-Distanz-Partition wird nach Eckey und Kosfeld 
[41] in Form eines Ablaufschemas dargestellt: 
1. Vorgabe der Ausgangspartition und des Distanzmaßes 
2. Für die vorliegende Partition werden die Clusterschwerpunkte berechnet. 
3. Für jedes Objekt wird die Distanz zu allen Clusterschwerpunkten berechnet. Im 
Falle einer geringen Distanz eines Objektes zu einem anderen 
Clusterschwerpunkt wird das Objekt dem Cluster zugeordnet, zu dessen 
Schwerpunkt es die geringste Distanz aufweist. 
4. Für den Fall einer Umgruppierung wird das Verfahren ab Schritt 2 fortgesetzt. 
Andernfalls liegt eine Minimal-Distanz vor und das Verfahren ist beendet. 
K-Means-Verfahren  
Die Definition der Clusterschwerpunkte beim K-Means-Verfahren erfolgt wie beim 
Zentroid-Verfahren durch die Zentroide 𝒛𝒛𝒈𝒈��� , deren Komponenten die arithmetischen 
Mittelwerte der Merkmale innerhalb der Gruppen sind (Gl.33). 
 𝒛𝒛𝒈𝒈 = [𝒛𝒛𝒈𝒈𝟏𝟏�����,𝒛𝒛𝒈𝒈𝟐𝟐�����, … , 𝒛𝒛𝒈𝒈𝒆𝒆�����]′,𝒈𝒈 = 𝟏𝟏,𝟐𝟐, … ,𝑮𝑮 (Gl. 33) 
Die Minimal-Distanz-Partition wird über die quadrierten euklidischen Distanzen nach 
Gleichung 34 definiert. 
 𝑬𝑬�𝒊𝒊,𝑪𝑪𝒈𝒈� = � �𝒛𝒛𝒊𝒊𝒌𝒌 − 𝒛𝒛𝒈𝒈𝒌𝒌������𝟐𝟐𝒆𝒆
𝒌𝒌=𝟏𝟏
 (Gl. 34) 
Befindet sich das Objekt i im Cluster 𝐂𝐂𝐡𝐡, dann erfolgt ein Wechsel, wenn ein Cluster 𝐂𝐂𝐠𝐠 
mit 𝐠𝐠 ≠ 𝐡𝐡 existiert, zu dem die Distanz des Objekts i geringer ist. (Gleichung 35) 
 ∑ �𝒛𝒛𝒊𝒊𝒌𝒌 − 𝒛𝒛𝒈𝒈𝒌𝒌������
𝟐𝟐𝒆𝒆
𝒌𝒌=𝟏𝟏 < ∑ (𝒛𝒛𝒊𝒊𝒌𝒌 − 𝒛𝒛𝒉𝒉𝒌𝒌�����)𝟐𝟐𝒆𝒆𝒌𝒌=𝟏𝟏 ,𝒈𝒈 ≠ 𝒉𝒉 (Gl. 35) 
Aus der Gleichung kann abgeleitet werden, dass ein Cluster 𝐂𝐂𝐥𝐥 mit der Minimal-Distanz-
Eigenschaft nach Gleichung 36 existiert, dem das Objekt i zugeordnet wird. 
  







� �𝒛𝒛𝒊𝒊𝒌𝒌 − 𝒛𝒛𝒈𝒈𝒌𝒌������
𝟐𝟐𝒆𝒆
𝒌𝒌=𝟏𝟏
 (Gl. 36) 
Eine global optimale Partition kann durch das K-Means-Verfahren nicht sichergestellt 
werden, da eine Verbesserung nicht unabhängig von der gegebenen Startpartition ist.  
Welche der verschiedenen Minimal-Distanz-Partitionen die beste ist, lässt sich aufgrund 
des Mangels eines globalen Gütekriteriums nicht klären. Um eine gute Startpartition zur 
Verfügung zu stellen, können die bisher diskutierten Verfahren genutzt werden. Eine gute 
Eignung kann dabei dem Ward-Verfahren zugeschrieben werden.  
Die Verwendung eines ungeeigneten k kann unter Umständen nicht intuitive Lösungen 
erzeugen. Im Extremfall wird bei der Wahl eines unangepassten k ein sehr gutes Ergebnis 
erzeugt, das unbegründet ist. Die Lösung kann mehrfach, auch unter Variation von k 
erzeugt werden, um auf eine gewisse Stabilität schließen zu können.  
Die Eignung des K-Means-Verfahrens ist im Speziellen für große Stichproben gegeben. 
Das K-Means-Verfahren kann im Wesentlichen nur gute Clusterergebnisse generieren, 
wenn eine überlappungsfreie Clusterstruktur vorliegt. Dabei dienen die Mittelwerte zur 
Bestimmung einer optimalen Partition, für die die Varianz in den Clustern ein Minimum 
annimmt. Die Eignung des K-Means-Verfahrens zur Gruppierung eines vorliegenden 
Datensatzes kann damit erst auf der Basis der Ergebnisse beurteilt werden. Das K-Means-
Verfahren bildet, bedingt durch die Minimierung des Abstandes zum Clusterschwerpunkt, 
konvexe Cluster. 
6.5 Auswahl eines Clusterverfahrens 
Zunächst sind bei der Anwendung von Clusterverfahren die Clusterstrukturen in der Regel 
unbekannt. Damit sind die theoretischen Eigenschaften eines Analyseverfahrens nur 
beschränkt verwendbar, um eine validierte Entscheidungsgrundlage zu bilden.  
Jedoch können die bisher gewonnenen Kenntnisse über die Eigenschaften einer 
Klassifikation dazu beitragen, die Entscheidung für ein Clusterverfahren zu beeinflussen. 
Beispielsweise verhindern die in 6.4.1 formulierten Eigenschaften des Single-Linkage-
Verfahrens, den Einsatz dieses Algorithmus bei der Klassifikation, da der Algorithmus 
zum Verschmelzen wohl separierter Cluster neigt. Anderseits kann der Einsatz des Single-
Linkage-Verfahrens durch die Identifikation von Ausreißern zur Schärfung der 
Analysegrundlage beitragen.  
Soll die Analyse nicht allein durch die Distanzen der Objekte gekennzeichnet sein, sondern 
sollen Streuungsmaße zwischen und innerhalb der Cluster zur Klassifikation einbezogen 
werden, wurden in 6.4.3 und 6.4.4 Verfahren beschrieben, die dieser Anforderung gerecht 
werden.  




Im Allgemeinen sollte einer gut interpretierbaren Lösung eher der Vorzug gegeben 
werden, als einer Lösung, die optimal an die formalen Eigenschaften einer Klassifikation 
angepasst ist. 
Eine weitere Strategie zur Verbesserung einer hierarchischen Clusterlösung beim 
Vorliegen metrisch skalierter Daten, kann durch den Einsatz des K-Means-Verfahrens 
erreicht werden. Dabei wird durch das vorgeschaltete hierarchische Clusterverfahren die 
Parametrierung für das K-Means-Verfahren zur Verfügung gestellt. 
6.6  Bestimmungen der Clusteranzahl 
Der Bestimmung der Clusterzahl kommt bei der Clusteranalyse eine wesentliche 
Bedeutung zu, da von ihr maßgeblich die Ergebnisse der Interpretation beeinflusst werden. 
Bei den Analyseverfahren stehen zwar formal begründete Entscheidungskriterien zur 
Verfügung, jedoch liegen die Werte für verschiedene Lösungen oft nah beieinander. Dies 
erschwert die Entscheidung einen Unterschied als bedeutsam zu klassifizieren. Hinzu 
kommt, dass unterschiedliche Informationsmaße oft verschiedene Lösungen nahe legen. 
Weiterhin ist bei der Wahl der Anzahl der Cluster auch immer ihre mögliche 
Interpretierbarkeit mit in Betracht zu ziehen. Im Folgenden werden verschiedene Varianten 
zur Bestimmung der Clusterzahl diskutiert. 
6.6.1 Struktogramm 
Die Darstellung der Klassifikationsstufen erfolgt bei der Darstellung im Struktogramm 
durch das Abtragen der Streuung zwischen Gruppen gegen die Clusteranzahl. Mit einem 
steilen Knick vor einem flachen Verlauf wird ein sprunghafter Anstieg der Streuung 
zwischen den Gruppen beschrieben. Ist so ein Anstieg im Struktogramm zu verzeichnen, 
kann die visualisierte Clusterlösung, die sich vor der drastischen Erhöhung der Streuung 
zwischen den Gruppen befindet, als eine gute Lösung interpretiert werden. 
6.6.2 Dendrogramm 
Die Darstellung der Klassifikationsstufen erfolgt bei der Darstellung im Dendrogramm 
durch das Abtragen der Unähnlichkeit zwischen Gruppen gegen die Clusteranzahl. Ein 
sprunghafter Anstieg des Heterogenitätsgrades ist mit einer starken Abnahme der 
Ähnlichkeit der Objekte verbunden. Ist ein sprunghafter Anstieg im Dendrogramm zu 
verzeichnen, kann die visualisierte Clusterlösung, die vor dem Anstieg liegt, als eine gute 
Lösung interpretiert werden. 
  




6.6.3 Caliński and Harabasz Index 
Der Caliński and Harabasz Index wird auch als Varianz Ratio Kriterium ( 𝑽𝑽𝑹𝑹𝑪𝑪𝒌𝒌 ) 
bezeichnet. Der Index ist formal durch Gleichung 37 beschrieben. 
 𝑽𝑽𝑹𝑹𝑪𝑪𝒌𝒌 = 𝑺𝑺𝑺𝑺𝒃𝒃𝑺𝑺𝑺𝑺𝒘𝒘 ∗ (𝑵𝑵− 𝒌𝒌)(𝒌𝒌 − 𝟏𝟏) (Gl. 37) 
Dabei beschreibt 𝑺𝑺𝑺𝑺𝒃𝒃 die Varianz zwischen den Clustern und 𝑺𝑺𝑺𝑺𝒘𝒘 die Varianz innerhalb 
der Cluster. Durch k wird die Anzahl der Cluster beschrieben und N steht für die Anzahl 
der Datensätze in der Analyse. 
Die Varianz zwischen den Clustern 𝑺𝑺𝑺𝑺𝒃𝒃 wird mit Hilfe von Gleichung 38 berechnet. 
 
𝑺𝑺𝑺𝑺𝑪𝑪 = �𝒏𝒏𝒊𝒊|𝒆𝒆𝒊𝒊 −𝒆𝒆|𝟐𝟐𝒌𝒌
𝒊𝒊=𝟏𝟏
 (Gl. 38) 
Wobei 𝒆𝒆𝒊𝒊 den Zentroiden des Clusters i beschreibt und m den Mittelwert aller Objekte und 
𝒏𝒏𝒊𝒊 die Anzahl der Objekte in Cluster i. Der Ausdruck |𝒆𝒆𝒊𝒊 −𝒆𝒆|𝟐𝟐 stellt dabei die quadrierte 
euklidische Distanz zwischen den beiden Vektoren dar. 
Die Varianz innerhalb der Cluster wird durch Gleichung 39 definiert. 
 




 (Gl. 39) 
Dabei wird 𝒄𝒄𝒊𝒊  das i-te Cluster zugeschrieben. Durch |𝒙𝒙 −𝒆𝒆𝒊𝒊|𝟐𝟐  wird wiederum die 
quadrierte euklidische Distanz zwischen den beiden Vektoren beschrieben. 
Gut getrennte Cluster haben eine große Varianz zwischen den Gruppen und eine kleine 
Varianz innerhalb der Gruppen. Daraus folgt, dass die errechnete Partition besser wird, 
wenn der VRC Ratio große Werte annimmt. Dabei kann die optimale Partition als diese 
angesehen werden, die den größten Caliński-Harabasz-Index aufweist. Aus der Analyse 
der Streuungsmaße folgt, dass die Anwendung des Index zwar für andere Verfahren 
möglich ist, jedoch für das K-Means-Verfahren die besten Werte liefert. [51, 71] 
6.6.4 Duda and Hart Index  
Der Duda and Hart Index vergleicht die Summe der quadrierten Innergruppen-Distanz des 
Clusters k mit der Summe der quadrierten Innergruppen-Distanz bei Teilung des 
vorliegenden Clusters und entscheidet, ob das Cluster geteilt werden sollte oder nicht. 
Formal wird der Index nach Gleichung 40 berechnet. 
 𝑱𝑱𝒊𝒊𝒏𝒏𝒅𝒅𝒆𝒆𝒙𝒙 = �𝑺𝑺𝑺𝑺𝑾𝑾𝟐𝟐𝑺𝑺𝑺𝑺𝑾𝑾𝟏𝟏 + 𝟏𝟏 − 𝟐𝟐𝝅𝝅𝒆𝒆� ∗ �𝟐𝟐 ∗ �𝟏𝟏 − 𝟖𝟖 𝝅𝝅𝟐𝟐 ∗ 𝒆𝒆⁄ �𝒏𝒏𝒆𝒆 �−𝟎𝟎,𝟓𝟓 > 𝒛𝒛𝟏𝟏−𝜶𝜶 (Gl. 40) 
Die Hypothese, dass das Cluster geteilt werden kann wird abgelehnt, wenn der Index 
größer als das (𝟏𝟏 − 𝛂𝛂)-Quantil der Standardnormalverteilung ist. 





Der 𝑱𝑱𝒊𝒊𝒏𝒏𝒅𝒅𝒆𝒆𝒙𝒙 kann in eine pseudo T-squared Statistik transformiert werden. 
Große Werte des Duda and Hart Index, und gleichzeitig kleine pseudo T-squared Werte 
deuten darauf hin, dass die Mittelwertvektoren aller Cluster verschieden sind. [47 ,50 ,61] 
6.7 Evaluation clusteranalytischer Lösungen 
Eine clusteranalytische Lösung wird als formal gültig angesehen, wenn die Cluster in sich 
homogen und voneinander messbar verschieden sind. Die Objekte innerhalb eines Clusters 
sollen dabei möglichst ähnlich sein, während sich die Objekte, die verschiedenen Clustern 
angehören, möglichst stark unterscheiden sollen. Die Clusterstruktur sollte dabei stabil sein 
und die Variation in den Daten erklären. Weiterhin sollten die Cluster eine Mindestgröße 
aufweisen. Die Prüfung der formalen Gültigkeit einer Clusterlösung beinhaltet dabei die 
Ermittlung von Maßzahlen, die erklären sollen wie gut die oben genannten Kriterien erfüllt 
sind. Absolute Schwellenwerte für die erklärenden Maßzahlen sind dabei häufig nicht 
bekannt.  
In jedem Fall ist bei der Analyse sicherzustellen, dass die Cluster nicht zufällig entstanden 
sind und damit einer nicht gruppierbaren Grundgesamtheit angehören. 
Die Evaluation clusteranalytischer Lösungen kann dabei unter unterschiedlichen Aspekten 
vorgenommen werden. 
Werden statistische Tests zur Beurteilung einer vorliegenden Clusterlösung eingesetzt, 
besteht die Möglichkeit, dass Objekte auch für den Fall von künstlich erzeugten 
Clusterstrukturen geringere Distanzen zum Clusterzentroiden aufweisen, als zu dem 
Zentroiden eines Clusters, dem die Objekte nicht angehören.  
Damit ist der aus der Varianzanalyse bekannte F-Test zur Evaluation einer Clusterstruktur 
nur bedingt geeignet.  
Eine diskriminanzanalytische Prüfung der Gruppenseperation kommt ebenso nicht in 
Frage, da die Gruppen nicht von vornherein gegeben sind, sondern auf Basis der 
klassifikatorischen Merkmale gebildet werden. Objekte mit angrenzenden Merkmalswerten 
werden damit in jedem Fall zu Gruppen zusammengefasst, die wohl separiert sein können. 
Unabhängig zum Vorliegen einer Gruppenstruktur, können damit die Gruppenunterschiede 
signifikant sein. 
Eine diskriminanzanalytische Bewertung der Clusterung bietet sich jedoch zur 
Abschätzung der Trennfähigkeit der Klassifikationsmerkmale an. 
6.7.1 Prüfung der Merkmalsvariablen für quantitative Variablen 
Um den Beitrag der Merkmalsvariablen zur Gruppentrennung messbar zu machen, kann 
mittels eines diskriminatorischen Ansatzes und den dabei zur Verfügung stehenden 
Verfahren zur Güteprüfung, eine Aussage über die diskriminatorische Bedeutung jeder 
Merkmalsvariablen getroffen werden. Zunächst werden dabei die Diskriminanzfunktionen, 




die die Gruppen trennen, berechnet, um in Folge die Variablen zu identifizieren, die als 
weniger entscheidend für die gruppentrennende Eigenschaft der Funktion angesehen 
werden können.  
Dabei hat sich gezeigt, dass zwar eine Trennung von k Gruppen durch k-1 
Diskriminanzfunktionen möglich ist, jedoch in vielen Fällen die Trennung durch 2 
Funktionen ausreichend gute Ergebnisse liefert [40]. 
Eine detaillierte Beschreibung des Verfahrens der Diskriminanzanalyse kann in dem vom 
Autor verfassten Dokument Diskriminanzanalyse von Tagesganglinien der Stadt Dresden 
[43] nachvollzogen werden. An dieser Stelle soll nur der Auszug zum Thema der Prüfung 
der Merkmalsvariablen von Interesse sein. 
Über den Wert des Diskriminanzkriteriums γj kann bei einer isolierten Betrachtung der 
einzelnen Merkmalsvariablen (Gl. 41) durch Vergleich eine Aussage über mögliche 
Trenneigenschaften getroffen werden. 
 
𝜸𝜸𝒋𝒋 = 𝑪𝑪𝒋𝒋𝒋𝒋𝑾𝑾𝒋𝒋𝒋𝒋 (Gl. 41) 
Eine rechnerisch begründete Variante zur Prüfung der Trennfähigkeit jeder isolierten 
Merkmalsvariablen liegt in der Transformation von Wilks‘ Lambda in eine F-verteilte 
Prüfgröße. Der F-Wert wird nach Gleichung 42 berechnet. 
 
𝑭𝑭𝒙𝒙𝒋𝒋 = 𝑪𝑪𝒋𝒋𝒋𝒋𝑾𝑾𝒋𝒋𝒋𝒋 ∗ 𝑵𝑵 − 𝑮𝑮𝑮𝑮 − 𝟏𝟏  ~ 𝑭𝑭(𝑮𝑮− 𝟏𝟏,𝑵𝑵−𝑮𝑮) 𝒆𝒆𝒊𝒊𝒎𝒎 𝒋𝒋 = 𝟏𝟏, … , 𝑱𝑱 (Gl. 42) 
Die Werte 𝑪𝑪𝒋𝒋𝒋𝒋  und 𝑾𝑾𝒋𝒋𝒋𝒋  stellen dabei die Elemente der Hauptdiagonalen 𝒅𝒅𝒊𝒊𝒇𝒇𝒈𝒈(𝑪𝑪) und 
𝒅𝒅𝒊𝒊𝒇𝒇𝒈𝒈(𝑾𝑾)  der Streuungsmatrizen B (Streuungsmatrix der Merkmalsvariablen zwischen 
den Gruppen) und W (Streuungsmatrix Merkmalsvariablen innerhalb der Gruppen) dar.  
Da auch Merkmale mit kleiner Diskriminanz in Kombination mit anderen 
Merkmalsvariablen erheblich zur Erhöhung der Trennfähigkeit beitragen können, sollte der 
Einfluss einer Merkmalsvariablen auf die Diskriminanzfunktion, der durch den 
Diskriminanzkoeffizienten beschrieben ist, geprüft werden. 
Die diskriminatorische Bedeutung einer Merkmalsvariablen, unter Berücksichtigung aller 
Diskriminanzfunktionen (𝑲𝑲 = 𝟐𝟐) , ist mit Hilfe der mittleren standardisierten 
Diskriminanzkoeffizienten 𝒃𝒃�𝒋𝒋 nach Gleichung 43 zu ermitteln. 
 
𝒃𝒃�𝒋𝒋 = ��𝒃𝒃𝒋𝒋𝒌𝒌∗ � ∗ 𝑬𝑬𝑬𝑬𝒌𝒌𝑲𝑲
𝒌𝒌=𝟏𝟏
 (Gl. 43) 
b*jk entspricht dabei dem standardisierten Diskriminanzkoeffizienten für Merkmalsvariable 
j bezüglich Diskriminanzfunktion k und EAk dem Eigenwertanteil der 
Diskriminanzfunktion k. 




Um den relativen Anteil der Relevanz einer Merkmalsvariablen zur Gruppentrennung nach 
der Standardisierung zu verdeutlichen, wird ihr prozentualer Anteil an der 






∗ 𝟏𝟏𝟎𝟎𝟎𝟎% (Gl. 44) 
Korrelationen der Merkmalsvariablen können dazu führen, dass der standardisierte 
Diskriminanzkoeffizient die Bedeutung einer Merkmalsvariablen über bzw. unterschätzt. 
Um diesem Phänomen entgegen zu wirken, wird der Strukturkoeffizient 𝒓𝒓𝒋𝒋�  eingeführt. 




∗ 𝒅𝒅𝒊𝒊𝒇𝒇𝒈𝒈�𝑾𝑾−𝟎𝟎,𝟓𝟓� ∗ 𝑾𝑾 ∗ 𝒃𝒃𝒊𝒊𝒌𝒌 (Gl. 45) 
Die Matrixelemente von R beschreiben die Korrelationen 𝐫𝐫𝐣𝐣𝐤𝐤 , die zwischen einer 
metrischen Variablen Xj und einer Diskriminanzvariablen Yj existieren. Unter Verwendung 
der Korrelationen kann die diskriminatorische Bedeutung 𝒓𝒓𝒋𝒋�  einer Merkmalsvariablen 
dargestellt werden (Gl. 46). 
 
𝒓𝒓𝒋𝒋� =  ��𝒓𝒓𝒋𝒋𝒌𝒌� ∗ 𝑬𝑬𝑬𝑬𝒌𝒌𝑲𝑲
𝒌𝒌=𝟏𝟏
 (Gl.46) 
𝐫𝐫𝐣𝐣𝐤𝐤  entspricht dabei dem Strukturkoeffizienten für Merkmalsvariable j bezüglich der 
Diskriminanzfunktion k. 
Die relative Bedeutung der Merkmalsvariablen nach der Standardisierung 𝑷𝑷𝑷𝑷𝒋𝒋  (Gl. 47) 
wird in Anlehnung an Gleichung 44 angegeben. 
 




∗ 𝟏𝟏𝟎𝟎𝟎𝟎% (Gl.47) 
6.7.2 Stabilitätsprüfung 
Wie bereits formuliert sollte eine Clusterlösung gegenüber geringfügigen Modifikationen 
der Daten sowie der Spezifikation stabil sein.  
Die wesentlichen Modifikationen beziehen sich auf die Änderung der in die Analyse 
einbezogenen Variablen oder Objekte. Variablen oder Objekte können der Analyse 
zugefügt oder auch entfernt werden. Des Weiteren kann das Verfahren zur Clusterbildung 
oder das Ähnlichkeitsmaß verändert werden. Auch die Änderung der Anzahl der Cluster 
kann Aufschluss über die Stabilität einer Lösung geben. 
Eine Lösung wird als stabil betrachtet, wenn Modifikationen die Clusteranzahl, die 
Clusterzentren bzw. die Zuordnung der Objekte nicht ändern. 




Stabilität bezüglich der Objektauswahl 
Beim Entfernen von Ausreißern sollten die Kerncluster bestehen bleiben und nicht 
erklärbare Restcluster verschwinden. Wird für eine zufällig geteilte Stichprobe jeweils eine 
getrennte Clusteranalyse durchgeführt, sollten die Ergebnisse weitestgehend 
übereinstimmen. 
Stabilität bezüglich der Modellspezifikation 
Bei der Erhöhung bzw. Reduktion der Clusteranzahl bzw. der Analyse mit einem anderen 
Clusterverfahren sollten sich die Clusterlösung und Clusterzentren wiederfinden.  
Für die Stabilitätsprüfung stehen Maßzahlen zur Verfügung, die die Stabilität einer 
Clusterlösung formal beschreiben. 
Der Grad der Übereinstimmung von zwei Clusterlösungen kann durch den RAND Index 
bestimmt werden. Diese Kenngröße basiert auf dem Vergleich von �𝒏𝒏𝟐𝟐�  Objektpaaren. 
Dabei wird überprüft, ob sich ein Objektpaar bei der Klassifikation mit Verfahren A und B 
a. beide Male im selben Cluster, 
b. beide Male in verschiedenen Clustern oder 
c. einmal im selben und das andere Mal in verschiedenen Clustern befindet. 
Ist die Lösung von zwei Verfahren durch eine gleiche Anzahl von Clustern 
gekennzeichnet, ist der RAND Index (𝑹𝑹𝑹𝑹) durch das Verhältnis der Objektepaare, die in 
Summe beide Male im selben und beide Male in unterschiedlichen Clustern gruppiert 
worden sind, zur Gesamtzahl der Objekte nach Gleichung 48 definiert. 




 (Gl. 48) 
Der Rand Index liegt im Wertebereich [0; 1]  und nimmt linear mit dem Grad der 
Übereinstimmung des Paarvergleichs zu. Sind beide Klassifikationen identisch, erreicht 𝑹𝑹𝑹𝑹 
den Wert 1. Die Schwellenwerte von 𝑹𝑹𝑹𝑹  werden für eine ausreichend gute 
Übereinstimmung mit größer 0,7 und für eine zufällige Übereinstimmung mit 0,5 
angegeben.  
6.7.3 Inhaltliche Validitätsprüfung 
Die inhaltliche Validitätsprüfung beruht auf dem Hinzuziehen einer nicht mit in die 
Analyse einbezogenen Variablen und der Bewertung eines vorher definierten 
Zusammenhanges zwischen dem Datensatz und der externen Variablen. 




6.7.4 Maßzahlen zur Beurteilung einer bestimmten Clusterlösung 
Um eine Clusterlösung zu beurteilen, muss zunächst festgestellt werden, in welchem 
Ausmaß die gebildeten Cluster die Vorstellung der Homogenität in den Clustern und die 
der Heterogenität zwischen den Clustern erfüllen. 
Zum Beschreiben der Homogenität innerhalb der Cluster stehen Korrelationsmaße und 
Homogenitätsindices zur Verfügung. 
Auf der Grundlage der Überlegung, dass die Unähnlichkeiten in den Clustern kleiner als 
jene zwischen den Clustern sein sollten, wenn diese homogen sind, kann für eine 
Clusterlösung die durchschnittliche paarweise Unähnlichkeit 𝒖𝒖̅𝒊𝒊𝒏𝒏 in den Clustern und die 
durchschnittliche paarweise Unähnlichkeit 𝒖𝒖̅𝒛𝒛𝒘𝒘 zwischen den Clustern berechnet werden. 
Entsprechend der Eingangsüberlegung sollte 𝒖𝒖̅𝒛𝒛𝒘𝒘 größer als 𝒖𝒖?̅?𝒊𝒏𝒏 sein. 
Die Berechnung dieses Ansatzes erfolgt nach Gleichung 49 und 50. 
 ?̅?𝒖𝒊𝒊𝒏𝒏 =  � 𝒖𝒖�𝒊𝒊𝒏𝒏(𝒌𝒌) ∗ 𝟏𝟏𝑲𝑲𝒌𝒌  (Gl. 49) 
 
 ?̅?𝒖𝒛𝒛𝒘𝒘 =  � � ?̅?𝐮𝐳𝐳𝐳𝐳(𝒌𝒌,𝒌𝒌∗) ∗ 𝟐𝟐𝑲𝑲(𝑲𝑲− 𝟏𝟏)
𝒌𝒌∗>𝒌𝒌𝒌𝒌
 (Gl. 50) 
𝑲𝑲  entspricht dabei der Anzahl der Cluster und 𝒌𝒌  und 𝒌𝒌∗  den beiden Clustern, die 
hinsichtlich ihrer mittleren Unähnlichkeiten verglichen werden. Bei dieser Betrachtung 
haben alle Cluster unabhängig von ihrer Größe dasselbe Gewicht. 
Die Charakterisierung der Homogenität erfolgt über den Homogenitätsindex als Differenz 
von 𝒖𝒖̅𝒛𝒛𝒘𝒘 und 𝒖𝒖̅𝒊𝒊𝒏𝒏 oder als Verhältnis von 𝒖𝒖̅𝒊𝒊𝒏𝒏 und 𝒖𝒖̅𝒛𝒛𝒘𝒘. 
Zur Homogenitätsprüfung von dichotomen Variablen und Ähnlichkeitsmaßen auf Basis 
der Vier-Felder-Tafel kann der Übereinstimmungskoeffizient Kappa nach Gleichung 51 
berechnet werden. Dieser kann für jede Variable einzeln, als auch für das ganze Cluster 
bestimmt werden. 
 𝜿𝜿 =  𝑼𝑼𝒃𝒃𝒆𝒆𝒃𝒃𝒃𝒃 − 𝑼𝑼𝒆𝒆𝒓𝒓𝒘𝒘
𝟏𝟏 − 𝑼𝑼𝒆𝒆𝒓𝒓𝒘𝒘
 (Gl. 51) 
Dabei weist 𝑼𝑼𝒃𝒃𝒆𝒆𝒃𝒃𝒃𝒃 den beobachteten Teil der Übereinstimmungen aus und entspricht damit 
dem Simple-Matching-Koeffizienten (SMK) nach Gleichung 18. Durch 𝑼𝑼𝒆𝒆𝒓𝒓𝒘𝒘 ist der bei 
statistischer Unabhängigkeit zu erwartende Anteil der Übereinstimmungen beschrieben.  
Sind demnach alle 4 Zellen der Vier-Felder-Tafel mit gleicher Wahrscheinlichkeit besetzt, 
entspricht 𝑼𝑼𝒆𝒆𝒓𝒓𝒘𝒘gleich 0,5. 




Zur Darstellung der Homogenität für metrisch skalierte Variablen wird zur Interpretation 
der Clustermittelwerte die Standardabweichung berücksichtigt. Da sich eine absolute 
Interpretation der Standardabweichung als schwierig erweist, kann ein Homogenitätsindex 
𝑯𝑯𝒌𝒌𝒊𝒊 je Variable gebildet werden, 
 
𝑯𝑯𝒌𝒌𝒊𝒊 = 𝟏𝟏 − 𝒔𝒔𝒌𝒌𝒋𝒋𝟐𝟐𝒔𝒔𝒋𝒋𝟐𝟐  (Gl. 52) 
mit der Varianz 𝒔𝒔𝒌𝒌𝒋𝒋𝟐𝟐  der Variablen j in Cluster k und der Varianz 𝒔𝒔𝒋𝒋𝟐𝟐 der Variablen in der 
Erhebungseinheit. 
Eine Variable wird im Cluster als vollkommen homogen angesehen, wenn 𝐇𝐇𝐤𝐤𝐢𝐢 = 𝟏𝟏 ist. 
Kleinere Werte von 𝑯𝑯𝒌𝒌𝒊𝒊  weisen auf eine geringe Homogenität hin. Wird 𝑯𝑯𝒌𝒌𝒊𝒊  mit 0 
beziffert, ist die Varianz im betrachteten Cluster gleich der Gesamtvarianz der Variablen. 
Der Schwellenwert von 𝑯𝑯𝒌𝒌𝒊𝒊 wird mit 0,7 beziffert [42]. 
Weitere Verfahren zur formalen Beschreibung der Cluster sind durch Homogenitäts- und 
Heterogenitätstests beschrieben. 
Beim Homogenitätstest wird der Homogenitätsindex 𝑯𝑯𝒌𝒌𝒉𝒉𝒃𝒃𝒆𝒆  für das Cluster k nach 
Gleichung 53 berechnet. 
 
𝑯𝑯𝒌𝒌
𝒉𝒉𝒃𝒃𝒆𝒆 = 𝟏𝟏 − 𝒔𝒔𝒌𝒌𝟐𝟐
𝒔𝒔𝒈𝒈𝒆𝒆𝒔𝒔
𝟐𝟐  (Gl. 53) 
Die Streuung innerhalb des Clusters 𝒔𝒔𝒌𝒌𝟐𝟐  wird in Beziehung zur Gesamtstreuung 𝒔𝒔𝒈𝒈𝒆𝒆𝒔𝒔𝟐𝟐  
gesetzt. Nimmt der Index den Wert 1 an, sind die Anforderungen an die Homogenität der Cluster erfüllt. Je kleiner 𝑯𝑯𝒌𝒌𝒉𝒉𝒃𝒃𝒆𝒆  ist, desto schlechter ist die Homogenität im betreffenden Cluster. Beim Heterogenitätstest wird der Heterogenitätsindex 𝑯𝑯𝒌𝒌𝒉𝒉𝒆𝒆𝒎𝒎 für das Cluster k nach Gleichung 54 berechnet. 
 
𝑯𝑯𝒌𝒌




Zur Berechnung des Heterogenitätsindex werden die quadrierten euklidischen Distanzen 
𝒅𝒅𝒌𝒌𝒌𝒌∗
𝟐𝟐  des Clusterzentrums 𝒌𝒌 zu den 𝒌𝒌 − 𝟏𝟏 anderen Clusterzentren berechnet und zur 
Gesamtstreuung 𝒔𝒔𝒈𝒈𝒆𝒆𝒔𝒔𝟐𝟐  in Beziehung gesetzt. Je größer die Distanzen sind, desto heterogener 
ist das System. Der maximal erreichbare Grad der Heterogenität ist mit 𝑯𝑯𝒌𝒌
𝒉𝒉𝒆𝒆𝒎𝒎 = 𝟏𝟏 
beschrieben. 




6.7.5 Formale Beschreibung der Cluster  
Um zu beurteilen, welchen Beitrag die Klassifikationsmerkmale zur Trennung der Cluster 
leisten, lässt sich für Verfahren zur Konstruktion von Clusterzentren für jede Variable die 
erklärte Varianz 𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐  berechnen. 
 
𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐 = 𝟏𝟏 − 𝑺𝑺𝑸𝑸𝒊𝒊𝒏𝒏(𝒋𝒋|𝑲𝑲)𝑺𝑺𝑸𝑸𝒈𝒈𝒆𝒆𝒔𝒔(𝒋𝒋)  (Gl. 55) 
Dabei beschreibt 𝑺𝑺𝑸𝑸𝒊𝒊𝒏𝒏(𝒋𝒋|𝑲𝑲) die Streuungsquadratsumme der Variable 𝒋𝒋 bei K gegebenen 
Clustern und 𝑺𝑺𝑸𝑸𝒈𝒈𝒆𝒆𝒔𝒔(𝒋𝒋) korrespondiert mit der Gesamtstreuungsquadratsumme der Variable 
𝒋𝒋. 
Für die Berechnung einer F-Statistik gilt, dass die Annahme einer F-Verteilung als 
Nullmodell strenggenommen nicht zulässig ist, da mit der Minimierung der 
Streuungsquadratsumme in den Clustern auch die Streuungsquadratsumme in jeder 
Variablen minimiert wird.  
Variablen, die einen geringen Beitrag zur Trennung der Cluster leisten, können aus der 
Analyse ausgeschlossen werden. Dabei kann die Clusterlösung als stabil angesehen 
werden, wenn das Entfernen von Variablen mit geringem Beitrag zur Gruppentrennung 
keine Änderungen der Clusterlösung nach sich zieht. 
6.8 Interpretation der Cluster 
Bei der Interpretation einer Clusterlösung werden vorrangig die Mittelwerte in die 
Bewertung einbezogen. Dabei hängt die Aussagekraft der Mittelwerte (Clusterzentren) von 
der Clustergröße und den Standardabweichungen in den Clustern ab. Das Ziel der 
Interpretation einer Clusterlösung liegt in der Namensfindung für die Cluster. Dabei lässt 
sich feststellen, ob eine Variable in einem Cluster von Bedeutung ist oder nicht. Die 
Voraussetzung dafür sind inhaltlich sinnvoll interpretierbare Variablenausprägungen.  
Der Vergleich der Cluster in einer Variablen kann über z-Werte erfolgen.  
 
𝒛𝒛𝒌𝒌𝒊𝒊���� = 𝒙𝒙�𝒌𝒌𝒊𝒊  − 𝒙𝒙𝒊𝒊�𝒔𝒔�𝒌𝒌𝒊𝒊  (Gl. 56) 
Dabei ist 𝒙𝒙�𝒌𝒌𝒊𝒊  der Anteilswert des Clusters k in der Variablen 𝒊𝒊 , 𝒔𝒔�𝒌𝒌𝒊𝒊  die 
Standardabweichung des Mittelwerts des Clusters k in der Variablen 𝒊𝒊  und 𝒙𝒙𝒊𝒊  der 
Gesamtmittelwert. Im Nenner steht nicht die Gesamtstandardabweichung, wie bei der z-
Standardisierung, sondern die Standardabweichung des Clusterzentrums.  
Die Interpretation der Ergebnisse unterliegt der Maßgabe, dass bei Werten von 𝒛𝒛𝒌𝒌𝒊𝒊���� größer 
0 ein Mittelwert größer als der Gesamtmittelwert und bei Werten von 𝒛𝒛𝒌𝒌𝒊𝒊���� kleiner 0, ein 
Mittelwert kleiner als der Gesamtmittelwert zu verzeichnen ist. 




7. Clusteranalyse von Unfalldaten 
Im siebenten Kapitel dieser Arbeit wird, anhand der in Kapitel 6 formulierten theoretischen 
Grundlagen, die Clusteranalyse auf die Eingangsproblemstellung angewendet. In 
Anlehnung an Bacher [42] sind für eine umfängliche Clusteranalyse in Abhängigkeit der 
vorliegenden Datenstrukturen die Arbeitsschritte 1 bis 11 zu bewältigen: 
1. Auswahl der zu analysierenden Objekte 
2. Auswahl der zu analysierenden Transformation und Gewichtung der Variablen  
3. Spezifikation der Eigenschaften der Klassifikation 
4. Auswahl eines Verfahrens 
5. Auswahl eines Ähnlichkeitsmaßes, sofern nicht durch das Verfahren vorgegeben 
6. Durchführung der Clusteranalyse 
7. Bestimmung der Clusterzahl 
8. Prüfung der Modellanpassung 
9. Inhaltliche Interpretation der Cluster 
10. Inhaltliche Validitätsprüfung für die gefundene Clusterlösung 
11. Formale Gültigkeitsprüfung der Auswahl der zu analysierenden Variablen 
Die Berechnungen zur Clusterbildung wurden im Wesentlichen mit der Statistiksoftware 
Stata, Version 12.0, durchgeführt. Für unterstützende Berechnungen und die 
Ergebnisdarstellung fand Microsoft Excel 2010 Verwendung. 
7.1 Durchführung der Clusteranalyse 
Um zu identifizieren wie Straßenverkehrsunfälle durch ein Personenmerkmal begünstigt 
werden können, werden das Personenmerkmal „Alter des Hauptverursachers“ als 
unabhängige Variable und die Eigenschaften eines Unfalls als abhängige 
Merkmalsvariablen definiert. Im Ergebnis soll die Frage beantwortet werden, ob eine 
Abhängigkeit der Merkmalsvariablen zur Gruppierungsvariablen besteht. Den 
Anhaltspunkt für die zu erwartenden Gruppierungen geben dabei die Risikokriterien nach 
Kapitel 3. Die unabhängige Variable bezieht sich dabei auf den Hauptverursacher des 
Unfalls. Die Abgrenzung der Unfalldaten wird aus der Abgrenzung der Risikokriterien 




hergeleitet. Entsprechend werden nur Unfälle der Unfallkategorie „Unfall mit Getöteten“ 
und Verkehrsbeteiligung des Hauptverursachers Pkw, bei denen der Hauptverursacher älter 
als 17 Jahre war, in die Auswertung eingehen. 
7.1.1 Datengrundlage 
Um eine Abschätzung der Wirkung von Personenmerkmalen auf Straßenverkehrsunfälle 
zu realisieren, ist geeignetes Datenmaterial notwendig, mit dessen Hilfe die Analyse 
durchgeführt werden kann. 
Für diese Analyse liegen sächsische Unfalldaten aus dem Jahr 2012 zur Auswertung vor, 
anhand derer die Gültigkeit der in Kapitel 3 und 4 formulierten Zusammenhänge für eine 
Datenteilmenge überprüft werden und nicht formulierte Zusammenhänge aufgedeckt 
werden sollen. 
Die Unfalldaten entstammen der EUSka Unfalldatenbank der Polizei Sachsens und wurden 
durch die FSD Fahrzeugsystemdaten GmbH (Zentrale Stelle nach StVG) zur Verfügung 
gestellt. Die Rohdaten unterliegen der Geheimhaltung. 
Aufarbeitung des Rohdatenmaterials 
Die sächsischen Unfalldaten für das Analysejahr 2012 liegen zunächst in einer SQL-
Datenbank vor. Um die Daten zur Auswertung zur Verfügung zu stellen, wurden sie über 
die Software QlikView exportiert und nach den formulierten Anforderungen angepasst.  
7.1.2 Auswahl der Objekte 
Die Objekte, die in die Klassifikation einfließen, sind, wie bereits erwähnt, Unfälle mit 
Getöteten aus dem Jahr 2012, aufgenommen von der Polizei im Bundesland Sachsen. Die 
weitere Eingrenzung der vorhandenen Grundgesamtheit besteht anforderungsbezogen aus 
der Auswahl der Unfälle mit Getöteten, bei denen der Hauptverursacher ein Pkw-Fahrer 
mit einem Alter von über 17 Jahren war. 
Nach den definierten Anforderungen ergeben sich 135 zu analysierende Objekte. 
7.1.3 Auswahl, Transformation und Gewichtung der Variablen 
Die Eingangsanalyse von Unfällen und deren Ursachen in der BRD in Kapitel 3 und 4 hat 
gezeigt, dass im Besonderen das Alter einer Person als Risikoindikator für Unfälle mit 




Getöteten zu werten ist. Die unfallursächlichen Faktoren konnten nach Kapitel 4 ebenfalls 
nach dem Alter einer Person untergliedert werden.  
Die Merkmalsvariablen werden ebenfalls in Anlehnung an Kapitel 3 und 4 definiert. Es 
wurden verschiedene unfallbeeinflussende Merkmale definiert, die sich bei der Analyse 
wiederfinden sollen. Hierbei geht es um Merkmale, die wesentlich als mit unfallursächlich 
bezeichnet werden können. Die aufgenommenen Variablen sind in einer nach ihren 
Zuständen formulierten Zahlencodierung in der Datenbank enthalten. Um den 
Anforderungen des Ward- und K-Means-Verfahrens an metrisch skalierte 
Merkmalsvariablen gerecht zu werden, wurden nicht metrisch skalierte (kategoriale) 
Merkmale nach der Anzahl der Kategorien in ihre Dummy-Variablen zerlegt. In Tabelle 3 
sind zunächst die zur Analyse zur Auswahl stehenden metrischen Variablen (Vm) gelistet. 
Folgend werden alle kategorialen Variablen (Vk) in Tabelle 4 auf Seite 48 dargestellt. 
Vm Merkmal (metrisch): Analyserelevanz: 
X01 Alter Mitfahrer 1 (MF1) Mitfahrer unterschiedlichen Alters können die 
Aufmerksamkeitsausrichtung verbessern oder verschlechtern. 
X02 Jahre des Führerschein-
besitz (FS-B) 
Allgemein steigt die Fahrerfahrung mit der Anzahl der Jahre der 
Fahrpraxis. 
X03 Anzahl der Insassen Fahrzeuge, die von jungen Personen bewegt werden, sind häufig 
stärker besetzt als andere Fahrzeuge. 
X04 Anzahl der Beteiligten Junge Fahrer verunfallen aufgrund ihrer  Risikobereitschaft oft 
allein. 
X05 Anzahl der Getöteten Abstrahiert auf die Unfallschwere 
X06 Anzahl der 
Schwerverletzten (SV) 
Abstrahiert auf  die Unfallschwere 
X07 Anzahl der 
Leichtverletzten (LV) 
Abstrahiert auf die Unfallschwere 
X08  Blutalkoholgehalt Junge Fahrer verunfallen häufiger alkoholisiert.  
X09 Summe des Sachschadens Abstrahiert auf Unfallschwere  
Tabelle 3: Metrische Merkmalsvariablen und ihre Analyserelevanz 
  





Vk Merkmal (kategorial): Analyserelevanz: 
X08b Unfall unter 
Alkoholeinfluss 
Junge Fahrer verunfallen häufiger alkoholisiert. 
X10 Unfallart Beschreibt die Kollisionsart 
X11 Unfalltyp Beschreibt die Verkehrssituation beim Unfall 
X12 Charakteristik der 
Unfallstelle (US) 
Beeinflusst die Anforderung an eine Fahraufgabe 
X13 Lichtverhältnisse Beeinflussung der Wahrnehmung 
X14 Ortslage Fahrgeschwindigkeiten sind indirekt von der Ortslage abhängig. 
X15 Straßenklasse Fahrgeschwindigkeiten sind von der Straßenklasse abhängig. 
X16 Straßenzustand Nässe bzw. Glätte können unterschätzt werden. 
X17 Allgemeine Unfallursache Unfall- oder fahrzeugbezogene Unfallursachen  
X18 Personenbezogene 
Unfallursache 
Direkte personenbezogene Ursache eines Unfalls 
X19 Unfallstunde Jugendliche verunfallen häufiger in den Nachtstunden tödlich. 
X20 Wochentag Jugendliche verunfallen häufiger am Wochenende und Freitags 
tödlich. 
X21 Unfallmonat Lässt grobe Rückschlüsse auf die Wetterbedingungen zu 
Tabelle 4: Kategoriale Merkmalsvariablen und ihre Analyserelevanz 
Variablen und Kategorien ohne bzw. mit geringer Besetzung wurden nicht mit in die 
Analyse aufgenommen. In nächster Instanz folgt die Auflösung der unfallspezifischen 
Eigenschaften in ihre Kategorien nach Tabelle 5 auf Seite 49. 
  





Vk Merkmal (kategorial): Kategorisierung: Häufigkeit: Vkm  
X08b Unfall unter Alkoholeinfluss Alkohol = ja 4 X08b01 
  Alkohol = nein 131 X08b02 
X10 Unfallart Abkommen von der Fahrbahn nach rechts 23 X1001 
  Abkommen von der Fahrbahn nach links 33 X1002 
  Aufprall auf Fahrbahnhindernis 0 X1003 
  Unfall anderer Art 4 X1004 
  Zusammenstoß mit anfahrendem oder 
haltendem Fahrzeug 0 X1005 
  Zusammenstoß mit einbiegendem oder 
kreuzendem Fahrzeug 21 X1006 
  Zusammenstoß mit entgegenkommendem 
Fahrzeug 28 X1007 
  Zusammenstoß mit seitlich in gleicher 
Richtung fahrendem Fahrzeug 5 X1008 
  Zusammenstoß mit vorausfahrendem oder 
wartendem Fahrzeug 5 X1009 
  Zusammenstoß zwischen Fzg. und Fußgänger 16 X1010 
X11 Unfalltyp Abbiegeunfall 3 X1101 
  Fahrunfall 20 X1102 
  Einbiegen-Kreuzen-Unfall 63 X1103 
  Sonstiger Unfall 15 X1104 
  Unfall durch ruhenden Verkehr 2 X1105 
  Unfall im Längsverkehr 22 X1106 
  Überschreiten-Unfall 10 X1107 
X12 Charakteristik der US Einmündung 23 X1201 
  Gefälle 14 X1202 
  Grundstücksein oder -ausfahrt 3 X1203 
  Keine Charakteristik 44 X1204 
  Kreuzung 13 X1205 
  Kurve 34 X1206 
  Steigung 4 X1207 
X13 Lichtverhältnisse Dunkelheit 42 X1301 
  Dämmerung 10 X1302 
  Tageslicht 83 X1303 
X14 Ortslage Außerorts 93 X1401 
  Innerorts 42 X1402 
X15 Straßenklasse Autobahn 10 X1501 
  Bundesstraße 49 X1502 
  Gemeinde oder andere Straße 27 X1503 
  Kreisstraße 13 X1504 
  Landstraße 36 X1505 
X16 Straßenzustand Feucht 34 X1601 
  Schlüpfrig 0 X1602 
  Trocken 95 X1603 
  Winterglatt 6 X1604 
Tabelle 5: Auflösung kategorialer Merkmalsvariablen der Unfalleigenschaften in Dummy-Variablen 
Des Weiteren sind Variablen (VkUU, Tabelle 6) gegeben, die direkt die unfall- oder 
fahrzeug- sowie personenbezogenen Unfallursachen ausweisen. Da der Besetzungsgrad der 
allgemeinen Unfallursachen (X17) sehr gering ist, kann diese Variable nicht mit in die 
Analyse einfließen. 
  





VkUU Merkmal (kategorial): Kategorisierung: Häufigkeit: VkUUn  
X18 Personenbezogene Ursache Alkoholeinfluss 3 X1801 
  Andere Fehler beim Fahrzeugführer 14 X1802 
  Benutzung der falschen Fahrbahn 2 X1803 
  Falsches Verhalten ggü. Fußgängern 4 X1804 
  Fehler beim Abbiegen 3 X1805 
  Fehler beim Einfahren in den fließenden Verkehr 2 X1806 
  Fehler beim Überholen 8 X1807 
  Fehler beim Wenden oder Rückwärtsfahren 4 X1808 
  Nicht angepasste Geschwindigkeit 50 X1809 
  Überschreiten der zulässigen Höchstgeschwindigkeit 4 X1810 
  Nichtbeachten der Vorfahrt 18 X1811 
  Körperliche oder geistige Mängel 6 X1812 
  Verstoß gegen das Rechtsfahrgebot 3 X1813 
  Übermüdung 8 X1814 
  Ungenügender Sicherheitsabstand 3 X1815 
Tabelle 6: Auflösung kategorialer Merkmalsvariablen der Unfallursachen in Dummy-Variablen 
Die letzte Variablengruppe (Tabelle 7), die für die Analyse als relevant eingestuft werden 
kann, sind diejenigen Variablen, die die zeitliche Dimension des Unfalls abbilden (VkUZ). 
Auch diese Variablen werden in ihre Kategorien (VkUZn) aufgelöst. 
VkUZ Merkmal (kategorial): Kategorisierung: Häufigkeit: VkUZn  
X19 Unfallstunde Stunde 02 bis 06 8 X1901 
  Stunde 06 bis 10 19 X1902 
  Stunde 10 bis 14 34 X1903 
  Stunde 14 bis 18 45 X1904 
  Stunde 18 bis 22 19 X1905 
  Stunde 22 bis 02 10 X1906 
X20 Wochentag Montag 24 X2001 
  Dienstag 12 X2002 
  Mittwoch 18 X2003 
  Donnerstag 21 X2004 
  Freitag 23 X2005 
  Samstag 19 X2006 
  Sonntag 18 X2007 
X21 Unfallmonat Januar 12 X2101 
  Februar 15 X2102 
  März 13 X2103 
  April 8 X2104 
  Mai 14 X2105 
  Juni 11 X2106 
  Juli 10 X2107 
  August 12 X2108 
  September 10 X2109 
  Oktober 9 X2110 
  November 14 X2111 
  Dezember 7 X2112 
Tabelle 7: Auflösung kategorialer Merkmalsvariablen der zeitlichen Dimension in Dummy-Variablen 




Um dem Verfahren der Clusteranalyse entgegenzukommen und die formal richtigen 
Distanzen zu ermitteln, wurden die Variablen, die keinen Informationsgehalt (keine 
Besetzung) haben, aus der Analyse ausgeschlossen. Betroffen von dem Ausschluss sind die 
Variablen X1003, X1005 und X1602. Variablen mit einem geringen Besetzungsgrad sind nach den 
Vorgaben theoretisch ebenso aus dem Datensatz zu entfernen. Dies ist allerdings nur bei 
den originären Variablen möglich, da das Entfernen einer dichotomisierten Kategorie das 
Entfernen des Objekts aus der Analyse zur Folge hätte. 
Die Anwendung der quadrierten euklidischen Distanz bedingt die Gewichtung der 
kategorialen Variablen mit dem Faktor �0,5. 
Die nun vorliegende Rohdatenmatrix wurde zunächst nach Gleichung 3 standardisiert, um 
die in verschiedenen Maßeinheiten aufgenommenen Variablen vergleichbar zu machen. 
Um dem Anspruch an Daten gerecht zu werden, die inhaltlich nicht redundant sind, wurde 
in Folge der Standardisierung eine Korrelationsanalyse nach 6.2 durchgeführt. Die 
Korrelationsmatrix gibt dabei die paarweisen Korrelationen der Merkmalsvariablen 
wieder. Variablen, die über eine mittlere Korrelation hinaus in Verbindung stehen, wurden 
im Folgenden aus der Analyse ausgeschlossen. Dies betrifft alle Variablen die in Tabelle 8 
gelistet sind. 
Unfall unter Alkoholeinfluss (binär) X08b 
Unfalltyp X1101 bis X1107 
Straßenzustand (trocken) X1603 
Personenbezogene Ursache X1801 bis X1815 
Tabelle 8: Variablen, die aufgrund von Korrelationen nicht in die Analyse eingehen 
Die Korrelationsmatrix kann auf der beigelegten Daten CD2 in der Datei 
2_Korrelationsmatrizen \korrelationsmatrix_2012_m-k.xlsx eingesehen werden. 
Die verbleibenden Variablen können in p-1 Dummy-Variablen dargestellt werden. Diesem 
Sachverhalt folgend wurden die in Tabelle 9 dargestellten Variablen aus der Analyse 
ausgeschlossen. Es wurde so vorgegangen, dass diejenige Variable als p-te Variable 
definiert wurde, bei der die Anzahl der vorhandenen Ausprägungen minimal wird oder aus 
der Korrelationsanalyse lineare Zusammenhänge bekannt sind. 
Unfallart Charakteristik der US Lichtverhältnisse Ortslage  Straßenklasse 
Unfall anderer Art Grundstücksein- und -
ausfahrt 
Tageslicht Innerorts Autobahn 
X1004 X1203 X1303 X1402 X1501 
Straßenzustand Unfallzeit Stunde Unfalltag Unfallmonat  
Trocken 02 bis 06 Uhr Sonntag Dezember  
X1603 X1901 X2007 X2112  
Tabelle 9: Auflösung der verbleibenden Variablen in p-1 Dummy Variablen 
Nach dem Ausschluss der korrelierenden Variablen und der Darstellung in p-1 Dummy-
Variablen ergeben sich die Analysemerkmale nach Tabelle 10 auf Seite 52.  
  






Vm Vkm Vkm VkUZn VkUZn 
X01 X1001 X1206 X1902 X2101 
X02 X1002 X1207 X1903 X2102 
X03 X1006 X1301 X1904 X2103 
X04 X1007 X1302 X1905 X2104 
X05 X1008 X1401 X1906 X2105 
X06 X1009 X1502 X2001 X2106 
X07 X1010 X1503 X2002 X2107 
X08 X1201 X1504 X2003 X2108 
X09 X1202 X1505 X2004 X2109 
 X1204 X1601 X2005 X2110 
 X1205 X1604 X2006 X2111 Tabelle 10: Analysevariablen für die Pre-Analyse 
Die sich ergebende Rohdatenmatrix kann wiederum auf der beigelegten Daten CD2 in der 
Datei 0_Rohdatenmatrix\vorläufige_Rohdatenmatrix_2012.xlsx eingesehen werden. 
7.1.4 Spezifikation der Eigenschaften der Klassifikation 
Der Analysefall ist durch das Vorliegen einer Datenmatrix nach 7.1.2 gekennzeichnet. Die 
Analyse der Daten erfolgt objektorientiert. Die Anzahl der vorliegenden Unfalldaten ist als 
eher klein anzusehen. Für den Analysefall wird davon ausgegangenen, dass die Anzahl der 
Cluster unbekannt ist. Die Analyse soll sich auf eine gemischt skalierte Variablenbasis 
stützen, bei der das Ziel im Auffinden einer empirischen Klassifikation mit der 
Variablengrundlage aus Tabelle 10 liegt.  
7.1.5 Auswahl eines Clusterverfahrens 
Die spezifizierten Eigenschaften der Analyse können mit der Berechnung der quadrierten 
euklidischen Distanz als Proximitätsmaß und der Verwendung von Verfahren zur 
Konstruktion von Clusterzentren bzw. Minimal-Distanz-Verfahren zur Clusterbildung 
umgesetzt werden. Im Speziellen soll die Kombination aus dem K-Means-Verfahren und 
einem vorgeschalteten Ward-Verfahren Klarheit über die Zusammenhänge in der 
Datenbasis schaffen. Dabei können kategoriale dichotomisierte Variablen mit mehr als 
zwei Ausprägungen nach Standardisierung und Gewichtung mit dem Faktor �0,5 bei einer 
Analyse wie metrische Daten behandelt werden [42]. Die Anforderung an eine einheitliche 
Skalierung kann damit erfüllt werden. 
7.2 Durchführung der Clusteranalyse für das Ward-Verfahren 
Zunächst wurde das Ward-Verfahren für die nach Tabelle 10 definierten Analysevariablen 
durchgeführt. Im Sinne einer pre-analytischen Betrachtung sollen an dieser Stelle 
wiederum die in die Analyse eingehenden Variablen im Fokus stehen. Auf Basis der 
berechneten Cluster sollen mit Hilfe einer diskriminatorischen Analyse diejenigen 
Variablen aufgefunden werden, die weniger gut zur Trennung der Cluster geeignet sind. 
Der Fokus wurde dabei auf die inhaltliche Interpretierbarkeit der Clusterlösung gelegt. 




Eine erste Beurteilung der Gruppentrennung nach dem Alter des Hauptverursachers kann 
nach Tabelle 11 vorgenommen werden. Dabei konnten in der 6 und 7 Clusterlösung die 
Interpretationsmöglichkeiten nach den definierten Maßgaben (Kapitel 4.2) wiedergefunden 
werden. 
 
Ward 6 Gruppen MW Alter 
Cluster Mittelwert Anzahl 
Pre-Analyse (Alter) Objekte 
1 27,75 4 
2 44,02 43 
3 41,45 20 
4 47,00 7 
5 43,58 40 
6 60,10 21 
 Total 135  
 
Ward 7 Gruppen MW Alter 
Cluster Mittelwert Anzahl 
Pre-Analyse (Alter) Objekte 
1 27,75 4 
2 44,02 43 
3 41,45 20 
4 47,00 7 
5 41,76 33 
6 52,14 7 
7 60,10 21 
 Total 135  Tabelle 11: Klassifikationsergebnis des Ward-Verfahrens für den 6 und 7 Gruppenfall mit Altersbezug 
Da keine Änderung der inhaltlichen Interpretationsbasis zwischen der 6 und 7 
Clusterlösung zu verzeichnen und die Objektmengen in den Clustern teilweise sehr klein 
sind, muss von einer weiteren Erhöhung der Clusterzahl abgesehen werden. 
Werden weniger als 6 Cluster für die Analyse zugelassen, kann eine inhaltliche 
Interpretation nach den Vorgaben nicht mehr gewährleistet werden (Tabelle 12). 
Ward 5 Gruppen MW Alter 
Cluster Mittelwert Anzahl 
Pre-Analyse (Alter) Objekte 
1 27,75 4 
2 44,02 43 
3 41,45 20 
4 47,00 7 
5 49,26 61 
 Total 135 Tabelle 12: Klassifikationsergebnis des Ward-Verfahrens für den 5 Gruppenfall mit Altersbezug 
Eine Überprüfung der Modellanpassung des vorliegenden Klassifikationsergebnisses soll 
an dieser Stelle nicht vorgenommen werden. 
Das Vorgehen zur Identifikation nicht trennungsrelevanter Variablen soll exemplarisch an 
der 7 Clusterlösung dargestellt werden. Hierzu wurde eine Diskriminanzanalyse nach 6.7.1 
durchgeführt, um eine Aussage über die diskriminatorische Bedeutung der Analyse-
Eingangsvariablen zu erhalten.  
Die Ergebnisse der diskriminatorischen Analyse werden in Tabelle 13 auf Seite 54 
zusammengefasst. 
  





V 𝑭𝑭𝒙𝒙𝒋𝒋 Rang 𝑷𝑷𝑷𝑷(𝒃𝒃�𝒋𝒋)𝒋𝒋 Rang 𝑷𝑷𝑷𝑷(𝒓𝒓𝒋𝒋� )𝒋𝒋 Rang V 𝑭𝑭𝒙𝒙𝒋𝒋 Rang 𝑷𝑷𝑷𝑷(𝒃𝒃�𝒋𝒋)𝒋𝒋 Rang 𝑷𝑷𝑷𝑷(𝒓𝒓𝒋𝒋� )𝒋𝒋 Rang 
X01 6,53 14 1,49% 33 0,55% 49 X1504 2,46 27 1,20% 43 1,09% 45 
X02 1,87 30 0,50% 51 0,18% 53 X1505 1,31 39 1,61% 29 1,34% 42 
X03 7,36 12 2,64% 20 1,05% 34 X1601 1,80 32 1,90% 23 0,87% 48 
X04 17,76 5 1,86% 24 1,12% 32 X1604 7,89 11 1,28% 41 0,68% 50 
X05 168,05 2 0,76% 47 1,95% 20 X1902 4,16 18 1,79% 25 3,17% 22 
X06 16,21 6 1,41% 38 0,73% 44 X1903 1,64 34 3,10% 16 3,23% 21 
X07 2,69 26 1,55% 31 0,50% 50 X1904 1,05 44 3,44% 13 3,86% 15 
X09 15,87 7 0,40% 53 0,21% 52 X1905 1,62 35 1,44% 36 0,80% 49 
X08 1168,09 1 0,52% 50 10,11% 2 X1906 2,21 28 1,33% 40 1,53% 40 
X1001 4,25 16 5,68% 7 5,29% 11 X2001 1,65 33 1,12% 45 2,76% 29 
X1002 6,83 13 6,09% 6 6,13% 8 X2002 0,72 49 0,71% 49 0,36% 53 
X1006 84,31 3 3,70% 11 13,49% 1 X2003 3,97 19 1,16% 44 1,06% 46 
X1007 14,73 8 5,49% 8 7,29% 5 X2004 0,74 48 1,45% 35 3,60% 18 
X1008 2,91 25 3,18% 15 2,86% 14 X2005 1,86 31 1,44% 37 1,64% 38 
X1009 2,91 24 3,21% 14 2,95% 13 X2006 0,94 45 0,48% 52 1,12% 44 
X1010 20,67 4 4,47% 10 6,57% 6 X2101 1,26 40 1,59% 30 2,66% 32 
X1201 3,60 21 9,48% 3 6,39% 7 X2102 4,17 17 2,76% 19 2,79% 28 
X1202 1,20 41 9,15% 4 5,78% 9 X2103 0,86 46 1,62% 28 1,03% 47 
X1204 2,14 29 12,83% 1 8,30% 4 X2104 0,59 50 3,04% 17 3,12% 24 
X1205 8,08 9 6,71% 5 5,39% 10 X2105 1,15 43 2,78% 18 3,42% 20 
X1206 3,64 20 12,18% 2 8,47% 3 X2106 0,74 47 3,47% 12 3,65% 16 
X1207 1,47 38 5,24% 9 3,39% 12 X2108 0,35 53 1,21% 42 1,28% 43 
X1301 2,92 23 1,48% 34 1,29% 26 X2109 1,48 37 2,40% 21 2,21% 36 
X1302 1,61 36 1,01% 46 0,82% 43 X2110 0,58 51 1,34% 39 4,20% 11 
X1401 8,06 10 1,65% 27 0,64% 46 X2111 1,18 42 1,54% 32 0,68% 51 
X1502 2,98 22 1,72% 26 1,12% 31 X2112 0,45 52 2,26% 22 2,68% 31 
X1503 5,52 15 0,73% 48 0,62% 47          
Tabelle 13: Diskriminatorische Prüfung der Merkmalsvariablen 
Nach dem Vergleich der Koeffizienten zur Bestimmung des Beitrags einer Variablen zur 
Trennung, werden im Mittel die Variablen X02, X09, X1302 und X2101 bis X2112 derart 
klassifiziert, dass ihr Beitrag zur Trennung der Gruppen schlechter ist, als bei den anderen 
Variablen. Dabei liegt der Zusammenhang der Lichtverhältnisse (X13) mit der zeitlichen 
Einordnung nahe.  
In Folge der Erkenntnisse werden die Variablen aus der Analyse ausgeschlossen. 
Vm Vkm Vkm VkUZn 
X01 X1001 X1205 X1902 
X03 X1002 X1206 X1903 
X04 X1006 X1207 X1904 
X05 X1007 X1401 X1905 
X06 X1008 X1502 X1906 
X07 X1009 X1503 X2001 
X08 X1010 X1504 X2002 
 X1201 X1505 X2003 
 X1202 X1601 X2004 
 X1204 X1604 X2005 
   X2006 
Tabelle 14: Analysevariablen nach diskriminatorischer Prüfung 




Die Berechnungen zur diskriminatorischen Bewertung der Eigenschaften zur 
Gruppentrennung der Variablen können auf der beigelegten Daten CD2 im Ordner 
3_Diskriminazanalyse\ sowohl für den 6 als auch für den 7 Clusterfall nachvollzogen 
werden. 
Das Ward-Verfahren wird an dieser Stelle mit der neuen Parametrierung erneut 
durchgeführt. Dabei findet wiederum die quadrierte euklidische Distanz als 
Proximitätsmaß Verwendung. 
7.2.1 Ausreißer-Analyse 
Die Ausreißer-Analyse unter Verwendung des Single-Linkage-Verfahrens konnte keine 
Ausreißer in der nach 6.4.1 beschriebenen Form identifizieren. Die Objekte werden durch 
das Verfahren zu großen Teilen nacheinander zu einem Cluster zusammengefügt. Eine 
Clusterstruktur nach den diskutierten inhaltlichen Ansprüchen liegt bei der Verwendung 
des Verfahrens nicht vor. Eine generelle Gruppierung bleibt aus. 
Damit kann an dieser Stelle darauf geschlossen werden, dass sich die Objekte im 
Allgemeinen sehr ähnlich sind und zur Klassifikation ein Verfahren mit weniger starken 
Ansprüchen an die Homogenität verwendet werden sollte. 
Zur Veranschaulichung wird in Abbildung 10 das Dendrogramm des Single-Linkage-
Verfahrens zur Verfügung gestellt. 
 
Abbildung 10: Dendrogramm für das Single-Linkage-Verfahren (100 Cluster) 




7.2.2 Bestimmung der Clusterzahl für das Ward-Verfahren 
Die Bestimmung einer optimalen Clusterzahl für das Ward-Verfahren wird über die 
Auswertung des Caliński and Harabasz Index und des Duda and Hart Index erreicht. 
Zudem wird das Dendrogramm zur Absicherung der Ergebnisse herangezogen. 
Die Darstellung des Caliński and Harabasz Index erfolgt im Vergleich mit dem Duda and 
Hart Index in Tabelle 15. 
Number of Caliński /Harabasz 
 
Number of Duda/Hart pseudo 
Clusters pseudo-F 
 
Clusters Je(2)/Je(1) T-squared 
  
 
1 0,94 8,8 
2 8,80 
 
2 0,92 8,02 
3 8,24 
 
3 0,85 6,8 
4 8,30 
 
4 0,92 7,99 
5 8,37 
 
5 0,85 5,52 
6 8,15 
 
6 0,91 6,27 
7 8,00 
 
7 0,84 5,96 
8 7,81 
 
8 0,82 4,53 
9 7,65 
 
9 0,85 5,32 
10 7,48 
 
10 0,82 5,6 
11 7,37 
 
11 0,83 4,43 
12 7,30 
 
12 0,79 4,67 
13 7,20 
 
13 0,74 4,68 
14 7,09 
 
14 0,84 4,45 
15 6,97 
 
15 0,72 3,45 
Tabelle 15: Caliński and Harabasz- und Duda and Hart Index 
Während die Auswertung des Caliński and Harabasz Index zeigt, dass dieser bis zur 5 
Clusterlösung stetig steigt, können nach dem Duda and Hart Index die 4, 5, 6 und 7 
Clusterlösung in die engere Auswahl für eine Analyse gezogen werden. Wobei die 4 
Clusterlösung den größten Duda and Hart Index (𝑱𝑱𝒊𝒊𝒏𝒏𝒅𝒅𝒆𝒆𝒙𝒙 ) aufweist und die 5 Clusterlösung 
den kleinsten pseudo T-squared Wert. Nach der Interpretation des Caliński and Harabasz 
Index wäre die 5 Clusterlösung als am besten angepasst zu betrachten.  
Im Vergleich der 4, 5, 6 und 7 Clusterlösung erreicht der 𝑱𝑱𝒊𝒊𝒏𝒏𝒅𝒅𝒆𝒆𝒙𝒙 den größten Wert bei der 4 
Clusterlösung, weist an dieser Stelle mit Abstand jedoch auch den größten pseudo T-
squared Wert auf. Der kleinste pseudo T-squared Wert wird für die 5 Clusterlösung 
erreicht. Die 7 und 5 Clusterlösung sind in beiden Maßzahlen sehr ähnlich. Für die 6 
Clusterlösung wird der zweitgrößte 𝑱𝑱𝒊𝒊𝒏𝒏𝒅𝒅𝒆𝒆𝒙𝒙  ausgewiesen, jedoch auch ein im Vergleich 
hoher pseudo T-squared Wert. 
Damit kann eine eindeutige Entscheidung für eine Clusterlösung an dieser Stelle nicht 
getroffen werden. Auf Basis der Erkenntnisse aus der Bewertung mit Hilfe des Caliński 
and Harabasz Index und des hohen pseudo T-squared Wertes, wird die 4 Clusterlösung an 
dieser Stelle als nicht analyserelevant eingestuft. 
  




In Abbildung 11 wird das Dendrogramm für eine 100 Clusterlösung der Klassifikation mit 
dem Ward-Verfahren dargestellt. 
 
Abbildung 11: Dendrogramm Ward-Verfahren 100 Clusterlösung 
Die Auswertung der Informationen aus dem Dendrogramm zeigt einen stärkeren Anstieg 
des Heterogenitätsgrades nach der 5 Clusterlösung. Dies hat zur Folge, dass sich die 
Objekte in der 4 Clusterlösung wesentlich unähnlicher sind als in der 5 Clusterlösung. 
Damit kann die 4 Clusterlösung für die Analyse ausgeschlossen werden.  
Die 5, 6 und 7 Clusterlösung sind inhaltlich ähnlich, jedoch ist die Verteilung der Objekte 
in der 7 Clusterlösung nach Tabelle 16 als homogener anzusehen. Um die Clusterlösungen 
vergleichbar zu machen, wird an dieser Stelle auf die inhaltliche Interpretierbarkeit der 
Lösungen verwiesen (6.7.3). Zunächst werden dafür die 5, 6 und 7 Clusterlösung in 
Abhängigkeit zum Alter des Unfallhauptverursachers dargestellt. 
 
Ward-L. 5 Cluster MW Alter 
Cluster mean Objekt 
 (alter) Anzahl Anteil 
1 27,75 4 2,96 
2 39,77 66 48,89 
3 44,92 24 17,78 
4 58,70 33 24,44 
5 52 8 5,93 
 
Total 135 100 
 
 
Ward-L. 6 Gruppen MW Alter 
Cluster mean Objekt 
 (alter) Anzahl Anteil 
1 27,75 4 2,96 
2 39,77 66 48,89 
3 44,92 24 17,78 
4 57,95 22 16,3 
5 60,18 11 8,15 
6 52 8 5,93 
 
Total 135 100 
 
 
Ward-L. 7 Cluster MW Alter 
Cluster mean Objekt 
 (alter) Anzahl Anteil 
1 27,75 4 2,96 
2 41,64 33 24,44 
3 37,91 33 24,44 
4 44,92 24 17,78 
5 57,96 22 16,3 
6 60,18 11 8,15 
7 52 8 5,93 
 
Total 135 100 
 
Tabelle 16: Inhaltlicher Vergleich der 5, 6 und 7 Clusterlösung des Ward-Verfahrens 




Werden die drei Clusterlösungen aus Tabelle 16 verglichen, erscheinen die 6 und 7 
Clusterlösung besser für eine inhaltliche Interpretation nach den Vorgaben aus dem Kapitel 
3 und 4 geeignet. 
Nach der Bewertung der Maßzahlen des Dendrogramms und der inhaltlichen 
Interpretationsgrundlage können die 4 und 5 Clusterlösung für eine Analyse zunächst 
ausgeschlossen werden. 
Die Wahl zwischen der 6 und 7 Clusterlösung erfolgt anhand der Bewertung des kleinsten 
pseudo T-squared Wertes und der Homogenität der Objektverteilung innerhalb der 
Gruppen. Die Analyseentscheidung fällt dabei zugunsten der 7 Clusterlösung aus. 
Zur Visualisierung wird das Dendrogramm der 7 Clusterlösung in Abbildung 12 zur 
Verfügung gestellt. 
 
Abbildung 12: Dendrogramm Ward-Verfahren 7 Clusterlösung 
  




Das Klassifikationsergebnis des Ward-Verfahrens kann tabellarisch erfasst werden 
(Tabelle 17), um die Zuordnung der Objekte in die Cluster sichtbar zu machen.  
Nummer Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7 
1 1 2 3 4 9 26 39 
2 11 5 7 17 12 30 49 
3 84 6 13 20 18 31 50 
4 132 8 14 21 19 75 51 
5   10 22 25 32 78 58 
6   15 23 27 34 81 98 
7   16 35 28 42 97 121 
8   24 37 40 44 103 124 
9   29 45 43 48 106   
10   33 47 46 59 111   
11   36 56 52 77 118   
12   38 64 55 80    
13   41 70 63 99    
14   53 72 65 105    
15   54 76 66 112    
16   57 79 73 120    
17   60 82 74 122    
18   61 88 83 126    
19   62 89 85 127    
20   67 90 100 131    
21   68 91 104 134    
22   69 93 107 135    
23   71 102 109     
24   86 110 125     
25   87 113      
26   92 114      
27   94 115      
28   95 116      
29   96 123      
30   101 128      
31   108 129      
32   117 130      
33   119 133      
Anzahl 4 33 33 24 22 11 8 
Tabelle 17: Klassifikationsergebnis des Ward-Verfahrens für den 7-Gruppenfall 
7.2.3 Inhaltliche Interpretation der Cluster des Ward-Verfahrens 
Da das Ward-Verfahren zur Berechnung der Startlösung für das K-Means-Verfahren 
verwendet wurde, wird die inhaltliche Interpretation anhand der Ergebnisse des K-Means-
Verfahrens erfolgen. An dieser Stelle sollen zum Vergleich mit dem K-Means-Verfahren 
lediglich die Maßzahlen zur Beschreibung der Eigenschaften der gebildeten Cluster 
dargestellt werden. 
7.2.4 Prüfung der Modellanpassung des Ward-Verfahrens 
Um die Modellanpassung der berechneten Clusterlösung zu überprüfen, stehen nach 
Kapitel 6.7.4 verschiedene Maßzahlen zur Verfügung, die zum einen zeigen sollen, dass 
die Cluster in sich homogen sind und zum anderen voneinander isoliert sind. Des Weiteren 




wurde formuliert, dass die Cluster den vorhandenen Daten gut angepasst sein sollten, das 
heißt die Klassifikation sollte die Variation in den Daten erklären können.  
Im weiteren Verlauf der Analyse wurde der Homogenitäts- und der Heterogenitätsindex 
nach Gleichung 53 und 54 bestimmt. 
 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7 
𝑯𝑯𝒌𝒌
𝒉𝒉𝒃𝒃𝒆𝒆 0,855 0,867 0,881 0,860 0,837 0,862 0,838 
𝑯𝑯𝒌𝒌
𝒉𝒉𝒆𝒆𝒎𝒎 0,857 0,699 0,763 0,776 0,779 0,795 0,772 
Tabelle 18: Homogenitäts- und Heterogenitätsindex der Clusterlösung des Ward-Verfahrens 
Der Heterogenitätsindex bedingt die Berechnung der Unähnlichkeitsmatrix der 
Mittelwertvektoren der Analysevariablen auf Basis der quadrierten euklidischen Distanz. 
Die Analyse des Heterogenitäts- und Homogenitätsindex zeigt, dass die berechneten 
Cluster die Anforderungen an die Homo- und Heterogenität erfüllen. Die Indices weisen 
alle, bis auf den Heterogenitätsindex des Clusters 2, einen Wert größer als 0,7 auf. 
7.2.5 Inhaltliche Validitätsprüfung der Clusterlösung des Ward-
Verfahrens 
Die inhaltliche Validitätsprüfung beruht auf dem Hinzuziehen der nicht mit in die Analyse 
einbezogenen Variablen des Alters des Hauptverursachers des Verkehrsunfalls. In Tabelle 
16 wurde bereits gezeigt, dass die Analyse einen inhaltlichen Bezug zum Alter des 
Hauptverursachers aufweist. Im Besonderen werden die Mittelwerte des Alters im Cluster 
1 der 7 Clusterlösung mit 27,8 Jahren und im Cluster 6 mit 60,2 Jahren angegeben. 
Hiernach ist also eine Unterscheidung in die in Kapitel 3 und 4 definierten Risikogruppen 
denkbar. Um einen genaueren Überblick über die Altersstrukturen zu bekommen, wird der 
Anteil des Alters bezogen auf den Hauptverursacher nach dem Auftreten im Cluster (Cx) in 
Tabelle 19 gelistet. 
Altersgruppe Anteil C1 Anteil C2 Anteil C3 Anteil C4 Anteil C5 Anteil C6 Anteil C7 
bis 25 Jahre 75% 36% 39% 17% 9% 18% 25% 
25 bis 35 Jahre 0% 12% 18% 29% 6% 9% 25% 
35 bis 45 Jahre 25% 9% 9% 8% 9% 0% 0% 
45 bis 55 Jahre 0% 12% 21% 13% 9% 18% 0% 
55 bis 65 Jahre 0% 18% 6% 13% 3% 0% 0% 
über 65 Jahre 0% 12% 6% 21% 30% 55% 50% 
Tabelle 19: Detailauswertung der Clusterlösung nach dem Alter 
Im Besonderen für das Cluster 7 wird deutlich, dass die Aussagen bezüglich der 
Clusterinterpretation an dieser Stelle für beide Risikogruppen gelten. Cluster C6 ist mit 
55% Unfallverursachern mit einem Alter von über 65 Jahren besetzt, jedoch auch mit 18% 
junger Fahrer bis 25 Jahre. Weiterhin liegen die Anteile der jungen Verkehrsteilnehmer in 
den Clustern 1 bis 3 über 30% während in diesen Clustern die älteren Verkehrsteilnehmer 




unterrepräsentiert sind. Für Cluster 5 und 6 gilt das Gegenteil. Cluster 4 ist, bezogen auf 
das Alter, weitestgehend homogen. 
Für die weitere Analyse mit dem K-Means-Verfahren muss dieser Sachverhalt 
Berücksichtigung finden. 
7.2.6 Formale Gültigkeitsprüfung der Analysevariablen für das Ward-
Verfahren 
Um den Beitrag jeder Variablen zur Trennung der Cluster zu bestimmen, wurde für jede 
Variable die erklärte Varianz 𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐  nach Gleichung 55 berechnet. 
Vm 𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐  Vkm 𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐  Vkm 𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐  VkUZn 𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐  
X01 0,486 X1001 0,068 X1205 0,264 X1902 0,124 
X03 0,260 X1002 0,346 X1206 0,180 X1903 0,119 
X04 0,373 X1006 0,569 X1207 0,098 X1904 0,035 
X05 1,000 X1007 0,349 X1401 0,356 X1905 0,037 
X06 0,403 X1008 0,119 X1502 0,059 X1906 0,169 
X07 0,292 X1009 0,072 X1503 0,314 X2001 0,075 
X08 0,982 X1010 0,388 X1504 0,108 X2002 0,053 
  X1201 0,092 X1505 0,039 X2003 0,097 
  X1202 0,020 X1601 0,082 X2004 0,084 
  X1204 0,078 X1604 0,101 X2005 0,050 
      X2006 0,046 
Tabelle 20: Beitrag der Variablen zur Trennung der Cluster der 7 Clusterlösung Ward-Verfahren 
Im Wesentlichen ist festzustellen, dass die nicht dichotomisierten Variablen einen höheren 
Beitrag zur Trennung der Cluster leisten. Die Dichotomisierung erzeugt viele Nullwerte, 
die die Trennungseigenschaften der Variablen negativ beeinflussen. Die Gesamtstreuung 
konnte durch die Ausreißeranalyse mit Hilfe des Single-Linkage-Verfahrens von vorn 
herein nicht reduziert werden. Variablen, die eine erklärte Varianz von unter 0,5 
aufweisen, streuen innerhalb der Gruppen stärker als zwischen den Gruppen. Dabei ist für 
die Variablen, die die zeitliche Dimension des Unfalls abbilden, die Streuung im 
Wesentlichen besonders schlecht erklärt.  
Für eine weitere Stabilisierung der Ergebnisse könnten weitere Variablen, die nicht zur 
Gruppentrennung beitragen aus dem Analysedatensatz entfernt werden. 
Die für die Berechnung notwendige Streuung innerhalb der Gruppen und zwischen den 
Gruppen kann für jede Variable auf der Daten CD2 in der Datei 
12_Streuungsanalyse\Streuungsanalyse.xlsx eingesehen werden. 
  




7.3 Durchführung der Clusteranalyse für das K-Means-Verfahren 
Mit der clusteranalytischen Lösung des Ward-Verfahrens liegt eine Startlösung für die 
Clusterung mit dem K-Means-Verfahren vor. Da bisher nicht abgeschätzt werden kann, ob 
die Lösung des Ward-Verfahrens als optimal angesehen werden kann, soll über die 
Eigenschaften des K-Means-Verfahrens eine Optimierung der bisherigen Lösung erreicht 
werden.  
Das K-Means-Verfahren wird für den 7 Clusterfall durchgeführt und beschrieben. Da das 
Verfahren bei der Anwendung nur eine lokal optimale Clusterpartition berechnet, wurde 
der Algorithmus mehrfach durchlaufen. Die Minimal-Distanz-Partitionen werden in 
Tabelle 21 in Verbindung mit dem Mittelwert des Alters und der Objekthäufigkeit zur 
Verfügung gestellt. 
 
K7-Means local opt. 1 Basis WardL 
Cluster mean Objekt 
 
(alter) Anzahl Anteil 
1 48,00 33 24,44 
2 45,19 26 19,26 
3 42,40 20 14,81 
4 61,79 14 10,37 
5 44,93 28 20,74 
6 28,83 6 4,44 
7 33,00 8 5,93 
 
Total 135 100 
 





K7-Means local opt. 2 Basis WardL 
Cluster mean Objekt 
 
(alter) Anzahl Anteil 
1 42,70 30 22,22 
2 52,00 8 5,93 
3 61,50 18 13,33 
4 27,75 4 2,96 
5 40,86 44 32,59 
6 41,63 8 5,93 
7 48,74 23 17,04 
 
Total 135 100 
 





K7-Means local opt. 3 Basis WardL 
Cluster mean Objekt 
 (alter) Anzahl Anteil 
1 40,24 42 31,11 
2 21,50 2 1,48 
3 57,11 18 13,33 
4 56,15 13 9,63 
5 44,29 35 25,93 
6 42,80 10 7,41 
7 46,53 15 11,11 
 Total 135 100  






K7-Means local opt. 4 Basis WardL 
Cluster mean Objekt 
 
(alter) Anzahl Anteil 
1 56,58 19 14,07 
2 38,60 5 3,70 
3 29,00 6 4,44 
4 44,12 60 44,44 
5 55,15 13 9,63 
6 45,69 26 19,26 
7 28,83 6 4,44 
 
Total 135 100 
 




Tabelle 21: 4 lokale Optima des K-Means-Verfahrens 
Um zu entscheiden, welche Lösung der Datenstruktur am besten angepasst ist, werden in 
Tabelle 21 ebenfalls die Caliński and Harabasz Indices gelistet. Für das lokale Optimum 2 
kann der größte Caliński and Harabasz Index bestätigt werden. Dabei liegt der Index mit 




8,84 über dem Index, der für die 7 Clusterlösung des Ward-Verfahrens (8,00; Tabelle 15) 
berechnet wurde.  
Die weitere Analyse hat somit die Lösung des K7-Means-Verfahrens des zweiten lokalen 
Optimums zur Grundlage. Um die Vergleichbarkeit mit den Ergebnissen des Ward-
Verfahrens zu wahren, erfolgt die Ergebnisdarstellung in der gleichen Struktur. 
Damit ergibt sich die Klassifikation der Objekte nach Tabelle 22. 
Nummer Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7 
1 4 39 9 1 3 16 2 
2 17 49 22 11 7 32 5 
3 20 50 26 84 8 61 6 
4 21 51 30 132 10 87 12 
5 25 58 31  13 99 15 
6 27 98 44  14 120 18 
7 37 121 78  23 122 19 
8 40 124 81  24 127 29 
9 43  97  28  33 
10 45  103  35  34 
11 53  106  38  36 
12 54  111  41  42 
13 55  112  46  48 
14 63  118  47  57 
15 65  131  52  59 
16 66  133  56  67 
17 71  134  60  75 
18 73  135  62  77 
19 74    64  94 
20 80    68  95 
21 83    69  96 
22 85    70  108 
23 89    72  117 
24 100    76    
25 104    79    
26 105    82    
27 107    86    
28 109    88    
29 125    90    
30 126    91    
31      92    
32      93    
33      101    
34   




35   110   
36      113    
37      114    
38      115    
39      116    
40      119    
41      123    
42      128    
43      129    
44      130    
Anzahl 30 8 18 4 44 8 23 
Tabelle 22: Klassifikationsergebnis der Analyse bei Anwendung des K7-Means-Verfahrens 




Nach Tabelle 22 korrespondiert das Cluster 4 des K-Means-Verfahrens vollständig mit 
dem Cluster 1 des Ward-Verfahrens. Gleiches gilt für Cluster 2 des K-Means-Verfahrens 
und Cluster 7 des Ward-Verfahrens. 
Die Darstellung der Lösung in einem Dendrogramm ist bei nicht hierarchischen 
Analyseverfahren nicht möglich.  
7.3.1 Inhaltliche Interpretation der Cluster des K7-Means-Verfahrens 
Zur inhaltlichen Interpretierbarkeit der errechneten Cluster werden bei der Bewertung von 
Verfahren, die die quadrierte euklidische Distanz zur Abstandsbestimmung zwischen den 
Elementen des Datensatzes nutzen, im Wesentlichen Mittelwert- und Streuungsvergleiche 
innerhalb und zwischen den Gruppen durchgeführt.  
Um die direkte Vergleichbarkeit zu realisieren wurden nach Gleichung 56 die z-Werte 
bestimmt. Auf Basis der z-Werte wurden diejenigen Variablen identifiziert, die 
kennzeichnend für das betreffende Cluster sind. Gleichzeitig wird der Homogenitätsindex 
je Variable 𝑯𝑯𝒌𝒌𝒊𝒊 (Gleichung 52) bestimmt.  
Zunächst wird das Cluster 1 der Lösung mit dem K-Means-Verfahren in Tabelle 23 
beschrieben. Das Cluster korrespondiert inhaltlich mit dem Cluster 4 des Ward-Verfahrens. 
 
Tabelle 23: Inhaltliche Interpretationsgrundlage von Cluster 1 K7-Means 
Für die Unfälle in diesem Cluster wird als wesentliches Merkmal der Zusammenstoß mit 
einem Fußgänger ausgewiesen. Diese Unfälle werden weniger am Wochenende als in der 
Woche registriert. Die Fahrer haben dabei keine Mitfahrer. Es gibt in der Regel keine 
weiteren Beteiligten als den Fußgänger. Die Unfälle werden vornehmlich innerorts, an 
Werktagen und an Einmündungen auf Gemeindestraßen aufgenommen. 
Das Cluster beschreibt Unfälle mit Fußgängerbeteiligung. 
Nach der Bewertung des Homogenitätsindex 𝑯𝑯𝒌𝒌𝒊𝒊 sind die Variablen X03, X04, X06, X1002, 
X1401 und X2006 als homogen anzusehen. Obwohl der Zusammenstoß mit einem Fußgänger 
nicht als homogen im Auftreten in Cluster 1 bewertet ist, sind an dieser Stelle 88% aller 
















X03 30 -0,309 0,747 0,557 0,004 0,999 -0,42 keine Mitfahrer 0,44
X04 30 0,161 0,581 0,337 0,001 1,004 0,28 meist 2 Beteiligte 0,66
X06 30 -0,495 0,190 0,036 0,002 0,999 -2,62 geringe Anzahl SV 0,96
X1002 30 -0,345 0,299 0,090 0,001 0,500 -1,16
nicht Abkommen von 
der Fahrbahn rechts
0,82




X1201 30 0,303 0,897 0,804 -0,001 0,498 0,34 an Einmündungen -0,61
X1401 30 -1,480 0,000 0,000 0,001 0,998 #DIV/0! innerorts 1,00
X1503 30 0,823 0,844 0,712 0,002 0,499 0,97 auf Gemeindestraßen -0,43
X2001 30 0,287 0,887 0,787 -0,001 0,504 0,32 am Montag -0,56
X2003 30 0,344 0,969 0,940 -0,003 0,504 0,36 am Mittwoch -0,87
X2006 30 -0,222 0,371 0,137 -0,004 0,502 -0,59 nicht am Wochende 0,73
𝒛𝒛𝒌𝒌𝒊𝒊 𝑯𝑯𝒌𝒌𝒊𝒊




Cluster 2 (Tabelle 24) des K7-Means-Verfahrens korrespondiert vollständig mit dem 
Cluster 7 des Ward-Verfahrens und enthält dabei dieselben Objekte. 
 
Tabelle 24: Inhaltliche Interpretationsgrundlage von Cluster 2 K7-Means 
In Cluster 2 des K7-Means-Verfahrens hatten die Fahrer, die einen Unfall verursachten, 
überdurchschnittlich viele Mitfahrer im Wagen, diese waren überdurchschnittlich alt. Die 
Unfälle weisen, im Vergleich, eine geringe Anzahl an Beteiligten, sowie eine geringe 
Anzahl an Leichtverletzten auf. Dabei wurden die Unfälle an Einmündungen mit Gefälle 
auf Kreisstraßen registriert. Die Unfälle ereigneten sich am Tag und waren durch das 
Abkommen von der Fahrbahn gekennzeichnet. 
Das Cluster beschreibt Unfälle durch das Abkommen von der Fahrbahn am Tag. 
Für das Cluster werden die Variable X1905 und X1906 als vollständig homogen ausgewiesen.  
Cluster 3 des K7-Means-Verfahrens korrespondiert mit dem Cluster 6 des Ward-
Verfahrens. Die Eigenschaften der Unfälle des Clusters 3 sind in Tabelle 25 gelistet. 
 
















X01 8 1,318 1,268 1,609 -0,003 1,003 1,04
hohes Alter der 
Mitfahrer
-0,60
X03 8 0,790 0,820 0,673 0,004 0,999 0,96 hohe Anzahl Mitfahrer 0,33
X04 8 -0,331 1,010 1,020 0,001 1,004 -0,33
geringe Anzahl an 
Beteiligten
-0,02
X07 8 -0,261 0,647 0,419 -0,003 1,006 -0,40 geringe Anzahl LV 0,58
X1001 8 0,148 0,866 0,749 -0,001 0,498 0,17
Abkommen von der 
Fahrbahn nach rechts
-0,50
X1002 8 0,215 0,849 0,720 0,001 0,500 0,25
Abkommen von der 
Fahrbahn nach links
-0,44
X1201 8 0,381 0,968 0,937 -0,001 0,498 0,40 an Einmündungen -0,88
X1202 8 0,338 1,069 1,143 0,000 0,500 0,32 mit Gefälle -1,29




X1504 8 0,368 1,106 1,224 0,000 0,501 0,33 auf Kreisstraßen -1,44
X1905 8 -0,290 0,000 0,000 -0,004 0,502 #DIV/0! nicht 18-22 Uhr 1,00

















X01 18 1,572 1,148 1,317 -0,003 1,003 1,37
hohes Alter der 
Mitfahrer
-0,31
X03 18 1,412 1,088 1,183 0,004 0,999 1,29 hohe Anzahl Mitfahrer -0,18
X06 18 1,608 1,309 1,714 0,002 0,999 1,23 hohe Anzahl SV -0,72
X07 18 -0,185 0,702 0,492 -0,003 1,006 -0,26 niedrige Anzahl LV 0,51





X1205 18 0,434 1,102 1,213 0,000 0,501 0,39 Kreuzung -1,42
X1502 18 0,200 0,751 0,564 0,000 0,497 0,27 Bundesstraße -0,14
X1903 18 0,310 0,828 0,686 -0,002 0,498 0,38
am Tag zwischen 10 
und 18 Uhr
-0,38
X2005 18 0,303 0,907 0,823 -0,001 0,498 0,34 am Freitag -0,65
X2006 18 0,161 0,868 0,754 -0,004 0,502 0,19 am Wochenende -0,50
𝒛𝒛𝒌𝒌𝒊𝒊 𝑯𝑯𝒌𝒌𝒊𝒊




Im Cluster 3 des K7-Means-Verfahrens weisen die Mitfahrer des Unfallverursachers ein 
überdurchschnittlich hohes Alter auf. Dabei ist die Anzahl der Mitfahrer in diesem Cluster 
als überdurchschnittlich zu bewerten. Die Unfälle gehen mit einer hohen Zahl an 
Schwerverletzten einher, während die Anzahl der Leichtverletzten unterrepräsentiert ist. 
Im Wesentlichen sind die Unfälle durch den Zusammenstoß mit einem einbiegenden oder 
kreuzenden Fahrzeug, auf Bundesstraßen bei trockener Fahrbahn gekennzeichnet und 
gehen mit dem Abkommen von der Fahrbahn nach links einher. Die Unfälle ereigneten 
sich am Tag, an Freitagen und Wochenenden zwischen 10 und 18 Uhr. 
Das Cluster beschreibt Unfälle an Kreuzungen. 
Bei der Klassifikation wird lediglich der Variable X07 eine erhöhte Homogenität 
zugewiesen.  
Das Cluster 4, der Lösung mit dem K-Means-Algorithmus, ist in Tabelle 26 beschrieben. 
Das Cluster korrespondiert inhaltlich mit dem Cluster 1 des Ward-Verfahrens und ist in der 
klassifizierten Objektmenge identisch. 
 
Tabelle 26: Inhaltliche Interpretationsgrundlage von Cluster 4 K7-Means 
Cluster 4 des K7-Means-Verfahrens enthält alle Alkoholunfälle aus der Population. Im 
Zusammenhang mit Alkoholmissbrauch sind die gruppierten Unfälle durch das 
Abkommen von der Fahrbahn gekennzeichnet. Im Vergleich zur Gesamtpopulation werden 
erhöhte Werte bei der Anzahl der Mitfahrer registriert. In Unfälle unter Alkoholeinfluss 
sind keine weiteren Verkehrsteilnehmer verwickelt. Begünstigend für das Abkommen von 
der Fahrbahn stellt sich der Straßenverlauf Kurve dar, wobei keine besonderen 
Witterungszustände registriert werden. Alkoholunfälle sind über dem Durchschnitt häufig 
auf Kreisstraßen in den Vormittagsstunden zwischen 6 und 10 Uhr zu verzeichnen. 
Lediglich die Variablen X01, X04 und X08 weisen nach dem Homogenitätsindex 𝑯𝑯𝒌𝒌𝒊𝒊 eine 
erhöhte Homogenität in Cluster 4 des K7-Means-Verfahrens auf. Wird die Variable X08 als 
binäre Variable interpretiert, ist diese in Cluster 4 jedoch als vollständig homogen 
anzusehen. Die anderen zur Charakterisierung des Clusters herangezogenen Variablen 
werden nach dem Index als nicht homogen angesehen. 
















X01 4 0,143 0,452 0,204 -0,003 1,003 0,32 junge Mitfahrer 0,80




X04 4 -0,665 0,670 0,449 0,001 1,004 -0,99 Alleinunfälle 0,55
X08 4 5,653 0,901 0,811 0,003 1,000 6,27 Alkoholunfälle 0,19
X1001 4 0,148 0,935 0,874 -0,001 0,498 0,16
Abkommen von der 
Fahrbahn nach rechts
-0,76
X1002 4 0,420 0,947 0,897 0,001 0,500 0,44
Abkommen von der 
Fahrbahn nach links
-0,79
X1204 4 0,260 0,866 0,750 -0,001 0,498 0,30 keine Charakteristik -0,51
X1206 4 0,400 0,935 0,875 -0,002 0,498 0,43 Kurve -0,76
X1504 4 0,965 1,380 1,904 0,000 0,501 0,70 Kreisstraße -2,80
X1902 4 0,725 1,172 1,374 -0,004 0,502 0,62 Vormittags 6-10 Uhr -1,74
𝒛𝒛𝒌𝒌𝒊𝒊 𝑯𝑯𝒌𝒌𝒊𝒊




Cluster 5 des K-Means-Verfahrens korrespondiert inhaltlich mit Cluster 3 des Ward-
Verfahrens. Die inhaltliche Interpretation erfolgt anhand von Tabelle 27. 
 
Tabelle 27: Inhaltliche Interpretationsgrundlage von Cluster 5 K7-Means 
Die Unfälle, die in diesem Cluster zusammengefasst werden, sind durch ein 
überrepräsentiertes Abkommen von der Fahrbahn in Kurven mit Gefälle gekennzeichnet. 
Die Unfälle werden vornehmlich außerorts bei Nässe registriert. Die Mitfahrer der 
Verursacher sind überwiegend jünger. Die Unfälle sind als Alleinunfälle beschrieben. 
Cluster 7 ist damit als Alleinunfälle durch das Abkommen von der Fahrbahn außerorts bei 
besonderen Witterungsbedingungen gekennzeichnet. 
Das Cluster beschreibt Unfälle aufgrund des Abkommens von der Fahrbahn außerorts. 
Cluster 5 ist nach dem variablenbezogenen Homogenitätsindex als homogenstes Cluster zu 
bewerten. Dabei weisen die Variablen X01, X03, X06, X07 und X1401 einen nach den 
Maßgaben in Kapitel 6.7.4 definierten, ausreichend guten Homogenitätsindex auf.  
Cluster 6 des K-Means-Verfahrens korrespondiert mit dem Cluster 5 des Ward-Verfahrens. 
Die inhaltliche Interpretation erfolgt anhand von Tabelle 28. 
 
















X01 44 -0,463 0,229 0,053 -0,003 1,003 -2,01 keine Mitfahrer 0,95
X03 44 -0,505 0,495 0,245 0,004 0,999 -1,03 keine Mitfahrer 0,75
X04 44 -0,505 0,495 0,245 0,004 0,999 -1,03 Alleinunfälle 0,62
X06 44 -0,604 0,618 0,382 0,001 1,004 -0,95 wenige SV 0,85
X07 44 -0,365 0,385 0,148 0,002 0,999 -1,05 wenige LV 0,85
X1001 44 0,233 0,863 0,745 -0,001 0,498 0,27
Abkommen von der 
Fahrbahn nach rechts
-0,50
X1002 44 0,383 0,829 0,687 0,001 0,500 0,46
Abkommen von der 
Fahrbahn nach links
-0,37
X1201 44 -0,278 0,282 0,079 -0,001 0,498 -0,98 nicht Einmündung 0,84
X1202 44 0,233 0,943 0,888 0,000 0,500 0,25 Gefälle -0,78
X1206 44 0,290 0,812 0,659 -0,002 0,498 0,36 Kurve -0,32
X1401 44 0,621 0,324 0,105 0,001 0,998 1,91 außerorts 0,89

















X01 8 0,790 1,283 1,646 -0,003 1,003 0,62
hohes Alter der 
Mitfahrer
-0,64
X03 8 0,630 1,185 1,404 0,004 0,999 0,53
hohe Anzahl an 
Mitfahrern
-0,41
X04 8 0,671 1,181 1,395 0,001 1,004 0,57
hohe Anzahl an 
Beteiligten
-0,39
X06 8 -0,400 0,368 0,135 0,002 0,999 -1,09 wenige SV 0,86
X07 8 1,791 1,889 3,569 -0,003 1,006 0,95 hohe Anzahl an LV -2,55




X1202 8 0,338 1,069 1,143 0,000 0,500 0,32 Gefälle -1,29
X1204 8 0,448 0,776 0,603 -0,001 0,498 0,58 keine Charakteristik -0,21
X1205 8 -0,230 0,000 0,000 0,000 0,501 #DIV/0! nicht Kreuzung 1,00
X1206 8 -0,208 0,573 0,328 -0,002 0,498 -0,36 nicht Kurve 0,34
X1207 8 -0,120 0,000 0,000 0,003 0,499 #DIV/0! nicht Steigung 1,00
X1401 8 0,670 0,000 0,000 0,001 0,998 #DIV/0! außerorts 1,00
X1502 8 -0,165 0,676 0,457 0,000 0,497 -0,24 0,08
X1503 8 -0,350 0,000 0,000 0,002 0,499 #DIV/0! 1,00
X1505 8 -0,221 0,562 0,316 0,004 0,498 -0,40 0,37
X1604 8 0,705 1,583 2,506 0,002 0,500 0,44 glatt -4,01
auf Autobahnen
𝒛𝒛𝒌𝒌𝒊𝒊 𝑯𝑯𝒌𝒌𝒊𝒊




Im Cluster 6 des K7-Means-Verfahrens haben die Unfallverursacher überdurchschnittlich 
viele ältere Mitfahrer. Die Unfälle sind durch eine hohe Anzahl an Beteiligten 
charakterisiert. Dabei werden wenige Schwerverletzte, dafür mehr Leichtverletzte 
registriert. Im Wesentlichen werden die Unfälle außerorts auf Bundesautobahnen und 
häufiger in Verbindung mit Glätte aufgenommen. In dieser Situation wird 
überdurchschnittlich häufig mit dem vorausfahrenden Fahrzeug zusammengestoßen. 
Das Cluster beschreibt Auffahrunfälle auf Bundesautobahnen. 
Die Homogenitätsbetrachtung der Variablen in Cluster 6 weist die Variablen X06, X1205, 
X1207, X1401 und X1503 als homogen im Cluster aus. 
Cluster 7 des K-Means-Verfahrens korrespondiert mit Cluster 2 des Ward-Verfahrens. Die 
inhaltliche Interpretation erfolgt anhand von Tabelle 29. 
 
Tabelle 29: Inhaltliche Interpretationsgrundlage von Cluster 7 K7-Means 
Unfälle, die im Cluster 7 zusammengefasst werden, sind durch eine erhöhte Anzahl 
Beteiligter gekennzeichnet, während die Anzahl der Mitfahrer unterdurchschnittlich gering 
ausfällt. Die Unfälle werden im Wesentlichen außerorts auf Bundesstraßen registriert. Die 
Konstellation des Zusammenstoßes ist durch den Aufprall auf ein entgegenkommendes 
oder ein einbiegendes bzw. kreuzendes Fahrzeug gekennzeichnet. Dabei werden 
tendenziell mehr Leichtverletzte als im Durchschnitt registriert.  
Das Cluster beschreibt außerorts Unfälle auf Bundesstraßen an Kreuzungen. Die Unfälle 
treten eher in den Nachmittagsstunden auf. 
Die Bewertung der Struktur der Variablen nach dem Homogenitätsindex 𝑯𝑯𝒌𝒌𝒊𝒊 zeigt, dass 
die Variable X1401 vollständig homogen ist. Dazu werden die Variablen X01 und X03 als 
homogen ausgewiesen. Die anderen zur Charakterisierung herangezogenen Variablen 
werden nach dem Homogenitätsindex als nicht homogen ausgewiesen.  
Die Daten für den Mittelwertvergleich der 7 Clusterlösungen des Ward- und K-Means-
Verfahrens werden auf der Daten CD2 in der Datei 
















X01 23 -0,470 0,194 0,038 -0,003 1,003 -2,41 keine Mitfahrer 0,96
X03 23 -0,316 0,575 0,330 0,004 0,999 -0,56 keine Mitfahrer 0,67




X07 23 0,464 1,084 1,176 -0,003 1,006 0,43 tendenziell mehr LV -0,17










X1401 23 0,670 0,000 0,000 0,001 0,998 #DIV/0! außerorts 1,00
X1502 23 0,359 0,729 0,531 0,000 0,497 0,49 auf Bundesstraßen -0,07
X1904 23 0,283 0,766 0,587 0,000 0,504 0,37 eher 14-18 Uhr -0,17
𝒛𝒛𝒌𝒌𝒊𝒊 𝑯𝑯𝒌𝒌𝒊𝒊




7.3.2 Prüfung der Modellanpassung des K7-Means-Verfahrens 
An dieser Stelle sollen wiederum die Indices bezogen auf die Homogenität in den und die 
Heterogenität zwischen den Clustern berechnet werden.  
Die Berechnung des Homogenitäts- und Heterogenitätsindex erfolgt wiederum nach 
Gleichung 53 bzw. 54. 
 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7 
𝑯𝑯𝒌𝒌
𝒉𝒉𝒃𝒃𝒆𝒆 0,868 0,843 0,851 0,858 0,886 0,814 0,880 
𝑯𝑯𝒌𝒌
𝒉𝒉𝒆𝒆𝒎𝒎 0,778 0,824 0,777 0,861 0,770 0,805 0,772 
Tabelle 30: Homogenitäts- und Heterogenitätsindex der Clusterlösung des K7-Means 
Die Analyse des Heterogenitäts- und Homogenitätsindex zeigt, dass die berechneten 
Cluster die Anforderungen an die Homo- und Heterogenität nach Kapitel 6.7.4 erfüllen. 
Die Indices weisen nach der Optimierung durch das K-Means-Verfahren alle einen Wert 
größer als 0,7 auf. 
Im Vergleich zum Ward-Verfahren bleiben die Indices für das Cluster 1 nahezu konstant. 
Die Heterogenitätsindices der Cluster 2 und 3 sinken leicht im Vergleich zu den 
korrespondierenden Clustern 7 und 6 des Ward-Verfahrens. Für das Cluster 4 bleiben die 
Indices nahezu konstant, während die Heterogenität des Clusters 5 im Vergleich zum 
korrespondierenden Cluster 3 des Ward-Verfahrens leicht sinkt. Für die Cluster 6 und 7 
steigen die Heterogenitätsindices ebenfalls, während die Homogenität leicht sinkt. 
Damit verbessern sich durch die Anwendung des K-Means-Verfahrens die Anforderungen 
an die Homo- und Heterogenität in den Clustern. 
7.3.3 Inhaltliche Validitätsprüfung der Clusterlösung des K7-Means-
Verfahrens 
Für das K7-Means-Verfahren soll überprüft werden, ob die Aussagen, die für das Ward-
Verfahren manifestiert wurden, stabil bleiben. Dazu wird in Tabelle 31 wiederum die 
Altersverteilung innerhalb der gebildeten Cluster berechnet. Die Cluster des K7-Means- 
Verfahrens wurden korrespondierenden Clustern des Ward-Verfahrens (Tabelle 19) 
zugeordnet. 
Tabelle 31: Inhaltliche Validitätsprüfung der Cluster des K7-Means-Verfahrens Spaltensummen 
 Ward C1 Ward C2 Ward C3 Ward C4 Ward C5 Ward C6 Ward C7 
Altersgruppe Anteil C4 Anteil C7 Anteil C5 Anteil C1 Anteil C6 Anteil C3 Anteil C2 
bis 25 Jahre 75% 35% 34% 20% 25% 17% 25% 
25 bis 35 Jahre 0% 0% 23% 27% 13% 6% 25% 
35 bis 45 Jahre 25% 9% 5% 13% 38% 0% 0% 
45 bis 55 Jahre 0% 17% 14% 13% 13% 22% 0% 
55 bis 65 Jahre 0% 17% 14% 7% 0% 0% 0% 
über 65 Jahre 0% 22% 11% 20% 13% 56% 50% 
Summe 100% 100% 100% 100% 100% 100% 100% 




Um das Gewicht einer Altersklasse innerhalb eines Clusters am Auftreten in der 
Gesamtpopulation sichtbar zu machen, wurde die Verteilung der Objekte nach 
Altersklassen über alle Cluster in Form der Zeilensummen dargestellt. 
Altersgruppe Anteil C4 Anteil C7 Anteil C5 Anteil C1 Anteil C6 Anteil C3 Anteil C2 Summe 
bis 25 Jahre 8% 21% 38% 15% 5% 8% 5% 100% 
25 bis 35 Jahre 0% 0% 45% 36% 5% 5% 9% 100% 
35 bis 45 Jahre 8% 17% 17% 33% 25% 0% 0% 100% 
45 bis 55 Jahre 0% 21% 32% 21% 5% 21% 0% 100% 
55 bis 65 Jahre 0% 33% 50% 17% 0% 0% 0% 100% 
über 65 Jahre 0% 16% 16% 19% 3% 32% 13% 100% 
Tabelle 32: Inhaltliche Validitätsprüfung der Cluster des K7-Means-Verfahrens Zeilensummen 
Die Kernaussagen des durch das Ward-Verfahren als Ausgangslösung zur Verfügung 
gestellten Clusters bleiben erhalten.  
Der Vergleich der Gewichte der einzelnen Altersgruppen innerhalb eines Clusters weist 
das Cluster 4 des K-Means exklusiv den jungen Verkehrsteilnehmern zu. Jedoch können 
auch innerhalb der Cluster C7, C5 und C2 erhöhte Beteiligungen von jungen Fahrern 
nachgewiesen werden. (Tabelle 31) 
Den älteren Verkehrsteilnehmern wird zunächst das Cluster 2 zugewiesen, hier liegt jedoch 
der Mittelwert des Alters bei etwa 62 Jahren. Bei weiterer Analyse wird deutlich, dass das 
Cluster nach dem Alter zweigeteilt ist und im Wesentlichen (50%) Verkehrsteilnehmer 
über 65 Jahren enthält. Die anderen in diesem Cluster enthaltenen Personen sind zu 25% 
jünger als 25 Jahre. Eine weitere Häufung älterer Verkehrsteilnehmer ist mit 56% 
Clusteranteil in Cluster 3 zu verzeichnen. (Tabelle 31) 
Das Cluster C1 ist nach der Auswertung im Wesentlichen als homogen besetzt zu 
bewerten. Im Cluster 6 werden Personen mit einem Alter zwischen 35 und 45 Jahren 
konzentriert. (Tabelle 31) 
Cluster C5 und C1 weisen des Weiteren eine erhöhte Anzahl von 25 bis 35-Jährigen 
Verkehrsteilnehmern auf. (Tabelle 31) 
Wird die Altersgruppierung als Zeilenbetrachtung über die Cluster vollzogen und dabei die 
manifestierten Cluster C4 und C2 außen vor gelassen, werden Personen mit einem Alter 
von 17 bis 25 Jahren den Clustern C7 und C5 zugeordnet. Personen zwischen 25 und 35 
Jahren werden in den Clustern 5 und 1 konzentriert. Personen zwischen 35 und 45 Jahren 
besetzen vorwiegend die Cluster 1 und 6. Die Verteilung von Personen mit einem Alter 
zwischen 45 bis 55 Jahren ist relativ homogen mit einem Schwerpunkt auf Cluster 5. 
Ältere Verkehrsteilnehmer werden im Schwerpunkt auf die Cluster 7 und 5 verteilt, 
während sich die Senioren im Cluster 3 konzentrieren. (Tabelle 32) 
Die aus dem Ward-Verfahren bekannte Verteilung der Altersgruppen bleibt damit im 
Wesentlichen erhalten. 




7.3.4 Formale Gültigkeitsprüfung der Analysevariablen für das K7-
Means-Verfahren 
Um den Beitrag jeder Variablen zur Trennung der Cluster zu bestimmen, wurde für jede 
Variable nach Gleichung 55 die erklärte Varianz 𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐  berechnet. 
Vm 𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐  Vkm 𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐  Vkm 𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐  VkUZn 𝜼𝜼𝒋𝒋|𝑲𝑲𝟐𝟐  
X01 0,635 X1001 0,092 X1205 0,116 X1902 0,083 
X03 0,463 X1002 0,245 X1206 0,148 X1903 0,068 
X04 0,335 X1006 0,215 X1207 0,042 X1904 0,049 
X05 1,000 X1007 0,143 X1401 0,729 X1905 0,060 
X06 0,464 X1008 0,030 X1502 0,111 X1906 0,029 
X07 0,297 X1009 0,384 X1503 0,410 X2001 0,110 
X08 0,982 X1010 0,355 X1504 0,088 X2002 0,045 
  X1201 0,138 X1505 0,048 X2003 0,140 
  X1202 0,115 X1601 0,062 X2004 0,102 
  X1204 0,049 X1604 0,080 X2005 0,069 
      X2006 0,043 
Tabelle 33: Beitrag der Variablen zur Trennung der Cluster K7-Means 
Nach der Optimierung der Zuordnung durch das K-Means-Verfahren bleiben die 
Ergebnisse bezogen auf die Streuungsanalyse in etwa gleich. Der wesentliche Beitrag zur 
Gruppentrennung wird weiterhin durch die nicht dichotomisierten Variablen geleistet. Die 
Unfallzeit hat an dieser Stelle einen geringeren Beitrag an der Trennung der Gruppen als 
bei der Analyse mit dem Ward-Verfahren. Im Gegenzug verbessern sich die 
Trenneigenschaften, die sich auf den Unfalltag beziehen. Eine wesentliche Verbesserung 
der Trenneigenschaften ist im Bereich der Ortslage des Unfalls zu verzeichnen. 
In Tabelle 34 werden die Variablen zusammengefasst, denen ein Beitrag zur 
Gruppentrennung nicht aberkannt werden kann. 
Variablen, die maßgeblich an der Trennung der 
Gruppen beteiligt sind 
Variablen, die die Trennung der Gruppen 
unterstützen 
X01 Alter Mitfahrer 1 (MF1) X03 Anzahl der Insassen 
X05 Anzahl der Getöteten X04 Anzahl der Beteiligten 
X08 Blutalkoholgehalt X06 Anzahl der Schwerverletzten (SV) 
X14 Ortslage X10 Unfallart 
  X15 Straßenklasse 
Tabelle 34: Variablen, die einen Beitrag zur Gruppentrennung leisten 
Die für die Berechnung notwendige Streuung innerhalb der Gruppen und zwischen den 
Gruppen kann für jede Variable auf der Daten CD2 in der Datei 
12_Streuungsanalyse\Streuungsanalyse.xlsx eingesehen werden. 




8. Auswertung und Interpretation 
In den folgenden Unterpunkten sollen die Ergebnisse aus der Anwendung der 
Unfalldatenclusterung hinsichtlich ihrer Qualität ausgewertet und interpretiert werden. 
8.1 Das Verfahren der Clusteranalyse zur Unfalldatenclusterung 
Die formale Bewertung des Verfahrens der Clusteranalyse bei der Anwendung auf 
Unfalldaten muss differenziert bewertet werden. Im Wesentlichen werden die zu 
erwartenden Gruppen durch das Verfahren aufgedeckt.  
Zunächst konnte bei der Auswahl der Variablen festgestellt werden, dass die umfangreiche 
Listung der Unfalleigenschaften durch mannigfaltige lineare Zusammenhänge der 
Variablen gekennzeichnet ist. Demzufolge musste die Zahl der Eingangsvariablen 
drastisch reduziert werden. Dabei musste, als wesentlicher Nachteil, auf die in den 
Datensätzen dokumentierte Unfallursache verzichtet werden. Der Verzicht auf den 
Unfalltyp wird jedoch durch das Beibehalten der Unfallart kompensiert. Auch diese beiden 
Variablen stehen in enger korrelativer Beziehung. 
Die Stabilität des Verfahrens muss als eingeschränkt bewertet werden. Da es nicht möglich 
war Ausreißer zu identifizieren, enthält der Analysedatensatz Objekte, die nicht eindeutig 
einem Cluster zugeordnet werden können. Weiterhin wurden Verfahren angewandt, die es 
nicht zulassen eine überlappende Clusterstruktur zu beschreiben. Eine überlappende 
Clusterstruktur kann jedoch als wahrscheinlich angenommen werden.  
Die Bewertung einer angepassten Clusterzahl war nicht mit einem eindeutigen Ergebnis 
abzuschließen. Auf der Basis von inhaltlichen Überlegungen und der Auswertung der 
pseudo T-squared Werte wurde eine 7 Clusterlösung als beste Darstellungsvariante 
beschrieben. 
Das Ward-Verfahren stellt zunächst eine Ausgangslösung für das K-Means-Verfahren zur 
Verfügung, dabei finden sich in der Analyse durch das K-Means-Verfahren zwei Cluster in 
gleicher Weise wieder (K-Means C4 = Ward C1; K-Means C2 = Ward C7). Damit können 
diese beiden Cluster als stabil angesehen werden. Die anderen Cluster werden bezüglich 
ihres Streuungsverhaltens optimiert. Dabei stellt das K-Means-Verfahren jedoch nur eine 
lokal optimale Lösung zur Verfügung. Eine den Daten besser angepasste Lösung kann 
somit nicht ausgeschlossen werden. Die inhaltliche Validität der Cluster kann mit gut 
bewertet werden. Alle Cluster besitzen dabei eine Interpretation, die sich im 
Gesamtkontext als nachvollziehbar erweist. 
Bei der Analyse der verwendeten Eingangsvariablen bleibt weiterer Optimierungsbedarf. 
Die originären metrischen Variablen tragen bei der Analyse wesentlich zur Trennung der 
Cluster bei, während die dichotomisierten Variablen schlechte Trennungseigenschaften 
aufweisen und die Streuungsparameter im Wesentlichen schlecht erklären. Dies muss 
jedoch keine zwingende Aussagekraft über die Bedeutung der Variablen zur Trennung 




haben, sondern gibt nur Anhaltspunkte. An dieser Stelle wären weitere Modellanpassungen 
zu überdenken. 
Die Anforderungen an die Homogenität der Objekte in den Clustern sowie die 
Heterogenität der Objekte zwischen den Clustern konnte nach Tabelle 18 und 30 mit gut 
bewertet werden. Dabei führt die Anwendung des K-Means-Verfahrens zu einer 
Verbesserung der Parameter. 
Im Wesentlichen führt die Optimierung der Objektzuordnung durch das K-Means-
Verfahren zu einer Verbesserung aller Maßzahlen zur Beurteilung der Clusterlösung. 
Nach dem Hinzuziehen der nicht mit in die Analyse einbezogenen Variablen des Alters des 
Hauptverursachers eines Verkehrsunfalls, konnte die inhaltliche Validität des Verfahrens 
bestätigt werden. 
Damit kann die durch das K-Means-Verfahren zur Verfügung gestellte Lösung als formal 
gültig angesehen und interpretiert werden. 
8.2 Ergebniszusammenfassung 
Die Clusteranalyse zur Prüfung der in den einleitenden Kapiteln 3 und 4 aufgestellten 
Thesen zum Unfallverhalten der Risikogruppen junger Fahrer und Senioren in der BRD, 
kann die wesentlichen für den univariaten Analysefall zusammengetragenen Eigenschaften 
stützen. Dabei sind die Cluster 4 und 2 des K-Means-Verfahrens gering und im 
Wesentlichen durch Personen der Altersgruppen 17 bis 35 und über 65 Jahre besetzt. 
Nach der Detailanalyse der Verteilung des Alters nach Tabelle 36 können weitere 
Eigenschaften im Zuge der Bewertung von Mittelwerten als Anhaltspunkte für die, die 
Zielgruppe betreffenden, Unfalleigenschaften dienen. Zur Charakterisierung von 
Eigenschaften, die nicht in Clustern auftreten, bei denen der Mittelwert des Alters einen 
eindeutigen Zusammenhang zur Zielgruppe darstellt, können nur solche Variablen 
herangezogen werden, die als homogen verteilt gelten. 
Die Analyse eines Teildatensatzes von Unfalldaten aus Sachsen aus dem Jahr 2012 
beschreibt für junge Fahrer (Risikogruppe bis 25 Jahre) in Tabelle 35 zunächst die 
manifestierten Unfallattribute. Diese korrespondieren weitestgehend mit der univariaten 
Eingangsanalyse. 
Unfalleigenschaften für junge Fahrer bis 25 Jahre in der BRD 2012 Multivariate Analyse Sachsen 2012 
Variable Cluster Decodierung Variablencode  
X08 4 Alkoholunfälle bestätigt 
X04 4, 5 Alleinunfälle bestätigt 
X19 - Unfälle zwischen 18:00 und 5:00 Uhr nicht bestätigt 
X01; X03 4 Hohe Anzahl junger Mitfahrer bestätigt 
X20 - Schwere Unfälle am Wochenende nicht bestätigt 
Tabelle 35: Manifestierte Unfalleigenschaften junger Fahrer 




Die Analyse des Datensatzes konnte für junge Fahrer weitere, in Tabelle 36 formulierte, 
Unfalleigenschaften für das Unfalljahr 2012 und den Raum Sachsen manifestieren. Hierbei 
können die inhaltlichen Eigenschaften der Cluster 5 und 7 des K-Means-Verfahrens als 
relevant für die Altersgruppe der bis 25-Jährigen angesehen werden.  
Der Anteil von Fahrern unter 25 Jahren im Cluster 7 und 5 liegt bei etwa 35%. Dabei ist 
die Verteilung der in der Gesamtpopulation aufgetretenen Fahrer dieser Altersklasse in den 
Clustern mit 21% und 38% relativ hoch und kann zur Bewertung herangezogen werden. 
Weitere Unfalleigenschaften für junge Fahrer  
Variable Cluster Decodierung Variablencode 
X1001; X1002 4 Abkommen von der Fahrbahn nach links und rechts 
X1204 4 Unfälle in Kurvenlagen 
X1902 4 Vormittags 6-10 Uhr 
X03  5 Keine Mitfahrer 
X04 5 Alleinunfälle 
X06 5 Wenige Schwerverletzte 
X07 5 Wenige Leichtverletzte 
X1401 5,7 Außerorts 
X03 7 Keine Mitfahrer 
Tabelle 36: Weitere Unfalleigenschaften der Altersgruppe bis 25 Jahre 
Den Senioren konnte explizit das Cluster 2 des K-Means-Verfahrens zugewiesen werden. 
50% der in diesem Cluster registrierten Unfälle gehen auf einen Verursacher mit einem 
Alter von mehr als 65 Jahren zurück. Weiterhin wurde das Cluster 3 als Seniorencluster 
beschrieben. Der Vergleich mit den in der Bundesstatistik für Senioren relevanten Fehlern 
erfolgt in Tabelle 37. Dabei können nur 3 der aufgestellten Thesen gestützt werden. 
Unfalleigenschaften für Senioren über 65 Jahre in der BRD 2012 Multivariate Analyse Sachsen 2012 
Variable Cluster Decodierung Variablencode  
X1008 - Spurwechselunfälle nicht bestätigt 
X1006 2,3 Ein-, Abbiege- und Kreuzen-Unfälle bestätigt 
- - Wenden-Unfälle nicht bestätigt 
X1006 3 Vorfahrtsfehler bestätigt 
X1009 - Fehler bei der Abstandshaltung nicht bestätigt 
X08 2,3 Kein Alkoholmissbrauch bestätigt 
- - Keine Geschwindigkeitsübertretungen nicht bestätigt 
Tabelle 37: Manifestierte Unfalleigenschaften für Senioren 
In Anlehnung an die Analyse für die jungen Fahrer konnten zusätzlich für die Cluster 2 
und 3 des K-Means-Verfahrens die Unfalleigenschaften nach Tabelle 38 gefiltert werden. 
Dabei wies das Cluster 3 einen Anteil von 56% an Personen auf, die älter als 65 Jahre 
waren. Damit gehören diesem Cluster 32% aller Personen dieser Altersgruppe an. 
Weitere Unfalleigenschaften für Senioren über 65 Jahre 
Variable Cluster Decodierung Variablencode 
X01 2 Hohe Anzahl alter Mitfahrer 
X03 2, 3 Hohe Anzahl Mitfahrer 
X04 2 Geringe Anzahl an Beteiligten 
X1001; X1002 2 Abkommen von der Fahrbahn 
X19 2, 3 Unfälle am Tag (10:00 Uhr - 18:00 Uhr) 
X06 2, 3 geringe Anzahl Leichtverletzter 
Tabelle 38: Weitere Unfalleigenschaften der Altersgruppe über 65 Jahre 




Darüber hinaus können auch für die in Kapitel 3 definierte Vergleichsgruppe 
Unfalleigenschaften definiert werden. 
Zunächst wird die Gruppe der 25 bis 35-Jährigen Unfallverursacher betrachtet. Die 
Unfalleigenschaften dieser Gruppe werden in Cluster 1 und 5 des K-Means-Verfahrens 
zusammengefasst und in Tabelle 39 gelistet. Dabei hatten Personen dieser Altersgruppe in 
Cluster 5 einen Anteil von 23%. Das entspricht einem Anteil von 45% aller Unfälle mit 
Todesfolge in dieser Altersgruppe. Im Cluster 1 ist der Anteil dieser Personen mit 27% 
beschrieben. Das entspricht einem Anteil von 36% dieser Altersgruppe in der Population. 
Unfalleigenschaften für Unfallverursacher von 25-35 Jahren 
Variable Cluster Decodierung Variablencode 
X03 1 Keine Mitfahrer 
X06 1 Geringe Anzahl SV 
X1201 1 An Einmündungen 
X1401 1 Innerorts (nicht außerorts) 
X20 1 In der Woche 
X03  5 Keine Mitfahrer 
X06 5 Wenige Schwerverletzte 
X07 5 Wenige Leichtverletzte 
X1401 5 Außerorts 
Tabelle 39: Unfalleigenschaften der Altersgruppe 25-35 Jahre 
Die Gruppe der 35 bis 45-Jährigen ist im Schwerpunkt durch die Cluster 1 und 6 des K-
Means-Verfahrens beschrieben. Der Anteil der Personen im Cluster 1 wird mit 27% notiert 
während der Anteil in der Gesamtpopulation mit 33% beschrieben ist. Im Cluster 6 wird 
der Anteil der Unfallverursacher mit 38% beschrieben und der Anteil in der 
Gesamtpopulation der Fälle in diesem Cluster beträgt 25%. Nach Tabelle 40 werden 
entsprechend die wesentlichen Unfalleigenschafen der Altersgruppe zwischen 35 und 45 
Jahren ausgewiesen. 
Unfalleigenschaften für Unfallverursacher von 35-45 Jahren 
Variable Cluster Decodierung Variablencode 
X06 1 Geringe Anzahl SV 
X1401 1 Innerorts (nicht außerorts) 
X20 1 In der Woche 
X06 6 Geringe Anzahl SV 
X1401 6 Außerorts 
X15 6 Auf Autobahnen 
Tabelle 40: Unfalleigenschaften der Altersgruppe 35-45 Jahre 
Die Verteilung der Altersgruppe der 45 bis 55-Jährigen ist im Clusterergebnis als homogen 
anzusehen. Der Schwerpunkt liegt dabei im Cluster 5 mit 32% der in der Population 
gruppierten Fälle. 
  




Die Analyse der Altersgruppe von 55 bis 65 Jahren kommt zu dem Ergebnis, dass der 
Schwerpunkt der Unfallverursacher auf die Cluster 5 (50%) und 7 (33%) konzentriert ist. 
Innerhalb der Cluster ist diese Altersgruppe immer durch- bis unterdurchschnittlich 
repräsentiert. 
Unfalleigenschaften für Unfallverursacher von 55-65 Jahren 
Variable Cluster Decodierung Variablencode 
X03  5 Keine Mitfahrer 
X06 5 Wenige Schwerverletzte 
X07 5 Wenige Leichtverletzte 
X1401 5 Außerorts 
X03 7 Keine Mitfahrer 
X1401 7 Außerorts 
Tabelle 41: Unfalleigenschaften der Altersgruppe 55-65 Jahre 
9. Fazit 
Das angewandte 2-teilige Verfahren der Clusteranalyse von Unfalldaten konnte im 
Wesentlichen zeigen, dass bestimmten Unfallmerkmalen auch bei einer multivariaten 
Analyse der Unfalleigenschaften eine Altersabhängigkeit nachzuweisen ist. Weiterhin 
wurde gezeigt, dass sich der Mensch in seinem Leben als Fahrzeugführer stetig entwickelt. 
Bei der näheren Analyse der Altersverteilung in den Clustern (Kapitel 8.2) wurde deutlich, 
dass Fehler, die bei Senioren auf die nach Kapitel 4.2.2 definierten Einschränkungen 
zurückzuführen sind, auch für Fahranfänger gültig sein können, an dieser Stelle jedoch 
anders begründet werden müssen. Jedoch weißt jede der analysierten Gruppen auch 
Alleinstellungsmerkmale auf. Des Weiteren ist, abgesehen von der Gruppe der 45 bis 55-
Jährigen, ein Verlauf der Altersabhängigkeit über die Cluster zu erkennen.  
Das Analyseergebnis gibt dabei Anhaltspunkte für eine zielgerichtete Ausrichtung von 
Präventionsmaßnahmen. Dabei erscheinen alle Cluster als inhaltlich valide. 
Die Analyseergebnisse sollten jedoch in weiteren Betrachtungen manifestiert werden. 
Dabei erscheint es sinnvoll weitere Unfalljahre zu untersuchen, um das Ergebnis zu 
reproduzieren. Auch tiefergehende Untersuchungen zur Anzahl der Cluster sind in 
Betracht zu ziehen, da an dieser Stelle nicht geklärt werden konnte, ob eine andere 
Konfiguration zu stabileren Ergebnissen geführt hätte. Weiterhin wurde deutlich, dass die 
Auswahl der Analysevariablen ebenso Bedarf zur Schärfung hat.  
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Anhang 1:  Analyse Daten,  Daten CD1 
  Inhalt: 
  Analyseverlauf mit allen die Analyse betreffenden Dateien. 
Anhang 2:  Anhang,  Daten CD2 
  Inhalt: 
Alle zusätzlich Analyseergebnisse, die zum Verständnis der im Dokument 
dargestellten Sachverhalte beitragenden. 
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