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Time-dependent light-matter interactions are a widespread means by which to describe control-
lable experimental operations. They can be viewed as an approximation in which a third system -
the control system - is treated as external within the Hamiltonian. This results in non-equivalence
between gauges. We provide a physical example in which each different non-equivalent model coin-
cides with a gauge-invariant description applied in a different experimental situation. The qualitative
final-time predictions obtained from these models, including entanglement and photon number, de-
pend on the gauge within which the time-dependent coupling method is used. This occurs whenever
the interaction switching is sufficiently strong and non-adiabatic even if the coupling vanishes at
the preparation and measurement stages of the protocol, at which times the subsystems are unique
and experimentally addressable. Our results are important for all situations in which specific prop-
erties are sought through fast interaction switching, as may occur for example, within quantum
information, communication, metrology, simulation, control, and thermodynamics.
PACS numbers: 42.50.Pq, 42.50.Ct, 42.50.Ex, 03.67.Bg
I. INTRODUCTION
Exploiting controlled light-matter coupling is impor-
tant for quantum computation [1–5], quantum commu-
nication [6], quantum metrology [7, 8], and quantum
simulation [9, 10]. In the search for scalable platforms
operating at room-temperature, strong light-matter cou-
pling has become of major interest through solid-state
systems, such as semiconductor quantum wells [11, 12]
and dots [13, 14], through two-dimensional [15] and or-
ganic [16] materials, and through superconducting cir-
cuits [5, 17–22]. For most applications it is necessary
to realise and/or manipulate specific quantum states via
Hamiltonians with tunable parameters [20, 23–31].
Time-dependent couplings in cavity QED can be used
to realise a universal set of gates for quantum computa-
tion [32] and ultrastrong ultrafast couplings are proposed
to realise high-fidelity gate implementations using super-
conducting circuits [5]. They are also found in models of
driven systems, such as the extended Rabi-model, which
is important in optimal control theory [33–36]. Quite
generally, external control parameters are central to ther-
modynamics where work is often defined in terms of en-
ergy changes that result from their variation.
In non-relativistic QED tensor-product bipartitions of
the state space are induced by canonical operators. This
is highly non-trivial, because the canonical momenta are
not manifestly gauge-invariant [37]. For example, the
Maxwell field canonical momentum Π in the Coulomb
gauge coincides with the gauge-invariant transverse elec-
tric field Π = −ET but in the Poincare´ (multipolar)
gauge it coincides with the gauge-invariant transverse
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displacement field Π = −DT [37]. These fields differ
by the transverse polarisation PT = DT − ET, which
only vanishes when the light-matter coupling vanishes.
The bosonic annihilation operator aλ(k) for a “photon”
with polarisation λ and momentum k is defined in terms
of the Fourier transform of the canonical field Π [37] im-
plying that for non-vanishing coupling the term “photon”
refers to physically different quanta in the Coulomb and
Poincare´ gauges. Since subsystems are defined differently
in different gauges, approximations performed on subsys-
tem can lead to gauge non-invariance. An example is the
energy-level truncation of a material subsystem [38–41].
The division of light-matter systems into subsystems
has received considerable attention over the past seven
decades, with focus predominantly being placed on the
Coulomb and multipolar gauges [39, 42–45]. The Pauli-
Fierz representation, which attempts to isolate the com-
ponent of the electromagnetic field tied to the material
system, has also been used to calculate radiative correc-
tions [46]. Previous studies have focussed specifically on
establishing gauge-invariance of the S-matrix [37, 47–53],
or else have considered the natural lineshape problem of
spontaneous emission in weak-coupling and Markovian
regimes [43, 44, 54–58].
It is now well-known that QED S-matrix elements cal-
culated using perturbation theory are gauge-invariant at
every order [37, 52, 53]. This result is physically limited
however, because it is a direct consequence of the adia-
batic switching condition definitive of the S-matrix [37].
Beyond scattering theory, Coulomb and multipolar gauge
formulations are used with equal frequency, but almost
always without justification as to why a particular form
has been chosen. This is usually unproblematic within
conventional regimes of weak and slow interactions, but
significant attention has not so far been given to different
subsystem definitions when dealing with the faster and
stronger couplings required for applications.
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2We approach this problem from first principles.
Maxwell electrodynamics is appended with the single ad-
ditional assumption that the interaction between given
material and electromagnetic is time-dependent. This
formalises the widespread practice encountered within
the literature, of using a time-dependent coupling param-
eter. Within this framework different gauges become non-
equivalent. Similar to the effect of material level trunca-
tion, the gauge non-equivalence can be understood as
the result of an approximation, which in this case, is the
treatment of the control subsystem as external within
the Hamiltonian. As with material truncation, the non-
equivalence can be ignored in conventional weak-coupling
regimes wherein canonical QED subsystems are ostensi-
bly unique. In contrast, for sufficiently strong and fast
interactions a justification for choosing a particular form
of coupling must be provided within the context of the ex-
periment being modelled. We show that when using the
time-dependent coupling method, each gauge describes
a different experimental context. As a result, different
qualitative regimes for the final energy exchanged be-
tween the light and matter subsystems can be realised
by varying nothing but the gauge in which the interac-
tion is assumed to be time-dependent.
The task of determining which subsystem definitions
are most operationally relevant in which situations is not
the focus of this work. Indeed, our results indicate that
this can only be determined case-by-case, and at the very
least, it requires an explicit model for the control. We do
not advocate any particular approach to modelling con-
trollable interactions. Instead, we focus on understand-
ing the non-equivalence of the models that conventional
theory provides in the case of strong and non-adiabatic
couplings. To avoid the consequences of our results one
must avoid at least one of the assumptions that are reg-
ularly made, these being the standard definitions of in-
teraction and external control. Our findings are impor-
tant for the numerous applications whose basic aim is to
generate specific properties, such as entanglement or a
certain number of photons. We remark also that sub-
cycle, ultrastrong light-matter interaction switching has
already been achieved within semiconductor micro-cavity
QED systems [18].
II. CONTROLLABLE ELECTROMAGNETIC
INTERACTIONS
A. Definition of interaction and of external control
Maxwell’s equations can be derived from the standard
QED Lagrangian
L = Lm −
∫
d3x
[
jµA
µ +
1
4
FµνF
µν
]
(1)
where Lm and j are the free Lagrangian and the four-
current of an arbitrary material system such that dj = 0,
while F = dA and A are the electromagnetic tensor and
four-potential for an arbitrary electromagnetic system.
All fields are assumed to vanish sufficiently rapidly at
the boundaries of the integration domain. Under a gauge
transformation A → A − dχ, where χ is arbitrary, the
Lagrangian is transformed to one that differs by a total
time-derivative, and which is therefore equivalent to L.
We consider the situation in which material and elec-
tromagnetic subsystems are specified. We then assume
that their interaction can be externally controlled. In
principle, the use of an external control parameter of any
kind must always constitute an approximation of a more
complete description. In most situations however, the
complete description is not available, or else leads to in-
tractable models. The use of a time-dependent control is
then the only option available, and is widespread within
the literature. Our aim is to understand the implications
of this approach when dealing with very fast and strong
interactions.
The first task is to define what is meant by an inter-
action. The definition must be such that when the inter-
action vanishes the theory reduces to two free theories.
A natural approach would be to modify the interaction
Lagrangian density LI = −jµAµ via the replacement
LI → µ(t)LI where µ(t) is a time-dependent coupling
function. However, this alone does not imply that the
interaction vanishes when µ(t) = 0, due to Gauss’ law
∇ ·E = ρ, where ρ = j0 and Ei = F 0i. Instead, a modi-
fied current may be defined as µ(t)j. Whenever µ(t) = 0
one then recovers two independent and free theories with
matter described by Lm, and the electromagnetic subsys-
tem described by LTEM = (E2T −B2)/2 where E = ET
is transverse and B is the magnetic field.
Solving ∇ · E = µ(t)ρ to obtain EL, and replacing jµ
with µ(t)jµ in Eq. (1) yields the Lagrangian
L =Lm + LTEM +
µ(t)2
2
∫
d3x ρφCoul
− µ(t)
∫
d3x [ρA0 − J ·A] (2)
where Ji = j
i, i = 1, 2, 3 and
φCoul(x) =
∫
d3x′
ρ(x′)
4pi|x− x′| . (3)
This formulation accommodates an arbitrary time-
dependent interaction, arbitrary material and electro-
magnetic systems, and arbitrary choice of gauge.
B. Non-equivalent Lagrangians
We now consider a gauge transformation Aµ → Aµ −
∂µχ, which in terms of scalar and vector potentials reads
A0 → A0 − ∂tχ, A→ A +∇χ. (4)
This transforms the Lagrangian L in Eq. (2) as
L→ L+ µ(t) d
dt
∫
d3xρχ. (5)
3The right-hand-side is equivalent to L if and only if µ˙ =
0. Thus, introducing the single additional assumption
that the interaction is controllable, has resulted in non-
equivalence between different gauges.
Since the total electric charge is the conserved
Noether-charge resulting from gauge-symmetry, the non-
equivalence can be understood as a consequence of the
fact that if ∂µj
µ = 0 then ∂νµ(t)j
ν = 0 if and only if
µ˙ = 0. One is naturally lead to seek a different modified
current j˜, which includes the external control µ(t), but
also satisfies ∂ν j˜
ν = 0. We perform this analysis in sup-
plementary note VII A. The construction of j˜ requires in-
verting the divergence operator, which introduces an ad-
ditional, equally significant, gauge arbitrariness into the
formalism. Neither µ(t)j nor j˜ results in a Lagrangian
that provides invariant dynamics under a complete gauge
transformation.
The simplest example consists of a single non-
relativistic point charge −e with position r, such that
ρ(x) = −eδ(x − r) and J(x) = −er˙δ(x − r). Here the
variation of µ(t) could be interpreted as a model for the
motion of an external potential Vext contained in Lm,
which moves in and out of contact with the electromag-
netic fields. The system responsible for the potential can
be called the control system, which in a more complete
description would be included explicitly via additional
dynamical position and momentum variables R and K.
In supplementary note VII B, such a complete descrip-
tion is given and results in a gauge-invariant equiva-
lence class of Hamiltonians. Subsequent approximation
of R(t) as external results in non-equivalent Hamiltoni-
ans Hα(t). This is analogous to the way that material
energy-level truncation results in non-equivalent models
[38–41]. However, material truncation is often readily
avoidable, whereas for systems that are more complex
than a single point-charge or atom, a complete descrip-
tion of the tripartite light-matter-control system may not
be available, much less tractable. This illustrates why a
description of externally controlled interactions is desir-
able and so often employed within the literature.
C. Non-equivalent Hamiltonians
To better understand the implications of the transfor-
mation property (5) we continue to consider the example
of a point charge −e bound in the potential Vext. Choos-
ing the Coulomb gauge ∇·A = 0 implies A = AT. From
Gauss’ law ∇·E = µ(t)ρ we then obtain A0 = µ(t)φCoul.
Instead of the Coulomb-gauge, we could choose the
Poincare´-gauge defined by x · A(x) = 0. We then ob-
tain A(x) = AT(x) + ∇χ1 and A0 = µ(t)φCoul − ∂tχ1
where
χ1(x) = −
∫ 1
0
dλx ·AT(λx). (6)
More generally, we can straightforwardly encode the
choice of gauge in a real parameter α such that
Aα = AT +∇χα, Aα0 = µ(t)φCoul − ∂tχα (7)
where χα = αχ1 with χ1 given in Eq. (6).
If we now apply the canonical procedure to derive the
Hamiltonian we obtain
Hα(t) =
1
2m
[p + eµ(t)Aα(r)]
2
+ Vext + Vself(t)
+
1
2
∫
d3x
[
(Π + µ(t)PαT)
2
+ B2
]
(8)
where
Vself(t) =
µ(t)2
2
∫
d3xρφCoul (9)
is the infinite Coulomb self-energy of the charge, which is
usually taken as renormalising the bare mass and is then
ignored, and where
PαT,i = −eα
∫ 1
0
dλ rjδ
T
ij(x− λr) (10)
is the α-gauge transverse polarisation. Interpreted as
Schro¨dinger picture quantum operators the Hamiltoni-
ans of different gauges are non-equivalent being unitarily
related by a generalised time-dependent Power-Zienau-
Woolley transformation as
Hα
′
(t) = Rαα′(t)H
α(t)Rα′α(t), (11)
where
Rαα′(t) = exp
[
i(α− α′)µ(t)
∫
d3xP1T ·AT
]
. (12)
The non-equivalence of the Hamiltonians for distinct
values of α follows from Eq. (11), which shows that
Hα
′
(t) 6= Rαα′(t)Hα(t)Rα′α(t) + iR˙αα′(t)Rα′α(t), where
the right-hand-side is equivalent to Hα(t).
Eq. (8) gives the α-gauge Hamiltonian with time-
dependent coupling and no approximations have been
made in its derivation, except the use of µ(t) as a model
for a third control system. Note that the canonical coor-
dinate of the electromagnetic subsystem is the transverse
vector potential AT, which is manifestly gauge-invariant.
The α-gauge vector potential Aα appearing in Eq. (8)
is specified as a function of AT given uniquely by Eqs.
(6) and (7). In particular, these equations together with
Eq. (10) imply that eµ(t)Aα(r) can be written
eAα(r) = eAT(r) + α∇r
∫
d3xP1T ·AT. (13)
It is common to perform the electric dipole approxima-
tion (EDA) AT(r) ≈ AT(0) and P 1T,i(x) ≈ −erjδTij(x),
which requires the resonant wavelengths to be long com-
pared with the spatial extent of the material system set
4by Vext. It is also common to neglect the infinite self-
energy of the charge. One then obtains the Hamiltonian
Hα(t) =
1
2m
[p + eµ(t)(1− α)AT(0)]2 + Vext
+
1
2
∫
d3x
[(
Π(x) + αµ(t)P1T(x)
)2
+ B(x)2
]
,
(14)
where P 1T,i(x) = −erjδTij(x). The choice α = 0 provides
the time-dependent version of the well-known “p · A”-
interaction of the Coulomb-gauge, while the choice α = 1
likewise provides the time-dependent version of the well-
known “−er ·Π”-interaction of the Poincare´ gauge. Both
of these interaction forms are commonly found within the
literature. The Hamiltonians of different gauges continue
to be non-equivalent and unitarily related as in Eq. (11)
where now
Rαα′(t) = exp [−i(α− α′)eµ(t)r ·AT(0)] , (15)
which is simply the dipole approximation of Eq. (12).
The canonical formalism explains why the non-
equivalence of the Hα(t) occurs; in different gauges the
theoretical quantum subsystems are defined in terms of
different gauge-invariant observables. In the α-gauge the
field canonical momentum is Π = −ET − αP1T. The
Coulomb and multipolar gauges are special cases with
Π = −ET and Π = −DT respectively, both of which are
gauge-invariant observables. This property of the canon-
ical momenta is a form of vector space relativity. Fur-
thermore, since the “light” and “matter” subsystems are
defined using the canonical operator sets {AT,Π} and
{r,p}, they can also only be specified relative to a choice
of gauge. The interaction being externally controllable
constitutes a different physical assumption when imposed
on different physical subsystems. Thus, each Hα(t) de-
scribes a different experimental protocol, in which a dif-
ferent interaction is being controlled. This will be demon-
strated directly by way of example in Sec. IV B.
Presented with an experiment that we are asked to
model using a time-dependent coupling, we possess an
infinity of non-equivalent models Hα(t) which for each
different value of α, we know to model a different exper-
imental protocol. Without an argument to choose be-
tween the available models an ambiguity is encountered.
Determining the correct model may be difficult, because
as we shall see, the theoretical subsystems differ between
gauges only in their description of virtual processes.
In weak-coupling regimes involving sufficiently adia-
batic interactions the “ambiguity” described above is un-
problematic, because its consequences are usually negligi-
ble in practical calculations. This is no longer the case in
sufficiently strong-coupling non-adiabatic regimes where,
as is apparent in Eq. (23) below, α-dependent compo-
nents of the interaction V α(t) are not negligible.
III. TOY MODEL
Time-dependent interactions between subsystems arise
in many and diverse areas of physics. We consider a
simple light-matter system, which serves to demonstrate
our results in the most transparent way. We emphasise
however, that the implications of our findings are not
limited to any one system, rather, they are a generic
feature of canonical QED. Our aim is to determine the
dependence of final properties on the chosen definitions of
the light and matter subsystems during their interaction.
A. Time-dependent Hamiltonian
We suppose that a charge −e is confined in all spatial
dimensions except the direction ε of the polarisation of
a single cavity-mode, in which it is bound harmonically.
The position operator is r = rε and the conjugate mo-
mentum is p = pε. The material canonical commutation
relation is [r, p] = i. The field canonical commutation
relation is, in the general case, given by
[Ai(x),Πj(x
′)] = iδTij(x− x′). (16)
Discretising the modes within a cavity volume v the fields
can be expanded in terms of photon creation and annihi-
lation operators. Restricting the fields to a single mode
kλ then gives
AT(x) = gε
(
a†e−ik·x + aeik·x
)
, (17)
Π(x) = iωgε
(
a†e−ik·x − aeik·x) , (18)
where g = 1/
√
2ωv, ω = |k|, ε ≡ εkλ is orthogonal
to k, and a ≡ akλ with [a, a†] = 1. Eqs. (17) and (18)
imply that the cavity canonical operators now satisfy the
commutation relation
[AT,i(x),Πj(x
′)] =
iεiεj
v
cos [k · (x− x′)] . (19)
In the dipole approximated Hamiltonian of Eq. (14)
the fields are evaluated at the dipolar position 0. The
Hamiltonian can therefore be expressed entirely in terms
of the cavity variables A = ε ·AT(0) and Π = ε ·Π(0).
According to Eqs. (17) and (18), the commutator of these
variables is [A,Π] = i/v. Comparing this commutator, or
the commutator in Eq. (19), with Eq. (16), reveals that
the transverse delta-function is given within the single-
mode approximation by
δTij(0) =
∫
d3k
(2pi)3
∑
λ
ελ,iελ,j −→ 1
v
εiεj . (20)
It follows that the polarisation self-energy term in the
Hamiltonian becomes within the EDA and single-mode
approximations
1
2
∫
d3xPT(x)
2 =
e2
2
rirjδij(0) −→ e
2
2v
r2. (21)
5The dipole and single-mode approximations have no bar-
ing on gauge invariance/non-invariance, because whether
they are performed or not, the Hamiltonians Hα(t) are
equivalent if and only if µ˙ = 0. The approximations are
used here to enable a simple and transparent example.
Material bosonic ladder operators can be defined as b =√
1/2mωm(mωmr+ip) with [b, b
†] = 1. The Hamiltonian
in Eq. (14) can now be written
Hα = H0 + V
α (22)
where H0 = ω(a
†a+ 1/2) + ωm(b†b+ 1/2) and
V α =
η(t)2ω
4
[
(1− α)2(a† + a)2 + δα2(b† + b)2]
+ iu−α (t)(ab
† − a†b) + iu+α (t)(a†b† − ab) (23)
with η(t) = eµ(t)/(ω
√
mv) a dimensionless coupling pa-
rameter, δ = ω/ωm, and u
±
α (t) = η(t)ωm
√
δ[(1 − α) ∓
δα]/2.
B. Bare-energy conservation, and α-independent
predictions
In QED material systems are often interpreted as sur-
rounded by a cloud of virtual photons [37, 46, 59–62].
Two examples of virtual processes are those described
by the terms ab and a†b† having a coupling strength
u+α (t) in Eq. (23), which are number non-conserving
and so do not commute with H0. When only consid-
ering processes that conserve the bare energy H0 one
obtains α-independent subsystem predictions despite the
α-dependence of the subsystems themselves. In par-
ticular, the QED S-matrix provides transition ampli-
tudes between (subsystem) eigenstates of H0, but is α-
independent, because it describes “real” processes that
conserve H0 [53]. Virtual emission and absorption events
can be defined as those that do not conserve H0.
Inspection of Eq. (23) reveals directly, that different
subsystem divisions only differ in their description of vir-
tual processes. All number non-conserving terms in Eq.
(23) are α-dependent, whereas the remaining number-
conserving part is α-independent at resonance, which is
precisely when this term conserves the bare energy, i.e.,
i
2
ωmη(t)[H0, (ab
† − a†b)] = 0. (24)
Despite the α-dependence of the subsystems themselves,
within the approximation of retaining only the inter-
action term in Eq. (24) all α-dependence drops out
of the theory. This approximation is valid in the tra-
ditional regime of weakly-coupled nearly-resonant sys-
tems, a regime that can be understood as a gauge-
nonrelativistic. Therein, one can pretend that the canon-
ical momenta represent the same physical observables in
every gauge, implying that the associated quantum sub-
systems, “light” and “matter”, are ostensibly unique. In
truth, this is not the case, and the pretence cannot be
sustained if the required approximation is not valid.
The idea of separating off the virtual photon cloud as
a component of the electromagnetic field that is perma-
nently tied to the material system was considered early
on within the so called Pauli-Fierz representation [46].
More recently, the conversion of ground state photons
to real (measurable) photons has received renewed inter-
est in various contexts including semiconducting and su-
perconducting [63, 64], electroluminescent [65], and lossy
[66] systems. Ref. [67] shows how time-dependent elec-
tromagnetic pulses might be used for the conversion.
Theoretically, a representation in which ground state
virtual photons are eliminated can be realised as a special
case of the α-gauge framework [39, 42–44]. In Eq. (23)
this is achieved by choosing α = αg ≡ 1/(1 + δ), which
implies u+α (t) ≡ 0. The interaction Hamiltonian linear in
η(t) then has number-conserving form. The components
quadratic in η(t) can be removed by purely local Bugoli-
ubov transformations (see Supplementary Note VII D).
In this representation the ground state has the form of a
bare vacuum, meaning that the virtual photons dressing
the ground state have been included implicitly within the
bare states (see Supplementary Note VII D).
Quite generally, probability amplitudes for processes
connecting eigenstates of H0 are weighted by a function
that depends both on the energy difference between the
unperturbed states and on the interaction duration [46].
This function has a dominant peak when the energy dif-
ference is zero, and the peak has a width on the order of
the inverse of the interaction duration [46, 59, 68]. Thus,
a loosely holding (bare) energy-time uncertainty relation
emerges, according to which (α-dependent) virtual pro-
cesses occur over relatively short time scales [46, 59, 68].
In the opposite extreme of infinite interaction times the
weighting function of the energy difference becomes a
delta-function, and one recovers the definition of the S-
matrix [46].
When dealing with fast and strong interactions, a
model corresponding to α = 0 or α = 1, which are both
commonly chosen gauges in light-matter theory, will not
generally produce even qualitatively accurate predictions
if the underlying physics of the system is more correctly
described by an interaction corresponding, for example,
to α ∼ αg = 1/(1 + δ). In fact, even conventional gauges
α = 0 and α = 1, generally give significantly different
physical predictions when the coupling η(t) is ultrastrong
and ultra-fast, because the two models possess different
dependences on the underlying model parameters.
IV. EXAMPLE: UNIFORM MOTION
THROUGH A CAVITY
A. Time-dependent Hamiltonian
As a concrete example to show how the non-
equivalence of the Hamiltonians Hα(t) results from an
6FIG. 1: A cavity of length L supporting standing waves in
the z-direction and a Gaussian perpendicular mode profile
with waist wc is depicted, along with a dipole −er oscil-
lating with frequency ωm. At t = 0 the cavity and dipole
are non-interacting. The dipole follows a classical trajectory
R(t) through the cavity, entering the cavity at t0 and exit-
ing at t0 + τ . The Hamiltonian for this system is derived
in supplementary material VII C and can be realised using a
time-dependent coupling φ(R(t)) =: µ(t) as in Eq. (29).
approximation, we consider a hydrogen atom consist-
ing of a charge +e with mass m2 at r2 and a charge
−e with mass m1 at r1. The charge and current den-
sities are ρ(x) = e[δ(x − r1) − δ(x − r2)] and J(x) =
e[r˙1δ(x− r1)− r˙2δ(x− r2)]. Within the EDA
ρ(x) = er · ∇δ(x−R), (25)
J(x) = −er˙δ(x−R) + eR˙(r · ∇)δ(x−R), (26)
where r = r1 − r2 is the relative position between the
charges and R = (m1r1+m2r2)/(m1+m2) is the position
of the centre-of-mass. The second term on the right-
hand-side of Eq. (26) ensures the conservation of charge
∂µj
µ = 0, and also ensures that the dipole’s interaction
with the electric field induced by the atomic motion in
the lab frame is properly included. In particular, in the
multipolar-gauge this term correctly ensures the presence
of the Ro¨ntgen interaction. The current can be obtained
from the non-relativistic transformation ρ = ρ′, J = J′+
R˙ρ′, which relates the (primed) atomic rest frame to the
(unprimed) lab frame in which R = R˙t with R˙ 6= 0. The
α-gauge polarisation field is
PαT,i(x) = −eαrjδTij(x−R) (27)
and the associated magnetisation field Mα is such that
∇×Mα = JT − P˙αT. In the multipolar gauge α = 1 we
obtain the expected multipolar expressions. In particu-
lar, ∇×M1(x) = −e∇× [r× R˙δ(x−R)].
Eqs. (25), (26) and (27) can be used within the La-
grangian of Eq. (1) and the α-gauge Hamiltonian can
be derived with r, R, and AT as canonical coordinates.
Details are given in Supplementary Note VII B. If we
approximate the centre-of-mass position R as externally
prescribed within the Hamiltonian then we obtain a bi-
partite quantum system and the Hamiltonians of differ-
ent gauges become non-equivalent, being given by
Hα(t) =
1
2m
[p + e(1− α)AT(R(t))]2 + V (r)
+
1
2
∫
d3x
[
(Π + PαT(t))
2 + B2
]
, (28)
where PαT(t) is explicitly time-dependent due to its
dependence on R. This expression clearly has the
same structure as Eq. (8) and its dipole approxima-
tion, Eq. (14), which were obtained by assuming a time-
dependent coupling.
In Supplementary Note VII C we specialise the above
Hamiltonian to the case of a Fabry-Perot Gaussian cav-
ity mode with mirrors orthogonal to the z-direction, as
depicted in Fig. 1. Assuming as before that r = rε and
p = pε, and that the atomic potential energy V (r) is
harmonic, the Hamiltonian reads
Hα(t) =
1
2m
[p+ e(1− α)A(R(t))]2 + mω
2
m
2
r2
+ e2
α2r2
2v
|φ(R(t))|2 − eαrΠ(R(t))
+ ω
(
a†a+
1
2
)
, (29)
where φ(x) = eikze−(x
2+y2)/w2c is a Gaussian mode en-
velope, with wc the Gaussian beam waist. We assume
the path of the atom to be in the xy-plane such that
zˆ ·R(t) = 0. The cavity canonical operators are given by
A(t,x) =
1√
2ωv
[φ∗(x)a†(t) + φ(x)a(t)], (30)
Π(t,x) = i
√
ω
2v
[φ∗(x)a†(t)− φ(x)a(t)]. (31)
Letting φ(R(t)) = µ(t), we see that the Hamiltonian in
Eq. (29) is identical to that defined in Eq. (22), which
was in turn obtained from Eq. (8). This substantiates
our earlier claim that the non-equivalence of the mod-
els within the time-dependent coupling method can be
understood as a consequence of an approximation.
Uniform motion of the dipole in and out of the cav-
ity is described by a Gaussian function µ(t). Significant
α-dependence of final predictions occurs when the inter-
action time τ ∼ wc/ν (ν = R˙) is comparable to the cycle
time 1/ωm. In the case of a micro-cavity with wc = 20µm
and ωm in the microwave regime, this requires ν ∼ 10−3c,
which is non-relativistic. We assume that the system
is initially non-interacting (µ(0) = 0) and starts in the
ground state |0, 0〉. The interaction is switched on at
time t0 > 0, and switched-off at t0 + τ > t0. Thus, at the
preparation and measurement stages the definitions of
7FIG. 2: η = 1 and δ = 1/2. The average number of photons
is plotted with time in units of tb = wc/ν assuming an initial
state |0, 0〉. The beam waist is wc = 20µm, ωm is chosen in
the microwave regime (energy ∼ 10µeV) and ν = 10−3c where
c is the speed of light. The beam transit time is defined by
tb = wc/ν. The final values are given where curves become
straight, and are clearly different for different α.
the quantum subsystems are unique. In Fig. 2 the num-
ber of cavity photons is plotted as a function of time with
wcωm/ν ∼ 1, η = 1, and α = 0, 1, αg. The three gauges
give different residual photon populations within the cav-
ity after the interaction has ceased, consistent with the
suggestion of the energy-time uncertainty relation. For
longer and slower interaction switching and weaker cou-
plings all photon populations return to zero independent
of α. In contrast, when the interaction switching is on
the order of a bare cycle and the coupling is sufficiently
strong, there is a significant probability that virtual pho-
tons created near the beginning of the switch-off are not
reabsorbed before the atom has exited the cavity. They
therefore detach and are left behind, remaining inside the
cavity. This cannot occur however, for values of α ∼ αg
for which ground state photons are not explicit.
B. Gauge-invariant class of approximate
Hamiltonians
In the case of a sufficiently simple moving bound-
charge system, as considered above, a gauge-invariant
set of Hamiltonians can be derived. This can only be
achieved by starting with an explicit model for the con-
trol system and requires making the approximation that
this control is external at the Lagrangian level, rather
than at the Hamiltonian level. The procedure is not gen-
erally equivalent to assuming a time-dependent coupling.
In the case of the hydrogen atom within the EDA, if R
is treated as external at the Lagrangian level, such that
prior to the transition to the canonical formalism only
r and AT are dynamical variables, then the resulting α-
gauge Hamiltonian, denoted H˜α(t), is given by
H˜α(t) =Hα(t) + eR˙ · [(r · ∇)AT(R)]
− eαR˙ · ∇[r ·AT(R)] (32)
where Hα(t) is given in Eq. (28). Full details of the
derivation are given in Supplementary Note VII B. Un-
like the Hamiltonians Hα(t), as Schro¨dinger picture op-
erators the Hamiltonians H˜α(t) satisfy
H˜α(t) = R0αH˜
0(t)R†0α + iR˙0αR
†
0α (33)
such that Hamiltonians belonging to distinct gauges are
equivalent. It is instructive to consider the multipolar-
gauge example;
H˜1(t) =
p2
2m
+ V (r) +
1
2
∫
d3x
[
(Π + P1T)
2 + B2
]
+ er · [R˙×B(R)]. (34)
The final term in this expression describes the Ro¨ntgen
interaction in which the dipole experiences an effective
electric field R˙ × B(R) due to the gross motion in the
lab frame [51, 69, 70]. Such an interaction also ap-
pears in the complete Hamiltonian derived by keeping
R as a dynamical variable where it manifests via a non-
mechanical canonical momentum K = MR˙+er×B(R).
The Ro¨ntgen interaction term is lost when R = R˙t is
prescribed as external within the complete Hamiltonian,
which results in Eq. (28).
We have seen that assuming a time-dependent coupling
leads to non-equivalent models Hα(t), as does approxi-
mating the control as external within the Hamiltonian,
and we have given a physical example [Eq. (29)] in which
these procedures give the same result. In general, nei-
ther procedure is equivalent to approximating the con-
trol as external in the Lagrangian, which results in the
gauge-invariant class {H˜α(t)}. However, for specific clas-
sical paths R(t) and operators r and AT(x) within Eq.
(32), it may be possible to find a value of α for which
H˜α(t) = Hα(t). When using H˜α(t) any value of α can
be chosen as the final predictions will necessarily be α-
independent. Let us therefore suppose that these pre-
dictions are “correct” (albeit approximate). In contrast,
not just any value of α can be chosen when using Hα(t).
Rather, the fixed values of α for which Hα(t) = H˜α(t)
are those allowed in order to obtain “correct” results us-
ing Hα(t). Such solutions for α do exist when considering
uniform motion within the simple model of Eq. (29).
Taking the fields given by Eqs. (30) and (31), we as-
sume that R(t) = (h − νt)xˆ, implying uniform motion
R˙ = −νxˆ from an initial position hxˆ outside of the cav-
ity. Under these conditions the difference H˜α(t)−Hα(t)
is given by
eR˙ · [(r · ∇)AT(R)]− eαR˙ · ∇[r ·AT(R)]
=
eν√
2ωv
φ(R)εirj
·
[
iωxˆizˆj(a
† − a)− 2R
w2c
(αδij − xˆixˆj)
(
a† + a
) ]
. (35)
It is straightforward to verify that for α = 1 the right-
hand-side of this expression coincides with er · [R˙× (∇×
8FIG. 3: All parameters are as in Fig. 2. The average number
of photons is plotted with time in units of tb = wc/ν assuming
an initial state |0, 0〉. The dynamics are generated by H˜α(t)
and we have assumed cos θ = 0. As expected, during the in-
teraction window the average photon number differs between
gauges. However, in contrast to Fig. 2 all gauges predict the
same final value. Because we have chosen cos θ = 0, the final
value coincides with that predicted by H0(t). It is therefore
identical to the final value of the α = 0 curve in Fig. 2
AT(R))] as required [cf. Eq (34)]. Since the coefficient of
a†−a on the right-hand-side is α-independent, there is no
choice of α for whichHα(t) = H˜α(t) in general. However,
if we make the simplifying assumption that r = rε [giving
Hα(t) as in Eq. (29)], then we obtain
H˜α(t)−Hα(t) = −eµ˙(t)rA(0) [α− cos2 θ] (36)
where µ(t) = φ(R(t)) and cos θ = ε · xˆ. Notice that if
the switching µ˙ is sufficiently slow then H˜α(t) = Hα(t)
independent of α. More generally however, the “correct”
value of α, i.e., the value for which Hα(t) = H˜α(t), de-
pends on the orientation of the mode polarisation and
dipole moment ε relative to the direction of motion xˆ.
In agreement with our analysis in Sec. II C, the
Hamiltonians Hα(t) are seen to describe different phys-
ical experiments each of which can be described us-
ing H˜α(t), which yields gauge-invariant final predictions.
The Hamiltonians H0(t) and H1(t) provide two extremal
cases. Specifically, H0(t) = H˜0(t) describes the situ-
ation in which θ = ±pi/2 (ε and xˆ orthogonal), while
H1(t) = H˜1(t) describes the situation in which θ = 0, pi
(ε and xˆ parallel). These two cases can be deduced di-
rectly from Eqs. (32) and (34). If R˙ · AT = 0, then
choosing α = 0 in Eq. (32) yields H0(t) = H˜0(t). If
R˙ and r are parallel then the Ro¨ntgen term in Eq. (34)
vanishes, so H1(t) = H˜1(t).
In Fig. 3 the average number of photons is plotted as
a function of time found using H˜α(t). As expected, the
number differs between gauges when η 6= 0, due to the
inherent relativity in the definition of the light quantum
subsystem, but in contrast to the predictions obtained
using Hα(t) (cf. Fig. 2), in Fig. 3 all gauges predict
the same final value. Since we have chosen cos θ = 0,
this final value coincides with that predicted by H0(t)
as given by the curve for α = 0 in Fig. 2. Similarly, if
cos θ = 1 the final value coincides with that predicted by
H1(t), which is given by the α = 1 curve in Fig. 2.
Considering a uniform distribution of random orienta-
tions θ the average of Eq. (36) is
E[H˜α(t)−Hα(t)]θ = −eµ˙(t)rA(0)
[
α− 1
2
]
. (37)
At resonance (δ = 1) the Jaynes-Cummings gauge αg =
1/(1+δ) now gives the “correct” value, but the difference
|1/2 − αg| increases as the detuning moves away from
resonance.
The results of this section illustrate a number of impor-
tant points: In certain idealised cases there exist values
of α for which the time-dependent coupling method coin-
cides with the gauge-invariant method of approximating
the control system as external in the Lagrangian. The
determination of such values cannot be made without re-
course to the more complete description. Furthermore,
these “correct” values change when one considers a dif-
ferent microscopic arrangement of the system. Thus, as
we concluded in Sec. II C, the Hamiltonians Hα(t) de-
scribe different physical experiments. In particular, for
predicting the residual photon population leftover after a
time-dependent interaction has been switched-off, there
is no one gauge that is always “correct”. It is certainly
not the case that the Coulomb-gauge is always correct,
which contradicts the claim of Ref. [40].
V. GENERAL TIME-DEPENDENT COUPLING
We have shown that the Hamiltonians Hα(t) describe
different microscopic arrangements of a physical setup,
that is, they describe different experimental contexts.
Thus, if the predictions of the Hα(t) are approximately
the same, then they are approximately independent of
experimental context. We only expect this to be the case
in gauge non-relativistic regimes, such the subsystems
can be viewed as approximately unique even when cou-
pled. This is a general feature of canonical QED, which
is not restricted to any one system type. Indeed, a tune-
able coupling function could be used to model any time-
dependent interaction, such as those realised by address-
ing specific states of an atomic system [18], or laser driven
systems [46]. Switchable interactions are also commonly
encountered in superconducting circuits [20].
It is seldom the case that the control subsystem will
admit a straightforward explicit model, as we have been
able to provide for the simple atom-cavity example con-
sidered so far. It is therefore important to understand
more generally, when and how strongly predictions ob-
tained using a time-dependent coupling will depend on
experimental context. To this end we consider the gen-
eral coupling function
µ(t) = 1− tanh
(
st0
2
)
sinh2
(
s
2
(
t− τ2 − t0
))
cosh
(
s
2 (t− t0)
)
cosh
(
s
2 (τ + t0 − t)
) . (38)
9This is a smoothed box-function with a maximum of one
at t = t0 + τ/2, such that µ(t0) ≈ 1/2, and τ is roughly
the full-width at half maximum. The parameter s con-
trols the smoothness of the switch-on. Through tuning of
parameters this general coupling function can take a va-
riety of forms, including close resemblance to a Gaussian,
as occurs for uniform atomic motion through a Gaussian
cavity. In what follows we determine the dependence
on α of the final light and matter properties that result
from the dynamics generated by Hα(t) in non-adiabatic
strong-coupling regimes.
A naive example of time-dependent coupling comprises
instantaneous switching of a constant interaction, but
here the free evolution before and after the interaction
window does not alter the physical quantities of interest.
Predictions for the case of a constant interaction in the
ground state |G〉 of the full Hamiltonian Hα are given in
Supplementary Note VII D.
A more realistic interaction switching is smooth, re-
quiring finite time. We therefore use the general cou-
pling function given in Eq. (38). The dynamics of the
system are found by numerically solving the closed set
of differential equations for correlations of the form 〈xy〉
where x, y = a, a†, b, b†. For an initial Gaussian state
these correlations suffice to completely characterise the
final state [71]. We find that significant α-dependence of
final predictions occurs if the interaction switching time
is ultra-fast, i.e., of the order of a bare cycle ω−1, ω−1m ,
and the coupling is sufficiently strong. For longer switch-
ing times predictions from different gauges converge as
the interaction is switched-off, such that no differences
remain by the end of the protocol. Fig. 4 shows the av-
erage number of photons in the cavity as a function of
time, when the switching time is roughly 4/ωm and the
system starts in the ground state |0, 0〉 of H0 = Hα(0).
Again, both initially and finally there is no ambiguity
in the definitions of the light and matter systems, which
are uncoupled. Relevant sub-cycle, ultrastrong couplings
have already been achieved in cavity QED [18].
Since the systems are initially uncoupled it is natural
to assume that they are not correlated. Correlations may
then build-up due to the subsequent interaction. Fig.
(5) shows the final mutual information I(α) at a time t
after the interaction has ceased. It exhibits a diversity
of behaviours depending on the values of α, η and δ.
As shown in Fig. 5, if α = αg the interaction does not
generate any correlations for the values of η and δ chosen.
To exemplify the importance of our results, we show
that due to the time-dependence of the interaction even
the qualitative predictions for energy exchange depend
strongly on α. To this end we consider a situation
where the systems are not initially isolated from their
environments. We therefore consider an initial prod-
uct state of two Gibbs states ρ(0) = ρeqm(βm) ⊗ ρeqc (βc)
where ρeqm(βm) = e
−βxHx/tr(·), x = m, c with Hm =
ωm(b
†b + 1/2) and Hc = ω(a†a + 1/2). These states
result if before their interaction the systems have sepa-
rately weakly-coupled and equilibrated with Markovian
FIG. 4: Starting at t = 0 in the ground state |0, 0〉 of H0 =
Hα(0), the average number of photons 〈a†a〉t in the cavity is
plotted with time. The switch-on function µ(t) is shown in
Fig. 5 and is such that the switch-on time is roughly 4/ωm.
The remaining parameters are η = 1 and δ = 1/2, and ωm is
in the microwave regime. The final values after the interaction
has ceased are given where the curves level-off, and are clearly
different for different α.
FIG. 5: Starting at t = 0 in the ground state |0, 0〉 of H0 =
Hα(0), the mutual information I(α) at a final time t long
after the interaction has been switched-off, is plotted as a
function of α for various combinations of δ and η. The inset
shows the coupling envelope µ(t) as a function of time. The
interaction duration given by the difference in the dashed lines
is τ = 10/ωm with ωm chosen in the optical range. The switch
on occurs at roughly t0 = τ/2 and the chosen value of s gives
a switching time, represented by the arrow, of roughly 4/ωm.
The α-dependence of I(α) varies significantly depending on
the regime considered. I(α) is symmetric about the minimum
of zero at αg = 1/(1 + δ) for all δ and η. The α-dependence
tends to be more pronounced further from resonance and for
stronger coupling.
environments at the corresponding temperatures β−1m and
β−1c . For generality we do not assume these temperatures
are equal. If the subsequent light-matter interaction is
relatively short on the order of ω−1m as in Figs. 5 and 6,
and is also ultrastrong, then a clear separation of time
and energy scales emerges. Weak environmental inter-
actions can therefore be ignored over the time-scales of
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FIG. 6: η = 1 and δ = 3 with τ, s, and ωm as in Fig. 5.
βc corresponds to room temperature while βm = 2βc. The
final subsystem energy changes and net work are plotted with
α. The net work and ∆Ec are always positive, while ∆Em
becomes negative for certain α implying that energy has left
the initially cooler system and has entered the initially hotter
system. This is due to the non-zero net work input.
interest.
Using the unitarity of the dynamics it is straightfor-
ward to show that changes in the energies of the sub-
systems defined by ∆Ex = tr[ρx(t)Hx] − tr[ρeqx Hx] with
x = m, c, are bounded according to βm∆Em + βc∆Ec ≥
I ≥ 0 [72, 73]. If the interaction is also such that there
is no net input of work, i.e., 〈∆Hα(t)〉 ≡ 〈∆H0〉 ≡
∆Em + ∆Ec = 0, then we obtain (βm − βc)∆Em ≥ 0.
Thus, without a net input of work, energy cannot move
from the initially cooler to the initially hotter system.
On the other hand if ∆Em + ∆Ec 6= 0 then by the end
of the interaction the initially cooler system may have
lost energy, with an accompanying increase in energy of
the initially hotter system. Alternatively, both subsys-
tems may simply gain energy due to the non-zero net
work. The final energy that has been exchanged between
the systems after the protocol has finished is shown as a
function of α in Fig. 6. It is clear that different qualita-
tive thermodynamics can be realised by varying only the
parameter α, which controls the gauge. We express once
more that these qualitative differences in final properties
occur even though the subsystems are uniquely defined
at both the initial and final times.
VI. CONCLUSIONS
We have studied the implications of gauge-freedom
for subsystem properties in QED, when dealing with
tuneable non-adiabatic, strong-coupling. When the cou-
pling is non-vanishing there are infinitely many non-
equivalent definitions of the quantum subsystems. For
strong enough coupling “light” and “matter” subsystem
properties like entanglement and photon number, are
significantly different for different subsystem definitions.
These differences persist in the case of tuneable interac-
tions, and become increasingly pronounced as the cou-
pling switching increases in strength and speed.
In these regimes using a time-dependent coupling
function implies that each choice of gauge results in
a different Hamiltonian, each of which describes a
different physical experiment. We have shown that if a
time-dependent coupling function can legitimately be
used, then one must also identify the correct choices of
gauge to use with it. The correct choices will depend on
the specific setup being addressed and on its microscopic
arrangement. Their determination requires explicit
modelling of the control, but is essential to obtain even
qualitatively reliable predictions of final properties. This
finding is of major importance for current technological
applications including quantum communication, metrol-
ogy, simulation, and information processing, where the
use of time-dependent couplings is widespread, and
final subsystem properties are central. The description
given here should be extendable to time-dependent
interactions that arise in solid state systems, organic
systems, and superconducting circuits. This will reveal
the full importance of our findings across the platforms
of current interest in the applications of quantum science.
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VII. SUPPLEMENTARY MATERIAL
A. Introduction of a different modified current
1. Charge conservation
Since the total electric charge is the conserved Noether-charge associated with gauge-symmetry, the non-equivalence
of the Lagrangians associated with different gauges can be understood as a consequence of the fact that ∂νµ(t)j
ν = 0
if and only if µ˙ = 0. A second implication is that the inhomogeneous Maxwell equations ∇ · E = µ(t)ρ (Gauss’ law)
and E˙ = ∇ × B − µ(t)J (Ampere’s law), cannot be simultaneously satisfied. The method of modelling controllable
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interactions between given subsystems using a time-dependent coupling parameter is usually adopted at the Hamil-
tonian level, and is widespread. It is not our intention to advocate such an approach, but merely to understand its
implications. The implications above follow from tracing back the conventional approach to the Lagrangian level or
to the fundamental equations of motion.
Given the discussion above, one is naturally lead to seek a different modified current j˜, which includes the external
control µ(t), but also satisfies ∂ν j˜
ν = 0. Letting j˜0 ≡ ρ˜ = µρ and then considering ˙˜ρ reveals that the appropriate
modified three-current J˜ must satisfy
∇ · J˜ = µ(t)∇ · J− µ˙(t)ρ. (39)
This clearly necessitates the addition of a non-trivial term to the naive modified current µ(t)J. Solving Eq. (39)
for J˜ requires inverting the divergence operator, which introduces a new arbitrary element into the formalism. The
solution can be expressed as
J˜ = µ(t)J + µ˙(t)P (40)
where
P(x) = −
∫
d3x′g(x,x′)ρ(x′) (41)
in which ∇ · g(x,x′) = δ(x − x′). The polarisation P satisfies −∇ · P = ρ identically, but has arbitrary transverse
component, because ∇ · gT(x,x′) ≡ 0. Defining P˜ = µ(t)P one recovers the well-known continuity and polarisation
relations in terms of the modified quantities;
∂ν j˜
ν = 0, −∇ · P˜ = ρ˜. (42)
The complete construction of the charge and current densities using auxiliary fields requires the introduction of the
magnetisation M such that J = P˙+∇×M. The modified magnetisation required to give J˜ = ˙˜P+∇×M˜ is therefore
simply M˜ = µ(t)M. Since P and M are auxiliary fields for ρ and J, they can be viewed as material analogs of the
electromagnetic potentials, which are auxiliary fields for E and B.
Like the polarisation P the definition of the magnetisation M also possesses an arbitrary freedom. Indeed, the
definitions of these auxiliary quantities in terms of the charge and current densities possess the same structure as
the inhomogeneous Maxwell equations, but these equations are not supplemented by any homogeneous Maxwell-type
equations. It follows that any transformation of P and M that leaves the defining inhomogeneous equations invariant
is permissible. Thus, j is invariant under a transformation by pseudo-magnetic and pseudo-electric fields as
P→ P +∇×U, M→M−∇U0 − U˙ (43)
where U is an arbitrary pseudo-four-potential. The fields are in turn invariant under a gauge-transformation Uµ →
Uµ − ∂µχ where χ is arbitrary. The modified current J˜ is not invariant under the transformation (43), which results
in J˜→ J˜ + µ˙(t)∇×U.
If we now replace the naive modified current µ(t)J that appears in Eq. (2) with J˜ we obtain
L˜ = L+ µ˙(t)
∫
d3xP ·A. (44)
Since L˜ is not equivalent to L, it does not possess the same properties under a gauge transformation (4), which gives
L˜→ L˜+ d
dt
∫
d3xρ˜χ (45)
as desired. However, it can be seen immediately from Eq. (44) that unlike the original Lagrangian L, under the
transformation (43) the Lagrangian L˜ transforms to an equivalent Lagrangian if and only if µ˙ = 0. Thus, our
construction of j˜, P˜ and L˜ has replaced one gauge non-invariance with another. The inhomogeneous Maxwell equations
are now simultaneously satisfied when written in terms of the modified quantities, but the modified current J˜ is not
invariant under the transformation (43) and therefore neither is Ampere’s law when written in terms of J˜. We stress
that the freedom to choose the transverse component of P is an important freedom within the theory, and is no less
significant than the freedom to choose the potentials. Indeed, as we will see in Sec. VII A 2 the freedom to choose PT
is what gives rise to the well-known Poincare´-gauge dipolar interaction Hamiltonian −er ·Π(0).
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Essentially the same result as Eq. (44) above can be obtained if instead of considering the current, one considers
the interaction Lagrangian. The standard interaction Lagrangian density jµAµ is not gauge-invariant, rather, under
a gauge transformation Aµ → Aµ − ∂µχ it changes as
LI = −
∫
d3xjµAµ −→ −
∫
d3xjµAµ +
d
dt
∫
d3xρχ. (46)
Since the remaining Lagrangian components are manifestly gauge-invariant, according to Eq. (46) the total Lagrangian
changes under a gauge transformation by the addition of a total time derivative meaning that the result is equivalent,
but not identical. This equivalence no longer holds if the interaction Lagrangian is LI(t) = µ(t)LI . The additional
term that results from the gauge transformation is now µ(t) ddt
∫
d3xρχ, which is not a total time derivative. However,
it is clear that this non-equivalence could be avoided if one starts with a manifestly gauge-invariant interaction
Lagrangian from the outset. Such an interaction Lagrangian is given by
L′I =
∫
d3x [P ·E + M ·B] = −
∫
d3x
[
jµAµ − d
dt
P ·A
]
, (47)
which is clearly invariant under a gauge transformation. However, under the transformation (43) L′I transforms to an
equivalent but different form as
L′I → L′I −
d
dt
∫
d3xB ·U (48)
where we have used Faraday’s law B˙ = −∇×E. The original interaction jµAµ involves the physical matter fields jµ
and the auxiliary electromagnetic fields Aµ, while the interaction L′I involves the physical electromagnetic fields and
the auxiliary matter fields. Thus, if we define a new time-dependent interaction Lagrangian by
L′I(t) = µ(t)L′I = −µ(t)
∫
d3x
[
jµAµ +
d
dt
P ·A
]
= µ(t)
∫
d3x [P ·E + M ·B] , (49)
then we obtain a total Lagrangian that despite including the external control µ(t), is invariant under a gauge-
transformation of the potentials. However, as is to be expected on the basis of the transformation property (48), this
comes at the price of producing a non-equivalent Lagrangian under the transformation (43). Indeed, the interaction
Lagrangian in Eq. (49) is actually what results from using the modified quantities j˜ and P˜ within L′I . To show this we
denote by L˜′ the total Lagrangian obtained by replacing in L′, the current j and polarisation P with their modified
counterparts, and note that a quick calculation gives
L˜′ ≡Lm + LTEM + µ(t)
2
2
∫
d3x ρφCoul −
∫
d3x
[
j˜µAµ +
d
dt
P˜ ·A
]
=Lm + LTEM +
µ(t)2
2
∫
d3x ρφCoul − µ(t)
∫
d3x
[
jµAµ +
d
dt
P ·A
]
. (50)
It is now readily verified that
L˜′ = L˜− d
dt
∫
d3x P˜ ·A = L− µ(t) d
dt
∫
d3xP ·A (51)
where L˜ is given by Eq. (44). The new Lagrangian L˜′ is equivalent to L˜ which was the result we obtained by replacing
j and P with j˜ and P˜ in L. The only difference between L˜ and L˜′ is that under a gauge transformation (4), L˜
transforms into an equivalent form, whereas L˜′ is invariant. Whichever of these equivalent Lagrangians is considered,
it is clear that unlike the original Lagrangian L, neither provides an equivalent Lagrangian under the transformation
(43). Conversely L is invariant under the transformation (43), but does not provide an equivalent Lagrangian under
a gauge-transformation (4).
2. Gauge-fixing
In conventional approaches to non-relativistic QED all gauge-redundancies are eliminated simultaneously through
a gauge-fixing constraint that has the form ∫
d3x′g(x′,x) ·A(x′) = 0 (52)
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where g must be the same choice of green’s function as is made in Eq. (41). Choosing the potentials
A = AT +∇χ, A0 = µ(t)φCoul − ∂tχ (53)
where
χ(x) =
∫
d3x′gT(x′,x) ·AT(x′) (54)
means that Eq. (52) is satisfied identically. The freedom to choose a gauge now reduces to the freedom to choose
gT, which uniquely specifies both the four-potential A and the polarisation P. Two special cases are given by the
Coulomb gauge gT = 0 and the Poincare-gauge gT,i(x,x
′) = −x′j
∫ 1
0
dλ δTij(x− λx′).
The invariance of L′ and of L˜′ under gauge transformations requires that P is not altered by the gauge-
transformation, but this is no longer the case if both A and P are simultaneously determined by gT. A new choice of
gT via gT → g′T will result in a gauge transformation of both A and P. The latter will transform as in (43) with
∇×U(x) =
∫
d3x′ [g′T(x,x
′)− gT(x,x′)] ρ(x′). (55)
This (gauge) freedom in PT is central to quantum optics and molecular electrodynamics, because when transforming
from the Coulomb to Poincare´ (multipolar) gauges the additional contribution ∇ × U = P1T provides the domi-
nant interaction Hamiltonian
∫
d3x [Π · P1T + (P1T)2]. This is the only non-vanishing interaction term in the dipole
approximation, wherein the contribution
∫
d3xΠ ·P1T possesses the well-known form −er ·Π(0).
If µ˙ = 0 then all forms of the Lagrangian are equivalent. However, if µ˙ 6= 0 we have only been able to construct
Lagrangians that are at best partially invariant under a complete gauge-transformation consisting of both (4) and (43).
If, in particular, we impose the constraint (52), which all standard non-relativistic gauges satisfy, then
∫
d3xP ·A = 0,
implying that L, L˜ and L˜′ all coincide. Moving afterwards to the canonical formalism results in non-equivalent
Hamiltonians as was shown in Sec. II C.
B. Full description of the dipole’s motion
We consider a two-charge system comprised of a charge e1 = −e with mass m1 at r1 and a charge e2 = e with mass
m2 at r2. We introduce relative and centre-of-mass coordinates as
r = r1 − r2, R = m1r1 +m2r2
M
(56)
where M = m1 +m2. We start with the standard Lagrangian
L =
1
2
m1r˙1 +
1
2
m2r˙2 −
∫
d3x
[
jµAµ +
1
4
FµνFµν
]
=
1
2
m1r˙1 +
1
2
m2r˙2 − V (r1 − r2) +
∫
d3x
[
ρ∂tχ
α + J ·A + 1
2
(E2T −B2)
]
=
1
2
mr˙ +
1
2
MR˙− V (r) +
∫
d3x
[
J ·AT − d
dt
PαT ·AT +
1
2
(E2T −B2)
]
(57)
where m = m1m2/M and V (r1 − r2) = V (r) is the inter-charge Coulomb energy. The infinite Coulomb self-energies
have been ignored. The remaining quantities are given by
ρ(x) = e[δ(x− r2)− δ(x− r1)], (58)
J(x) = er˙2δ(x− r2)− er˙1δ(x− r1), (59)
PαT(x) = −
∫
d3gαT(x,x
′)ρ(x′), (60)
A = AT +∇χα (61)
where
gαT,i(x,x
′) = −α(x′ −R)j
∫ 1
0
dλ δTij(x−R− λ(x′ −R)), (62)
χα(x) =
∫
d3x′gαT(x
′,x) ·AT(x′). (63)
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Here gαT is chosen such that g
1
T gives the usual multipolar transverse polarisation. Notice however that this means
that gαT depends on the centre-of-mass position R.
The electric dipole approximation (EDA) is obtained by retaining only the leading order term in the multipole
expansion of ρ about R, which for R˙ 6= 0 results in
ρ(x) = er · ∇δ(x−R), (64)
J(x) = −er˙δ(x−R) + eR˙(r · ∇)δ(x−R). (65)
P 1T,i(x) = −erjδTij(x−R). (66)
The second term in Eq. (65) vanishes if and only if the atom is at rest in the lab frame. This term is vital for
ensuring that the correct Ro¨ntgen interaction due to atomic motion is included. Substituting these expressions into
Eqs. (58)-(61) and using the resulting expressions in the Lagrangian gives the Lagrangian within the EDA. This can
be taken as the starting point for the canonical formalism with r, R and AT as canonical coordinates. The momenta
conjugate are denoted p, K and Π respectively. The resulting Hamiltonian is
Hα =
1
2M
[K + e(r · ∇)AT(R)− eα∇Rr ·AT(R)]2 + 1
2m
[p + e(1− α)AT(R)]2 + V (r) + 1
2
∫
d3x
[
(Π + PαT)
2 + B2
]
= Rα0H
0R0α (67)
where
P 1T,i(x) = −erjδTij(x−R), R0α = exp
(
−iα
∫
d3xP1T ·AT
)
= eiαer·AT(R). (68)
At this stage the theory is completely gauge-invariant becuase the Hα are unitarily equivalent. The predictions
for any physical observable are independent of the choice of gauge α. It is nevertheless the case that the quantum
subsystems are defined differently in each different gauge. Subsystem properties like photon number and entanglement
will generally depend on the definitions chosen, that is, they will depend on the choice of gauge relative to which the
subsystems are defined.
1. Approximation of externally prescribed uniform gross motion in the Hamiltonian
The approximation of an externally controlled coupling between the dipole and the field results from the assumption
that the dynamical variable R(t) = R˙t is external and prescribed. This means that R˙ is also prescribed. With this
assumption the Hamiltonian in Eq. (67) becomes that of a bipartite quantum system, and reads
Hα(t) =
1
2
MR˙2 +
1
2m
[p + e(1− α)AT(R)]2 + V (r) + 1
2
∫
d3x
[
(Π + PαT)
2 + B2
]
(69)
where now R and R˙ are given classical variables. Since the first kinetic term MR˙2/2 is not operator-valued and for
uniform motion is also constant in time, it can be ignored. Before approximating R(t) as external, the Hamiltonians
in Eq. (67) were seen to be equivalent, but the Hα(t) in Eq. (69) are not equivalent for different α, being related by
Hα
′
(t) = Rαα′(t)H
α(t)Rα′α(t) (70)
where Rαα′(t) = exp[−ie(α−α′)r ·AT(R(t))]. Eq. (70) shows that Hamiltonians associated with different gauges are
not equivalent, because
Hα
′
(t) 6= Rαα′(t)Hα(t)Rα′α(t) + iR˙αα′(t)Rα′α(t) (71)
where the right-hand-side of this inequality is equivalent to Hα(t). To obtain the Hamiltonian in Eq. (14) of the main
text, which was obtained by assuming a time-dependent coupling µ(t), one requires only that AT(R(t)) can be written
AT(R(t)) = µ(t)AT(0). This is indeed the case in the example we consider in the main text and in Supplementary
Note VII C whereby an atom moves in and out of a Gaussian cavity beam for which AT(x) has the form εA(x), and
we also assume that r = rε.
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2. Approximation of externally prescribed uniform gross motion in the Lagrangian
If we approximate R = R˙t as external at the Lagrangian level then the remaining variables are r and AT. The
α-gauge Hamiltonian is
H˜α =p · r˙ +
∫
d3xΠ ·AT − L
=
1
2m
[p + e(1− α)AT(R)]2 + V (r) + 1
2
∫
d3x
[
(Π + PαT)
2 + B2
]
+ eR˙ · [(r · ∇)AT(R)]− eα(R˙ · ∇)r ·AT(R)
(72)
where the constant kinetic energy MR˙2/2, which depends only on the external control, has been neglected. This is
the Hamiltonian given in Eq. (32). As Schro¨dinger picture operators these Hamiltonians are related by
H˜α
′
(t) = Rαα′(t)H˜
α(t)Rα′α(t) + iR˙αα′(t)Rα′α(t) (73)
where, as before, Rαα′(t) = exp[ie(α− α′)r ·AT(R(t))].
C. Atom moving in and out of a Fabry-Perot cavity
In this section we specialise the Hamiltonian derived above in Eq. (69) to describe the interaction between a
Fabry-Perot cavity and an oscillating dipole at an arbitrary position within the cavity.
1. Quantisation of the free cavity
We consider a Fabry-Perot cavity consisting of parallel mirrors in the xy-plane separated by a distance L. In the z-
direction the electromagnetic field satisfies periodic boundary conditions, with a Gaussian profile in the perpendicular
direction xxˆ + yyˆ [74]. We restrict our attention to the fundamental Gaussian mode in the perpendicular direction.
Although not necessary, for simplicity we also consider only the fundamental standing wave mode in the z-direction.
It is straightforward to extend this model to the multi-mode case that includes more standing-wave modes in the z-
direction. One could also consider additional Gauss-Hermite or Gauss-Laguerre modes in the perpendicular direction.
In the present case the single cavity mode is described by a pure Gaussian beam propagating in the z-direction
such that classically the transverse vector potential is
A(t,x) = εAa u(x)e−iωt + c.c. (74)
where ε is a transverse polarisation in the xy-plane and u(x)e−iωt satisfies the paraxial scalar wave equation [74–76].
Anticipating the transition to the quantum theory we have written the space and time-independent amplitude Aa
as the product of a real normalisation A and a complex number a. We have also neglected a small non-transverse
component in the z-direction [75, 76]. We define Π(t,x) = A˙(t,x) ≡ −ET(t,x) such that the cavity energy is
Hl =
1
2
∫ ′
d3x [ET(x)
2 + B(x)2] =
∫ ′
d3xΠ(x)2 (75)
where
∫ ′
indicates that spatial integration is restricted to the cavity length L in the z-direction, and B = ∇×A. We
have assumed that the magnetic and electric energies are the same in the free theory.
To obtain an explicit expression for Hl that can be quantised we consider the fundamental Gaussian mode solution
to the paraxial wave equation u(x)e−iωt such that [76]
u(x) =
wc
w(z)
e−(x
2+y2)/w(z)2eik(x
2+y2)/2R(z)+iθ(z)+ikz (76)
with (0, 0, k) the wave-vector such that k = ω and
zR =
1
2
kw2c , w(z) = wc
√
1 +
(
z
zR
2
)
,
R(z) = z +
z2R
z
, θ(z) = − arctan z
zR
, (77)
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where wc denotes the beam waist. For L  zR we have w(z) ≈ wc, k(x2 + y2)/2R(z) ≈ 0 and θ(z) ≈ −pi/2. In this
limit Eq. (76), reduces to
u(x) ≈ φ(x) = eikze−(x2+y2)/w2c (78)
where we have ignored a global phase e−ipi/2. We define the cavity volume by
v =
1
2
∫ ′
d3x|φ(x)|2 = piw
2
cL
2
(79)
and choose the normalisation A = 1/√2ωv, such that substitution of Eq. (74) into the right-hand-side of Eq. (75)
yields
Hl =
ω
2
(a∗a+ aa∗) =
v
2
(Π2 + ω2A2) (80)
where A ≡ A(x = 0) and Π ≡ Π(x = 0). This cavity Hamiltonian is formally identical to the bare-cavity Hamiltonian
of Sec. III, and in the free (non-interacting) theory it is α-independent. In obtaining Eq. (80) we have used∫ ′
d3xφ(x)2 =
∫ l+L
l
dz e2ikz
∫
dxdy e−(x
2+y2)/w2c = 0, (81)
where l is arbitrary such that l and l+L are the positions of the two cavity mirrors along the z-axis. Eq. (81) follows
from the vanishing of the z-integral due to the periodic boundary conditions in the z-direction; k = npi/L, n =
0, 1, 2, 3, ....
Quantisation is now straightforward via the replacement of the complex numbers a and a∗ with bosonic operators
a and a† such that [a, a†] = 1. We thereby obtain the mode expansions
A(t,x) =
ε√
2ωv
[φ∗(x)a†(t) + φ(x)a(t)], (82)
Π(t,x) = iε
√
ω
2v
[φ∗(x)a†(t)− φ(x)a(t)], (83)
where a(t) = ae−iωt in the free theory. All non-zero equal-time canonical commutation relations are obtained from
Eqs. (82) and (83) using [a, a†] = 1;
[Ai(t,x),Πj(t,x
′)] = i
εiεj
2v
[φ(x)φ∗(x′) + φ∗(x)φ(x′)], (84)
[Ai(t,x), Aj(t,x
′)] =
εiεj
2ωv
[φ(x)φ∗(x′)− φ∗(x)φ(x′)], (85)
[Πi(t,x),Πj(t,x
′)] = ω2[Ai(t,x), Aj(t,x′)]. (86)
In particular we have [Ai,Πj ] = iεiεj/v and [Ai, Aj ] = 0 = [Πi,Πj ] in agreement with Sec. III.
The violation of relativistic causality implied by the non-vanishing commutators of fields at spacelike separated
events is a result of the approximations made, namely the restriction to a single radiation mode and the paraxial
approximation. The single-mode approximation eliminates the spatio-temporal structure necessary to elicit causality
and has been discussed in this context recently in Ref. [77]. These authors consider the propagation direction only
and show that by including more standing wave modes consistency with relativistic causality is recovered. Here, our
aim is to study the role of the gauge-parameter α in the light-matter interaction and for this purpose it suffices to
restrict attention to the fundamental mode. As noted at the beginning of this section the single-mode approximation
is certainly not necessary and has been used here for simplicity. Without requiring any essentially new theoretical
machinery one can extend the present treatment in a straightforward manner to include more modes in the transverse
direction or in the z-direction. Within the single-mode treatment, which is adequate for the present purpose, the
canonical commutation relations (84)-(86) are necessary for the formal self-consistency of the framework developed.
2. Cavity-dipole interaction
Using the above expressions for the field of a Gaussian cavity mode the full Hamiltonian for atomic motion in
and out of the cavity is given by Eq. (67). To preserve gauge-invariance we must also perform the single-mode
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approximation within the material polarisation. The appropriate approximation can be deduced by inspection of the
linear polarisation interaction component, which expressed in k-space reads∫
d3kP†T(k) ·ΠT(k) = i
∫
d3k
√
ω
2
∑
λ
ελ ·
[
PT(k)a
†
λ(k)−P†T(k)aλ(k)
]
(87)
where aλ(k) is the annihilation operator for a photon with momentum k and polarisation λ, and ελ is the corresponding
polarisation unit vector, which is orthogonal to k. In writing Eq. (87) we have used the hermiticity of the real-space
fields. Discretising the modes in a volume v with periodic boundary conditions and restricting to a single mode kλ,
the interaction becomes ∫
d3kP†T(k) ·ΠT(k) −→ i
√
vω
2
ε ·
[
PT(k)a
† −P†T(k)a
]
. (88)
For the Gaussian cavity this must be equal to −er · Π(R) where Π(R) is given by Eq. (83). It follows that the
single-mode approximation of PT(k) appropriate for the Gaussian cavity is
ε ·PαT(k) = −
e
v
(ε · r)φ∗(R). (89)
The polarisation self energy term in the Hamiltonian is therefore
1
2
∫
d3xPT(x)
2 =
1
2
∫
d3k|PT(k)|2 = 1
2
∫
d3k
∑
λ
(ελ ·PT(k))(ελ ·PT(k))∗
−→ v
2
(ε ·PT(k))(ε ·PT(k))∗ = e
2
2v
r2|φ(R)|2 (90)
where r = ε · r. We can now specify all terms within the complete Hamiltonian in Eq. (67) for the case of a single-
mode Gaussian cavity. The Hamiltonians of different gauges are unitarily related and therefore equivalent. Assuming
for simplicity that r = rε and p = pε, when we approximate R(t) as external we obtain Eq. (29) given in the
main text. The resulting Hamiltonians continue to be unitarily related, but are no longer equivalent. Thus, it is the
approximation of treating R(t) as external that results in non-equivalence between gauges.
3. Mutual information
Without loss of generality we can consider cavity mirrors located at z = ±L/2 centred at (0, 0) in the xy-plane.
Any prescribed dipolar motion may now be considered. The simplest case consists of uniform motion R˙ = −νxˆ
starting from rest at the point hxˆ, which yields the path R(t) = xˆ(h − νt). Quite generally paths satisfying
zˆ ·R(t) = 0 for all t have the property that the Hamiltonian in Eq. (29) with R = R(t) is identical to that in Eq. (23)
if the time-dependent coupling function in Eq. (23) is taken as µ(t) = φ(R(t)). For the two examples described above
the coupling functions are µ(t) = e−(h−νt)
2/w2c in the case of uniform motion.
FIG. 7: The mutual information I(α, t) is plotted with time in units of tb = wc/ν assuming an initial state |0, 0〉. All parameters
are as in Fig. 2.
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In the case of uniform motion the Gaussian coupling envelope incurs a relatively smooth switch-on. For a beam
waist wc = 20µm, with h substantially larger, so that the dipole starts well outside of the cavity, and for a dipole with
microwave frequency ωm ∼GHz, the gross dipolar speed must be around ν = 10−3c in order that the interaction time
τ ∼ wc/ν is comparable to the cycle time 1/ωm. The velocity 10−3c is not yet relativistic, but significantly larger
than the velocities found in typical atomic beam experiments, which are around three orders of magnitude smaller.
In order to achieve wcωm/ν ∼ 1 with smaller ν either the cavity beam waist must be further reduced, or slower
dipolar oscillations must be considered. However wcωm/ν ∼ 1 is achieved, significant differences occur in predictions
associated with different gauges within this regime, as shown in Fig. 7.
D. Ground state of the interacting Hamiltonian, and the ground state photon number and mutual
information
A naive example of a time-dependent interaction comprises instantaneous interaction switch-on/off described by
the function µ(t) = u(t− t0)− u(t− (t0 + τ)) where u denotes the unit-step function. For final times t > t0 + τ the
evolution of the system is composed of sequential evolutions as U(0, t) = U0(0, t0)U
α(t0, t0 + τ)U0(t0 + τ, t) where
Uα(t′, t) = e−i(t−t
′)Hα and U0(t
′, t) = e−i(t−t
′)H0 . However, the free (uncoupled) evolution U0 does not alter either the
oscillator populations nor the final light-matter correlations. To find these observables one can set t0 = 0 and t = τ
without loss of generality, which is equivalent to considering the full interacting system with a constant interaction
µ(t) = 1. In this case it is more physically relevant to consider an initial eigenstate of the full Hamiltonian Hα rather
than the free part H0.
FIG. 8: IG(α) is plotted as a function of α with δ = ω/ωm = 1/2, for three values of the dimensionless coupling parameter
η = e/(ω
√
mv). The strength of the α-dependence increases with increasing η. For all η the mutual information IG(α) is
symmetric about the minimum value of zero occurring at αg = 1/(1 + δ) for which the ground state |G〉 is in fact separable
(supplementary material VII D). At resonance δ = 1 we have αg = 1/2, implying IG(0) = IG(1). Off-resonant values of δ
determine the shift of the minimum αg relative to the resonant value; αg is shifted towards α = 1 for δ < 1, and towards α = 0
for δ > 1.
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FIG. 9: The ground state photon number averages na(α) and nc(α) are plotted as functions of α with δ = ω/ωm = 2. The
strength of the dependence on α increases with increasing η, as does the difference between the two photon numbers na and
nc. For sufficiently weak coupling η ≤ 0.1, na and nc are indistinguishable within the resolution of the plot. Both na and nc
are minimum at α = αg. For all couplings nc is identically zero at αg while na becomes non-zero for stronger coupling. For
α→ 1, na(α)→ nc(α), because the self-energy term e2(1− α)2A2/2m vanishes identically in the Poincare´ gauge α = 1.
Of considerable interest are light-matter correlations in the ground state |G〉 of the full Hamiltonian Hα. These
are quantified by the mutual information IG(α) = S(ραm) + S(ραl ) where S(ρ) = −trρ ln ρ and the reduced material
and cavity states are defined by ραm = tr
α
l |G〉 〈G| and ραl = trαm |G〉 〈G| respectively. The mutual information IG(α)
is found to be
IG(α) = (µα + 1) ln
(
µα + 1
2
)
− (µα − 1) ln
(
µα − 1
2
)
(91)
where
µα =
√
1 +
(
ω
ωg
)2
e2
mvω ωm
(α− αg)2. (92)
It is symmetric about the point α = αg where it takes its minimum value of zero.
We also consider the average number of α-gauge photons na(α) = 〈a†a〉G in the ground state. A straightforward
calculation yields
na(α) =
1
4ω
[
ωg +
e2(α− αg)2
mvωm,g
+
ω2
ωg
]
− 1
2
(93)
where ωg ≡ ωαg and
αg =
ωm
ωm + ω
, ω2m,g = ω
2
m +
e2
mv
α2g. (94)
If one allows the definition of photon number to depend on material parameters e and m then the self-energy term
e2(1− α)2A2/2m = η2ω[(1− α)2(a† + a)2] (95)
can be absorbed into a redefinition of the local cavity energy as
H˜αl = H
α
l + e
2(1− α)2A2/2m = v
2
(Π + ω2αA
2) = ωα
(
c†c+
1
2
)
(96)
where
ω2α = ω
2 +
e2
mv
(1− α)2. (97)
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The operators c, c† are related to a, a† by a local Bogoliubov transformation in Hαl . The average number of α-gauge
renormalised ground state photons nc(α) = 〈c†c〉G is
nc(α) =
1
4ωα
[
ωg +
e2(α− αg)2
mvωm,g
+
ω2α
ωg
]
− 1
2
. (98)
Unlike the average in Eq. (93) this average reaches a minimum of zero for α = αg. This can be understood by noting
that for this choice of α the Hamiltonian can be written in number-conserving from as
Hg = ωm,g
(
d†d+
1
2
)
+ ωg
(
c†c+
1
2
)
+ ie
√
ωωm
mv
1
ωm + ω
(d†c− dc†) (99)
where the renormalised material modes d are such that
p2
2m
+
mω2m,g
2
r2 = ωm,g
(
d†d+
1
2
)
. (100)
The renormalised material modes d are connected to the bare material modes b via a local Bogoliubov transformation
in Hgm. The ground state |G〉 of the Hamiltonian is the vacuum |0d, 0c〉 annihilated by the operators d and c. Thus,
nc(αg) = 0. It is important to note that unlike a full diagonalisation of the Hamiltonian, the partially diagonal
form Eq. (99) does not obscure the divisibility of the overall system into “light” and “matter” subsystems. After
a full diagonalisation the Hamiltonian can be written as the sum of two harmonic oscillator energies, but it is not
possible to distinguish these harmonic oscillators such that one can be called “light” and the other “matter” in any
meaningful way. This is because a completely diagonalising transformation is necessarily non-local with respect to the
light-matter Hilbert space bipartition of any gauge. On the other hand the number-conserving form Eq. (99) can be
achieved by simply choosing a particular gauge and then performing nothing but local operations within that gauge.
Fig. 8 shows significant variations in the mutual information IG(α), which become increasingly pronounced for
larger dimensionless coupling-strengths η. Similarly Fig. 9 plots na(α) and nc(α) as a functions of α, showing that
both non-renormalised and renormalised photon numbers vary significantly with α.
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