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Adaptive Coincidence Detection
and Dynamic Gain Control
in Visual Cortical Neurons In Vivo
form of activity has been observed in many cortical and
subcortical areas, under a variety of behavioral condi-
tions, and in a variety of species (Singer and Gray, 1995;
Gray, 1994, 1999; Usrey and Reid, 1999). Thus, synchro-
nous activity is not only plausible, but often surprisingly
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robust. A second line of evidence comes from studies
of synaptic integration. Here it is well established that
postsynaptic summation critically depends on the arrivalSummary
times of presynaptic inputs to a cell (Alonso et al., 1996).
Finally, multiple mechanisms intrinsic to cortical neu-Several theories have proposed a functional role for
rons can amplify the strength of synchronous inputs,response synchronization in sensory perception. Crit-
thereby facilitating their propagation through the net-ics of these theories have argued that selective syn-
work (Schwindt and Crill, 1995; Stuart and Sakmann,chronization is physiologically implausible when corti-
1995; Margulis and Tang, 1998; Destexhe and Pare,cal networks operate at high levels of activity. Using
1999; Azouz and Gray, 2000). In spite of this evidence, aintracellular recordings from visual cortex in vivo, in
significant conceptual problem remains for the temporalcombination with numerical simulations, we find dy-
correlation models. It is not clear how neurons can dis-namic changes in spike threshold that reduce cellular
criminate real synchronous inputs from those that occursensitivity to slow depolarizations and concurrently
by chance during states of high network activity. Oneincrease the relative sensitivity to rapid depolariza-
possibility is that an adaptive mechanism could act totions. Consistent with this, we find that spike activity
simultaneously increase a cell’s sensitivity to coherentand high-frequency fluctuations in membrane poten-
synaptic input while decreasing the sensitivity to tempo-tial are closely correlated and that both are more
rally unstructured synaptic input (von der Malsburg, 1981).tightly tuned for stimulus orientation than the mean
In a previous study, we have shown that the mem-membrane potential. These findings suggest that under
brane currents underlying spike generation enhancehigh-input conditions the spike-generating mechanism
synchronous excitatory inputs by lowering spike thresh-adaptively enhances the sensitivity to synchronous in-
old in response to the transient depolarizations theyputs while simultaneously decreasing the sensitivity
evoke (Azouz and Gray, 2000; see also Henze and Buz-to temporally uncorrelated inputs.
saki, 2001). Here, we extend this analysis to investigate
the role of adaptive spike threshold on neuronal gainIntroduction
control and feature selectivity in cat striate cortex. We
find two opposing effects of membrane potential (Vm) onSeveral theories have proposed that figure-ground orga-
action potential threshold. Slow depolarizations reducenization and attentional selection are signaled by the
overall cellular sensitivity and simultaneously increasesynchronization of distributed neuronal responses (Mil-
the relative sensitivity to rapid depolarizations. This hasner, 1974; von der Malsburg, 1981; Singer and Gray,
the effect of dynamically increasing the sensitivity of1995; Gray, 1999; Fries et al., 2001; Steinmetz et al.,
cortical neurons to higher frequencies when they are2000). Critics of these theories have suggested, how-
depolarized. Consistent with this, we find that spikeever, that selective synchronization is physiologically
activity and high-frequency fluctuations in membraneimplausible when cortical networks operate at high lev-
potential are closely correlated and that both are moreels of activity (Shadlen and Newsome, 1998; Shadlen
tightly tuned for stimulus orientation than the meanand Movshon, 1999). It is argued that when cortical
membrane potential. This suggests that the adaptiveneurons operate in a “high-input regime,” it becomes
threshold mechanism amplifies transient depolariza-impossible for them to distinguish significant synchro-
tions arising from synchronous synaptic inputs to shapenous inputs from those that occur by chance. Conse-
the feature selectivity of cortical neurons. Together,quently, states of selective synchronization are consid-
these findings indicate that cortical neurons may over-ered unlikely, and the precise temporal pattern of
come the constraints of the high-input regime by adap-synaptic inputs is lost. In this framework, reliable sen-
tively regulating their sensitivity to coincident synapticsory signals are thought to be conveyed by small popu-
inputs.lations of neurons on a time scale of tens of milliseconds,
and neuronal synchrony having millisecond precision is
considered functionally irrelevant (Shadlen and New- Results
some, 1998; Shadlen and Movshon, 1999).
Several lines of evidence contradict this argument. The results of this study are based on recordings from
62 cells in cat striate cortex that had stable membranePrincipal among these is the widespread evidence for
synchronous activity having millisecond precision. This potentials for durations of 20–90 min. Of these, 47 were
visually stimulated with sine wave or square wave grat-
ings, while 15 neurons were stimulated with drifting bars*Correspondence: cmgray@nervana.montana.edu
at intervals of 22.5 to determine their orientation tuning.1Present address: Department of Physiology, Zlotowski Center for
Neuroscience, Ben-Gurion University, Beer-Sheva 84105, Israel. Our goals were to determine the relations between spike
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The first was to determine the influence of Vm on the
voltage threshold at which spikes occur. For this, we
calculated a prespike Vm (Vm, ps) by taking the average
subthreshold Vm during the 250 ms period preceding
each spike (see Experimental Procedures) and com-
pared this value to the voltage threshold measured for
each corresponding spike. This and subsequent analy-
ses were performed during the response to visual stimu-
lation in order to assess the effects during sensory pro-
cessing. The analysis revealed a significant linear
correlation between Vm, ps and spike threshold for 92%
(57/62) of the cells in the sample (Table 1), an example
of which is shown in Figure 2A. The mean slope of the
distributions was 0.49  0.15, indicating on average
that for each millivolt of membrane depolarization, spike
threshold rises by about 0.5mV. Thus, by means of a
simple and well-understood mechanism, spike thresh-
old dynamically regulates cellular sensitivity by counter-
acting slow changes in Vm (Hodgkin and Huxley, 1952a,
1952b; Noble, 1966; Fricker et al., 1999).
These results suggest that cortical neurons tend to
reduce their sensitivity by increasing spike threshold in
response to inputs that lead to slow depolarizations. In
contrast, recent evidence suggests that cortical neurons
Figure 1. Cortical Neurons Exhibit Both Spontaneous and Stimulus- lower their threshold in response to rapid depolariza-
Dependent Changes in Membrane Potential (Vm) that Span a Broad tions (Azouz and Gray, 2000) and that this transient en-Range of Amplitudes and Temporal Frequencies
hancement of sensitivity may increase as a function of
The plots in (A) and (B) illustrate Vm fluctuations recorded from a the overall Vm (Carandini et al., 1996; Nowak et al., 1997).cat striate neuron in response to two identical presentations of a
If this process operates in vivo, it could provide a mecha-drifting sine-wave grating. The dotted line in both plots illustrates
nism for enhancing cellular responses to synchronousthe baseline-Vm, calculated by taking the average Vm across all trials
during the first 250 ms of spontaneous activity in the session. The inputs. To test this hypothesis, we determined the rela-
voltage values to the left of each plot indicate the average value of tion between spike threshold and the rate of depolariza-
Vm on each trial calculated from the same period of spontaneous tion preceding each spike (dVm /dt) and then evaluatedactivity. These deviations from the baseline-Vm illustrate the slow the covariance between this relationship and the meanspontaneous fluctuation in Vm that commonly occurs in all cortical
subthreshold Vm computed from the entire response pe-neurons. Stimulus-evoked changes in Vm are superimposed on these
riod on each trial (Vm, tm). An example of our findings isslow fluctuations. They occur at the temporal frequency of the stimu-
lus and at higher frequencies. Spike discharges occur during the shown in Figure 2B, illustrating the relation between
depolarizing crests of these high-frequency fluctuations. The cali- spike threshold and dVm /dt for two trials having different
bration bar at the bottom of the figure plots the time course of the Vm, tm. On both trials, spike threshold showed an inverse,
stimulus. nonlinear dependence on dVm /dt, but the relation was
steeper, and the range of thresholds broader, when the
cell was more depolarized. This effect could be due to
threshold and variations in the magnitude and time changes in the distribution of dVm /dt that covary with
course of Vm, and whether threshold variations influence Vm, tm or to a change in the dependence of spike threshold
the discharge properties and feature selectivity of corti- on dVm /dt as a function of Vm, tm.
cal cells. To test these two hypotheses, we first compared the
range of dVm /dt measured on each trial to the value of
Dynamic Spike Threshold and Neuronal Vm, tm on the same trials. An example of the results is
Gain Control shown in Figure 2C. Although the range of dVm /dt
It is commonly observed that cortical neurons exhibit showed small variations across trials (  0.1mV/ms),
spontaneous variations in Vm that span 10–20mV in am- there was no dependence of this variable on Vm, tm. Simi-
plitude (Azouz and Gray, 1999). In the presence of such larly, the range of spike thresholds showed no depen-
fluctuations (Figure 1), cortical neurons must dynami- dence on the range of dVm /dt (data not shown). These
cally compensate for the substantial variance in Vm if results were consistent across a subsample of 25 cells.
they are to convey accurate information about their sen- To test the second hypothesis, we fit the distribution
sory input. One likely candidate for such a function is the relating dVm /dt to threshold with a monoexponential
spike-generating mechanism, since it is well established function (Figure 2B) and then plotted the decay constant
that spike threshold varies as a function of the amplitude derived from the fit with respect to the value of Vm, tm
and time course of Vm (Hodgkin and Huxley, 1952a, recorded on the same trials (this analysis is permitted
1952b; Noble, 1966; Fricker et al., 1999). because the range of dVm /dt does not vary across trials).
The extent to which this compensatory process oper- The result, shown in Figure 2D, revealed an inverse linear
ates in vivo is largely unknown, however. Therefore, to dependence of the decay constant on Vm, tm. We again
further understand the contribution of adaptive thresh- applied this analysis to the same subsample of 25 cells
and found the same relationship for each cell in theold on neuronal output, we performed several analyses.
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Table 1. Linear Correlation Coefficients, and Their Corresponding Slopes, Calculated for the Dependence of Spike Threshold on Vm, ps and
the Dependence of the Decay Constant on Vm, tm
Vm, ps versus Threshold Vm, tm versus Decay Constant
Experimental data r  0.83  0.29, slope  0.49  0.15 r  0.79  0.1, slope  0.11  0.05
(n  57 cells) (n  25 cells)
H-H model—experiment r  0.62, slope  0.41 r  0.73, slope  0.07
(n  18 trials)
H-H model—white noise r  0.66, slope  0.42 r  0.72, slope  0.06
(n  20 trials)
Values are shown for the experimental data (mean  SD), for the H-H model in response to currents derived from experimental data, and
from bandpass white noise.
sample (Table 1). These findings demonstrate that al- The possibility exists, however, that because the in-
jected currents were derived from experimental data,though overall cellular sensitivity varies inversely with
Vm, the relative sensitivity to rapid depolarization in- we may have introduced a rightward shift in the distribu-
tion of dVm /dt in the simulated responses due to residualcreases with Vm. This suggests that coincident synaptic
inputs that lead to rapid depolarizations are likely to inward current preceding each spike. This in turn might
have led to an artifactual increase in the dependenceincrease their relative effectiveness as a function of Vm.
To determine whether voltage-gated Na and K con- of spike threshold on dVm /dt. To control for this possibil-
ity, we made two types of comparisons between ourductances underlie the two opposing effects of Vm on
action potential threshold, we compared the behavior experimental data and the Vm responses of the H-H
model. First, we calculated the cross-correlation coeffi-of a model neuron endowed with Hodgkin and Huxley
(H-H)-like conductances to the behavior of the neuron cient between the experimental and simulated Vm mea-
surements obtained from each trial of data after removalin Figure 2. To do this, we first converted the Vm re-
sponses of the experimental data (spikes removed) to of all spikes. Second, we calculated the distribution of
dVm /dt preceding all simulated spikes and compared itcontinuous records of current and then injected these
currents into the model H-H neuron (see Experimental to our experimental data. Both sets of measurements
revealed that the experimental and simulated distribu-Procedures). We then applied the same analysis as
shown in Figure 2 to the Vm responses of the model cell. tions were statistically indistinguishable. As a final con-
trol, we conducted an additional series of simulationsThese simulations revealed a significant linear correla-
tion between Vm, ps and spike threshold, and between by deriving currents from bandpass-filtered white noise
having a frequency distribution similar to that observedVm, tm and the decay constant (Table 1).
Figure 2. Dynamics of Voltage-Dependent
Changes in Spike Threshold in a Striate
Neuron
(A) Scatter plot of Vm, ps versus threshold for
all visually evoked spikes recorded across
trials. Vm, ps was taken as the average sub-
threshold Vm during the 250 ms period pre-
ceding each spike. The straight line depicts
the linear fit to the data.
(B) Scatter plot of the rate of depolarization
preceding a spike (dVm /dt) versus spike
threshold. The two curves illustrate data col-
lected on two separate trials having a differ-
ent value of Vm, tm The data were fit by the
equation Y  a  beV˙/t, where V˙  dVm /dt,
and t is the decay constant in units of mV/ms.
The closed and open symbols correspond to
the separate trials.
(C) Scatter plot of the range of dVm /dt mea-
sured on each trial versus Vm, tm on the same
trials. The range of dVm /dt values remains rel-
atively constant across trials and shows no
statistical dependence on Vm, tm.
(D) Scatter plot of Vm, tm versus the decay con-
stants computed from all trials in the session
that were significantly fit by the equation in
(B). The straight line shows the linear fit to
the data. The open symbols correspond to
the two trials depicted in (B). The value of
Vm, tm in (B)–(D) was computed from the sub-
threshold activity during the entire period of
visual stimulation.
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Figure 3. Adaptive Spike Threshold Regu-
lates Discharge Characteristics
(A) PSTH computed from the responses of a
regular spiking cell to 30 presentations of an
optimally oriented, drifting sine wave grating
(0.8 cycles/, 2/s, 10 cd/m2 ) presented to the
contralateral eye.
(B and C) PSTHs computed from the spike
responses of the H-H model neuron (B) and
the I&F model neuron (C) following the injec-
tion of currents derived from the visual responses of the cell shown in (A). Note the similarity between the response of the H-H model and
the experimental data, and the clear difference in the response of the I&F model.
experimentally. When we injected these currents into to currents derived from the experimental measure-
ments of Vm during visual stimulation (see Experimentalthe model H-H neuron, we observed the same type of
threshold dependence as reported for the experimental Procedures). Both neurons were modeled as a single
compartment. One was endowed with H-H-like conduc-data (Table 1). Thus, our results confirm that the currents
underlying action potential generation can largely ac- tances, and the second was an otherwise identical inte-
grate-and-fire (I&F) model. We used the spike activitycount for the results described above and in Figure 2.
from each model and the corresponding experimental
data to compute the poststimulus-time histogramsThe Contribution of Dynamic Spike Threshold
to Evoked Discharge Characteristics (PSTH) and then calculated the linear correlation coeffi-
cient between the experimental and simulated PSTHsTaken together, the preceding results have at least two
important implications for the regulation of neuronal re- (50 ms bin width). This provided a direct measure of the
similarity between the responses of both models andsponses to sensory stimuli. First, they suggest that vari-
ations in spike threshold will alter cellular sensitivity to the experimental data. As anticipated, the H-H model
replicated the experimental data more accurately thancounteract slow changes in membrane potential. This
could play an important role in reducing the impact of the I&F model (Figure 3). The mean correlation coeffi-
cient between the experimental and H-H model PSTHsslow, stimulus-independent variations in Vm and in dy-
namically regulating the gain of neuronal responses to was 0.82  0.15, while the mean coefficient computed
between the experimental and I&F model PSTHs wassensory stimuli. Second, they suggest that the relative
sensitivity to rapid depolarizations will increase as a 0.56  0.31.
We suspected that this difference was largely due tofunction of the mean level of depolarization. This could
act to enhance the influence of fast fluctuations in Vm the inability of the I&F model to modify its spike threshold
as a function of Vm. To test this idea, we plotted theduring high-input conditions by increasing the sensitiv-
ity of the spike-generating mechanism to coincident correlation coefficients between the model and experi-
mental PSTHs as a function of the standard deviationsynaptic input.
We tested the first of these two predictions by com- of Vm, tm measured across trials from the experimental
data (Vm, tm corresponds to the average subthreshold Vmparing the behavior of two model neurons in response
during the visual response on each trial). The correlation
coefficients for the I&F model decreased sharply with
the magnitude of Vm, tm variations, but the H-H model
was much less perturbed by the same fluctuations (Fig-
ure 4). To determine if this difference was due to the
influence of trial-to-trial variations in the DC level of Vm,
we repeated the simulations after normalizing each trial
to the baseline-Vm. This calculation (see Experimental
Procedures) removes the DC component of the prestim-
ulus Vm from each trial that deviates from the average
prestimulus Vm measured across all trials. We then recal-
culated the correlation coefficients as before and found
that this manipulation resulted in similar firing patterns
between the experimental data and the model neurons
for 92% of the cells in the sample (rH-H  0.87  0.15;
rI&F  0.76  0.31).
These results confirm our expectation that spikeFigure 4. Hodgkin and Huxley Dynamics Predict the Behavior of
Evoked Responses in Cortical Neurons threshold acts as a dynamic gain control, enabling neu-
The graph shows a scatter plot of the correlation coefficients com- rons to adjust their output sensitivity as a function of
puted from the experimental and model PSTHs versus the standard Vm. Figure 5 illustrates this effect experimentally in a
deviation of Vm, tm (in mV) measured across trials from the experimen- cell that showed gradual hyperpolarization during the
tal data (n  47 cells). As the variance of Vm, tm increases, the H-H response to a high-contrast drifting grating (Carandini
model maintains a close correlation with the experimental data while
and Ferster, 1997). To determine the influence of thresh-the I&F model diverges. The straight lines depict the linear fits to
old variations, we compared the discharge characteris-the data. Only statistically significant correlation coefficients are
plotted. tics of the recorded cell to those observed in the two
Adaptive Coincidence Detection in Cortical Neurons
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namic changes in spike threshold partially counteract
the gradual hyperpolarization evoked by the stimulus and
thereby adaptively adjust the cell’s output (Figure 5B).
The Contribution of Dynamic Spike Threshold
to Orientation Selectivity
Several studies have demonstrated that the orientation
selectivity of synaptic inputs to striate neurons is
broader than spike output (Nelson et al., 1994; Pei et
al., 1994; Azouz et al., 1997; Volgushev et al., 2000;
Carandini and Ferster, 2000; Anderson et al., 2000a).
This has generally been interpreted as a “tip of the ice-
berg” effect, in which spikes are generated only in re-
sponse to the most depolarized components of the Vm
that cross a fixed firing threshold (Carandini and Ferster,
2000; Anderson et al., 2000a). However, our findings
suggest a 2-fold dependence of spike threshold on Vm
that could significantly affect the orientation selectivity
of cortical neurons. First, changes in firing threshold will
counteract slow changes in Vm, raising threshold during
depolarization and lowering it during hyperpolarization.
This negative feedback influence will tend to broaden
orientation tuning by reducing cellular sensitivity at the
preferred orientation and enhancing sensitivity at the
null orientation. Second, fast variations in Vm will facili-
tate spike output, by lowering threshold during rapid
depolarizations. Moreover, the magnitude of this influ-
ence will scale with the overall depolarization of the cell
(Figure 2D), suggesting that the sensitivity to transientFigure 5. Adaptive Spike Threshold Counteracts Hyperpolarization
Due to Contrast Adaptation depolarization is greatest when cells are driven by
strong depolarizing inputs. Given the evidence that Data were collected from a regular spiking cell in response to an
optimally oriented, drifting sine wave grating (0.7 cycles/, 2/s, 12 band (30–80 Hz) oscillations in neuronal firing probability
cd/m2 ) presented to the contralateral eye. are well tuned for orientation (Gray and Singer, 1989;
(A) The upper trace shows the raw data collected on a single trial, Gray et al., 1990; Anderson et al., 2000b), these findings
and the lower trace shows the PSTH computed from the spike
suggest that high-frequency Vm fluctuations may makeresponses to 20 presentations of the stimulus. In the upper plot,
an important contribution to spike output in general andspikes have been truncated, and the small dashed line shows the
orientation selectivity in particular.baseline-Vm.
(B) This graph plots the mean and standard deviation of the spike To test this conjecture, we compared the orientation
threshold (closed circles) and the average value of Vm (open circles) selectivity of evoked spike count to Vm, tm, spike thresh-
computed from a 100 ms epoch of data centered on the trough of old, and the integrated power of Vm in both low- (4–28 Hz)the response to each cycle of the stimulus. The cell shows a gradual
and high- (28–80 Hz) frequency bands. (All calculationshyperpolarization that is accompanied by a corresponding drop in
performed on the subthreshold signals were done afterspike threshold. The first data point in the Vm plot is the baseline-
removal of all action potentials [Azouz and Gray, 2000].)Vm measured across trials.
(C) PSTH computed from the spike train of the H-H model. The results are shown for a single cell in Figure 6A. The
(D) PSTH computed from the spike train of the I&F model. The orientation selectivity of the high-frequency fluctuations
dashed lines in the PSTH plots in (A), (C), and (D) show the linear closely paralleled that of the spike output. Both of these
regression to the peak firing rate on each cycle of the stimulus.
signals were more selective than either Vm, tm or the low-Note the similarity of the PSTHs between the H-H model and the
frequency components of Vm (data not shown), whileexperimental data. Spike counts and thresholds were computed
spike threshold showed a very broad, but detectable,from a 450 ms window centered on the peak of each cycle of the
response. selectivity. To quantify these relationships, we calcu-
lated the orientation bandwidth (2 of the Gaussian fits
to the tuning curves) for spike count, low- and high-
frequency bands of Vm, and Vm, tm for a subsample of 15model neurons after injecting the currents derived from
the experimental data. The covariance between the ex- cells. Scatter plots of this variable revealed that the
spike count and high-frequency Vm fluctuations of eachperimental and modeled cells was quantified by com-
paring the slope of the linear regression to the peak cell were more narrowly tuned than both Vm, tm and the
low-frequency components of Vm (Figure 6B). Moreover,firing rate of each cycle of the stimulus (dashed lines
in the PSTHs of Figures 5A, 5C, and 5D). The rate of the orientation bandwidth of spike count and high-fre-
quency power appeared to be systematically related.adaptation displayed by the recorded cell (Figure 5A;
slope 40.8 spikes/s2 ) was well approximated by the This observation was confirmed by calculating the linear
correlation between these variables for all 15 cells. AsH-H model (Figure 5C; slope  41.2 spikes/s2 ), but
less than that displayed by the I&F model (Figure 5D; shown in Figure 6C, the tuning bandwidths for spike
count and the high-frequency components of Vm wereslope  47.8 spikes/s2 ). This demonstrates that dy-
Neuron
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a significant contribution to spike activity and hence
orientation selectivity.
To further study the contribution of spike threshold
to orientation selectivity, we compared the orientation
tuning of both model neurons to the experimental tuning
curves measured in the same 15 cells. As before, the
model responses were measured by injecting the cur-
rents derived from the experimental tuning curves mea-
sured in the same cells (see Experimental Procedures).
In each instance, the tuning width of the spike activity
was narrower for the H-H model, and in 14 of the 15
cells, the tuning width of the H-H model responses was
nearly identical to that of the experimental measure-
ments (Figures 7A and 7B). These findings support the
notion that adaptive threshold makes an important con-
tribution to the orientation selectivity of cortical neurons.
As an additional test of this idea, we examined the
influence of slow, stimulus-independent variations in Vm
on the orientation selectivity of the two model neurons.
We added a depolarizing DC component to the response
phase of the injected current and determined the effect
of varying the magnitude of this depolarization on the
orientation tuning of the H-H and I&F model cells (Figure
7C). In both models, the depolarization led to higher
firing rates at all orientations. However, the H-H model
maintained its orientation selectivity across a broad
range of depolarizing input, while the I&F model did not
(Figure 7C). More importantly, as the magnitude of the
depolarization increased, the tuning width of the I&F cell
exceeded that of the underlying Vm, tm (dashed line in
Figure 7C), while the H-H neuron dynamically regulated
its output and maintained its selectivity. This finding
demonstrates that the adaptive threshold mechanism
preserves selectivity by decreasing cellular sensitivity
to slow stimulus-independent Vm depolarizations (Fig-
ures 4 and 7C). When this effect is superimposed on 
band fluctuations in Vm that are tuned for orientation, it
suggests that the two influences act synergistically to
sharpen orientation tuning.
Discussion
Our results demonstrate a 2-fold dependence of spike
threshold on Vm in cortical neurons recorded in vivo.Figure 6. The Orientation Selectivity of Evoked Spikes Is Highly Cor-
During states of high network activity, dynamic changesrelated with the High-Frequency Components of Vm
in spike threshold reduce cellular sensitivity to slow de-(A) Normalized orientation tuning curves computed for Vm, tm, high-
polarizations and concurrently increase the relative sen-frequency power, mean firing rate, and spike threshold from the
evoked responses of a single cell. sitivity to rapid depolarizations. This suggests that when
(B) Scatter plot of the orientation tuning width (2 of the Gaussian cortical neurons are driven by strong input, their spike
fit) of Vm, tm versus spike count, and the low- and high-frequency output will be preferentially determined by the amplitude
components of Vm for the sample of 15 cells. The tuning bandwidth of high-frequency components of the Vm. We tested thisof Vm, tm was similar to that of the low-frequency Vm components, prediction by measuring the orientation selectivity of theand both were substantially broader than the high-frequency Vm
mean and the high-frequency ( band) components ofcomponents and the spike responses (mean bandwidth: Vm, tm 
the Vm. Our results showed a close correlation between61.1; 4–28 Hz  55.7; 28–80 Hz  38.1; spikes  30.2). The
closed squares represent values for which the Gaussian fit was not spike activity and visually evoked high-frequency fluctu-
statistically significant. ations in membrane potential. These findings suggest
(C) Scatter plot of the orientation tuning width of the high-frequency that the adaptive dynamics of spike generation act syn-
Vm components versus the spike responses for all 15 cells. The ergistically with input from the cortical network to shape
straight lines show the linear regression fit to the data.
the response properties of cortical neurons. Thus, rather
than serving as a simple static nonlinearity, as assumed
tightly correlated (p 	 0.0001). The same calculation by many cortical models (Carandini and Ferster, 2000;
applied to the low-frequency components of Vm was Anderson et al., 2000a and references therein), the dy-
not statistically significant (p  0.0665). These findings namics of spike threshold adaptively regulate response
gain and the sensitivity to coincident synaptic inputs.suggest that high-frequency fluctuations of Vm make
Adaptive Coincidence Detection in Cortical Neurons
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based. The first concerns our definition of spike thresh-
old. We have operationally defined threshold as the
membrane voltage at the onset of spike upstroke (see
Fricker et al., 1999; Anderson et al., 1987 for related
measures). This was the only practical measure avail-
able to us, and we cannot exclude the possibility that
it introduced some form of error in the estimate of
threshold. Second, we generally assume that our im-
palements occur at or near the soma and that our mea-
surements of Vm reflect the voltage fluctuations at the
site of spike initiation. Again, we cannot confirm these
assumptions. In spite of these uncertainties, however,
the systematic agreement between our findings and the
predicted dependence of spike initiation on Vm (Azouz
and Gray, 2000; Hodgkin and Huxley, 1952a, 1952b;
Noble, 1966; Fricker et al., 1999) suggest that our mea-
sure of spike threshold accurately reflects the spike
initiation process (for further discussion, see Azouz and
Gray, 2000).
Our conclusions also rest on the assumption that rapid
depolarizations arise from synchronous synaptic inputs,
while slow changes in Vm reflect sustained, independent
inputs. While this interpretation is fully consistent with
the properties of synaptic integration (Destexhe and
Pare, 1999; Azouz and Gray, 2000), it neglects the role of
dendrites in shaping the integration process. Dendritic
integration may turn synchronous inputs into slow Vm
variations at the soma if these inputs are spatially distrib-
uted. Alternatively, asynchronous synaptic inputs in dif-
ferent parts of the dendritic tree may yield rapid depolar-
izations at the soma, if they have the right magnitude
and timing. While we cannot exclude the contribution
of either of these processes, our interpretation provides
the simplest explanation consistent with experimental
and theoretical evidence (Usrey and Reid, 1999; Alonso
et al., 1996; Azouz and Gray, 1999, 2000; Diesmann et
al., 1999).
Another issue deserving mention is the surprisingly sys-
tematic correlation between the tuning bandwidth of the
 band component of Vm and spike activity (Figure 6C).
This raises the concern that the magnitude of  band
activity may be linked to the occurrence of spikes and
hence that the correlation may be a measurement arti-
fact. In our analysis, we were careful to remove all spikes
Figure 7. Hodgkin and Huxley Dynamics Contribute to the Feature prior to calculating the  band component. However, it
Selectivity of Cortical Neurons is possible that voltage-gated currents occurring prior
(A) This graph illustrates orientation-tuning curves for the spike out- to each spike could have contributed to our measure
put of the two model neurons measured under control conditions. (Gray and McCormick, 1996; Azouz and Gray, 2000). One(B) Scatter plot of the orientation tuning width of the experimental
test of this notion would be to measure the orientationdata versus the two model neurons spike responses. For all 15 cells
bandwidth of the  band component while the cells aretested, the tuning bandwidth of the I&F model was greater than that
of the H-H model responses (data 30.2; H-H 31.6; I&F 48.6). held below firing threshold using DC current injection.
(C) This graph illustrates the systematic dependence of orientation Although such data is not available, several studies have
bandwidth as a function of added Vm depolarization. The straight reported that visually evoked  band oscillations in Vmlines show the linear fits to the data. The dashed line in (C) depicts
persist, and even increase in amplitude, when cells arethe orientation bandwidth of the experimental Vm, tm. Note that the
held below firing threshold (Jagadeesh et al., 1992;orientation bandwidth of the H-H model is always below that of
Bringuier et al., 1996; Azouz and Gray, 2000). These dataVm, tm, while that of the I&F model exceeds it at moderate levels of
depolarization. demonstrate that in many cells  band activity is due to
synaptic input and not directly or artifactually related to
the occurrence of spike activity.
Finally, we interpret the change in relative sensitivityMethodological Considerations
to rapid depolarization as a function of Vm as evidenceBefore discussing the underlying mechanisms and im-
of an adaptive bandpass mechanism. While this as-plications of these findings, it is important to consider
the assumptions upon which our interpretations are sumption is supported by our data, a quantitative analy-
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sis would be required to fully address this issue (Caran- rapid depolarizations. This adaptive mechanism will
have two predominant effects. One will be to act as adini et al., 1996).
dynamic gain control to counteract changes in mem-
brane potential and neuronal firing rate. This may con-Cellular Mechanisms of Adaptive Threshold
tribute to response normalization and contrast gain con-Our findings can best be accounted for by the classical
trol, enabling cortical cells to convey information aboutHodgkin-Huxley theory, which describes the voltage-
stimulus features independent of their response ampli-and time-dependent changes in sodium and potassium
tude (Albrecht and Hamilton, 1982; Heeger, 1992). Ourconductance (Hodgkin and Huxley, 1952a, 1952b; No-
findings that spike threshold varies with stimulus orien-ble, 1966; Fricker et al., 1999). In this model, spike
tation and instantaneous firing rate (data not shown) arethreshold will rise when the percentage of available so-
consistent with this interpretation.dium and potassium channels falls and rises, respec-
Another effect will be to dynamically regulate the sen-tively. The critical factor controlling the dynamics of this
sitivity to coincident synaptic input. This is supportedprocess is likely to be the differential kinetics of the
by our finding that the decrease in threshold that occursvoltage-dependent activation and inactivation of these
with rapid depolarization depends inversely on the mag-channels. Slow depolarizations lasting hundreds of milli-
nitude of sustained depolarization. Because the rateseconds, such as those evoked by visual stimuli, will
of Vm depolarization is proportional to the precision ofactivate both Na and K channels, while simultane-
synchronous excitatory inputs (Destexhe and Pare,ously inactivating the Na channels. These effects will
1999; Azouz and Gray, 2000), we interpret our findingsreduce Na channel availability, increase K channel
as evidence for an adaptive coincidence-detectionavailability, and thereby lead to an overall rise in spike
mechanism. Thus, during high-input states evoked bythreshold and a reduction of cellular sensitivity. Con-
sensory stimulation, our findings predict that spike gen-versely, rapid depolarizations will lead to substantial
eration is driven preferentially by those excitatory inputsNa channel activation that precedes both the inactiva-
that are highly synchronous. Such effects could be fur-tion of Na channels and the activation of K channels.
ther enhanced by transient synchronous inhibitionThese events will cause a transient drop in spike thresh-
(Whittington et al., 1995; Buzsaki and Chrobak, 1995).old that results from a sudden increase in Na channel
The hyperpolarization evoked by inhibitory inputs arriv-availability.
ing immediately prior to excitation would further reduceInterestingly, we found that the relative reduction in
spike threshold in response to the ensuing synchronousspike threshold that occurs in response to rapid depolar-
excitation. Interactions of this sort would tend to be self-izations was inversely proportional to the overall (i.e.,
reinforcing and favor the generation of high-frequencymean) membrane potential. This suggests that during
oscillations (Gray and Singer, 1989).strong and sustained depolarizations, when Na chan-
These conclusions mesh well with another experimen-nel availability is relatively low, the remaining population
tal finding of this study. The orientation specificity ofof available Na channels can be more readily activated
evokedband fluctuations (28–80 Hz) was closely corre-by rapid depolarizations. We confirmed that this effect
lated with the spike activity of the cells (Gray and Singer,could also be accounted for by the voltage-gated Na
1989; Gray et al., 1990), while the Vm, tm and the low-and K channels by showing a similar relationship for
frequency fluctuations were more broadly tuned (Nelsonthe responses of the H-H model to injected currents
et al., 1994; Pei et al., 1994; Azouz et al., 1997; Volgushevderived from the visually evoked responses.
et al., 2000; Carandini and Ferster, 2000; Anderson etIt should be pointed out, however, that additional fac-
al., 2000a). While previous studies have argued that ori-
tors are likely to contribute to the regulation of spike
entation tuning is enhanced by a “tip of the iceberg”
threshold. Other voltage-gated conductances, such as
effect, in which spikes are generated only by those de-
slow potassium currents with high activation potentials, polarizations that cross a fixed firing threshold (Caran-
could play a significant role in regulating spike threshold. dini and Ferster, 2000; Anderson et al., 2000a), our re-
Similarly, voltage-gated Na channels are known to be sults are inconsistent with this interpretation. Rather
modulated by a variety of neurotransmitters (Cantrell than invoking a static nonlinearity, defined by a fixed
and Catterall, 2001; Carr et al., 2002), which can have threshold, our results suggest that orientation tuning is
effects on current magnitude, voltage-dependence, and sharpened by a cooperative process in which synchro-
gating kinetics. Each of these actions could have af- nous activity in the network is amplified by adaptive
fected our results, particularly if the relevant neurotrans- coincidence detection to generate spike output. In this
mitters were released during the barrage of synaptic framework, the broadening of orientation tuning, pre-
activation evoked by visual stimulation. dicted by the linear dependence of threshold on Vm,
would be offset by the nonlinear dependence of thresh-
Functional Implications old on dVm /dt. This conjecture is consistent with two
Although the detailed cellular mechanisms underlying sets of experimental findings: action potentials most
our results are beyond the scope of this study, the func- commonly arise from brief depolarizations reflecting
tional implications are relatively clear. When cells are synchronous synaptic inputs (Azouz and Gray, 1999,
hyperpolarized, spike threshold will fall to increase cellu- 2000), and visually evoked neuronal firing rates depend
lar sensitivity to depolarizations having a broad range of not only on the magnitude of depolarization but also
temporal frequencies. Conversely, when cells become on the amplitude of the high-frequency Vm components
depolarized, spike threshold will increase to reduce cel- (Azouz and Gray, 1999; Anderson et al., 2000a; Volgu-
lular sensitivity to further slow depolarizations while pre- shev and Eysel, 2000). Thus, both discharge characteris-
tics and response selectivity can be explained, in part,serving, or even enhancing, the relative sensitivity to
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Table 2. Parameters Used for the H-H Model Simulations
Na K
Equilibrium potential ENa  50mV EK  90mV
Peak conductance 10 ms cm2 11 mS cm2

m 0.091(Vm  40)/(1  exp((Vm  40)/5))
m 0.062(Vm  40)/(1  exp((Vm  40)/5))

h 0.06 exp((55  Vm)/15)
h 6.01 exp((17  Vm)/21)  1

s 0.001 exp((85  Vm)/30)
s 0.034 exp((17  Vm)/10)  1

n 0.034(Vm  45)/(1  exp((Vm)/5))
n 0.54 exp(75  Vm)/40
The Na current was given by the equation INa  GNam 3hs(Vm  ENa), where m, h, and s are the activation, inactivation, and slow inactivation
variables, respectively. The K current was given by the equation IK  GKn 4 (Vm  EK), where n is the activation variable. The temperature
coefficient (Q10) was assumed to be 5.
Experimental Proceduresby a dynamic spike-encoding mechanism that is pre-
dominantly sensitive to synchronous synaptic inputs.
Experimental Methods
All experiments were conducted on anesthetized and paralyzed
adult cats of both genders. The methods for induction and mainte-Implications for High-Input Conditions
nance of anesthesia, surgical preparation, and intracellular re-Several theories have postulated a fundamental role for
cording in vivo have been described in detail in previous reportsneuronal synchronization in cortical function (Milner, 1974;
(Azouz and Gray, 1999, 2000). Quantitative data were obtained in
von der Malsburg, 1981; Singer and Gray, 1995; Gray, response to a minimum of 20 presentations of a drifting sine wave
1999; Diesmann et al., 1999; Abeles, 1982). While these or square wave grating (10–20 cd/m2 mean luminance, 80 Hz nonin-
terlaced refresh rate, 1024 768 resolution) presented to the domi-models remain to be rigorously tested, their underlying
nant eye at the preferred orientation, direction, velocity, and spatialassumptions have been criticized on physiological
frequency. The data recorded on each trial consisted of a 0.5 sgrounds (Shadlen and Newsome, 1998; Shadlen and
period of spontaneous activity followed by 2–3 s of visual stimulation
Movshon, 1999). The essence of this argument is that and were digitized at a rate of 20 kHz. In some cells (n  15),
neuronal synchrony cannot be reliably detected under we also recorded the responses to a complete range of stimulus
high-input conditions, because cortical neurons are in- directions at intervals of 22.5. All procedures followed guidelines
established by the National Institutes of Health on the use of labora-capable of distinguishing significant synchronous inputs
tory animals and were approved by the Institutional Animal Carefrom those that occur by chance. Our findings contradict
and Use Committee.this argument. They suggest that the spike-generating
mechanism enhances the relative sensitivity to synchro- Data Analysis
nous inputs under high-input conditions, even though The aim of our analysis was to determine how spike threshold varies
with Vm and its rate of change during the period immediately preced-the absolute sensitivity decreases. Because of technical
ing a spike (dVm /dt), and whether these threshold variations influ-limitations, it is not possible to directly test this predic-
ence the discharge properties and feature selectivity of corticaltion. However, another line of evidence supports our
cells. To accomplish these goals, we used a combination of dataconclusions. Several recent studies have demonstrated analysis and numerical simulations.
that cellular input conductance, measured somatically We divided the analysis of our experimental data into two parts.
in cortical neurons in vivo, increases by up to 4-fold The first part consisted of data selection, calculation of the baseline-
Vm, and measurement of spike thresholds. For data selection, weduring states of strong synaptic input (Pare et al., 1998;
chose only those cells having a resting Vm of 	60mV, and actionBorg-Graham et al., 1998; Hirsch et al., 1998; Anderson
potentials that exceeded 0mV and did not decrease appreciably inet al., 2000c). This has at least two predicted effects on
amplitude (10mV) during sustained depolarization. This served to
the postsynaptic response to synaptic input. It de- exclude recordings of poor quality and putative dendritic im-
creases the amplitude and shortens the time course of palements. For the selected cells, we calculated the baseline-Vm by
taking the grand average of all the data points (excluding actionthe postsynaptic potential (Destexhe and Pare, 1999;
potentials, see below) in the first 250 ms of spontaneous activityfor an experimental verification of this prediction, see
across all the trials in a session. This measure served as the approxi-D. Heck et al., 2000, Soc. Neurosci., abstract). Thus,
mate equivalent of the resting Vm for each cell in the absence ofsynaptic input becomes less effective, and its window visual stimulation. We then normalized the data on each trial by
for temporal integration narrows. Under these condi- subtracting the baseline-Vm from each data point during the visual
response. This enabled us to express the results of our subsequenttions, only those excitatory inputs that are highly syn-
calculations relative to a putative resting Vm.chronized will evoke rapid depolarizations of the magni-
The methods for spike threshold detection have been describedtude reported here and elsewhere using in vivo
in detail in previous reports (Azouz and Gray, 1999, 2000). Briefly, we
intracellular recording. The remaining inputs, if acting identified the voltage preceding each spike, which, once reached,
independently, will evoke sustained changes in Vm that resulted in an action potential. We computed the maximum rate of
change of Vm (dVm/dt)max over three consecutive data points duringserve to sharpen the sensitivity to synchronous inputs.
the upstroke of each spike and calculated dVm /dt for each intervalBased on these considerations, we propose that adap-
of time preceding the peak slope. Threshold was defined as thetive changes in spike threshold act synergistically with
voltage at the onset of each spike at which dVm /dt first reached anchanges in input conductance evoked by sensory stimu- empirically determined fraction of (dVm/dt)max. This ratio (0.033) was
lation to select and amplify synchronous activity in corti- chosen when the value of dVm /dt resulted in a close match to the
threshold assigned by careful visual inspection of the raw data.cal networks.
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In the second part, we examined the influence of Vm and dVm /dt We conducted the numerical simulations using NEURON (Hines,
1989) and modeled the cells as a single isopotential compartmenton spike threshold for the signals recorded immediately prior to
each spike. To accomplish this, we first split the signal into its two (Rm  125 K cm2 , Cm  1 F/cm2 , and Rin  30 M, resting
Vm70mV). Voltage-gated Na and K conductances were imple-components, subthreshold Vm fluctuations and spike activity. The
spikes were truncated at their threshold voltages and their times of mented using the Hodgkin-Huxley equations (Hodgkin and Huxley,
1952a, 1952b; Noble, 1966). The maximal conductances and theoccurrence (i.e., leading edge) stored at 1 ms resolution. The trun-
cated record of Vm was resampled at 1 kHz, and any remaining activation and inactivation variables were derived from experimental
data (Huguenard et al., 1988; Hamill et al., 1991; Belluzzi and Sacchi,voltage transients were removed by applying a sliding three-point
median filter. These calculations served to remove the spikes with- 1991; Fleidervish et al., 1996) and are given in Table 2. The spike
threshold for the integrate-and-fire model (55mV) was adjusted toout affecting the underlying subthreshold Vm fluctuations.
To assess the influence of Vm on threshold, we computed the correspond to the spike threshold level in a Hodgkin-Huxley model
injected with a 5 ms depolarizing pulse at the resting Vm.linear correlation between spike threshold and the average value of
Vm (excluding spikes) over the 250 ms period preceding each spike.
We use the symbol Vm, ps to denote this quantity, where the subscript Acknowledgments
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