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Every quantum minor generates an Ore set
Zoran Sˇkoda zskoda@irb.hr
Abstract. The subset multiplicatively generated by any given set of
quantum minors and the unit element in the quantum matrix bialgebra
satisfies the left and right Ore conditions.
Quantum matrix groups ([9, 11, 12]) have remarkable algebraic properties
and connections to several branches of mathematics and mathematical physics.
A viewpoint of the noncommutative geometry may elucidate some of their
properties. In the formalism in which a quantum group is described by a
matrix bialgebra G, e.g. SLq(n), the shifts of the main Bruhat cells are ex-
pected also to have quantum analogues which are localizations of G. The
geometry is richer and more akin to the classical case, if these localizations
have good flatness properties. Ore localization is the most well-understood
kind of localizations. Ore localizations are biflat (in terminology of [13]),
and appear often in “quantum” situation, that is, when the noncommutative
algebra is just a deformation of a commutative algebra. Thus one expects to
realize the quantum main Bruhat cell and its Weyl group shifts as the (non-
commutative spectra of) the localized algebras of the form G[S−1w ] where Sw
are certain Ore subsets in G, depending on the element w in the Weyl group
W . Furher support of this conjectural picture is a result of A. Joseph [5],
that there is a natural family of Ore sets S¯w, w ∈ W , in the graded algebra R
representing the quantum analogue of the basic affine space G/U , such that
in the commutative case the spectra of the localizations R[S¯−1w ] are exactly
the images of the Bruhat cells in the basic affine space.
However, the Ore property for the natural candidates for Sw has not
been proved so far. Trying to answer the question of V. Drinfeld to find
the quantum analogue of the Beilinson-Bernstein localization theorem,
Y. Soibelman has shown the satisfactory localization picture for SLq(2)
(unpublished), and came to the conclusion that for SLq(n), n > 2, already
the Ore property of Sw is far from obvious, if not even wrong. Quantum
Beilinson-Bernstein theorem has been further studied by Lunts and Rosen-
berg [7], Tanisaki [20] and others, but in different approaches.
In his thesis, the present author has developed a direct localization ap-
proach ([15, 17]) to the construction of the coset spaces of the quantum
linear groups and the locally trivial quantum principal fibrations deforming
the classical fibrations of the type G → G/B and having Hopf algebras as
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the replacements of the structure groups. Apart from the sketch in [15],
the main part of that work has been still unpublished (however, a nontrivial
application to quantum group coherent states and appropriate measure is
exhibited in [16]). The present paper fills a part of this gap in view of the
observation that the sets Sw in SLq(n) are sets multiplicatively generated
by a specific set of quantum minors attached to the permutation matrix w,
namely the set of all principal (=lower right corner) quantum minors of the
row-permuted matrix of generators T = (t
w−1(i)
j ). Note that this solves the
problem weather the quantum Bruhat cells are realizable as Ore localizations
only for quantum matrix groups of type A (in the sense of Lie theory).
A subset S in a ring R is multiplicative if 1 ∈ S and s, s′ ∈ S implies
ss′ ∈ S. A subset S ∈ R satisfies the left Ore condition if ∀r ∈ S, ∀r ∈ R,
∃r′ ∈ R ∃s′ ∈ S with s′r = r′s. If R has no zero divisors, then a multiplicative
subset S ⊂ R satisfying the left Ore condition is called a left Ore set.
The right Ore condition is the left Ore condition in the ring with opposite
multiplication Rop. A subset S ∈ R is Ore if it is left Ore in R and Rop
simultaneously. For more details on Ore sets see [19, 21].
Let I, J be some linearly ordered sets of equal cardinality |I| = |J | =
n > 0, where the elements of K and L are called labels. Given a field k of
characteristic zero, and number 0 6= q ∈ k, the underlying k-algebra of the
matrix bialgebra Mq(I, J) is the free k-algebra on generators t
i
j where i ∈ I,
j ∈ J , modulo the relations
tαγ t
α
δ = qt
α
δ t
α
γ , α = β, γ < δ (same row)
tαγ t
β
γ = qt
β
γ t
α
γ , α < β, γ = δ (same column)
tαγ t
β
δ − t
β
δ t
α
γ =
{
(q − q−1)tβγ t
α
δ , α < β, γ < δ
0, α < β, γ > δ
The isomorphism class of algebra Mq(K,L) depends only on the cardinality
n of K and L, and we denote a representative of that classMq(n), e.g. where
K = L = n = {1, . . . , n}.
Let K = (k1, . . . , km) ⊂ I, L = (l1, . . . , lm) ⊂ J be subsets of equal cardi-
nality m < n where the labels in the round brackets are ordered according to
the subset order from I and J . Then TKL will be the submatrix of T = (t
i
j)
i∈I
j∈J
whose rows have labels in K and whose columns have labels in L. Denote
DKL = detqT
K
L =
∑
σ∈Σ(m)(−q)
l(σ)tk1l
σ(1)
· · · tkml
σ(m)
where l(σ) denotes the num-
ber of inversions in the permutation σ on the set of m labels. Any element
of this form is called a quantum minor. DKL is central in Mq(K,L), but
not in the whole Mq(I, J), unless K = I and L = J .
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Lemma 1. Let S ⊂ R be a multiplicative subset and E = E(S) be the
set of all e ∈ R which satisfy the following ’partial’ left Ore condition
∀s ∈ S, ∃s′ ∈ S, ∃r′ ∈ R r′s = s′e (1)
Suppose also that S ⊂ E. Then (i) E is a subalgebra of R.
(ii) If r ∈ R satisfies the following E-relative partial left Ore condition
∀s ∈ S, ∃s′ ∈ S, ∃r′ ∈ R r′s− s′r ∈ E (2)
then r ∈ E.
(iii) Let S0 ⊂ S multiplicatively generates S. Then for left Ore condition
to hold, that is E(S) = R, it is enough to check (1) for all e ∈ R but only
s ∈ S0 (still with s
′ ∈ S).
Proof. The reasoning method here is pretty standard (cf. [19], Ch. 6).
(i) Given e1, e2 ∈ E, we prove that e1e2 ∈ E as follows. By the assump-
tion, given any s ∈ S, ∃r′ ∈ R, ∃s′ ∈ S, with r′s = s′e1; and ∃r
′′ ∈ R, ∃s′′ ∈ S
such that r′′s′ = s′′e2. Then s
′′(e1e2) = r
′′s′e2 = (r
′′r′)s.
To prove that e1+ e2 ∈ E we reason as follows. Given any s ∈ S, we first
find s1, s2 ∈ S, r1, r2 ∈ R such that s1e1 = r1s and s2e2 = r2s. By S ⊂ E,
also ∃s∗ ∈ S, r∗ ∈ R such that s∗s1 = r∗s2. Then
(s∗s1)(e1 + e2) = s∗r1s+ s∗s1e2
= s∗r1s+ r∗s2e2
= s∗r1s+ r∗r2s
= (s∗r1 + r∗r2)s, with s∗s1 ∈ S, as required.
(ii) Let r′s−s′r = e ∈ E. By e ∈ E we can find r′′, s′′ such that r′′s = s′′e.
Then (s′′r′ − r′′)s = s′′(r′s− e) = s′′s′r with s′′s′ ∈ S, as required.
(iii) Suppose s1, s2 ∈ S0. By assumption, r2s2 = s
′
2e and s∗r2 = r∗s1 for
some s′2, s∗ ∈ S and some r2, r∗ ∈ R. Then r∗(s1s2) = s∗r2s2 = (s∗s
′
2)e with
s∗s′2 ∈ S. Hence, the equation (1) holds for all s ∈ S
′
0 where S
′
0 consists of
all products of pairs of elements in S. Continuing by induction on the length
n of a product s = s1 . . . sn ∈ S we conclude that (1) holds for all s ∈ S.
Lemma 2. Let |K| = |L| < n. Consider the subalgebra E0 = E0(K,L)
in M(n) generated by all tkl where either k ∈ K or l ∈ L (or both). Let
tk
′
l′ /∈ E0. Then for every e ∈ E0, t
k′
l′ e− et
k′
l′ ∈ E0.
Proof. This is a linear statement, hence it suffices to prove it for words
e = tk1l1 · · · t
kr
lr
of degree r in generators of E0. We show this by induction on r.
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For r = 0, 1, this is obvious. Let e = er−1t
kr
lr
where er−1 is of the degree r−1.
The commutator [er−1, t
k′
l′ ] ∈ E0 by the induction hypothesis, and [t
kr
lr
, tk
′
l′ ]
is either zero or proportional to tk
′
lr
tkrl′ . Since E0 is a subalgebra, these two
facts and the identity [er−1t
kr
lr
, tk
′
l′ ] = [er−1, t
k′
l′ ]t
kr
lr
+ er−1[t
kr
lr
, tk
′
l′ ] imply that
[e, tk
′
l′ ] ∈ E0. Q.E.D.
Notation. If L = (l1, . . . , lr), then L(lk → l) := (l1, . . . , lk−1, l, lk+1, . . . , lr).
Lemma 3. (special cases of commutation relations for quantum minors)
(i) [11] If k ∈ K and l ∈ L then tklD
K
L = D
K
L t
k
l .
(ii) [11] If either k > maxK and l ∈ L, or l > maxL and k ∈ K, then
tklD
K
L = q
−1DKL t
k
l . If either k < maxK and l ∈ L, or l < maxL and k ∈ K,
then tklD
K
L = qD
K
L t
k
l . Also (say, by Muir’s law [6]), if L and L
′ differ by an
interchange of a single label, then DKLD
K
L′ = q
±1DKL′D
K
L .
(iii) Let L = (l1, . . . , ls). Suppose l1 < l < li, for i > 1. Then
DKL t
k
l − q
−1tklD
K
L = (1− q
−2)DKL(l 7→l1)t
k
l1
(3)
(iv) Let L = (l1, . . . , ls) be ascendingly ordered and lr < l < lr+1 for some
r. Then (iii) generalizes to
DKL t
k
l − q
−1tklD
K
L = q
−1(q − q−1)
r∑
u=1
(−q)u−rtkmlu D
K
L(lu→l) (4)
Parts (iii) and (iv) are now widely known among people working on “iden-
tities between quantum minors”, and were many times independently redis-
covered by many people (e.g. by the author around 1998). Both identities
are much easier to prove when k = maxK (using for example Laplace iden-
tities [4, 6, 11], and simple calculational arguments, and, for (iv), induction).
The general case, follows from k = maxK case applying the included-row
exchange principle ([14]).
Fact. (e.g. [11]) Mq(n) has no zero divisors.
Theorem. Each quantum minor DKL = detq T
K
L (where K and L are the
subsets of {1, . . . , n} of the same cardinality) and 1 multiplicatively generate
an Ore set S = SKL in R =Mq(n).
Proof. We prove the right Ore condition. The left Ore condition then
follows by using the algebra automorphism tij → t
j
i .
According to the Lemma 1 (i), it is sufficient to prove that all the gen-
erators tkl are in E = E(S
K
L ), and S ⊂ E. The latter is clear as S is
multiplicatively generated by only one element. Furthermore, by Lemma 1
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(iii) we will be checking the condition (1) for s = DKL only, and not for the
higher powers of DKL . We first prove for t
k
l ∈ E0(K,L) ⊂ R, (in notation of
Lemma 2).
If k ∈ K and l ∈ L this is obvious because then tkl and D
K
L commute. If
k ∈ K and l is smaller than the minimum of L or larger then the maximum
of L then tklD
K
L = q
±1DKL t
k
l what again proves the condition. The same way
conclude that in the case that l ∈ L and k is smaller than the minimum of
K or larger than the maximum of K.
Now consider the case when k ∈ K and lr < l < lr+1 for some r. If
r = 1 then the formula (3) applies. Notice that the RHS is in E, because
tkl1 is already proven to be in E, and D
K
L and D
K
L′ differ only in one column,
hence q-commute according to Lemma 3 (ii) and E is a subalgebra. Hence
the formula (3) is easily recognized to be of type (2) and therefore tkl ∈ E.
Now we use induction on r to prove the same for all r. So suppose we
have proved for r − 1. Then, the formula (4) applies. Using the induction
hypothesis, one easily sees that the factors involved in each summand on
the right-hand side of (4) are in E: Namely, DKL(lu→l) has at most (r − 1)
columns with indices less than l, and tkmlu is one of the entries in T
K
L , hence
it commutes with DKL .
Thus we have proved the claim for all tkl ∈ E0 = E0(K,L), and therefore
E0 ⊂ E. We are left with the case of t
k
l /∈ E0, i.e. where both k /∈ K and
l /∈ L. Surely DKL ∈ E0, hence by Lemma 2, t
k
lD
K
L − D
K
L t
k
l ∈ E0 ⊂ E. By
Lemma 1 (ii) tkl ∈ E. Hence by Lemma 1 (i) we are done.
Corollary. (0) The theorem holds for SLq(n) and GLq(n).
(i) Every set of quantum minors multiplicatively generates an Ore set in
R =Mq(n),SLq(n) or GLq(n).
(ii) The product of finitely many qr-commuting (various r-s) quantum
minors is a multiplicative generator of an Ore set in R.
(iii) The product of all principal quantum minors (lower right corner) of
sizes 1×1 to (n−1)×(n−1) of any row and column-permuted matrix G = T στ
of T is a multiplicative generator of an Ore set in R.
(iv) The theorem holds for the multiparametric quantum groups obtained
by twisting ([1, 3, 10, 18]).
To observe (0), notice that SLq(n)) has no zero divisors and it is a quo-
tient of Mq(n). The projection map sends all quantum minors to nonzero
elements, so the Ore conditions are fullfilled by using the projection map
directly. GLq(n)) is a central localization of Mq(n), hence compatible with
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any Ore set in Mq(n): any central localization sends Ore sets to Ore sets.
(i-iii) easily follow from the theorem by general principles on recognizing
Ore sets ([19], Ch. 6).
(iv) It is not difficult to observe, and it was shown in detail in [18], the
twisting of [1] changes the relations (in Lemma 3) among the quantum minors
by nonzero factors in each of the summands, and the rest of the reasoning
follows the same way, up to numerical factors, which can always be absorbed
in r′ in Ore condition.
In fact, one can directly use the theorem in its 1-parameter version, and
an isomorphism from the multiparametric quantum bialgebra into the (0, 0)-
bidegree component of certain tensor product Sl ⊗Mq(n) ⊗ Sr. This iso-
morphism appropriately transfers the quantum minors and Ore conditions
involving certain class of homogeneous elements in general ([18]).
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