This work introduces a heuristic-guided branching search algorithm for model-based, mutation-driven testcase generation. The algorithm is designed towards the efficient and computationally tractable exploration of discrete, non-deterministic models with huge state spaces. Asynchronous parallel processing is a key feature of the algorithm. The algorithm is inspired by the successful path planning algorithm Rapidly exploring Random Trees (RRT). We adapt RRT in several aspects towards test-case generation. Most notably, we introduce parametrized heuristics for start and successor state selection, as well as a mechanism to construct test cases from the data produced during the search.
INTRODUCTION
The aim of model-based testing (MBT) is to automatically create test cases for some system under test (SUT), based on a formal model of the system. The model usually reflects the specification of the SUT. Thus, MBT is a way of verifying whether the implemented system adheres to its specification.
Model-based mutation testing is a fault-based variant of MBT, where the generated test cases are guaranteed to detect implementations adhering to certain faulty versions of the specification. The idea here is to show that in implementing the system, the requirements were correctly understood and that the SUT is free of the faults that were injected into the specification. Faulty specifications are called mutants, hence the term model-based mutation testing (MBMT). MBMT is a semantically very rich test-case generation technique, but it is often considered infeasible due to the high overhead related to computing test sequences that detect discrepancies between the original specification and mutations of it. We present a test-case generation technique for MBMT that scales to large models from industry.
Our test-case generation tool MoMuT (www.momut.org) started out as a research prototype [2] and has since matured into a leading MBMT tool by applying it to multiple industrial case studies. The performance has improved tremendously over our initial prototypes. Starting from small toy models, we are now able to process industry-size models with more than 2,300 concurrently running state machines. This was made possible by a new exploration algorithm that is able to leverage the power of today's highly concurrent CPUs.
Killing Mutants. The quality of an MBMT test-case generator is measured by the number of mutants it kills. A mutant is killed if there is a path from the initial state of the model to a state that is affected by the mutation, in the sense that the mutation changes the behavior of the model at that state. To expose a fault and thereby a mutant, a test needs to achieve three things: It needs to execute the faulty part of the model (reachability), the mutant's state needs to deviate from the original model's state (infection), and the deviation needs to become visible to the outside (propagation).
The mutation-based testing community differentiates between two forms of killing: weak and strong [13, 27] . Strong killing seeks a change in the observable behavior, whereas weak killing seeks a change in state (not requiring propagation). Weak killing is sometimes used in evaluating test suites, as it is a viable method to measure coverage and easier to evaluate than strong killing. As a test goal, although harder to achieve, strong killing must be pursued, because without propagation, the fault is not observed.
Test conformance. The tests we generate shall verify that all behaviors of the implementation are allowed by the specification. The model might under-specify the implementation, accepting many different implementations as correct. Therefore, we cannot require full equivalence of outputs to decide if a change in observable behavior actually violates the specification. Formal conformance theory can help with this. It is based on the question of what it means for an implementation to conform to a specification. Formal conformance testing, as presented in Reference [49] , investigates theoretical methods to prove or disprove conformance.
We chose input-output conformance (IOCO) as the basis of our MBMT approach, because it fits our event-based view on the interface of the system under test and supports under-specification. The semantics of IOCO is thoroughly defined in Reference [50] on labeled transition graphs. We instantiate these abstract semantics by showing how it can be connected to mutation testing of models, written in a widely used modeling formalism, such as UML. This enables specification engineers to both express models in an intuitive way and have well-defined conformance semantics.
Exploration. Our initial implementation used a straightforward algorithm that explored the state space randomly beginning from the initial state. When parallelized, this approach ignores any opportunity of coordination between the parallel random explorations. For our new implementation, we adopted a version of Rapidly exploring Random Trees (RRT), an algorithm that was very successful in task planning [36] . RRT works well in our setting. It basically works by exploring short paths into the state space and then starting anew, but not necessarily from the initial state; it can restart from any previously discovered state. This allows massive parallelization, because a large number of these short paths can be explored in parallel.
In this work, we compare several heuristics for choosing the starting states of new exploration paths and for guiding the exploration along certain paths. In particular, we make the following contributions:
• We lift and adapt the rapidly exploring the RRT algorithm from path planning, where it is highly successful and widely used, to the discrete verification world.
• We show that through branching search, we increase search performance and test-case quality.
• We propose and evaluate new search heuristics for discrete state spaces, including techniques based on distances and rarity of states.
• Using a range of case studies obtained in an industrial context, we show that MBMT scales to large models. To our knowledge no other MBMT tool can deal with models of this magnitude.
• We perform a thorough evaluation of our algorithmic framework and its parameters. We show that branching search is superior to performing no branching. We use statistical analysis to compare heuristics and show that multiple heuristics perform well.
• We show that several heuristics perform well on different models, although no single best one can be made out. Furthermore, we show that combining multiple heuristics independently discovers more mutants than each single heuristic on its own.
This article is based on Reference [20] , introducing the following additions:
• We present how strong mutation killing on models can be related to conformance theory.
• We instantiate our algorithmic framework to perform classical breadth-first search in parallel.
• We present a new heuristic: CGoal.
• We extend our evaluation with additional models. The additional models are originally written in modeling languages not considered in Reference [20] .
• We rerun the experiments with an extended set of models with additional mutant operators applied to all models.
• We add experiments measuring additional aspects of our algorithmic framework.
• We show how the results of the search can be transformed into test suites via a greedy and a shortest path method and compare them experimentally.
The article is organized as follows. In Section 2, we provide related research. In Section 3, we introduce the syntax and semantics of our modeling language. In Section 4, we present model-based at model-based testing of reactive systems. Many types of models have been targets of test-case generation, such as finite-state machines [15] , Simulink [45] , labeled transition systems [29] , and SysML [26] . We perform test-case generation on Action System models. Due to its expressivity, the language can serve as both original and intermediary models. For example, UML state machine models can automatically be translated to this language by MoMuT. In Reference [5] a testing approach via symbolic refinement on action system models is presented. However, only very small models are processed in contrast to the models presented and processed in this work.
MoMuT. Our implementation is based on the MoMuT tool [2] , which evolved from a long series of research [3, 4, 33] . We do not know of any tool but MoMuT that is able to process action systems of the size of our benchmark examples.
THE MODELING LANGUAGE
Our MBT approach is based on formal models given as action systems. The action system modeling formalism was initially proposed by Back [9] and is based on Dijkstra's guarded command language [18] . Action systems provide a good compromise between expressiveness and simplicity. Furthermore, they are general enough such that we can automatically map other modeling formalisms onto them, as it has been done with UML [33] . We provide a brief overview of action systems here, a more in-depth description of the formalism can be found in Reference [33] .
Syntax
An action system is of the form
where A is an action and V is a finite set of variables with types in T , initialized with values I. Types are boolean, enumeration({e 1 , . . . , e n }), integer(n, m), or list(T , m). An enumeration type is a finite set of unique values e 1 , . . . , e n . An integer type represents the interval [n, m], and a list type represents all lists of maximum length m, the elements of which are of type T (lists can contain lists). boolean is a specific enumeration type with the values { , ⊥} and their usual semantics. All types are finite. Expressions can be formed using constants and variables, using the following operators: Boolean operators (∧, ∨, ⇒, ⇔, ¬), comparison (=, <, >, ≤, ≥), arithmetic operators (+, −, * , /,mod, abs), and list operators (head,tail,fold,∈,concatenation,length,nil). An action is the composition of two other actions, a guarded command, an assignment, skip, or abort. Composed actions are formed via sequential, non-deterministic, or prioritized composition. Each guarded command and each assignment is labeled with a label . Every labeled action is observable, controllable, or internal. We call observable and controllable labels visible and sometimes refer to observable/controllable action labels simply as observables and controllables. We use the convention that observable labels start with the prefix obs, controllable labels start with the prefix ctr, and all other labels are internal. The differentiation between these kinds of labels is an additional modeling tool, indicating whether an action models an external stimulus of a system, i.e., is controllable, models an event that can be observed from outside the system, i.e., is observable, or models a transition occurring inside the system that cannot be observed, i.e., is internal. These annotations have no effect on the semantics of action systems, but are important for killing mutants and interpreting sequences of action labels as tests.
Example 3.1. In Figure 1 , we present a small running example. It models a simple coffee machine with a single controllable: ctr_coffee, representing a request of some external agent to the system to produce a cup of coffee. To produce a coffee, the model requires the machine to heat up, via the observable obs_heating, and then to pour the coffee, via the the observable obs_heating. The model is non-deterministic, allowing for heating to occur either once or twice before pouring. Thus, the 
model represents a partial specification, not specifying exactly how much the machine needs to heat. Once the internal variable dirty is above a threshold, the observable action obs_cleaning is enabled. This action is prioritized over all other actions; therefore, a new coffee cannot be requested if dirty ≥ 4 and obs_cleaning was not yet performed. Finally, we enumerate internal labels with the notation tau x .
Objects. We study models that are written in an object-oriented extension of action systems. However, all objects need to be created statically during initialization. Therefore, for the purpose of this work, we can view objects simply as a partition of variables. For an object, the object value is a Cartesian product of the values of its variables, together with a unique identifier of its deriving class. A more detailed discussion of object orientation in action systems can be found in Reference [10] .
Semantics
States. A mapping of variables to values of their respective types is called a state s. Since all variables must have an initial value, every action system has a unique initial state s ι . Note that our state space is necessarily finite, because all integer variables have bounds and all lists a maximal length.
Small-step semantics. Given a predicate P and state s, we say that s satisfies P and write s |= P if P evaluates to true under assignment s. The semantics of an action A is defined by the successor function su (A, l, s) (see Table 1 ). su accepts an action A, a sequence of labels l representing a path that is initially empty, and a state s. It returns a set of pairs, each pair (l , s ) consists of a sequence of labels l and a state s , such that l is a prefix of l . The labels describe the guards and assignments that lead from s to s . We write succ A (s) for the set of successor states of s ({s | ∃l . (l , s ) ∈ su (A, nil, s)}). We write succ A (s, l ) for the set of successor states of s following the sequence of labels l ({s | (l, s ) ∈ su (A, nil, s)}). We use path A (s) as an abbreviation for su (A, nil, s). For a tuple π ∈ path A (s), we use the notation π .l to refer to its path and π .s to refer to its state component. .obslabels to denote the second component of the pair. We use σ .execlabel and σ .obslabels as the projections of the sequence of pairs in σ to a sequence of the first and second components of the pairs, respectively.
Definition 3.4 (Test Execution).
Tests are supposed to be executed on an SUT by some tester. The sequence σ .execlabel represents the sequence of stimuli provided by the tester and feedback observed from the SUT. Thus, this sequence can be viewed as test input and test oracle at the same time. The sequence σ .obslabels represents a sequence of additional oracles, fixing which observable feedback from the system is in accordance with the model, after a given sequence of actions has been performed or observed. Let us consider the pair ( 1 , { 1 , . . . , m }) that is some component of some test. The semantics of such a pair is that 1 either represents the next stimuli to provide to the system, if 1 is controllable, or which next observable feedback to expect from the system, to be in accordance with the test. The set of labels { 1 , . . . , m } represents all possible observable feedback from the system that is allowed to occur by the model immediately after 1 was performed or observed. If 1 is observable, by definition, then it is in the obslabels set of the preceding element of the sequence. The special pair (ϵ, o 0 ) is at the beginning of every test, where o 0 are the observables allowed in the initial state s ι .
When a test is executed, there can be different outcomes, called test verdicts.
Definition 3.5 (Test Verdicts).
We distinguish between three possible test verdicts pass, fail, and inconclusive. If the sequence of actions represented by σ .execlabel can be fully performed by the tester on the SUT, i.e., controllable stimuli can be provided and observable feedack is observed in the correct sequence, then the verdict is pass. If a partial sequence of actions of σ .execlabel can be performed up to label i , and the SUT provides observable feedback corresponding to an action-label ∈ o i with i+1 , then the verdict is inconclusive. Otherwise, the verdict is fail. The role of the inconclusive verdict is to deal with non-determinism in the internal or observable behavior of the model. The internal state and following behavior of a SUT after providing observable feedback that leads to an inconclusive verdict might be very different from the one that is expected when the test sequence was followed. Therefore, the rest of the sequence cannot be used to determine passing or failing of the test run. The alternative to using inconclusive verdicts are fully adaptive tests, specifying correct test executions for every possible way to resolve non-determinism. Such tests have the shape of a tree or a directed acyclic graph, rather than a sequence. However, adaptive tests are much more expensive to create and maintain, since they essentially need to explicitly enumerate all possible behaviors of the system. Therefore, we do not consider such tests in this work. Example 3.6. A valid test for our example in Figure 1 is σ = (ϵ, ∅), (ctr_coffee, {obs_heating}), (obs_heating, {obs_heating, obs_pouring}), (obs_heating, {obs_pouring}), (obs_pouring, ∅) . Since after producing one coffee, the machine is not dirty enough for cleaning, obs_pouring cannot be followed by an observable. The only possible next action is the controllable ctr_coffee, therefore the set of possible observables after obs_pouring is empty. Suppose we execute that test on some SUT. The sequences of action labels ctr_coffee, obs_heating, obs_heating, obs_pouring has verdict pass, ctr_coffee, obs_heating, obs_pouring has verdict inconclusive, ctr_coffee, obs_pouring has verdict fail.
MODEL-BASED MUTATION TESTING OF REACTIVE SYSTEMS
The mutation score [30] is a test suite metric that quantifies the fault detection capability of a test suite. Mutation score is defined as the number of killed mutants divided by the number of created mutants. Its benefit is that it quantifies semantic quality features of implementations, i.e., fault robustness, as opposed to syntactic quality features, such as transition, state, or branch coverage metrics. Its main drawback is the cost associated with creating and analyzing test suites with high mutation score. This work shows a method to obtain the benefits and mitigate the drawbacks. In the following, we define mutants of action systems and define killing of mutants in our setting.
Mutated Models
We study the differences between mutated action systems and their original versions. A mutated action system is a duplicate of a given action system, with the exception of small syntactically correct variations, i.e., mutations. We allow expressions used in assignments and guarded commands to be mutated and assign a unique integer mutation id to every mutation introduced. For an action : A that is an assignment or a guarded command, we denote by m( ) the set of mutation ids applied to action A. We call a mutation reachable, if its action is reachable. A valid mutation replaces an operator in an expression with any operator that is syntactically allowed. The chosen mutation operators are those standard operators from the literature [30] that are applicable to our modeling formalism. A mutated action system A m is derived from the original action system A by inserting exactly one mutation m. The general goal of mutation testing is to kill mutants. Roughly speaking, a mutant is killed by a test case if it reveals different execution behavior to its original counterpart. Example 4.1. A simple mutation in our example from Figure 1 would be to change the guard of obs_cleaning from dirty ≥ 4 to dirty < 4. The resulting model is stuck in an endless cleaning loop without ever serving coffee.
Classic Strong and Weak Killing
Intuitively, a mutant is killed by a test if executing that test on the mutated system produces a different result than executing it on the original. What exactly is meant by different result depends on the kind of systems analyzed, as well as the type of the kill. In the realm of mutation testing, there exist various types of mutant kills, most prominently weak and strong kills. A mutant is weakly killed [27] if it produces a different intermediate result for some component of the system. Typically, these components are assumed to simply be the states of the system. A mutant is strongly killed [13] if it produces a different output than its original version.
Historically, both killing concepts were defined for sequential programs and with respect to a given reference implementation. For example, we could have some function f that takes one input value and returns a value. A mutant could be any syntactic modification of the code defining f . A test would be one input value for the function. The test strongly kills the mutant if the function returned a different value for the test argument. It weakly kills the mutant if any intermediate state (e.g., a local variable) of the function differs from the respective intermediate state of the original.
Input Output Conformance Killing
Classic killing concepts do not sufficiently capture the fault detection capability in our setting.
First, in contrast to straight line programs considered in classic mutation analysis, we study reactive systems, for which there are no single points of input and output comparison; rather, inputs and outputs are intertwined.
Second, we perform model-based testing. Thus, in contrast to classic mutation testing, we do not aim to reveal errors in the artifact at hand, i.e., the original model, which we assume to be correct by design, but in systems that supposedly implement the model. A test that passes on a mutated model, but fails on the original model might still pass on an implementation of the original model, because the implementation is allowed to implement more behavior than the model (underspecification is allowed in the model). Therefore, we focus on tests that pass on the original model and fail on a mutated model.
Third, from a testing perspective, it is hard or impossible to witness the inability of a system to provide some observable feedback. In contrast, it is simple to compare a given sequence of stimuli and observations to a test, as described above, and check whether the SUT behaves in accordance with the test. Therefore, we aim to create tests that fail on non-conformant implementations in an observable way, i.e., systems that implement a mutated model provide some additional observable feedback that would not be possible if the system implemented the original model.
Finally, models are often under-specifications of acceptable behavior. This is typically expressed via non-determinism, which needs to be taken into account by our killing analysis.
Formal conformance testing [49] provides a framework that enables us to incorporate all these requirements into mutation killing analysis. The framework was designed to formalize the question whether a given system is correct with respect to a specification. Input output conformance (IOCO) [50] is a conformance relation that is particularly well suited towards our needs. IOCO allows non-deterministic specifications and operates over sequences of input/output transitions. In addition, it treats implementations and specifications in an asymmetric way, which captures the desire to neglect tests that fail on the original, but pass on the mutated model. In our work, mutants take on the role of implementations, whereas the original model takes the role of the specification. For a detailed description of IOCO and its manifold variants, we refer the reader to Reference [50] . Here we only reproduce the essential definitions of IOCO.
Input/Output Transition Systems. IOCO is defined on Input/Output Transition Systems (IOTS). An IOTS is a 5-tuple
where V is a set of vertices, L i and L o are sets of input and output labels, respectively;
An action system A with initial state s ι can be represented as an IOTS as follows:
The set of vertices corresponds to the set of reachable states and extra vertices that represent intermediate states that occur during successor computation, The sets L i and L o are the sets of all controllable and observable labels, respectively, 
While v 0 and v n are vertices that correspond to a reachable state of A, v 1 . . .v n−1 are fresh vertices. These are not associated with a specific state of A.
We denote by A both the action system and IOTS representation of the same model. To compare states of IOTS representations, we define a function states(U ) that for a set of vertices U returns the set of all states of A that have a corresponding vertex in U .
Note that the IOTS representation is defined via the set of reachable states and their successor paths. Since in our setting these sets are not known a priori, we build the IOTS representation during model exploration by maintaining a partial IOTS, which is initialized by the empty IOTS, to which we continuously add explored successor paths. In addition to observable and controllable behavior, IOCO takes into account the inability to produce output via quiescence. To this end, a IOTS M δ is created, by adding to every vertex of M that has no outgoing internal or observable label, a self-loop with a special label δ . All non-blocking traces (i.e., traces not ending in an abort statement) of M δ are called Straces(M ). We use out (v) to denote the set of all output labels on outgoing transitions from v. If v is a quiescent vertex, then the set also contains δ . The definition of out is extended to sets of vertices by taking the union of the results. Finally, the definition of IOCO conformance of implementation I and model M is
This definition intuitively ensures two things: (a) The implementation I must not produce an output that the model M cannot produce. The implementation may, however, accept additional inputs, meaning that it can offer additional functionality. (b) The implementation may not stay quiet (do nothing) when the model can give an output. This ensures that the trivial implementation, that simply does nothing, does not conform to the specification.
Definition 4.2 (Weak Killability). A m is weakly killable if ∃ς ∈ Straces(A). states(A m after ς ) states(A after ς ).

Definition 4.3 (Strong Killability). A m is strongly killable if not (A m ioco A).
Tests are witnesses to the fact that a mutated action system is weakly or strongly killable. The definitions of weak and strong killability immediately give us sequences of labels that are such witnesses. Since tests by construction do not end in abort statements, the only difference between ς ∈ Straces(A) and the execlabel component of tests are additional δ labeled transitions. However, since tests hold all possible following observables in the obslabels component, we can easily add δ labeled transitions whenever the obslabels component is empty. Given a test σ , we denote by Strace (σ .execlabel) the sequence of action labels obtained in this way.
Definition 4.4 (Weak Kill). A test σ for A weakly kills
A m if states(A m after Strace (σ .execlabel)) states(A after Strace (σ .execlabel)).
Definition 4.5 (Strong Kill). A test σ for A strongly kills
Note that if a test σ strongly kills an action system A m , then there is a test execution of σ on A m that fails. This failing execution is given by the sequence leading to the unexpected observable. Furthermore, if some SUT implements A m , then the test also fails on this implementation.
Example 4.6. Consider a mutant that changes the guard of obs_cleaning from dirty ≥ 4 to dirty ≥ 3. The mutant cannot be strongly killed, because dirty is always incremented by 2. It cannot be weakly killed, because the internal state never differs from the original. Consider a mutant that changes the assignment in tau 4 from dirty ← dirty + 2 to dirty ← dirty + 3. This mutant can be weakly killed. The state after one ctr_coffee is [⊥, 3, 1] instead of [⊥, 2, 1]. However, there is no observable difference in behavior of the model, because it would still clean after two coffees. Finally, consider a mutant that changes the effect of tau 4 from dirty ← dirty + 2 to dirty ← dirty + 4. This effectively means that the machine cleans itself after every coffee. This mutation is strongly killed by any test that requests two coffees, since the original model pours the second coffee, while the mutated model cleans.
STATE SPACE EXPLORATION
In this section, we describe our main algorithm. The algorithm searches for mutants using heuristic guided branching search and performs killing analysis.
The main source of inspiration for the search procedure was the RRT path planning algorithm [36] . An interesting property of RRT for our problem is that it is able to reach different areas of large state spaces quickly [34] . We assume that in different areas of the state space different actions are enabled and as a consequence different mutations can be found. RRT splits the search into small, independent sub-searches, which we call branching search. The (almost) independence of sub-searches allows branching search to be implemented in a parallel fashion. In our algorithm description, we refer to sub-searches as tasks and denote them by task. Each task starts in some previously discovered state and explores the state space for a fixed number of steps. Over the course of the search, we repeatedly create new tasks. Where a task starts and which transition it takes is determined by heuristics.
The heuristics of classic RRT are distance based and have been applied in domains, such as motion planning [6] , or well-defined discrete planning problems [11] , where distance metrics naturally arise. On top of using different distance metrics, alternations in the way RRT is used typically target the structure of the search algorithm itself, such as DRRT [21] for dynamically adjusting to changing environments or T-RRT [28] for continuous cost optimization. We found the distance metric that naturally arises for our models, the Hamming Distance, does not always provide satisfactory results, while the search skeleton indeed works well for us. Therefore, we experimented with different heuristics to replace distance-based decisions, using the same overall search procedure.
Throughout the section, we assume a fixed action system A with variables V and initial state s ι .
Search Algorithm
Algorithm 1 shows the pseudo code of our search algorithm. The algorithm has the following parameters that need to be instantiated: BranchLength is the number of steps performed by each single task. MaxSteps is the total number of states explored by all tasks combined. To explore a state s, we calculate the predicate path A (s), i.e., compute all its outgoing transitions and successor states. CreateTask is the heuristic to create new tasks, which essentially chooses the starting state of tasks, and possibly creates a goal for the task. SelectSuccessor is the heuristic to select which successor state should be explored next by the task. Every task task is represented as a tuple consisting of its current state task.state, its goal states task.goal, which is used by some successor state heuristics, and the number of steps it already performed task.steps. The algorithm executes two main blocks of instructions in a loop until the maximum number of steps has been performed. The first block (lines 7-9) starts new tasks. We want to start a new task initially (stepCount = 0) and whenever the number of steps between the current and the last time a task was created exceeds the maximal number of steps for each task divided by 4. We delay the creation of new tasks as opposed to eagerly starting as many tasks as possible, because start states of tasks are chosen among the previously discovered states. Therefore, starting many tasks at once would result in all of them starting in the same state, which is not the branching behavior we typically want. We found BranchLength divided by 4 to be a good compromise between starting enough tasks to leverage branching search and its feature to parallelize the search and delayed starting to benefit from prior exploration. When creating a new task, we heuristically choose a start state among all states in the visited set and a goal state. Note that when a task reaches its goal state, the task does not stop, but explores successor states close to its goal state. Alternatively, the task could be terminated and a new task could be started.
The second block (lines 10-26) performs the essential part of the search, computing successors, making the decision which successor to explore next, and performing killchecks of mutants. To compute successors, that is to evaluate path A (s), the underlying do-od loop of the model is executed, guards are evaluated, and assignments are applied to the state. Across the whole testcase generation approach this is by far the computationally most expensive part. Therefore, it is beneficial to parallelize this part of the search.
All successor states are added to the visited set of states for possible further exploration and the current state is added to the explored set of states. In order not to redo work, the SelectSuccessor heuristic may only choose successor states that are not already in the explored set. We do not gain anything from re-exploring previously explored states, therefore if possible we choose successor states only among those that were previously unexplored. If all successor states were already previously explored, then we pick a successor state at random. Alternatively the task could be aborted. However, this approach has the a danger of getting stuck, if tasks are repeatedly started in states for which all successor states are explored.
We add every mutation that is reached on one of the successor paths to the set of reached mutations. Finally, we increase the task-specific as well as the global step count by one.
Killcheck
The strong killcheck explores the mutated model from task.state for a given number of steps n and compares the results to the matching exploration results of the original model. Its goal is to The weak killcheck simply checks whether the mutant can reach a successor state s where ∃s ∈ succ A m (s). s succ A (s). We do not generate test cases for weak kills, but the weak kill is used to decide whether a strong killcheck should be performed for n > 1. A weak kill is a precondition to possibly finding a strong kill by propagating the introduced difference, because if the state does not diverge after executing the mutant there will be no change in observable behavior further on. That means that StrongkillCheck n for n > 1 makes sense only after a weak kill. However, note that the mutation may enable an observable action that does not change the state. That is, we can have a strong kill without a weak kill. Therefore, Algorithm 1 performs StrongkillCheck 1 in line 19, even when no weak-kill is detected. The parameter n needs to be selected upfront. Higher values incur higher computation costs. 
дoal ← perturb start RoRoCT Round robin of other heuristics Table 3 . Heuristics for SelectSuccessor(states)
The mutant that changes the effect of tau 4 from dirty ← dirty + 2 to dirty ← dirty + 4 is reached in path A (s). However, it is not strongly killed in one step, since it does not diverge from the original yet. But since the state is different, we would keep exploring further to find the observable difference in the next step, where a cleaning would take place in the mutant but not in the original.
Distance Metrics
Many of our heuristics use distance metrics to guide the search. The notion of distance is also a key concept of rapidly exploring random trees. RRTs are usually applied to path planning in the plane, where the notion of distance is naturally given by the Euclidean distance.
We use the Hamming Distance, a distance metric that defines distance 0 for equal values and distance 1 for unequal values. We calculate the distance between two lists as the average number of elements differing. We calculate the distance between two states as the average Hamming Distance between all its variables. Note that two states always have the same variables as their number is fixed by the action system. The intuition is that most actions manipulate only a small subset of the variables and executing the action that sets most of the variables to the desired value is beneficial to reaching our goal.
CreateTask Heuristics
CreateTask heuristics create fresh tasks by picking a start state from the previously visited states visited, and a дoal state from the set of all possible states. The fresh task is the tuple start, дoal, 0 . Table 2 provides an overview of the CreateTask heuristics described in more detail below. We assume a function rand (.) that returns a uniformly random element of its input set. S denotes the set of all possible states. That is, if we have a system with two integers with values between 0 and 10, S is the set [0, 10] × [0, 10]. It is not guaranteed that all of these states are reachable. For list variables, we first create a random list length and then create random values recursively.
Init. The Init heuristic always chooses the initial state as the start state. Therefore, it is more likely to make different choices on early branches in the action system. Its downside is that is might not penetrate the model as deeply as other heuristics and might repeat work previously performed when there are no unexplored options close to the initial state. The goal state is simply chosen randomly among all possible states.
RandCT. The RandCT heuristic simply chooses one random state in visited. The goal state is chosen randomly among all possible states.
RGoal. The RGoal heuristic resembles classic RRT search. A goal state is chosen randomly among all possible states. The start state is then simply the closest state in visited according to distance d.
CGoal.
The CGoal heuristic works similar to RGoal. However, a goal state is not chosen at random, but is created as a random combination of previously visited states. For every variable in the model, a value is picked from a randomly selected state of visited. The idea of this heuristic is to create goal states that are more likely to be reachable than purely random states.
PGoal. The PGoal heuristic exists in two flavors called PGoal(U) and PGoal(R). Both have in common that they turn around the selection process used by RRT by first picking a start state and afterwards producing the goal from that state. The state to start from is randomly chosen from the set of unique states U or rare value states R. These sets are defined as follows: U = {s ∈ visited | s was inserted into visited at most once}, R = {s ∈ visited | ∃v ∈ V such that |{t ∈ visited | variable v has the same value in s and t }| < |visited|/10}. After picking a start state, a goal state is created by perturbing a fraction of the variable values of the chosen start state. By perturbing, we mean modifying a value, either by selecting a different value at random or choosing integer values close to original integer values. The idea of these heuristics is to explore regions of the state space that have yet been sparsely explored.
RoRoCT. The RoRoCT heuristic is a meta-heuristic that creates tasks according to multiple CreateTask heuristics in a round-robin fashion. For the experiments presented in this article, RoRoCT chooses among all other heuristics. The idea of round robin is to combine the strengths of multiple heuristics. If one task gets stuck due to a bad heuristic decision, then the next one is not likely to get stuck in the same way.
SelectSuccessor Heuristics
SelectSuccessor heuristics choose one state out of a given set of states to explore next. Table 3 shows the different heuristics and gives a short overview.
We assume the existence of a helper selection function select (.) that picks one element out of a set of states and according to provided state evaluations. As instantiations of this function, we experimented with greedy, simply taking the best evaluation; weighted, picking probabilistically according to the distribution given by the evaluations; and bucket, which first groups states into buckets of equal evaluation, then picks a bucket probabilistically according to the distribution given by the evaluations, and, finally, picks a state randomly within the bucket.
RandSS. The Rand heuristic randomly picks a state in states.
Dist. The Dist heuristic assigns to each state in states its distance to the task's goal state and picks a successor state via one of the above select (.) functions. This heuristic emulates classic RRT search.
Part. The Part heuristic assigns to each state in states the new object states evaluation α (.) and picks a successor state via one of the above select (.) functions. α (s) returns the number of object values that occur in s, but not in the global set of previously visited states visited. An object value is the projection of the state to the values of one particular object instance. When checking whether we have encountered an object value before, we check whether that particular object value has been encountered in any instance of the object's class before.
The idea of this heuristic is to have a fine grained characterization of new information in states. For large models, the search algorithm constantly finds new states, since the number of combinations of variable valuations is high. Objects of the same type typically have a symmetric role, in the sense that it does not matter which particular instance is part of a state that might trigger new behavior. The Part heuristic exactly tries to capture and quantify the novelty of information a state supplies.
LocalBFS.
The LocalBFS heuristic works a bit different than the other heuristics. The idea of this heuristic is to combine heuristic-driven exploration with complete local search via depth bounded breadth-first search. Heuristic-driven exploration is supposed to quickly expand the search space into diverse areas, while bounded breadth-first search is supposed to uncover rare, bottleneck transitions that open up new regions of the state space. Since many of our target models are too large for full breadth-first search, we limit the depth bound of local BFS searches to a fixed bound. Furthermore, to balance between heuristic-driven exploration and complete local search, we perform local BFS searches with a given frequency, e.g., every fourth task performs bounded BFS, while the others perform distance-based exploration.
RoRoSS.
The RoRoSS heuristic is a meta-heuristic that selects successors according to multiple SelectSuccessor heuristics in a round-robin fashion. The heuristic is fixed for one task for its whole lifetime. Similarly to RoRoCT for task creation, we want to benefit from the advantages of all other heuristics and avoid to get stuck during the search.
Full Breadth-First Search
Using our search framework, we can also instantiate the heuristics to perform full breadth-first search, exploring all reachable states in the process. This strategy is only viable for small models. However, on models that are small enough to be explored fully, it produces interesting insights. For example, we are now able to determine the state space and the number of reachable mutants. These measurements serve as a baseline for comparison of heuristics.
To perform full breadth-first search in our framework, in addition to the data kept in Algorithm 1, we maintain a queue of states. Tasks add successor states to this queue. The condition to create new tasks is replaced by a check whether there are still unexplored states in the queue. The CreateTask heuristic simply picks the first unexplored state of the queue. Finally, branch length is set to 1, therefore the SelectSuccessor does not have an effect. The difference to LocalBFS is that full breadth-first search operates not on the task heuristic level, but on a global search level. That is, multiple tasks correspond to one full breadth-first search, whereas only one single task corresponds to one LocalBFS search. Furthermore, with full BFS we do not mix the exploration with other heuristics. Instantiating our algorithmic framework this way allows us to use the parallelization framework for breadth-first search.
Test-case Generation
In this section, we show how we transform findings made during exploration and killchecking into tests. To this end, we assume that during the exploration of A we built up a partial IOTS iteratively. We do this by adding transitions with controllable or observable action labels corresponding to paths returned by path A (s). In addition, for every vertex v that we add to the IOTS, we record the full set of outgoing transitions with observable labels out (v). Since there might be paths in path A (s) that contain only internal action labels, it can be necessary to recursively call path A (s). We associate states of A to vertices of its partial IOTS, essentially re-using vertices for states that are re-discovered during the search. Therefore, the resulting IOTS may have cycles.
In the case where we find a strong kill for some mutant m, we annotate the edge e m resulting in the kill with mutant m. Since we do not attempt to kill previously killed mutants again, we annotate at most one edge per mutant. To create a test σ from the resulting IOTS that kills m, we first need to find a path from the initial vertex that includes e m . This path is σ .execlabel and by collecting outgoing transitions with observable labels along the path, we obtain σ .obslabels. We propose two methods to construct paths to kills. Both methods implicitly make sure not to get stuck in cycles, by preventing to traverse any transition more than once.
Greedy. We can traverse the graph greedily in a left to right depth first search manner. During the traversal, we maintain paths corresponding to the transitions we traversed. As soon as we encounter a transition corresponding to a kill of mutant m, we store that path for m. Greedy is the simplest version of traversing the graph to construct the paths with kills. It only needs one traversal iteration through the graph and needs O(|V |) time, as well as O(|V | · #Mutants) space.
Shortest Paths. We can also traverse the graph first in a breadth-first search manner, annotating vertices with their depth. As soon as we encounter a transition corresponding to a kill of mutant m, we traverse the graph backwards, always following the vertex with the lowest depth to construct the shortest paths to the initial vertex v ι . Alternatively, for each frontier in the BFS search, we can also store the shortest path to the initial vertex v ι . This approach either needs O(|V | · #Mutants) time, when traversing the graph towards the initial vertex for each mutant, or O(|V | 2 ) space in the worst case, when each node stores the shortest path towards the initial vertex. Our goal is that test suites do not contain redundant tests, in the sense that one test is a prefix of another. While we can easily remove the smaller tests, we chose to avoid producing them in the first place by improving our algorithm. The essential idea is to perform test-case generation only after exploration, prioritize mutants that are killed on transitions with great distance to the initial vertex, and collect other mutants that are also killed by the constructed tests. Due to space limitations, we omit the presentation of the technical details. Table 4 provides a comparison of some of the key properties of the test models considered in this article. The models were collected from several industrial use cases. The use cases for AlarmSystem, PartCountUML, and Loader are described in References [2] [3] [4] .
MODELS
The models were automatically translated to action systems by MoMuT from three different modeling languages: UML, Event-B and a textual domain specific language (DSL). This source modeling language is given in the Source column. In this work, we consider only the resulting action systems. Therefore all properties of the models described here relate to the action system representation. The Obj column shows the number of objects in the action system. Each object has its own independent do-od loop and can act concurrently to all other objects. Although not every object is always allowed to make a transition in every iteration, this property gives an indication of the amount of concurrent actors in the respective model. The Ins column lists the number of inputs the action system can accept. For controllable actions with parameters, the Cartesian product of the parameter ranges has been used, over-estimating in some cases. The -Act column shows the number of labeled actions in the action system. The Vars column shows the total number of variables of the action system. The States column shows the result of full BFS in terms of number of states found, if successful, timeout (TO) after 24 hours, or memory out (MO) when having 378GB RAM available. The S Size column shows the size of a single state given in kilobytes, i.e., the maximally required memory to represent one state of the action system, assuming all lists are of maximal length (except for LBT where we chose to report the minimal length lists as the maximum would have been too much of an overestimation). Unfortunately, we cannot report reachable state space size. We tested the reachable state space for the medium sized MMS and found 2.5 million states before running out of memory. The Traces column shows the number of different execution traces that are possible, considering the non-deterministically composed actions of the do-od blocks. Note that this is a theoretical value as not all traces may be feasible due to guarded commands not being enabled. Finally, the LoC column shows the number of lines of code of the action system model.
We provide a brief introduction of the case studies and references with more information about them when available.
AlarmSystem.
AlarmSystem is a simple model of a car alarm system. Previous results with earlier generations of MoMuT and the model have been described in References [2, 4] , where coverage numbers are not directly comparable to this work, because the set of mutations has been extended since then.
Debounce-Signal Debouncing Algorithm. Debounce models a debouncing algorithm used in the domain of safety critical industrial control. It is counting time ticks depending on changes of an input value to decide if the changes shall be considered transient, caused either by bounces of a switch contact or by electro magnetic interference.
PartCountUML-Particle Counter (UML)
. PartCountUML is a model of a remote control protocol of an exhaust measurement device. In terms of complexities posed, the model is slightly more complex than AlarmSystem. Our initial findings of test-case generation for PartCountUML in an industrial context have been published previously [3] . Here, we use the same model with our new test-case generation engine.
PartCountDSL-Particle Counter (DSL).
PartCountDSL is derived from a domain specific language (DSL) model reproducing the functionality of PartCountUML. The model translated from the DSL is leaner than the one coming from UML, the resulting action system models are differently structured. Due to this, despite expressing the same functionality, it contributes to the diversity of the models used in the experiments.
ChassisDynoDSL-Chassis Dyno Controller (DSL).
ChassisDynoDSL is a very simple second measurement device, written in the same DSL as the model above.
Defibrillator-Automated External Defibrillator. Defibrillator models the diagnostic logic of an automated external defibrillator device.
Loader-Loader Bucket Implement. Loader models the control loop (including user feedback and error handling) of a bucket loader implement controller. The controller receives joystick deflection values as inputs and computes output values that will drive valves controlling the movements of the bucket. Although Loader is a rather small model, it is highly complex, as can be seen in Table 4 : Due to heavily parametrized actions, it requires the highest number of traces for one iteration of the do-od block. Initial findings with previous versions of MoMuT and the use case can be found in Reference [4] , which reports findings on a partial model of the system. MMS, LBT-Railway Interlocking Systems. MMS and LBT are instantiations of a railway interlocking system. The original UML models consist of two parts each: one shared general model that defines all classes and data structures and one that instantiates the objects needed for the station. While MMS represents a minimal station that allows trains to pass one another, LBT is a model of a mid sized, real-life railway station. Its layout comprises 37 track sections, 56 track relays, 34 switches, 22 main signals, and 145 train routes the operator can select from. MMS, in contrast, only comprises 10 track sections, 4 track relays, 2 switches, 6 main signals, and 10 train routes. Both models are highly non-deterministic due to 2373 (LBT), and 125 (MMS) concurrently running objects. The objects are used to model both physical and logical entities, such as train routes. Both models make extensive use of lists and forall/exists quantifiers. For example, LBT includes more than 9000 lists in the state, has more than 50 exists quantifiers, and over 100 forall quantifiers that have a maximum nesting depth of five.
DemoTopology-Interlocking Logic. DemoTopology models generic rules for safe operation of a railway interlocking system. As such, its functionality is a subset of MMS and LBT. The used station layout is slightly more complex than that of MMS. In contrast to the UML-based interlocking system models, this model uses only a single instance and no concurrent objects. The original model is expressed in Event-B [1] . Event-B models make heavy use of sets and maps, which are not supported natively in action systems and have to be emulated using lists. This emulation identifies two lists whose elements are permutations of the other as being unequal, i.e., adding two elements in different order would yield the same state in the Event-B semantics, but in our semantics the resulting states are different. That causes our full BFS exploration to time out. DemoTopology is a variant of the model described in Reference [44] .
The UML models have been built by researchers in close cooperation with industry partners for their real use cases. The DSL and Event-B models have been built by industry partners. As can also be seen in Table 4 , the models vary substantially in their characteristics, not only in size itself. The selected models provide different challenges for our test-case generator. In terms of complexity, LBT is the biggest example because of its high number of concurrent objects, with MMS following at some distance. Debounce is the simplest but still uses an integer to model discrete time. The latter is used in all models except the railway interlocking ones. Loader's challenging complexity stems from both its use of many concurrent timers and the large allowed value ranges for its input parameters, increasing the state space.
EXPERIMENTS 7.1 Implementation
The algorithms and heuristics presented in this work are implemented in the MoMuT tool [2] . To cope with the larger models, the tool is tailored towards scalability. To this end, the tool is written in C++ and the original and mutated action systems are just-in-time-compiled [8, 35] to machine code, which allows us to execute transitions fast and leverage compiler optimizations.
As mentioned in earlier sections, we implemented the search procedure in an asynchronous parallelized way. There is a central scheduler, which accumulates and distributes data and performs the CreateTask as well as SelectSuccessor computations. Additionally, there is a set of workers that perform the labor intensive job of path A (·) computations and kill checking. Workers store gathered data in buffers, which are repeatedly harvested by the central scheduler. Workers request new tasks from the scheduler actively. Therefore, our parallel computation scheme has two synchronization points between scheduler and workers: the harvesting of buffers and obtaining new tasks. In between these synchronization points, all threads run asynchronously. The implementation currently only supports strong killcheck of depth 1. Higher depth requires more bookkeeping and exploration of the original system in directions governed not by heuristics but by the transitions resulting in weak kills of mutants. Note that for strong killcheck of larger depth, we need only to explore the original system deeper but also every weakly killed mutant. This potentially blows up the search cost. Interestingly, as can be seen below, a considerable amount of mutants can be strongly killed at depth 1.
Experimental Setup
We used three different machines for our experiments. Machine 1 has an Intel(R) Xeon(R) CPU at 3.47GHz, 24 cores, and 189GB RAM. Machine 2 has an Intel(R) Xeon(R) CPU at 2.80GHz, 40 cores, and 378GB RAM. Machine 3 has an Intel(R) Xeon(R) CPU at 2.00GHz, 60 cores, and 252GB RAM.
We have four parameters in Algorithm 1 that can be instantiated: CreateTask, SelectSuccessor, MaxSteps, and BranchLength. There is a hidden fifth parameter: the random seed. Since a lot of our CreateTask and SelectSuccessor heuristics involve randomness a pseudorandom number generator is used to ensure reproducibility of the results. Furthermore, we can control the maximum amount of cores used for parallel processing. We use all available cores if not otherwise specified.
Results Summary
We start the presentation of our results by showing measurements averaged over all runs per model, shown in Table 5 . This should provide an overview of the results achievable with our techniques and display model characteristics. In total, we performed 6,483 runs across all models in 564 hours of wallclock time. A run means that we started a model with a specific set of parameters.
We report the number mutations introduced per model (Mutants). Further, we present the number of mutants reached (Reach), the number of mutants strongly (SKill) killed, the number of mutants weakly, but not strongy killed (WKill), the number of tests (# Tests), and average test length (TestL), as well as the wallclock runtimes (Time) in seconds, averaged over the all runs performed per model. Finally, the last column (Runs) shows the overall number of runs we performed for the model.
Breadth-First Search
We started full breadth-first search on all models. Small models work fine and provide useful bounds on the number of mutants that can be reached, as well as how many steps are maximally necessary to do so. For larger models, full breadth-first search did not terminate. Either we reached These experiments were performed on Machine 2. We present the relevant measurements for breadth-first searches in Table 6 . We report times for runs that finished and TO or MO for unfinished runs. The measurements of unfinished runs represent the results before termination. The column States shows the number of states reached and the column Depth shows the maximal shortest path from the initial state to some state in terms of number of exploration steps. Columns Reach and Time report the number of mutants reached and runtime in seconds, as in the previous Table 5 . For unfinished runs, we report the results of the maximal depth fully explored and denote the results with ≥ symbols.
We use the results of full breadth-first search to classify our models into small, large, and LBT. Small models are those where BFS finished, i.e., models ChassisDynoDSL, PartCountDSL, AlarmSystem, Debounce, and PartCountUML. Large models are all the others, except LBT. For such models, runs with realistic values for MaxSteps terminate within a few hours. LBT is special in its computational demands. We needed to set MaxSteps value to 500 and limit the mutants to 500 to get runs that terminate within reasonable time. We did not extensively evaluate heuristics on LBT but demonstrate that our algorithm is able to process this huge model within reasonable time (7 hours per run on Machine 3).
Heuristic Evaluation on Small Models
For small models, we tested the whole cross product of all choices for CreateTask and SelectSuccessor, four different random seeds, three values for MaxSteps, as well as nine values for BranchLength. We chose the bucket select (.) function for all experiments, since it outperformed the other two options in preliminary experiments. For the MaxSteps parameter, we chose the number of states |S |, |S |/2, and |S |/10, where |S | was determined with full BFS. For the BranchLength parameter for each MaxSteps value, we tested MaxSteps, MaxSteps/5, and MaxSteps/20, resulting in a total of nine parameter combinations. These experiments were performed on Machine 2.
In Table 7 , we show the mean results in terms of number of mutants reached achieved by the heuristics with the different parameter values for MaxSteps in relation to the results of full BFS. We can see that the heuristics often manage to come close to the BFS results, even for smaller MaxSteps values. The last column for ChassisDynoDSL is empty, because the model is too small for sensible experiments with MaxSteps = |S|/10. Similarly, the last column in AlarmSystem corresponds to runs with just 7 steps, explaining the relatively poor performance. If we take the maximum, instead of average results, then all table entries but three are 100% for MaxSteps = |S|/10, where AlarmSystem, PartCountDSL, and PartCountUML have values 79.4%, 74.7%, and 99.8%, respectively. This shows that the heuristics can achieve good results with low effort. In Table 8 , we report the performance of individual heuristics for MaxSteps = |S|/2. We chose MaxSteps = |S|/2, because we want to evaluate how well heuristics perform on a limited budget. The relative results for MaxSteps = |S|/10 are similar, but the variability increases. Column Mean shows the average percentage of mutants reached in comparison to the number of mutants reached by BFS. The other two columns are the result of a statistical analysis, iteratively filtering the dataset. We evaluate performance using a one-sided Mann-Whitney U test [39] with a p-value p = 0.05. The test compares two sets of data and estimates how likely it is that the two sets are equally distributed, in our case with respect to the number of mutants reached. Starting from the full set of runs, we iteratively filter out runs corresponding to significantly under-performing heuristics. In every iteration and for every heuristic that remains in the dataset, we split it into runs using that heuristic and all other runs. We record which heuristic was least likely to be as good as its complement-set and proceed with the respective complement-set. Columns # Best show for how many models the respective heuristic was among the remaining heuristics when filtering out until all heuristics are equally likely to perform as well as the others. Columns # Bad show for how many models the respective heuristic was thrown out during filtering by the statistical test.
We can see that the impact of CreateTask heuristics is larger than the impact of SelectSuccessor heuristics, as the mean results of the best and worst heuristics are further apart. CGoal seems to be the best choice in the CreateTask category. RGoal, P(Uniq), P(Rare), and RandCT perform roughly equally well. However, Init and RoRoCT are significantly worse than the other heuristics on the small models. All heuristics are among the best ones in at least one model, showing that all heuristics can be useful on different models. The fact that CGoal performs better than RGoal shows that careful goal selection is important for good search results.
For the SelectSuccessor category, all the heuristics perform more or less equally well overall. However, Part and LocalBFS are significantly worse than other heuristics on more models. The fact that Dist cannot beat random-based strategies more decisively, as would be predicted by the results of RRT in the path planning domain, indicates that a more accurate distance metric is necessary to better reflect mutation reaching capability.
Heuristic Evaluation on Large Models
As mentioned above, testing all combinations of heuristics is infeasible for large models. Therefore, we made a selection of heuristic combinations, based on the data of the small models. To this end, we ranked each combination of CreateTask and SelectSuccessor with their mean result and selected combinations that were performing particularly badly (Init × Part, Init × RandSS, and RGoal × LocalBFS), averagely (RandCT × RandSS, RandCT × Part, and RoRoCT × Dist), and well (RGoal × Dist and CGoal × Dist). We fixed the MaxSteps parameter to 100000, 3500, 2000 and 400 for Defibrillator, MMS, Loader, and DemoTopology, respectively. BranchLength was set to MaxSteps/5 and MaxSteps/20. These values were determined from the incomplete full BFS runs over these models as a tradeoff between runtime and number of mutants reached. These experiments were performed on Machine 2. Figure 2 shows the result of large models as a box-plot of the number of mutants reached in relation to the combination of heuristics. Note that the plot scales from minimum number of mutants reached to the maximum number of mutants reached. The DemoTopology model was excluded from this figure, because we found that every heuristic is able to reach all mutants within 400 exploration steps. In that sense, it classifies as a small model. However, as we see in the full BFS results, it has many states, making it a large model.
Like on small models, CGoal performs well on MMS and Defibrillator, not only producing the best mean result, but also showing much less variability than the other heursitics. Interestingly, the heuristic performs worst on Loader in terms of mean result. This underlines again, that multiple heuristics have merit, and there is no perfect heuristic for every model. Init and Part seem to perform better than predicted on small models. For Part this makes sense, since the number of objects increases in larger models, which naturally increases the power of the heuristic. Init performs reasonably on larger models. It seems that when branches are long enough, it can make sense to restart the search at the initial state. For LocalBFS, we had to reduce the depth from 4 to 2 of each local BFS search, in order not to blow up the search space. We had to exclude LocalBFS for Loader altogether, because even a breadth-first search with depth 2 is not feasible within reasonable time on this model.
Branching
We evaluated the influence of the BranchLength parameter on search results, by an experiment with different values on two large models, MMS and Defibrillator. We chose these models, because they are big enough so there is a lot of variation in the number of mutants reached, but the runs are fast enough so we are able to obtain many data points.
To test the parameter, we set up the following experiment. We set MaxSteps to 3500 and 100000 for MMS and Defibrillator respectively. We used RandCT and RandSS, as well as four different random seeds for each value for BranchLength. The experiment was performed on Machine 1. Figure 3 shows the result of the experiments. For MMS medium branch lengths work best. For Defibrillator short branch lengths work best. Both results suggest that branching search is indeed justified.
Test Case Generation
We evaluate the test-case generation algorithm and the produced tests with increasing graph size. To this end, we ran an experiment using the Defibrillator model on Machine 1. We iteratively increase MaxSteps to create larger and larger IOTS and record test characteristics. The results of this experiment are shown in Table 9 . Column Graph Trans shows the size of the final exploration graph in number of transitions. Unsurprisingly, the size of the IOTS increases as we increase the MaxSteps parameter. Column Test Trans shows the number of transitions of the final test suite. The number of test transitions does not grow as much as the exploration graph. This can be explained by the fact that after some point, no more mutants can be killed. However, it also shows that doing more exploration beforehand does not harm the final test suite by introducing unnecessary transitions. Column Duplicate Trans shows the number of transitions in the test suite that are taken at least twice. Initially, the ratio between duplicate transitions and test transitions is quite high. This ratio goes down with higher MaxSteps values, showing again that exploring more is better. Column Greedy/ShortestP shows how much smaller the test suite created by shortest path-based test-case generation over greedy-based test-case generation is in terms of number of transitions. Shortest path test-case generation is clearly superior to greedy test-case generation.
While tests created with a shortest path method do not suffer from larger exploration graphs, the greedy method does, as can be seen by the increasing ratio between greedy and shortest path. While for smaller MaxSteps the shortest path method is faster, for MaxSteps = 100,000 greedy test-case generation takes only 37% of the time of the shortest path method. Column Time shows the time in seconds needed for shortest path-based test-case generation, once the final exploration graph is finalized. We can see that test-case generation on large graphs takes a non-negligible time. For example for MaxSteps = 100,000 the search took 13 minutes and the test-case generation took almost 4 minutes. However, for smaller graphs the amount of time spent is low.
Parallelization
We evaluated how much speedup we could achieve by performing exploration steps in parallel. We define speedup as the fraction of average wall-clock time of parallel runs and the average wallclock time of sequential runs. More specifically, we compare total runtimes of executions with 1 thread (sequential) to threads with 20 threads (parallel). We evaluated the speedup on all models but LBT, as running LBT on a single core is infeasible within a reasonable amount of time. For each model, we fix MaxSteps and set BranchLength to MaxSteps/20. Furthermore, we repeat the runs on each model using four different random seeds. The experiments were performed on Machine 1.
Unsurprisingly, the larger models benefit more from parallelization. More precisely, models where one exploration step is computationally expensive benefit more. The model where a single exploration step takes the longest is Loader with 415s per step on average. For Loader, we get a speedup of 11.3x. On the other extreme, the average exploration step on PartCountDSL takes only 0.06s. This model in fact suffers from the synchronization overhead of the parallel implementation and has a speedup of 0.9x. For large models, we have an average speedup of 5.98x. Small models do not benefit much from parallelization, having an average speedup of 1.82x.
THREATS TO VALIDITY
Randomness. Many of our methods are based on random decisions, making them susceptible to random variation. We counter this threat by performing each experiment setup with 4 random seeds and across multiple models. Overall, the validity of the results is based on over 5,000 experiments and thus should not be threatened by randomness. Furthermore, where applicable, we base our conclusions on widely recognised statistical tests.
Bugs. Software contains bugs. Our test-case generation tool is software. It would be naïve to think that our tool is free of bugs. However, our tool is fairly mature and, we have a thorough software quality process, which helps us to mitigate effects of bugs and to detect them early. Furthermore, we performed positive cross checks of produced tests on the models to ensure that we do not produce invalid tests. The tests are used by industrial partners, who report problems if they occur.
Choice of models. All the models used for the experiments are derived from real world use cases and, we did not leave out models available to us. In fact, it would have been easy to construct models of any desired size, such that any desired heuristic performs particularly well. The experiments show that these our models are quite diverse in their computational demands and that different heuristics work well on them.
CONCLUSION
In this work, we present a heuristic-guided branching search algorithm for discrete and nondeterministic models. We show how strong killing analysis can be combined with the search and how we can generate test cases from search results. We perform an extensive evaluation of the presented heuristics and parameters. Our case study models range from very small to very large and were created in an industrial context. Thereby, we demonstrate that our approach scales to realistic problems. We found that multiple heuristics perform well on different models, where some heuristics perform better overall. Furthermore, we demonstrate that the main idea of the search algorithm, i.e., performing search in a branching style, works well. Via branching, we find more mutants and due to parallelization we find them faster.
Finding Best Parameters. Based on our experiments, we describe an approach to finding the best parameters for our search on a new model. First, fix the time budget that is acceptable for test-case generation. Whether seconds, hours or days are acceptable makes a significant difference in what can be expected from the search. Second, perform full BFS on the model and see whether it terminates. If it does, then no other search option has to be tried. Third, check how many steps full BFS has performed until the desired time budget was exhausted and set MaxSteps to this value. Fourth, perform a few runs, using the CGoal / Dist heuristic pair with different BranchLength parameters to see whether more mutants can be found with small, medium, or long branch parameters. Fifth, try different heuristic pairs. RandCT / RandSS can work well when not much structure of the model can be used. CGoal / Part can work well when the model uses much object orientation.
Future Work. We want to create and leverage constraints expressing reachability of mutants. Such constraints could be used as a distance metric, or to combine heuristic-based search with symbolic approaches. Heuristic-based search can find most mutants cheaply, while symbolic techniques, such as dynamic symbolic execution, can find remaining mutants by calculating solutions to the reachability constraints.
