We consider scheduling problems over scenarios where the goal is to find a single assignment of the jobs to the machines which performs well over all scenarios in an explicitly given set. Each scenario is a subset of jobs that must be executed in that scenario. The two objectives that we consider are minimizing the maximum makespan over all scenarios and minimizing the sum of the makespans of all scenarios. For both versions, we give several approximation algorithms and lower bounds on their approximability. We also consider some (easier) special cases. Combinatorial optimization problems under scenarios in general, and scheduling problems under scenarios in particular, have seen only limited research attention so far. With this paper, we make a step in this interesting research direction.
Introduction
We introduce a new setting of scheduling over scenarios, where the goal is to find one solution for the scheduling problem that performs well for each scenario in a predefined set. In particular, we are given a set J of jobs where job j has processing time p j , and a set of k scenarios S = {S 1 , . . . , S k }, where each scenario is specified as a subset of jobs in J that must be executed if that scenario occurs. The goal is to find an assignment of jobs to machines that is the same for all scenarios and optimizes a function of the scheduling objective over all scenarios.
We focus on the problem of minimizing the makespan of a schedule. The two objectives that we consider are minimizing the maximum makespan over all scenarios and minimizing the sum of makespans of all scenarios, or, equivalently, the average makespan over all scenarios.
The more egalitarian objective of minimizing the maximum scheduling objective is a special case of robust optimization (see for instance Ben-Tal and Nemirovski 2002) . The premise of robust optimization is that not all parameters of a problem instance are fully known, and the goal is to find the best solution with respect to the worst-case realization of the uncertain parameters. This uncertainty is often parameterized using ranges of possible values for the input parameters, and a common complication is finding a solution that is feasible with respect to all possible outcomes of the uncertain parameters.
In our particular setting, we are hedging against a finite set of scenarios, and feasibility is not an issue: any solution that assigns every job to exactly one machine is feasible for every scenario. In the field of scheduling, examples of robust optimization are mainly found in applied literature, for example, in the area of project scheduling, where many uncertain parameters exist. A small change in realizations of these parameters can render a nominal solution completely infeasible, so robustness is an essential requirement (see for example Lin et al. 2004; Wang and Chan 2015) .
The more utilitarian objective of minimizing the sum of objective functions is a special case of a priori optimization (introduced by Jaillet 1985 and Jaillet 1988) , which is a special case of stochastic optimization (see for instance the textbook Birge and Louveaux 2011) . In stochastic optimization, part of the problem is assumed to be coming from a random process, the distribution of which is generally assumed to be known completely, but in some cases is assumed to be only accessible by "black-box" sampling. After the realization of the random process is observed, further decisions (so called "recourse" decisions) can be made. The goal is to optimize the expected objective value. The premise of a priori optimization is that there are no recourse decisions.
The setting in this paper of minimizing the sum of objective functions can be seen as a stochastic optimization problem with a uniform distribution over a finite set of fully specified scenarios, where reoptimization (recourse) after observing the scenario is not allowed. An example of finite sets of scenarios in stochastic optimization (programming) is the sampling-based approximation methods in Kleywegt et al. (2002) , where the assumption is that these scenarios can be accessed by black-box sampling. Scheduling in the stochastic optimization framework is studied in (Pinedo 2012, Appendix F) , where, in contrast to the setting of this paper, the processing times are assumed to be stochastic variables.
In this paper, we mainly restrict ourselves to two machines. We will denote the problem of minimizing the maximum makespan over scenarios on two machines by MM2 and the problem of minimizing the sum of makespans over scenarios on two machines by SM2.
To see that even for very small problems the optimal solution for the MM2 problem differs from the optimal solution for the SM2 problem, consider the following example:
Example 1 Let set J contain three jobs, numbered 1, 2 and 3, that are executed on two machines. The processing times are p 1 = 2, p 2 = p 3 = 1 and the given scenarios are S 1 = {1, 2, 3}, S 2 = S 3 = {2, 3}.
For the MM2 problem, it is optimal to assign job 1 to the first machine and jobs 2 and 3 to the second machine. This yields a makespan of 2 in every scenario, and it is clear that anything better is impossible.
However, for the SM2 problem, an optimal solution is to assign jobs 1 and 2 to the first machine and job 3 to the second machine. In scenario S 1 , this yields a makespan of 3, but in scenarios S 2 and S 3 , the makespan equals 1. Summing these makespans yields an objective of 5, whereas the previously given solution would yield an objective of 6.
Motivation From a practical point of view, the type of problems we study in this paper emerges in situations where some training or investment is needed to obtain skills that are needed before machines (or workers) can perform particular jobs. In such situations, one should decide on an assignment of all possible jobs to the workers, such that the workers can train for the jobs assigned to them ahead of time. The goal is to assign specializations to machines such that the workload of the machines is optimized, either on average or in the worst case.
Suppose, for example, that the machines represent secretarial employees and each day a subset of tasks from a larger set of possible tasks needs execution and the specializations are partitioned over the employees. The objective of minimizing the maximum makespan would ascertain that every day all employees can go home before 5 PM, while the objective of minimizing the sum of makespans regulates the total hours in, for example, a month, that any employee will have to work (assuming that all scenarios occur with the same frequency).
Other examples of such settings are assignment of clients to lawyers, households to power sources, compile-time assignment of computational tasks to processors.
From a theoretical point of view, it is interesting to find out how the complexity of a problem changes by simply having several scenarios to take into account. Is the shift in complexity for solving a problem (exactly or approximately) dramatic? So, would computation times remain polynomial if the single-scenario version is polynomial-time solvable? And, in case of approximations, are problems raised to another approximation class or do they only have higher lower bounds on approximability while remaining in the same class?
Moreover, the problem of optimizing the sum of objective functions over a finite set of scenarios appears as the firststage problem in a boosted sampling approach to two-stage stochastic optimization problems Gupta et al. (2011) . This approach is used in a setting where uncertainty is defined as a black-box model, i.e., information about distributions can only be learnt by sampling from this black box. The boosted sampling approach then samples a finite set of scenarios from the black box and solves a deterministic problem, where a single solution should be found, that minimizes the sum of the objective values over the set of drawn scenarios. Using this approach, some results have been found for combinatorial optimization problems over scenarios, for problems like Vertex Cover, Steiner Tree, and Uncapacitated Facility Location Gupta et al. (2011) .
Problem formulation Given is a job set J , together with a set of k scenarios S = {S 1 , S 2 , . . . , S k }, where S i ⊆ J for all i. Note that we allow repetitions of the same subset in the set of scenarios. Unless specified otherwise, k is assumed to be an arbitrary number (specified by the input), not a constant. Each job j in J has processing time p j . 1 For a set S, we denote the total processing time of jobs in that set by p(S). We consider two machines and are interested in minimizing the makespan of a schedule. The following two variations of this scheduling problem over scenarios are considered:
MM2 Assign the jobs in J to two machines such that the maximum makespan over all scenarios is minimized. Formally, we are searching for a partition A,Ā of
Assign the jobs in J to two machines in such a way that it minimizes the sum of makespans over all scenarios. Formally, we seek to partition J into A,Ā in order to minimize
Related work To the best of the authors' knowledge, there is only very little work that considers scheduling over scenarios in the same manner as defined here. Kasperski et al. (2012) also consider the makespans of schedules, but define different objective functions over the scenarios. The objective they consider is called the ordered weighted averaging aggregation operator (OWA), which is a weighted average over the ordered costs of the scenarios. A special case, for example, is the Hurwicz criterion which is a convex combination of the costs of the scenario with maximum cost and the scenario with minimum cost. Giving a unit weight to the most costly scenario translates to a min-max problem, comparing (for two machines) to our MM2 problem. For two machines, the authors give a 3/2 lower bound on the approximability of the problem Kasperski et al. (2012) , whereas we present a lower bound of 2. For an arbitrary number of machines m, they observe the same relationship between the problem and the Vector Scheduling problem that we do (see later), and give a randomized algorithm that gives with high probability an O log(km)/ log log(km) -approximate schedule.
For the Hurwicz criterion, they give a 3/2 lower bound for the problem on 2 machines and observe that it can always be approximated within a factor of 2. For the general OWA operator on two machines, a matching lower and upper bound of 2 are given. For general m, it is shown that the problem can be solved in O(n mk+1 m( p max ) mk ) time (n being the total number of jobs and p max being the processing time of the largest job), which is pseudopolynomial if m and k are constant.
Note that the min-sum problem that we consider can also be cast as an OWA objective by giving a weight of 1/k to each scenario. However, this special case is not considered by the authors.
In a different paper Kasperski et al. (2013) , the same set of authors also considers optimizing over scenarios and studies the Selecting Items problem. From a set of n items, a subset of size p must be selected at minimum cost. The costs, however, are uncertain, and k cost scenarios are defined.
Finally, in very recent work, Kasperski and Zieliński (2016) consider single-machine scheduling problems under uncertainty defined by scenarios. They consider the problems of minimizing the maximum weighted tardiness and minimizing the sum of weighted completion times, both with and without precedence constraints. With respect to the scenarios, the very general OWA operator is considered, as well as many special cases of that objective. Inapproximability results are given for the most general cases, while some of the special cases can be solved in polynomial time. For a few of the harder cases, approximation algorithms are given.
Note that our research has been done independently of the works mentioned here, and although these authors study the same setting as we do, they study slightly different objectives and there is not much overlap between their results and ours.
Scenarios in terms of sets of jobs, as we propose here, appear also in Chen et al. (2015) in which two-stage scheduling problems are studied, most prominently in a black-box setting for a sample average approximation method of the stochastic version of the problem. In that paper, averages or robustness are measured with respect to first-stage decisions on time slots acquired for having machines available; the second-stage scheduling of jobs leads to different schedules in different scenarios.
Results Both problems that we study are NP-hard, since the single-scenario version (the well-known Makespan Minimization problem) is NP-hard. However, the single-scenario version is only weakly NP-hard for two machines and an FPTAS exists Ausiello et al. (1999) , whereas the problems defined here are strongly NP-hard. We will give various approximability and inapproximability results for several versions and special cases of the problem.
In Sect. 2, we study the problem MM2. We start by showing that the problem cannot be approximated to within a ratio of 2 − , even in the case that p j = 1 for all j. This is a remarkable result in two ways. First of all, notice that any assignment of the jobs, even assigning all jobs to one of the two machines, is at most 2-approximate. Secondly, the single-scenario version of the problem is trivial. Further, for the case that p j = 1 for all j and |S i | ≤ 3 for all i, we show by a reduction from Set Splitting that the problem cannot be approximated to within ratio 3/2.
Inspired by the tight lower and upper bound on approximability of the general problem, we considered special cases, and we present a polynomial-time algorithm solving the problem for the special case that every scenario contains only two jobs.
We also note that both the MM2 and the SM2 problem are polynomial-time solvable if the number of scenarios is constant and all jobs have unit processing time.
Further, we observe a direct relationship between the MM2 problem and the Vector Scheduling problem (see Sect. 2 for the definition of Vector Scheduling). By this relationship, combined with results from Chekuri and Khanna (2004) , we find that if the number of scenarios is constant, there exists a PTAS for the MM2 problem and for an arbitrary number k of scenarios (and any number of machines) there exists an O(log 2 k)-approximation.
The problem SM2 is studied in Sect. 3. Assuming P = N P, we prove inapproximability to within 1.0196, and to within 1.0404 under the Unique Games Conjecture Khot (2002) . We present a very simple randomized algorithm that can be used for any number of machines and show that for the two-machine case, it gives a 3/2-approximate solution. For special cases with small scenarios, we can do better using deterministic algorithms. For instances where each scenario has size at most three, we use a reduction to Max Cut to obtain a 1.12144-approximate algorithm. For cases where for all i, |S i | ≤ r for some fixed r , we show a reduction to Weighted Max Not-All-Equal r -SAT. For r = 4, this gives a deterministic 3/2-approximation algorithm, but for larger r , it does not give approximation ratios better than 2.
Minimizing the maximum makespan
First, we obtain inapproximability of MM2 by a reduction from Set Splitting, which was shown NP-complete in Garey and Johnson (1990) even if all sets have size three.
Theorem 1 It is NP-hard to approximate MM2 with scenarios of size at most three to within a factor of 3/2.
Proof It is shown Garey and Johnson (1990) that Set Splitting is NP-complete, even if all sets have size three. In Set Splitting, a set of elements is given together with a number of subsets. The Set Splitting problem is to decide whether the superset can be partitioned into two parts such that each of the subsets is split, i.e., such that no subset is entirely on one side of the partition. For the inapproximability result, consider an instance of Set Splitting. For each element in the instance, we introduce a job with processing time 1. For each set in the input, we introduce a scenario with the corresponding three jobs. Then, there is a partition of the jobs into two sets A andĀ such that the objective value of MM2 is 2 if and only if there is a YES answer to the Set Splitting instance.
In particular, the NP-completeness with sets of size three implies a 3/2 inapproximability result. The makespan for every scenario is either 2 or 3. Approximating this problem to within a factor better than 3/2 implies being able to solve the decision problem Set Splitting.
In the general case, we obtain a stronger inapproximability of MM2 using a recent result Austrin et al. (2014) on the hardness of Hypergraph Balancing. Proof Let g = 1/ , so ≥ 1/g. Given a (2g + 1)-uniform hypergraph that admits a 2-coloring in which each hyperedge is balanced, we can define an MM2 instance containing a job with unit processing time for each vertex of the hypergraph, and a scenario for each hyperedge. Because the hypergraph admits a 2-coloring under which each hyperedge is evenly balanced, there exists a solution to this MM2 instance where the makespan of every scenario is exactly g + 1.
A (2 − )-approximation to MM2 for this instance would therefore give a solution for which the maximum makespan is at most (2 − )(g + 1) ≤ (2 − (1/g))(g + 1) < 2g + 1, which corresponds to a 2-coloring of the hypergraph that has no monochromatic edge. In other words, a (2 − )-approximation to MM2 would solve a problem that is NP-hard.
This bound is remarkable since, for the problem on two machines, any solution is 2-approximate (even for arbitrary job sizes). Also notice that the single-scenario version of the problem with unit-size jobs is trivial on any number of machines.
On the positive side, we show for MM2 that, if the number of jobs per scenario is at most two, the problem can be solved in polynomial time. Since single-job scenarios will always have makespan 1, we concentrate on the case in which all scenarios consist of two jobs.
Theorem 3 The problem MM2 with |S i | = 2 for all S i ∈ S can be solved in time O(|S| log |S|).
Proof We create a graph with a vertex for each job and connect by an edge the jobs that appear together in a scenario. We define the weight of edge ( j, k) to be p j + p k , i.e., the sum of the processing times of the jobs associated to the incident vertices. Note that a solution for the MM2 scheduling problem is a partitioning of the job set, and can be associated with a coloring of the vertices in this graph with two color classes. The objective value is then equal to the maximum of the highest weight of any monochromatic edge and the largest processing time of any job. In other words, we should find a 2-coloring of the vertices of this graph, such that the maximum weight of a monochromatic edge is minimized.
Our algorithm is based on the observation that the weight of an edge of lowest weight in any odd cycle in this graph is a lower bound on the objective value.
Starting with all vertices being part of their own singleton component, and having color 1, we grow components by inserting edges, and label the vertices with the component they belong to, and with a color that can assume two values: 1 and 2. A color inversion of a vertex changes the color of the vertex (i.e., if it is colored 1, the color is changed to 2, and vice versa). We consider the edges in order of descending weight. If the next edge has weight less than p max , the optimal value is p max and the present coloring is an optimal solution. Otherwise, when considering the next edge, say ( j, k), the following 3 cases can occur: Case 1. Vertices j and k have the same color and are in the same component. We end the algorithm. An optimal partitioning of the job set is given by the two color classes of the jobs, where jobs that have color 1 (respectively, 2) are assigned to machine 1 (respectively, 2) and the objective is equal to the weight of edge ( j, k). Case 2. Vertices j and k have different colors. If the vertices are in different components, we update the component label for all nodes of the smaller component (breaking ties arbitrarily), so that all nodes have the same label. We then proceed to the next edge. Case 3. Vertices j and k have the same color and are in different components. In this case, we invert the color of all nodes in the smaller component (breaking ties arbitrarily) and then proceed as in Case 2.
By construction, two nodes of the same color in the same component are joined by an even-length path. Therefore, when the algorithm terminates in Case 1, we have found an odd cycle in the graph, of which this last edge has the lowest weight. As we argued, this is a lower bound on the optimal value. Since all next edges do not have higher weight, it will be the best lower bound. Since it is higher than p max , it will in fact be the optimal value.
The running time follows from the observation that any time we invert the color and/or update the label of a vertex, it ends up in a component of at least twice the size of the component it belonged to before. Hence, the label of a vertex can be updated at most log |J | times. The total time can thus be bounded by |S| log |S| time for sorting the edges by weight, plus |J | log |J | time for updating the vertex colors and labels. Finally, we may assume without loss of generality that each job appears in at least one scenario, so |S| ≥ |J |/2.
Another special case is the case of a constant number of scenarios. For jobs with unit processing times, the problem can be solved exactly.
Theorem 4
The MM2 problem with a constant number of scenarios and unit processing times can be solved exactly in polynomial time.
Proof Since all processing times are equal, jobs appearing in the same set of scenarios are identical for any scheduling algorithm. Thus, we define each job to be of a certain type, by the scenarios it appears in. A constant number k of scenarios yields a constant number 2 k of possible job types. Then, finding an assignment consists of determining how many jobs of each type are assigned to the first machine. Since there can be no more jobs per type than the total number of jobs, say n, there exist at most n 2 k assignments, which is a polynomial in input size n for constant k. For each of these assignments, the minimum makespan over all scenarios can be found in polynomial time, and thus, the whole problem can be solved in polynomial time.
Note that this proof also works for the SM2 problem with a constant number of scenarios and unit processing times. The proof can also be extended to a larger (but constant) number of machines.
We conclude this section by noticing that if we consider any number of machines, the problem of minimizing the maximum makespan reduces to the Vector Scheduling problem, where each coordinate corresponds to a scenario. 
there exists a PTAS when k is constant; 2. there exists a polynomial-time O(log 2 k)-approximation
for arbitrary k; and 3. unless N P = Z P P, there exists no constantapproximation algorithm for arbitrary k.
Note that our results improve on those from Theorem 5 for the special cases we consider.
Minimizing the sum of makespans
We now turn our attention to SM2, the problem of minimizing the sum of the makespans over all scenarios, in the case of two machines. We start this section by noting that SM2 is MAX SNP-hard even with unitary processing times and scenarios containing two jobs each.
Theorem 6
The problem SM2 is NP-hard to approximate to within a factor of 1.0196 and UGC-hard to approximate to within a factor of 1.0404, even if all jobs have unit length, and all scenarios contain two jobs.
Proof We use a reduction from Max Cut Garey and Johnson (1990) . Given an (unweighted) Max Cut instance G, we create a job with processing time 1 for each vertex, and for each edge we create a scenario consisting of the two jobs corresponding to the vertices incident to that edge. A cut in G is induced by a partition of the vertices, which corresponds to a partition A,Ā of the jobs. Scenario ( j, k) contributes 1 to the objective of the scheduling problem if and only if |{ j, k} ∩ A| = 1, i.e., edge ( j, k) is in the cut, and it contributes 2 otherwise (because if the two jobs are assigned to the same machine, the makespan of that scenario is 2). Thus, the objective value of the scheduling problem is equal to twice the total number of edges in the graph minus the size of the cut. Now, let O PT (CU T ) be the optimal Max Cut objective, let be the number of edges in the instance, and assume we have an (1+α)-approximation algorithm for our problem, i.e., a solution with sum of makespans at most
scenarios have a makespan of 1, i.e., the size of the corresponding cut in G is at least
note that O PT (CU T ) ≥ /2, and hence, the size of the cut is at least (1 − 3α)O PT (CU T ).
The lower bound on the approximability of Max Cut proven by Håstad (2001) gives us that 1 − 3α ≥ 0.941176 unless P = N P, and by a result of Khot et al. (2007) , 1 − 3α ≥ 0.878567 under the Unique Games Conjecture.
In the remainder of this section, we will give approximation results for SM2. As for MM2 in the previous section, we notice that also for this problem any solution is a trivial 2-approximation. We will first present and analyze the most straightforward randomized algorithm for any number of machines that assigns the jobs to each of the machines independently with equal probability. For two machines, it gives a 3/2-approximation. Finally, for the two-machine case, we present two deterministic approximation algorithms, which have good approximation guarantees if the number of jobs in each scenario is small.
Randomized approximation algorithm
We analyze the approximation ratio of the randomized algorithm that randomly assigns the jobs to each of m machines independently with equal probability. are all on the same machine, and no two sets of the partition of A i are assigned to the same machine, for every i. Note that the conditional probability that A i j is on machine equals 1/m for all i, j, and , and that these probabilities for different i are independent.
Lemma 1 Given is a scenario S and a partition of the scenario into m sets
For each i, there is a subset A i j ( j ∈ {1, . . . , m}) of A i occurring least frequently on the machine with the lowest load, say Q i . Denote this frequency by α i . We will now argue that
Consider the sets Q i . If all sets Q i are on distinct machines, then one of them is on the least loaded machine, and therefore, m i=1 α i is lower bounded by the probability that all sets Q i are on distinct machines. The probability that m sets are assigned to m distinct machines, if they are assigned to machines independently at random with probability 1/m, is m!/m m . There are m m ways of assigning m sets to m machines, all of which have the same (conditional) probability of happening. Then, m! of these assignments are such that each machine gets assigned exactly one set. Therefore,
Denoting by L min the load on the least loaded machine, the bound on m i=1 α i implies the claim in the lemma, because (conditioned on the partitioning)
This is true for every partitioning and hence also holds unconditionally.
Theorem 7 Randomly assigning all jobs to one of m machines independently with equal probability is a m −(m − 1)
m! m m -approximation for the SMm problem. Proof Consider a scenario S, and fix a schedule of minimum makespan. For each machine i, let A i be the set of the jobs in S on machine i in this optimal schedule. Denote by O PT S the optimal makespan in scenario S and denote by E(ALG S ) the expected makespan in scenario S of the schedule resulting from the randomized algorithm. Now we note the following bounds, where we use L min to denote the load of the least loaded machine:
Combining these bounds and the bound on E[L min ] following from Lemma 1 gives that
Hence, the expected makespan for scenario S is at most m − 
Corollary 2 Randomly assigning each job to the two machines independently with equal probability is a 3/2-approximation for SM2.
We notice that the proof of the previous lemma bounds the objective value by comparing the load on a machine in a given scenario to the load for the optimal schedule for that scenario, rather than the optimal schedule for our problem. We conjecture that m − (m − 1) m! m m is not a tight ratio for this algorithm.
However, it is easy to see that the analysis of the simple randomized algorithm is tight for SM2. Consider an instance of two jobs {1, 2} with unitary processing time and one scenario S 1 = {1, 2}. The optimal solution is to assign one job to each machine, whereas the randomized algorithm either assigns both jobs to the same machine with probability 1 2 , or one job to each machine with probability 1 2 .
Deterministic approximation algorithms
We now show how to get improved approximation guarantees for the problem on two machines, for instances, in which each scenario has a small number of jobs. We show that the SM2 problem can be reduced to the Weighted Max Not-AllEqual Satisfiability problem that we will abbreviate as Max-Nae Sat.
Definition 2 In Max-Nae Sat, a boolean expression is given, and a weight for each clause. A clause in the expression is satisfied if it contains both true and false literals. The problem is to find an assignment of true/false values to the variables, such as to maximize the total weight of the satisfied clauses.
Note that if r is such that |S i | ≤ r for all S i ∈ S, then by adding dummy jobs of processing time 0, we can assume that every scenario contains exactly the same number of jobs, i.e., |S i | = r for all S i ∈ S. We will reduce the SM2 problem with scenarios of size at most r to the Max-Nae Sat problem with clauses of length r (Max-Nae r -Sat). Proof We start by formulating the SM2 problem as a MaxNae Sat problem. Each job j corresponds to a variable x j in the Max-Nae Sat instance. An assignment of the variables in the Max-Nae Sat instance corresponds to an assignment in SM2 as follows: machine 1 is assigned all jobs for which the corresponding variable is set to true, and machine 2 processes all jobs for which the corresponding variable is set to false.
We now construct a set of weighted clauses for each scenario such that the weight of the satisfied clauses for a given assignment is equal to the load of the least loaded machine in the scenario. Hence, maximizing the weight of the satisfied clauses will maximize the weight of the least loaded machine, and it will thus minimize the weight of the machine with the heaviest load, i.e., the makespan.
For a given scenario S of SM2 with r jobs, we construct 2 r −1 clauses of length r as follows: For each partitioning of S into two sets A andĀ, we create a clause denoted by C S ({A,Ā}) . In clause C S ({A,Ā}), all variables corresponding to jobs in one set appear negated, all variables corresponding to jobs in the other set appear non-negated.
Note that C S ({A,Ā}) has the same truth table as C S ({Ā, A}) (namely a clause is false if and only if all its literals are false, or all its literals are true). This means that if A is assigned to the first machine andĀ is assigned to the second machine, then all clauses except C S ({A,Ā}) are satisfied.
Denote by w S ({A,Ā}) the weight on the clause C S ({A,Ā}). To ensure the weight of the satisfied clauses is equal to the weight of the least loaded machine in SM2, we define weights on the clauses to be so that
Let N = 2 r −1 , i.e., N is the number of clauses corresponding to each scenario. The solution to this system of equations is to set
The weights thus defined are not necessarily non-negative: consider a scenario S that contains r = 4 jobs of unit length. There are four ways of partitioning S into one set of size one and one set of size three, and there are To use approximation algorithms for Max-Nae Sat, we need to make sure that all weights are non-negative. We accomplish this by adding a constant K (S) to all weights of clauses corresponding to scenario S, where we set −K (S) equal to a lower bound on the weights. We derive a lower bound on the weights by noting that Thus, we set
A solution to the Max-Nae Sat instance is now mapped to a solution of SM2, by assigning the jobs for which the variable is set to true to machine 1, and scheduling the other jobs on machine 2. We note that the w-weights of the clauses corresponding to scenario S were chosen so that the sum of the weights of the clauses that are satisfied is exactly equal to the load on the least loaded machine in scenario S. Also, N −1 clauses of scenario S are satisfied in any solution to the Max-Nae Sat instance. Therefore, the totalw-weight of the clauses for scenario S that are satisfied in any Max-Nae Sat solution is equal to the load on the least loaded machine in scenario S plus an additional (N − 1)K (S).
We let L = S p(S) and denote by L * min the sum over all scenarios of the load of the least loaded machine in an optimal solution and by L * max the sum over all scenarios of the load of the most loaded machine in an optimal solution, so that L * min + L * max = L. Note that the additional term K (S) in thẽ w-weights of the Max-Nae Sat solution causes an increase of the objective value with respect to the w-weights solution by adding an additional
In particular, an optimal solution to the Max-Nae Sat instance has objective value L * min + 1 4 (N − 2)L and a (1 − γ )-approximation algorithm for the Max-Nae Sat instance therefore has objective value at
and ALG(L max ) the sum over all scenarios of the least and most loaded machines in the corresponding job assignment. Note that
, which proves the theorem, since N = 2 r −1 .
For r = 3, Zwick (1999) gives a 0.90871-approximation for Max-Nae 3-Sat. By the previous lemma, this gives a 1.18258-approximation for SM2 with scenarios of size at most three. For r = 4, Karloff and Zwick (1997) give a 7 8 -approximation for Max-NAE 4-Sat. By our lemma, this implies a 3 2 -approximation for SM2 with scenarios of size four. Note that this matches the guarantee we proved for the algorithm that randomly assigns each job to one of the two machines.
Corollary 3
For the SM2 problem with scenarios containing at most three jobs, there exists a 1.18258-approximation algorithm, and for the problem with scenarios of size at most four, there exists a deterministic 3/2-approximation algorithm.
For general r , the best approximation factor known for Max-Nae Sat is 0.74996 due to Zhang et al. (2004) , and the implied approximation guarantees for our problem are worse than the trivial bound of 2.
If every scenario has at most three jobs, we can obtain an even better approximation guarantee by reducing SM2 to the Max Cut problem. Proof If every scenario has exactly two jobs, SM2 can be reduced to Max Cut as follows: we create a vertex for every job, and add an edge between j and k of weight min{ p j , p k } for every scenario that contains jobs j and k. For any cut, the weight of the edges crossing the cut is then exactly the sum over all scenarios of the load of the least loaded machine. Since the makespan for a scenario S is p(S) minus the load of the least loaded machine, maximizing the load of the least loaded machine, summed over all scenarios, is equivalent to minimizing the sum of the makespans.
If every scenario has three jobs, we can also reduce SM2 to Max Cut, but the reduction is slightly more involved. We again create a vertex for every job, and for a scenario containing jobs j, k, and h, we add edges { j, k}, {k, h} and { j, h}. If multiple scenarios contain jobs j and k, the corresponding edge will have the same multiplicity in the constructed graph. Note that a cut will either have zero or two of the edges corresponding to a given scenario crossing the cut. We now set the weight of the edges in such a way that if two edges cross the cut, then the sum of the weights of the two edges is equal to the load of the least loaded machine. In order to do this, we first define b j to be the load of the least loaded machine in the scenario, if j is on one machine, and k and h are on the other machine, i.e.,
Then we want to set the weights w(e) such that
This is a system of three linearly independent equations with three unknowns, which has the (unique) solution
, where e ∈ {{ j, k}, {k, h}, { j, h}}, and v = { j, k, h}\e. Note that for any cut, the contribution of the edges of a scenario to the weight of the cut is exactly equal to the load on the least loaded machine if we assign the jobs on one side of the cut to one machine and the jobs on the other side of the cut to the other machine.
We now show that the weights thus defined are nonnegative. Substituting the expressions for b j , b k , b h , we get that
Let L = S∈S p(S), and for the optimal solution to SM2, let L * min be the sum over all scenarios of the load of the least loaded machine, and let L * max be the sum over all scenarios of the load of the most loaded machine, i.e., the sum of makespans. Then L = L * min + L * max . We denote by ALG(L min ) and ALG(L max ) the sums over all scenarios of the loads on the least loaded and most loaded machines defined by the cut. A (1 − γ )-approximation to Max Cut gives us an assignment of jobs to machines such that the sum over all scenarios of the least loaded machine is at least
. The sum of the makespans over all scenarios is
Now, note that the makespan for any scenario is at least half of the sum of the processing times, and hence, L ≤ 2L * max . So, a (1 − γ )-approximation for Max Cut implies a (1 + γ )-approximation for SM2 in the case where all scenarios have at most three jobs.
Since the weights of the edges in the graph constructed in the proof of Theorem 9 are non-negative, we can use the 0.87856-approximation for Max Cut of Goemans and Williamson (1995) . Let γ = 1 − 0.87856. Then, the (1 + γ )-approximation for SM2 gives us the following corollary:
Corollary 4 There exists a 1.12144-approximation algorithm for the SM2 problem with scenarios containing at most three jobs.
Epilogue
Complexity analysis of combinatorial optimization problems under a set of fully specified scenarios poses theoretically interesting questions as we hope to have shown with this paper. Explicitly stated as such, these type of problems have not been addressed often in the literature. The min-sum version has emerged as a result of a sampling algorithm for stochastic network optimization problems Gupta et al. (2011) and as such, several results in this direction already exist. In the context of scheduling, Kasperski et al. (2012 Kasperski et al. ( , 2013 ; Kasperski and Zieliński (2016) have worked on variations of scheduling under scenarios. Apart from this, we are not aware of any other work in this direction.
In this paper, we have seen that the complexity of the scheduling problems can change dramatically from their, sometimes trivial, single-scenario version to their multiplescenario version. However, in all cases that we studied here, the rise in complexity required a number of scenarios that is part of the input. In network design, there are examples of problems in which the complexity changes from being in P to being NP-complete from a single-scenario version to a two-scenario version Oriolo et al. (2013) .
Apart from posing interesting theoretical questions, problems of this type enhance our ability to model scheduling problems where a learning aspect for performing jobs prohibits that job assignments can be adjusted on a day-by-day basis but merely require a fixed assignment whose quality then necessarily differs over the various instances.
In relation to the min-max version of the problem, we also like to mention a version of combinatorial optimization which has become known under the name universal optimization, e.g., in Epstein et al. (2012) , a universal scheduling problem is studied. In such a problem, the scenarios are not explicitly specified but can be seen to be chosen by an adversary. The quality of an algorithm is then measured by comparing its solution to the solution of a clairvoyant optimal algorithm.
We finish this section by posing some questions emerging from our multiple-scenario scheduling problem. We believe that the analysis of the randomized algorithm for SMm given in Sect. 3.1 is far from tight, although it gives a tight result for SM2. Apart from giving a tighter analysis, it would also be interesting to find out if our randomized algorithm can be derandomized.
For the SM2 version, it would be interesting to see how the gap between the 3/2-approximation ratio of the randomized algorithm for the general case on two machines and the 1.0404 lower bound under the Unique Games Conjecture can be closed. We have no conjecture on which of the bounds is closest to the best attainable ratio.
Finally, the very strong bound on inapproximability for the MM2 problem raises the question whether such a strong lower bound will also hold for the case of m machines.
