ABSTRACT Time-varying formation control and velocity tracking problems for second-order discrete-time multi-agent systems with switching jointly-connected topologies and nonuniform communication delays are investigated. A local information-based distributed protocol is designed by utilizing the instantaneous states of the agent itself and the delayed states of its neighbors. Through model transformation and stability analysis, an explicit mathematical description of a feasible time-varying formation set is proposed. Necessary and sufficient conditions for the systems with switching topologies and nonuniform communication delays to achieve the feasible time-varying formation are obtained. The coupling constraints on the gain parameters and sampling period are proposed, so as to guide the design of parameters in the protocol. We include the effects of velocity tracking error damping gain in the protocol and derive milder conditions which allow for not only bounded nonuniform communication delays but also for dynamically switching directed graphs that are jointly connected. The numerical examples are further presented to illustrate the validity and effectiveness of the obtained results.
I. INTRODUCTION
Multi-agent system is composed of many inexpensive simple individuals and can emerge much better performance and even new abilities through efficient coordination. Formation control, as one of the most fundamental distributed cooperative control problems for multi-agent systems, is a critical step of cooperation among agents [1] , [2] . Therefore, cooperative formation control for multi-agent systems has become a research hotspot and accurate maintenance of geometric formation between agents has been studied extensively [3] - [5] . In general, the formation control problems for multi-agent systems are to design distributed coordination protocols for
The associate editor coordinating the review of this manuscript and approving it for publication was Liang Hu. networks of agents such that they would approach and maintain some desired, possibly time-varying formation. The main challenge in cooperative formation control is that each agent has to use local information to achieve the desired formation, rather than rely on centralized coordination. It is more difficult when there are constraints such as time delay and switching topologies.
Recently, consensus control for multi-agent systems has attracted great attention from various domains and fruitful results have been achieved already [6] - [9] . Following the boom in the research of consensus control problems, consensus-based formation control approaches are developed, which provides the benefits of improving the flexibility, robustness and scalability of the formation. It has been proved in [10] that the classical leader-follower, behavior and virtual structure based approaches can be regarded as special cases of consensus-based ones, and the weaknesses of the previous approaches can be overcame to some extent.
Consensus based time-invariant formation control problems for first-, second-and high-order multi-agent systems have been studied extensively [11] - [16] . When the time-invariant formation is achieved, velocity components of all agents must be identical. This is not satisfactory because in many practical applications, such as target surveillance and formation reconfiguration, the desired formation requires the velocity components of agents to be different and timevarying. Besides, the formation of agents cannot remain stationary if certain tasks are to be executed, such as tracking a moving target with unmanned aerial vehicles (UAV) swarm. In these applications, not only the time-varying formation, but also reference velocity tracking are needed. In [17] , a decentralized controller was proposed based on virtual leader structure to achieve predefined time-varying formation with fixed topology. In [18] , a controller-observer approach for time-varying centroid tracking and formation control of multi-agent systems with switching topologies was proposed, provided that in each time instant the interaction graph was balanced and strongly connected (in the case of directed topology) or simply connected (in the case of undirected topology). Reference [19] dealt with the cooperative control problem for nonlinear multi-agent systems with undirected topology, whose objective was to stabilize a group of agents to time-varying formation and track a time-varying center. Time-varying formation tracking analysis and design problems for second-order multi-agent systems with switching interaction topologies were studied in [20] , with the assumption that each of the possible interaction topologies had a spanning tree. The time-varying formation problems were studied in [21] and an adaptive approach was utilized to develop a fully distributed formation controller for general linear multi-agent systems with fixed topology. Reference [22] studied the time-varying formation tracking problems for multiple manipulator systems under fixed and switching directed graphs with a dynamic leader. Reference [23] considered the time-varying formation control problems for a class of networked systems with non-identical nonlinear dynamics and fixed topology. Time-varying formation analysis and design problems for general high-order swarm systems with communication constraints and fixed undirected topology were investigated in [24] .
Considering the fact that time delay often exists in practical systems due to the limitation of bandwidth, abundant data transmission and asymmetry of communication links, formation control problems with time delay have been investigated in [25] - [27] . Reference [28] researched the distributed formation control problems for multi-agent systems with randomly switching undirected topologies and uniform time delay. Reference [29] considered the problems on formation tracking control of second-order multi-agent systems with communication delay and fixed topology. In [30] , the containment control problems were considered for nonlinear multi-agent systems with fixed topology and uniform timedelay. Reference [31] investigated the leader-follower formation control problems for a group of networked robots that were subject to bounded time-varying communication delays and asynchronous clock.
It should be pointed out that in most recent literatures, the systems were described by continuous-time dynamics, such as the works mentioned above. However, in practical formation control applications via interaction networks, continuous states of agents (such as position and velocity) are always represented and updated by their sampled values at a certain interval, which results in discrete-time or sampled-data formulation. The conclusions obtained in continuous-time systems cannot be used to solve such problems directly. Thus, the formation control protocol design and analysis problems for multi-agent systems with discrete-time dynamics are necessary and of practical significance. In [32] , the formation control problems without time delay were investigated for discrete-time multi-agent systems subject to unknown nonlinear dynamics by means of iterative learning approach. Reference [33] presented a distributed control law based on output regulation control framework to solve the formation control problems of first-order discrete-time nonlinear multi-agent systems without time delay. Reference [34] used a fault tolerant approach to control a group of wheeled mobile robots in a formation without time delay. In [35] , the time-invariant formation control for high-order discrete-time multi-agent systems was achieved in the absence of time delay. The time-invariant formation control problems of second-order discrete-time systems with time delay and undirected topology were investigated in [36] . Reference [37] established the necessary and sufficient conditions for designing formation of discrete-time second-order multi-agent systems with only one sampling period delay and the desired formation cannot be time-varying. The asynchronous time-invariant formation control problems of second-order discrete-time multi-agent systems with time-varying delays were investigated in [38] . Time-varying formation control protocol design and analysis problems for second-order discrete-time multi-agent systems with directed interaction topology and communication delay were investigated in [39] , but the topology was fixed and the communication delay was uniform.
Although some important results and approaches have been established in a few references, research on formation control for discrete-time systems is not as sufficient as for continuous systems, especially the time-varying formation control under conditions with time delay and switching topologies. This paper mainly focuses on the time-varying formation and velocity tracking control problems for second-order discrete-time multi-agent systems with nonuniform communication delays and switching jointly-connected topologies, which is meaningful yet still unresolved. The multi-agent systems in this paper are described by second-order discrete-time dynamics, where agents are governed by both position and velocity states. Many practical systems can be described by this model, such as UAV swarm and multi-robot system. It is more complicated and conforms to reality as the sampling period and gain parameters can be considered simultaneously. A distributed protocol is designed by utilizing the delayed states of neighbors and the instantaneous states of agent itself. In order to achieve reference velocity tracking, we include the effects of velocity tracking error damping gain in the protocol. Furthermore, both the desired formation and reference velocity can be time-varying and the switching interaction topologies are jointly-connected. Compared with the previous results, this paper aims to solve the following four problems: (i) How to design the control protocol to achieve desired time-varying formation and reference velocity tracking simultaneously; (ii) what are the conditions that guarantee the time-varying formation and velocity tracking can be achieved with switching jointly-connected topologies and nonuniform communication delays; (iii) how to design feasible desired time-varying formation in mission planning; (iv) how to design the parameters in the protocol to achieve the feasible time-varying formation and velocity tracking.
The remainder of this paper is organized as follows. In section II, some necessary preliminary results and lemmas are described together with problem description. Section III considers the time-varying formation control analysis and protocol design problems. Numerical examples are provided in section IV to illustrate the validity of the algorithm and section V summarizes this paper.
Notations: Throughout the paper, let 0 (1) denotes the column vector of all 0 (1) with appropriate dimension. I N denotes an identity matrix of dimension N .
II. PRELIMINARY AND PROBLEM DESCRIPTION
In this section, some necessary concepts and results on graph and matrix theory are introduced firstly, and then a detailed description of the problem is presented.
A. GRAPH AND MATRIX THEORY
Consider a multi-agent system with N nodes labelled 1 through N , denote I N = {1, 2, . . . , N }. The interaction topology among the agents can be modelled as a weighted 
A directed graph G is said to have a spanning tree if there is at least one vertex having directed paths to all the other vertices. A directed graph is said to be strongly connected if there is a directed path from every node to every other node. For a collection of graphs, its union is defined as a new graph whose nodes and edges are the union of nodes and edges of all the graphs in the collection.
Note that the interaction topology among agents in this paper can be switching. Let finite set S denotes all the possible graphs with an index set I G ⊂ N, where N represents the set of natural numbers. Let σ (t) : [0, +∞) → I G be a switching signal whose value is the index of the topology at t, G(t), A(t) and L(t) stand for the corresponding graph, adjacency matrix and Laplacian matrix, respectively.
Given a matrix M ∈ R m×m , M is nonnegative (positive) if all its elements are nonnegative (positive), denoted as M ≥ 0 (M > 0). If a nonnegative matrix M satisfies M1 N = 1 N , then it is a stochastic matrix. A stochastic matrix is said to be indecomposable and aperiodic (SIA) if lim
denote the left product of matrices with compatible dimensions.
Lemma 1 [40] : Let M be a stochastic matrix. If G(M) has a spanning tree with the property that the root vertex has selfloop, then M is SIA.
B. PROBLEM FORMULATION
Consider a multi-agent system with N nodes, the purpose of this paper is to design a protocol to steer the agents to form predefined time-varying formation and track desired velocity with switching directed topologies and nonuniform communication delays. In the discrete-time case, using the forward difference approximation as that employed in [41] , the dynamics of each agent is described by
where x i (t) ∈ R n , v i (t) ∈ R n and u i (t) ∈ R n are the position, velocity and control input vectors of agent i , i = 1, . . . , N . δ > 0 is analogous to the sampling period, in the following we will refer to it as such. The update time instants t ≥ 0 will be the form t = t 0 + qδ, t 0 ≥ 0 is the initial moment, q = 1, 2, . . .. n ≥ 1 is the dimension of the states. In the following, for the sake of convenience in description, let n =1 if not otherwise specified. However, all the conclusions hereafter can be extended to higher dimensional cases directly by using Kronecker product. The time-varying formation to be achieved is described by a set of bounded functions h
and h a (t) are so called formation offset functions with h ix (t), h iv (t) and h ia (t) being the components VOLUME 7, 2019 of position, velocity and acceleration for agent i , respectively. The formation cannot remain stationary if certain tasks are to be executed, such as tracking moving military targets with UAV swarm. The introduction of translational velocity (possibly time-varying) rectifies this and enables the proposed method to adapt to more practical applications. This can be accomplished by letting h iv (t) =h iv (t) + v d (t), whereh iv (t) is the velocity component of the desired formation shape and v d (t) is the desired translational velocity to be tracked. Define
Definition 1: Multi-agent system (1) is said to achieve consensus if and only if for any given bounded initial states and i ∈ I N , there exists a vector-valued functionξ (t) such that
Multi-agent system (1) is said to achieve the time-varying formation specified by h(t) if and only if for any given bounded initial states and i ∈ I N , there exists a vector-valued function
where r(t) is the formation reference point. On this foundation, the formation is said to achieve velocity tracking if lim
Remark 1: Although the agents will eventually achieve the desired time-varying formation shape relative to r(t), the reference point is unknown to all agents, which is different from traditional centralized formation control method. Furthermore, it can be easily verified that (3) is equivalent to lim
Remark 2: Note that h i (t) is the desired time-varying formation rather than the reference trajectory for each agent to follow, that is h i (t) depicts the relative offset vector of ξ i (t). In the case h ix (t) = h iv (t) = 0, Definition 2 becomes a consensus problem for discrete-time multi-agent systems.
Due to the limitation of bandwidth, abundant data transmission and congestion of network links, communication delay often exists in practical communication networks. Assume that the communication delay only exists in the actually transmitted information and every agent can use its own instantaneous states information ( Fig. 1(a) ). The packet loss is also ignored for convenience in description and analysis. In discrete-time systems, agents will only update their controller at certain time instants, hence the received data cannot be used immediately. A data buffer is introduced to temporarily store the latest received data packets from neighbouring agents and these data will be used at the next controller update time instant. The communication delay from agent j to i is denoted by τ ij and it is reasonable to set the value of τ ij = τ δ in discrete-time systems, τ ∈ {0, 1, . . . ,h}, whereh is the smallest integer greater than or equal to τ max /δ, τ max is the upper bound of communication delay. It should be noted that for discrete-time systems, there exists at least one sampling period delay when the states are exchanged among agents, as shown in Fig. 1(b) .
To solve the time-varying formation control and velocity tracking problems with switching topologies and nonuniform communication delays, the control protocol using the instantaneous states information of agent itself and the delayed states information of its neighbours is designed as follows,
where K = [p 1 , p 2 ], p 0 > 0 is velocity tracking error damping gain, p 1 , p 2 > 0 are formation control related gain parameters.
Remark 3: Equation (4) solves the problem (i) raised in the Introduction and the control protocol to achieve desired time-varying formation and reference velocity tracking is given. The design of parameters in the protocol will be further discussed in the next section.
III. TIME-VARYING FORMATION ANALYSIS AND CONTROL PROTOCOL DESIGN
In this section, we will address the time-varying formation control and velocity tracking problems for second-order discrete-time multi-agent systems with switching topologies and nonuniform communication delays.
Under protocol (4), the closed-loop dynamics of multi-agent system (1) can be written in a compact form as
where
that is
Then it follows that
Substitute (8)into (5), it follows that 
Then, based on Definition 2, one can find that the time-varying formation is achieved.
(Necessity) If the time-varying formation is achieved by system (1) , that is lim
Taking account of (6), it follows that lim t→∞ (ψ i (t) − ψ j (t)) = 0 for any i, j ∈ I N , i = j, that is the consensus of (9) is achieved. Thus the conclusion is obtained. Remark 4: Theorem 1 solves the problem (ii) raised in the Introduction and the time-varying formation control problem is transformed into a consensus problem. Fig.2(a) further illustrates the architecture of consensus-based formation control scheme. Under this scheme, each agent executes a simple motion and maintains desired offset relative to its respective reference point ψ i (t) = ξ i (t)−h i (t). The condition for determining the multi-agent system has approached the desired formation is lim t→∞ ψ i (t) − ψ j (t) = 0, that is the reference point of each agent has achieved consensus. From a geometric point of view, the formation is achieved if and only if the corresponding reference points of all agents coincide with each other. From Fig. 2(a) , one can also find that the consensus-based formation control scheme depends only on the states of agent itself and the measurement of its neighbours' states. Fig.2(b) shows the architecture of traditional centralized formation control scheme, where r(t) and ξ i (t) are formation reference point and the actual states of agent i, respectively. f i (t) depicts the desired offset of agent i relative to r(t), then the desired states r d i (t) of agent i can be calculate by r d i (t) = r(t) + f i (t). If every agent approaches its desired states accurately, that is ξ i (t) = r d i (t) for all i ∈ I N , then the desired formation is achieved accurately. This scheme relies on the assumption that each agent has the information of r(t), which is rather restrictive and may be unrealistic for many applications due to the limitations of communication bandwidth and range. VOLUME 7, 2019 Because of the existing of communication delay and formation offset vector related items, it is difficult to analyse the stability of system (9) directly. Therefore, we first introduce the following proposition to simplify the problem.
Proposition 1: The predefined time-varying formation satisfies the following formation feasibility conditions for all i ∈ I N ,
Remark 5: Proposition 1 gives answer to the problem (iii) raised in the Introduction. It proposes an explicit mathematical description of feasible time-varying formation set, which is not only important for deriving the conclusions of this paper, but also gives explicit criterions to design feasible formation in mission planning. Proposition 1 indicates that the desired formation has the same dynamics characteristic as system (1). The feasibility conditions are reasonable and intuitive, as it is obvious that a group of agents cannot accomplish all the formation due to their dynamics limitations. The formation that can be accomplished must meet some constraints such that the components of position, velocity and acceleration are compatible without any conflict or sharp change. Let δ → 0, (10) is equivalents to
which means that the formation offset functions are coordinated and second-order differentiable. In fact, (11) is similar to the formation feasibility constraints that given in [20] for continuous-time systems. On the other hand, (10) has the same form as system (1) and can be obtained by the forward difference approximation through (11) . Under the constraints of Proposition 1, the following theorem holds directly. (12) is achieved as t → ∞.
Theorem 2: Under Proposition 1, system (9) achieves consensus if and only if the consensus of system
This transformation simplifies the mathematical analysis by eliminating the formation offset vector related items with Proposition 1. However, due to the existence of nonuniform communication delays, it is still difficult to analyse the stability of system (12) . In this kind of situation, we continue to perform a model transformation. It is easy to verify that (12) can be decomposed into (13) for any i ∈ I N ,
Letψ iv (t) = ψ ix (t) + γ ψ iv (t), where γ = p 2 p 1 . Then one can obtain that
Denote (12) is turned into an equivalent system as follows
By holding the position-related variable ψ ix (t) and velocity-related variable ψ iv (t) together as a new variablē ψ iv (t), the transformed input term p 2 δ j∈N i a ij (t)(ψ jv (t −τ ij )− ψ iv (t)) only contains the variablesψ iv (t), i ∈ I N . By defining a new states variable ς(t) = [η T (t), η T (t −1), . . . , η T (t − τ max )] T , system (15) can be equivalently represented by the following augmented system
where σ (t) is given as (17) , as shown at the bottom of this page.
It has been known that
, and L(t)1 = 0, then it can be verified that (t)1 = 1 by
substitute and B into (17) . In order to introduce the main result of this subsection, we need the following proposition. (18) where d max denotes the largest diagonal element of all possible L(t).
Remark 6: Proposition 2 solves the problem (iv) raised in the Introduction. Coupling constraints on the gain parameters and interaction period are proposed, so as to guide the design of parameters in the protocol. Proof: It is obvious that all elements of (t) are nonnegative under Proposition 2. Also note that (t)1 = 1, then (t) is a stochastic matrix. Now, we are going to prove the graph associate with (t) has a spanning tree.
Denote the vertices in G ( (t)) as υ 1 , . . . , υ 2N and the vertices in G ( (t)) as ω 1 , . . . , ω 2N (h+1) . Since (t) ≥ 0 and based on the assumption that all the possible interaction topologies have spanning trees (that is G( h τ =0 A τ (t)) has spanning trees) and B 22 > 0, it can be obtained that the there exists a spanning tree among vertices υ 2 , υ 4 ..., υ 2(N −1) , υ 2N . Further consider the form of (t) and Proposition 2, it can be derived that vertices υ 2i and υ 2i−1 are strongly connected since (2i−1),2i (t) > 0 and 2i,(2i−1) (t) > 0, thus the graph G ( (t)) has a panning tree. If their exists a directed edge (υ i , υ j ) in G ( (t)), then there exists an edge (ω i+2N l ij , ω j ) in G ( (t)), where l ij = τ ij /δ denotes the number of periods of communication delay from υ i to υ j . Recall the fact that G ( (t)) has a spanning tree and denote the root vertex as υ i , then there must exist directed paths (υ i , υ j 1 ), (υ j 1 , υ j 2 ), . . . , (υ j m , υ j ) for any j ∈ {1, . . . , 2N }, j = i, thus there must exist directed edges (ω i+2N l ij 1 , ω j 1 ), (ω j 1 +2N l ij 2 , ω j 2 ) , . . . , (ω j m +2N l jmj , ω j ) . It is not difficult to see that there exist directed paths (ω i , ω i+2N ), (ω i+2N , ω i+4N ) , . . . , (ω i+2N (h−1) , ω i+2Nh ) for any i ∈ {1, .., 2N }. Therefore, G ( (t)) has a spanning tree rooted at ω i . Furthermore, for any i ∈ {1, .., 2N }, it can be obtained that the diagonal element ii (t) > 0, that is the root vertex ω i has self-loop. Then based on Lemma 1, (t) is SIA. G(t 1 ), . . . , G(t 2 ) for finite discrete time instants t 1 , . . . , t 2 , (t 2 > t 1 ) has a spanning tree and parameters p 0 , p 1 , p 2 , δ satisfy Proposition 2, then
Lemma 3: Let G(t) ∈ S be the interaction graph at time t. If the union of the graphs
We are going to prove the graph G( Since (t) ≥ 0, based on the assumption that the union of graphs G(t 1 ), . . . , G(t 2 ) has a spanning tree (that is G(
) has a spanning tree) and B 22 > 0, it can be obtained that the there exists a spanning tree among vertices υ 2 , υ 4 , . . . , υ 2(N −1) , υ 2N . Further consider the form of (t) and Proposition 2, it can be derived that (2i−1),2i (t) > 0 and 2i,(2i−1) (t) > 0, that is the 2i th and (2i − 1) th vertices of graph G( t 2 t=t 1 (t)) are strongly connected, thus the graph G( t 2 t=t 1 (t)) has a panning tree. Furthermore, if parameters p 0 , p 1 , p 2 , δ satisfy Proposition 2, there must exist positive constant µ such that
Then based on lemma 7 in [40] , this lemma can be proved.
Theorem 3: Under the Proposition 2, if all the possible interaction topologies G(t) ∈ S have spanning trees, then system (1) achieves time-varying formation and velocity tracking as t → ∞ with protocol (4).
Proof: By Lemma 2 and the definition of SIA matrix, it follows that
where c ∈ R 2N (h+1) is a constant vector. On the basis of (16), it can be obtained that
that is lim
Further considering the factψ iv (t) = ψ ix (t) + γ ψ iv (t), it can be obtained that lim
That is the consensus of system (12) is achieved and thus the time-varying formation is accomplished based on Theorem 1 and Theorem 2. When the consensus of system (12) is achieved, it follows that lim (4) .
Proof: For any t > 0, denote t k the largest integer satisfies t k ≤ t. Then it follows that (22) where (m) = thus the conclusion can be obtained similar to the proof of Theorem 3.
Remark 7: The above theorems give us sufficient conditions for achieving formation and velocity tracking of system (1) . Theorem 3 shows that system (1) can achieve time-varying formation and velocity tracking under the condition that all the possible topologies have spanning trees. Theorem 4 indicates that even though the interaction topology between agents is dynamically changing and the corresponding directed graphs may not have spanning trees all the time, the desired formation and velocity tracking can still be achieved if the union graph has a spanning tree.
IV. SIMULATION STUDY
In this section, two numerical simulations, namely Example 1 and Example 2, are presented to illustrate the effectiveness and validity of Theorem 3 and Theorem 4, respectively. In both of the examples, the multi-agent system consists of eight agents and the dynamics of each agent is described by system (1) . The collections of all the possible topologies in Example 1 and Example 2 are respectively denoted as S 1 and S 2 , and each contains four graphs, as shown in Fig. 3 and Fig. 4 . It can be seen that all the graphs in S 1 have spanning trees. Although each individual graph in S 2 is disconnected, the union of the four graphs has a spanning tree. Fig. 5 shows the time-dependent switching topologies index σ (t) and it changes randomly every 5 seconds. These eight agents are supposed to perform a combination of circular formation and translational motion, as shown in Fig. 6 . On the basis of Proposition 1, the desired time-varying formation for agent i is described as follows where h ix (t) and h ia (t) for all t > 0 and i ∈ {1, . . . , 8} can be calculated by simple iteration. If the time-varying formation specified by h i (t) is achieved, the eight agents will locate on the vertices of an octagon respectively and keep rotation with a period of 60s. At the same time, the formation will also perform a translational motion as a whole with desired time-varying velocity v d (t). For convenience in description, the initial positions and velocities of all the agents are set as
where t ∈ [t 0 −hδ, t 0 ].
Let t 0 =hδ, p 0 = 0.25, p 1 = 0.20, p 2 = 1.0 and δ = 0.1 s, after some calculation, we know that these parameters satisfy Proposition 2. Simulations were carried out with τ max = 0.5 s and the nonuniform communication delays are set as The snapshots of the formation at t = 120 s and velocities of all the agents in Example 1 and Example 2 are shown in Fig. 7 and Fig. 8, respectively. Fig. 9 depicts the curves of the total formation error (
T (ψ i (t) − ψ 1 (t)) ) and velocity track- the time-varying formation and velocity tracking are accomplished under the influence of nonuniform communication delays and switching directed topologies using the protocol proposed in the current paper. Through comparison and analysis of Fig. 7(b), Fig. 8(b) and Fig. 9 , we can find that the formation is accomplished within about 20 s and 50 s, respectively. This indicates that although the connectivity of the interaction topologies may affect the convergence rate of the system, the multi-agent system can achieve the desired time-varying formation as long as the union of the interaction graphs has a spanning tree. Further analysis of Fig. 7(b) , Fig. 8(b) and Fig. 9(b) shows that the whole formation can track desired time-varying translational velocity. It is also important to note that the translational velocity is that of the coincident reference points of agents, the absolute velocity of each agent is the combination of the velocity components of the desired formation and desired translational velocity, as shown in Fig. 7(b) and Fig. 8(b) .
Compared with existing technology, we include the effects of velocity error damping gain in the protocol and derive milder conditions which allow for not only bounded nonuniform communication delays but also for dynamically switching directed graphs that may not have a spanning tree.
V. CONCLUSIONS
Time-varying formation control and velocity tracking problems for second-order discrete-time multi-agent systems with directed topology and communication delay are investigated, where the interaction topology can be switching and communication delays are nonuniform. A local information based distributed control protocol is proposed by utilizing the delayed states of neighbours and instantaneous states of agent itself. An explicit mathematical description of the feasible time-varying formation set is given. Constraints on the gain parameters and sampling period are proposed as guidance to the design of parameters in the protocol. Numerical simulations show that nonuniform communication delays can be safely tolerated, even though the interaction topologies between agents are dynamically switching over time and the corresponding directed graphs may not have spanning trees.
There are still a number of issues need to be further investigated and extensions to heterogeneous multi-agent systems with asynchronous updates are currently under investigation. Another thing needs to be discussed in the future is that other constraints such as measurement error, external disturbance and input saturation should be taken into account.
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