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LARGE DEVIATION PRINCIPLES OF ONE-DIMENSIONAL
MAPS FOR HO¨LDER CONTINUOUS POTENTIALS
HUAIBIN LI
Abstract. We show some level-2 large deviation principles for real and com-
plex one-dimensional maps satisfying a weak form of hyperbolicity. More pre-
cisely, we prove a large deviation principle for the distribution of iterated
preimages, periodic points, and Birkhoff averages.
1. Introduction
We consider large deviations for dynamical systems. It is well known that
for uniformly hyperbolic dynamical systems the large deviation principle holds,
and the rate functions are characterized by the differences between the metric
entropies and the sums of positive Lyapunov exponents of invariant probability
measures, see for example [Kif90, You90] and references therein. For nonuni-
formly hyperbolic dynamical systems there are some known results, see for ex-
ample [AP06, CT12, Com09, CRL11, CTY13, KN92, Mel09, MN08, PS96, PS09a,
PS09b, PSY98, RBY08, XF07], and references therein. See also the survey paper
of Denker [Den96].
This paper is devoted to the study of level-2 large deviation principles for Ho¨lder
continuous potentials of real or complex one-dimensional maps, under weak hyper-
bolicity assumptions. The first key observation is a result obtained by the author
and Rivera-Letelier in [LRL12a] that for a real or complex one-dimensional map
satisfying such weak hyperbolicity assumptions, every Ho¨der continuous potential
has a unique equilibrium state, see Lemma 2.6. This, together with various formulas
to compute the pressure function, allows us to apply [CRL11, Theorem C], which is
a variant of a general result of Kifer in [Kif90, Theorem 3.4], to obtain a full level-2
large deviation principles for sequences of measures associated to periodic points,
iterated preimages, and Birkhoff averages.
We now proceed to describe our results in more detail.
1.1. Equilibrium states and level-2 large deviation priciple. Let (X, dist)
be a compact metric space and T : X → X a continuous map. Denote by M(X)
the space of Borel probability measures on X endowed with the weak* topology,
and byM(X,T ) the subspace ofM(X) of those measures that are invariant by T .
For each measure ν in M(X,T ), denote by hν(T ) the measure-theoretic entropy
of ν. For a continuous function ϕ : X → R, denote by P (T, ϕ) the topological
2010 Mathematics Subject Classification. 60F10, 37E05, 37F10, 37D35.
Key words and phrases. Interval maps, rational maps, large deviation principles, Ho¨lder con-
tinuous potentials .
The author was partially supported by the National Natural Science Foundation of China
(Grant No. 11101124) and the FONDECYT grant 3110060 of Chile.
1
2 HUAIBIN LI
pressure of T for the potential ϕ, defined by
(1.1) P (T, ϕ) := sup
{
hν(T ) +
∫
X
ϕ dν : ν ∈M(X,T )
}
.
A measure ν in M(X,T ) is called an equilibrium state of T for the potential ϕ, if
the supremum in (1.1) is attained at ν.
Recall that a sequence Borel probability measures (Ωn)n≥1 on M(X) is said to
satisfy a large deviation principle if there exists a lower semi-continuous function
called a rate function I :M(X)→ [0,+∞], such that for every closed subset F of
M(X) we have
lim sup
n→+∞
1
n
logΩn(F) ≤ − inf
F
I,
and such that for every open subset G of M(X) we have,
lim inf
n→+∞
1
n
logΩn(G) ≥ − inf
G
I.
Definition 1.1. Let (X, dist) be a compact metric space and T : X → X be a
continuous map. Let ϕ : X → R be a Ho¨lder continuous function. Moreover, for
each integer n ≥ 1 let Fn : X →M(X) be the function defined by
Fn(x) :=
1
n
n−1∑
i=0
δT i(x) =
1
n
(
δx + δT (x) + · · ·+ δTn−1(x)
)
,
and let Sn(ϕ) : X → R be defined by
Sn(ϕ)(x) :=
n−1∑
i=0
ϕ ◦ T i(x) = ϕ(x) + ϕ(T (x)) · · ·+ ϕ(T n−1(x)).
• Iterated preimages: Given x0 ∈ X, for each integer n ≥ 1 put
Θn(x0) :=
∑
y∈T−n(x0)
exp(Sn(ϕ)(y))∑
y′∈T−n(x0)
exp(Sn(ϕ)(y′))
δFn(y).
• Periodic points: Letting Pn := {p ∈ X : T n(p) = p}, put
Θn :=
∑
p∈Pn
exp(Sn(ϕ)(p))∑
p′∈Pn
exp(Sn(ϕ)(p′))
δFn(p).
• Birkhoff averages: Assume there is a unique equilibrium state νϕ of T
for the potential ϕ, put Σn := Fn[νϕ](i.e. the image measure of νϕ by Fn).
We say the level-2 large deviation principle holds for (T, ϕ) with respect to iterated
preimages (resp. periodic orbits, Birkhoff averages) if there exist a unique equi-
librium state νϕ of T for the potential ϕ, and if the sequences (Θn(x0))n≥1 (resp.
(Θn)n≥1, (Σn)n≥1) converges to δνϕ in the weak
∗ topology and satisfies a large
deviation principle.
1.2. Statements of results. We state 2 results, one in the real setting and the
other in the complex setting. To simplify the exposition, they are formulated in a
more restricted situation than what we are able to handle, see the Main Theorem
in §2 for a more general formulation of our results.
Given a compact interval I, a smooth map f : I → I is non-degenerate, if the
number of points at which the derivative of f vanishes is finite, and if for every
such point there is a higher order derivative of f that is non-zero.
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Theorem A. Let I be a compact interval and let f : I → I be a topologically
exact non-degenerate smooth map. Assume f has only hyperbolic repelling periodic
points, and for each critical value v of f we have
lim
n→+∞
|Dfn(v)| = +∞.
Then for every Ho¨lder continuous potential ϕ : I → R, the level-2 large deviation
principle holds for (f, ϕ) with respect to iterated preimages, periodic orbits, and
Birkhoff averages, respectively, with the rate function Iϕ : M(I) → [0,+∞] given
by the following
Iϕ(µ) =
{
P (f, ϕ)−
∫
I ϕdµ− hµ(f) if µ ∈ M(I, f);
+∞ if µ ∈ M(I) \M(I, f).
Furthermore, for each convex open subset G of M(I) containing some invariant
measure we have infG I
ϕ = inf
G
Iϕ, and
lim
n→+∞
1
n
logΘn(G ) = lim
n→+∞
1
n
logΘn(z0)(G ) = lim
n→+∞
1
n
logΣn(G ) = − inf
G
Iϕ.
Moreover, the above expression remains true replacing G by G .
To state our main result in the complex setting, for each complex rational map f
denote by Crit(f) the set of critical points of f , and by J(f) the Julia set of f .
Theorem B. Let f be one of the following:
1. An at most finitely renormalizable complex polynomial of degree at least 2, with-
out neutral cycles and such that for each critical value v of f we have
lim
n→+∞
|Dfn(v)| = +∞;
2. A complex rational map of degree at least 2, without parabolic cycles and such
that for every critical value v of f we have
+∞∑
n=1
1
|Dfn(v)|
< +∞.
Then for every Ho¨lder continuous potential ϕ : J(f)→ R, the level-2 large deviation
principle holds for (f, ϕ) with respect to iterated preimages, periodic orbits, and
Birkhoff averages, respectively, with the rate function Iϕ : M(J(f)) → [0,+∞]
given by the following
Iϕ(µ) =
{
P (f, ϕ)−
∫
J(f) ϕdµ− hµ(f) if µ ∈M(J(f), f);
+∞ if µ ∈ M(J(f)) \M(J(f), f).
Furthermore, for each convex open subset G of M(J(f)) containing some invariant
measure we have infG I
ϕ = inf
G
Iϕ, and
lim
n→+∞
1
n
logΘn(G ) = lim
n→+∞
1
n
logΘn(z0)(G ) = lim
n→+∞
1
n
logΣn(G ) = − inf
G
Iϕ.
Moreover, the above expression remains true replacing G by G .
Recall that for an integer s ≥ 2, a complex polynomial f is renormalizable of
period s, if there are Jordan disks U and V in C, such that U ⊂ V and such that
the following hold:
• f s : U → V is proper of degree at least 2;
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• The set {z ∈ U : f sn(z) ∈ U for all n = 1, 2, . . .} is a connected and it is
strictly contained in J(f);
• For each critical point c of f there exists at most one j in {0, 1, . . . , s− 1}
such that c is f j(U).
We say that f is infinitely renormalizable if there are infinitely many integers s ≥ 2
such that f is renormalizable of period s.
1.3. Organization of the proof. The paper is organized as follows. In §2 we
state a version of Theorems A and B that holds for a more general class of maps;
it is stated as the “Main Theorem”. After deriving Theorems A and B from the
Main Theorem and known results in §2.1, we sate our main technical result as the
“Key Lemma” in §2.2, where we also derive the Main Theorem from it. In §3, we
give the proof of the Key Lemma.
1.4. Acknowledgments. The main idea of this paper came to the author after
several discussions with Juan Rivera-Letelier on his a joint work with Henri Com-
man, see [CRL11]. I am very grateful to him for those stimulating conversations
and for his useful comments and corrections to an earlier version of this paper.
2. A reduction
We start this section stating a version of Theorems A and B that holds for a
more general class of maps; it is stated as the “Main Theorem”. In §2.1 we derive
Theorems A and B as a direct consequence of the Main Theorem and known results.
In §2.2 we state our more general result as the “Key Lemma”, and we derive the
Main Theorem from it.
To state our main theorem, we introduce a class of interval maps that includes
non-degenerate smooth maps as special cases. Let I be a compact interval of R.
For a differentiable map f : I → I, a point of I is critical if the derivative of f
vanishes at it. Denote by Crit(f) the set of critical points of f . A differentiable
interval map f : I → I is of class C3 with non-flat critical points, if it has a finite
number of critical points and if:
• The map f is of class C3 outside Crit(f);
• For each critical point c of f there exists a number ℓc > 1 and diffeomor-
phisms φ and ψ of R of class C3, such that φ(c) = ψ(f(c)) = 0, and such
that on a neighborhood of c on I, we have
|ψ ◦ f | = |φ|ℓc .
Note that each smooth non-degenerate interval map is of class C3 with non-flat
critical points, and that each map of class C3 with non-flat critical points is con-
tinuously differentiable.
For an interval map of class C3 with non-flat critical points f , denote by dom(f)
the interval on which f is defined, and denote by dist the distance on dom(f)
induced by the norm distance on R. On the other hand, for a complex rational
map f we use dom(f) to denote the Riemann sphere C, which we endow with
the spherical metric, that we also denote by dist. In both, the real and complex
setting, for a subset W of dom(f) we use diam(W ) to denote the diameter of W
with respect to dist.
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Definition 2.1. Let f be either a complex rational map, or an interval map of
class C3 with non-flat critical points. The Julia set J(f) of f is the complement of
the largest open subset of dom(f) on which the family of iterates of f is normal.
If f is a complex rational map of degree at least 2, then J(f) is a perfect set that
is equal to the closure of repelling periodic points. Moreover, J(f) is completely
invariant and f is topologically exact on J(f). We denote by AC the collection of
all rational maps of degree at least 2.
In contrast with the complex setting, the Julia set of an interval map of class C3
with non-flat critical points might be empty, reduced to a single point, or might
not be completely invariant. In that follows, we denote by AR the collection of
interval maps of class C3 with non-flat critical points, whose Julia set contains at
least 2 points and is completely invariant. Note that if f : I → I is a non-degenerate
smooth map that is topologically exact, then J(f) = I and f is in AR. On the other
hand, if f is an interval map in AR that is topologically exact on J(f), then J(f)
has no isolated points. For more background on the theory of Julia sets, see for
example [dMvS93] for the real setting, and [CG93, Mil06] for the complex setting.
Throughout the rest of this article we put A := AR∪AC and for each f in A we
restrict the action of f to its Julia set. In particular, the topological pressure of f is
defined through measures supported on J(f) and equilibrium states are supported
on J(f).
Definition 2.2. For β > 0, a map f in A satisfies the Polynomial Shrinking
Condition with exponent β, if there exist constants ρ0 > 0 and C0 > 0 such that
for every x in J(f), every integer n ≥ 1, and every connected component W of
f−n(B(x, ρ0)), we have
diam(W ) ≤ C0n
−β .
Main Theorem. Let β > 1, and let f be a map in A satisfying the Polynomial
Shrinking Condition with exponent β. Suppose furthermore in the real case that f
is topologically exact on its Julia set. Then for each α in (β−1, 1], and every Ho¨lder
continuous potential ϕ : J(f)→ R of exponent α, the level-2 large deviation princi-
ple holds for (f, ϕ) with respect to iterated preimages, periodic orbits, and Birkhoff
averages, respectively, with the rate function Iϕ :M(J(f))→ [0,+∞] given by the
following
Iϕ(µ) =
{
P (f, ϕ)−
∫
J(f)
ϕdµ− hµ(f) if µ ∈M(J(f), f);
+∞ if µ ∈ M(J(f)) \M(J(f), f).
Furthermore, for each convex open subset G of M(J(f)) containing some invariant
measure we have infG I
ϕ = inf
G
Iϕ, and
lim
n→+∞
1
n
logΘn(G ) = lim
n→+∞
1
n
logΘn(z0)(G ) = lim
n→+∞
1
n
logΣn(G ) = − inf
G
Iϕ.
Moreover, the above expression remains true replacing G by G .
Remark 2.3. In real case, our arguments and results can be generalized without
change to the following. Let f be an interval map in AR that is topologically
exact on its Julia set, and let ϕ : J(f) → R be a Ho¨lder continuous function
that is hyperbolic for f . If there is a dense vector subspace W of Ho¨lder continuous
functions defined on J(f) such that for every ψ ∈ W , the function ϕ+ψ is hyperbolic
for f , then the level-2 large deviation principle holds for (f, ϕ) with respect to
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iterated preimages, periodic orbits, and Birkhoff averages, respectively, with the
rate function Iϕ :M(J(f))→ [0,+∞] given by the following
Iϕ(µ) =
{
P (f, ϕ)−
∫
J(f)
ϕdµ− hµ(f) if µ ∈M(J(f), f);
+∞ if µ ∈M(J(f)) \M(J(f), f).
Furthermore, for each convex open subset G ofM(J(f)) containing some invariant
measure we have infG I
ϕ = inf
G
Iϕ, and
lim
n→+∞
1
n
logΘn(G ) = lim
n→+∞
1
n
logΘn(z0)(G ) = lim
n→+∞
1
n
logΣn(G ) = − inf
G
Iϕ.
Moreover, the above expression remains true replacing G by G .
2.1. Proofs of Theorems A and B assuming the Main Theorem. First, we
recall the definition of “backward contracting property” which was first introduced
in [RL07] for the complex case, and in [BRLSvS08] for the real case. For each
map f in A , put
CV(f) := f(Crit(f)) and Crit′(f) := Crit(f) ∩ J(f).
For a subset V of dom(f), and an integer m ≥ 1, each connected component
of f−m(V ) is a pull-back of by fm. A pull-back W of V by fn is diffeomorphic
if fn maps W diffeomorphically onto a connected component of V , and it is non-
diffeomorphic otherwise.
For every c in Crit(f) and δ > 0, denote by B˜(c, δ) the pull-back of B(f(c), δ)
by f that contains c.
Definition 2.4. Given a constant r > 1, a map f in A is backward contracting
with constant r, if there exists δ0 > 0 such that for every c in Crit
′(f), every δ
in (0, δ0), every integer n ≥ 0, and every component W of f−n(B˜(c, rδ)), we have
that
dist(W,CV(f)) ≤ δ implies diam(W ) < δ.
If for each r > 1 the map f is backward contracting with constant r, then f is
backward contracting.
A map f in A is expanding away from critical points, if for every neighborhood V
of Crit′(f) the map f is uniformly expanding on the set
K(V ) := {z ∈ J(f) : f i(z) 6∈ V for all i ≥ 0}.
In other words, there exist C > 0 and λ > 1 such that for every z in K(V )
and n ≥ 0, we have |Dfn(z)| ≥ Cλn.
Fact 2.5 ([RLS10], Theorem A). For each map f in A and each β > 0, there
exists r > 1 such that the following property holds. If f is backward contracting
with constant r and is expanding away from critical points, then f satisfies the
Polynomial Shrinking Condition with exponent β.
Proof of Theorem A. By [BRLSvS08, Theorem 1], the map f is backward con-
tracting and by Man˜e’s theorem f is expanding away from critical points, see for
example [dMvS93]. Then Fact 2.5 implies that for each β > 1 the map f satisfies
the Polynomial Shrinking Condition with exponent β. So the desired assertions are
direct consequences of the Main Theorem. 
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Proof of Theorem B. By either [LS10, Theorem A] or [RL07, Theorem A], the
map f is backward contracting, and by either [KvS09] or [RL07, Corollary 8.3],
it is expanding away from critical points. Then Fact 2.5 implies that for each β > 1
the map f satisfies the Polynomial Shrinking Condition with exponent β. So the
desired assertions are direct consequences of the Main Theorem. 
2.2. A reduction. In this subsection we prove the Main Theorem assuming the
following key lemma, whose proof occupies the rest of this article.
Given an interval map f in AR, a continuous function ϕ : J(f) → R is said to
be hyperbolic for f , if for some integer n ≥ 1 the function Sn(ϕ) :=
∑n−1
i=0 ϕ ◦ f
i
satisfies supJ(f)
1
nSn(ϕ) < P (f, ϕ).
Let f be a map in A . Given a measurable function g : J(f)→ [0,+∞), a prob-
ability measure µ supported on J(f) is g-conformal for f , if for every measurable
set A ⊂ J(f) on which f is injective, we have
µ(f(A)) =
∫
A
gdµ.
Lemma 2.6. Let f be a map in A that is topologically exact on its Julia set.
Then for every Ho¨lder continuous function ϕ : J(f) → R that is hyperbolic for f ,
there exist an atom-free exp(P (f, ϕ)−ϕ)-conformal measure µ for f , and a unique
equilibrium state ν of f for the potential ϕ. Moreover, ν is absolutely continuous
with respect to µ.
Proof. In the complex case, the assertions are a direct consequence of [DU91, The-
orem] and of [IRRL12, Proposition 3.1]. In the real setting, the assertions follow
directly from [LRL12a, Theorem A] and [Dob13, Theorem 6] or [LRL12a, Theo-
rem B]. 
Key Lemma. Let f be an interval map in AR that is topologically exact on its
Julia set J(f). Then for every Ho¨lder continuous function ϕ : J(f) → R that is
hyperbolic for f , the following properties hold:
1. For every point x0 in J(f), we have
P (f, ϕ) = lim
n→+∞
1
n
log
∑
y∈f−n(x0)
exp(Sn(ϕ)(y));
2. If for every integer n ≥ 1, put Pern(f) := {p ∈ J(f) : f
n(p) = p}, then we have
P (f, ϕ) = lim
n→+∞
1
n
log
∑
p∈Pern(f)
exp(Sn(ϕ)(p)).
3. Let ν be the unique equilibrium state of f for the potential ϕ given by Lemma 2.6.
Then for every Ho¨lder continuous function ψ : J(f) → R such that ϕ + ψ is
hyperbolic for f , we have
lim
n→+∞
1
n
log
∫
exp(Sn(ψ))dν = P (f, ϕ+ ψ)− P (f, ϕ).
In order to prove our Main Theorem, we also need the following lemma, which
is a variant of a general result of Kifer in [Kif90].
Lemma 2.7 (Theorem C, [CRL11]). Let X be a compact metrizable topological
space, and let T : X → X be a continuous map such that the measure-theoretic
entropy of T , as a function defined onM(X,T ) is finite and upper semi-continuous.
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Fix ϕ ∈ C(X), and let W be a dense vector subspace of C(X) such that for each
φ ∈ W there is a unique equilibrium state of T for the potential ϕ + φ. Let Iϕ :
M(X)→ [0,+∞] be the function defined by
Iϕ(µ) =
{
P (T, ϕ)−
∫
X
ϕdµ− hµ(T ) if µ ∈M(X,T );
+∞ if µ ∈ M(X) \M(X,T ).
Then every sequence (Ωn)n≥1 of Borel probability measures on M(X) such that for
every φ ∈ W
(2.1) lim
n→+∞
1
n
log
∫
M(X)
exp
(
n
∫
X
φdµ
)
dΩn(µ) = P (T, ϕ+ φ)− P (T, ϕ),
satisfies a large deviation principle with rate function Iϕ, and it converges in the
weak* topology to the Dirac mass supported on the unique equilibrium state of T
for the potential ϕ. Furthermore, for each convex and open subset G of M(X)
containing some invariant measure, we have
lim
n→∞
1
n
logΩn(G ) = lim
n→∞
1
n
logΩn(G ) = − inf
G
Iϕ = − inf
G
Iϕ.
Proof of the Main Theorem assuming the Key Lemma. Let P be the collection of
all Lipschitz continuous function defined on J(f). Then P is a dense vector sub-
space of C(J(f)). By [LRL12b, Main Theorem] we have that ϕ is hyperbolic for f ,
and that for every Lipschitz continuous function ψ : J(f) → R we have ϕ + ψ is
also hyperbolic for f . By Lemma 2.6 there is a unique equilibrium state νϕ of f for
the potential ϕ, and for every ψ ∈ P there is a unique equilibrium state of f for
the potential ϕ+ ψ.
In the complex case, the proof of [CRL11, Theorem B] can be adapted to yield
the Main Theorem, although there it is assumed that f satisfies the “topological
Collet-Eckmann” condition.
To prove assertions in the real setting, fix ψ ∈ P. For the sequence (Θn)n≥1
associated to periodic points we have∫
M(J(f))
exp
(
n
∫
J(f)
ψdµ
)
dΘn(µ)
=
∑
p∈Pern
exp (Sn(ϕ)(p)) exp
(
n
∫
J(f) ψdFn(p)
)
∑
p′∈Pern
exp (Sn(ϕ)(p′))
=
∑
p∈Pern
exp (Sn(ϕ+ ψ)(p))∑
p′∈Pern
exp (Sn(ϕ)(p′))
.
Analogously, for the sequence (Θn(x0))n≥1 associated to the iterated preimages of
a point x0 ∈ J(f), we have∫
M(J(f))
exp
(
n
∫
J(f)
ψdµ
)
dΘn(x0)(µ) =
∑
x∈f−n(x0)
exp (Sn(ϕ+ ψ)(x))∑
y∈f−n(x0)
exp (Sn(ϕ)(y))
;
for the the sequence (Σn)n≥1 associated to the Birkhoff averages we have∫
M(J(f))
exp
(
n
∫
J(f)
ψdµ
)
dΣn(µ) =
∫
J(f)
exp(Sn(ψ))dνϕ.
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Therefore, the Key Lemma implies that (2.1) holds with φ = ψ, and with (Ωn)n≥1
replaced by each of the sequences (Θn(x0))n≥1, (Θn)n≥1 and (Σn)n≥1, respectively.
On the other hand, the topological entropy of f is finite, and the measure-theoretic
entropy of f is upper semi-continuous, see for example [BK98, Kel98]. Conse-
quently, the assertion of Main theorem follows from Lemma 2.7. The proof is
complete. 
3. Proof of the Key Lemma
Given an interval map f in AR, and a continuous function φ : J(f) → R,
denote by Lφ the Ruelle-Perron-Frobenius operator, acting on the space of bounded
functions defined on J(f) and taking values in C, as follows,
Lφ(h)(x) :=
∑
y∈f−1(x)
exp (φ(y)) h(y).
Moreover, put L̂φ := exp(−P (f, φ))Lφ.
The following proposition is the main ingredient to prove parts 1 and 3 of the
Key Lemma.
Proposition 3.1 (Proposition 2.1, [LRL12a]). Let f be an interval map in AR that
is topologically exact on its Julia set J(f), and denoted by 1 the function defined
on J(f) that is constant equal to 1. Then for every Ho¨lder continuous function
φ : J(f)→ R that is hyperbolic for f , and every ε > 0, we have for every sufficiently
large integer n
exp(−εn) ≤ inf
J(f)
L̂nφ(1) ≤ sup
J(f)
L̂nφ(1) ≤ exp(εn).
We also need the following lemma.
Lemma 3.2 (Lemma 5.1, [LRL12a]). Let f be an interval map in AR, and let φ :
J(f)→ R be Ho¨lder continuous that is hyperbolic for f . If µ is a exp(P (f, φ)−φ)-
conformal measure for f , then for every function h ∈ L1(µ), we have∫
J(f)
L̂φ(h) dµ =
∫
J(f)
h dµ.
Proof of parts 1 and 3 of the Key Lemma. Part 1 is a direct consequence of Propo-
sition 3.1 with φ = ϕ. To prove part 3, note that by Lemma 2.6 there is a
exp(P (f, ϕ) − ϕ)-conformal measure µ for f . Moreover, ν is absolutely continu-
ous with respect to µ. Let hν : J(f) → R be a density function of ν with respect
to µ, so that ν = hνµ. By Lemma 3.2, we have∫
J(f)
exp(Sn(ψ))dν =
∫
J(f)
exp(Sn(ψ))hνdµ =
∫
J(f)
L̂nϕ(exp(Sn(ψ))hν )dµ
= exp(−nP (f, ϕ)
∫
J(f)
Lnϕ(exp(Sn(ψ))hν)dµ
= exp(−nP (f, ϕ)
∫
J(f)
Lnϕ+ψ(hν)dµ
= exp(n(P (f, ϕ+ ψ)− P (f, ϕ)))
∫
J(f)
L̂ϕ+ψ(hν)dµ
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By Proposition 3.1 with φ = ϕ+ψ, for every ε > 0 we have for every integer n ≥ 1
large enough
exp(−εn)hν ≤ inf
J(f)
L̂nϕ+ψ(hν) ≤ sup
J(f)
L̂ϕ+ψ(hν) ≤ exp(εn)hν .
It follows that
exp(−εn) =
∫
J(f)
exp(−εn)hνdµ ≤
∫
J(f)
L̂ϕ+ψ(hν)dµ
≤
∫
J(f)
exp(−εn)hνdµ = exp(εn).
Therefore, for every sufficiently large integer n we have
P (f, ϕ+ψ)−P (f, ϕ)− ε ≤
1
n
log
∫
J(f)
exp(Sn(ψ))dµϕ ≤ P (f, ϕ+ψ)−P (f, ϕ)+ ε.
Letting ε→ 0 we complete the proof of part 3 of the Key Lemma. 
The rest of this section is devoted to prove part 2 of the Key Lemma. The proof,
which is given at the end of this section, depends on several lemmas.
Lemma 3.3. Let f be an interval map in AR that is topologically exact on J(f).
Then, for every κ > 0 there is δ1 > 0 such that the following holds. For every
interval J ⊂ I such that ∂J ⊂ J(f) and |J | ≤ δ1, every integer n ≥ 0, and every
pull-back W of J by fn, we have |W | ≤ κ.
Proof. See the proof of [RL12, Lemma A.2] for example. There it is assumed
that all cycles are hyperbolic repelling, but the proof can be adapted to yield the
lemma. 
Lemma 3.4 (Lemma 2.3, [LRL12a]). Let f be an interval map in AR and let
ϕ : J(f) → R be a Ho¨lder continuous function. Then for every integer N ≥ 1
and there is a constant C > 1 such that the function ϕ˜ := 1N SN(ϕ) satisfies the
following properties:
1. The function ϕ˜ is Ho¨lder continuous of the same exponent as ϕ, P (f, ϕ˜) =
P (f, ϕ), and ϕ and ϕ˜ share the same equilibrium states;
2. For every integer n ≥ 1, we have
sup
J(f)
|Sn(ϕ˜)− Sn(ϕ)| ≤ C.
Lemma 3.5 (Lemma 3.2, [LRL12b]). For each interval map f : I → I in AR there
is ε > 0 such that the following property holds. Let J0 be an interval contained in I
satisfying |J0| ≤ ε, let n ≥ 1 be an integer, and let J be a pull-back of J0 by fn,
such that for each j in {1, . . . , n} the pull-back of J0 by f j containing fn−j(J) has
length bounded from above by ε. If in addition the closure of J is contained in the
interior of I, then fn(∂J) ⊂ ∂J0.
Given an integer n ≥ 1 and a point x in dom(f), a preimage y of x by fn is
critical if Dfn(y) = 0, and it is non-critical otherwise. The following lemma was
proved in [LRL12a], whose proof is based on Przytycki and Urban´ski’s adaptation
to one-dimensional maps of Katok-Pesin theory, see for example [PU10, §11.6].
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Lemma 3.6 (Lemma 2.4, [LRL12a]). Let f be an interval map in AR that is
topologically exact on J(f), and let φ : J(f)→ R be a Ho¨lder continuous potential
satisfying supJ(f) φ < P (f, φ). Then for every point x0 of J(f) having infinitely
many non-critical preimages, there is δ > 0 such that the following property holds:
If for each integer n ≥ 1 we denote by Dn the collection of diffeomorphic pull-backs
of B(x0, δ) by f
n, then
lim inf
n→+∞
1
n
log
∑
W∈Dn
inf
W∩J(f)
exp(Sn(φ)) ≥ P (f, φ).
In particular,
lim inf
n→+∞
1
n
log
∑
x∈f−n(x0)
exp(Sn(φ)(x)) ≥ P (f, φ).
Throughout the rest of this section, fix f and ϕ as in the Key Lemma. Recall
that for every integer n ≥ 1, Pern(f) = {p ∈ J(f) : fn(p) = p}. Since ϕ is
hyperbolic for f , there is an integer N ≥ 1 such that the function ϕ˜ := 1N SN (ϕ)
satisfies supJ(f) ϕ˜ < P (f, ϕ). By part 1 of Lemma 3.4, the function ϕ˜ is Ho¨lder
continuous and
P (f, ϕ˜) = P (f, ϕ) > sup
J(f)
ϕ˜.
Lemma 3.7. lim inf
n→+∞
1
n log
∑
p∈Pern(f)
exp(Sn(ϕ˜)(p)) ≥ P (f, ϕ˜).
Proof. Let x0 be a point of J(f) that is not a boundary point of a connected
component of R \ J(f). Assume in addition that for every c in Crit(f) and every
integer n ≥ 1 we have fn(c) 6= x0. Let δ > 0 be the constant given by Lemma 3.6
with φ = ϕ˜, and let V ⊂ B(x0, δ) be a closed interval such that ∂V ⊂ J(f) and
such that x0 is an interior point of V . Since f is topologically exact on its Julia
set, there is s ≥ 1 such that f s(V ) ⊃ J(f).
For each integer n ≥ 1, denote by Dn the collection of diffeomorphic pull-backs
of B(x0, δ) by f
n. For every integer n > s and each D ∈ Dn−s, let D′ be the
connected component of f−(n−s)(V ) contained in D. Note that ∂D′ ⊂ J(f) and
fn−s(D′) = V . Therefore D′ ⊂ fn(D′), and so there is a point p ∈ Pern(f) in D
′.
It follows that for every n > s
1
n
log
∑
p∈Pern(f)
exp(Sn(ϕ˜)(p)) ≥
1
n
log
 ∑
D∈Dn−s
∑
p∈D′∩Pern(f)
exp(Sn(ϕ˜)(p))

=
1
n
log
 ∑
D∈Dn−s
∑
p∈D′∩Pern(f)
(
exp
(
Sn−s(ϕ˜)(p) + Ss(ϕ˜)(f
n−s(p))
))
≥
1
n
log
∑
D∈Dn−s
inf
D′∩J(f)
exp(Sn−s(ϕ˜)) +
s
n
inf
J(f)
ϕ˜.
By Lemma 3.6 we have
lim inf
n→+∞
1
n
log
∑
D∈Dn
inf
D′∩J(f)
exp(Sn(ϕ˜)) ≥ P (f, ϕ˜).
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Hence,
lim inf
n→+∞
1
n
log
∑
p∈Pern(f)
exp(Sn(ϕ˜)(p)) ≥ P (f, ϕ˜),
and we complete the proof. 
Lemma 3.8. Let κ > 0, and let L ≥ 1 be an integer such that for every critical
point c and every i in {1, 2, · · · , L}, we have either
f i(c) 6∈ B(Crit, κ) or f i(c) ∈ Crit(f).
Then for every intervalW and each integer n ≥ 1 such that for every i in {0, 1, · · · , n}
we have |f i(W )| < κ, there are at most 21+n/L critical points of fn in W . In par-
ticular, there are at most 22+n/L maximal monotonic intervals of fn in W .
Proof. Fix an intervalW and an integer n ≥ 1, such that for every i in {0, 1, · · · , n}
we have |f i(W )| < κ. Define an integer s ≥ 1 and a strictly increasing sequence
of integers (n0, · · · , ns) with n0 = 0 and ns = n, by induction as follows. Suppose
j ≥ 0 is an integer such that nj ≤ n − 1 is already defined. If nj + L ≥ n or
if nj + L ≤ n − 1 and for each i in {nj + L, · · · , n − 1} the set f i(W ) does not
intersect Crit(f), then put nj+1 := n, s := j + 1 and stop. Otherwise, let nj+1 be
the least integer i in {nj + L, · · · , n− 1} such that f
i(W ) ∩Crit(f) 6= ∅.
Using the definitions of L and our construction of (n0, · · · , ns), we know that and
for every i ∈ {1, · · · , s} we have ni − ni−1 ≥ L and the map fni−ni−1 has at most
one critical point in fni−1(W ). It follows that the map fn has at most 2s critical
points in W . Note that s ≤ 1 + n/L, we conclude that the number of maximal
monotonic intervals of fn contained in W less than 1 + 2s ≤ 22+n/L. 
Lemma 3.9. For every η > 1 there is δ > 0 such that the following holds. Let V
be an interval intersecting J(f) and such that |V | < δ. For every integer n ≥ 1 and
each pull-back W of V by fn there are at most ηn periodic points of f of periodic n
in W .
Proof. Fix η > 1 and let L > 1 be large enough such that for every n ≥ L we have
22+n/L < ηn. Let κ > 0 be sufficiently small so that for every critical point c and
every i in {1, 2, · · · , L}, we have either
f i(c) 6∈ B(Crit(f), κ) or f i(c) ∈ Crit(f).
Let δ > 0 be the constant given by Lemma 3.3. Let V be an interval intersecting
J(f) and such that |V | < δ. By Lemma 3.8, for every n ≥ L and each pull-back W
of V by fn there are at most 22+n/L maximal monotonic intervals of fn in W .
To complete the proof, it suffices to prove for every n ≥ 1 and every inter-
val U such that fn is strictly monotonic on U , there is at most one point in
U ∩ Pern(f). Otherwise, if there are two distinct points p and p′ in U ∩ Pern(f),
then by assumption fn([p, p′]) = [p, p′]. It follows that for any integer k ≥ 1 we have
fnk([p, p′]) = [p, p′] 6⊃ J(f). This is a contradiction with our assumption that f is
topologically exact on its Julia set. The lemma is proved. 
Proof of part 2 of the Key Lemma. In view of part 2 of Lemma 3.4 and of Lemma 3.7,
it suffices to show
lim sup
n→+∞
1
n
log
∑
p∈Pern(f)
exp(Sn(ϕ˜)(p)) ≤ P (f, ϕ˜).
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Denote by ε0 > 0 the constant given by Lemma 3.5. Fix ε ∈ (0, ε0) and let δ1 be
the constant given by Lemma 3.3 with κ = ε. Let η > 1 be given, and let δ > 0
be the constant given by Lemma 3.9. Put r0 := min{δ1, δ}, and let V be a finite
covering of J(f) by intervals such that for every V in V we have |V | < r0 and
∂V ⊂ J(f). Moreover, put ∂V :=
⋃
V ∈V ∂V. In view of [LRL12b, Lemma 2.8], see
also [Prz90, Lemma 4], there is C@ > 0 such that for every integer n ≥ 1 we have
(3.1)
∑
y∈f−n(∂V)
exp(Sn(ϕ˜)(y)) ≤ C@ exp (n(P (f, ϕ˜) + ε)) .
Fix an integer n ≥ 1, and let Wn be collection of all pull-backs of elements of V
by fn. For every W ∈ Wn, by Lemma 3.9 there are at most ηn periodic points
of f of periodic n in W , and by Lemma 3.3 for every i in {0, 1, · · · , n− 1} we have
|f i(W )| < ε. Therefore, by Lemma 3.5 we have fn(∂W ) ⊂ ∂V if W ∩ ∂I = ∅. On
the other hand, there exist C > 1 and α > 0 only dependent of ϕ˜ such that for
every x, y ∈W we have |Sn(ϕ˜)(x) − Sn(ϕ˜)(y)| ≤ Cnεα. It follows that∑
p∈Pern(f)
exp(Sn(ϕ˜)(p))
=
∑
W∈Wn,
W∩∂I=∅
∑
p∈W∩Pern(f)
exp (Sn(ϕ˜)(p)) +
∑
W∈Wn,
W∩∂I 6=∅
∑
p∈W∩Pern(f)
exp (Sn(ϕ˜)(p))
≤ 2#Vηn exp
(
n sup
J(f)
ϕ˜
)
+ 2ηn
∑
y∈f−n(∂V)
exp (Sn(ϕ˜)(y) + Cnε
α)
Together with supJ(f) ϕ˜ < P (f, ϕ˜) and (3.1), this implies∑
p∈Pern(f)
exp(Sn(ϕ˜)(p))
< 2#Vηn exp(nP (f, ϕ˜)) + 2C@η
n exp(Cnεα) exp(n(P (f, ϕ˜) + ε))
≤ 2(#V + C@)η
n exp(n(P (f, ϕ˜) + Cεα + ε)).
Hence,
lim sup
n→+∞
1
n
log
∑
p∈Pern(f)
exp(Sn(ϕ˜)(p)) ≤ log η + P (f, ϕ˜) + Cε
α + ε.
Letting η → 1 and ε→ 0, we have
lim sup
n→+∞
1
n
log
∑
p∈Pern(f)
exp(Sn(ϕ˜)(p)) ≤ P (f, ϕ˜),
and the proof is complete. 
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