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Visualizing the kinetic theory of gases by student-created computer programs
Most introductory thermodynamics courses use the historical derivation of thermodynamics that relies on macroscopic properties of substances. Classical thermodynamics is a phenomenological theory; it studies the properties of a thermodynamic system without going into the mechanism of the observed phenomena. The thermodynamic state of a system is given by a limited number of thermodynamic variables, like the volume of the system and its temperature, and studies the dependence of quantities like pressure, energy, and entropy on these variables.
On the other hand, the kinetic theory of gases attempts to describe the macroscopic properties in terms of a microscopic picture of the gas as a collection of a large number of particles in motion. The particles collide elastically with each other and with the walls of the container, and the pressure exerted by the gas is due to the elastic collisions of the particles with the walls. In equilibrium, this pressure is equal throughout the gas, and the kinetic theory predicts that the pressure is proportional to the number of particles per unit volume and to their average kinetic energy. By identifying the absolute temperature as the average kinetic energy of the particles, Boyle's pressure-volume law and Amontons' pressure-temperature law can be derived. Thus, the application of the laws of mechanics to the microscopic constituents of a macroscopic system predicts, with the aid of statistical techniques, the behavior of the system in agreement with experimental observation.
Computer programs that simulate and visualize the kinetic theory of gases within the hard sphere model have been developed within the framework of undergraduate student projects. The C# simulations use a freely selectable number of particles to simulate the molecules of an ideal gas in a two-dimensional container. The particles are considered as small hard spheres and collide with each other and with the walls of the container. At impact, they exchange momentum and energy according to the rules of elastic collision. One wall is replaced by a piston that is loaded either by gravity or by a spring force. This piston moves when the velocity of the particles is changed and increases or decreases the volume in the simulation. In this way, the ideal gas law can be tested. In addition, the distribution of molecular speeds is plotted as a function of time, thus depicting the gradual transformation of an initially uniform particle speed distribution into a two-dimensional Maxwell-Boltzmann distribution.
Introduction
At Joanneum University of Applied Sciences, we offer a three-year Automotive Engineering undergraduate degree program followed by a full two-year graduate program. The faculty considers it especially important to apply modern didactical methods in the degree programs as early as possible to increase the efficiency of knowledge transfer and to fortify the students' motivation to learn and to cooperate actively. Students are confronted, complementary to their regular courses, with problems that are of a multidisciplinary nature and demand a certain degree of mathematics and science proficiency. A particularly suitable way of doing so turned out to be the establishment of interdisciplinary project work in the early stages of the Bachelor degree program.
The courses Information Systems and Programming in the first and second semester of the undergraduate degree program form the basis for early project and problem based learning. In the first semester a basic understanding of computers and data processing systems is established, and the foundations of the programming language C# are introduced. C# is a modern, object-oriented programming language of the C family that enables the students to develop graphical user interfaces with comparatively little effort. In the second semester the students' knowledge of software development and software documentation is deepened. In addition, the students have to complete software projects as part of the requirements of both the Information Systems and Programming course, and at least one additional course within the curriculum. Those courses typically are Engineering Mathematics, Engineering Mechanics, Thermodynamics, Fluid Mechanics, and Measurement Engineering. Generally the project is formulated within this so-called 'complementary' course and covers a typical problem in the field of that subject. The knowledge and skills necessary to complete the tasks successfully will be taught during the course of the semester, thus producing an increased interest on the part of the students in the subjects they are studying 1 .
Usually two or more groups of three or four members work simultaneously on the same task. One of the students is designated by the team members as project leader and assumes the competences and responsibilities for this position. This structure promotes the development of certain generic skills, like the ability to work in teams, to keep records and to meet deadlines. Usually three or more groups are assigned with the same task. In this way competition is generated, which in turn increases the students' motivation. The students are offered a variety of project proposals at the beginning of the semester. They can choose their project according to their interests and skills. By having the option to select their own project, the students have the chance to delve into subjects of particular interest to them, but which are not taught in such depth and detail in regular lectures. The lecturers who propose a topic supervise and support the project groups by offering additional meetings and lectures. At the end of the semester, each team is required to give a presentation approximately one week after handing in the computer program and the project documentation. The presentation is given in plenum to the other students of the class and the subject supervisors. Students and supervisors alike evaluate the programs based on information given in the presentations and predefined criteria. Detailed information on the projects' schedule starting from the presentation of the proposals, the kick-off meetings and further milestones, as well as the presentation and evaluation can be found in Bratschitsch et al. 2 One of the project tasks offered to our last year's freshmen students was the programming of a simple, two-dimensional, kinetic gas theory model. The kinetic theory of gases is an attempt to explain the behavior of a hypothetical ideal gas within the context of classical mechanics. According to this theory, gases are made up of particles in random, straight line motion. They are very small compared to the space between them, move rapidly and continuously and collide with each other and the walls. It was the first theory to describe gas pressure in terms of collisions rather than from molecular forces that push the particles apart.
The syllabus of Engineering Thermodynamics typically covers phenomenological thermodynamics and its applications. With this project our students was given the chance to look beyond the standard curriculum of engineering education. The emulation of empirically derived thermodynamic relations with a self-made computer program, based on the easily comprehensible mechanics of elastic collisions, is quite instructive for the students and might lead to a deeper insight into the subject matter.
The remainder of this paper is structured by first providing a brief outline of the kinetic theory of gases. Secondly, there is a discussion of some key features that all of the programs for the simulation and visualization of colliding particles have in common. Subsequently, the studentcreated simulation model is compared with the ideal gas laws, and a summary then closes the paper.
Outline of the kinetic theory of gases
Consider an ideal gas consisting of a large number N of identical particles, each of mass m, inside a container of volume V. The number of particles per unit volume is then N/V. The particles collide elastically with each other and the walls of the container. Pressure is explained by the kinetic theory of gas as arising from the force exerted by the particles impacting on the walls of the container. According to Newton's laws the time rate of change of the momentum of a colliding particle is equal to that force
(1)
When a particle of mass m with the initial velocity v i collides with the wall of the container perpendicular to the x coordinate axis (see Figure 1 ) and bounces off with the final velocity after the elastic collision v f , the momentum difference ∆p lost by the particle and gained by the wall is
where v x (= v x , i ) is the x-component of the initial velocity of the particle. The number of particles hitting the wall in the time interval ∆t equals the number of particles moving in positive x direction that are not further away from the wall than ∆x = v x ∆t. This corresponds to one half of the number density of the particles N/V multiplied by the volume A∆x (see Figure 1 ). The factor 1/2 is due to the fact that the particles are moving randomly, thus, only one half of the particles are moving towards the wall in the positive x-direction.
Since each such particle will have its momentum changed by ∆p = −2mv x as a result of this impact, the impulse F x ∆t imparted to the area A in the time interval ∆t produced by these collisions will then be
Thus, the pressure P on the wall produced by the impact of these particles is
The fact that individual particles have different speeds is taken into account by replacing v . Since the assumption is that the particles move in random directions, the root mean square of the velocity components along each direction must be same. This gives 
and thus Equation (4) may be written as
Recalling that the kinetic energy of a moving particle is equal to 2 2 1 kin mv E = , Equation (6) may be written as kin 3 2 E PV =
An ideal gas consists of particles without rotational or internal degrees of freedom. Therefore, there are only three degrees of freedom and the internal energy of the ideal gas equals
Equation (8) is called the thermal equation of a monatomic ideal gas, with k B being the Boltzmann constant and T the absolute temperature. Equations (7) and (8) can be combined to give
the ideal gas law, with n being the number of moles and R the universal gas constant.
Implementation into a computer program
The students' task was to write a computer program that simulates the motion of a number of particles confined to a perfectly rigid two-dimensional box. One wall of the box should be replaced by a movable piston that optionally can remain in a fixed position or move against an externally applied load. The particles shall be moving randomly and collide and rebound from the wall of the container and the piston, preserving their momentum in the direction normal to the boundaries. In addition, the elastic collisions of the particles with each other should also be taken into account.
The computer program implemented by the students in C# was structured in the modules particle, calculation, vector, analysis, histogram, piston, and graphical user interface. An essential feature was the declaration of classes to benefit from the advantages of an objectoriented approach. The class particle, e.g., was assigned a number of properties like mass, position and velocity.
The elastic collision of the particles with the walls is easily implemented by the inversion of the normal components of the particles' velocity vectors. The resulting momentum difference ∆p lost by the impacting particles and gained by the piston within one computational time step represents, according to Equation (3), the instantaneous impulse acting on the movable piston. Due to the limited number of particles feasible in this computer simulation the impulse suffers high fluctuations and the piston would randomly jitter around its equilibrium position. This is compensated in the program by taking the sliding average of the piston position for a user defined number of computational time steps.
More effort needed to be expended on the computation of the particle-particle collisions. A calculation procedure had to be developed that made it feasible to implement the pair collisions of hundreds of particles in the program. Linear and vector algebra, taught in the same semester, provided a convenient framework for the algorithm developed and described below.
In The vector connecting the centers of the colliding particles, lj r (see Figure 2) , is given by
The normal components of the velocities before and after the collision, n v and n u respectively, can be found by the projection of the vectors v and u onto the vector lj r . The projection matrix P that projects any vector onto the line spanned by lj r is given by , with I being the unit matrix (compare with Figure 2 ). Now the equations for two-particle one-dimensional elastic collisions 4 can be employed to obtain the normal components of the particle velocities after the collision, 
In the case of equal masses of the colliding particles (m l = m j ), the equations thus reduce to
Due to the assumption of negligible forces between the particles the parallel components after the collision ( p u ) are equal to those before the collision ( p v ); thus, the particle velocities after the collision are simply
(13)
An important feature of the program is the ability to recognize the instant when a collision of two particles occurs. The necessary condition is that the distance between the centers of the particles is exactly the sum of their radii, i.e. 
The condition (14) is rarely fulfilled due to the limited resolution of the particle circumference. For this reason the inequality
is employed, which can lead to an undesired effect. If the normal velocities after the collision are too slow the particles still satisfy the inequality (15) in the following time step and, as a consequence, glue together to form a particle pair. This circumstance requires the checking of the state of motion of the particles after each collision, and, if necessary, their artificially induced separation. Each time step involves a collision check for hundreds of particles, which is carried out in the program by a bubble sort algorithm.
The aim of the project involved, in addition to the visualization of the colliding particles in a container, a comparison of the output of the simulation model with the behavior of an ideal gas. Therefore, an analysis tool had to be created that plots the essential variables of phenomenological thermodynamics, namely pressure, temperature and volume.
Another feature of the program should be the visualization of the velocity distribution of the particles in the container, i.e., what percentage of particles has velocities within a certain range at each instant of time. Therefore, a real-time histogram that plots the particles' instantaneous speed distribution was also part of the task specification.
Comparison of the simulation model with the ideal gas laws
All three project groups managed to create basically functioning computer programs. For the comparison of the outcome of the student-created simulation models with the ideal gas laws, the program with the most clearly arranged user interface was chosen. All solutions have in common that particle velocities, volumes, pressures and temperatures were represented in pixel related units instead of SI units. Equation (9) deals with particle numbers of the order 10 24 and higher, which is beyond the reach of a computer simulation. Thus, an arbitrary 'Boltzmann constant' k B was chosen in such a way that particle velocities that can be reasonably visualized produce observable thermodynamic effects. For this reason units were omitted in the axes labels.
In Figure 3 the graphical user interface of the selected program is presented. The text labels are in German because this is the language in which the lessons were conducted. The visualization area shows about 400 particles that are represented by full circles of equal size. The size (in pixels), and mass can be altered for a user defined number of particles, which also allows the simulation of gas mixtures. The number of particles can be modified with the rightmost slider bar; this can take place even during the running simulation. The piston can be selected as rigidly fixed or loaded by either a constant force or a spring force. In Figure 3 the spring force option was chosen, which is indicated by the two helical springs above and below the push rod. The piston load can be modified with the leftmost slider bar. With the intermediate slider the temperature, i.e., the particle velocities can be varied. Figure 4 shows the rigid piston setting. In the left picture the space for the particles is compressed to one half of the originally available volume. The piston is then continuously moved by mouse drag to the right boundary. The process takes place at constant temperature, thus mimicking Boyle's law for isothermal processes. Boyle's law states that for the pressure and volume of a gas, when one value increases the other decreases proportionally, as long as the temperature and the number of moles remain constant. This can be summarized by P 1 V 1 = P 2 V 2 = C, where C represents a constant of proportionality. The pressure is inversely proportional to the volume The linear increase of the volume causes a hyperbolic pressure drop, as predicted by Equation (16). At a given temperature, the pressure in the container is determined by the number of times the particles strike the container walls. If the gas is expanded to a greater volume, the same number of particles strikes against a larger container surface area. The number of collisions with the walls decreases, and according to Equation (4) the pressure decreases as well. Decreasing the kinetic energy of the particles will decrease the pressure of the gas.
According to Charles' law, gases expand when heated at constant pressure (V 1 /T 1 = V 2 /T 2 = C). Thus, in an isobaric process the volume is proportional to the temperature
The temperature of a gas is a measure of the average kinetic energy of the particles (Equation (8)). As the kinetic energy increases, the particles move faster and collide more often with the container walls. However, in an isobaric process the pressure needs to remain constant, which is done by pushing the piston to the right and thus increasing the volume of the container. The analysis tool shows the pressure, temperature, and volume plots of the isobaric expansion in Figure 6 . Amontons' law states that the values for temperature and pressure of a gas are related as P 1 /T 1 = P 2 /T 2 = C in the case of constant volume. Thus, in an isochoric process the pressure is proportional to the temperature T P ∝ .
(18)
According to the kinetic gas theory, an increase in temperature will increase the average kinetic energy of the molecules. As the particles move faster, they will likely hit the walls of the container more often. At constant volume, this circumstance results in more collisions and thereby greater pressure in the container (see Figure 7) .
The kinetic theory of gases states that the temperature of the gas is directly related to the average value of the kinetic energy of its particles. When a gas is in equilibrium at an absolute temperature T, the distribution of velocities of the gas particles is given by the MaxwellBoltzmann distribution. The average of the velocity components of the particles of the gas in a particular direction must be zero, otherwise the container would be in translational motion. However, the average value of the squares of the particle velocities is not zero (Equation (8)). The Maxwell-Boltzmann velocity distribution for two-dimensional gases is given by with v (the speed) being the absolute value of the particle velocity v. In fact, the velocity distribution can be taken as the meaning of the temperature of a gas. If a collection of gas particles has a velocity distribution which differs from the MaxwellBoltzmann distribution, then it can be concluded that the gas has not yet reached thermal equilibrium and therefore does not have a well-defined temperature.
It was also part of the project task to implement a real-time histogram that plots the particles' instantaneous speed distribution. The initial condition at program start is a constant speed of the particles in random directions. The colliding particles either get faster in motion or slower in motion after the impact with another particle or the surrounding walls, and gradually a speed distribution described by Equation (19) should arise. At lower temperatures, the speed distribution is narrower and there is a smaller most probable speed while at higher temperature a wider speed distribution and a higher most probable speed appears. Figure 8 shows a snapshot of the distribution at some instant of the simulation. 
Summary and Conclusions
Starting from their freshman year, our students are involved in project work within the framework of project and problem based learning. Software projects supplemental and complementary to the lectures are part of the curriculum in the early phases of the undergraduate degree program. The project introduced in this paper was offered first-year students in their second semester, with the aim to demonstrate to them a typical application of computational methods in engineering and to stimulate their motivation and basic interest in informatics, physics, and mathematics.
The software project introduced in this paper was the programming of a simple, twodimensional, kinetic gas theory model. The students created a computer program that simulates the motion of a number of particles confined to a two-dimensional container, with one wall replaced by a movable piston that can be kept fixed or loaded with an external force. The particles move randomly and collide elastically with each other and the walls of the container. In addition, an analysis tool was implemented that allows the recording of pressure, temperature and the particle velocity distribution in the container. With this analysis tool it was possible to reproduce the basic gas laws like Boyle's pressure-volume law, Charles' law of constant pressure, and Amontons' pressure-temperature law. In addition, a real-time histogram plot of the particle velocities allows the comparison of the particle velocity distribution with the Maxwell-Boltzmann distribution of an ideal gas.
The dynamic visual output of the program can increase and enhance understanding of phenomenological thermodynamics; it provides a playful insight into empirically derived thermodynamic relations and is therefore well suited as a teaching aid.
