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A HODGE THEORETIC CRITERION FOR FINITE
WEIL–PETERSSON DEGENERATIONS OVER A HIGHER
DIMENSIONAL BASE
TSUNG-JU LEE
ABSTRACT. We give a Hodge-theoretic criterion for a Calabi–Yau variety
to have finite Weil–Petersson distance on higher dimensional bases up to
a set of codimension ≥ 2. The main tool is variation of Hodge structures
and variation of mixed Hodge structures.
We also give a description on the codimension 2 locus for the moduli
space of Calabi–Yau threefolds. We prove that the points lying on exactly
one finite and one infinite divisor have infinite Weil–Petersson distance
along angular slices. Finally, by giving a classification of the dominant
term of the candidates of the Weil–Petersson potential, we prove that the
points on the intersection of exact two infinite divisors have infinite dis-
tance measured by the metric induced from the dominant terms of the
candidates of the Weil–Petersson potential.
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0. INTRODUCTION
0.1. Motivations. Viehweg proved that the coarse moduli space Sh of po-
larized Calabi–Yau manifolds, with a fixedHilbert polynomial h, exists and
is quasi-projective [17]. Together with Kawamata’s result on the deforma-
tion invariance of canonical singularities [10], Viehweg’s construction also
leads to a quasi-projective moduli space of polarized Calabi–Yau varieties
with at worst canonical singularities as a partial compactification.
Thanks to Yau’s theorem on the Calabi conjecture, a canonical metric gWP
on Sh, known as theWeil–Petersson metric, is defined. Thismetric can be also
defined by the corresponding variation of Hodge structures on Sh and ex-
tended to its compactification (cf. Section 1.3). The classical Weil–Petersson
metric on the moduli space of abelian varieties and polarized K3 surfaces
1
2are well-known to be complete. For a degeneration of Calabi–Yau mani-
folds X/S, gWP on the smooth locus is not necessarily complete, and it is
thus natural to study its metric completion. Indeed, in higher dimensions,
C.-L. Wang gave a Hodge-theoretic criterion for a singular Calabi–Yau to
be at finite Weil–Petersson distance when it is smoothable along a one pa-
rameter family [18]. The moduli spaces, however, are of higher dimensions
in general. He then posed the
Conjecture 0.1 (Wang). Let X/S be an n-dimensional Calabi–Yau degeneration
which is smooth outside a simple normal crossing divisor
⋃
i Ei. Then X := Xs,
with s ∈ ⋃i Ei, has finite Weil–Petersson distance if and only if NiFn∞(s) = 0 for
all i with s ∈ Ei. Here Fn∞ is the n-th piece of Schmid’s limiting Hodge filtration
and Ni is the nilpotent part of monodromy around Ei.
Note that the situation in the conjecture can always be reached by a se-
quence of blow-ups on boundaries.
Wang also showed that if the central fiber in a one parameter degen-
eration X → ∆ is at finite Weil–Petersson distance, then after running a
minimal model program, the central fiber X′0 of the output X
′ → ∆ has
at worst canonical singularities [18]. This picture connects the finite dis-
tance property with the geometry of the central fiber when the base is one-
dimensional. We may therefore regard Viehweg’s moduli Sh as charts on
the metric completion of Calabi–Yau moduli, and these charts form a cov-
eringwhen h varies. The goal of this note is to understand this picture over
higher dimensional bases by way of studying Conjecture 0.1.
For higher dimensional case, the asymptotic behavior of a degeneration
of Hodge structures were studied in [8], [3] by means of the multivariable
SL2-orbit theorem. The Weil–Petersson potential and the metric are thus
controlled in the sectors (for more notations and details, see [8]). For the
curves lie in a sector, we have an estimate on the distance as in the one
parameter case. Conjecture 0.1 will then follow if one can show that the
geodesic always lies in a sector. This point of view, which was first sug-
gested to me by Wang, is closed related to the algebraicity or regularity of
the geodesics towards the degenerate boundary point. However, since this
is not known yet, we will not take this approach in this paper.
A differential geometric approach to connect the finiteness of the Weil–
Peterssondistancewith Calabi–Yau varietywith canonical singularities was
recently developed by Takayama [13] and Tosatti [16], after the fundamen-
tal work of Donaldson and Sun [4]. By developing the theory of Gromov–
Hausdorff convergence to construct the limiting variety, the finiteness of
Weil–Peterssondistance along a holomorphic curve was shown to be equiv-
alent to the uniform boundedness of diameters in the family. The casewhen
the family is over a higher dimensional base is also not known in this ap-
proach; namely, the finiteness of Weil–Petersson distance along a real curve
γ should imply the diameter boundedness of the induced family along γ.
3On the other hand, the validity of Conjecture 0.1 will imply this diameter
boundedness statement (cf. Remark 3.9). This again gives us strong motiva-
tion to study Conjecture 0.1.
0.2. Statements of the main results. In this paper, as the first step to this
project, we give an analogous Hodge-theoretic criterion for a Calabi–Yau
variety to have finite Weil–Petersson distance. To be precise, we prove that:
Theorem 0.2 (= Theorem 2.2 + Theorem 2.6). Conjecture 0.1 holds for the
degeneration of Calabi–Yau n-folds, up to a set of codimension ≥ 2 in the base S.
The idea of the proof is using variation of mixed Hodge structures on
codimension one boundary points. This puts a strong constrain on the
Weil–Petersson potential as explained in Section 2.2 and hence the metric
is controlled.
The case of intersections of finite divisors (i.e. Ei with NiF
n
∞ = 0, see Def-
inition 2.4) is a consequence of the one-parameter case. The locus of inter-
sections of more than one infinite divisors (i.e. NiF
n
∞ 6= 0) are subtle. It is not
easy to pick out the dominant term of the metric in this case. Nevertheless,
the case of Calabi–Yau threefolds turns out to be easier to handle because
of the symmetry of mixed Hodge diamonds. In the case of a two parameter
family of Calabi–Yau threefolds, we can give a complete description of the
dominant term of Weil–Petersson potentials, which is called a candidate of
the Weil–Petersson potential (cf. Definition 3.1).
The metric is computed on the covering H2 × (∆)r−2 → (∆∗)2 × (∆)r−2.
We define the angular slice to be the set (where cj ∈ R are constants)
{(z1, z2) ∈ H2 : ℜzj = cj} × (∆)r−2.
Toward a proof of Conjecture 0.1 in this case, we have:
Theorem 0.3 (= Theorem 3.3). Let X/S be a degeneration of Calabi–Yau three-
folds as stated in Conjecture 0.1. Suppose s ∈ S lies on exactly two boundary
divisors, say s ∈ E1 ∩ E2, with E1 infinite and E2 finite. Then s has infinite
Weil–Petersson distance along the angular slices.
The case that s lies in the intersection of two infinite divisors is more
complicated. As a beginning step toward this situation, we show that:
Proposition 0.4 (= Proposition 3.5). In the case of Calabi–Yau threefolds, sup-
pose s ∈ S lies exact on two boundary divisors, say s ∈ E1 ∩ E2, with Ei’s being
infinite. Then it has infinite distance measured by the dominant term of the candi-
dates of the Weil–Petersson potentials.
(SeeCorollary 3.7 for some cases that the “dominant” assumption can be
removed.) It should be pointed out that there are many hidden constrains
on a Weil–Petersson potential, which reflect some non-trivial relations on
the polarization Q˜. Classification of such potentials is also an important
way to understand the (mixed) Hodge theory on the moduli.
4Remark 0.5. The Weil–Petersson metric is defined for degenerations of n-
dimensional compact Ka¨hler manifolds with hn,0 = 1 (cf. Section 1.3). All
the results stated above hold in this more general setting.
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1. PRELIMINARIES
In this section, we recall some preliminaries and fix some notations.
1.1. Variation of Hodge structures. Let (X,ω) be an n-dimensional com-
pact Ka¨hler manifold. VR := H
m(X,R)prim. We have the primitive Hodge
decomposition on V := VR ⊗ C: V = ⊕p+q=m Pp,q with Pp,q = Pq,p, or
equivalently, a Hodge filtration F• on V: V = F0 ⊃ F1 ⊃ · · · ⊃ Fm with
Fp :=
⊕
i≥p Pi,m−i. On the piece m ≤ n, we have the Hodge-Riemann bilinear
form:
Q(u, v) := (−1)m(m−1)/2
∫
X
u ∧ v ∧ωn−m,
which polarizes V in the sense that (a) Q(Fp, Fm+1−p) = 0 for all p and (b)
Q(Cv, v) > 0. Here C is theWeil operator.
Let X → S be a family of n-dimensional Ka¨hler manifolds with a fixed
Ka¨hler class [ω]. We pick a reference fiberX◦. All the primitive cohomology
groups can be identifiedwithV(= Hm(X◦,C)prim). The corresponding data
(V, F•s ) above varies and forms a variation of Hodge structures. It satisfies the
Griffiths transversality.
Let D be the period domain which classifies all the Hodge filtration F•
on V polarized by Q. D can be realized as G/K, where G = Aut(VR,Q)
and K the stabilizer of a reference point. D has a natural compactification
Dˇ, which consists of the filtrations only satisfying condition (a). It contains
D as an open dense subvariety. The family X/S gives the period map φ :
S → Γ\D. Here Γ is the representation of π1(S) inside G. Finally, note that
the period map is locally liftable to D.
1.2. Schmid’s mixed Hodge theory. Let ∆ := {z ∈ C : |z| < 1} and ∆∗ :=
∆ − {0}. Put S = ∆r and S◦ = (∆∗)k × ∆r−k. Let φ : S◦ → Γ\D be a
polarized variation of Hodge structures over S◦ polarized by Q. Let T be
5the universal cover of S◦. We have the following commutative diagram
T
Φ
//

D

S◦
φ
// Γ\D
Indeed, T = Hk × ∆r−k. We will use zi for the coordinates on T and ti for
the coordinates on S◦. They are related by ts = e2π
√−1zs , 1 ≤ i ≤ k, and
zs = ts, k + 1 ≤ s ≤ r. Let Ni be the monodromy operator around ti = 0,
1 ≤ i ≤ k. Define
A(z) := exp(−
k
∑
i=1
ziNi)Φ(z).
Then A(z) is invariant under the action zi 7→ zi + 1. It descends to a holo-
morphic function on S◦, which is denoted by a(t). By Schmid’s nilpotent
orbit theorem [12], the function a(t) extends over S holomorphically to Dˇ.
The extended values F∞(t) := a(t) for t ∈ S − S◦ are called the limiting
Hodge filtration.
In the case r = k = 1, the monodromy operator N defines an increas-
ing filtration, called the monodromy weight filtration, 0 = W−1 ⊂ W0 ⊂
· · · ⊂ W2n = V on V so that N(Wl) ⊂ Wl−2 and there are isomorphisms
Ns : GrWn+s → GrWn−s, where GrWs := Ws/Ws−1. The triple (V,W•, F∞(0))
forms a mixed Hodge structure and N is a morphism of weight (−1,−1)
[12]. Moreover, for s ≥ 0, the primitive part PWn+s := kerNs+1 ⊂ GrWn+s is
polarized by Q(·,Ns·).
For multivariable case, Cattani and Kaplan showed that the monodromy
weight filtration behaves well in the following sense [2]. Let σ be the cone
{∑ki=1 aiNi : ai > 0}. Any N ∈ σ induces the same monodromy weight
filtration on V, denoted by W(σ). Furthermore, if τ1, τ2 are faces of σ and
N ∈ τ1 is not contained in the closure of τ2, thenW(τ1) is the monodromy
weight filtration of N relative toW(τ2). We also remark that Ni commutes
with Nj for all i, j.
1.3. The Weil–Petersson metric. We shall only consider the Calabi–Yau
case. For a n-dimensional compact Ka¨hler Calabi–Yau manifold (X,ω),
by Bogomolov-Tian-Todorov unobstructedness theorem [14], [15], the local
universal deformation space is smooth. Let X/S be the maximal subfam-
ily with a fixed Ka¨her class [ω]. The Kodaira-Spencer map ρ : Ts(S) →
H1(Xs, TXs) is injective. Since each Xs is a Calabi–Yau manifold, by Yau’s
theorem, we can choose a unique Ricci flat metric in the Ka¨hler class, say
g(s), up to a volume normalization. For u, v ∈ Ts(S), we define
G(u, v) :=
∫
Xs
〈ρ(u), ρ(v)〉g(s).
6The resulting metric is called the Weil–Petersson metric. Using the global
non-vanishing n-form Ω(s), one can easily compute
G(u, v) =
Q(Cι(u)Ω, ι(v)Ω)
Q(CΩ,Ω)
,
where ι(u) is the interior product. It induces an isomorphism
H1(Xs, TXs)
∼= hom(Hn,0,Hn−1,1), u 7→ ι(u).
For convenience, put Q˜ :=
√−1nQ. It was proved that Q˜ is the Ka¨hler
potential of the Weil–Petersson metric [14]. In fact, the metric two form is
given by
ωWP =
√−1
2
RicQ˜(H
n,0) = −
√−1
2
∂ ∂ log Q˜. (1.1)
And the metric tensor is given by
gWP = −∑
i,j
∂i ∂j(log Q˜)(dzi ⊗ dz j + dzj ⊗ dzi) (1.2)
where ∂i := ∂ / ∂ zi and ∂j := ∂ / ∂ z¯j. Given a variation of Hodge structures
polarized by Q on S with Hn,0 ∼= C, we may use (1.1) as our definition of
the Weil–Petersson metric on S although it is only semi-positive [6].
1.4. Variations of mixed Hodge structures. A degeneration X/S of com-
pact Ka¨hler manifolds is a family of compact Ka¨hler varieties whose gen-
eral fibers are smooth. For convenience, we shall say that “X/S is a degen-
eration”.
Definition 1.1. Let S be a complex manifold. A variation of mixed Hodge
structures over S consists of the following data:
(1) a local system V of finitely generated groups on S.
(2) a finite decreasing filtration {F p} of the holomorphic vector bundle
V := V ⊗OS by holomorphic subbundles.
(3) a finite increasing filtration {Wm} of the local systemVQ := V⊗Z Q
by local subsystems.
subject to the following conditions:
(a) For each s ∈ S, these data forms a mixed Hodge structure when
restricted to s.
(b) The connection∇ : V → V ⊗Ω1S determined by the local systemVC
satisfies the Griffiths’ transversality.
Let X/S be a degeneration with a fixed Ka¨hler class [ω] and S◦ be its
smooth locus. After some birational modifications, we assume that S −
S◦ =
⋃
i Ei is a simple normal crossing divisor. A point s ∈ S is called a
k-boundary point it lies exactly on k smooth divisors. For x ∈ Ei − ⋃j 6=i Ej,
we have a limiting Hodge filtration F∞(x) and the monodromy weight fil-
tration determined by Ni. When x varies (away from
⋃
j 6=i Ej), these data
7fit together and form a variation of mixed Hodge structures, [12], [2] and [11].
See also [9].
2. A FINITE DISTANCE CRITERION ALONG BOUNDARY DIVISORS
To prove the conjecture, we need to compute theWeil–Petersson distance
of all k-boundary points. In this section, we consider the case k = 1 and
solve the conjecture completely.
2.1. Review of the one parameter case. We will review the result for r =
k = 1. The finite distance property is equivalent to a Hodge-theoretic prop-
erty. To be precise, we have
Theorem 2.1 (= Theorem 1.1 [18]). Let X be a Calabi–Yau variety which admits
a (one parameter) smoothing to Calabi–Yau manifolds. Then X has finite Weil–
Petersson distance if and only if NFn∞ = 0.
One direction of the Conjecture 0.1 is just an application of this.
Theorem 2.2. Let X/S be a Calabi–Yau degeneration, which is smooth outside
a simple normal crossing divisor
⋃
i Ei. Then X := Xs has finite Weil–Petersson
distance if NiF
n
∞(s) = 0 for all i with s ∈ Ei.
Proof. Let S◦ := S − ⋃ Ei. Choose a holomorphic curve C passing through
s and meeting S◦. Pulling back everything along C, we reduce to the one
parameter case. X has finite Weil–Petersson distance along C, and hence
along S as desired. 
After running a minimal model program, we can replace X by a minimal
model [19]. The required MMP now exists in our setting [5]. Hence
Theorem 2.3 (= Proposition 1.2 [19]). Let X/∆ be a one dimensional degen-
eration as above. If X0 has finite Weil–Petersson distance, then after running a
minimal model program, X0 can be replaced by a Calabi–Yau variety with at worst
canonical singularities.
2.2. Generalization to higher dimensional bases. We will give a partial
answer to the opposite direction in Conjecture 0.1 in this subsection. Let
π : X → S be such a degeneration on the moduli space. Let S◦ be the π-
smooth locus and S − S◦ = ⋃i Ei. After some blow-ups, we may assume
∑ Ei is a simple normal crossing divisor. Put E
◦
i = Ei −
⋃
j 6=i Ej.
Recall that the limiting filtration F∞(s) is a function on s ∈ E. Suppose
there exists an s ∈ E◦i so that NiFn∞(s) 6= 0. Then NiFn∞(t) 6= 0 for all t ∈ Ei
near s. Conversely, if NiF
n
∞(s) = 0 for some s ∈ E◦i , then NiFn∞(t) = 0 for
all t near s. This follows from the fact that the limiting Hodge filtrations
fit together and form a variation of mixed Hodge structures on E◦i . Since E
◦
i is
connected, we must have NiF
n
∞(s) = 0 for all s ∈ E◦i or NiFn∞(s) 6= 0 for all
s ∈ E◦i . This leads to the following definition.
8Definition 2.4. An irreducible boundary divisor Ei is called an infinite divi-
sor (a finite divisor, respectively), if there exists s ∈ E◦i such that NiFn∞(s) 6= 0
(NiF
n
∞(s) = 0, respectively).
Remark 2.5. If s ∈ E◦i satisfies NiFn∞(s) = 0, then it has finite distance along
a holomorphic curve. Restricting the family to the curve and running the
minimal model programing for the total family, the central fiber can be
replaced by a Calabi–Yau variety with at worst canonical singularities. The
property that NiF
n
∞(t) = 0 for all t near s reflects the fact that the canonical
singularities are deformation invariant [10].
In this section, we prove the following:
Theorem 2.6. If s ∈ E1 with E1 being an infinite divisor, and s 6∈ Ej for any
j 6= i, i.e s is a 1-boundary point, then Xs has infinite Weil–Petersson distance.
It suffices to prove this in local case. Let
Ω(z) := [exp(z1N1)A(z)]
n.
Here [∗]n means the projection to the n-th flag. It represents a holomorphic
top form onXz. A(z) has a holomorphic extension a(t) over S. Locally near
t = 0,
[a(t)]n = a0 + ∑
I
aI t
I = a0 + ∑
|I|≥1, i1=0
aIt
I + ∑
|I|≥1, i1≥1
aI t
I . (2.1)
Denote by A the pull-back of [a(t)]n to T (via t1 = exp(2π
√−1z1) and
ts = zs for s ≥ 2), we have
A(z) = g(z2, · · · , zr) + h(z1, z2, · · · , zr).
ez1N1A = Ω on S◦. We can compute the Weil–Petersson metric using
ez1N1A. Observe that ez1N1 is indeed a polynomial and the series h involves
the factor e2π
√−1z1 . Let zs = xs +
√−1ys. For any polynomial p(y1), p(y1)h
will exponentially decade as y1 → ∞, uniformly in zs for s ≥ 2 and all the
partial derivatives of p(y1)h will do. For convenience, we denote by H the
class of functions with the property stated above or elements in it. Then,
since N1 is nilpotent,
Q˜(Ω,Ω) = Q˜(ez1N1(g+ h), ez1N1(g+ h))
= Q˜(e2
√−1y1N1(g+ h), g+ h)
= Q˜(e2
√−1y1N1g, g) +H.
The first term is a polynomial in y1. Write
Q˜(e2
√−1y1N1g, g) =
d
∑
l=0
sl(z2, · · · , zr)yl1 =: p(y1).
sl’s are analytic function in z2, · · · , zr. Here is the key observation.
9Observation 2.7. If E1 is a finite divisor, then p(y1) is a degree (in y1) zero
polynomial. If E1 is an infinite divisor, then p(y1) is a degree d polynomial with
sd(z2, · · · , zr) 6= 0 for all zi near 0.
This is a consequence of the variation ofmixedHodge structures. It gives
a strong constrain on the degree of the polynomials in a neighborhood so that
the Weil–Petersson metric is uniform in this neighborhood. For instance,
the potential function can not take the form y1 + y2y
2
1; namely, the higher
degree y1-term occurs with a coefficient going to zero when y2 → 0. Note
that the number d indicates which graded piece in the monodromy weight
filtration a0 sits in. The metric two form
ωWP = −
√−1
2
∂ ∂ log Q˜(Ω,Ω) = −
√−1
2 ∑
i,j
∂i ∂ j¯ log Q˜(Ω,Ω)dzi ∧ dzj.
Suppose now E1 is an infinite divisor, i.e., d ≥ 1. Then we have
Lemma 2.8.
− ∂
∂ z1
∂
∂ z1
log Q˜ ∼ d
y21
as y1 large.
Proof. The twice differentiation is just the Laplace operator up to a constant.
In this case, Q˜ = p(y1) +H. One computes
− ∂
2
∂ x21
log(p(y1) +H) = − ∂
∂ x1
H
p(y1) +H
= − H
(p(y1) +H)2
.
and
− ∂
2
∂ y21
log(p(y1) +H) = − ∂
∂ y1
p′(y1) +H
p(y1) +H
= − (p
′′(y1) +H)(p(y1) +H)− (p′(y1) +H)2
(p(y1) +H)2
∼ −d(d− 1)s
2
dy
2d−2
1 − d2s2dy2d−21
s2dy
2d
1
=
d
y21
Note that “∼” holds since sd is bounded away from 0. Summing together,
we obtain the result. 
Lemma 2.9.
− ∂
∂ z1
∂
∂ zj
log Q˜
is dominated by Cj/y
2
1 as y1 large, where Cj is a constant depending on j.
Proof. One computes
− ∂
∂ xj
∂
∂ x1
log(p(y1) +H) = − ∂
∂ xj
H
p(y1) +H
.
10
The term ∂ p(y1)/ ∂ xj is at most a polynomial in y1 of degree d. Thus
− ∂
∂ xj
H
p(y1) +H
∼ H
(p(y1) +H)2
∂ p(y1)
∂ xj
= H.
Also,
− ∂
∂ yj
∂
∂ y1
log(p(y1) +H) = − ∂
∂ yj
p′(y1) +H
p(y1) +H
(2.2)
∂
∂ yj
(p′(y1) +H) = d · ∂ sd
∂ yj
yd−11 + · · ·
∂
∂ yj
(p(y1) +H) =
∂ sd
∂ yj
yd1 + · · ·
Therefore,
(p(y1) +H)
∂
∂ yj
(p′(y1) +H)− (p′(y1) +H) ∂
∂ yj
(p(y1) +H)
is asymptotic to a polynomial in y1 with degree at most 2d − 2. (2.2) is
dominated by Cj/y
2
1 with a constant Cj.
Finally, for the mixed term,
∂
∂ xj
∂
∂ y1
log(p(y1) +H) =
∂
∂ xj
p′(y1) +H
p(y1) +H
.
This can be dominated by Cj/y
2
1 as in the previous case. We obtain the
result by summing up the above discussions. 
Proof of Theorem 2.6. Following (1.2) and Lemma 2.9,
−|g1j||dz1⊗ dzj| ≥ −
Cj
y21
∣∣dz1 ⊗ dzj∣∣ ≥ −
(
ǫ2
y21
dz1 ⊗ dz1 +
C2j
ǫ2y21
dzj ⊗ dz j
)
/2.
Then
(1.2) ≥
(
d
y21
− ǫ
2(r− 1)
y21
)
dz1⊗ dz1+
r
∑
i,j=2
gijdzi⊗ dzj−
1
2ǫ2y21
r
∑
j=2
C2j dzj⊗ dzj.
We pick ǫ small enough so that A := d − ǫ2(r − 1) is positive. When we
integrate over any curve, the second term will be non-negative and the
third termwill be finite. Now let p ∈ S◦ and γ be any real curve connecting
s with p. ∫
γ
ds ≥
∫ ∞
c
√
A
y1
dy1 ± (finite terms) = ∞.

Remark 2.10. Define the degree function on Ei by
di(s) := max{k ∈ N : Nki Fn∞(s) 6= 0}, if the set is non-empty
11
and we set di(s) = 0 if NiF
n
∞(s) = 0. di(s) is lower semi-continuous. It
also follows from variation of mixed Hodge structures that this function is
constant on Ei −∪j 6=iEj. Thus for a finite divisor Ei, we have di(s) ≡ 0. For
an infinite divisor Ei, di(s) may jump down on further intersections.
For Calabi–Yau threefolds, we have a nice control on degree functions.
Indeed, using notations in (2.1), N
di(0)+1
i aI = 0 for any aI . This fact follows
from the structure of mixed Hodge diamonds. This guarantees that di(0) ≥
di(s) for s near 0. It follows that the degree functions are locally constant in
threefold case.
r
r r
r r r
r r r r
r r r
r r
r
❄
N
a0 →
F3∞
F2∞
F1∞
F0∞
If a0 degenerates to the indicated place,
there is no element aI such that
NkaI 6= 0 for k ≥ 2.
Otherwise, the first two rows should
be non-zero. This can happen only if
a0 degenerates to the first two rows.
The other cases can be checked similarly.
3. TWO PARAMETER FAMILY OF CALABI–YAU THREEFOLDS
To describe the Weil–Petersson metric in the case k ≥ 2, let us examine
the potential function Q˜ more carefully. We assume at this moment that
r = k = 2 and the divisors E1, E2 are all infinite divisors. The holomorphic
function a(t) can be expressed locally as
a(t) =a0 + ∑
|I|≥1, i2=0
aI t
I + ∑
|I|≥1, i1=0
aI t
I + (remaining terms) (3.1)
=: a0 + f1(t1) + f2(t2) + h(t). (3.2)
For convenience, write A1 := e
2
√−1y1N1 , A2 = e−2
√−1y2N2 and put di :=
max{l ∈ N : Nli a0 6= 0}. We have
Q˜(Ω,Ω) = Q˜(e2
√−1y1N1A, e−2
√−1y2N2A) (3.3)
= Q˜(A1a0, A2a0) + Q˜(A1a0, A2 f 1) + Q˜(A1a0, A2 f 2)
+ Q˜(A1 f1, A2a0) + Q˜(A1 f1, A2 f 1) + Q˜(A1 f1, A2 f 2)
+ Q˜(A1 f2, A2a0) + Q˜(A1 f2, A2 f 1) + Q˜(A1 f2, A2 f 2) +H12.
Here, of course, H12 is the function class with the property that any partial
derivative decays exponentially as y1, y2 → ∞. We decompose Q˜(A1a0, A2a0)
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into the following:
Q˜(A1a0, A2a0) = Q˜((A1− I)a0 + a0, (A2− I)a0 + a0)
= Q˜(a0, a0) + Q˜((A1− I)a0, a0)
+ Q˜(a0, (A2− I)a0) + Q˜((A1 − I)a0, (A2− I)a0).
yd11 occurs in the second term and y
d2
2 occurs in the third term with non-zero
(in fact, positive) coefficients by the polarization condition.
The sum Q˜(A1 f1, A2a0) + Q˜(A1 f1, A2 f 1) + Q˜(A1a0, A2 f 1) is a polyno-
mial in y2 with degree ≤ d2 whose coefficients decay exponentially as
y1 → ∞ because of the term A1 f1. Note that we can freely interchange
the positions of A1 and A2 inside Q˜. The counterpart Q˜(A1a0, A2 f 2) +
Q˜(A1 f2, A2 f 2) + Q˜(A1 f2, A2a0) is similar. We will denote them by p2(y2)
and p1(y1), respectively. Finally, Q˜(A1a0, A2a0) is a polynomial in y1, y2,
denoted by p(y1, y2).
Q˜ = p+ p1 + p2 +H12. (3.4)
Formally, the function Q˜ satisfies (1) Q˜ > 0 and (2) Thematrix− ∂i ∂ j¯ log Q˜
is semi-positive definite.
Definition 3.1. We say that a polynomial p(y1, y2) is a candidate of Weil–
Petersson potentials, if it satisfies (1’) p > 0 and (2’) the matrix − ∂i ∂ j¯ logp is
semi-positive definite as y1, y2 large enough.
Remark 3.2. Since − log Q˜ is a Weil–Petersson potential, the corresponding
polynomial p in (3.4) must be a candidate of Weil–Petersson potential. In-
deed, the functions p1, p2 and H12 decay exponentially. p will dominate
them as y1, y2 large. Hence the positivity of Q˜ implies the positivity of p.
For the second condition, by a direct differentiation, we first note that
(− ∂i ∂ j¯ log Q˜) = (− ∂i ∂ j¯ logp) + E, E =
[
a b
b¯ c
]
. (3.5)
E is a hermitian matrix (maybe non-positive definite) whose entries are ex-
ponentially decay in y1, y2 (see the computation below). If (− ∂i ∂ j¯ logp) is
not semi-positive definite, then it will be non semi-positive definite along
some algebraic curve C. Hence (− ∂i ∂ j¯ log Q˜)will also be non semi-positive
definite along C.
If E1 is infinite and E2 is finite, the same computation shows that p only
depends on y1 and p2 = 0.
Naively, to compute the distance, we should compute the metric matrix
(− ∂i ∂ j¯ log Q˜) first and then integrate it over any real curve. The first step
can be done explicitly (see the computation in Section 3.1). For the second
step, in light of (3.5), we may regard (− ∂i ∂ j¯ log Q˜) as a perturbation of the
metric (− ∂i ∂ j¯ logp). In Section 3.2, we will prove that the metric induced
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by (− ∂i ∂ j¯ logp) have infinite distance. So the problem can be formulated
into the following statement:
Suppose p is a polynomial in yi satisfies (1’) and (2’). Let M := (− ∂i ∂ j¯ logp)
be a metric with infinite distance from any smooth point to s and E be any hermit-
ian matrix whose entries consists of exponential decay functions in yi. If M+ E is
semi-positive definite, then it also has infinite distance.
Unfortunately, the conditions on E are still too weak (cf. Example 3.10) to
imply the conjecture in this case since we do not really characterize M+ E
when it comes from a potential function. We need a detail study on such a
perturbation matrix E.
3.1. Candidates of Weil–Petersson potentials. In order to understand the
metric, we will classify the dominate polynomial p of all the candidates p
in this section.
3.1.1. E1 is infinite and E2 is finite. In this case, p depends only on y1. There-
fore, the condition (1’), (2’) are satisfied provided that the leading coeffi-
cient of p is positive.
3.1.2. Both E1 and E2 are infinite. Let’s examine the derivatives of the domi-
nant term first. Put
f := p(y1, y2) + p1(y1) + p2(y2).
One computes:
[(∂y1 f )
2 − f (∂2y1 f )]/ f 2 = (∂y1 p(y1, y2) + ∂y1 p1(y1) + ∂y1 p2(y2))2/p2
− (p(y1, y2) + p1(y1) + p2(y2))(∂2y1 p(y1, y2) + ∂2y1 p1(y1) + ∂2y1 p2(y2))/p2
∼ [(∂y1 p+ ∂y1 p2)2 − p(∂2y1 p+ ∂2y1 p2)]/p2
∼ [(∂y1 p)2 − p ∂2y1 p]/p2 + e−y1(bounded terms).
(3.6)
For the other half, note that ∂x1 p = ∂x1 p1 = 0 and x1 only appears together
with y1 on the exponents. A similar computation shows that
[(∂x1 f )
2 − f (∂2x1 f )]/ f 2 ∼
(∂x1 p2)
2 − p ∂2x1 p2
p2
(3.7)
Let Di = degyi p. The numerator of (3.7) is a polynomial in y2 of degree (at
most) d2 + D2 ≤ 2D2. All of its coefficients involve e−y1 factors. Summing
together, we have:
| ∂1 f |2 − f (∂1 ∂1¯ f )
f 2
∼ (∂y1 p)
2 − p ∂2y1 p
p2
+ e−y1(bounded terms).
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Similarly, we have
| ∂2 f |2 − f (∂2 ∂2¯ f )
f 2
∼ (∂y2 p)
2 − p ∂2y2 p
p2
+ e−y2(bounded terms).
For the off-diagonal terms [(∂1 f )(∂2¯ f )− f (∂12¯ f )]/ f 2, the main term is
(∂y1 p)(∂y2 p)− p ∂y1 ∂y2 p
p2
provided that it is non-zero. All the other terms in the numerator can be
dominated by e−y1g2(y2), e−y2g1(y1) or Ce−(y1+y2), where gi is a polynomial
of yi with degree at most 2Di− 2 and C > 0 is a constant. Nowwe consider
the cross term:
(∂y1 p+ ∂y1 p2)(∂x2 p1)− p ∂y1 ∂x2 p1
p2
.
The term (∂y1 p2)(∂x2 p1) is bounded by Ce
−(y1+y2) with C > 0. For the
remaining two terms:
(∂y1 p)(∂x2 p1)− p ∂y1 ∂x2 p1
p2
.
The degree of y1 in the numerator is at most 2D1 − 2 by a direct computa-
tion. Note that we can ignore the y2 terms since the factor e
−y2 appears in
the coefficients. Similarly, the numerator of the other term; namely,
(∂y2 p)(∂x1 p2)− p ∂y2 ∂x1 p2
p2
is a polynomial in y2 with degree at most 2D2 − 2. The off-diagonal term
− ∂1 ∂2¯ log f is dominated by
(∂y1 p)(∂y2 p)− p ∂y1 ∂y2 p
p2
+ C1e
−y2 y
2D1−2
1
p2
+ C2e
−y1 y
2D2−2
2
p2
+ C3
e−(y1+y2)
p2
.
(3.8)
We associate p with a convex polygon R2+ as follow. Suppose y
a
1y
b
2 is
a monomial with non-zero coefficient in p, then we draw a dot at (a, b).
Let p be the dominant polynomial; that is, the polynomial consisting of
the monomials in p given by all the right-upper dots. The asymptotic be-
havior of p is completely determined by p. y1N1 + y2N2 defines the same
monodromyweight filtration for any positive y1, y2 [2]. Hence pmust have
at most homogeneous degree d = 3 and 1 ≤ di ≤ d ≤ 3. We have the
following several cases.
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I. d1 = d2 = 1. Then 1 ≤ d ≤ 2 simply because ya1yb2Na1Nb2 = 0 for a ≥ 2 or
b ≥ 2.
If d = 1, then p = Ay2 + By1 with A, B > 0. The corresponding matrix is
M(p) =
1
p2
[
A2 AB
AB B2
]
,
If d = 2, then p = Ay2 + By2y1 + Cy1 with A,C > 0. Then we must have
B > 0 by the positivity of p. In fact,
M(p) ∼ 1
p2
[
B2y22 AC
AC B2y21
]
,
One can check easily that the Hessian matrices associated with these p
are semi-positive definite.
II. d1 = 1, d2 = 2. Then d = 2, 3. Suppose d = 2. The dominate polynomial
could be p = Ay22 + By2y1 + Cy1 or p = Ay
2
2 + By1 with A, B,C > 0. For
the later case, the Hessian of − log(p) is
1
p2
[
B2 2ABy2
2ABy2 2A
2y22
]
,
which is not semi-positive definite.
For the other case, the dominant term of M(p) is
1
p2
[
B2y22 ABy
2
2
ABy22 2A
2y22 + 2ABy1y2 + B
2y21
]
,
which is clearly semi-positive definite. So p = Ay22 + By1y2 + Cy1 is a can-
didate of our Weil–Petersson potential.
For d = 3, the only possibility is p = Ay22+ By
2
2y1+Cy1 with A, B,C > 0.
The matrix M(p) is semi-positive in this case. it is also a candidate of the
potential.
III. d1 = 1, d2 = 3. Then d = 3. In this case, the dominate polynomials
could be Ay32+ By
2
2y1 +Cy1, Ay
3
2+ By2y1+Cy1, or Ay
3
2+ By1. The case p =
Ay32 + By
2
2y1 + Cy1 is similar to the previous case. The associated Hessian
matrix is semi-positive definite.
For the last two cases, M(p) are not semi-positive definite. The only
possibility in this case is p = Ay32 + By
2
2y1 + Cy2.
IV. d1 = d2 = 2. First we assume that d = 2. p = Ay
2
2 + By2y1 + Cy
2
1 with
the condition that A > 0, C > 0. Note that p is homogeneous of degree
two. If p is positive for yi large enough, then p must be positive for all
yi > 0. To compute the lower bound of the eigenvalues of M(p), we may
assume y21 + y
2
2 = 1 via scalings. We calculate M(p):
1
p2
[
2A2y22 + 2ABy2y1 + (B
2− 2AC)y21 ABy22 + 4ACy2y1 + BCy21
ABy22 + 4ACy2y1 + BCy
2
1 (B
2 − 2AC)y22 + 2CBy2y1 + 2C2y21
]
=
1
p2
[
2Ap+ (B2− 4AC)y21 Bp− (B2 − 4AC)y2y1
Bp− (B2 − 4AC)y2y1 2Cp+ (B2− 4AC)y22
]
.
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We have
det(M(p)) =
1
p2
(B2 − 4AC).
Being semi-positive definite, this forces B2 − 4AC ≥ 0. If B2 − 4AC > 0,
then the eigenvalues of M(p) have a positive lower bound on the compact
set K := {(y1, y2) ∈ R2≥0 : y21 + y22 = 1}. Also note that p is a complete
square if B2 − 4AC = 0.
If d = 3, there are three possibilities: p = Ay22 + By
2
2y1 + Cy
2
1, Ay
2
2 +
By2y
2
1 + Cy
2
1 or Ay
2
2 + By
2
2y1 + Cy2y
2
1 + Dy
2
1.
For p = Ay22 + By
2
2y1 +Cy
2
1 being positive, we have A, B,C > 0. But then
M(p) can’t be semi-positive definite. Indeed, detM(p) < 0 as y1 large in
this case. We can rule out this case. The second case is similar. There is
only one possibility: p = Ay21 + By
2
1y2 + Cy1y
2
2 +Dy
2
2. In this case, we have
B,C > 0. As y1, y2 large,
M(p) =
1
p2
[
C2y41 + 2B
2y22y
2
1 + 2BCy2y
3
1 BCy
2
2y
2
1
BCy22y
2
1 B
2y42 + 2BCy
3
2y1 + 2C
2y22y
2
1
]
.
This matrix is indeed positive definite.
V. d1 = 3, d2 = 2. There are four candidates for the dominate polynomials,
namely, p = Ay32+ By
2
2y1+Cy2y
2
1+Dy
2
1, Ay
3
2+ By
2
2y1+Cy
2
1, Ay
3
2+ By2y
2
1+
Cy21 and Ay
3
2+ By
2
1. The conditionmaking M(p) semi-positive rules out the
later two cases. Indeed, for these two cases, we have
detM(p) < 0.
For p = Ay32 + By
2
2y1 + Cy
2
1. ∂
2
y2
(p) ≥ 0 implies B < 0. And det(M(p)) ≥ 0
implies B ≥ 0 by substituting y1 = y23/2.
We only have to consider the case p = Ay32 + By
2
2y1 + Cy2y
2
1 + Dy
2
1 with
A,C > 0 and BD 6= 0. In this case, we have M(p) =
1
p2


(B2 − 2AC)y42 − 2ADy32
+2BCy32y1 + 2C
2y22y
2
1
ABy42 + 4ACy
3
2y1 + BCy
2
2y
2
1
ABy42 + 4ACy
3
2y1 + BCy
2
2y
2
1
3A2y42 + 4ABy
3
2y1 + 2B
2y22y
2
1
+ 2BCy2y
3
1 + C
2y41

 .
For A,D > 0, we must have B2 − 3AC ≥ 0 by looking at the determinant
when y2 ≫ y1.
VI. d1 = 3, d2 = 3. For this case, d = 3. Let p = Ay
3
1 + By
2
1y2 +Cy1y
2
2 +Dy
3
2
with A,D > 0 and BC 6= 0. If one of B,C = 0, M(p) will not be semi-
positive definite. Note that p is homogeneous of degree three. We can
restrict ourselves on the compact set K. We observed that as y1 → 1− and
y2 → 0+,
M(p) → 1
p2
[
3A2 AB
AB B2 − 2AC
]
.
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For this to be semi-positive, we must have B2 − 3AC ≥ 0. Similarly, using
y1 → 0+ and y2 → 1−, we have C2− 3BD ≥ 0. A brute force shows that
det(M(p)) =
2
f 2
((B2− 3AC)y21 + (BC− 9AD)y1y2 + (C2 − 3BD)y22).
Note that it is also required that det(M(p)) ≥ 0.
We make a further substitution. p is a real polynomial of homogeneous
degree 3. It has a linear factor over R. Note that p > 0 on the first quadrant.
So the factor must be of the form ty1 + sy2 with s, t > 0. We decompose
p(y1, y2) = (ty1 + sy2)(ay
2
1 + by1y2 + cy
2
2).
We also have a, c > 0 and ay21 + by1y2 + cy
2
2 > 0 in the first quadrant. The
coefficients are related by A = at, B = tb+ sa, C = tc+ sb and D = sc.
VI-(a): B2− 3AC > 0, C2− 3BD > 0 and BC > 0. Then BC− 9AD > 0.
VI-(b): B2 − 3AC > 0, C2 − 3BD > 0 and BC < 0. We will show that the
first eigenvalue on K has a positive lower bound in this case. Note that we
have BC− 9AD < 0. For M(p) being semi-positive definite, we have
(BC− 9AD)2− 4(B2 − 3AC)(C2− 3BD) ≤ 0.
If “<” occurs, we are in the previous situation, i.e., the first eigenvalue is
bounded below. Suppose “=” holds. Making a further substitution, we
have
−3(b2 − 4ac)(as2 − bst+ ct2)2 = 0.
In either case, we can write p = p21p2, i.e., p factors completely into linear
factors with a square factor. But this forces BC > 0 and contradicts to our
assumption.
VI-(c): B2 − 3AC = 0 and C2 − 3BD > 0. In this case, BC − 9AD > 0,
otherwise detM(p) is not positive.
VI-(d): B2 − 3AC = 0 and C2 − 3BD = 0. Then p = q3 for some polyno-
mial q.
We summarize the results in this section by the following table:
Case d1 d2 d Dominate polynomial p Further conditions
(i) 1 1 1 Ay2 + By1 A, B > 0
(ii) 1 1 2 Ay2 + By2y1 + Cy1 A, B,C > 0
(iii) 1 2 2 Ay22 + By2y1 + Cy1 A, B,C > 0
(iv) 1 2 3 Ay22 + By
2
2y1 + Cy1 A, B,C > 0
(v) 1 3 3 Ay32 + By
2
2y1 + Cy1 A, B,C > 0
(vi) 2 2 2 Ay22 + By2y1 + Cy
2
1 A,C > 0, B
2− 4AC ≥ 0
(vii) 2 2 3 Ay22 + By
2
2y1 + Cy
2
1y2 + Dy
2
1 A, B,C,D > 0
(viii) 2 3 3 Ay32 + By
2
2y1 + Cy
2
1y2 + Dy
2
1 A,C,D > 0, B
2 − 3AC ≥ 0
(ix) 3 3 3 Ay32 + By
2
2y1 + Cy
2
1y2 + Dy
3
1 A,D > 0, B
2 − 3AC ≥ 0,
and C2 − 3BD ≥ 0
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3.2. Toward the Weil–Petersson distance. In this section, we will show
that the conjecture holds under further assumptions (cf. Introduction).
3.2.1. E1 is infinite and E2 is finite. In this paragraph, we will show that
the Weil–Petersson distance of the intersection of divisors along the angu-
lar slices; namely, ℜzj = cj on H2 × (∆)r−2 for constants cj’s, are infinite.
More precisely, we have
Theorem 3.3. Suppose s ∈ S lies on exactly two boundary divisors, say E1 and
E2, with E1 infinite and E2 finite. Then s has infinite Weil–Petersson distance
along the angular slices.
Proof. For simplicity, we start with the case r = 2 first. The general case will
follow by the same method. In light of (3.5), if we restrict on the angular
slices, only the real part of b contributes to the distance function. We may
assume the perturbation matrix E is of the form[
0 e−ry2g(y1, y2)
e−ry2g(y1, y2) ⋆
]
and the Weil–Petersson metric (up to a constant) is given by[
1/y21 0
0 0
]
+
[
0 e−ry2g
e−ry2g ⋆
]
=
[
1/y21 e
−ry2g
e−ry2g ⋆
]
.
Here the function g is a real convergent series in 1/y1 and e
−y2 and is
bounded at infinity. Completing the square and using the semi-positivity
of the metric, then, up to a constant, we have
(1.2) ≥ (•) |dy1 + e
−ry2gdy2|
y1
≥ (•) |dy1 + e
−ry2gdy2|
y1 − e−ry2g/r
≥ (•)dy1 + e
−ry2gdy2
y1 − e−ry2g/r .
(3.9)
Here (•) are positive constants (they may be different, but we shall use the
same notation to avoid introducing new notations).
d(e−ry2g) = −re−ry2gdy2 + e−ry2(∂1 gdy1 + ∂2 gdy2).
The right hand side of (3.9) (without the constant) becomes
d log |y1 − e−ry2g/r| − e
−ry2(∂1 gdy1 + ∂2 gdy2)
y1 − e−ry2g/r . (3.10)
The function ∂1 g can bewritten as g1/y
2
1 with g1 bounded at infinity. Hence∣∣∣∣
∫
γ
e−ry2(∂1 g)dy1
y1 − e−ry2g/r
∣∣∣∣ < ∞.
Similarly, the integration of the second term along any γ is bounded. There-
fore, by (3.10), the Weil–Petersson distance along the angular slices is infi-
nite since
log |y1 − e−ry2g/r| → ∞, y1, y2 → ∞.
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We thus proved the case r = 2.
Using the same technique, the general cases will follow similarly: We
adapt the notations in Section 2. Let s ∈ E1 ∩ E2 with E1 infinite, E2 finite
and s /∈ Ej for other j. Consider the real part of the matrix, ℜ(− ∂i ∂ j¯ log Q˜),
and restrict to the angular slice. Using p→ y2D11 , we have
ℜ(− ∂i ∂ j¯ log Q˜) ≥ (•)
1
y21
(aij).
The matrix (aij) has the following property: (aij) is semi-positive definite.
a11 is a non-zero constant. a12 is of the form e
−ry2b12, where b12 is a conver-
gent power series in 1/y1, e
−y2 and yj for j ≥ 3. For i ≥ 3, a1i are convergent
power series in 1/y1, e
−y2 and yj for j ≥ 3. Completing the square, we have
(dy1 + ∑
i 6=1
a1idyi)
2 − (∑
i 6=1
a1idyi)
2 + ∑
i,j≥2
aijdyi ⊗ dyj.
The sum of the later two terms is nonnegative. Then, restricting to the
angular slices,
(1.2) ≥ (•) |dy1 + ∑i 6=1 a1idyi|
y1
≥ (•) |dy1 + ∑i 6=1 a1idyi|
y1 − a12/r−∑i 6=1,2 a1i
≥ (•) dy1 + ∑i 6=1 a1idyi
y1 − a12/r−∑i 6=1,2 a1i
as we did in (3.9). Note that y1 − a12/r − ∑i 6=1,2 a1i → ∞ as y1, y2 → ∞,
yi → 0 for i ≥ 3. The integration of the difference
d log
∣∣∣∣∣y1 − a12r − ∑
i 6=1
a1i
∣∣∣∣∣− dy1 + ∑i 6=1 a1idyiy1 − a12/r−∑i 6=1,2 a1i
along any real curve γ in the angular slice is finite. Indeed, we only have
to care about y1 and y2 directions since the range of yi’s are bounded for
i ≥ 3. Note that dy1 is canceled out from the subtraction. The other terms
are always involved 1/y21 or e
−y2 as (3.10). A similar computation shows
that they are all finite. 
Remark 3.4. The total distance; namely, involving xi direction, is not easy
to compute. In general, a semi-positive definite (hermitian) perturbation
of an infinite distance metric may have finite distance (cf. Example 3.10).
There should be some constrains for these perturbation, at least for those
potential − log Q˜ coming from geometric families.
3.2.2. E1, E2 are infinite. In this case, we will show that:
Proposition 3.5. In the case of Calabi–Yau threefolds, suppose s ∈ S lies exact
on two boundary divisors, say s ∈ E1 ∩ E2, with Ei’s being infinite. Then it has
infinite distance measured by the dominant term of the candidates of the Weil–
Petersson potentials, which is denoted by gcWP.
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Proof. We will analyze all the cases described in Section 3.1. Again, for
simplicity we assume r = 2 at this moment.
Case (i) p = Ay2 + By1. This is easy since for any γ in that slice
LgcWP(γ) =
∫
γ
√
A2|dz2|2 + 2ABℜ(dz1 ⊗ dz¯2) + B2|dz1|2
Ay2 + By1
=
∫
γ
|Adz2 + Bdz1|
Ay2 + By1
≥
∫
γ
Ady2 + Bdy1
Ay2 + By1
= log(Ay2 + By1) = ∞.
Case (ii) For the case p = Ay2 + By2y1 + Cy1, we have
LgcWP(γ) ≥ (•)
∫
γ
√
B2y22|dz1|2 + B2y21|dz2|2
|p|
≥ (•)
∫
γ
By2|dz1|+ By1|dz2|√
2|p|
≥ (•)
∫
γ
y2dy1 + y1dy2
y1y2
= (•)(log(y1) + log(y2)) = ∞,
for suitable positive constants. The notation (•) is the same as we explained
in section 3.2.1.
Case (iii) p = Ay22 + By2y1 + Cy1. It suffices to consider its dominated
term y2(Ay2 + By1). The metric induced by p is indeed a sum of two semi-
positive matrices, which have infinite distance. Therefore, it has infinite
distance.
Case (iv) This case is similar to Case (ii). We omit the computation here.
Case (v) p = Ay32 + By
2
2y1 + Cy1, with A, B,C > 0. The dominated term
of p is Ay32 + By
2
2y1 = y
2
2(Ay2 + By1). Hence it has infinite distance as in
Case (iii).
Case (vi) In this case, if d = 2, we have either B2 − 4AC > 0 or B2 −
4AC = 0. We deal with the case B2 − 4AC > 0 first. Let
K := {(y1, y2) ∈ R2 : yi ≥ 0, y21 + y22 = 1}.
The corresponding matrix has positive eigenvalues on the compact set K.
Let λ be its minimum value on K. Let R(y1, y2) =
√
y21 + y
2
2 and ηj = yj/R.
Then p = R2(Aη22 + Bη2η1 + Cη
2
1). Note that Aη
2
2 + Bη2η1 + Cη
2
1 is positive
on K. Then, for any γ,
LgcWP(γ) ≥ (•)
∫
γ
dy1 + dy2√
y21 + y
2
2
≥ (•)
∫
γ
dy1 + dy2
y1 + y2
= (•) log(y1 + y2) = ∞.
If B2 = 4AC, then p = q2. Then it has infinite distance as we discuss above.
Case (vii). p = Ay22 + By
2
2y1 + Cy2y
2
1 + Dy
2
1 with B,C > 0. Its dominated
term is By22y1 + Cy2y
2
1 = y2y1(By2 + Cy1). The metric gcWP decomposes
into three semi-positive definite matrices and all of them have infinite dis-
tance.
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Case (viii) p = Ay32 + By
2
2y1 + Cy2y
2
1 + Dy
2
1 with A,C,D > 0, B 6= 0 and
B2 − 3AC ≥ 0. The dominated term is y2(Ay22 + By2y1 + Cy21). The metric
matrix is
1
p2


(B2 − 2AC)y42
+2BCy32y1 + 2C
2y22y
2
1
ABy42 + 4ACy
3
2y1 + BCy
2
2y
2
1
ABy42 + 4ACy
3
2y1 + BCy
2
2y
2
1
3A2y42 + 4ABy
3
2y1 + 2B
2y22y
2
1
+ 2BCy2y
3
1 + C
2y41

 .
A direct computation gives
det(M(p)) =
2((B2 − 3AC)y22 + BCy2y1 + C2y21)
(Ay32 + By
2
2y1 + Cy2y
2
1)
2
.
If B2 − 3AC > 0, then as we did in Case (vi), its first eigenvalue has a
positive lower bound on K. A parallel argument shows that it has infinite
distance.
If B2 − 3AC = 0, then B > 0. 4ACy32y1 and BCy22y21 can be dominated by
the diagonal terms. In fact,
2
√
3ACCy32y1 + 4A
√
3ACy32y1 ≥ 4
√
6ACy32y1 > 8ACy
3
2y1.
It suffices to show that the matrix
1
p2

 ACy
4
2 + ηBCy
3
2y1 + C
2y22y
2
1 ABy
4
2
ABy42
3A2y42 + ηABy
3
2y1 + B
2y22y
2
1
+ 2BCy2y
3
1 + C
2y41

 .
gives an infinite distance on any curve. Here η > 0 is a constant. The key
point here is that when we compute the distance, the off-diagonal terms
2ABy42ℜ(dz1 ⊗ dz¯2) with the terms ACy42|dz1|2, 3A3y42|dz2|2 in diagonal fit
together and equal to
|
√
ACy22dz1 +
√
3Ay22dz2|2
and all remaining terms are positive. Therefore,
LgcWP(γ) ≥ (•)
∫
γ
(2Ay2 + By1)dy2 + (2Cy1 + By2)dy1
Ay22 + By1y2 + Cy
2
1
+
dy2
y2
≥ (•) log |Ay22 + By1y2 + Cy21|+ (•) log |y2| = ∞.
Case (ix) The first eigenvalue in the cases (a),(b) in section 3.1 have posi-
tive lower bound. Hence they all have infinite distance. (c) is similar to the
second part of Case (viii). The same proof shows that it has infinite dis-
tance, too. For the last case, we have p = q3 for some homogeneous degree
one polynomial q. Then ∂i ∂j log p = 3 ∂i ∂j log q and it is reduced to Case
(i).
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Note that for a higher dimensional base S, the dominant term of the can-
didate of the Weil–Petersson potential is the same as the one for two pa-
rameter families. With these discussions, this completes the proof of Pro-
posotion 3.5. 
Remark 3.6. The statement of Proposition 3.5 holds true trivially in the sit-
uation that s ∈ ∩iEi with E1 infinite and Ei finite for i ≥ 2. In this case,
the dominant term of the candidates of Weil–Petersson potential is just a
polynomial in one variable with positive leading term. Therefore,
LgcWP(γ) = (•)
∫
γ
dy1
y1
= ∞.
3.2.3. Further Results. For two parameter families, we can go further in
some cases. For instance, in Case (ii), the diagonal of the metric matrix
is large enough to dominate all the off-diagonal terms. To be precise, we
observe that the metric matrix is
1
p2
[
B2y22 AC
AC B2y21
]
. (3.11)
Also, we have the inequalities:
− 2AC |dz1 ⊗ dz¯2| ≥ −
(
A2|dz1|2 + C2|dz2|2
)
− C1
∣∣∣∣e−y2 1p2 dz1 ⊗ dz¯2
∣∣∣∣ ≥ −C12
(
e−y2
p2
|dz1|2 + e
−y2
p2
|dz2|2
)
− C2
∣∣∣∣e−y1 1p2 dz1 ⊗ dz¯2
∣∣∣∣ ≥ −C22
(
e−y1
p2
|dz1|2 + e
−y1
p2
|dz2|2
)
− C3
∣∣∣∣∣ e
−(y1+y2)
p2
dz1 ⊗ dz¯2
∣∣∣∣∣ ≥ −C32
(
e−(y1+y2)
p2
|dz1|2 + e
−(y1+y2)
p2
|dz2|2
)
.
As y2 large, we can use the diagonal of (3.11) to dominate all the right hand
sides of the inequalities simultaneously. Thus
LgWP(γ) ≥ (•)
∫
γ
By2|dz1|+ By1|dz2|
By2y1
≥ (•)
∫
γ
By2|dy1|+ By1|dy2|
By2y1
≥ (•)
∫
γ
By2dy1 + By1dy2
By2y1
= (•) log(y1y2) = ∞.
Case (iii)-(v) and (vii) are similar. For the Case (vi), if B2 − 4AC > 0, we
can also use the diagonal terms to dominate the off-diagonal terms because
the first eigenvalue is strictly positive on K. Let λ > 0 be the minimal
eigenvalue of (− ∂i ∂j logp). Then
(− ∂i ∂j logp) ≥ 1
R2
[
λ 0
0 λ
]
, R =
√
y21 + y
2
2.
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Using the same technique as above, we can dominate the last three terms
in (3.8) by λ/R2 as yi large. Hence
(− ∂i ∂ j¯ log Q˜) ≥
1
2R2
[
λ 0
0 λ
]
.
A direct computation shows that it has infinite distance. Case (viii)-(ix) are
similar if all “≥” are replaced by “>”. As a corollary, we have
Corollary 3.7. Let E1, E2 be infinite divisors and N1, N2 be the logarithmic part
of the monodromy operators. If {D1,D2} = {1, 2} or {1, 3}, then the intersection
point has infinite Weil–Petersson distance.
In fact, if the dominant term of the Weil–Petersson potential is of the form de-
scribed in Case(ii) − (ix) with all “≥” replaced by “>”, then it is at infinite
distance.
Remark 3.8. For the higher dimensional base S, a more detailed analysis of
the bounded terms appearing in (3.6) is needed. More precisely, for j ≥ 3,
− ∂1 ∂ j¯ log Q˜ =
(∂1 Q˜)(∂ j¯ Q˜)− Q˜(∂1 ∂ j¯ Q˜)
Q˜2
.
We do not have a good control on the growing/decaying rate of y2-terms in
− ∂1 ∂ j¯ log Q˜ at this moment. Such constrains are closed related to the de-
generation of mixed Hodge structures on further intersections of boundary
divisors. Results on degeneration of Hodge structures [12], [9], [11] and
[2] connect the Hodge structures (the open part of S) and limiting mixed
Hodge structures (the 1-boundary part of S) and yields the Observation
2.7.
Remark 3.9. As we pointed out in introduction, the validity of Conjecture
0.1 implies the diameter boundedness of the family X/S: If Xs is at finite
distance along a real curve γ, the conjecture says that NiF
n
∞(s) = 0 for all i.
Then Xs has finite distance along any holomorphic curve and hence X/S
has a uniform diameter bound over S, in particular, over γ.
Example 3.10. In general, we may regard the matrix form of (1.2) as a Her-
mitian perturbation of a given matrix (3.5). Consider
M =
1
y21
[
1 0
0 0
]
by a hermitian matrix E =
[
0 ie−y2
−ie−y2 e−2y2
]
In this case, the Weil–Petersson distance is asymptotic to the integration of
1
y21
√
|x′1 − e−y2y′2|2 + |y′1 + e−y2x′2|2.
Consider the curve γ: t 7→ (C, t,−et, t). The second becomes zero since
dt− e−tetdt = 0. Thus the distance is given by
1
y21
√
|x′1 − e−y2y′2|2
24
and we have ∫
γ
e−tdt
t
< ∞.
Therefore, in general, we need more constrains on the potential function
log Q˜; that is, a more detailed information on the variation of mixed Hodge
structures along the boundaries and its further degenerations.
3.2.4. Applications on two parameter families. Explicit examples on two pa-
rameter family of Calabi–Yau threefolds were considered by [1] and [7].
The Weil–Petersson distance can be described using the results in this pa-
per. As an application, we focus on the example P(1, 1, 2, 2, 2)[8], degree 8
hypersurfaces in the weighted projective space.
We follow the notations in [1]. The 1-boundary parts are completely de-
termined by Theorem 0.2 (cf. Figure 1 in [1]). The divisors C1 and Ccon
(cf. Figure 1 and Section 4 in [1]) are finite divisors. Indeed, the correspond-
ing logarithmic part of the monodromies N1 and Ncon are of rank one. So
the intersection C1 ∩ Ccon is at finite distance place.
For the other intersection points, we look at the blown upmoduli (cf. Fig-
ure 4 in [1]). D(0,−1) and D(−1,−1) are divisors with nilpotent indices 4. The
points on them are maximal nilpotency points because they are Calabi–Yau
threefolds. They are infinite divisors. Hence C∞ = D(1,0) is an infinite divi-
sor since the blow-ups of the intersection of finite divisors are still finite.
The intersection D(0,−1) ∩ C∞ is at infinite distance, since it is of the type
(3, 1) in Corollary 3.7. The intersection D(0,−1) ∩ C1 is at infinite distance
place along the angular slices. The intersection D(0,−1) ∩ D(−1,−1) has in-
finite distance measured by the dominant term of the candidates of the Weil–
Petersson potentials. We point out that the logarithmic part of the mon-
odromies around D(0,−1) and D(−1,−1) are proportional. It is the Case (ix)
with all equalities hold.
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