Abstract. We continue the research of Lata la [2] on improving estimates of p-th moments of sums of independent random variables. We generalize some of his results in the case when 2 ≤ p ≤ 4 and present a combinatorial approach for even moments.
Introduction
In [2] Lata la studied moments of sums of independent random variables with logarithmically concave tails (i.e. variables for which the function t → ln(|X i | ≥ t) is concave from [0, ∞) to [−∞, 0]). Among other results he obtained approximations for moments which are described in Corollary 2 and Corollary 3. From these estimates one can conclude that moments of sums of independent variables with logarithmically concave tails are close to the corresponding moments of gaussian variables as long as the variances of separate variables are uniformly small.
In this paper we generalize some of these results to the case when the variables are no longer required to have logarithmically concave tails. This is achieved by means of Lemma 2 which improves Lemma 1 from [2] , and by introducing a combinatorial approach which is described in Section 3. Following Lata la the first tool is used to obtain bounds for moments when 2 ≤ p ≤ 4 and the combinatorial method gives estimates for moments of even degree. It also gives upper bounds for moments when the assumption of symmetry of the variables is dropped.
Throughout the paper we write X p = (E|X| p ) 1/p for the p-th moment of the random variable X, and ϕ X for the characteristic function of X. By γ p we denote the p-th moment of a standard Guassian variable and by (ε k ) 1≤k≤n a sequence of independent Rademacher variables, i.e. P(ε k = ±1) = 1/2.
Gaussian approximation for moments of order 2 ≤ p ≤ 4
We begin with the following simple lemma about characteristic functions. Lemma 1. If X is a symmetric random variable, then
Proof. It follows immediately from the fact that ϕ X (t) = E cos tX, and from the elementary inequality
The following lemma is the main ingredient of the results in the paper.
Lemma 2. Let X 1 , X 2 , . . . , X n and Y 1 , Y 2 , . . . , Y n be two sequences of independent symmetric random variables such that
Proof. First consider the case when r =
, and
Thus, if we write
, it is enough to prove that
(1 − a k ) and 0 ≤ r k ≤ r < 1, it suffices to prove that
This is true since the left-hand side of the inequality is linear and the righthand side is a convex function of r on [0, 1], and the inequality holds true for r = 0, 1.
If r ≥ 1 and ϕ S (t) > 0, then the inequality holds true for obvious reasons.
If ϕ S (t) < 0, then ϕ X i (t) < 0 for some 1 ≤ i ≤ n, and Lemma 1 implies that
This finishes the proof. The next result is a genereralization of Lemma 2 from [2] and its proof follows that in [2] .
. . , Y n and m be as in Lemma 2. Then,
Proof. Let S = n k=1 X k and R = n k=m+1 Y k . It is enough to prove the above inequality for 2 < p < 4. By Lemma 4.2 of [1], we have for any random variable X with a finite fourth moment,
where
and thus
The following proposition and corollary give some estimates for moments of sums of independent random variables. Proposition 1. Let X 1 , X 2 , . . . , X n be a sequence of independent symmetric random variables such that EX 2 1 = max 1≤k≤n EX 2 k and
Proof. We may assume that the sequence (EX 2 k ) 1≤k≤n is nonincreasing. Let (Y k ) 1≤k≤n be a sequence of independent symmetric Gaussian random variables with
By Remark 2, m = 1 fulfills the assumptions of Lemma 3 applied to the sequences (X k ) 1≤k≤n and (Y k ) 1≤k≤n . Hence the lower bound follows. To show the upper bound we again use Lemma 3, but with the roles of the sequences (X k ) 1≤k≤n , (Y k ) 1≤k≤n interchanged and with m as in (2.1) (see Remark 1) .
The last inequality follows from the identity
. . , X n and m be as in Proposition 1. Then,
Proof. The upper bound follows from Proposition 1. To prove the lower bound we use the lower estimate from Proposition 1.
These results allow us to improve some results of [2] . Corollary 3 from [2] says that if (X k ) 1≤k≤n is a sequence of independent symmetric random variables with logarithmically concave tails, then for p ≥ 3,
Corollary 2. The above statement holds true for p ≥ 2.
Proof. It is enough to use Corollary 1 and Remark 2.
The same applies to Theorem 2 from [2] which states that if (X k ) 1≤k≤n is like above, and moreover the sequence (EX 2 k ) 1≤k≤n is nonincreasing, then for p ≥ 3,
Corollary 3. The above statement holds true for p ≥ 2.
Proof. For p = 2 it is obvious. Let 2 < p ≤ 3. We have ⌈p/2⌉ = 2 and the lower bound is a consequence of Proposition 1. The upper estimate can be obtained as follows
, where the last inequality follows from Lemma 3 applied to (X k ) 1≤k≤n and a sequence of independent symmetric Gaussian variables having the same second moments as (X k ) 1≤k≤n , and Remark 2.
Even moments of sums of symmetric random variables
We will now use combinatorial methods to give bounds for even moments of sums of independent random variables. In this section we will use only one property of symmetric random variables, namely if X is symmetric and E|X| 2r+1 < ∞ for r ∈ N then EX 2r+1 = 0.
We will use the multi-index notation to simplify formulae appearing in our statements. An n-dimensional multi-index α is an n-tuple (α 1 , α 2 , . . . , α n ) ∈ N n 0 , where N 0 is the set of non-negative integers. From now on, all appearing multi-indices will be n-dimensional. For a multi-index α, we write |α| i = i k=1 α k , |α| = |α| n , α! = n k=1 α k !, and s(α) = {k : α k = 0}. For a set A, we denote by |A| its cardinality.
Lemma 4. Let r ∈ N, r ≥ 2 and let X 1 , X 2 , . . . , X n be a sequence of independent symmetric random variables such that (EX 2 k ) 1≤k≤n is nonincreasing. Moreover, let C ≥ 1 be such that
and ⌈C 2 (r − 1)⌉ < n. Then,
Proof. Let D = ⌈C 2 (r − 1)⌉ + 1. We have
Thus it is enough to show that multi-indices α on the right-hand side such that s(α)∩{D, D+1, . . . , n} = I, since we can add to these i fixed indices any r−i indices from the set {1, 2, . . . , D − 1}. Since (EX 2 k ) 1≤k≤n is nonincreasing, any term corresponding to the selected multi-indices on the right-hand side is larger than any chose term on the left-hand side. Thus it is enough to show that
We finish the proof by repeating this procedure for every I ⊆ {D, D + 1, . . . , n}.
As an immediate consequence we get the following result.
Lemma 5. Let X 1 , X 2 , . . . , X n and C be as in Lemma 4. Then,
Proof. We have
where the last inequality follows from Lemma 4.
If E is a random variable with symmetric exponential distribution with variance 1, then EE 2l = (2l)!/2 l . Therefore if X 1 , X 2 , . . . , X n have logarithmically concave tails then C = 1 by Proposition 1 from [2] , and we get a different proof of Theorem 1 from [2] for p = 2r. From the corollary above we can conclude the following results.
Proposition 2. Let X 1 , X 2 , . . . , X n and C be as in Lemma 4. Then,
Proof. The lower bound follows from Lemma 5 applied to a sequence of independent symmetric Gaussian variables with variances (EX 2 k ) 1≤k≤n (where C = 1), and from the fact that
, and Lemma 5 twice. Hence, the upper bound holds true.
Corollary 4. Let X 1 , X 2 , . . . , X n and C be as in Lemma 4. Then,
Proof. The upper bound follows from Proposition 2. To prove the lower bound we use the lower estimate from Proposition 2, and Lemma 5,
Even moments of sums of centered random variables
We begin with a lemma which is very similar to Lemma 4 but since our variables are no longer symmetric we get a weaker conclusion.
Lemma 6. Let r ∈ N, r ≥ 2 and let X 1 , X 2 , . . . , X n be a seqence of independent centered random variables such that (EX 2 k ) 1≤k≤n is nonincreasing. Moreover, let C ≥ 1 be such that
where sing(α) = {k : α k = 1}. Thus it is enough to show that
Again, if I is a nonempty subset of {D, D + 1, . . . , n} and |I| = i ≤ r, then there are exactly
2(r−i) multi-indices α on left-hand side which satisfy s(α) = I (because this is the number of different ways one can put 2r indistinguishable balls in i distinguishable urns in such a way that in each urn there are at least two balls). Moreover, the number of multi-indices α for which s(α) ∩ {D, D + 1, . . . , n} = I is D−1 r−i . We notice again that any term corresponding to the selected multi-indices on the right-hand side is larger than any chosen on the left-hand side. Thus it is enough to show that
Therefore it suffices to prove that r(r − 1) − 2(r − j − 1) ≥ j(2r − j − 1) for 1 ≤ j ≤ r−1. By substituting j for r−j we need to prove that j 2 −3j+2 ≥ 0, which is true for j ∈ N + . We finish the proof by repeating this procedure for every I ⊆ {D, D + 1, . . . , n}.
We get as a consequence the following results.
Lemma 7. Let X 1 , X 2 , . . . , X n and C be as in Lemma 6. Then,
Proposition 3. Let X 1 , X 2 , . . . , X n and C be as in Lemma 6. Then,
. We used here Lemma 7 twice and again the fact that γ 2r
5. Arbitrary p-th moments for p ≥ 4
For a multi-index α, we write
We define two subsets of N n 0 × N n 0 as follows:
Since 2r+1 2r−1 (2r)! 2 = r r+1 (2r + 2)!(2r − 2)! to prove the desired inequality, we need to show that r r + 1
To prove this, we will divide R into disjoint subsets. For each such subset we will find a corresponding subset of L. We will make sure that the subsets of L are also disjoint and that the sums over corresponding subsets satisfy the desired inequality. For (γ, δ) ∈ R, we define
One can easily see that both families R = {R(γ, δ) : (γ, δ) ∈ R} and L = {L(γ, δ) : (γ, δ) ∈ R} are pairwise disjoint. Moreover R is a partition of R. It is also not difficult to notice that R(γ, δ) = R(γ ′ , δ ′ ) if and only if L(γ, δ) = L(γ ′ , δ ′ ). From the definition of R(γ, δ) and L(γ, δ), it follows also that the function (α, β) → σ 2(α+β) (2α)!(2β)! is constant on R(γ, δ) and L(γ, δ) and takes the same value on both sets. Thus to prove (5.1) it is enough to show that r r + 1 |L(γ, δ)| ≥ |R(γ, δ)| for every (γ, δ) ∈ R.
We say that k is single in α if k ∈ sing(α). Let us fix (γ, δ) ∈ R. We have To simplify notation we define g = |sing(γ) ∩ sing(γ + δ)| and d = |sing(δ) ∩ sing(γ + δ)|. The idea behind the definition of the set R(γ, δ) is that it contains elements resulting from (γ, δ) by replacing the original sets sing(γ)∩ sing(γ + δ) and sing(δ) ∩ sing(γ + δ) by new subsets of sing(γ + δ) while preserving the cardinality of these sets. Thus |R(γ, δ)| = 
