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1. INTRODUCTION 
Consider an open bounded set D in lw3 with smooth boundary and 
assume that heat is being applied in D, homogeneously in all of D, but with 
intensity varying with time given by a function f( t), defined for t 2 0. If we 
assume that at time t = 0 the temperature in all of [w3 is 0, then the tem- 
perature U(X, t) at any point x E Iw3 and any time t > 0 can be obtained by 
solving the non-homogeneous heat equation 
au/at = du + X,(~)f(t). 
This direct problem is classical and can be solved by giving an explicit 
integral expression for u(x, t) in terms of f(t). An inverse problem in this 
situation would consist in trying to reconstruct f(t) from partial informa- 
tion about U. 
The one we consider here is that of findingf(t), given the set D and the 
value of u at some point p E [w3. Recalling that when we know f( t) we know 
U(X, t), this inverse problem is equivalent to the following. 
Given D, p, and g(t) for t 3 0, ,firzd f (t) and u(x, t) such that 
au/at=du+XD(x) f(t), 
u(x, 0) = 0, 
U(P, t) = g(t). 
(1) 
In [ I] it is shown, using the Laplace Transform, that the solution of (I), 
when it exists, is unique. Then the authors consider the question of 
existence and stability of the solution in various cases. First, in the case 
where p belongs to the interior of D they show that there is always 
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existence, uniqueness, and continuity of the solution with respect to the 
datum g(t). In the case that p is in the exterior of D they show that, under 
certain conditions which depend on the geometry of the pair D, p, there is 
a weak form of stability of the solution with respect to the datum g(t). 
These conditions are expressed in terms of an area function A(r). Let 
A(r), for r > 0, be the area of the intersection of D with the sphere of center 
p and radius r, and let r0 > 0 be the smallest distance from p to the closure 
of D. Then the following theorem is proved in [ 11: 
THEOREM. Supposef is the solution of (I) and 
(a) 0 4 D (hence r, > 0), 
(b) 4ro) = 0, 
(c) A’(r,) exists and is not zero, 
(d) A” is integrable in a neighborhood of r,,, 
(e) f(o)=0 and Ilf'll =SUP(~,~~ If'(tN<M M>O. 
Then there exists /I > 0 and 0 < y < 1 such that for every 6 with 0 < 6 < y, 
we have 
i 
1 
1 
6 
Ilf II d CI(4 To, W 
h(llC2 Ils’ll) ’ 
where C, and C, depend on ro, T, and the ,function A, provided g’ is 
integrable in (0, T] and /I g’)I < /I 
DEFINITION. We will say that the pair D, p is regular if the hypotheses 
(a), (b), (c), and (d) of this theorem are satisfied. 
Here we will study these geometric regularity conditions, express them 
in a different equivalent form, and show that for almost every pair D, p 
these conditions are satisfied. But first we will study an analogous, planar, 
situation. 
2. AREA AND MORSE THEORY 
Let f: R2 + R be a smooth proper function such that f 2 0 and f(0) = 0. 
We define the function a: R + -+ [w + by 
a(h) =AfelCO, hl), 
where p is the Lebesgue measure in the plane. Observe that we have 
assumed that f is proper, and this implies that a(h) is always finite. (The 
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analogy with the function A(u) is clear: if D= {(x, y, Z)E R”Iz>f(x,y)}, 
then a(h) is the area cut by D on the plane z = h.) 
We shall describe the regularity properties of a(h) near h = 0 in terms of 
the critical points offi This will be done in the following 3 lemmas: 
LEMMA 1. a(h) is C x in the dense open set of regular values of,f: In this 
set the derivative of a(h) is given by 
LEMMA 2. If f -l(O) = 0, then the derivative (on the right) of a(h) at 0 is 
given by 
a’(O) = J&2 (2) 
where lTf(p) denotes the Hessian determinant qff at the point p. 
(If 0 is a degenerate critical point off, i.e., if Hf(0) = 0, this formula is 
to be interpreted in the sense that the derivative is co.) 
Now we have to see how the derivatives given by Lemmas 1 and 2 tit 
together. For that we first consider the case where 0 is a non-degenerate 
critical value of,f, i.e., all the zeroes offare non-degenerate critical points. 
(The case where 0 is a degenerate critical value will be considered later.) 
This implies that there is only a finite number of them, and that 0 is an 
isolated critical value off: This is because the non-degenerate critical points 
are isolated (cf. [4]) and f is proper. Lemma 1 implies then that a is C” 
in an interval (0, 6). The next lemma tells us that it remains C’ if we 
include the boundary point 0, and that composed with the function xz it 
is even C” there. 
LEMMA 3. Zf 0 is a non-degenerate critical value qf,f, then a(h) is C’, and 
a(h2) is C” in a neighborhood of 0. 
Proofs. To prove Lemma 1 first recall that if h, is a regular value off, 
and V= f -‘(ho), then there is a neighborhood (a, b) of h, in R’ and a 
smooth embedding @: I/x (a, b) + R2 such that 
@(x, 12,) = x 
f(@kh))=h 
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g (x9 h) = g$ (@(x3 h)). 
@ is obtained from the inclusion of V in R2 by following the solution 
curves of V’/lV’12 (cf. [4]). Then, 
a(h)-a(h,)= jhl j,J@dsdh, 
where EJ is the Jacobian determinant of @. This shows that u(h) is smooth 
in (a, 6). Now, 
a’(h,) = j J@ ds 
V 
and since DQ, on the points of V is the identity along the tangent vectors 
to V and expands in the normal direction Vf by a factor l/lV’I, J@ is just 
given by this factor and Lemma 1 is proved. 
To prove Lemma 2, let Q(x) be the quadratic part of the Taylor expan- 
sion off at 0. We first consider the case where Q is non-degenerate. It is 
easy to see that the result is then true for the function Q itself, in fact 
P{Q(x, G h) = 2W,h@, and since we can take ,,I@ as a norm in R* we 
have 
lim .f(x) - Q(x) = o 
.x-o Q(x) 
so for any E we have, in a suitable neighborhood of 0, 
(1 -&I Q(x) <f(x) < (I+ ~1 Q(x) 
and if h is small enough so that this neighborhood contains all points 
where f 6 h and Q is small enough, the result follows from the inequality 
271 <a(h)< 271 
(l+~),,‘&j’ h ‘(I-E),,/?@ 
In case Q is degenerate we can take as norm ,/m and by the 
same estimate we have 
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and the result follows from the fact that 
limH((l+s)Q+ci I’)=HQ=Hf=O. 
E’O 
For Lemma 3, it is only necessary to work locally around each non- 
degenerate critical point, and then add the local area functions. Around a 
critical point we can use the Morse Lemma which states that there is a 
local diffeomorphism 4 such that the composition f 0 C$ is x2 + y2. Then for 
h small the image of Bd (the ball around 0 of radius 3) by d is the set 
{f < h}. If we consider also for a fixed h the mapping B, + B,h given by 
multiplication by &, we get 
a(h)=j 
BvT 
J@(x)dx= j J&/‘%x)hdx 
BI 
which proves the lemma. (By the way, this formula together with the 
equation H(fo f$) = H(f) J&O)* g iven another proof of formula (2) in the 
non-degenerate case.) 
These 3 lemmas can be immediately generalized to IF!” to give the 
following theorem: 
THEOREM 1. Let ,f: R” + R be a smooth proper function such that f 2 0 
andf(0) = 0. !f v: 172 ++ R + is defined by 
v(h)=/4f -‘W>hl) 
then 
(i) v(h) is C Ix, in the open dense set of regular values off, and there 
its derivative is given by the form& 
(ii) Zff ‘(0) =O, then 
lim v(h) _ ‘7”2vn 
17 - o h’@ dfi’ P-4 
where v, denotes the volume of the unit ball in R”. Zf f -l(O) consists of 
several points, one should add the corresponding expressions for all those 
points. 
(iii) Zf 0 is a non-degenerate critical value off, then v(h) is CCn’*‘, and 
v(h2) is C J3 in a neighborhood qf 0. 
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Remarks. (1) We learned from Alejandro Uribe that the formula in 
part (i) is known in the literature as the “coarea formula.” 
(2) In [7], Vasil’ev describes the asymptotic properties of u(h) at 
h = 0 for a very large set of types of singularities of analytic functions 
having 0 as a minimum as above, by giving an expression in terms of the 
Newton polyhedron of the singularity, and explicit computations for 
various families. Our formula (2n) is therefore implicit in this work and 
probably known even before. But we have not seen it in explicit form in the 
literature. In any case, it gives a nice geometric interpretation of the 
Hessian and it suggests the definition of similar invariants for other types 
of singularities. 
Going back to R2, another direction in which we can generalize these 
results is as follows: consider now that there is defined another smooth 
function g: R2 -+ R and define now the function I,: R+ -+ R by 
r,(h)=j g(x) 4 
/ ‘CO>hl 
Then the same arguments as above can be used to prove: 
THEOREM lg. (i) Z,(h) is C r in the open dense set of regular values of 
f, and there its derivative is given by the formula 
(ii) Zf,f-‘(0) =O, then the derivative (on the right) qf a(h) at 0 is 
given by 
Zf f ~ ’ (0) consists of several points, one should add the corresponding expres- 
sions for all those points. 
(iii) Zf 0 is a non-degenerate critical value off, then Z,(h) is C’, and 
Z,(h2) is C” in a neighborhood qf 0. 
(This result clearly generalizes also to W). 
To complete the picture given by Lemma 3 it would be nice to know if 
in the degenerate case a(h) is also “C “’ in the sense that a’(h) tends to 
CO = a’(0) when h tends to 0. With the assumption that the origin is 
an isolated singularity, this will follow from the following analog of 
Theorem 1: 
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THEOREM 1’. If f: R” --t R satisfies the hypotheses of Theorem 1 and 0 is 
an isolated singularity off, then 
lim u’(h) 
2n/2- I 
sn-I -= 
11 - 0 h n/2-1 J-j ’ 
WI 
where s,, _ , denotes the area of the unit sphere in R”. 
Proof. First of all we must show that the property we want to prove is 
not altered if we compose f with a local diffeomorphism 4 of KY’. This 
follows from the formula 
where g = f 0 4. 
Then we can suppose that ,f is of the form 
fb, Y) = 1x1* + er1, 
where XE Rk, y E PPk, and 2 is a function of order 33 at the origin. (See, 
e.g., [S, p. 61 I.) If k = n we are in the non-degenerate case and the result 
is immediate, so we assume k < n in the rest of the proof and we have to 
show that lim h+Ov’(h)/h”i2-1=co. 
By a theorem of Glaeser [3], rxl” is C ‘, so in a neighborhood of the 
origin we have 
(we actually only need a lemma used by Dieudonne [2] to simplify 
Glaeser’s proof). 
Then we have, for h small 
=i 
1 
dS 
1 ‘(/?I J4x; + ... +4x;+ 1va1* 
where A(h) is the area of the hypersurface f -l(h). 
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Then, given E > 0 we have, in a neighborhood of the origin CX( y) 6 E 1 yI 2, 
so f(& Y) d l-d2 + E l,v12 and f -‘(CO, h]) contains the ellipsoid 
lx12 + E ly12 < h. This ellipsoid being convex, it is clear that the area E(h) 
of its boundary is smaller than the area A(h) of the surrounding surface 
f-‘(h). (A formal and direct proof of this fact, using a formula of Integral 
Geometry (cf. [6, Sect. 111.14.5]), was shown to us by R. Langevin.) 
If k = 0 this ellipsoid is a sphere of radius & and E(h) = 
s,- l(h/E)(n ‘)I2 In this case we have 
and the result follows (except for the case n = 1 where it is immediate). 
For 0 < k<n we have to estimate E(h) by projecting the boundary 
of the ellipsoid to the hyperplane xi = 0. This is a (solid) ellipsoid with 
k - 1 axes of length fi and n-k axes of length A. Therefore 
E(h) > 2u,- lh(“P’)‘2/~(“Pk)‘2 and we have.as before 
and Theorem 1’ is proved. 
Note. If n = 2, this result can be given another interpretation: Assume 
0 is a degenerate critical point off and the hypotheses of Theorem 1’. Let 
r(h) be the period of the closed trajectory of level h of the Hamiltonian 
vector field (aflay, -df/dx). Then z(h) -+ co as h + 0. (See V. I. Arnold, 
Mathematical methods of classical mechanics, in “Graduate Texts in 
Mathematics,” Vol. 60, Springer-Verlag, New York, 1978). 
Finally, one can also study the form of a(h) in the neighborhood of other 
non-degenerate critical points. For a local minimum other than 0, it is clear 
that the analog of formula (2) holds, and this means that in the 
neighborhood of the corresponding critical value, the derivative on the left 
of a(r) will be less than the derivative on the right by exactly the amount 
given by the right side of formula (2). In a local maximum the opposite 
should happen. 
By the way this implies that the converse of Theorem 1, part (i) is not 
true, since a(h) could be smooth at a critical value, due to the existence of 
a local maximum and a local minimum with opposite Hessians and the 
same value h. This situation is very special, and in fact the converse works 
for any stable function (see below), and probably also for any function 
with different critical values. 
Now for a non-degenerate saddle point p off, one can easily show using 
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again the Morse lemma, that the contribution of p to a(h) in a 
neighborhood of h, =f(p) is of the form 
plus a smooth function of h. This means that for a stable function, i.e., one 
with no degenerate critical points and different critical values, the type of 
the singularity can be read off from the form of a(h). 
This also works for a stable functionf: M2 + PA, where M* is a compact 
smooth surface. From the form of the function a(h) (specifically, from the 
points where it is not smooth) one can read the number of maxima, the 
number of minima, and the number of saddle points of the functionf: By 
the results of Morse theory (see [4]) one can compute from these data the 
Euler characteristic of M2, and therefore also determine its topological 
type if it is connected. It seems clear that further information about the 
manifold can be deduced from this type of analysis. This gives a sort of 
“quantitative Morse theory.” 
This computation also shows that for a Morse function on M, the 
function a(h) is always Holder of order c(, for any a < 1, a fact that will be 
applied to other inverse problems in a forthcoming paper. 
3. APPLICATION TO THE INVERSE PROBLEM 
We return to the situation of Section 1. We have to study the function 
A(r) in the neighborhood of r,, > 0, the smallest distance from p to D. To 
use the results of Section 2 we will express the boundary of D as a graph 
of a function in spherical coordinates. We will denote by d: aD --f R the 
distance to p. 
Let S be the sphere of radius r0 with center p, C = S~J 4, and p the 
radial projection of t3D to S. In the points of C, 8D is tangent to S so the 
derivative of p is the identity. Since p is one-to-one in C, it follows from the 
inverse function theorem and the compactness of C that p sends a 
neighborhood of C in aD diffeomorphically onto an open set U c S. Let 
G: U -+ iJD be this inverse mapping, and observe that by compactness the 
image of cr contains all points in dD within distance y0 + 6 from p, for some 
small, positive 6. Let also 4: U, --+ U be a parametrization of U (assuming 
U # S!) for some open set U, c R* and ,f: U, + R be given by 
.f(X> Y) = 4~(~(& VI)) - ro. 
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Then it is clear that 
for r. < Y < r. + 6, or, in the notation of Theorem lg, taking g = Jd, 
A(r)=$l,(r-r,). 
It is clear now from Theorem lg(ii) that A’(r,) is finite if, and only if, 
HffO at all points off -‘(ro) (Jd being always #O), but this is clearly 
equivalent to Hd# 0 at all points in C (4 and (T being invertible). 
Theorem lg also implies that in such a case the other conditions in the 
definition of a regular pair D, p are satisfied, so we have: 
THEOREM 2. The pair D, p is regular IX and only if, r. is a non- 
degenerate critical value of d: i?D + R. 
The geometric interpretation of this description is that p should not be 
a focal point of aD corresponding to a point at distance ro. This implies the 
following corollaries (cf. [4]): 
COROLLARIES. (i) Zf D is convex then ,for every p not in D, D, p is 
regular. 
(ii) More generally, if the tangent plane to 8D at a closest point to p 
separates p and D, then D, p is regular. 
(iii) Given D there is an E >O such that for every point p with 
0 < r. < E, D, p is regular. 
(iv) Given D then for almost every point p not in D, D, p is regular. 
The last statement says that the regularity condition is generic: one can 
always change slightly the pair D, p, either by moving p or by deforming 
D to get a regular pair. 
It follows that the conclusions of Theorem 0 quoted in the Introduction 
are valid under any of the circumstances of these corollaries. 
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