Abstract-It was recently shown that the code rate of a sim pIe coding scheme is better than a previously established maxentropic bound for the Wijngaarden-Immink reversed modulation and error control scheme(W-I coding scheme). This paper analyzes code rates of coding schemes for a given insertion rate of the W-I coding scheme using finite state transition diagrams. A new coding scheme is proposed and a new bound for the code rate of the W-I coding scheme is derived. It is proved that the new bound is better than the maxentropic bound when the insertion rate is 1/2.
I. INTRODUCTION
The density of digital recording systems continues to increase due to advances in materials, mechanical control systems, read/write heads, and signal processing, e.g., constrained coding, partial response equalization and the use of advanced error correcting codes.
Traditionally, an error correcting code is followed by a constrained code. The efficiency of constrained codes and the performance of error correcting codes can be increased by using longer codes, but a major concern of using long codes is error propagation that exceeds the error correcting capabilities of the error correcting code.
To overcome this problem, several reverse concatenation schemes were proposed [1] , [2] , [3] , [4] , [5] . In [1] and [2] , the data sequence is first encoded into a constrained code, and the resulting codeword is encoded using a systematic error correcting code. The check sequence is then encoded using a second constrained code. This scheme reduces, but does not eliminate error propagation. Wijngaarden and Immink [3] , [5] , and Hirai et al. [4] proposed reversed concatenation schemes that resolve this problem. Campello et al. analyzed the system in detail [6] . They proposed a bound on the redundancy of their coding scheme. Immink and Cai have shown numerically the bound is not tight [7] .
In this paper another bound on the redundancy of the w-I coding scheme is introduced and it is proved that the new bound is better than the maxentropic bound when the insertion rate is 1/2.
II. WIJNGAARDEN-IMMINK CODING SCHEME
We consider an encoding scheme which encodes a binary data of length m into a code word of length n. We assume that our input constraint is a (0, k) constraint, where the run of O's between consecutive 1's in a binary sequence must have length at most k. There are many code construction method by which we can construct an encoder which encodes binary unconstrained sequences into binary sequences satisfying the constraint. For example, see [8] , [9] .
Wijngaarden and Immink proposed a new method for constructing encoders for reverse concatenation scheme. Their coding scheme consists of 2 steps. In the first step, an encoder for the input constraint encodes a part of data sequences. The result from the encoder contains 'holes,' that is, unconstrained positions. In the second step the remaining part of data sequences is put at the unconstrained positions without any constraint. Therefore the unconstrained positions should satisfy the condition that even if any data pattern is put at the positions, the resulting code word should satisfy the given input constraint.
Let 1jJn == (1/J1, ... , 1/Jn) be a binary sequence where 1/Ji == 0 means the i-th position is a unconstrained position, that is, we can put both 0 and 1 without any violation of the input constraint, and 1/Ji == 1 means the i-th position is a constrained position, that is, we can put no data bit at the i-th position.
When we encode a data sequence, a part of the sequence is encoded by an encoder for the input constraint and the resulting bits are put at the constrained positions. Then some bits in the remaining part of the input sequence are put at the unconstrained positions, or the unconstrained positions are used for parity bits of the bits at the constrained positions by an encoder for an error correcting code.
We define the insertion rate I by
n n where w ( .) denotes the weight of vector. Since w (1/J n) depends on the code for the first step, I also depends on the code. The code rate R of the coding scheme is given by
n where R o is the code rate of the encoder used in the first step.
An important problem of the coding scheme is to find 1jJ n that maximizes the overall code rate of the coding scheme.
III. MAXENTROPIC CODES AND INSERTION RATE
We give a simple coding scheme which implements the idea described in the previous section.
We suppose that we use a maxentropic code, a code whose code rate equals the capacity of the input constraint, in the first step. Then
Let cg be a graph represented by Dg. We define a labeled graph Cku,r) whose adjacency matrix is given by
Dk(Dg)U
with edge label of length r + u. Each edge in the graph corresponds to a concatenation of a path of length r in C k and a path of length u in cg. The path of length u in cg corresponds to arbitrary data sequence inserted in the second coding step. The constrained system represented by Cku,r) can also be represented by a graph H k defined as follows: the state set of the graph is 
(5)
where R is the code rate of a code used in the first step. We put k = k' + u and regard u as a parameter. Then we have where C(£) is the capacity of a (0, £) constraint. In Fig. 1 we show I(f(k) and 1 -R~(k) for k = 17,21 ,23. In this paper we cal1 the coding scheme the maxentropic scheme and also call these relations maxentropic bounds which mean attainable redundancies of the maxentropic coding scheme.
Next we insert (unconstrained) data sequences of length u at boundaries of sub-blocks. Then we can see that the resulting sequence satisfies a (0, k' + u ) constraint because the maximum run of zeros increases by u as a result of the insertion operation.
On the other hand we can construct another encoder for the (0, k' + u) constraint by using a standard code construction technique for constrained systems. One of the advantages of the method described above is that we can put data bits at u unconstrained positions without constrained coding. This property may be useful in a reverse concatenation scheme because in the first step we encode data bits by an encoder for the (0, k') constraint and then parity bits of the encoded sequence by some error correcting code can be put at the unconstrained positions. Therefore we can use a decoder for the input constraint after a decoder for the error correcting code. This implies that it is possible to avoid the error propagation caused by the intut constraint decoder and errors occurred in a channel.
The code rate R o (k' , u) and the insertion rate of 1 0 (k' , u) of this coding scheme are given as follows IV. IMMINK-C AI SCHEME
In this section we give a coding scheme introduced by Immink and Cai [7] that is called Immink-Cai(I-C) scheme in this paper. a sequence satisfying a (0, k') constraint. First we divide x into sub-blocks of length k ' + 1.
Then we see that there is at least one 1 in each block. Blocks containing the longest sequence of°are Insertion Rate and Redundancy(maxentropic and IC, k=17,21,23) , k=17, mexentroplc ---)(---k=17, IC ... .. ... In Fig. 3 we show the relation ship between the insertion rate and the redundancy for the maxentropic and the I-C schemes. We can see that the code rates of the I-C scheme are better than the maxentropic bound [7] .
and its transition rules are given by Roughly speaking we can obtain Hku ,r) by skipping transitions for data bits from G1 u ,r ) as follows. A graph in Fig. 2 is   G1 u ,r ) for k = 7, u = r = 4, u + r = 8 = k + 1 where the graph is expanded as a trellis, that is, the second rightmost states are equal to the leftmost states. Note that there are sink states (having no outgoing edges) and source states (having no incoming edges). This implies that no dashed edges can appear in bi-infinite paths of the graph. We can obtain H ku,r) by deleting states and edges in a dashed box and by connecting remaining states .
V. O UR CO DIN G SCH EM E
Our scheme uses a graph Hku,k-l -U) in the first coding step . This graph has the following advantage. Let J k+l be the set of possible insertion rates for the maxentropic scheme and Jk that of the I-C scheme. It is not easy to compare curves in Fig. 3 because J k+l n Jk = 0. But we can compare our coding scheme and the maxentropic scheme when the insertion rate is 1/2.
In Fig. 4 we show that redundancy of the maxentropic scheme, the I-C scheme and our scheme. We can see that our scheme seems to be better than other schemes for the insertion rates given in Fig. 4 . 
and the transition rules are
Next we consider a graph for our scheme. We define the following graph Sku'): the state set of SkU') is Gk~u' There is only one exception: a path starting from (u, 0) and generating ou-Il in Hku,u). This path must terminate at (k, u -1). We regard this path as a path starting at (0, 0) and terminating at (u -1, u -1) in Gk~u' Note that we have k -u == u -1 from our assumptions. Therefore this path actually exists in Gk~u' This correspondence is invertible.
Therefore we can conclude that X(Hku,u») == X(Gk~u)' • Remark 2: It is easy to understand this lemma if we notice that we use a maxentropic code for G k-u in the first step of the maxentropic coding scheme. 
VI. THE MAXENTROPIC BOUND AND OUR BOUND
In this section we assume that k is odd. We put u==k+l and u,==k-l==u_l.
' 2
We prove that this observation is true for all odd k at the insertion rate 1/2 in the next section.
Then the maxentropic scheme can be represented by H kU 'u) .
and our scheme IS represented by
For a labeled graph T, let X (T) be a set of all bi-infinite sequnces of labels obtained by reading labels along bi-infinite paths in T. We show that Lemma 1:
where k is an odd positive integer and u == (k + 1) /2.
Therefore Hku,u) and Gk-u represent the same constrained system although the structure of Hku,u) is very different from
Proof' We consider a periodic version of G k-r-u» say Gk~u, as follows: the state set of Gk~u is and the state transition rules are
where a mod b means a remainder of a divided by b.
It is obvious that X(Gk-u) == X(Gk~u)' For every state (d, u-l) (k -u' -1, u' -1) and (k -u' -2, u' -1 Proof' The code rates are give by
From Lemma 4 we have C(Hku,u») ::; C(HkU',u'»). Using u' == u -1 we can show that R n ew -R m ax 2: 0 by a straightforward calculation.
• Let r == k -u' -1. Consider a pattern 
