The optimal path planning for two flexible cooperating manipulators carrying a solid object on a prescribed tip trajectory has been studied using kinematic resolution. The formulation has been derived using the Pontryagin minimum principle that results in a two-point boundary value problem. Also, a numerical technique based on converting the abstract optimization to parametric optimization problem has been proposed. The problem has been solved and compared for globally minimized elastic deformation of flexible links and joints as well as minimization of joints velocities while the end-effector moves along the specified path.
Introduction
Most industrial robots are composed of heavy and stiff links to satisfy the required accuracy in robot motion. These links have inherently large inertia, and in turn require more time and power to complete the motion. Hence, most existing manipulators have a very low payload to total weight ratio. To increase productivity by fast motion and to reduce energy consumption, robot arms are required to have light and, consequently, flexible structures. Flexibility in joints is another important problem that exists in almost all robotic systems. The vibration produced by these flexible joints and arms causes difficulty in the robot motion, and leads to error in motion of the manipulator tip, especially when it reaches the desired end point. Thus, an effective method should be employed to reduce this undesired vibration.
The capability of cooperative robot systems to perform complicated, accurate and high performance functions not expected of single robots, such as a high payload to total weight ratio, has attracted a lot of attention. When two robots are cooperating, they create a closed kinematic chain. Regardless of the kind of object grasping, the closed chain is usually kinematically redundant. Redundant manipulators can carry out additional tasks by utilizing their degrees of kinematics redundancy. The common idea in redundancy resolution that deals with selecting a single configuration among all possible ones for redundant manipulators is that kinematics redundancy should be resolved in such a way that the mechanism optimizes a performance index of the system while the system is carrying out its given task.
The use of kinematics redundancy in rigid robot manipulators, especially for single arm robots, has been extensively examined [1] [2] [3] [4] [5] [6] . Keshmiri and Hosseini developed a scheme for the optimal path planning for rigid redundant cooperative manipulators carrying an object on a desired trajectory [7] . However, there has been a little work concerning flexible redundant manipulators.
Although there has been much work in the area of controlling flexible manipulators to follow a desired trajectory [8] [9] [10] [11] , little work has been done in planning the trajectory itself. Such planning is necessary either for a point-to-point motion or for resolving the redundancy of kinematically redundant robots to move along a given trajectory. Shigang analyzed the effects of the initial configuration on vibration reduction of flexible robots with kinematics redundancy [12] . Jing et al. employed a local optimal path planning scheme for elastic joint manipulators [13] . Wilson used discrete dynamic programming for optimized path planning of flexible robots in point-to-point motions [14] . Kojima used a genetic algorithm for residual vibration reduction of a two-link flexible manipulator [15] . Park developed a scheme to reduce the end-point residual vibration of flexible manipulators under torque constraints [16] .
Two possible approaches to resolve the kinematic redundancy are local optimization and global optimization methods. Local optimization involves less complexity and requires less computational effort, and is more suitable for real-time implementation. However, global optimization, in the sense of minimizing a cost functional along the entire trajectory, provides the most desirable measure of the manipulator's performance. The integration is done over the length of the path; therefore, the history of the cost function is taken into account, which yields a global optimal. This global method is based on calculus of variations and leads to a set of ordinary differential equations with split boundary conditions (BCs). Accordingly, to obtain the optimal solution, one should solve a boundary value problem [17, 18] . Solving this two-point boundary value problem (TPBVP) is usually difficult, time consuming and, in some cases, not practical due to the iterative methods used.
Another approach is to find the optimal path by solving the parametric optimization problem that is extracted from the abstract optimization problem. In these approaches, rather than solving the differential equations, the optimal path is approximated by a combination of known functions and numerical schemes are used to solve for unknown coefficients [19] [20] [21] . The main advantage of using these ap-proaches, usually known as direct methods [22] , is that the differential equations are reduced to a set of algebraic equations and there is no need to solve boundary value problems. Therefore, the optimal or, indeed, the near-optimal solution is directly extracted by solving algebraic equations. Keshmiri and Hosseini used a direct method for path planning of rigid cooperative robot systems [23] .
In the previous works, some schemes have been developed on optimal path generation for point-to-point motion of flexible manipulators by local optimization of some objective functions [24] . In the present work, an optimal self-motion for two flexible cooperating robot manipulators will be obtained by a TPBVP that globally minimizes the elastic deformations along a specified path. The kinematic index of elastic deformation is used in this study and kinematic redundancy of the closed chain of cooperative robots is solved based on optimal control theory. In addition, by using a direct method, the optimal path planning problem of flexible cooperative manipulators is transformed into a parametric optimization problem and the near-optimal paths are extracted.
In Section 2, the equations of motion for a general flexible cooperative robot system are explained. The formulation of optimal trajectory planning is developed in Section 3. In Section 4, the application of the direct method in optimal trajectory planning is presented. Section 5 describes an illustrative example in order to demonstrate the effectiveness of the proposed approach. Finally, Section 6 is dedicated to some conclusions from the results obtained in this paper.
Dynamic Equations
Flexibility in a robotic system results from joint flexibility as well as link flexibility. The elasticity in the joints can be modeled as a linear torsional spring with the spring constant K i , while elastic behavior of the links is usually approximated by using a discretization method (Fig. 1) . Dynamic equations for a flexible cooperative robot that carries a rigid object can be derived using Lagrange's method for a constrained system:
where L is the Lagrangian, η is the vector of generalized coordinates, A is the Jacobian of the constraint equation, λ is the vector of Lagrange's multipliers and Q is the vector of generalized forces. The system under consideration is shown in Fig. 2 . It is assumed that the system performs a planar motion in the vertical plane.
In the absence of flexibility, the system is still redundant. Let q ∈ n and θ ∈ n be the actuator space and link space coordinates, and ∈ m the flexible d.o.f. of the links. It can be shown that dynamic equations for the system can be written as:
where τ is the actuator torque vector. M ij s are the inertia matrices, J z is the diagonal matrix representing motor inertias, K z is the joints stiffness matrix, and d 1 and d 2 are terms involving damping, stiffness, centrifugal, Coriolis and gravitational effects. Equation (5) describes the motion constraints of the system resulting from cooperation of the two manipulators.
Optimal Path Planning
For redundant manipulators the number of d.o.f. is greater than the number of required variables to follow a desired tip trajectory. In optimal path generating approaches, the self-motion capability of the manipulator is used to design the trajectory of the joints such that an objective function is optimized along the entire trajectory. In the present work we will find the optimal trajectory for a system of two cooperating flexible manipulators by globally minimizing a function of elastic deformations.
To minimize a function evaluated along the entire path, the standard methods of calculus of variations such as the Hamiltonian approach for optimal control problems may be employed. Optimal trajectory of the manipulator is determined by globally minimizing the cost function subject to some constraints. The first constraint is the result of the manipulator tip moving along a specified trajectory:
where X e is the position vector of manipulator tip and X(t) is the specified trajectory. It is evident that (5) and (6) can be summarized in the form of:
By defining the vector of joint flexibility,θ = θ − q, one can rewrite (7) as:
Note that in the case of a rigid system or a system with zero flexible motion we have:
It is worth noting that in the proposed approach the actuator motion is planned such that the elastic deformations are minimized and in a more desired case are zero. Therefore, these constraints have been imposed on the actuator space coordinates q. Thus, (9) can be employed in the formulation of the optimization problem. Equation (9) does not have an easy solution, since it includes triangular nonlinear algebraic equations. Additionally, due to redundancy, it has infinite solutions.
Equation (9) can be stated at the velocity level as:
in which J = ∂F/∂q is the Jacobian matrix of the cooperative manipulator system. Null space of J generates those configurations that make no motion in the endeffector space. Using this property, one can choose a solution that optimizes a cost function among all possible ones. We can also see that (2) and (3) represent differential constraints relatingθ and¨ with the actuator space coordinates q. It should be noted that for a kinematics resolution problem, (4) is not considered, since τ is involved neither in the cost function nor in the constraints. Once the accelerations and the current state are known, (4) may be employed to obtain the required actuator torques.
Thus, the problem of motion planning is to calculate the actuator space coordinates vector q, which globally optimizes an objective function subject to the differential constraint (2) and (3), as well as (9):
In order to transform the optimization problem into a standard form, i.e.:
we substitute F(q) = h(t) with its second derivative:
Now, if we define:
where s is the number of degrees of robot redundancy and n − s is the number of constraints, (13) can be written as:
Thus, we can obtainq as:
Since (2) and (3) are linear with respect toθ and¨ , they can simply be written as functions of x:θ
Utilizing (16)- (18), one can write:
Pontryagin Minimum Principle
A control law u * ∈ s , which causes the nth order system:
to follow an admissible trajectory and minimizes the performance index:
is sought. Defining the Hamiltonian of the system as:
and using the Pontryagin minimum principle, equations governing the optimal trajectory will be developed as:
for all t ∈ [t 0 , t f ] and:
where λ ∈ n is the vector of Lagrange multipliers or costates.
Equations (23)- (25) are algebraic and differential equations. Solving (25) for u * (t) and substituting in (23) and (24), one can calculate the optimal path, x * (t).
It should be mentioned that when the Hamiltonian is a linear or quadratic function of u, then the nonlinear equation (25) has an analytic solution for u * (t). Otherwise, it should be solved numerically for every step of integration of (23) and (24) .
BCs
Since (23) and (24) have 2n entries, the same number of BCs are necessary. Regarding equation (9) , the self-evident BC can be written in the general form as:
which has n 1 entries. Due to the kinematics redundancy, q f is free at t = t f . Therefore, the problem is called a fixed time and free end state problem [25] . Thus:
says n BCs derived from (26) . The remaining BCs are to be obtained from the transversality condition at t = t 0 , which says that λ(t 0 ) should orthogonally intersect with the manifold F(q 0 ) = h 0 . Using the concepts of linear algebra, the transversality condition can be stated mathematically as [26] :
It can be shown that when J is full rank, the rank of the coefficient matrix in (29) is n − n 1 . Hence, (29) has n − n 1 independent BCs. Accordingly, 2n BCs have been obtained and the problem has been reduced to a TPBVP with n conditions at each end-point.
The solution of the TPBVP defined by (23) and (24) associated with the given initial and final conditions for states and costates (27)-(29) will yield the optimal trajectory of the manipulator. It should be noted that the optimal path planned is dependent on the robot redundancy number in the sense that the more redundancy, the better the solution. However, even one degree of redundancy can be used to obtain an optimal trajectory of the system.
Direct Method
Consider the problem of finding the minimum for the function:
The necessary condition for x(t) to minimize P is that it should satisfy the EulerLagrange equation:
with appropriate boundary conditions. This equation can be integrated easily only for simple cases. Therefore, numerical methods and direct methods have been used to solve variational problems. A direct method can be developed as follows. First, we assumeẋ(t) can be expressed as a truncated series of known functions k (t), i.e.:ẋ
where the coefficient vector c and the vector of functions are:
and where c k s are unknown coefficients. Thus, x(t) can be represented as:
Substituting (32) and (34) in (30), we earn P as a function of c. Hence, minimizing P requires,
In other words, instead of solving the differential equation (31), which results from abstract optimization techniques, it will be enough if one solves the algebraic equations (35), which are obtained from the parametric optimization algorithm. Once c k s are obtained, the function x(t) is determined accordingly.
It should be noted that when f 0 is also a function of the control law u, one can approximate it by defining an unknown vector b corresponding to u(t):
In addition, in cases where an optimization problem is associated with a constraint g(x) = 0, the constraint can be restated as a function of vector c and then appended to index P (c, b) by using Lagrange's multipliers:
Hence the following sets of algebraic equations must be solved in order to obtain the optimal solution,
The important point that should be noted is that by using direct methods, the resulting optimum is in fact a near-optimal solution, rather than an exact one. The higher the number of approximation functions, the closer the solution to the exact one.
Application to the Optimal Path Planning Problem
Consider the present optimal path planning problem as stated by:
Assume that the path of each component of x and u vectors can be expressed as a truncated series of known functions as:
where c i and b i are the vectors of unknown coefficients of the ith component ofẋ and u vectors corresponding to the vector of functions (t). Defining x i (0) = d i , x i (t) is expressed as:
Substituting x i (t) in (39), the index P is approximated and expressed in constant parameters of c i and d i .
To complete the problem statement, we should also express the constraint equations in terms of constant parameters c i s, b i s and d i s. Therefore, a technique should be applied to remove t from constraint equations. One possible solution is to evaluate constraint equations in finite nodes. Employing these k nodes, the constraint equations are represented by k sets of equations with constant coefficients of c i s, b i s and d i s with no term 't':
Appending these constraints to the performance index by a set of unknown vector of Lagrange's multipliers, we define:
The necessary conditions for the extremum are given by
Equations (44) are n(p + 1) + mp + k nonlinear equations and can be solved for the unknown c i s, b i s, d i s and λ i s. Subsequently, x i (t) functions are determined.
Simulation and Discussion
In order to demonstrate the effectiveness of the proposed scheme we will solve the optimal path planning problem for two different cases with joint and link flexibility. 
Example 1
As the first example, a cooperative robot system (Fig. 3) , which consists of two two-link serial manipulators with flexible joints carrying a common object with the following characteristics:
is employed to evaluate the approach and calculate optimal joint space variables. Stiffness of the flexible joints are assumed to be:
Distance between the bases of two robots (L) is also assumed to be 2 m. The object is modeled as a uniform bar with the length of 1 m and is connected to each end-effector by a revolute joint. The area and the area moments for all of the crosssections equals A = 25 × 10 −4 m 2 and I = 52 × 10 −8 m 4 . Links have the same density of 2710 kg/m 3 . Equations of motion for the system are derived using the Lagrange method.
Minimization of the elastic deformations along the entire path is considered as the main aim of the optimization in this example. The trajectory of the center of mass of the object is known in Cartesian space as [x(t), y(t)] T with respect to the reference frame attached to the base of Robot 1. x(t) and y(t) are chosen as:
Thus, the kinematics constraints of the system can be written as:
where q 5 is defined as the angle between the line that connects the two end-effectors and the x-axis of the reference frame, and a is the distance between the mass center of the payload and the end point of Robot 1. This system has a single degree of redundancy, since the task space is defined by x(t) and y(t). 
TPBVP Solution
There are several methods for solving TPBVPs. The finite-difference method, shooting method, Rayleigh-Ritz method, collocation method and dynamic programming are some of these methods. The important difference between these methods is in how well the differential equations and the BCs of the problem can be satisfied.
In order to make a comparison between the results, we have accomplished trajectory planning for two different cases. In the first case, a cost function of elastic deformations is used to minimize elastic vibrations along the entire path, i.e.:
while in the second case we have used a cost function of joint velocities in the form of:
For the former, the error in satisfying the movement constraint for the specified path (47) is shown in Fig. 4 . It can be observed that the error is very small and the object center of mass moves along the specified path with an acceptable accuracy. The cost functions of elastic deformations (J 1 ) and joint velocities (J 2 ) evaluated in this case are:
For the latter, the error in movement constraint for the specified path (47) is shown in Fig. 5 . It can be observed that the object center of mass moves along the specified path with a very small error. J 1 and J 2 in this case are:
The elastic deformations of the flexible joints for both cases are compared in Fig. 6 . It is seen that the elastic deformations in the first case are very small compared to the second case. Considering these numerical results, it can be realized that each manipulator end-effector practices an elastic deflection about 1 cm more when the joint flexibilities are not considered in the cost function.
Time histories of the flexible joints deflection norm:
are shown in Fig. 7 for two cases. As we expected, this norm in the first case is less than that of the second one. Figures 4-7 show that optimal path planning of a flexible redundant system based on rigid body kinematics indices leads to a poor performance as far as elastic deformation is concerned. Therefore, in order to reduce the elastic deformation in the optimal path solution, one has to consider them both in the dynamic model and optimization cost function.
Direct Method
To obtain the optimal path using the direct method, the state variables are approximated using sine functions in the form of:
and, consequently, the equations obtained from (44) are solved for unknown coefficients, c i s and d i s. It could be observed that the results tend toward the exact results as we proceed to higher-order approximations and, hence, the end-effector tracks its desired path more accurately. For p = 4, equations (44) lead to 82 equations to be solved. By solving these nonlinear equations for unknown coefficients, the near-optimal paths for each joint are obtained. In Fig. 8 , the minimum vibration path of each joint angle obtained from the direct method is compared with that of the exact path that is computed by solving the corresponding TPBVP. It is observed that a good agreement is obtained. Obviously once we use the direct method, the higher the order of approximation, the better the agreement; clearly this requires a more complicated set of nonlinear equations to be solved. Therefore, the number of functions (p) should be chosen based on a trade off between accuracy and computational cost.
Example 2
In the second example, we consider the optimal path planning problem for a similar cooperative robot system with flexibility in links 2 and 4, and the following characteristics: where l i s, A i s and I i s are the length, area and area moments for five links, and E is the modulus of elasticity. Trajectories of the object center of mass, x(t) and y(t), are chosen as:
x(t) = 0.9 (56) y(t) = cos(t) − 0.3. Similar to the previous example, we solve the trajectory planning problem for two different cost functions in order to obtain a better understanding of the flexibility effect in the optimal path planning procedure. The first one is a cost function of elastic deformations defined by:
where ∈ m is the vector of flexible d.o.f. of the links and K is a positive definite weight matrix. The second cost function is exactly the one defined in (50). 
Conclusions
Two approaches for solving the optimal path planning problem for flexible redundant cooperative robots have been presented. Initially, the optimal path was generated by global minimization of a cost function dependent on elastic deformations of flexible links and joints. This led to a TPBVP. Then, a direct method was utilized to obtain the near-optimal trajectory. In this approach the abstract optimization problem was converted to a parametric optimization problem. The results and some numerical considerations have been presented through numerical simulation for a system containing two 2-d.o.f. manipulators. The near-optimal results have been compared with exact solution of the corresponding TPBVP. It was concluded from the numerical results that ignoring joint and link flexibility results in inaccurate results in path planning, especially in tip vibration. Also, it was observed that once an appropriate degree of approximation is utilized, instead of solving a TPBVP, a parameter optimization problem can be solved.
