Dependency Structure Analysis of the Japanese Stock Market Based on a Graphical Model by 重本 秀人
Dependency Structure Analysis of the Japanese
Stock Market Based on a Graphical Model
year 2019
URL http://hdl.handle.net/10236/00028902
2019年度　修士論文要旨
Dependency Structure Analysis of the Japanese
Stock Market Based on a Graphical Model
関西学院大学　理工学研究科
数理科学専攻　森本研究室　重本　秀人
1 Introduction
Estimating the covariance is a fundamental element in financial practices like asset allocation and
risk management. In recent years, many researchers have tackled the estimation of high-dimensional
covariance using high-frequency data. The graphical lasso is one of the procedure. The graphical lasso,
which was proposed by Friedman et al. (2008), is a high-speed algorithm. Brownlees et al. (2018)
proposed realized networks that applied to high-frequency financial data. The estimator can estimate
nonzero partial correlation among daily log prices. Then, the set of nonzero partial correlations can be
described as networks. The purpose of this paper is to analyze the dependency structure between stocks
in the Japanese stock market based on the estimated network.
2 Gaussian Graphical Model
The network used in this paper is as an undirected graph. The network is constructed based on the
partial correlation structure obtained by the inverse covariance matrix. Each node is observed according
to a multivariate normal distribution of a mean vector µ and a covariance matrix Σ∗. The sparsity of
the inverse covariance matrix is related to whether the two variables are conditional independent given
all other variables. If the (j, k)th element of Ω∗ = (Σ∗)−1 is 0, j and k are conditionally independent.
Conditional independence between variables in vector can be expressed by a graph called a Gaussian
graphical model. An edge between two variables exists if these variables are not conditionally independent.
3 Realized Network Estimator
It is defined that the realized network estimator as the solution the optimization problem in the following
function:
lλ(Ω) = − log |Ω|+ tr(ΩΣ) + λ
m∑
j=1
m∑
k=1
|ωjk|, (1)
where Ω = (ωjk) is the inverse covariance matrix, Σ = (σjk) is the sample covariance matrix and λ(> 0)
means tuning parameter. In Equation 1, we penalize the diagonal elements according to Friedman et al.
(2008). When λ > 0, Equation 1 is a penalized log likelihood function with a penalty equal to the sum of
the absolute values non-diagonal elements in the estimators. The algorithm that solve this optimization
problem is called the graphical lasso. This algorithm can estimate not only the inverse covariance matrix
Ω but also the covariance matrix Σ. λ is selected by minimizing the following equation defined in BIC
(Bayesian information criterion) according to Koike (2019).
BIC(λ) = n×
{
− log det(Ω̂λ) + tr(Ω̂λΣ)
}
+ log n×
∑
i≤j
1{ω̂λi,j ̸=0}, (2)
where n is the sample size.
4 Empirical Analysis
In this paper, we estimate the inverse covariance matrix. Then, we analyze the network based on the
estimated inverse covariance matrix. The sample period is from January 4, 2016 to December 30, 2016.
Sixty-five stocks in the Nikkei 225 are used that were traded in sample period. The sample covariance
matrix Σ that is used as input for the realized network estimation is the multivariate realized kernel. As
the result of the day (Figure 1), there is no clear hub company, and the entire market is connected. The
network on May 31 is chosen as a representative day when the Nikkei Stock Average was relatively stable,
and the network on June 24 is chosen as a representative day when the Nikkei Stock Average fluctuated
greatly due to a major events (June 24 being is the day the Brexit passed). Each node in Figure 1 is
colored by coefficients of the centrality index. Since the index, it is shown that the importance of the
each company has decreased.
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Figure1: Partial correlation networks.
5 Future Works
In the graphical lasso used in this paper, the tuning parameters in the regularization term were constant
for all companies and sectors. In other words, graphical lasso has a weakness that does not take into
account the fact that variables generally have different scaling. Therefore, Janková and van de Geer
(2018) defines new graphical lasso (weighted graphical lasso) modified with a weighted penalty that notes
the difference in variables. In this case, it is necessary to estimate using different weights for each company
and sector. Furthermore, in Brownlees et al. (2018), eliminated the market factor structure by using the
capital asset pricing model from the data. They analyzed the residuals obtained by regressing the data in
the market portfolio because the inverse covariance matrix does not become sparse if a factor structure
is present. Similar problems may also exist in the Japanese stock market.
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