Spin-$1$ $J_1-J_2-J_3$ ferromagnetic Heisenberg model with an easy-plane
  crystal field on the cubic lattice: A bosonic approach by Carvalho, D. C. et al.
ar
X
iv
:1
51
0.
08
41
2v
1 
 [c
on
d-
ma
t.s
tr-
el]
  2
8 O
ct 
20
15
Spin-1 J1 − J2 − J3 ferromagnetic Heisenberg model with an easy-plane crystal field
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Abstract
We examine the phase diagram of the spin-1 J1 − J2 − J3 ferromagnetic Heisenberg model with an easy-plane crystal
field on the cubic lattice, in which J1 is the ferromagnetic exchange interaction between nearest neighbors, J2 is the anti-
ferromagnetic exchange interaction between next-nearest neighbors and J3 is the antiferromagnetic exchange interaction
between next-next-nearest neighbors. Using the bond-operator formalism, we investigate the phase transitions between
the disordered paramagnetic phase and the ordered ones. We show that the nature of the quantum phase transitions
change as the frustration parameters (J2
J1
, J3
J1
) are varied. The zero-temperature phase diagram exhibits second- and
first-order transitions, depending on the energy gap behavior. Remarkably, we find a disordered nonmagnetic phase,
even in the absence of a crystal field, which is suggested to be a quantum spin liquid candidate. We also depict the
phase diagram at finite temperature for some values of crystal field and frustration parameters.
Keywords:
Quantum phase transition; bond-operator formalism; quantum spin liquid; frustrated Heisenberg model; single-ion
anisotropy.
1. Introduction
The investigation of frustrated quantum spin models
have attracted a lot of attention since Anderson proposed
theoretically the existence of a non-magnetic ground state
in a triangular lattice [1]. Such a disordered state is known
as a quantum spin liquid. From a theoretical point of view,
the association between frustration and quantum fluctua-
tions are believed to give rise to this novel quantum phase
[2]. While quantum fluctuations are introduced by the
non-commutativity of quantum mechanics spin operators,
frustration arises either from competition between differ-
ent interactions, e.g. ferromagnetic and antiferromagnetic
couplings [3, 4], or from geometry of the lattice, e.g. spins
that interact via antiferromagnetic coupling on several lat-
tices [5, 6].
As a result, spin models that have both strong quan-
tum fluctuations and frustration are candidates to exhibit
quantum spin liquid phase. In fact, most of theoreti-
cal researches have been concentrated on spin-1/2 mod-
els in one- and two-dimensional lattices, since, in these
cases, quantum fluctuations are enhanced (see, for exam-
ple, Refs.[7, 8, 9]). However, three-dimensional compounds
have recently been suggested to present a quantum spin
liquid phase [10, 11, 12], which turns our attention to the
theoretical investigation of three-dimensional models.
In this paper, we study the phase diagram of spin-1
J1−J2−J3 ferromagnetic Heisenberg model with an easy-
plane crystal field on the cubic lattice, which is defined by
the following Hamiltonian
H = −J1
2
∑
~r, ~δ1
~S~r · ~S~r+~δ1 +
J2
2
∑
~r, ~δ2
~S~r · ~S~r+~δ2
+
J3
2
∑
~r, ~δ3
~S~r · ~S~r+~δ3 +D
∑
~r
(Sz~r )
2
, (1)
where
∑
~r,~δi
sums over the first neighbors for i = 1, over
the second neighbors for i = 2, and over the third neigh-
bors for i = 3. J1 is the ferromagnetic exchange interac-
tion between nearest neighbors, J2 is the antiferromagnetic
exchange interaction between next-nearest neighbors and
J3 is the antiferromagnetic exchange interaction between
next-next-nearest neighbors. The last sum is over the to-
tal number of sites on the cubic lattice, N , and D > 0 is
the easy-plane crystal field that gives rise to a single-ion
anisotropy. ~S~r is the spin operator at site ~r with S
z
~r taking
the eigenvalues −1, 0, 1.
To the best of our knowledge, the above Hamiltonian
has not been examined yet. Only its counterpart model
with all antiferromagnetic couplings (J1, J2, J3) has been
treated in Ref. [13], which is less interesting because in
this case, J1 and J3 does not compete with each other.
Thus the present Hamiltonian (1) is much more suitable
to seek quantum spin liquid candidates. In addition, com-
pounds with both ferromagnetic and antiferromagnetic ex-
change interactions have been reported in the literature
(see Ref.[3] and references therein), which indicates that
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the present model with competitive interactions may be
interesting not only from a theoretical perspective.
In order to study the phase diagram of this frustrated
Heisenberg model, we use an analytical approach that has
been successfully employed to describe transitions from a
gapped to a gapless phase, namely bond-operator formal-
ism [14, 15, 16, 17]. In a few words, within the frame-
work of the bond-operator theory, the spin Hamiltonian
is mapped into a Hamiltonian of non-interacting bosons,
and phase transitions are located when the energy gap
vanishes.
It should be pointed out that, in general, analytical
approaches are more adequate to treat three-dimensional
frustrated quantum spin systems than numerical methods,
by reason of the limited amount of computational power.
In particular, it is well known that quantum Monte Carlo
suffers from the minus-sign problem which restricts its ap-
plicability: only non-frustrated quantum spin systems [18].
The present paper is organized as follows. In the next
section we describe the bond-operator formalism and how
phase transitions are characterized within this framework.
In Section 3, we show the results for the phase diagrams
at finite temperature and at absolute zero as well. We also
discuss the physical meaning of the obtained results. We
close with some concluding remarks.
2. Bond-operator Formalism
We employ the bond-operator formalism in order to
investigate the phase diagram of the present model. This
procedure was originally devised by Sachdev and Bhatt
[19], for spin-1/2, and generalized by Wang et al. [20, 14],
for spin-1, some years later. To begin we describe the
method briefly below.
For spin-1, by introducing three boson operators, it is
possible to represent the three eigenstates of Sz as follows
|1〉 = u† |v〉 ,
|0〉 = t†z |v〉 ,
|−1〉 = d† |v〉 , (2)
where |v〉 is the vacuum state from which bosons are cre-
ated. These boson operators must also obey the local con-
straint
u†u+ d†d+ t†ztz = 1ˆ (3)
in order to keep the dimension of the local Hilbert space
invariant.
Now, we can write the spin operators Sx, Sy and Sz
in terms of these bosons operators
Sx =
1√
2
[(u† + d†)tz + t
†
z(u+ d)],
Sy =
1√
2i
[(u† − d†)tz − t†z(u − d)],
Sz = u†u− d†d. (4)
Substituting the above relations into Eq. (1), the Hamil-
tonian can be rewritten as a sum of four components
H = H1 +H2 +H3 +H4, (5)
with
H1 = −J1
2
∑
~r, ~δ1
[
t2(d†
~r
d
~r+~δ1
+ u†
~r+~δ1
u~r + u~rd~r+~δ1
+ d†~ru
†
~r+~δ1
+H.c.)
+
(
u†~ru~r − d†~rd~r
)(
u†
~r+~δ1
u
~r+~δ1
− d†
~r+~δ1
d
~r+~δ1
) ]
,
H2 = J2
2
∑
~r, ~δ2
[
t2(d†
~r
d
~r+~δ2
+ u†
~r+~δ2
u~r + u~rd~r+~δ2
+ d†
~r
u†
~r+~δ2
+H.c.)
+
(
u†~ru~r − d†~rd~r
)(
u†
~r+~δ2
u
~r+~δ2
− d†
~r+~δ2
d
~r+~δ2
) ]
,
H3 = J3
2
∑
~r, ~δ3
[
t2(d†~rd~r+~δ3 + u
†
~r+~δ3
u~r + u~rd~r+~δ3
+ d†
~r
u†
~r+~δ3
+H.c.)
+
(
u†~ru~r − d†~rd~r
)(
u†
~r+~δ3
u
~r+~δ3
− d†
~r+~δ3
d
~r+~δ3
) ]
,
H4 = D
∑
~r
(
u†~ru~r + d
†
~rd~r
)
−
∑
~r
µ~r
(
u†
~r
u~r + d
†
~r
d~r + t
2 − 1
)
, (6)
where, by following the standard procedure [14], tz bosons
have been condensed, i.e. 〈tz〉 = 〈tz†〉 = t, and a temperature-
dependent chemical potential, µ~r, has been introduced to
guarantee the single-site occupancy. H.c. means Hermi-
tian conjugate.
In order to diagonalize the Hamiltonian, it is necessary
to decouple the four-operator terms of the Hamiltonian
components ( H1, H2 and H3) into product of two oper-
ators. To this end, we make a mean-field decoupling as
done in Ref. [14]. For the component H1, for example,
one obtains(
u†
~r
u~r − d†~rd~r
)(
u†
~r+~δ1
u
~r+~δ1
− d†
~r+~δ1
d
~r+~δ1
)
≈
1
2
(
1− t2) (u†
~r
u~r + u
†
~r+~δ1
u
~r+~δ1
)
+
1
2
(
1− t2) (d†
~r
d~r + d
†
~r+~δ1
d
~r+~δ1
)
−p1
(
u~rd~r+~δ1 + d~ru~r+~δ1 +H.c.
)
−1
2
(1 − t2)2 + 2p21, (7)
where p1 = 〈d†~ru†~r+~δ1〉 = 〈d~ru~r+~δ1〉. Similarly, one gets
p2 = 〈d†~ru†~r+~δ2〉 = 〈d~ru~r+~δ2〉 and p3 = 〈d
†
~r
u†
~r+~δ3
〉 = 〈d~ru~r+~δ3〉,
2
for components H2 and H3, respectively. In addition, we
make another approximation: the local constraint is re-
placed by a global constraint, that is, we assume that µ is
site-independent.
As a result, we arrive at a quadratic Hamiltonian in-
volving boson operators. The next step in diagonalizing
it is to take advantage of translational invariance by using
Fourier transformed operators
d~r =
1√
N
∑
~k
e−i
~k·~rd~k, (8)
d†~r =
1√
N
∑
~k
ei
~k·~rd†~k, (9)
u~r =
1√
N
∑
~k
e−i
~k·~ru~k, (10)
u†
~r
=
1√
N
∑
~k
ei
~k·~ru†
~k
. (11)
However, this is not sufficient to diagonalize completely the
Hamiltonian. Hence, we make use of a linear combination
of Fourier transformed operators
α~k = χku~k + ρkd
†
−~k
,
β~k = χkd−~k + ρku
†
~k
, (12)
provided that χ2k − ρ2k = 1. This is known as Bogoliubov
transformation.
Finally, we write the diagonal form of the Hamiltonian
H =
∑
~k
ωk
(
α†
~k
α~k + β
†
~k
β~k
)
+
∑
~k
(ωk −Λk) +C, (13)
where
ωk =
√
Λ2k −∆2k, (14)
Λk =
1
2
(1− t2)(−z1 + ηz2 + αz3) + g(k)t2
+ D − µ, (15)
∆k = g(k)t
2 − F (k), (16)
g(k) = −z1γk1 + ηz2γk2 + αz3γk3 , (17)
F (k) = −z1γk1p1 + ηz2γk2p2 + αz3γk3p3, (18)
γk1 =
1
3
(cos kx + cos ky + cos kz), (19)
γk2 =
1
3
(cos kx cos ky+cos kx cos kz+cos ky cos kz), (20)
γk3 = cos kx cos ky cos kz , (21)
C =
N(1− t2)2
4
(z1 − ηz2 − αz3) +Nµ(1− t2)
+ N
(−z1p12 + ηz2p22 + αz3p32) . (22)
Two frustration parameters have been defined, namely η =
J2
J1
and α = J3
J1
, and we have fixed J1 = 1.
We can derive the energy of the ground state from
the Hamiltonian of non-interacting bosons (13) by setting
α†
~k
α~k = β
†
~k
β~k = 0, since these operators count the number
of bosons (excitations). Thus,
E0 = C +
∑
~k
(ωk − Λk). (23)
It is also straightforward to obtain the Gibbs free energy
G = E0 − 2
β
∑
~k
ln[1 + n(ωk)], (24)
where
n(ωk) =
1
eβωk − 1 (25)
and β = 1
kBT
is the Boltzmann factor.
By minimizing the Gibbs free energy, we obtain a set
of coupled equations from which the phase diagram of the
model can be examined,
2− t2 = 1
N
∑
~k
Λk
ωk
coth
(
βωk
2
)
, (26)
µ =
1
N
∑
~k
Λk −∆k
ωk
g(k) coth
(
βωk
2
)
, (27)
pi = − 1
2N
∑
~k
∆k
ωk
γki coth
(
βωk
2
)
, (28)
with i = 1, 2, 3.
Taking the continuum limit, the summation over ~k can
be replaced by a triple integral, then these integrals are
solved numerically by using the Gauss-Legendre method.
We also apply the Newton-Raphson technique for solving
these coupled equations.
2.1. Phase Transitions
The classical version of the Hamiltonian (1) withD = 0
has two ordered phases at absolute zero:
(i) A ferromagnetic phase (F) characterized by ~kF =
(0, 0, 0);
(ii) A collinear antiferromagnetic phase (CAF) charac-
terized by ~kCAF = (0, 0, π) or ~kCAF = (0, π, 0) or
~kCAF = (π, 0, 0).
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It should be mentioned that in contrast to the classical J1−
J2 − J3 antiferromagnetic Heisenberg model, the collinear
antiferromagnetic phase with ~k = (0, π, π) is never stable
in its ferromagnetic counterpart.
In order to verify the presence of these ordered phases
in the quantum Hamiltonian (1), we must analyze the en-
ergy gap for both phases F and CAF. According to the
bond-operator formalism, phase transitions are obtained
from the gapped phase (disordered) to the gapless phase
(ordered) when the gap closes at the critical point.
For the F order, the boson modes become gapless at ~kF
and therefore ω~kF = 0, which characterizes a phase tran-
sition between the disordered paramagnetic phase and the
ferromagnetic phase. For the CAF order, the energy gap
goes to zero at ~kCAF , then ω~kCAF = 0, which characterizes
a phase transition between the disordered paramagnetic
phase and the collinear antiferromagnetic phase
3. Results and Discussion
In this section, we show numerical results obtained by
solving the coupled equations (26-28) in the continuum
limit. Phase diagrams at zero temperature as well as at
finite temperature are analyzed as a function of the pa-
rameters of the Hamiltonian (1).
3.1. Quantum Phase Diagram (T = 0)
Figure 1 shows the quantum phase diagram for α = 0.
One notes the presence of two ordered phases below the
critical lines, namely F and CAF. For 0 ≤ η < 0.227, the
ferromagnetic phase is stable, while for 0.239 < η ≤ 1,
the collinear antiferromagnetic phase is stable. A remark-
able finding is a narrow nonmagnetic phase between F and
CAF phases along η-axis, for 0.227 ≤ η ≤ 0.239, which is
clearly depicted in the inset. Such a gapped phase, which
is absent in the corresponding classical model, is a quan-
tum spin liquid candidate. Thus, our results indicate that
even a three-dimensional model is able to host a quantum
spin liquid phase, despite the fact that quantum fluctu-
ations decreases with the increase of lattice dimensional-
ity. Recently, a quantum spin liquid phase candidate has
also been suggested on the cubic lattice for the spin-1/2
J1− J2− J3 antiferromagnetic Heisenberg model by using
the variational cluster approach [21], which corroborates
our finding.
One can also see that the nature of the phase transi-
tions varies with η. For η = 0.227 and η = 0.239, the en-
ergy gap does not vanish continuously, as one would expect
at a critical point, by contrast, it passes through a finite
minimal value. This is shown in Figure 2 for η = 0.227.
From D = 1.7, we see clearly that the energy gap, ω~kF ,
decreases with decreasing D, passes through a minimum,
and then increases. Hence, we believe that the model un-
dergoes first-order transitions for those values of η.
0 0.2 0.4 0.6 0.8 1
η
0
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15
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c
Disordered
F CAF
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0.22 0.23 0.24 0.25
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α = 0
Figure 1: (color online) Critical crystal field, Dc, as a function of
the frustration parameter, η, at zero temperature, for α = 0. The
continuous lines refer to second-order quantum phase transitions,
and the dotted lines refer to first-order ones. The inset shows the
low crystal field region on a finer scale.
It is also worth analyzing the effect of the crystal field
on the stability of the ordered phases. Note that the crit-
ical crystal field, Dc, for the F phase, decreases with in-
creasing η, while for the CAF phaseDc increases. This can
be understood as a result of the frustration that destroys
the ferromagnetic order and favors the collinear antiferro-
magnetic one.
A similar phase diagram is obtained by letting α = 0.1.
As shown in Figure 3, when we include the third-neighbor
coupling, J3, the ordered phases, F and CAF, are still
present as well as the magnetically disordered one. How-
ever, the J3 interaction reduces the F phase and increases
the CAF order. Considering D < Dc, the F phase is
stable for 0 ≤ η < 0.127, while CAF phase is stable for
0.137 < η ≤ 1.
For 0 ≤ α < 0.23, the phase diagram seems the ones
shown in Figures 1 and 3. By contrast, for α ≥ 0.23, the
phase diagram is modified, namely only the CAF phase is
stabilized along the η-axis. A phase diagram in this range
of frustration parameter is depicted in Figure 4. There-
fore the competition between J1 and J3 is responsible to
suppress the ferromagnetic order for α ≥ 0.23, since J3
frustrates the J1 coupling. We remark that this feature
is not observed in the corresponding model with both J1
and J3 antiferromagnetic, by reason of J3 does not frus-
trate J1, then, in this case, the Ne´el order is enhanced in
contrast to the collinear one [13].
For the sake of completeness, the phase diagram for
D = 0 is depicted in Figure 5. We show the first-order
phase transitions between the non-magnetic phase (disor-
dered) and the ordered phase (F or CAF). As one can see,
the disordered phase is very narrow and its width remains
approximately constant as the frustration parameters are
varied. In addition, we observe that both frustration pa-
rameters, α and η, have the same effect on the phase di-
4
1.4 1.45 1.5 1.55 1.6 1.65 1.7
D
0.33
0.34
0.35
0.36
0.37
0.38
ωkF
α = 0
η = 0.227
Figure 2: The energy gap of the ferromagnetic phase, ω~kF
, as a
function of the crystal field, D, at zero temperature, for α = 0 and
η = 0.227.
agram: upon increasing α or η the phase transitions al-
ways occur from the ferromagnetic phase to the disordered
phase, and then to the collinear phase.
0 0.2 0.4 0.6 0.8 1
η
0
5
10
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20
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c
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1
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Figure 3: (color online) The same as Fig. 1 for α = 0.1.
3.2. Phase Diagram at Finite Temperature
Up to now, we have set T = 0. In this section, we turn
our attention to the effect of temperature on the phase
diagram of the present model. Thus, in contrast to the
quantum phase transitions, the phase transitions analyzed
here is driven by thermal fluctuations.
The behavior of the critical temperature, Tc
F (CAF ), as
a function of the crystal field, for some values of η, is shown
in Figure 6. Phase transitions between the F phase and
the disordered phase is depicted in Figures 6(a)-(b) while
the transitions between CAF phase and the disordered
0 0.2 0.4 0.6 0.8 1
η
0
5
10
15
D
c
CAF
Disordered
α =  0.25
Figure 4: (color online) Critical crystal field, Dc, as a function of the
frustration parameter, η, at zero temperature, for α = 0.25.
0 0.05 0.1 0.15 0.2 0.25
η
0
0.05
0.1
0.15
0.2
0.25
α
CAF
F
D = 0
Disordered
Figure 5: (color online) α as a function of η, at zero temperature, for
D = 0. The dotted lines denote the first-order transitions between
the ordered phase (F or CAF) and disordered one.
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one is depicted in Figures 6(c)-(d). A common feature is
shared by all lines in the Figure 6: the critical temperature
passes through a maximum upon increasing crystal field,
and then decreases toward the quantum critical point. It
should be mentioned that this is not a consequence of
frustration, since unfrustrated Heisenberg model also ex-
hibits it [14, 22]. We believe that the quantum nature of
the model, which is introduced by the non-commutativity
of quantum mechanics spin operators, is responsible for
this effect because in the classical Heisenberg model such
characteristic is not observed: the critical temperature in-
creases as the crystal field increases, and asymptotically
approaches a constant value [23]. Consequently, in con-
trast to its quantum counterpart, the spins order down
to absolute zero, even if the easy-plane anisotropy is very
strong.
In Figures 6(a)-(b), one notices that Tc
F decreases with
increasing η, since the frustration weakens the ferromag-
netic order, then less thermal fluctuations are required to
drive the phase transition. By contrast, in Figures 6(c)-
(d), one can see that Tc
CAF increases as η increases be-
cause the collinear order is strengthened by the presence
of J2 coupling. We also conclude, by setting η, that Tc
F is
greater for α = 0 (red line in Fig. 6(a)) than for α = 0.1
(blue line in Fig. 6(b)). On the other hand, by doing the
same, we observe that Tc
CAF is greater for α = 0.1 (red
and black lines in Fig. 6(d)) than for α = 0 (red and black
lines in Fig. 6(c)).
It seems worthwhile to analyze the behavior of the crit-
ical temperature as a function of η for some values of α
with D 6= 0. The results that are shown in Figure 7(a) for
D = 6 indicate that the magnetically disordered region
between F and CAF becomes smaller with increasing α.
For α ≥ 0.2, as depicted in Figure 7(b), the F phase is
completely destroyed and the CAF region becomes larger.
4. Concluding Remarks
We have studied the spin-1 J1 − J2− J3 ferromagnetic
Heisenberg model with an easy-plane crystal field on the
cubic lattice by using the bond-operator formalism. Phase
diagrams have been examined at finite and at zero tem-
peratures. The zero-temperature phase diagrams exhibit
a narrow magnetically disordered phase between the ferro-
magnetic and collinear antiferromagnetic phases for D = 0
and 0 ≤ α < 0.23. We suggest that such a disordered
phase is a quantum spin liquid candidate. Second- and
first-order phase transitions have been located according
to the energy gap behavior. The effect of the crystal field,
frustration and temperature on the stability of the ordered
phases has also been analyzed in some cases.
One should mention that applications of numerical pro-
cedures to the present model would be very welcome in
order to be compared with our analytical results, mainly
to confirm the first-order transitions between the ordered
and the disordered phases. Although, in general, numer-
ical methods are not suitable to treat quantum systems
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(c) (d)
D
Figure 6: (color online) Critical temperature, T
F (CAF )
c , as a function
of the crystal field, D, for several values of frustration parameters, α
and η.
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Figure 7: (color online) Critical temperature, Tc, as a function of the
frustration parameter, η, for some values of α.
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in three dimensions, the variational cluster approach has
been recently extended to study such systems [21], and
then it can be used to verify the nature of these transi-
tions.
As a final remark, the possibility of defining a nematic
order induced by the crystal field (D 6= 0) at absolute
zero in the present model will be subject of future inves-
tigation, since a nematic order has been found in its two-
dimensional counterpart [4]. Furthermore, the extension of
the present calculations to three-dimensional lattices with
more complex geometries, such as hyperhoneycomb and
stripyhoneycomb [10, 12], deserves serious consideration.
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