In this paper the author derives a lower bound for the largest eigenvalue and an upper bound for the smallest eigenvalue of Hermitian matrices, based on Weyl's inequalities. Some related results, consequences, applications, and examples are provided. In the fifth section, the main result is applied to some integer matrices.
Introduction
In matrix theory, some of the most useful inequalities are Weyl's inequalities, named after Hermann Weyl, and which compare the eigenvalues of the sum A 1 + A 2 of n × n Hermitian matrices with the sum of the eigenvalues of A 1 and A 2 . These inequalities are as follows, for 1 ≤ i ≤ n: λ i (A 1 + A 2 ) ≤ λ i+j (A 1 ) + λ n−j (A 2 ) for j = 0, 1, ..., n − i ; λ i (A 1 + A 2 ) ≥ λ i−j+1 (A 1 ) + λ j (A 2 ) for j = 1, 2, ..., i, where λ 1 (A 1 ) ≤ λ 2 (A 1 ) ≤ ... ≤ λ n (A 1 ) are the eigenvalues of A 1 in nondecreasing order, and similarly for A 2 and A 1 + A 2 . In particular we have
for 1 ≤ i ≤ n. Letting i = 1 and i = n we then have, respectively:
and
For t n × n Hermitian matrices A 1 , A 2 , ..., A t , we get
In the following sections, based on the above inequalities, we derive some other inequalities and bounds for the eigenvalues of Hermitian matrices. We also provide related results, consequences, applications, and examples. For these purposes we use the following notation. Let S = {P 1 , . . . , P n! } be the set of all n × n permutation matrices, let w be any vector in C n , and let A be an n × n matrix. Then we define:
for n = 1, γ 1 (A) = γ 2 (A) = a 11 . As usual, ρ(A) is the spectral radius of A, A 1 and A ∞ are the respective induced matrix norms of A, and w 2 is the Euclidean norm of vector w . As before, if A is Hermitian, then we use the ordering
Proof. Let e 1 , e 2 , ..., e n be the n canonical vectors in C n . In general, for 1 ≤ i ≤ n and 1 ≤ k ≤ n, e i is the k th column in (n − 1)! elements of S. Also, for i = j and k = m, e i and e j are respectively the k th and m th columns in (n − 2)! elements of S. Let e k,i be the i th column of the permutation matrix P k . Then
. . .
which is equal to a 11 for (n − 1)! terms of L(A) ii of the form (P T k A P k ) ii since e k,i = e 1 for (n − 1)! permutation matrices, and it is equal to a 2,2 for another (n − 1)! terms and so on. Hence, for 1 ≤ i ≤ n,
, which is equal to a 12 for (n − 2)! terms of (L(A)) ij , since e k,i and e k,j are respectively, the first and the second columns in (n − 2)! elements of S. In an analogous way, e T k,i A e k,j is equal to a 1,3 for another (n − 2)! terms and so on. Hence, for i = j,
Applying inequalities (2) and (3) to L(A), and using the fact that all the Hermitian matrices (P k A P k ) are similar to A, and therefore have the same eigenvalues, we obtain: Lemma 2.2. Let A be an n × n Hermitian matrix. Then
Lemma 2.3. Let α and β be complex numbers, and let M be an n × n matrix with α on all diagonal positions and β on all off-diagonal positions. Then M has eigenvalues α−β with multiplicity n−1 and α+(n−1)β with multiplicity 1.
Proof. Observe that M = (α − β)I + βJ where I is the identity matrix and J is the all 1 s matrix. Now J has eigenvalues n , 0 ... 0, so that M has eigenvalues (α − β) + nβ, ie α + (n − 1)β, with multiplicity 1 and α − β with multiplicity n − 1.
We now come to the main result of the paper. Theorem 2.4. Let A be an n × n Hermitian matrix. Then
Proof. By Lemma 2.1, L(A) has one distinct diagonal entry which is equal
a ii and one distinct off-diagonal entry which is equal to (n −
Then the theorem follows from Lemma (2.2). Remarks 1. Let B be an n × n Hermitian matrix with one distinct diagonal element α and one distinct off-diagonal elements β. Then, by Lemma 2.3 and the definition of γ 1 (A) and γ 2 (A),
Since γ 1 (B), γ 2 (B), λ 1 (B), and λ 2 (B) are continuous functions of the entries of B, a relatively small perturbation applied to B and leading to a Hermitian matrix C will result into small differences (γ 1 (C) − λ 1 (C)) and (λ n (C) − γ 2 (C)). As an example, let Then
2. For a real n × n matrix A = [a ij ] with real eigenvalues, which is not necessary Hermitian, we have
This follows from the fact that
we also have
Hence, for every Hermitian matrix A, γ 1 (A) and γ 2 (A) give equal or better bounds for, respectively, λ 1 (A) and λ n (A) than trace(A) n .
3. If a matrix is not Hermitian then Theorem 2.4 may apply to it and may not. For example, Theorem 2.4 applies to
and does not apply to
4. For the eigenvalues of a given n × n Hermitian matrix A = [a ij ] other than λ 1 (A) and λ n (A), we can derive an upper bound that is dependent on the entries of A and λ n (A), and a lower bound dependent on the entries of A and λ 1 (A). In fact for 1 < i < n, inequalities in (1) applied to L(A), with induction and argument similar to the proof of Lemma 2.2, imply
which leads to
3 Consequences and applications of Theorem 2.4
The following corollary of Theorem 2.4 gives a lower bound for the spread of a Hermitian matrix in terms of its entries.
Corollary 3.1. Let A = [a ij ] be an n×n Hermitian matrix, with n ≥ 2. Then
The next result also follows easily from Theorem 2.4, and gives necessary conditions for Hermitian matrices to be similar to each other. Corollary 3.2. Let A and C be two Hermitian matrices that are similar to each other, and let λ 1 = λ 1 (A) = λ 1 (C) and λ n = λ n (A) = λ n (C). Then, in addition to the inequalities γ 2 (A)−γ 1 (A) ≤ λ n − λ 1 and γ 2 (C)−γ 1 (C) ≤ λ n − λ 1 , we also have Corollary 3.4. Let A be a Hermitian matrix, and A be a matrix norm of
The second part of the corollary follows from the first part and the fact that
Theorem 3.5. Let A and B be n × n commuting Hermitian matrices. Let α and β be, respectively, eigenvalues of A and B, such that |α| = ρ(A), |β| = ρ(B), Av = αv and Bv = βv for some nonzero vector v. Then for every positive integers k and m we have
Proof. αβ is an eigenvalue of A B, so that ρ(A B) = αβ = ρ(A)ρ(B) and more
m . Then we apply Corollary 3.4.
Theorem 3.6. Let N be an n × n normal matrix and let β 1 , β 2 · · · β n be its eigenvalues with |β 1 | ≤ |β 2 | ≤ · · · ≤ |β n |. Then
In particular, if γ 1 (N N * ) = 0, then N is singular.
Proof. Apply Theorem 2.4 to the matrix N N * which is hermitian, and its eigenvalues are
Hermitian matrices are normal. Therefore we have:
Corollary 3.7. Let A be Hermitian matrix. If γ 1 (A 2 ) = 0 then A is singular.
Lemma 3.8. Let A be an n × n matrix, and let C 2 (A) be the matrix with the same entries as A, except one off-diagonal entry of smallest absolute value in each row of A is replaced by 0 in C 2 (A). Let λ be an eigenvalue of A with geometric multiplicity greater or equals to 2. Then
The above result and its proof can be found in [3] .
Theorem 3.9. Let A be an n × n Hermitian matrix and let C 2 (A) be as in Lemma 3.8.
then λ n (A) is simple, and
Proof. The first part of the theorem follows from Theorem 2.4 and Lemma 2.3. In the second part, use the facts: Theorem 3.11. Let A be a nonsingular Hermitian matrix that has both negative and positive eigenvalues. Let α and β be, respectively, the smallest positive and the largest negative eigenvalues of A. Then
Proof. Use the fact that λ is an eigenvalue of A if and only if 1 λ is an eigenvalue
and β = 1 λ 1 (A −1 ) .
Then apply Theorem 2.4 to A −1 .
Let A , α and β be as in Theorem 3.11. Assume that γ 1 (A −1 ) < 0 , γ 2 (A −1 ) > 0, and define
}, and r 2 = max{ 1
}.
Then Theorem 3.11 implies that min{α , |β|} ≤ r 1 , and max{α , |β|} ≤ r 2 .
Based on the discussion above, we state the following corollary.
Corollary 3.12. Let A be a nonsingular Hermitian matrix such that γ 1 (A) < 0 and γ 2 (A) > 0. Let
. Then
• A −1 has both positive and negative eigenvalues,
• A −1 has at least one eigenvalue within the interval [−r 1 ,r 1 ],
• A −1 hast at least two distinct eigenvalues within the the interval [−r 2 ,r 2 ].
Remark 3.13. Let A be a Hermitian matrix for which γ 1 (A) < 0 and γ 2 (A) > 0. Then A has both positive and negative eigenvalues. If we interchange the positions of some diagonal entries of A, or if we interchange the positions of some off-diagonal entries of A such that the obtained matrix B is Hermitian, then B also has negative and positive eigenvalues. This is because γ 1 (A) = γ 1 (B) and γ 2 (A) = γ 2 (B).
Example 3.14. Consider the Hermitian matrix
Since A has both positive and negative eigenvalues, then according to Remark 3.13, matrices such as 
Some other results related to positive definite matrices
An argument similar to the proof of Theorem 3.11 yields the following.
Theorem 4.1. Let A be a positive definite or a negative definite matrix. Then
. gives a better upper-bound for λ 1 (A) than γ 1 (A).
Theorem 4.3. Let A be a Hermitian matrix. If γ 1 (A) γ 2 (A) ≤ 0, then A is neither positive definite nor negative definite. This is also the case if A is nonsingular and
In other words, for A to be positive definite, both γ 1 (A) and γ 2 (A) need to be positive, and for A to be negative definite, both γ 1 (A) and γ 2 (A) need to be negative.
Proof. The first part follows directly from Theorem 2.4, and the second follows from Theorem 4.1 Next, we give lower bound for the condition number of positive definite and negative definite matrices.
Theorem 4.4. Let A and B be, respectively, positive definite and negative definite. Then
Application of Theorem 2.4 to some integer matrices
We first give a result that follows directly from Theorem 2.4. 
Toeplitz matrices
Consider the set of Toeplitz matrices of the form: 
where n ranges over all positive integers greater or equal to 2. Then
Now by applying Theorem 2.4, we obtain:
Theorem 5.2. Let T n be defined as above with n ≥ 2. Then T n is neither positive definite nor positive semidefinite, and we have
Hankel matrices
Consider the set of Hankel matrices H n of the form: 
Therefore, by applying Theorem 2.4, we obtain:
Theorem 5.3. Let H n be defined as above, with n ≥ 2. Then H n is neither positive definite nor semi-positive definite, and we have λ 1 (H n ) ≤ −1 and λ n (H n ) ≥ n 2 .
GCD matrices
Let B n = [b ij ] be the n × n symmetric matrix such that b ij = gcd(i, j) = the greatest common divisor of i and j. By Theorem 2.4, we have λ 1 (B n ) ≤ γ 1 (B n ) ≤ γ 2 (B n ) ≤ λ n (B n ), so we obtain:
and b ii = n j=1 (a ij ) 2 . By applying Formula (4) to B, we obtain the following inequality:
Let C = [c ij ] = A 4 . Then C is symmetric doubly stochastic, and by the same reasoning, we obtain the inequality: 
