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Fermi-liquid theory of imbalanced quark matter
J.J.R.M. van Heugten, Shaoyu Yin∗, and H.T.C. Stoof
Institute for Theoretical Physics, Utrecht University,
Leuvenlaan 4, 3584 CE Utrecht, The Netherlands
The temperature dependence of the thermodynamic potential of quantum chromodynamics
(QCD), the specific heat, and the quark effective mass are calculated for imbalanced quark mat-
ter in the limit of a large number of quark flavors (large-NF ), which corresponds to the random
phase approximation. Also a generalization of the relativistic Landau effective-mass relation in the
imbalanced case is given, which is then applied to this thermodynamic potential.
PACS numbers: 11.10.Wx, 11.15.Pg, 12.38.Mh, 71.10.Ay
I. INTRODUCTION
Landau Fermi-liquid theory has seen considerable suc-
cess in describing a wide variety of fermionic many-
particle systems, such as liquid Helium-3, electrons in
metals, nuclei and nuclear matter [1–4]. It gives an effec-
tive description of the low-lying elementary excitations
(quasiparticles) at low temperatures, i.e., at a tempera-
ture T such that the system can be considered degener-
ate (T ≪ µ, where µ denotes the chemical potential) but
still in the normal phase above any symmetry breaking
phase transition (T ≫ Tc), for example, to a magnetic or
superconducting phase. Nevertheless, the theory is not
only important for the description of the above “normal”
(Fermi-liquid) phase, but is also vital to correctly de-
scribe the emergence of a possible ordered phase [5]. In-
deed, according to the Bardeen-Cooper-Schrieffer (BCS)
theory the onset of superconductivity is to be viewed as
an instability of the Fermi liquid under an attractive in-
teraction, which results in the formation of Cooper pairs
[6]. The same is true for magnetism in the case of repul-
sive interactions.
In particular, BCS theory implies that the high-density
and low-temperature region of the phase diagram of
quantum chromodynamics (QCD) contains a color super-
conducting phase of quarks [7, 8]. In fact, since quarks
carry color, flavor and spin quantum numbers, many dis-
tinct superconducting phases are possible and are char-
acterized by the various symmetries of the Cooper-pair
wavefunction. These phases of cold and dense QCD
might occur in the core of neutron stars where mat-
ter is compressed to several times the nuclear density
ρ0 ≃ 0.16 fm−3. The presence of such a superconducting
phase is expected to have observable consequences on the
cooling and magnetic fields of neutron stars [9–11]. A
particularly interesting phase is the so-called 2SC phase
in which only two flavors of quarks are paired, while the
unpaired quarks of the third flavor remain a Fermi liquid.
This phase further illustrates the importance of under-
standing the quark-gluon plasma, i.e., the normal phase
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of quarks.
Fortunately, due to asymptotic freedom, the coupling
constant g of QCD becomes small at large chemical po-
tential µ, such that a systematic study of the high-density
and low-temperature region of the QCD phase diagram
is possible using perturbation theory. At high densities
the dominant interaction between quarks is that of one-
gluon exchange, where the long-range behavior of the
gluons is screened due to the quark-gluon plasma. While
the electric gluons (longitudinal) are screened by a De-
bye mass mg ∼ gµ, the magnetic (transverse) gluons are
only dynamically screened [12, 13]. This residual long-
range behavior of the magnetic gluons dominates the low-
temperature behavior of the system. Examples of the ef-
fects of magnetic gluons can be seen in the non-standard
scaling of the critical temperature of the superconduct-
ing phase Tc ∼ µg−5 exp
(−3π2/g) [14–16], which de-
pends exponentially only on 1/g instead of showing the
expected 1/g2 behavior, or of the life-time of elementary
excitations of (grand-canonical) energy E near the Fermi
surface τ(E) ∼ |E|−1 [17–20] that signal a (marginal)
non-Fermi-liquid behavior at zero temperature.
In the context of a possible deconfined phase of quarks
inside neutron stars, the Fermi system is expected to be
imbalanced due to the different chemical potentials of the
various quarks. This deconfined phase may contain u, d,
and s quarks with different densities as a consequence
of their different masses and charges. In cold atomic
physics, an analogous population imbalance has been re-
alized experimentally between two spin states [21, 22],
which resulted in frustration of the pairing between par-
ticles. This will cause very different behavior from the
normal BCS case and is currently a very hot topic in a
wide variety of fields [23, 24]. In particular, the imbal-
ance between different flavors of quarks is expected to
significantly alter the properties of the QCD phase di-
agram, such as the 2SC phase mentioned above or the
color-flavor locked phase where all the colors and flavors
are paired [7]. In the present paper, we therefore gener-
alize the quasiparticle properties based on Fermi-liquid
theory to an imbalanced system.
To do so, the effect of the dressed gluons on the ther-
modynamic potential, specific heat and effective mass
of the quasiparticles is determined at low temperatures.
2The thermodynamic potential will be calculated for a
two-flavor quark system in the limit of a large number
of quark flavors (large-NF ). This approximation cor-
responds to the random phase approximation (RPA),
which has been quite successful in condensed-matter
systems such as the interacting electron gas in metals
[25]. Using the framework of Landau Fermi-liquid the-
ory for relativistic systems, derived in section II, the ef-
fective mass of the quasiparticles can be determined from
the thermodynamic potential by considering the specific
heat. The result and its implications on the applicabil-
ity of Fermi-liquid theory is discussed. As we will show,
the logarithmic dependence of the temperature, which
is due to the transverse gluons, shows the breakdown of
Fermi-liquid theory at low temperatures. Furthermore,
even though within our approximations there is no inter-
action between the different flavors of quarks in the limit
of weak coupling, the RPA correction still presents some
mixing between the different flavors, which stems from
the long-wavelength screening of the longitudinal gluons.
Above and throughout the article natural units are used,
i.e., units such that ~ = c = kB = 1. Other conventions
and technical details of the calculation can be found in
the Appendices.
II. LANDAU FERMI-LIQUID THEORY
To describe the normal state of the quark-gluon plasma
at nonzero temperatures, which is a strongly interacting
gas of quarks, Landau Fermi-liquid theory can be used.
This theory takes as a starting point the non-interacting
Fermi gas and switches on the interaction adiabatically.
As long as the temperature of the system is much higher
than the critical temperature Tc for superconductivity, no
bound states (Cooper pairs) will form and each state of
the non-interacting Fermi gas is transformed into a state
of the interacting gas. Therefore, the excitations of such a
Fermi liquid remain of a fermionic nature. For simplicity,
Fermi-liquid theory will be introduced here for a system
at zero temperature even though the quark-gluon plasma
is formally a marginal Fermi liquid in that case. However,
the introduced concepts turn out to be valid for nonzero
temperatures much lower than the Fermi temperature
TF , which is expected to be around 10
13 K for quarks in
the core of neutron stars.
The basis of Landau Fermi-liquid theory is to consider
the effect of a small change of the ground-state Fermi dis-
tribution on the thermodynamic potential density, which
can be written as
δΩ =−
∑
σ
nσδµσ +
1
V
∑
k,σ
(ǫσ(k) − µσ)δNσ(k)
+
1
2V 2
∑
k,σ;k′,σ′
fσσ′ (k,k
′)δNσ(k)δNσ′ (k
′). (1)
Here δNσ(k) is a small change in the ground-state mo-
mentum distribution of species σ, nσ is the particle den-
FIG. 1: A Galilean transformation (dotted curve) and Lorentz
boost (dashed curve) of a Fermi sphere (solid curve). The
boosts have been scaled in order to compare the shapes of
the Fermi sphere after the transformation. The volume of the
Fermi sphere, i.e., the density of the gas, becomes larger due
to the Lorentz contraction.
sity, ǫσ(k) is the energy of a quasiparticle that for our
purposes only depends on the magnitude of the vector k,
and µσ is the chemical potential. In the case of electrons
the index σ specifies the spin of the electron, while for the
case of quarks it specifies the spin, color and flavor of the
quark. Hence, the quasiparticle energy and the effective
interaction between quasiparticles are defined as
ǫσ(k) − µσ ≡ δΩ
δNσ(k)
,
fσσ′(k,k
′) ≡ δΩ
δNσ(k)δNσ′ (k′)
.
An important quantity in Fermi-liquid theory is the
effective mass m∗σ of a quasiparticle of species σ near its
Fermi surface. It is defined in terms of the group velocity
v∗σ evaluated at the Fermi momentum kσ
m∗σ ≡
kσ
v∗σ
≡ kσ
[
∂ǫσ(k)
∂k
]−1
k=kσ
, (2)
such that upon linearizing the quasiparticle energy
around the Fermi surface we obtain
ǫσ(k) ≃ µσ + kσ
m∗σ
(k − kσ), (3)
with µσ = ǫσ(kσ) as the Fermi energy of species σ. In the
non-interacting limit, the effective mass reduces to m∗σ =
mσ and m
∗
σ = ǫσ0(kσ) =
√
k2σ +m
2
σ for non-relativistic
and relativistic dispersions, respectively.
Using the fact that the pressure is an invariant under
Galilean or Lorentz transformations (see Appendix. B 1),
of which the effect can be written as a change in the dis-
tribution as shown in Fig. 1, Eq. (1) should give zero for
this particular choice of δNσ(k) and hence relate ǫσ(k) to
fσσ′(k,k
′). In other words, by performing an infinites-
imal Galilean or Lorentz transformation on the Fermi
sphere, the effective mass can be related to the effective
interaction at the Fermi surface [1, 26].
To this end, consider an infinitesimal change in the
3Fermi surface from kσ to kσ + δkσ(kˆ)
δNσ(k) =


1 kσ ≤ k ≤ kσ + δkσ(kˆ) δkσ > 0,
−1 kσ + δkσ(kˆ) ≤ k ≤ kσ δkσ < 0,
0 otherwise,
where the change in the Fermi surface solely depends on
the direction in momentum space denoted by kˆ. The cor-
responding change in the thermodynamic potential den-
sity can be written as
δΩ =
∑
σ
ˆ
dkˆ
(2π)3
kσ+δkσˆ
kσ
dkk2[ǫσ(k)− µσ] + 1
2
∑
σ,σ′
¨
dkˆ
(2π)3
dkˆ′
(2π)3
kσ+δkσˆ
kσ
dkk2
kσ′+δkσ′ˆ
kσ′
dk′k′2fσσ′(k,k
′)−
∑
σ
nσδµσ
=
∑
σ
k3σ
4π2m∗σ
ˆ
dkˆ
4π
δk2σ(kˆ) +
∑
σ,σ′
k2σk
2
σ′
2(2π2)2
¨
dkˆ
4π
dkˆ′
4π
fσσ′ (kσ, kσ′ , θ)δkσ(kˆ)δkσ′ (kˆ
′)−
∑
σ
nσδµσ. (4)
In the second line the integrals were expanded to second
order in δkσ(kˆ), and fσσ′ (kσ, kσ′ , θ) was defined as the
effective interaction at the Fermi surfaces between two
species, with θ the angle between the directions of k and
k′. Next we expand δkσ in terms of spherical harmonics
and fσσ′ in terms of Legendre polynomials as
δkσ(kˆ) =
∑
l,m
δklmσ Ylm(kˆ),
fσσ′(kσ, kσ′ , θ) =
∑
l
fl,σσ′(kσ, kσ′ )Pl(cos θ).
For an imbalanced system, the difference in density nσ
results in a difference in µσ, which can causem
∗
σ to be dif-
ferent from each other even if their non-interacting bare
masses mσ are the same. For each species, the particle
density obeys nσ = k
3
σ/6π
2. Inserting these expansions
and using the orthogonality of the spherical harmonics,
Eq. (4) becomes
δΩ =−
∑
σ
nσδµσ +
∑
l,m,σ
3nσ|δklmσ |2
2m∗σ
+
∑
l,m,σ,σ′
fl,σσ′ (kσ, kσ′)k
2
σk
2
σ′δk
lm
σ (δk
lm
σ′ )
∗
8π4(2l+ 1)
. (5)
In the balanced case, all Fermi momenta are the same,
kσ = kF , δk
lm
σ = δk
lm
F , then Eq. (5) reduces to
δΩ = −nδµ+
∑
l,m
3n
2m∗
|δklmF |2
[
1 +
Fl
2l+ 1
]
, (6)
where the intensive quantities m∗, µ, kF and Fl are the
same for all species, and n is the total density, i.e., the
density summed over all species. The (dimensionless)
Landau Fermi-liquid parameters Fl are defined as
Fl =
∑
σ′
k2F fl,σσ′(kF )
2π2
[
∂ǫ(k)
∂k
]−1
kF
=
∑
σ′
kFm
∗fl,σσ′(kF )
2π2
.
(7)
Note that Fl is species independent, but the inter-species
and intra-species interactions can be different, so the sub-
script σ is shown explicitly in fl,σσ′ but not in Fl. From
the above it is possible to derive the equation for the ef-
fective mass, as we first show for the simpler balanced
case.
Consider a change in the distribution due to a Lorentz
transformation as shown in Fig. 1. The shape of the
Fermi sphere is determined from the equation µ =
−kµuµ, where kµ = (ǫ(k),k) is the four-momentum,
uµ = (γ, γv) is the four-velocity of the Fermi sphere with
the Lorentz factor γ = 1/
√
1− v2. The minus sign in the
previous expression and in uµu
µ = −1 are a consequence
of our choice of the metric ηµν = diag(−1, 1, 1, 1). In the
rest frame, where uµ = (1,0), the above reduces to the
condition ǫ(kF ) = µ. Similarly, the shape of the Fermi
surface can be determined from the Lorentz transforma-
tion of the momentum to a frame moving with velocity
−v,
k→ k− vˆ(vˆ · k)(1 − γ) + ǫ(k)vγ,
which for an infinitesimal Lorentz transformation reduces
to k → k + ǫ(k)v and in the non-relativistic limit to
k → k + mv. Note that the deformation of the Fermi
sphere due to the Lorentz contraction shows up only in
higher-order terms of v.
First, consider the non-relativistic case in which an
infinitesimal Galilean transformation shifts all momenta
from k to k+mv. This results in a change of the Fermi
surface according to δkF = mkˆ · v = mvY10(cos θ)/
√
3,
such that δklmF = δl1δm0mv/
√
3. Furthermore, the total
energy of the system transforms as E → E + 12Mv2,
where M is the total mass of the system, which induces
a change in the chemical potential µ = ∂E/∂N → µ +
1
2mv
2. Inserting this into Eq. (6) gives the well-known
Landau effective-mass relation in the balanced case [1–4]
m∗ = m
(
1 +
1
3
F1
)
. (8)
Secondly, for a relativistic system the momenta are
shifted by k→ k+ǫ(k)v such that δklmF = δl1δm0µv/
√
3.
4Since the total energy of the system transforms as E →
γE ≃ E + 12Ev2, the change in the chemical potential
is δµ = 12µv
2. Inserting these into Eq. (6) gives the
relativistic Landau effective-mass relation [26]
m∗ = µ
(
1 +
1
3
F1
)
. (9)
Note that in the right-hand side F1 also depends on µ,
because the Fermi momentum kF is a, in general compli-
cated, function of µ.
Now for the more general imbalanced case. Since
the Lorentz transformation is applied uniformly to each
species, according to the symmetry of the formula, we can
expect that the contribution from each species in Eq. (5)
should vanish, namely,
nσµ
2
σv
2
2m∗σ
+
∑
σ′
f1,σσ′(kσ, kσ′)k
2
σk
2
σ′µσµσ′v
2
72π4
−nσµσv
2
2
= 0.
Then we get the general expression for the effective mass,
m∗σ = µσ
[
1 +
∑
σ′
f1,σσ′(kσ, kσ′)Nσ′(0)
3
µσ′kσ′m
∗
σ
µσkσm∗σ′
]
,
(10)
where Nσ(0) = m
∗
σkσ/2π
2 is the density of states at the
Fermi energy of species σ. The arguments in f1 empha-
size that, in the imbalanced case, the interaction may
depend not only on the angle between the momenta but
also on the absolute value of the Fermi momentum of
each species. In fact, the same expression of m∗σ can be
obtained more strictly by considering the addition of a
single particle to the system and comparing the energy
increase in two different frames.
We can introduce the average effective mass, which is
of practical importance, as m∗ =
∑
σm
∗
σ/N with N the
total number of species. Correspondingly, the average
chemical potential is µ =
∑
σ µσ/N . In order to get a
similar expression as in Eq. (9), we introduce the relative
weight of each species as xσ = µσ/Nµ such that
∑
σ xσ =
1, and then generalize the Landau effective-mass relation
with average values as
m∗ = µ
[
1 +
1
3
∑
σσ′
f1,σσ′(kσ, kσ′)Nσ′ (0)
xσ′kσ′m
∗
σ
kσm∗σ′
]
,
(11)
where the double-sum term, which can be defined again
as F1, plays the role of the Landau parameter in the
balanced case as in Eq. (9), therefore we obtain now
F1 =
∑
σσ′
f1,σσ′ (kσ, kσ′)Nσ′(0)
xσ′kσ′m
∗
σ
kσm∗σ′
,
which, obviously, reduces to Eq. (7) as the system be-
comes balanced.
In the following sections the effective mass will be de-
rived from a microscopic RPA calculation. In particular,
in Sec. VI it will be determined from the specific heat.
The specific heat (per volume) for low temperatures can
be expressed in terms of the effective masses by
CV =
1
V
(
∂E
∂T
)
V,N
=
1
V

∑
k,σ
∂E
∂Nσ(k)
∂Nσ(k)
∂T


V,N
≃
∑
σ
kσm
∗
σ
6
T =
∑
σ
π2
3
Nσ(0)T, (12)
where it was used that ∂(E/V )/∂Nσ(k) = ∂Ω/∂Nσ(k)+
µσ ≡ ǫσ(k) and for the temperature derivative the Som-
merfeld expansion was used, c.f. Eq. (E8). This result is
a trivial generalization of the single species or balanced
case, since the effective mass already contains the effect
of interactions, such that the contribution to the heat
capacity of a single quasiparticle is additive.
III. RANDOM-PHASE APPROXIMATION
Our starting point is the partition function
Z =
ˆ
Dψ¯DψDAµDη¯Dη exp
(
−
ˆ
d4xLEQCD
)
,
containing the Euclidean QCD Lagrangian density fixed
in a linear gauge fµA
a
µ = 0,
LEQCD =
∑
f
ψ¯f (γµDµ +mf − γ0µf )ψf + 1
4
GaµνG
a
µν
+ η¯a(∂µfµδ
ab + gfabcAcµfµ)η
b +
1
2ξ
(fµA
a
µ)
2,
where ψf is the quark field of flavor f (the color c and spin
s degrees of freedom are not shown explicitly) with mass
mf and chemical potential µf , A
a
µ are the gluon fields, η
a
are the ghost fields, g is the QCD coupling constant, ξ is
a gauge fixing parameter, fabc are the fine-structure con-
stants of the color SU(3) group, the covariant derivative
Dµ = ∂µ− igtaAaµ and the antisymmetric gluon field ten-
sorGaµν = ∂µA
a
ν−∂νAaµ+gfabcAbµAcν . For large densities,
the fermionic degrees of freedom become increasingly im-
portant, such that the large-NF limit could give insight
into the behavior of quarks at high densities. Therefore,
consider the large-NF limit with a fixed rescaled coupling
g2 = g2NF ,
LEQCD =
∑
f
ψ¯f
(
/∂ +mf − γ0µf − gN−
1
2
F iγµt
aAaµ
)
ψf
+
1
2
Aaµ
(
∂µ∂ν − ∂2δµν − 1
ξ
fµfν
)
Aaν
+ η¯a
(
∂µfµδ
ab + gN
− 1
2
F f
abcAcµfµ
)
ηb
+
1
2
gN
− 1
2
F (∂µA
a
ν − ∂νAaµ)fabcAbµAcν
+
1
4
gN−1F f
abcfadeAbµA
c
νA
d
µA
e
ν ,
5Integrating out the fermions and the ghosts gives
LeffQCD =− Trc,f,s ln
[
−G−10f
(
1 + gN
− 1
2
F G0f iγµt
aAaµ
)]
− Trc ln
(
∂µfµδ
ab + gN
− 1
2
F f
abcAcµfµ
)
+
1
2
AaµD
−1
0,µνδ
abAbν
+
1
2
gN
− 1
2
F
(
∂µA
a
ν − ∂νAaµ
)
fabcAbµA
c
ν
+
1
4
gN−1F f
abcfadeAbµA
c
νA
d
µA
e
ν ,
where the subscripts {c, f, s} explicitly indicate that the
trace should also be taken over color, flavor and spin
space. When we expand the first line in NF , the first-
order contribution will vanish due to conservation of
color, i.e., Trc[t
a] = 0. Only the second-order expan-
sion in NF of the first line will give a contribution. Thus
expansion in powers of NF gives
LeffQCD =− Trc,f,s ln(−G−10f )− Trc ln(∂µfµδab)
+
1
2
Aaµ(D
−1
0 +
∑
f
Πf )
ab
µνA
b
ν +O(N−
1
2
F ),
where we defined the polarization tensor Πabf,µν from the
contribution of the quark with flavor f as
Πabf,µν = −g2Trc,s(G0fγµtaG0fγνtb),
which is shown diagrammatically in Fig. 2. The polar-
ization tensor Πabf,µν is diagonal in color space, as can be
seen explicitly form Eq. (E1). Upon integrating out the
gluons the thermodynamic potential density is
Ω(T, {µf}) =− V −1β−1 lnZ
≃ 1
V β
{
−NCTrf,s ln(−G−10 ) +
+
NG
2
Tr
[
ln(D−10 )− 2 ln(∂µfµ)− ln
1
ξ
]
+
NG
2
Tr ln

1 +D0∑
f
Πf



 , (13)
where NC is the number of colors, NG = N
2
C − 1
is the number of gluons, and we use the QCD values
NC = 3 and NG = 8 in the following. The first two
terms are the ideal Fermi and Bose gas contributions
to the thermodynamic potential density, where the term
Tr ln(∂µfµ) cancels the two unphysical degrees of freedom
from Tr ln(D−10 ). The last term is the RPA correction
(ring sum) to the thermodynamic potential density, as
is shown in Fig 3. Since we are mainly interested in the
temperature dependence of Ω and the fact that the above
definition contains (divergent) zero-temperature contri-
butions, the T = 0 expression will be subtracted, i.e.,
we consider ∆Ω(T, {µf}) ≡ Ω(T, {µf})− Ω(0, {µf}). In
Π
ab
µν =
FIG. 2: The polarization tensor Πabµν to the first order.
ln −G−10 ln D
−1
0 ln [1+D0Π]
+ +Ω =
FIG. 3: The thermodynamic potential in the large-NF or
RPA approximation where the double gluon line signifies the
dressed gluon propagator.
Sec. IV an example is considered to check the expression
for the Landau effective mass analytically and in Sec. VI
the above thermodynamic potential density is calculated
numerically for the case of a two-flavor imbalanced quark
system.
IV. FERMI-LIQUID PARAMETERS IN WEAK
COUPLING
In the limit of weak coupling the interaction contri-
bution to the thermodynamic potential density is given
solely by the exchange diagram
Ωint =
NG
2V β
∑
f
Tr(D0Πf ).
Using the definition of the free gluon propagator in the
Lorentz gauge, this can be written as
Ωint =
NG
2β
∑
f
∑
ωq
ˆ
d3q
(2π)3
Πf,µµ(iωq,q)
ω2q + q
2
= g2
NG
4
∑
f
∑
s1,s2,s3=±1
ˆ
d3pd3q
(2π)6
Ffs1,s2,s3(p,q)
× [Ns2f (q)Ns3B (p− q)(1−Ns1f (p))
−Ns1f (p)(1 −Ns2f (q))(1 +Ns3B (p− q))],
where the Fermi and Bose distributions are defined as
Nsf (p) =
1
eβ[sǫ0f (p)−µf ] + 1
, NsB(p) =
1
eβ[sǫg(p)] − 1 ,
respectively, the explicit expression for Πf,µµ is shown in
Eq. (E3), the Matsubara sum over the bosonic frequen-
cies ωq was performed, ǫ0f (p) =
√
p2 +m2f denotes the
6free quark dispersion while ǫg(p) = p is the free gluon
dispersion, and the function F was defined as
Ffs1,s2,s3(p,q) =
s3
ǫ0f(p)ǫ0f (q)ǫg(p− q)
× −ǫ0f(p)ǫ0f (q) + s1s2(p · q+ 2m
2)
s1ǫ0f (p)− s2ǫ0f (q) − s3ǫg(p− q) ,
(14)
which will soon be shown to play the role of the inter-
action between two quarks (s1 = s2 = 1), two anti-
quarks (s1 = s2 = −1) or a quark and an antiquark
(s1 = −s2 = 1 or s1 = −s2 = −1) mediated by the emis-
sion or absorption of a gluon (depending on the sign of
s3 relative to s1 and s2).
The quasiparticle energy and effective interaction can
be obtained by varying the thermodynamic potential
with respect to the Fermi distribution. In the flavor-
imbalanced case, the distributions depend only on the
flavor but not on the color and spin indices. To distin-
guish between the different contributions for each particle
species it can be checked that the multiplication factor
NG/4 could be written as
∑
c,c′,s,s′ t
a
cc′t
a
c′c/8, where s and
s′ are just dummy indices denoting the spin degrees of
freedom, which are helpful to arrive at the following ex-
pressions. Note that Ωint is independent of the spin in-
dex, and in fact the spin degrees of freedom has already
been summed over in the expression for F . Explicitly we
find for these quantities
ǫc,f,s(k)− µf ≡ δΩ
δN+c,f,s(k)
= [ǫ0f (k) − µf ]−
∑
s′
g2
4
∑
c′
tacc′t
a
c′c
∑
s2,s3=±1
ˆ
d3p
(2π)3
Ff+,s2,s3(k,q)
× [(1 +Ns3B (k− q)(1 −Ns2f (q)) +Ns3B (k− q))Ns2f (q)], (15)
f{c,f,s};{c′,f ′,s′}(k,k
′) ≡ δ
2Ω
δN+c,f,s(k)δN
+
c′,f ′,s′(k
′)
=
g2
4
tacc′t
a
c′cδff ′
∑
s3=±1
Ff+,+,s3(k,k′), (16)
where
∑
c′ t
a
cc′t
a
c′c =
NG
2NC
and tacc′t
a
c′c = 1/2 − δcc′/2NC,
according to the definitions in Appendix A 1.
In the quasiparticle energy Eq. (15) the first term is the
noninteracting part, while the second term corresponds
to the quark self-energy, as is shown in Appendix G. The
angular averaged interaction parameters are defined by
the coefficients of the Legendre polynomial expansions of
the effective interaction Eq. (16) evaluated on the Fermi
sphere, by denoting cos θ = kˆ · kˆ′,
fl;{c,f,s} =
∑
c′,f ′,s′
fl;{c,f,s};{c′,f ′,s′} =
2l+ 1
2
∑
c′,f ′,s′
ˆ
dθ sin θf{c,f,s};{c′,f ′,s′}(kˆkf , kˆ
′kf ′)Pl(cos θ),
which gives for the zeroth and first interaction parame-
ters
f0;f =
g2NGNS
8NC
1
µ20f
[
1 +
λ2 + 2m2f
4k2f
ln
(
λ2
λ2 + 4k2f
)]
,
f1;f =
g2NGNS
8NC
3
µ20f
λ2 + 2m2f
2k2f
×
[
1 +
λ2 + 2k2f
4k2f
ln
(
λ2
λ2 + 4k2f
)]
, (17)
where NS = 2 is the number of spin degrees of free-
dom, and a regulatory gluon mass λ was introduced, i.e.,
ǫgk =
√
k2 + λ2. We see that in this approximation the
interaction is color- and spin-independent. For the sake
of simplicity, therefore, we from now on omit the unnec-
essary color and spin indices, and use kf and µ0f for the
Fermi momentum and the non-interacting Fermi energy
of the quark with flavor f . The effective mass of the bal-
anced case, Eq. (9), can be obtained from the interaction
parameters Eq. (17), and Eq. (7), by expanding to the
first order in the coupling constant
m∗ = µ+
∑
σ′
µ
3
kFm
∗
2π2
f1,σσ′ = µ+
kFµ
2
0
6π2
f1+O(g4), (18)
where it was used that µ = µ0 + O(g2) as follows from
Eq. (15). For the imbalanced case, a similar result can
be obtained for each species according to Eq. (10),
m∗f = µf+
µff1;f(kf )Nf (0)
3
≈ µf+
kfµ
2
0f
6π2
f1;f(kf ), (19)
7where the Kronecker delta δff ′ in the interaction simpli-
fies the expression considerably, such that we obtain the
similar expression as in Eq. (18).
As a special case, we can use the above results to dis-
cuss a two-flavor imbalanced system, where the average
effective mass and chemical potential can be defined as
m∗ = (m∗+ + m
∗
−)/2 and µ = (µ+ + µ−)/2 with the
subscripts + and − for the majority and minority fla-
vors, respectively. The imbalance can be quantified as
h = (µ+ − µ−)/(µ+ + µ−). For small imbalance, the
factors k±f1;± can be expanded in h with respect to
the value in the balanced case, namely k±f1;±(k±) ≈
kF f1(kF )(1 ±∆1±h+∆2±h2). Note that, the linear co-
efficients of the expansion can, in general, be different for
each flavor. We obtain the expression of m∗ for small h
m∗ =µ+
kFµ
2f1(kF )
12π2
[2 + (∆1+ −∆1−)h
+ (2 + 2∆1+ + 2∆1− +∆2+ +∆2−)h
2 +O(h3)],
where the h2 term is kept since the linear term may van-
ish for the symmetric case, namely ∆1+ = ∆1−, and
we have replaced µ0 with µ because the difference is in
higher order of g. Compared with Eq. (11), the effective
Landau parameter for the average effective mass is
F1 =
kFµf1(kF )
4π2
[2 + (∆1+ −∆1−)h
+ (2 + 2∆1+ + 2∆1− +∆2+ +∆2−)h
2 +O(h3)].
Similarly, we can obtain the effective mass difference
∆m∗ = (m
∗
+ −m∗−)/2 as a function of h
∆m∗ =µh+
kFµ
2f1(kF )
12π2
[(4 + ∆1+ +∆1−)h
+ (2∆1+ − 2∆1− +∆2+ −∆2−)h2 +O(h3)].
It is quite natural to find ∆m∗ ∝ h in the leading order.
The consistency of the above results will now be ver-
ified to the lowest order in the coupling constant using
the quark self-energy. Starting from the dispersion and
self-energy of Eq. (15), the effective mass in Eq. (18) or
Eq. (19) can also be derived in a different manner. The
quasiparticle pole of the quark propagator is
ǫf (p) ≡ ǫ0f (p) + Σ+c,f,s(ǫ0f (p)− µ,p),
where Σ+ is the renormalized positive-energy projected
self-energy. The effective mass corresponding to this pole
is most easily defined from the Fermi velocity of the
quasiparticle
m∗f
µf
≡ kf
v∗f ǫf
= kf
[
1
ǫf (p)
(
∂ǫf (p)
∂p
)−1]
p=kf
.
Inserting the definition of the quasiparticle pole into the
above gives, using ∂ǫ0f(p)/∂p = p/ǫ0f(p),
m∗f =µfkf
[
ǫ0f (p)
∂ǫ0f (p)
∂p
+
∂ǫ0f(p)Σ
+
c,f,s(ǫ0f (p)− µf ,p)
∂p
]−1
p=kf
+O(g4)
=µf −
[
∂ǫ0f (p)Σ
+
c,f,s(ǫ0f (p)− µf ,p)
∂ǫ0f (p)
]
p=kf
+O(g4).
(20)
Using that the explicit form of the self-energy in the zero-
temperature limit can be written as (c.f. Eq. (G2))
Σ+c,f,s(ǫ0f (p)− µf ,p) =∑
c′,f ′,s′
ˆ
d3q
(2π)3
f{c,f,s};{c′,f ′,s′}(p,q)N
+
f ′ (q),
and the relation Eq. (B1) between the vector derivatives
of the effective interaction, the derivative in Eq. (20) can
be rewritten as
[
∂p
∂ǫ0f (p)
∂ǫ0f (p)Σ
+
c,f,s(ǫ0f (p)− µf ,p)
∂p
]
p=kf
=
µ0f
kf

 ∑
c′,f ′,s′
ˆ
d3q
(2π)3
pˆ · ∂ǫ0f (p)f{c,f,s};{c′,f ′,s′}(p,q)
∂p
N+f ′(q)


p=kf
=− µ0f
kf
ˆ
dq
2π2
q2ǫ0f (q)δ(q − kf )1
3

3 ˆ dqˆ
4π
pˆ · qˆ
∑
c′,f ′,s′
f{c,f,s};{c′,f ′,s′}(p,q)


p=kf
= −kfµ
2
0f
2π2
f1;{c,f,s}(kf )
3
,
where partial integration was used and δff ′∂qN
+
f ′(q) =
−δff ′ qˆδ(q−kf ) at zero temperature. Therefore Eq. (20)
is identical to Eq. (19), which shows that the phenomi-
nological Landau argument is indeed consistent with the
microscopic diagrammatic calculation.
8V. DRESSED GLUON PROPAGATOR
Before we start the calculation of the temperature de-
pendence of the large-NF thermodynamic potential, it is
useful to examine the dressed gluon propagator, which
is a crucial ingredient of the RPA theory. The most
physical gauge to study the propagator is the Coulomb
gauge, since its form results from considering linear re-
sponse [12, 13]. This is also by far the most used gauge in
condensed-matter theory. In this gauge the gluon prop-
agator is [12]
Dµν(Q) =
PTµν
Q2 +G(Q)
+
Q2
q2
δµ0δν0
Q2 + F (Q)
+
ξQ2
q4
QµQν
Q2
≡DT (Q)PTµν −DL(Q)δµ0δν0 +
ξQ2
q4
QµQν
Q2
,
where PTµν is the three-dimensional transverse projector
defined in Appendix A2, F and G are related to the
longitudinal and transverse projections of Πµν including
the contributions of various species as well as the vacuum.
More details can be found in Appendix E.
Consider the spectral functions of the transverse and
longitudinal propagator, which are defined by
ρT,L(ω,q) ≡ 1
π
ℑ [DT,L(ω + i0,q)] .
In general the spectral function depends on the gauge,
however, the positions of the poles are gauge indepen-
dent, and the Coulomb gauge has the additional property
ρT,L(ω,q) > 0 for ω > 0 as required of a physical spectral
function. For the balanced case, the spectral functions
are shown in Fig. 4 for several values of µ and in Fig. 5
for several values of T . The latter includes a small-T
correction to F and G, see Eq. (E9) [45]. The transverse
and longitudinal plasmon modes and the large contribu-
tion due to the decay of the gluon into the particle-hole
continuum (0 < ω < q) are clearly visible. Note that
massless quarks are used in the limit of high density, c.f.
Appendix E. However, a small but finite quark mass is
necessary to renormalize the real part of the polariza-
tion tensor of the vacuum, as shown in Eq. (E7). Since
the vacuum contribution plays no significant role in the
following calculation, we simply take this nonzero quark
massm in the vacuum term the same for different flavors.
For the two-flavor imbalanced case, it is clear from
Eq. (13) that in the leading-order correction each flavor
contributes separately to the polarization tensor. Be-
cause of the above setting, there is no mass imbalance in
the present system, therefore it is enough to consider only
positive h due to the symmetry. Following the notation
in Sec. IV, all the above results can be easily generalized
to such an imbalanced system by using µ(1 + h) to re-
place µ+, and µ(1 − h) for µ−. As h → 0, the system
reduces to the balanced case. Now the low temperature
condition requires T ≪ µ(1 ± h), such that h can not
be too close to 1, namely the extremely imbalanced case.
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FIG. 4: (color online). The spectral function of the transverse
(upper panel) and longitudinal (lower panel) gluon propaga-
tors as a function of frequency ω for several values of µ in the
balanced case. Shown here for T = 0, m = 1, q = 20, g = 1/2,
NF = 2 and for different curves µ = 1, 20, 50, 100, 200, 300
from red to purple.
The spectral function for a two-flavor imbalanced system
is shown for various h in Fig. 6. Comparing with Fig. 5,
we see that increasing h has a similar effect as increasing
T .
The dispersion relations of the modes can be found by
solving
ℜ
[
D−1T,L(ω, q)
]
= 0. (21)
In the transverse case there is a single solution ξT (q) > q,
however, in the longitudinal case there are two solutions
ξL1 (q) < q < ξ
L
2 (q), as shown in Fig. 7. Note that ξ
L
1 (q)
is not a real propagating mode because the imaginary
part in the region 0 < ω < q is large due to particle-hole
creation processes, as explained in Appendix E. The two
plasmon modes ξT (q) and ξL2 (q) approach the so-called
plasma frequency ωpl as q → 0. The plasma frequency
of the transverse and longitudinal mode can be found by
expanding the inverse propagators for small q and small
ω, which in the zero-temperature limit gives for both
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FIG. 5: (color online). The spectral functions of the trans-
verse (upper panel) and longitudinal (lower panel) gluons
as functions of ω for various T in the balanced case, with
µ = 200, m = 1, q = 20, g = 1/2, NF = 2 and for differ-
ent curves T = 1, 40, 80, 120, 160, 200 from red to purple. (In
principle, T should be much smaller than µ, but here we show
also large values of T to demonstrate the curves more clearly.)
cases
1− 2
3
m2g
ω2
(
1− ω
2
4µ2
ln
ω2
4µ2
)
= 0,
whose solution for small coupling constant yields ωpl ≃√
2/3mg [12]. Here mg is the gluon thermal mass whose
expression is obtained in the hard dense and hard thermal
loop approximation as shown in Eq. (E10). In the limit
q ≫ mg ∼ gµ all solutions reduce to ω = q, see Eq. (E11).
Furthermore, for the limit ω, q ≫ µ the vacuum be-
comes increasingly dominant such that Eq. (21) has
a zero at large Q called the Landau pole, Q2 =
exp
(
5
3 +
24π2
g2NF
)
m2 ≡ Λ2L [28], c.f. Eq. (E11), which,
however, plays no role for our purpose as we are inter-
ested in the low-temperature behavior of the theory that
is hardly influenced by the high-energy behavior of the
gluon propagator. The dispersion relations for the case
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FIG. 6: (color online). The spectral functions of the trans-
verse (upper panel) and longitudinal (lower panel) gluons as
functions of ω for various h, with T = 0, m = 0.001, q = 0.1,
µ = 1, g = 1/2 and for different curves h = 0, 0.2, 0.4, 0.6, 0.8
from red to blue.
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FIG. 7: The solutions of Eq. (21) at T = h = 0, with the dot-
dashed curve for ξT , the dashed curve for ξL2 , and dotted curve
for ξL1 . The solid line is a guide to the eye and corresponds
to the dispersion of undressed gluons, ω = q.
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with nonzero T or h is similar but just with a little higher
mpl. In fact, as a generalization of Eq. (E10), the thermal
mass of a two-flavor imbalanced quark system reads
m2g =
g2
4π2
[
µ2(1 + h)2 + µ2(1 − h)2 + 2π
2T 2
3
]
,
where h thus plays the same role as πT/
√
3µ.
VI. THE FULL LARGE-NF THERMODYNAMIC
POTENTIAL
The full ideal-gas contribution to the thermodynamic
potential density with the zero-temperature contribution
subtracted is (c.f. Appendix F)
∆Ω0 = −NC

NF 7π2T 4
180
+
∑
f
T 2µ2f
6

−NG T 4
45π2
.
The first part is the contribution of an ideal massless
Fermi gas, while the second part is the Stefan-Boltzmann
law of an ideal Bose gas. The RPA correction to Ω, the
last term in Eq. (13), can be written as
ΩRPA(T, {µf}) = NG
2V β
∑
ωn,q
Tr ln(1 +D0Π)
=
NG
2V β
∑
ωn,q
lnDet
(
1 +
FPL
Q2
+
GPT
Q2
)
=
NG
2V β
∑
ωn,q
ln
(
1 +
F
Q2
)(
1 +
G
Q2
)2
,
where the Lorentz gauge is used, while for the Coulomb
gauge the second identity is not valid but the last result
is still the same, which is a consequence of the gauge in-
variance of the thermodynamic potential density. Using
contour deformations to carry out the Matsubara sum,
as shown in Appendix D, we obtain
ΩRPA(T, {µf}) = NG
2π
ˆ
dqdω
(2π)3
4πq2[2NB(ω) + 1]
× {ℑ[ln F˜ (ω+,q)] + 2ℑ[ln G˜(ω+,q)]},
where F˜ (ω+,q) = 1 + F (ω+,q)/(−ω2+ + q2), and sim-
ilar for G˜ by replacing F with G. The temperature
dependence can be obtained by subtracting the zero-
temperature contribution. Since F and G contain correc-
tions of order T 2, the leading-order correction in ∆ΩRPA
comes from two parts,
∆ΩRPA(T, {µf}) = NG
2π3
ˆ
dqdωq2
[
NB(ω)(
arctan
ℑ(F˜ 0)
ℜ(F˜ 0) + πΘ[−ℜ(F˜
0)]sgn[ℑ(F˜ )0]
+2 arctan
ℑ(G˜0)
ℜ(G˜0) + 2πΘ[−ℜ(G˜
0)]sgn[ℑ(G˜0)]
)
1
2
[ℑ(ln F˜T )−ℑ(ln F˜ 0) + 2ℑ(ln G˜T )− 2ℑ(ln G˜0)]
]
,
where the superscript T or 0 means the corresponding
terms are taken at nonzero T or T = 0. We will refer
to the first part as the NB term and the second as the
non-NB term. The leading correction from the non-NB
term can be shown to be proportional to T 2 and is not
of great interest in our study, since we will concentrate
on the anomalous and dominant T dependence, which
is a consequence of the NB term. In the NB term, the
arctangent terms can be interpreted as contributions due
to production and decay of thermal gluons, because of
their dependence on the imaginary part of the gluon self-
energies F and G, while the theta function terms are
interpreted as a correction to the ideal gas law due to
thermal plasmon modes.
The frequency integral over the theta function can be
performed explicitly. In both the transverse and longitu-
dinal case the sign of the imaginary part is positive when
the real part is negative, such that after the frequency
integration the result of the integral is proportional to
T 4
ˆ ∞
0
x2 ln
1− e−βξ2(β−1x)
1− e−βξ1(β−1x) dx,
where x = q/T and ξ1 < ω < ξ2 signifies the region where
ℜF,G < 0. In the limit of low temperature this integral
will go to a constant. The theta-function contribution
can thus be neglected since it is of higher order in the
temperature than is of interest to us here.
Next we perform the integrals over the arctangents,
whose structure at T = h = 0 is shown in Fig. 8. Note
that, for the study of the leading-order T corrections, it
is not necessary to include the T 2 term in F and G since
the integral with NB(ω) at low T is already in the order
of T 2. The dominant contribution for small temperatures
(T ≪ µ) comes from the frequency integration over the
domain ω ∈ [0, q] for the case q < 2µ, which is due to
particle-hole creation. For the two-flavor balanced case
(NF = 2, h = 0), it was found numerically that the
integral in the limit of small temperatures is
g2µ2T 2
π2
(cL1 − cL2 ln g2)
for the electric (longitudinal) gluons and
2
g2µ2T 2
π2
(
−cT1 + cT2 ln
g2T
µ
)
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FIG. 8: (color online). The structure of arctan(ℑF /ℜF ) (up-
per panel) and arctan(ℑG/ℜG) (lower panel) with T = 0,
m = 0.001µ, h = 0, g = 1/2, and for different curves,
q/µ = 0.8 (red), 1.6 (green), and 2.4 (blue), respectively.
The contribution for max(0, q − 2µ) < ω < q is solely due to
particle-hole contributions, while the contribution q < ω <∞
is due to particle-antiparticle processes (a combination of fi-
nite density and vacuum processes). The discontinuities at
ω = q correspond to the plasmon modes shown in Fig. 7.
The constant tails are due to the vacuum contribution, which,
however, will not cause divergence because of the Bose distri-
bution function NB(ω).
for the magnetic (transverse) gluons, with cL1 ≃ 0.48,
cL2 ≃ 0.16, cT1 ≃ 0.42, and cT2 ≃ 0.056. These results are
quite close to the analytic results for the leading-order
correction terms at small g and T obtained in Ref. [35],
where cL1 = [ln(4π
2)− 1]/6 ≈ 0.4460, cL2 = 1/6 ≈ 0.1667,
cT1 = [γE − 6ζ′(2)/π2 + 3/2 + ln(32π)]/18 ≈ 0.4032, and
cT2 = 1/18 ≈ 0.05556.
For the imbalanced case, the above result for the trans-
verse gluons can be generalized to
1
2
∑
s=±1
2
g2µ2(1 + sh)2T 2
π2
[
−cT1 + cT2 ln
g2T
µ(1 + sh)
]
,
(22)
where the contributions from both flavors with chemi-
cal potentials µ(1 ± h) are additive. The longitudinal
part needs some further discussion. Since the static long-
wavelength longitudinal modes are screened (c.f. Ap-
pendix E), the two chemical potentials contributing to
ℜF can not be separated even in the lowest-order term.
This is different from the result obtained in weak cou-
pling, as shown in Eq. (16), where no interaction between
the two flavors is involved. Therefore it is not surprising
to find that a simple generalization of the balanced case,
as
∑
s=±1 g
2µ2(1+sh)2T 2(cL1 −cL2 ln g2)/2π2, does not fit
well with the numerical results. To obtain a reasonable
ansatz for the longitudinal part, we integrate the corre-
sponding arctangent term of the imbalanced case in the
low temperature limit up to O(g2) to obtain
1
2
∑
s=±1
g2µ2(1 + sh)2T 2
π2
[
1
6
ln
4π2(1 + sh)2
g2(1 + h2)
− 1
6
]
,
(23)
where we see that the factor (1+h2) = 12
∑
s=±1(1+sh)
2
is a mixture effect of the two flavors. This expression fits
the numerical results very well with an error of only 3.5%.
Furthermore, just based on the numerical data, we find
another ansatz which fits the results even better
1
2
∑
s=±1
g2µ2(1 + sh)2T 2
π2
(
cL1 − cL2 ln
g2
1 + sh
)
, (24)
where the mixture effect is shown implicitly in the log-
arithm, since the denominator becomes dimensionless
by canceling with the average chemical potential µ =∑
s=±1 µ(1 + sh)/2 in the numerator.
The specific heat (per volume) at fixed volume and
particle number is [29]
CV = T
(
∂S
∂T
)
V
= T
(
∂S
∂T
)
µf
−
∑
f
[(∂nf/∂T )µf ]
2
(∂nf/∂µf)T
,
where the entropy density S = (∂Ω/∂T )V and parti-
cle number density nf = −(∂Ω/∂µf)V . In the low-
temperature limit the second term can be neglected,
therefore the specific heat can be obtained, using
Eqs. (22) and (23), as
CV − C0V = −T
(
∂2∆Ω
∂T 2
)
µf
= −1
2
∑
s=±1
2g2µ2(1 + sh)2T
π2
[
1
6
ln
4π2(1 + sh)2
g2(1 + h2)
− 1
6
− 2cT1 + 3cT2 + 2cT2 ln
g2T
µ(1 + sh)
]
,
(25)
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where the specific heat C0V = −T (∂2∆Ω0/∂T 2)µf of an
ideal gas has been subtracted.
The effective mass and the first Landau parameter can
be determined in the high-density limit by comparing
Eq. (12) and Eq. (25),
m∗± = µ± +
g2µ(1± h)
π2
[
ln
4π2(1± h)2
g2(1 + h2)
− 1
−12cT1 + 18cT2 + 12cT2 ln
g2T
µ(1± h)
]
, (26)
where we used k± = µ± = µ(1 ± h) in the massless
limit at high density. The first term in the effective
mass is due to the ideal-gas specific heat. However, as
pointed out before, the factor (1 + h2) shows the mixing
of the two flavors, unlike the weak-coupling results ob-
tained in Sec. IV, e.g., Eq. (19). This is because, with
the RPA correction, we incorporate the sum of an infi-
nite chain of gluon self-energies, which incorporates in-
teractions between different quark flavors. Since the lon-
gitudinal gluon is screened in the static long-wavelength
limit, the mixing is even present in the low-T and small-g
limit. The numerical fit in Eq (24) also provides another
expression for the effective mass,
m∗± = µ± +
g2µ(1± h)
π2
[
6cL1 − 6cL2 ln
g2
1± h
−12cT1 + 18cT2 + 12cT2 ln
g2T
µ(1± h)
]
. (27)
As expected, all the above results return to the balanced
case as h→ 0. As mentioned previously, the contribution
from the non-NB term is not included, which acts as a
constant shift on the cL1 and c
T
1 factors. In Fig. 9 the
change of effective mass due to the interaction is given as
function of imbalance at various temperatures. Finally,
we emphasize again that h should not be too close to 1
even though the divergence from ln(1− h) is suppressed
by the prefactor (1 − h), because in such an extremely
imbalanced case the condition T ≪ µ− is not satisfied
for the minority flavor.
VII. SUMMARY AND DISCUSSION
We have calculated the thermodynamic potential per-
turbatively in the large-NF limit and the effective mass
of the quarks is determined by using Fermi-liquid the-
ory for an imbalanced cold dense quark system. The
temperature dependence is obtained by using the gluon
self-energy, from which the contributions from transverse
and longitudinal gluons are explicitly shown. For the
two-flavor imbalanced quark system, the effective mass
is obtained both analytically within the weak-coupling
limit, and numerically within the RPA approximation.
We find that, in contrast to the weak-coupling result,
where the effective mass of each flavor is independent of
each other due to the lack of an inter-flavor interaction,
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FIG. 9: (color online). The RPA correction to the effective
mass as function of h, with the red curves for the majority
flavor (+) and the blue curves for the minority flavor (−). The
solid curves correspond to the expression in Eq. (26) while
the dashed curves to Eq. (27), and their difference is not too
much. g = 1/2 and for each group of curves the temperature is
T/µ = 10−6, 10−4 and 10−2 from bottom to top, respectively.
the effective mass obtained from the RPA calculation de-
pends on the chemical potentials of both flavors, which
is a consequence of the static screening of the electric
gluons at long wavelength.
From the RPA results, the logarithmic dependence
on temperature of the specific heat and effective mass
signals a breakdown of Fermi-liquid theory at zero-
temperature. Non-Fermi-liquid behavior, due to un-
screened long-range magnetic interactions, was already
discussed several decades ago for the case of the electron
gas [30, 31]. In the large-NF limit the QCD thermody-
namic potential is essentially the same as that of QED,
apart from group theory factors. The non-abelian effects
of QCD only show up if gluon self-interaction corrections
are included. The logarithmic behavior in the balanced
case has previously been seen in analytic and numerical
calculations of the QCD thermodynamic potential and
specific heat using the large-NF limit, dimensional reduc-
tion, and hard-dense loop QCD perturbation theory [32–
37]. We expect that such a logarithmic dependence shall
have important effects on the imbalanced QCD phase
diagram at low temperatures and directly influence the
properties of quark matter in the core of neutron stars.
To better understand these effects, it is necessary to go
further, such as including the gluon self-interaction and
extending our discussion to the three-flavor imbalanced
case. We hope progress along these directions will be
achieved in the near future.
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Appendix A: Conventions
1. Euclidean conventions
The four-momentum vectors in Euclidean space-time
will be written with capital letters Q = (i(iωn),q), while
for the Wick-rotated case (iωn → ω+i0) the roman capi-
tal letters Q+ = (i(ω+i0),q) are used. Three momentum
vectors are written in bold face q and its length as q. And
ω ± i0 are sometimes written as ω± for short.
The Euclidean gamma matrices in the standard repre-
sentation are
γ0 =
(
1 0
0 −1
)
, γi = −i
(
0 σi
−σi 0
)
,
γ5 = γ0γ1γ2γ3 =
(
0 1
1 0
)
.
All the above entries are 2 × 2 matrices and σi are the
Pauli spin matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
The gamma matrices obey the following relations
{γµ, γν} = 2δµν , {γ5, γµ} = 0, γ25 = 1.
The charge conjugation matrix is
C = γ0γ2 = −i
(
0 σ2
σ2 0
)
,
which satisfies
CγTµC = γµ, C
T = C−1 = −C.
The eight generators of the fundamental representation
of SU(3) are taken to be
t1 =
1
2

 0 1 01 0 0
0 0 0

 , t2 = 1
2

 0 −i 0i 0 0
0 0 0

 ,
t3 =
1
2

 1 0 00 −1 0
0 0 0

 , t4 = 1
2

 0 0 10 0 0
1 0 0

 ,
t5 =
1
2

 0 0 −i0 0 0
i 0 0

 , t6 = 1
2

 0 0 00 0 1
0 1 0

 ,
t7 =
1
2

 0 0 00 0 −i
0 i 0

 , t8 = 1
2
√
3

 1 0 00 1 0
0 0 −2

 ,
and have been normalized according to Tr[tatb] = 12δ
ab.
In general, the product of the generators is
taijt
a
kl =
NC − 1
4NC
(δijδkl+δilδkj)− NC + 1
4NC
(δijδkl−δilδkj).
Furthermore, one will frequently encounter the following
group-theory factors
fabcfabd = NCδ
cd, δaa = N2C − 1 ≡ NG,
tailt
a
lj =
N2C − 1
2NC
δij =
NG
2NC
δij ,
in the above expressions NC is the number of colors and
NG the number of gluons.
Fourier transforms are normalized as
ψ(τ,x) =
1√
β
∑
n
ˆ
d3p
(2π)3/2
ψ(iωn,p)e
ip·x−iωnτ
=
ˆ
d4p√
Vψ(p)e
ipµxµ ,
where ωn = π(2n+1)/β are the fermionic Matsubara fre-
quencies, V = β(2π)3 is the imaginary time phase space
volume and pµ = (i(iωn),p) and xµ = (τ,x).
The Dirac equation in Euclidean space is
(/∂ +m)ψ(x) = 0,
where /∂ = γµ∂µ. In momentum space the Dirac equation
reads
(i/p+m)ψ(p) = 0.
The eigenvalues of the matrix i/p are ±m, since (i/p)2 =
−p2 = m2. The eigenspinors corresponding to these
eigenvalues are
i/pus(p) = −mus(p),
i/pvs(p) = mvs(p).
Note that i/p is not a hermitian matrix and that vs(−p)
satisfies the same equation as us(p). However, they can
also be viewed as the the eigenspinors of a hermitian
matrix
γ0(ip · ~γ +m)us(p) = ǫpus(p),
γ0(ip · ~γ +m)vs(−p) = −ǫpvs(−p).
The positive and negative energy eigenspinors have the
following form
us(p) =
√
ǫp +m
2ǫp
(
ξs
p·~σ
ǫp+m
ξs
)
, (A1)
vs(−p) =
√
ǫp +m
2ǫp
( − p·~σǫp+mξs
ξs
)
, (A2)
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where ξ↑ = (1, 0)
T and ξ↓ = (0, 1)
T . They are orthonor-
mal in the sense that
u†s(p)u
′
s(p) = v
†
s(−p)v′s(−p) = δss′ ,
v†s(−p)u′s(p) = u†s(−p)v′s(p) = 0,
and satisfy the completeness relation∑
s
[us(p)u
†
s(p) + vs(−p)v†s(−p)] = 1.
Using the above eigenspinors the positive and negative
energy projectors can be defined as
P+E (p) ≡
∑
s
us(p)u
†
s(p) =
ǫpγ0 − i~γ · p+m
2ǫp
γ0,
P−E (p) ≡
∑
s
vs(−p)v†s(−p) =
ǫpγ0 + i~γ · p−m
2ǫp
γ0,
which in the massless case reduce to
P sE(p,m = 0) =
1 + siγ0~γ · pˆ
2
.
The helicity projection operators project the spin along
the momentum of the particle and read
Ps(p) = 1 + sΣ · pˆ
2
=
1 + siγ5γ0~γ · pˆ
2
,
where Σ = iγ5γ0~γ =
(
~σ 0
0 ~σ
)
is the spin operator. Note
that [P sE(p)γ0,Ps
′
(p)] = 0.
2. The Green’s functions
The Green’s functions of quarks and gluons in Eu-
clidean space are defined by
G(τ,x; τ ′,x′) = −〈ψ(τ,x)ψ¯(τ ′,x′)〉,
Dµν(τ,x; τ
′,x′) = 〈Aµ(τ,x)Aν(τ ′,x′)〉.
In momentum space, the free quark propagator is
G0(p) =
(iωn + µ)γ0 − i~γ · p+m
(iωn + µ)2 − p2 −m2 =
i /P −m
P 2 +m2
.
In the Lorentz gauge (∂µAµ = 0), the momentum-space
free gluon propagator is
D0,µν(q) =
1
Q2
[
δµν − (1− ξ)QµQν
Q2
]
=
Pµν
Q2
+
ξ
Q2
QµQν
Q2
,
while in the Coulomb gauge (∂iAi = 0) it is [12]
D0,µν =
PTµν
Q2
+
Q2
q2
δµ0δν0
Q2
+ ξ
Q2
q4
QµQν
Q2
,
where ξ is a gauge-fixing parameter and the projectors
can be written as
Pµν = δµν − QµQν
Q2
,
PTij = δij −
qiqj
q2
, PTµ0 = P
T
0ν = 0,
PLµν = Pµν − PTµν .
Note that the free gluon propagator in the Lorentz gauge
satisfies QµD0,µν = ξQν/Q
2, such that in the Landau
gauge (ξ = 0) it is purely four-momentum transverse,
i.e., QµD0,µν = 0. The free gluon propagator in the
Coulomb gauge satisfies qiD0,iν = ξq
2Qν/Q
4, such that
in the Landau gauge it is three-momentum transverse.
These propagators are diagonal in color space.
Appendix B: Lorentz transformation properties
In this section the Lorentz transformation properties of
some quantities are summarized, such as the thermody-
namic potential, the distribution function and the effec-
tive interaction. The Lorentz transformation to a frame
moving with velocity v is
Λµν(v) =


−γ · · · −γvT · · ·
...
. . .
γv δij +
vivj
v2 (γ − 1)
...
. . .

 ,
such that the four-momentum Pµ = (ǫ(p),p) of a parti-
cle transforms as(
ǫ(p)
p
)
→
(
γ(ǫ(p)− v · p)
p+ vˆ(p · vˆ)(γ − 1)− γǫ(p)v
)
.
Not to be confused with the Dirac matrices γµ, the γ
used in this section is the Lorentz factor γ = 1/
√
1− v2.
1. Lorentz invariance of the thermodynamic
potential density
The invariance of the thermodynamic potential density
under Lorentz transformations can be shown using the
stress-energy tensor. Consider the change in the thermo-
dynamic potential density under a Lorentz transforma-
tion from the rest frame to a frame moving with velocity
v. Since an interacting gas of quarks in the rest frame is
specified only by an energy density ρ and a pressure p,
the stress-energy tensor is diagonal and of the form
Tµν = diag(ρ, p, p, p)µν ,
such that under a Lorentz transformation the thermody-
namic potential density Ω = ρ− µn = −p changes as
δΩ = δT00 − δ(µn) = γ2v2(ρ+ p)− δ(µn)
= µnγ2v2 − δ(µn).
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The transformation of the chemical potential (µ =
∂E/∂N) follows from the Lorentz boosted total energy
of the system E → γ(E−v ·P) = γE, where P = 0 is the
total momentum of the system in the rest frame, which
results in µ → γµ. The transformation of the density is
due to a Lorentz contraction in the volume n→ γn. Thus
the total change in µn is δ(µn) = (γ2 − 1)µn = γ2v2µn,
such that under a Lorentz transformation δΩ = 0. For an
alternative derivation which uses that the pressure trans-
forms the same way as a force per area, see Ref. [38].
2. Transformation properties of f(p,p′)
Consider the lowest-order correction to the free ther-
modynamic potential density
Ωint =
1
2
∑
σ,σ′
ˆ
d3pd3p′
(2π)3
fσσ′(p,p
′)Nσ(p)Nσ′(p
′).
Note that the distribution function N(p) is a Lorentz
invariant, which can be easily derived from the fact
that the number of particles in a volume d3xd3p of
phase space is invariant under Lorentz transformations
[39], i.e., N˜(p˜) = N(p) where the tilde signifies the
Lorentz transformed quantity. Subsequently, it is pos-
sible to derive a transformation law for f(p,p′) by us-
ing that the distribution, the thermodynamic potential
density and dp/ǫ0(p) are Lorentz invariant. It follows
that ǫ0σ(p)ǫ0σ′ (p
′)fσσ′(p,p
′) should be Lorentz invari-
ant, giving
ǫ0σ(p)ǫ0σ′ (p
′)fσσ′(p,p
′) = ǫ˜0σ(p˜)ǫ˜0σ′(p˜
′)f˜σσ′ (p˜, p˜
′),
where ǫ0σ(p) =
√
p2 +m2σ. Expand f˜ to the lowest order
in v, using ǫ˜0(p˜) = ǫ0(p)−v·p+O(v2), p˜ = p−ǫ0(p)v+
O(v2), and p/ǫ0(p) = ∂ǫ0(p)/∂p,
fσσ′ (p,p
′) = f˜σσ′ (p˜, p˜
′)
[
1− v · p
ǫ0σ(p)
] [
1− v · p
′
ǫ0σ′(p′)
]
+O(v2)
=f˜σσ′ (p,p
′)− ǫ0σ(p)v · ∂fσσ
′(p,p′)
∂p
− ǫ0σ′(p′)v · ∂fσσ
′(p,p′)
∂p′
− fσσ′(p,p′)
[
v · ∂ǫ0σ(p)
∂p
− v · ∂ǫ0σ′(p
′)
∂p′
]
+O(v2)
=f˜σσ′ (p,p
′)− v ·
[
∂ǫ0σ(p)fσσ′ (p,p
′)
∂p
+
∂ǫ0σ′(p
′)fσσ′ (p,p
′)
∂p′
]
+O(v2).
If it is assumed that to the lowest order the interac-
tion does not depend on any distribution functions, i.e.,
f˜σσ′(p,p
′) = fσσ′(p,p
′), the above implies
∂ǫ0σ(p)fσσ′ (p,p
′)
∂p
= −∂ǫ0σ′(p
′)fσσ′ (p,p
′)
∂p′
. (B1)
Note that the above derivation is similar to that given in
Ref. [26].
Appendix C: From Minkowski to Euclidian space
In this section it is summarized how to turn the
Minkowski quantum field theory (QFT) of quantum
chromodynamics into a Euclidean statistical field theory
(SFT) suitable for studying the dynamical properties of
a many-particle system. The starting point is the gauge-
fixed path integral for QCD
ˆ
DAµDψ¯DψD η¯Dη exp
{
i
ˆ
LQCDd
4x
}
, (C1)
where Aµ are the gluon fields, ψ and ψ¯ = iψ
†γ0 the
quark fields, η and η¯ = iη†γ0 the ghost fields and the
QCD Lagrangian in Minkowski space fixed in a linear
gauge (fµAaµ = 0) is given by
LQCD =−
∑
f
[ψ¯f (/∂ +mf )ψf + igψ¯fγ
µtaψfA
a
µ]
− 1
2
Aµa(∂µ∂ν − ∂2ηµν)Aνa
− η¯a∂µ∂µηa − gfabc(η¯a∂µηb)Acµ
− 1
2
g(∂µAνa − ∂νAµa)fabcηµσηνρAσbAρc
− 1
4
g2fabcfadeηµσηνρA
µ
aA
ν
cA
σ
dA
ρ
e +
1
2ξ
(fµAaµ)
2,
(C2)
where ψf is the quark field with flavor f , and the sum-
mation over color and spin indices are shown implicitly.
The metric was chosen to be ηµν = diag (−1, 1, 1, 1) and
the Minkowski gamma matrices in the standard repre-
sentation are
γ0 = −i
(
1 0
0 −1
)
, γi = −i
(
0 σi
−σi 0
)
,
γ5 = iγ0γ1γ2γ3 =
(
0 1
1 0
)
. (C3)
The gamma matrices satisfy
{γµ, γν} = 2ηµν , {γ5, γµ} = 0, (γ5)2 = 1.
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By performing a Wick rotation the above quantum
field theory can be transformed into a statistical field
theory. A Wick rotation amounts to taking an analytic
continuation from real time to imaginary time (t = −iτ),
which turns the Minkowski metric ds2 = −dt2+dx2 into
the Euclidean metric ds2 = dτ2 + dx2. To do this con-
sistently the zeroth component of all four-vectors need
to change accordingly. The procedure is most easily un-
derstood by considering the length of the position four-
vector
xµxµ = x
µηµνx
ν = (t,x)
( −1 0
0 1
)(
t
x
)
= (it,x) I
(
it
x
)
≡ xEµ δµνxEν ,
xµη
µνxν = (−t,x)
( −1 0
0 1
)( −t
x
)
= (it,x) I
(
it
x
)
≡ xEµ δµνxEν ,
where it is seen that the minus sign of the Minkowski
metric is absorbed in the definition of the Euclidean
four-vectors xEµ = (it,x) = (τ,x). In Euclidean space
no distinction is made between upper and lower indices.
A simple way to obtain the Euclidean form of a vec-
tor is to multiply the contravariant vector by the matrix
diag (i, 1, 1, 1) or the covariant vector by diag (−i, 1, 1, 1)
and set t = −iτ . Note that the spatial components do not
change. For example, the Euclidean position four-vector,
the four-divergence and the zeroth gamma matrix are in
terms of their Minkowski definitions Eq. (C3)
xEµ = (ix
0,x) = (−ix0,x) = (it,x) = (τ,x),
∂Eµ = (i∂
0,∇) = (−i∂0,∇) =
(
−i ∂
∂t
,∇
)
= (∂τ ,∇),
γE0 = iγ
0 = −iγ0 =
(
1 0
0 −1
)
.
Generalizations to tensors is straightforward and fol-
lows for instance from the example Aµν = aµaν . Using
the above procedure to find the Euclidean versions of
all tensors, the partition function is easily found from
Eqs. (C1) and (C2) by setting the tensors to their Eu-
clidean versions, taking ηµν → δµν and t → −iτ . The
partition function is
Z =
ˆ
DAµDψ¯DψD η¯Dη e
−SE ,
where the Euclidean action is defined as
SE =
ˆ
L
E
QCDdτdx,
with the Euclidean Lagrangian
L
E
QCD =
∑
f
[ψ¯f (/∂ +mf − γ0µf )ψf − igψ¯fγµtaψfAaµ]
+
1
2
Aaµ(∂µ∂ν − ∂2δµν)Aaν
+ η¯a∂2ηa + gfabc(η¯a∂µη
b)Acµ
+
1
2
g(∂µA
a
ν − ∂νAaµ)fabcAbµAcν
+
1
4
g2fabcfadeAbµA
c
νA
d
µA
e
ν −
1
2ξ
(∂µA
a
µ)
2.
In the above the tensors are all Euclidean but the in-
dex E has been dropped for convenience, the conjugate
fields are now defined as ψ¯f = ψ
†
fγ
E
0 and η¯ = η
†γE0 and
the chemical potential has been added as the Lagrange
multiplier of the density ψ†fψf . Additionally, to com-
plete the connection between QFT and SFT, the time
integration domain is changed to τ ∈ [0, β], where β
is the inverse temperature T of the system. Due to
the definition of the partition function as a trace over
all states, the bosonic (fermionic) fields are required to
obey symmetric (anti-symmetric) boundary conditions,
namely ψf (τ = 0,x) = ±ψf(τ = β,x).
Appendix D: Nonzero temperature calculations
At nonzero temperature one needs to calculate Mat-
subara summations which usually can be done using con-
tour integration. In the following an expression is de-
rived for such summations and the interpretation of the
result is discussed. Consider to this end the sum over
bosonic Matsubara frequencies (ωn = 2nπT ) of the func-
tion f(iωn)
β−1
∑
ωn
f(iωn) =
1
2πi
˛
Cmats
f(z)
1
eβz − 1dz,
where the contour Cmats is given in Fig. 10. If
f(z)NB(z)→ 0 when |z| → ∞ then it is possible to close
the contour by adding the arcs of C±semi−circ, in which
case Cmats = C
+
semi−circ+C
−
semi−circ. In general f(z) will
only have poles or branch cuts on the real axis, such that
the contours can be contracted along the real axis, which
gives
β−1
∑
ωn
f(iωn) =
1
π
ˆ ∞
0
NB(ω)ℑ[f(ω + i0)]dω
− 1
π
ˆ ∞
0
[1 +NB(ω)]ℑ[f(−ω + i0)]dω,
(D1)
where 2iℑ[f(ω + i0)] ≡ f(ω + i0) − f(ω − i0) and it
was used that ω < 0 for the contour C−semi−arc, such
that it is more convenient to take ω → −ω and use
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Re[z]
Im[z]
Cmats
C
+
semi-circC
-
semi-circ
FIG. 10: The contour for the bosonic Matsubara summation,
where Cmats along the imaginary axis is used to rewrite the
frequency summation as a contour integral. The contours
C±
semi−circ
are the positive and negative energy semicircular
contours obtained by adding arcs at infinity to Cmats.
NB(−ω) = −1 − NB(ω) . The first line can be inter-
preted as due to thermal gluons and the second line due
to thermal (anti)gluons and a vacuum contribution. The
fact that the gluon is its own antiparticle will be reflected
by ℑ[f(−ω + i0)] = −ℑ[f(ω + i0)].
Let us evaluate the above for the specific case f(z) =
ln[g(z)] which satisfies ℑ[g(−ω + i0)] = −ℑ[g(ω + i0)].
Expanding the logarithm in terms of its real and imagi-
nary parts
ln[g(z)] = ln |g(z)|+ i arctan
(ℑ[g(z)]
ℜ[g(z)]
)
+ iπΘ(−ℜ[g(z)])sgn(ℑ[g(z)]),
then Eq. (D1) can be written as
β−1
∑
ωn
ln[g(iωn)]
=
1
π
ˆ ∞
0
dω(1 + 2NB(ω))
[
arctan
(ℑ [g(ω+)]
ℜ [g(ω+)]
)
+πΘ(−ℜ[g(ω+)])sgn(ℑ[g(ω+)])
]
,
which will be used in the calculation of the RPA correc-
tion to the thermodynamic potential.
For fermionic Matsubara frequencies a similar deriva-
tion can be done, but now the chemical potential is in-
cluded by writing f(iωn + µ)
β−1
∑
ωn
f(iωn + µ) = − 1
2πi
˛
Cmats
f(z)
1
eβ(z−µ) + 1
dz,
where the contour Cmats is given in Fig. 11 and N(z) ≡
(exp(βz) + 1)−1 has poles at the fermionic Matsubara
Re@zD
Im@zD
Μ0
Cbox
Cmats
C+semi-circC-semi-circ
FIG. 11: The same as in Fig. 10 but for the fermionic case,
where Cbox, the contour between 0 < ω < µ, is related to
processes inside the Fermi sphere.
frequencies with residue−1. If f(z)N(z)→ 0 when |z| →
∞, then it is possible to close the contour as given in
Fig. 11 by adding the arcs of C±semi−circ and the lower-
and upper-boundaries of Cbox. The full Matsubara sum
can thus be written as a contour integral over Cmats =
C+semi−circ + Cbox + C
−
semi−circ. Again if f(z) only has
poles and branch cuts on the real axis, contracting the
contours along the real axis gives
β−1
∑
ωn
f(iωn + µ)
=− 1
π
ˆ ∞
µ
N(ω − µ)ℑ[f(ω + i0)]dω
− 1
π
ˆ µ
0
[1−N(µ− ω)]ℑ[f(ω + i0)]dω
− 1
π
ˆ ∞
0
[1−N(ω + µ)]ℑ[f(−ω + i0)]dω. (D2)
where in the first-to-last line it was used that 0 < ω < µ
for the contour Cbox, such that it is more convenient to
write N(ω−µ) = 1−N(µ−ω). Similarly for C−semi−circ,
where ω < 0, we take ω → −ω in the integral and write
N(−ω−µ) = 1−N(ω+µ). From the above it is clear that
the first line corresponds to particles above the Fermi
sphere, the second line to those in the Fermi sphere and
the last line is due to anti-particles and contains a vac-
uum contribution. Note that the above formula must
be used with care, since one has to check if the above
simplifications are valid on a case-to-case basis.
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Appendix E: The gluon self-energy
The gluon self-energy, or the so-called polarization ten-
sor, is given to the lowest order by
Πabf,µν = −g2taijtbji
ˆ
d4P
V
Trs[γµG0f (P +Q)γνG0f (P )]
≡ δabΠf,µν . (E1)
The polarization tensor is purely transverse, i.e.,
QµΠf,µν = 0, which can be easily seen using
i /Q = G−10f (P +Q)−G−10f (P ),
and the cyclicity of the trace. Expanding the polarization
tensor in terms of the longitudinal and transverse parts
relative to the three-momentum q gives
Πf,µν = FfP
L
µν +GfP
T
µν ,
where Ff and Gf can be obtained by
Ff =
Q2
q2
Πf,00, Gf =
1
2
(Πf,µµ − Ff ) . (E2)
Noticing that even in the imbalanced case, the contribu-
tion from each flavor simply adds up to the total polar-
ization tensor, therefore, throughout this section, we will
not explicitly write out the subscript f , and all the formu-
lae presented here are applicable to any flavor. However,
in the main text, we use Πµν , F and G as the summation
over all flavors if the subscript f is not explicitly shown.
After performing the Matsubara sum, the individual
processes involved can be identified
Πµν =
g2
2
ˆ
d3p
(2π)3
{∑
ss′ [u¯s(p)γµus′(p+ q)u¯s′(p+ q)γνus(p)]
iωq − ǫ0(p+ q) + ǫ0(p) [N(p+ q)(1−N(p)) − (1−N(p+ q))N(p)]
+
∑
ss′ [v¯s(p)γµus′(p+ q)u¯s′ (p+ q)γνvs(p)]
iωq − ǫ0(p+ q)− ǫ0(p) [N(p+ q)N¯ (p)− (1−N(p+ q))(1 − N¯(p))]
+
∑
ss′ [u¯s(p)γµvs′ (p+ q)v¯s′ (p+ q)γνus(p)]
iωq + ǫ0(p+ q) + ǫ0(p)
[(1− N¯(p+ q))(1 −N(p))− N¯(p+ q)N(p)]
+
∑
ss′ [v¯s(p)γµvs′(p+ q)v¯s′ (p+ q)γνvs(p)]
iωq + ǫ0(p+ q) − ǫ0(p) [(1− N¯(p+ q))N¯ (p)− N¯(p+ q)(1 − N¯(p))]
}
=
g2
2
∑
s1,s2=±1
ˆ
d3p
(2π)3
Tr[P s1E (p)γ0γµP
s2
E (p+ q)γ0γν ]
iωq − s2ǫ0(p+ q) + s1ǫ0(p) [N
s2(p+ q)(1 −Ns1(p)) − (1−Ns2(p+ q))Ns1 (p)],
(E3)
where Ns(p) = 1exp[β(sǫ0(p)−µ)+1] , N
+(p) = N(p) is
the Fermi distribution of the corresponding flavor and
N¯(p) = 1exp[β(ǫ0(p)+µ)]+1 = 1 − N−(p) is the Fermi dis-
tribution for the corresponding anti-particle. The first
line is related to particle-hole creation and annihilation,
the second and third line to particle-antiparticle (and
hole-antihole) production and annihilation, and the last
line to antiparticle-antiparticlehole creation and annihi-
lation. Note that, as expected, the first line vanishes in
the T, µ→ 0 limit and the last line vanishes in the T → 0
limit. The second and third line contain infinite vacuum
(T, µ = 0) contributions, which need to be renormalized.
The gluon self-energy will be decomposed in terms of a
matter part, a renormalized vacuum and an infinite vac-
uum contribution according to
Πµν(Q, T, µ) = Π
mat
µν +Π
ren.vac.
µν +Π
inf.vac.
µν ,
where the various functions have been defined as
Πmatµν ≡ Πµν(Q, T, µ)−
Pµν
3
Πλλ(Q, 0, 0),
Πren.vac.µν ≡
Pµν
3
[
Πλλ(Q, 0, 0)−Q2
(
Πλλ(Q, 0, 0)
Q2
)
Q2→0
]
,
Πinf.vac.µν ≡
Pµν
3
Q2
[
Πλλ(Q, 0, 0)
Q2
]
Q2→0
.
For the vacuum expressions it is possible to extract the
projection matrix Pµν , since the polarization tensor is
purely transverse and for T, µ = 0 there is no preferen-
tial frame such that the tensor is built up out of only two
possible quantities δµν and QµQν . To include the dy-
namical properties of the vacuum expression a renormal-
ization procedure is necessary. In the above the renor-
malized vacuum expression was obtained by extracting
the infinite contributions from the vacuum polarization
tensor at the renomalization point Q2 = 0. The reason
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for extracting the factor Q2 from the vacuum Πλλ before
setting Q2 = 0 is because in the vacuum the dressed glu-
ons are massless, i.e., Πλλ ∝ Q2, c.f. Eq. (E7). Therefore
Q2 = 0 is still a pole for the vacuum expression, at which
the residue is 1 after the renormalization. In conclusion,
the following full renormalized polarization tensor will be
used
Πrenµν = Πµν −Πinf.vac.µν = Πmatµν +Πren.vac.µν . (E4)
In the high-density limit (µ≫ m), a good approxima-
tion is to evaluate the matter part for the case of massless
quarks. Thus for massless quarks in the zero-temperature
limit the matter parts of Π00 and Πµµ can be calculated
explicitly
Πmat00 (T = 0) =
g2
2π2
{
2
3
µ2 − 1
24
∑
s1,s2=±1
[
q2 − is1ωq
2q
(Q2 + 2q2)
]
ln
[
1− 2s1s2µ
q − is1ωq
]
+
∑
s2=±1
[
s2
µ(3Q2 − 4µ2)
24q
− µ
2
4
iωq
q
]
ln
[
1− 2s2µq−iωq
1 + 2s2µq+iωq
]}
, (E5)
Πmatµµ (T = 0) =
g2
π2
[
µ2
2
− Q
2
8q
{
µ
∑
s1=±1
s1 ln
[
1 + 2s1µq−iωq
1− 2s1µq+iωq
]
+
1
2
∑
s1,s2=±1
(q − is1ωq) ln
[
1 +
2s1s2µ
q − is1ωq
]}]
. (E6)
These expressions give the same result as can be found
in Refs. [40–42]. Performing an analytic continuation
to real time (iωq → ω + i0), the above expressions have
branch cuts from max (0, q − 2µ) < |ω| < q and q <
|ω| < q + 2µ, the origins of which can be found from
Eq. (E3) and are due to particle-hole processes and finite-
T, µ contributions to particle-antiparticle production and
annihilation, respectively. Because Lorentz invariance is
broken due to the presence of the gas, Πmat is a function
of q0 = i(iωq) and q separately since it can be a function
of qµuµ and q =
√
Q2 − (qµuµ)2, where uµ = (1, 0, 0, 0)
defines the rest frame of the system [13].
The renormalized vacuum part Πren.vac.µν has been found
in Ref. [43]
PµνQ
2 g
2
4π2
ˆ 1
0
dxx(1 − x) ln
(
m2
m2 + x(1 − x)Q2
)
=− 1
3
PµνQ
2 g
2
4π2
[
1
6
−
(
1− 2m
2
Q2
)
×
(
1−
√
1 +
4m2
Q2
ArcCoth
√
1 +
4m2
Q2
)]
≃Pµν
g2Q2
[
5
3 + ln
(
m2
Q2
)]
24π2
. (E7)
where it was assumed that the quarks have equal masses
and in the last line it was expanded for small masses.
In real time this expression has a branch cut for |ω| >√
q2 + 4m2 ≃ q, which is due to particle-antiparticle pro-
duction and annihilation.
Using a Sommerfeld expansion temperature correc-
tions to the gluon self-energy can be obtained. The Som-
merfeld expansion can be summarized as
N(ǫp − µ) =Θ(µ− ǫp)−
∞∑
n=1
2(1− 21−2n)ζ(2n)
× ∂
2n−1
∂ǫ2n−1p
δ(ǫp − µ)T 2n. (E8)
The derivation is analogous to that of the non-relativistic
Sommerfeld expansion [44]. One has to keep in mind that
the above is not a complete expansion for small temper-
atures since also the chemical potential depends on tem-
perature. In this manner the T 2 correction to the gluon
self-energy is found to be
Πmat00 −Πmat00 (T = 0) =
g2
2
1
6
T 2
∑
s=±1
iωq + 2sµ
2q
ln
[
(iωq − q)(iωq + 2sµ+ q)
(iωq + q)(iωq + 2sµ− q)
]
,
Πmatµµ −Πmatµµ (T = 0) =−
g2
2
1
6
T 2
8µ2[3(iωq)
2 − (2µ− q)(2µ+ q)]
[(iωq)2 − (2µ− q)2][(iωq)2 − (2µ+ q)2] . (E9)
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Using Eqs. (E2-E9) the behavior of F and G can be
found in several limits. Keeping the ratio x = q/ω fixed
and expanding up to zeroth order in ω, the hard dense
and hard thermal loop (HDL/HTL) expressions are re-
obtained [12, 13]
lim
ω→0
F (ω, q = xω)
=2m2g
(
1− 1
x2
)[
1 +
1
2x
ln
(
1− x
1 + x
)]∣∣∣∣
x=q/ω
,
lim
ω→0
G(ω, q = xω)
=m2g
[
1
x2
− 1
2x
(
1− 1
x2
)
ln
(
1− x
1 + x
)]∣∣∣∣
x=q/ω
,
where
m2g ≡
g2
4π2
(
µ2 +
1
3
π2T 2
)
, (E10)
is the gluon thermal mass. The reason that the above
limit returns the HDL and HTL expressions, is due to the
fact that the HDL/HTL approximation (m = 0 and ω ≪
q ≪ µ) takes into account only the low-energy processes
around the Fermi surface, namely particle-hole processes.
Some other useful limits are
lim
q→0
lim
ω→0
F = 2m2g
(
1 + i
π
2
ω
q
)
,
lim
q→0
lim
ω→0
G = −2m2gi
π
2
ω
q
,
where it can be seen that in the static long-wavelength
limit (ω, q → 0) the electric gluons (F ) are screened,
while magnetic gluons (G) are dynamically screened.
Furthermore, the large momenta and frequency behav-
ior of the matter and vacuum parts are separately seen
to be
lim
q,ω→∞
Fmat =
µ2
(
4m2g +
5
3g
2T 2
)
3Q2
,
lim
q,ω→∞
Gmat = −µ
2(4m2g +
5
3g
2T 2)(q2 + ω2)
3Q4
,
lim
q,ω→∞
T,µ→0
F,G =
g2Q2
[
5
3 + ln
(
m2
Q2
)]
24π2
. (E11)
The vacuum expressions are proportional to Q2 since in
the vacuum the gluons remain massless and thus Q2 = 0
is still a pole of the propagator. The logarithmic Q2
dependence is usually absorbed into the vertex and sub-
sequently interpreted as the varying of the coupling con-
stant with the energy scale Q.
Appendix F: The thermodynamic potential of ideal
gases
Consider first the well-known ideal Fermi gas term of
a single species
− 1
V β
Tr ln(−G−10 )
= − 1
V β
∑
ωn,p
ln det[(i /P +m)]
= − 1
β
∑
ωn
ˆ
d3p
(2π)3
2 ln[−(iωn + µ0)2 + ǫ20(p)].
Using Eq. (D2) with f(z) = ln[−z2 + ǫ20(p)] and using
the principle value logarithm with a branch cut on the
negative real axis
lim
η↓0
ℑ[f(ω + iη)] = lim
η↓0
ℑ[ln(−ω2 + ǫ20(p)− 2iωη)]
= πΘ[ω2 − ǫ20(p)]sgn(−ω),
the ideal Fermi gas contribution becomes
− 2
ˆ
d3p
(2π)3
ˆ ∞
0
[N(ω − µ0)− (1−N(ω + µ0))]
×Θ[ω2 − ǫ20(p)]dω
=− 2β−1
ˆ
d3p
(2π)3
{
ln
[
1 + e−β(ǫ0(p)−µ0)
]
+ ln
[
1 + e−β(ǫ0(p)+µ0)
]}
+ 2
ˆ
d3p
(2π)3
ˆ ∞
ǫ2
0
(p)
dω.
In the above it was assumed that the arc at infinity van-
ishes, which is the case if the time-ordering in the path-
integral is taken into account properly by multiplying the
integrand by e−iωnη and taking the limit η ↓ 0. The infi-
nite vacuum contribution is clearly visible and should be
subtracted, giving for massless fermions
Ωideal-Fermi = −
[
7π2T 4
180
+
T 2µ20
6
+
µ40
12π2
]
.
The ideal Bose gas follows from
1
V β
1
2
Tr
[
ln(D−10 )− 2 ln(∂µfµ)− ln
1
ξ
]
,
which will lead to the same expression in both the Lorentz
and Coulomb gauges. In the following, the Coulomb
gauge is taken (fµ = (0,∇)µ),
1
2V β
(
Tr ln[D−10,µν(Q)]− 2Tr ln q2 − Tr ln
1
ξ
)
=
1
2V β
∑
ωn,q
(
ln
[
q2
ξ
q2(Q2)2
]
− 2 ln q2 − ln 1
ξ
)
=
1
V β
∑
ωn,q
ln[−(iωn)2 + q2].
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The unphysical degrees of freedom clearly drop out due
to the ghost contribution ∂µfµ. Using Eq. (D1) with
f(z) = ln(−z2 + q2), the ideal Bose gas contribution is
2
β
ˆ
d3q
(2π)3
ln[1− e−βq]−
ˆ
d3q
(2π)3
ˆ ∞
q
dω.
Again the vacuum term is clearly present and will be
subtracted, giving the Stefan-Boltzmann law
Ωideal-Bose = − T
4
45π2
.
Appendix G: The quark self-energy
For completeness also the quark self-energy will be de-
rived in the Lorentz gauge to lowest order.
Σ(P ) =
ˆ
d4Q
V Tr[−igγµt
aG0(Q)(−igγνta)Dµν(P −Q)].
Performing the Matsubara sum gives
Σ(iωp,p) =− g2 NG
2NC
ˆ
d3q
(2π)3
1
2ǫg(p− q)
×
{ ∑
s[γµus(q)u¯s(q)γµ]
iωp + µ− ǫ0(q) − ǫg(p− q) [(1 +NB(p− q))(1 −N(q)) +NB(p− q)N(q)]
+
∑
s[γµus(q)u¯s(q)γµ]
iωp + µ− ǫ0(q) + ǫg(p− q) [NB(p− q)(1 −N(q)) + (1 +NB(p− q))N(q)]
+
∑
s[γµvs(q)v¯s(q)γµ]
iωp + µ+ ǫ0(q)− ǫg(p− q) [(1 +NB(p− q))N¯ (q) +NB(p− q)(1 − N¯(q))]
+
∑
s[γµvs(q)v¯s(q)γµ]
iωp + µ+ ǫ0(q) + ǫg(p− q) [NB(p− q)N¯(q) + (1 +NB(p− q))(1 − N¯(q))]
}
,
∆Σ(iωp,p) =− g2 NG
4NC
∑
s2,s3=±1
ˆ
d3q
(2π)3
[
s3
ǫg(p− q)
γµP
s2
E (q)γ0γµ
iωp + µ− s2ǫ0(q)− s3ǫg(p− q)
]
× [(1 +Ns3B (p− q))(1 −Ns2(q)) +Ns3B (p− q)Ns2 (q)− Is2,s3 ]. (G1)
In the last line the indicator function Is2,s3 = δs2+δs3+−
δs2−δs3− is exactly the vacuum contribution such
that ∆Σ is the vacuum subtracted self-energy, i.e.,
∆Σ (T = µ = 0) = 0. To first order the self-energy for
a single quark and antiquark can be found by using the
free quark energy projectors and helicity projectors
Σs1s (iωp,p) = Tr[Ps(p)P s1E γ0Σ(iωp,p)].
After projecting and evaluating the self-energy at iωp =
s1ǫ0(p) − µ the function in the first square brackets in
Eq. (G1) reduces to Fs1,s2,s3(p,q) defined in Eq. (14).
In the zero-temperature limit the self-energy for a single
quark then reduces to
lim
T→0
∆Σ+(ǫ0(p)− µ,p) =
g2NG
4NC
∑
s3=±1
ˆ
d3q
(2π)3
F+,+,s3(p,q)N+(q). (G2)
Note that the final result is independent of helicity s.
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