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RECURRENCE, RIGIDITY, AND POPULAR
DIFFERENCES
JOHN T. GRIESMER
Abstract. We construct a set of integers S such that every trans-
late of S is a set of recurrence and a set of rigidity for a weak mix-
ing measure preserving system. Here “set of rigidity” means that
enumerating S as (sn)n∈N produces a rigidity sequence. This con-
struction generalizes or strengthens results of Katznelson, Saeki
(on equidistribution and the Bohr topology), Forrest (on sets of
recurrence and strong recurrence), and Fayad and Kanigowski (on
rigidity sequences). The construction also provides a density ana-
logue of Julia Wolf’s results on popular differences in finite abelian
groups.
1. Motivation
Given a set of integers A, we write d∗(A) for the upper Banach
density of A; see Sections 2 and 9 for exposition. The difference set
A − A is defined as {a − b : a, b ∈ A}. A Bohr neighborhood in the
integers is a nonempty set of the form {n : p(n) > 0}, where p(n) =∑m
j=0 cj sin(λjn)+dj cos(λjn) is a trigonometric polynomial (cj, dj, λj ∈
R). Ruzsa asked the following in Section 5.8 of [10, Part II].
Question 1.1. If d∗(A) > 0, must A−A contain a Bohr neighborhood?
Question 1.1 was also asked in [3], and in a slightly different form in
[13]. While we do not answer Question 1.1 in the present article, we
answer the closely related Questions 1.2 and 1.3, providing support for
a negative answer to Question 1.1. Most techniques for analyzing the
difference set A − A of a set A having positive upper Banach density
actually provide information about the c-popular differences Pc(A) :=
{n : d∗(A∩(A−n)) > c}, where c > 0 is some fixed number. Note that
Pc(A) ⊆ A − A for each c ≥ 0. The following questions now present
themselves.
Question 1.2. If d∗(A) > 0, is there necessarily a c > 0 such that
Pc(A) contains a Bohr neighborhood of some n0 ∈ Z?
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Question 1.3. Given A ⊆ Z having d∗(A) > 0, is there a c > 0, an
n0 ∈ Z, and a set B ⊆ Z having d
∗(B) > 0 such that Pc(A) contains
n0 +B −B?
Our Corollary 2.6 answers Questions 1.2 and 1.3 in the negative.
Corollary 2.6 follows from our main result, Theorem 2.1, an ergodic
theoretic construction generalizing some classical results in harmonic
analysis and recent results in ergodic theory.
The next section summarizes some concepts from measure preserving
dynamics and states our main results.
2. Recurrence and rigidity
A measure preserving system (or just “system”) (X, µ, T ) is a prob-
ability measure space (X, µ), together with a map T : X → X pre-
serving µ: µ(T−1D) = µ(D) for every measurable D ⊆ X . In this
article, T will always be invertible. We do not mention the σ-algebra
of measurable sets on X , as we only ever consider measurable subsets
of X . See any of [4, 5, 9, 11, 21, 24] for standard definitions regarding
measure preserving systems, including ergodicity, weak mixing, and the
definition of isomorphism for measure preserving systems.
2.1. Definitions. A set S ⊆ Z is a:
• set of recurrence if for every system (X, µ, T ) and every D ⊆ X
having µ(D) > 0, there exists n ∈ S such that µ(D∩T nD) > 0.
• set of strong recurrence if for every system (X, µ, T ) and every
D ⊆ X with µ(D) > 0, there is a c > 0 such that µ(D∩T nD) >
c for infinitely many n ∈ S.
• set of optimal recurrence1 if for every system (X, µ, T ), all ε > 0,
and every D ⊆ X having µ(D) > 0, there exists n ∈ Z such
that µ(D ∩ T nD) > µ(D)2 − ε.
• set of rigidity if S is infinite and there is a nontrivial ergodic
system X = (X, µ, T ) such that for all measurable D ⊆ X and
all ε > 0, the set {n ∈ S : µ(D△T nD) > ε} is finite. For such
X, we say that S is set of rigidity for X. If S is a set of rigidity
for a nontrivial weak mixing system X, we say S is a WM set
of rigidity.
Forrest [7] constructed an example of a set of recurrence which is not
a set of strong recurrence. See [18] for another proof of Forrest’s result.
1Also known as “nice recurrence.”
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For technical reasons, some variations on the above definitions are
in order. Let X = (X, µ, T ) be a measure preserving system.
A set S ⊆ Z is a set of strong recurrence for X if for every set D ⊆ X
having µ(D) > 0, there is a c > 0 such that {n ∈ S : µ(D ∩T nD) > c}
is infinite. The set S is a WM set of strong recurrence if it is a set of
strong recurrence for every weak mixing system.
A sequence of integers (sn)n∈N is a rigidity sequence for X if for every
set D ⊆ X , limn→∞ µ(D△T
snD) = 0. The set S is a set of rigidity
for X iff (sn)n∈N is a rigidity sequence for X whenever (sn)n∈N is an
enumeration of S.
A system X is a rigid-recurrence system if there is a set of rigidity
S for X such that every translate of S is a set of recurrence, meaning
S + n is a set of recurrence for every n ∈ Z.
2.2. Results. Our main result is Theorem 2.1; its proof uses measure
concentration results similar to the use of Kleitman’s Theorem in [7]
and [18], and to the measure concentration arguments of [25]. See
Sections 3 and 5 for further discussion of Theorem 2.1 and its relation
to other work.
Theorem 2.1. There is a set S ⊆ Z such that every translate of S is
both a set of recurrence and a WM set of rigidity.
We prove Theorem 2.1 in Section 3. An immediate consequence of
the theorem (and its proof):
Proposition 2.2. There is a weak mixing rigid-recurrence system.
Our first corollary generalizes the main result of [7].
Corollary 2.3. There is a set S ⊆ Z such that every translate of S is
a set of recurrence, and no translate of S is a WM set of strong recur-
rence. Consequently, no translate of S is a set of strong recurrence.
Corollary 2.3 is proved in Section 4.
2.3. Popular differences. If G is an abelian group, t ∈ G, and
A,B ⊆ G, we write A + t for {a + t : a ∈ A}, and A − B for
{a − b : a ∈ A, b ∈ B}. The difference set A − B is exactly the
set {g ∈ G : B ∩ (A− g) 6= ∅}.
If G is a finite abelian group, A ⊆ G, and c ≥ 0, the c-popular
difference set Pc(A) is the set of elements g ∈ G such that there are
more than c|G| pairs (a, b) ∈ A × A satisfying a − b = g. In other
words, Pc(A) := {g : |A ∩ (A − g)| > c|G|}. Wolf constructed dense
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sets A ⊆ Z/NZ where the popular difference set of A does not contain
any difference set B −B, where B is not small. To be more precise:
Theorem 2.4 ([25], Theorem 1.1). There is a function c : N → R
having limn→∞ c(n) = 0, and there are sets AN ⊆ Z/NZ having |AN | >
N/3 such that Pc(N)(AN) does not contain any difference set B − B,
where B ⊆ Z/NZ has |B| > c(N) ·N .
Corollary 2.6 provides an analogue of Theorem 2.4 in terms of upper
Banach density, while Corollary 2.5 is an analogue of Theorem 2.4 for
measure preserving systems.
2.4. Upper Banach density and Følner sequences. If A ⊆ Z, the
upper Banach density of A is d∗(A) := limN→∞ supM∈Z
|A∩[M,M+N−1]|
N
.
A Følner sequence for Z is a sequence (Φj)j∈N of subsets of Z satis-
fying limj→∞
|Φj△(Φj+n)|
|Φj |
= 0 for every n ∈ Z. A sequence of intervals
Ij = {Mj ,Mj + 1, . . . , Nj} is a Følner sequence iff limj→∞ |Ij| = ∞.
If A ⊆ Z, and Φ = (Φj)j∈N is a Følner sequence, we write dΦ(A) for
limj→∞
|A∩Φj |
|Φj |
. Observe that d∗(A) is the maximum of all values of
dΦ(A) where Φ is a Følner sequence.
For a set of integers A ⊆ Z, an analogue of the c-popular difference
set is Pc(A) := {n ∈ Z : d
∗(A ∩ (A − n)) > c}. For a measure
preserving system (X, µ, T ) and a set D ⊆ X , the analogue of the c-
popular difference set is the c-popular recurrence set Rc(D) := {n :
µ(D ∩ T nD) > c}. From Corollary 2.3 we will deduce the following
analogues of Theorem 2.4.
Corollary 2.5. There is a weak mixing system (X, µ, T ) such that
for all D ⊆ X having µ(D) > 0 and D ∩ TD = ∅, and all c > 0,
the set Rc(D) does not contain a set of the form n0 + B − B, where
d∗(B) > 0 and n0 ∈ Z. Consequently, Rc(D) does not contain a Bohr
neighborhood.
See Section 5 for discussion of the Bohr topology.
Corollary 2.5 should be contrasted with the classical result that for
every system X = (X, µ, T ), every D ⊆ X , and all c < µ(D)2, Rc(D)
contains a set of the form U \C, where U ⊆ Z is a Bohr neighborhood
of 0 and d∗(C) = 0. Furthermore, if X is weak mixing, the complement
E := Z \ Rc(D) has d
∗(E) = 0. These results can be understood in
terms of Fourier transforms of measures; see Section 1.3 of [2] for a
brief exposition.
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Corollary 2.6. For all ε > 0, there is a set A ⊆ Z having d∗(A) > 1
2
−ε
such that for all c > 0, the set Pc(A) does not contain a set of the form
n0 + B − B, where d
∗(B) > 0 and n0 ∈ Z. Consequently, Pc(A) does
not contain a Bohr neighborhood.
In fact, the examples A in Corollary 2.6 can be taken to have uniform
density, meaning limn→∞
|A∩Φn|
|Φn|
= d∗(A) for every Følner sequence
(Φn)n∈N; this is proved in Proposition 4.3. In particular, there are
syndetic2 sets A none of whose popular difference sets Pc(A), c > 0,
contain a translate of a difference set n0 +B − B, where d
∗(B) > 0.
Remark 2.7. We state the conclusion of Corollary 2.5 in terms of
differences sets B − B, where d∗(B) > 0, rather than recurrence sets
R0(D). Lemma 10.3 shows that it makes no difference whether we use
R0(D) or B − B in the conclusion.
2.5. Outline of the article. Theorem 2.1 is proved in Section 3. We
prove Corollaries 2.3, 2.5, and 2.6 in Section 4. Section 5 discusses
the Bohr topology and how our results are related to the existing lit-
erature. Section 6 summarizes some applications of measure concen-
tration underlying the proof of Theorem 2.1. Section 7 contains the
proof of Proposition 3.2, which is the main technical tool in the proof
of Theorem 2.1. Sections 8–10 contain lemmas needed in the preceding
sections.
3. Fourier transforms of measures, Proof of Theorem 2.1
Proposition 3.2, the main technical fact underlying the proof of The-
orem 2.1, is of independent interest. Before stating the proposition, we
briefly review some background on Fourier transforms of measures and
Kronecker sets.
Here T := R/Z is the torus with the usual topology. We identify
T with the interval [0, 1), so the functions en : [0, 1) → C given by
en(x) := exp(2piinx), n ∈ Z, correspond to the characters of the group
T.
A Borel measure µ on a topological spaceX is continuous if µ({x}) =
0 for every x ∈ X .
If σ is a measure on T, its Fourier transform is the function σˆ : Z→ C
given by σˆ(n) =
∫
en(θ) dσ(θ). For a Borel probability measure σ on
T and a sequence of integers (sn)n∈N, the condition limn→∞ σˆ(sn) =
1 is equivalent to limn→∞
∫
| exp(2piisnθ) − 1| dσ(θ) = 0. Under the
2A set S ⊆ Z is syndetic if there is a finite set F such that F + S = Z.
6 JOHN T. GRIESMER
additional assumption that σ is continuous, these conditions imply that
the sequence (sn)n∈N is a rigidity sequence for a weak mixing system,
as the following lemma states.
Lemma 3.1. (i) A sequence (sn)n∈N is a rigidity sequence for a
weak mixing system if and only if there is a continuous measure
σ on T such that limn→∞ ‖esn − 1‖L1(σ) = 0. Consequently:
(ii) A translated sequence (sn − m)n∈N is a rigidity sequence for a
weak mixing system if and only if there is a continuous proba-
bility measure σ on T such that limn→∞ ‖esn − em‖L1(σ) = 0.
See Proposition 2.10 of [1] for a proof of Lemma 3.1 (i) and further
exposition. Part (ii) follows from part (i) and multiplying the integrand
in ‖esn−m − 1‖L1(σ) by em.
3.1. Kronecker sets. The unit circle {z ∈ C : |z| = 1} is denoted by
S1.
A set K ⊆ T is a Kronecker set if for every continuous function
f : K → S1 and all ε > 0, there is an exponential function en(x) =
exp(2piinx) such that supx∈K |f(x) − en(x)| < ε. The group T con-
tains a nonempty compact Kronecker set with no isolated points ([14,
Section 2]; see also [12, 22]). In other words, T contains a nonempty
perfect Kronecker set. Consequently, there are continuous probability
measures supported on Kronecker sets.
Proposition 3.2. Let σ be a continuous probability measure supported
on a nonempty perfect Kronecker set.
(a) For all ε > 0, every translate of the set
Sε :=
{
n :
∫
|en(x)− 1| dσ(x) < ε
}
is a set of recurrence.
(b) Let f : K → S1 be a measurable function and ε > 0. Every
translate of the set
Qε,f :=
{
n :
∫
|en(x)− f(x)| dσ(x) < ε
}
is a set of recurrence.
Proposition 3.2 is proved in Section 7.
Proposition 3.2 strengthens Theorem 2.2 of [16], which says3 that
there is a continuous probability measure σ on T such that for each
3Theorem 2.2 of [16] has a slightly weaker statement than that given here, but
the proof is easily adapted to prove the stronger statement.
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ε > 0, {n : |σˆ(n)| > 1 − ε} is dense in the Bohr topology of Z. The
proposition also improves a special case of the main result of [23], which
says (in the special case) that if σ is a continuous probability measure
supported on a Kronecker set and U ⊆ C is an open subset of the
closed unit disk, then {n : σˆ(n) ∈ U} is dense in the Bohr topology.
Proposition 5.2 in the sequel explains why Proposition 3.2 implies the
earlier results. It is currently unknown whether every set dense in the
Bohr topology is also a set of recurrence – this is equivalent to Question
1.1. If so, Proposition 3.2 merely recovers Theorem 2.2 of [16] and the
aforementioned special case of [23].
3.2. Recurrence is witnessed by finite approximations. We will
prove Theorem 2.1 by piecing together finite subsets of the sets Qf,ε in
Proposition 3.2; for this we need Lemma 3.4.
We say that S ⊆ Z is a set of δ-recurrence if for every measure
preserving system (X, µ, T ) and every D ⊆ X such that µ(D) > δ,
there exists n ∈ S such that µ(D ∩ T nD) > 0.
Lemma 3.3 ([8], Theorem 2.1). A set S ⊆ Z is a set of recurrence if
and only if for all δ > 0, there is a finite subset Sδ of S such that Sδ is
a set of δ-recurrence.
Lemma 3.4. Let S1 ⊇ S2 ⊇ S3 ⊇ . . . be a descending chain of subsets
of Z such that every translate of Sj is a set of recurrence for each j.
Then there is a set S such that S \ Sj is finite for each j and every
translate of S is a set of recurrence.
Proof. For each j ∈ N, let S ′j ⊆ Sj be a finite set such that S
′
j +m is a
set of 1
j
-recurrence for every |m| ≤ j; such finite sets exist by Lemma
3.3. Then S =
⋃
j∈N S
′
j is the desired set. 
Proof of Theorem 2.1. Let K ⊆ T be a nonempty perfect Kronecker
set, and let (Km)m∈Z be a sequence of mutually disjoint nonempty
perfect subsets of K. Observe that each Km is a Kronecker set, for
every subset of a Kronecker set is itself a Kronecker set. For each m, let
σm be a continuous probability measure supported on Km, and define
σ := 1
3
∑
m∈Z 2
−|m|σj , so that σ is a continuous probability measure on
K. Let f : K → S1 satisfy f |Km = em for each m, and for each j ∈ N
let
Sj =
{
n ∈ Z :
∫
|en − f | dσ <
1
j
}
.
By Proposition 3.2 (b), every translate of Sj is a set of recurrence. By
Lemma 3.4, there is a set S such that every translate of S is a set of
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recurrence, and S \ Sj is finite for every n. Enumerating the elements
of S as (sn)n∈N, we have esn → f in L
1(σ), and it follows that esn → f
in L1(σm) for every m. Consequently, esn → em in L
1(σm), by the
definition of f , and we apply Lemma 3.1 to see that S −m is a set of
rigidity for every m. 
4. Proofs of Corollaries
Corollaries 2.3 and 2.5 will be proved with the aid of Lemma 4.1. Our
approach to Corollary 2.6 requires some additional machinery in the
form of the Jewett-Krieger theorem, which we review after the proofs
of Corollaries 2.3 and 2.5.
Lemma 4.1. If X = (X, µ, T ) is a nontrivial weak mixing measure
preserving system, S is a set of rigidity for X, and m ∈ Z \ {0}, then
S +m is not a set of strong recurrence for X.
Proof. Let S be a set of rigidity for X. Let D ⊆ X have µ(D) > 0 and
D ∩ TmD = ∅. Such a D exists since X is weak mixing, and therefore
totally ergodic. Enumerate the elements of S as {sn : n ∈ N}, so that
µ(E△T snE) → 0 as n → ∞ for every measurable set E ⊆ X . Then
µ(TmD△T sn+mD) → 0, so µ(D ∩ T sn+mD) → µ(D ∩ TmD) = 0 as
n → ∞. This shows that S +m is not a set of strong recurrence for
X. 
Proof of Corollary 2.3. Lemma 4.1 and Theorem 2.1 together imply
Corollary 2.3. 
Proposition 4.2. If X is a nontrivial rigid-recurrence system, then
for every set D ⊆ X such that D ∩ TD = ∅ and every c > 0, Rc(D)
does not contain a set of the form n0 +B − B, where d
∗(B) > 0.
Proof. Let S ⊆ Z be a set of rigidity for X such that every translate
of S is a set of recurrence. Assume, to get a contradiction, that there
is a set D ⊆ X with µ(D) > 0 such that D ∩ TD = ∅, and for some
c > 0, the set Rc(D) = {n : µ(D ∩ T
nD) > c} contains a set of the
form n0 +B − B, where d
∗(B) > 0.
Every translate of S is a set of recurrence, so every translate of S+1
is a set of recurrence. Lemma 8.2 implies (S + 1) ∩ (n0 + B − B) is
infinite, and consequently (S+1)∩Rc(D) is infinite. On the other hand,
if we enumerate S as (sn)n∈N we have limn→∞ µ(D ∩ T
sn+1D) = 0 by
an argument similar to the proof of Lemma 4.1. The last limit implies
the set (S + 1) ∩ Rc(D) is finite, contradicting the earlier conclusion
that it is infinite. 
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Proof of Corollary 2.5. Theorem 2.1 implies the existence of nontrivial
weak mixing rigid-recurrence systems, so takeX to be any weak mixing
rigid-recurrence system and apply Proposition 4.2. 
4.1. Topological systems and unique ergodicity. A topological
system (X, T ) is a compact metric space X together with a self homeo-
morphism T : X → X . We say that (X, T ) is uniquely ergodic if there
is only one T -invariant Borel probability measure on X . See any of
[4, 5, 9, 11, 21, 24] for background on topological systems.
In the proof of Corollary 2.6, we will need minimal uniquely ergodic
models of measure preserving systems. Such models are provided by
the Jewett-Krieger theorem [15, 17], which says that if (X, µ, T ) is an
ergodic measure preserving system, then there is a minimal uniquely
ergodic topological system (X˜, T˜ ) with invariant probability measure
µ˜ such that (X, µ, T ) is isomorphic to (X˜, µ˜, T˜ ). We can take the space
X˜ to be totally disconnected.
Below we list some well-known properties of uniquely ergodic topo-
logical systems. Let (X, T ) be a uniquely ergodic topological system
with invariant probability measure µ on a totally disconnected space
X . Assume µ is continuous, so that µ({x}) = 0 for all x ∈ X .
(U1) IfK ⊆ X is a clopen set, then for every Følner sequence (Φj)j∈N,
we have limj→∞
1
|Φj |
∑
n∈Φj
1K(T
nx) = µ(K), for every x ∈ X .
(U2) If K ⊆ X , n ∈ Z, and x ∈ X , let A := {m : Tmx ∈ K}. Then
A ∩ (A− n) = {m : Tmx ∈ K ∩ T−nK}. Consequently, if K is
clopen, then for every Følner sequence Φ, dΦ(A ∩ (A − n)) =
µ(K ∩ T−nK).
(U3) For all ε > 0, there is a clopen set D ⊆ X having µ(D) > 1
2
− ε
such that D ∩ TD = ∅.
To prove statement (U3), take N to be sufficiently large and construct
a Rohlin tower {C, TC, . . . , T 2N−1C} for (X, µ, T ) where the T iC are
mutually disjoint clopen sets such that µ(X \
⋃2N−1
i=0 T
iC) > 1− ε. Let
D =
⋃N−1
i=0 T
2iC. Then µ(C) ≥ 1−ε
2N
, µ(D) ≥ N · µ(C) ≥ N 1−ε
2N
= 1−ε
2
,
andD∩TD = ∅. Such a Rohlin tower may be constructed by following
the proof of [5, Lemma 2.45], starting with a clopen set A in the proof.
We say a set A ⊆ Z has uniform density α if dΦ(A) = α for every
Følner sequence Φ, and we write dU(A) = α.
The following proposition immediately implies Corollary 2.6.
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Proposition 4.3. For all ε > 0, there is a set A ⊆ Z having uniform
density ≥ 1
2
− ε, such that for all c > 0, the set Pc(A) does not contain
a translate of a difference set n0 +B − B, where d
∗(B) > 0.
Proof. Let X = (X, µ, T ) be a weak mixing system as in the con-
clusion of Corollary 2.5. By the Jewett-Krieger theorem, there is a
minimal uniquely ergodic topological dynamical system X˜ = (X˜, T˜ )
with invariant probability measure µ˜ such that (X˜, µ˜, T˜ ) is isomorphic
to (X, µ, T ), and X˜ is totally disconnected.
Fix ε > 0, and apply Property (U3) to find a clopenD ⊆ X˜ such that
D ∩ T˜D = ∅ and µ(D) > 1
2
− ε. Let x ∈ X˜ and A = {m : T˜mx ∈ D}.
Then property (U1) implies dU(A) = µ(D) >
1
2
− ε. Property (U2)
implies µ(D ∩ T˜−nD) = dU(A ∩ (A − n)) = d
∗(A ∩ (A − n)) for all
n ∈ N. The conclusion now follows from Corollary 2.5. 
5. The Bohr topology and recurrence
The Bohr topology on Z is the weakest topology on Z such that every
homomorphism χ : Z → T is continuous. See Chapter 5 of [10, Part
II] for more on the Bohr topology and difference sets.
Remark 5.1. A subbase for the Bohr topology consists of sets of the
form B(α, U) := {n ∈ Z : nα ∈ U}, where U ⊆ T is open and α ∈ T.
In other words, the Bohr topology consists of arbitrary unions of finite
intersections of sets of the form B(α, U).
Proposition 5.2. If every translate of S ⊆ Z is a set of recurrence,
then S is dense in the Bohr topology on Z.
Proof. This is a standard fact, so we only outline the proof. The fol-
lowing standard facts imply the conclusion:
(i) Every neighborhood in the Bohr topology has positive upper
Banach density.
(ii) Every Bohr neighborhood U of the identity 0Z contains a dif-
ference set V − V of a Bohr neighborhood V of the identity.
(iii) Every Bohr neighborhood of a point contains a translate of a
Bohr neighborhood of 0Z. 
Whether the converse of Proposition 5.2 holds is an open problem,
equivalent to Question 1.1: if the answer to Question 1.1 is “yes,” then
every set S dense in the Bohr topology of Z is a set of recurrence, hence
every translate of such a set is a set of recurrence.
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5.1. Rigidity and the Bohr topology. Answering Question 3.5 of
[1], Fayad and Kanigowski prove the following.
Theorem 5.3 ([6], Theorem 2). There is a set of rigidity S ⊆ Z such
that for all irrational α, {nα mod 1 : n ∈ S} is dense in R/Z, and for
all rational α, {nα mod 1 : n ∈ S} = {nα mod 1 : n ∈ Z}.
In light of Proposition 5.2 and Remark 5.1, Theorem 2.1 implies
Theorem 5.3 and the following strengthening.
Theorem 5.4. There is a set of rigidity S ⊆ Z such that S is dense
in the Bohr topology of Z.
5.2. Equidistribution. A set S ⊆ Z is equidistributed if there is a
sequence of finite subsets Sj ⊆ S such that for every α ∈ (0, 1),
lim
j→∞
1
|Sj|
∑
n∈Sj
exp(2piinα) = 0.(5.1)
It follows easily from the definition that S is equidistributed iff every
translate of S is equidistributed. Furthermore, standard arguments
show that if (Sj)j∈N is a sequence of finite sets satisfying equation (5.1),
then for every measure preserving system (X, µ, T ) and every D ⊆ X ,
we have
lim
j→∞
1
|Sj|
∑
n∈Sj
µ(D ∩ T nD) ≥ µ(D)2.
Consequently, every translate of every equidistributed set is a set of
optimal recurrence.
5.3. A hierarchy of recurrence properties. Consider the following
properties of a set of integers S.
(R1) S is equidistributed.
(R2) Every translate of S is a set of optimal recurrence.
(R3) Every translate of S is a set of strong recurrence.
(R4) Every translate of S is a set of recurrence.
(R5) S is dense in the Bohr topology of Z.
We have (R1) =⇒ (R2) =⇒ (R3) =⇒ (R4) =⇒ (R5); the first
implication is discussed above, and the last implication is Proposition
5.2. Katznelson’s and Saeki’s examples (Theorem 2.2 of [16] and the
main theorem of [23]) show that (R5) does not imply (R1).
Corollary 2.3 shows that (R4) does not imply (R3), and in fact (R4)
does not imply that any translate of S is a set of strong recurrence.
Corollary 2.3 provides the first explicit proof that (R4) 6=⇒ (R1),
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although it is plausible that the constructions of [7] and [18] produce
sets satisfying (R4) and not (R3).
Does (R5) imply (R4)? This is Question 1.1. Does (R3) imply
(R2)? Does (R2) imply (R1)? The answers are likely “no,” but we are
unaware of a proof.
6. Measure concentration
The main result of this section is Lemma 6.3, which is the key lemma
in proving Proposition 3.2. Our approach is virtually identical to the
proof of [25, Lemma 2.4], and we require some results from [20]. To
state those, we introduce some terminology.
Let k, r ∈ N, let Λk := {λ ∈ C : λ
k = 1}, the group of kth roots of
unity, where the group operation is ordinary multiplication. Consider
the group Λrk := (Λk)
r, the rth cartesian power of Λk. We write the
group operation on Λrk using multiplicative notation. If A,B ⊆ Λ
r
k, we
write A · B for the product set {ab : a ∈ A, b ∈ B}, and A−1A for the
difference set4 {a−1b : a, b ∈ A}.
Write an element of Λrk as x = (x1, . . . , xr). Let d0 denote one
half of euclidean distance, so that d(x, y) :=
∑r
j=1 d0(xj , yj) defines
a translation invariant metric on Λrk with diameter ≤ r. For t ≥ 0
and x ∈ Λrk, let Ut(x) denote the d-ball of radius t around the element
x = (x1, . . . , xr), meaning Ut(x) = {y ∈ Λ
r
k :
∑r
j=1 d0(xj , yj) ≤ t}. We
refer to Ut(x) as the Hamming ball of radius t around x.
The following lemma may be proved in exactly the same manner5 as
Proposition 7.7 of [20].
Lemma 6.1. Let A ⊆ Λrk be nonempty, t ≥ 0 and let α = |A|/|Λ
r
k|.
Then
|A · Ut(0)|/|Λ
r
k| ≥ 1− α
−1 exp(−t2/2r).
Consequently, for every x ∈ Λrk,
|A · Ut(x)|/|Λ
r
k| ≥ 1− α
−1 exp(−t2/2r).
Lemma 6.2. Let A ⊆ Λrk, x ∈ Λ
r
k, and t > 0. If (A
−1A) ∩ Ut(x) = ∅,
then |A|/|Λrk| ≤ exp(−t
2/4r).
Proof. Assume A−1A ∩ Ut(x) = ∅. Write α for |A|/|Λ
r
k|. Note that
A−1A ∩ Ut(x) = ∅ ⇐⇒ A ∩ (A · Ut(x)) = ∅,
4Perhaps we should write “quotient set”, but we abuse terminology instead.
5We use the parameter r where [20] uses the parameter n. Take γ = 1 in the
conclusion of Proposition 7.7 of [20] to get the expression −t2/2r in the exponent
here.
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which implies |A|+ |A · Ut(x)| ≤ |Λ
r
k|, or
|A|
|Λrk|
+
|A · Ut(x)|
|Λrk|
≤ 1.(6.1)
Lemma 6.1 implies |A ·Ut(x)|/|Λ
r
k| ≥ 1−α
−1 exp(−t2/2r); substituting
into inequality (6.1) we get
|A|
|Λrk|
+ 1− α−1 exp(−t2/2r) ≤ 1,
meaning α + 1 − α−1 exp(−t2/2r) ≤ 1. Solving for α, we find α2 ≤
exp(−t2/2r), or α ≤ exp(−t2/4r), which is the desired conclusion. 
The next lemma is a qualitative restatement of Lemma 6.2.
Lemma 6.3. For all ε, δ > 0 and all k ∈ N, there exists N = N(δ, ε, k)
such that: if r > N and A ⊆ Λrk has |A| ≥ δ|Λ
r
k|, then for all x ∈ Λ
r
k,
there are a1, a2 ∈ A such that a
−1
1 a2 ∈ Ur·ε(x).
Proof. If (A−1A) ∩ Ur·ε(x) = ∅, Lemma 6.2 implies
|A|/|Λrk| ≤ exp(−ε
2r/4).
For r sufficiently large, this implies |A|/|Λrk| < δ. 
Remark 6.4. Consider Λrk as the set of functions f : {1, . . . , r} → Λk.
If m is normalized counting measure on {1, . . . , r} and x ∈ Λrk, then
{y ∈ Λrk : ‖y−x‖L1(m) < ε} is the set of y satisfying
1
r
∑r
j=1 |yj−xj | < ε,
or
r∑
j=1
1
2
|yj − xj | < r · ε/2.
Hence, the L1(m)-ball of radius ε around x is the Hamming ball Ur·ε/2(x).
7. Proof of Proposition 3.2.
Throughout this section, K ⊆ T will be a nonempty perfect Kro-
necker set and σ will be a continuous probability measure supported
on K. In the proof of Proposition 3.2, we repeatedly use the following
property of probability measures supported on Kronecker sets:
For all measurable functions f : K → S1 and all ε > 0, there is
a character en(x) = exp(2piinx) such that ‖f − en‖L1(σ) < ε.
Proof of Proposition 3.2. Our main task is proving part (a). Fix ε > 0.
Recall that Sε := {n :
∫
|en − 1| dσ < ε}, and we aim to prove that
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every translate of Sε is a set of recurrence. We write a translate Sε+m
as
Sε +m =
{
n+m :
∫
|en − 1| dσ < ε
}
=
{
n :
∫
|en−m − 1| dσ < ε
}
=
{
n :
∫
|en − em| dσ < ε
}
;
multiply the integrand |en−m − 1| by |em| in the second line to get
the third line. For the remainder of the proof, we fix a set of integers
B having d∗(B) > 0, we fix an m ∈ Z, and we aim to prove that
(B −B) ∩ (Sε +m) 6= ∅. In other words:
Claim 1. There are a, b ∈ B such that
∫
|ea−b(x)− em(x)| dσ(x) < ε.
Since B is an arbitrary set having d∗(B) > 0, Proposition 3.2 follows
from Claim 1 (by way of Lemma 10.3).
We will derive Claim 1 from Lemma 6.3. We continue to denote by
Λk the multiplicative group of k
th roots of unity. We first choose k to
be sufficiently large that there is a function g : K → Λk such that
(7.1) ‖em − g‖L1(σ) < ε/3.
We choose r > N(d∗(B), ε/6, k) in Lemma 6.3. We also choose r large
enough that there is a partition P = (P1, . . . , Pr) of K into r sets of
equal σ-measure such that there is a g : K → Λk satisfying inequality
(7.1) which is constant on elements of P. For the remainder of the
proof, we fix such g and P.
To prove Claim 1 it is enough to approximate g by ea−b where a, b ∈
B: we will show that there are a, b ∈ B such that ‖ea−b−g‖L1(σ) < 2ε/3.
Rewriting ea−b as eaeb, we will prove:
Claim 2. There are a, b ∈ B such that ‖eaeb − g‖L1(σ) < 2ε/3.
Now consider the set Hr,k of functions ψ : K → Λk which are
P-measurable, with P as defined above. Note that Hr,k is a group
under pointwise multiplication, isomorphic to Λrk. Furthermore, the
L1(σ) ball of radius ε around g may be identified with a Hamming ball
Ur·ε/2(x) in Λ
r
k, as mentioned in Remark 6.4. Since K is a Kronecker
set, functions ψ ∈ Hr,k can be approximated in L
1(σ) by functions of
the form en.
Claim 3. There are ψ1, ψ2 ∈ Hr,k satisfying simultaneously
(i) ‖ψ1ψ2 − g‖L1(σ) < ε/3, and
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(ii) there are n1, n2 ∈ B and z ∈ Z such that ‖enj+z−ψj‖L1(σ) < ε/3,
j = 1, 2.
Inequalities (i) and (ii), together with the triangle inequality, imply
‖en1+zen2+z−g‖L1(σ) < 2ε/3. The last inequality implies Claim 2, since
en1+zen2+z = en1en2 . The remainder of the proof of Proposition 3.2 is
dedicated to proving Claim 3.
Inequality (i) involves only elements of Hr,k. Regarding ψ1, ψ2, and g
as elements of Λrk, the inequality (i) says that ψ1ψ2 lies in the Hamming
ball Ur·ε/6(g) centered at g. Using this correspondence, we will derive
the following claim from Lemma 6.3.
Claim 4. Let N = N(δ, ε/6, k) be as in Lemma 6.3. If r > N and
A ⊆ Hr,k has |A| ≥ δ|Hr,k|, then for all g ∈ Hr,k, there are a1, a2 ∈ A
such that ‖a1a
−1
2 − g‖L1(σ) < ε/3.
Proof of Claim 4. The group Hr,k of Λk-valued P-measurable functions
is isomorphic to the group Λrk, and the natural isomorphism induces
an isometry between Hr,k with the L
1(σ) metric and the metric space
(Λrk, d
′), where d′ = 2d, and d is the metric defined on Λrk in Section
6. Now Claim 4 follows immediately from Lemma 6.3 and Remark
6.4. 
Claim 4 says that we can prove Claim 3 if a substantial portion of
the ψ ∈ Hr,k can be ε/3-approximated in L
1(σ) by exponentials en,
where n ∈ B. In fact, it is enough to show that there is a single
translate B + z of B such that a substantial portion of Hr,k can be
ε/3-approximated by exponentials of the form en, where n is in B + z,
since ea+zeb+z = eaeb.
Claim 5. For z ∈ Z, let B˜z ⊆ Hr,k be the set of ψ ∈ Hr,k satisfying
There exists n ∈ B such that ‖en+z − ψ‖L1(σ) < ε/3.(7.2)
Then |B˜z| ≥ d
∗(B)|Hr,k| for some z.
Proof. For each ψ ∈ Hr,k, let n(ψ) ∈ Z be such that ‖en(ψ)−ψ‖L1(σ) <
ε/3. Such an n(ψ) exists, since K is a Kronecker set. Furthermore,
choose n(ψ) so that n(ψ) 6= n(ψ′) if ψ 6= ψ′. Let Er,k = {n(ψ) : ψ ∈
Hr,k}, so that |Er,k| = |Hr,k|, and Er,k ⊆ Z. Apply Lemma 9.1 to find
a translate B + z of B such that |(B + z) ∩ Er,k| ≥ d
∗(B)|Er,k|. The
definition of n(ψ) implies |B˜z| ≥ |(B+z)∩Er,k|, so we have the desired
conclusion. 
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Since we chose r > N(d∗(B), ε/6, k), Claims 4 and 5 together imply
Claim 3, which implies Claim 2. Since Claim 2 implies Claim 1, this
completes the proof of Proposition 3.2, Part (a).
Part (b) follows immediately from Part (a): since σ is supported on a
Kronecker set, there is an exponential em such that ‖f−em‖L1(σ) < ε/2,
so Qε,f contains S
′ := {n : ‖en − em‖L1(σ) < ε/2}. Observe that
S ′ − m = Sε/2 (as defined in Part (a) of the Proposition), so every
translate of S ′ is a set of recurrence. Consequently, every translate of
Qε,f is a set of recurrence. 
8. Sets of recurrence
The lemmas in this section use the following property of ergodic
systems, which is actually equivalent to ergodicity.
(E) If (X, µ, T ) is an ergodic system and C,D ⊆ X have positive
measure, then there is an n ∈ Z such that µ(C ∩ T nD) > 0.
Lemma 8.1. For a set of integers S, the following conditions are equiv-
alent.
(i) Every translate of S is a set of recurrence.
(ii) For every measure preserving system (X, µ, T ) and every pair of
sets D1, D2 ⊆ X: if there is an n ∈ Z such that µ(D1∩T
nD2) >
0, then there is an m ∈ S such that µ(D1 ∩ T
mD2) > 0.
(iii) If (X, µ, T ) is an ergodic measure preserving system and µ(D) >
0, then µ
(⋃
n∈S T
nD
)
= 1.
Proof. (i) =⇒ (ii): Suppose every translate of S is a set of recurrence,
(X, µ, T ) is a measure preserving system, n ∈ Z, D1, D2 ⊆ X , and
µ(D1∩T
nD2) > 0. Since S−n is a set of recurrence, there is an m ∈ S
such that
µ(D1 ∩ T
nD2 ∩ T
m−n(D1 ∩ T
nD2)) > 0
which implies µ(D1∩T
mD2) > 0, since T
m−n(D1∩T
nD2) = T
m−nD1∩
TmD2.
(ii) =⇒ (iii): Let X = (X, µ, T ) be an ergodic system, and let S ⊆ Z
satisfy (ii). For D ⊆ X , write S ·D for
⋃
n∈S T
nD. Suppose, to get a
contradiction, that µ(D) > 0 and µ(S ·D) < 1. Let E = X \ (S ·D).
Then µ(E) > 0 and the ergodicity of X implies that there is an n such
that µ(E ∩ T nD) > 0. Property (ii) implies that there is an m ∈ S
such that µ(E ∩ TmD) > 0, and this is the desired contradiction.
(iii) =⇒ (i): Suppose S satisfies (iii). It suffices to show that S is a
set of recurrence, since condition (iii) is translation invariant. Suppose
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B ⊆ Z satisfies d∗(B) > 0; we must show that B ∩ (B − n) 6= ∅ for
some n ∈ S.
Apply Lemma 10.1 to find an ergodic system (X, µ, T ) and a set
D ⊆ X such that µ(D) ≥ d∗(B) and µ(D∩T nD) ≤ d∗(B∩(B−n)) for
every n ∈ Z. It then suffices to find n ∈ S such that µ(D ∩ T nD) > 0.
Condition (iii) implies µ(S · D) = 1, so µ(D ∩ (S · D)) = µ(D), and
there must be an n ∈ S such that µ(D ∩ T nD) > 0. 
Lemma 8.2. If every translate of S is a set of recurrence, d∗(A) > 0,
and n ∈ Z, then S ∩ (n + A−A) is infinite.
This lemma may seem obvious. To see why we expend effort proving
it, observe that there are finite sets of recurrence: the singleton {0} is
a set of recurrence.
In the proof we need the following property of weak mixing systems:
if X is ergodic and Y is weak mixing, then the product system X×Y
is ergodic.
Proof of Lemma 8.2. It suffices to show that S ∩ (A − A) is infinite
whenever d∗(A) > 0, since the hypothesis on S is translation invariant.
Fix such a set A.
By Lemma 10.1, A−A contains a set of the form R0(D) := {n ∈ Z :
µ(D ∩ T nD) > 0}, where (X, µ, T ) is an ergodic measure preserving
system and D ⊆ X has µ(D) ≥ d∗(A). So it suffices to show that
S ∩R0(D) is infinite.
Let F = {m1, . . . , mr} ⊆ Z be a finite set; we will show there is
an m ∈ S \ F such that µ(D ∩ TmD) > 0. Let n0 ∈ Z \ F . Let
Y = (Y, ν, R) be a nontrivial weak mixing system, and let E ⊆ Y have
positive measure and satisfy E ∩ Rm−n0E = ∅ for all m ∈ F ; this is
possible because Y is totally ergodic6 and m− n0 6= 0 for m ∈ F .
Consider the product system Z = (X × Y, µ × ν, T × R) = X ×Y,
and let C1, C2 ⊆ Z be the following:
C1 := D × E, C2 := D ×R
−n0E.
Write η for µ× ν and T˜ for T × R.
Then for allm ∈ F , we have C1∩T˜
mC2 = ∅, since E∩R
m−n0E = ∅.
Since Y is weak mixing and X is ergodic, the system Z is ergodic. We
conclude that there is an n such that η(C1∩T˜
nC2) > 0. Every translate
of S is a set of recurrence, so Lemma 8.1 implies η(C1 ∩ T˜
mC2) > 0
6meaning the system (Y, ν,Rn) is ergodic for each n 6= 0, a consequence of weak
mixing.
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for some m ∈ S. Since C1 ∩ T˜
mC2 = ∅ for all m ∈ F , there is an
m ∈ S \F such that η(C1 ∩ T˜
mC2) > 0, and µ(D ∩ T
mD) > 0 for such
m. Since F was an arbitrary finite set, we have shown that S ∩R0(D)
is infinite. 
9. Characterization of upper Banach density
Lemma 9.1. Let F ⊆ Z be finite and let A ⊆ Z. There is a n ∈ Z
such that |(A− n) ∩ F | ≥ d∗(A) · |F |.
Proof. We outline the proof in this paragraph and present an explicit
proof in the next. First, find a long interval I having 1
|I|
|I ∩ A| ≈
d∗(A). We may assume that I = {1, . . . , N} for some large N , F ⊆ I,
and (maxF )/N is small. Consider the intersections I ∩ (A − n) ∩ F .
Summing their cardinalities, we get
∑N
n=1 |I∩(A−n)∩F | ≈ |F |·|I∩A|,
as each element of I∩A is counted approximately |F | times in the sum.
So on average, |I ∩ (A − n) ∩ F | is approximately 1
N
· |F | · |I ∩ A| ≈
|F | · d∗(A), and there must be an n such that |(A− n) ∩ F | ≥ d∗(A).
Here is an explicit proof: Let Φ = (Φj)j∈N be a Følner sequence such
that d∗(A) = dΦ(A). Let ε, ε
′ > 0. For sufficiently large j, we have
1
|Φj |
∑
n∈Φj
|(A− n) ∩ F | =
1
|Φj |
∑
n′∈F
∑
n∈Φj
1A−n(n
′)
=
1
|Φj |
∑
n′∈F
∑
n∈Φj
1A(n+ n
′)
=
∑
n′∈F
1
|Φj |
|A ∩ (Φj − n
′)|
≥
∑
n′∈F
1
|Φj |
(|A ∩ Φj | − ε)
=
1
|Φj |
(|A ∩ Φj | − ε)|F |
≥ (d∗(A)− ε)|F |.
From the above inequalities, we see that for ε sufficiently small, the
average 1
|Φj |
∑
n∈Φj
|(A−n)∩F | is at least d∗(A)|F |−ε′. The pigeonhole
principle then implies |(A− n)∩F | ≥ d∗(A)|F | − ε′ for some n. Using
the integrality of |(A−n)∩F |, we conclude that |(A−n)∩F | ≥ d∗(A)|F |
for some n. 
Deriving the following corollary from Lemma 9.1 is an easy exercise.
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Corollary 9.2. For A ⊂ Z, d∗(A) is the largest number δ satisfying
the following condition: for all finite sets F ⊆ Z, there exists n such
that |(A− n) ∩ F | ≥ δ|F |.
10. The correspondence principle
The following version of Furstenberg’s correspondence principle is a
special case of Proposition 3.1 in [2].
Lemma 10.1. Let A ⊆ Z. Then there is an ergodic measure preserving
system (X, µ, T ) and a set D ⊆ X having µ(D) = d∗(A), and
d∗(A ∩ (A−m)) ≥ µ(D ∩ T−mD)
for all m ∈ Z.
The next lemma is a partial converse of the correspondence principle.
It is a special case of Proposition 3.2.7 in [19].
Lemma 10.2. Let (X, µ, T ) be a measure preserving system and let
D ⊆ X have µ(D) > 0. Then there is a set A ⊆ Z having d∗(A) ≥
µ(D) such that
A− A ⊆ {m : µ(D ∩ T−mD) > 0}.
Combining Lemmas 10.1 and 10.2 yields the following.
Lemma 10.3. Let δ > 0 and let E ⊆ Z. The following are equivalent:
(i) E contains A− A, where A ⊆ Z and d∗(A) ≥ δ.
(ii) E contains R0(D) where (X, µ, T ) is a measure preserving sys-
tem and D ⊆ X has µ(D) ≥ δ.
(iii) E contains R0(D) where (X, µ, T ) is an ergodic measure pre-
serving system and D ⊆ X has µ(D) ≥ δ.
Unfortunately, the connection between popular differences Pc(A) and
the popular recurrence sets Rc(D) for c > 0 is not as straightforward
as the connection between difference sets A − A and recurrence sets
R0(D). Rather than attempt to prove an analogue of Lemma 10.3 for
popular differences and popular recurrence, in Section 4 we resort to
some ad hoc constructions using uniquely ergodic systems.
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