Agent-based modelling allows the description of very complex systems. To run large scale simulations of agent-based models in a reasonable time, it is crucial to carefully design data structures and algorithms.
Introduction
So far computer simulations have been employed in any field of science. However, large scale simulations using parallel processing and state-of-art high performance computing techniques have been limited to classic applications like fluid-dynamics, materials science or meteorology. In these fields there are well established mathematical models and the procedure of the simulation is straightforward: (i) the equations of the model are discretized; (ii) the discrete version of the equations is employed in the computer simulation; (iii) the numerical stability of the results is checked. The computational features of the corresponding codes are also well known and much work has been devoted to the enhancement of their performances. For instance, modern optimizing compilers include very efficient loop unrolling techniques.
In other important fields the situation is not so good. In biology or finance the rules governing the micro-behaviour of entities such as cells, molecules or traders and brokerage agencies are mostly unknown. Only the behaviour at macro level is available. This can be studied either by means of specific experiments (for biology problems) or by applying statistical methods to the available data (this is true specially in finance where the ubiquitous use of databases allows to track any transaction worldwide).
In both cases there are complex systems composed of many heterogeneous elements which interact with each other. A possible approach for studying such systems is represented by agent-based simulations ( [10] ).
An agent is an entity which has: (i) an internal data representation (memory or state); (ii) means for modifying its internal data representation (perception); (iii) means for modifying its environment (behavior).
Agent-based models can be considered as an extension and generalization of cellular automata. For instance, in the Game of Life proposed by John Conway in 1968 the agent is an automaton which can exist in one of a set of states and makes transitions between such states based on a set of quite simple and deterministic rules. The evolution of the automata in the Game of Life is far from being trivial. However much more complex situations are possible for probabilistic automata where the rules allow one of several transitions to occur for any given initial state.
In the present paper we describe two examples of probabilistic automata which are used to model the Immune System response to antigens and the dynamics of the Stock Market.
The focus is on the computational features of these models with special emphasis on the techniques required to run large-scale simulations in an effective way.
The paper is organized as follows: section 2 introduces the general features of the agent-based models we employ; section 3 describes a first application, that is a simulator of the immune system response; section 4 presents the second application, that is a simulator of the stock market; section 5 describes the parallelization techniques we adopted and relative issues; section 6 concludes the paper.
From Cellular Automata to Agent-Based Modelling
Inspired by the early work of J. von Neumann [19] on self-replicating machines, Cellular Automata (CA) were introduced as discrete dynamical systems where the cell on each lattice site is updated according to the state of the cells in its neighborhood [20] . The description of complex systems like the Immune System or the Stock Market requires some extensions and changes of the original concept of cellular automata.
• different entities having a distinct micro-state space must be represented;
• the number of entities on each lattice site must be variable in space and in time;
• a diffusion process must be present by which entities move from a site to another (at this time we assume that the entities follow a classic Brownian motion);
• the interactions among entities may be local (i.e., they happen on the same lattice site)
We represent entities (cells, molecules, traders on the market etc.) as a collection of information or attributes.
In general, the information corresponding to a single particle is heterogeneous. However, for the representation of the internal states we use only integer numbers. The reason is to avoid floating-point operations so that the numerical stability of the simulation algorithm is unconditionally guaranteed.
Since the entities follow a complete life-cycle during the simulation (i.e. birth, evolution and death) it is more appropriate to employ flexible dynamic lists of "records" that contain all the information about each entity.
In our models the complex behaviour of the entities is subject to precise state-changes upon interaction. Every single entity can be thought as a Stochastic Finite State Machine [12] which processes information and changes its state according to the results of the interactions with other entities, or with external fields. Probabilistic or stochastic models should not be confused with non deterministic models in theoretical computer science [12] . A typical example of stochastic system is a Markov chain where each state transition is subject to a given probability.
Transition probabilities can be fixed or can change in time. In our case they depend on the outcome of the interaction rules governing the entities. They can also depend on some global quantities or external fields.
Finally, the entities diffuse to adjacent sites but the bulk of the computation, that is the interaction, happens locally (i.e., inside each lattice site). From this viewpoint, the computation appears to be suitable to parallel processing. However, we will see that a parallel implementation of the models is far from being trivial [17] .
Application I: Immunology
The Immune System (IS) response has been modelled by means of a generalized Cellular Automaton having the following features: (1) the automaton is defined on a triangular 2-d lattice with periodic boundary conditions (toroidal geometry, see figure 1); (2) the dynamics is probabilistic; (3) the evolution of each site depends just on the site itself (internal dynamics); (4) entities move from site to site (diffusion process); (5) each time step corresponds to ∼ 8 hours of "real life".
The whole automaton corresponds to a single lymphnode. The primary lymphoid organs thymus and bone marrow are modeled apart: the thymus is implicitly represented by the positive and negative selection of immature thymocytes before they get into the lymphatic system, whereas the bone marrow generates already mature B lymphocytes. Hence, on the lattice we find only immunocompetent lymphocytes.
The entities on the lattice are the major classes of cells of the lymphoid lineage (T helper lymphocytes or TH, cytotoxic T lymphocytes or CTL, B By means of this tool a number of phenomena have been studied including the dynamics of HIV infection and the allergic reactions to immuno therapies against cancer. Figure 2 shows five snapshots of a viral infection and spreading on the lattice representing the lymphnode.
The model belongs to the class of the bit-string models [5] . The bit strings represent the "binding site" of cells and molecules as for example lymphocyte receptors (T lymphocytes receptor TCR, B lymphocytes receptor BCR), Major Histocompatibility Complexes MHC, antigen peptides and epitopes, immunocomplexes, etc..
The bit-string length l is one of the key parameters in determining both time and space complexity of the algorithms that simulate the behavior of the whole set of entities. The number of distinct entities of the same type (e.g. the number of distinct B cells) that can be represented with a bit-string of length l is 2
Nel , where N e indicates the number of binary strings used to represent the binding sites of the entity e.
The repertoire is then defined as the cardinality of the set of possible instances of entities that differ in, at least, one bit of the whole set of binary strings used to represent their attributes.
Current estimates of the potential repertoire (for human beings) are of the order of 10 12 for B cells and 10 16 for T cells. The number of different receptors that are expressed at any time is estimated to be 10 7 . Currenty, we are able to deal with strings of more than 24 bits that allow the representation of more than 10 7 different binding sites.
Hamming distance
The entities interact with a probability which is a function of the Hamming distance [6] between the bit strings representing the entities' binding site. This probability is called affinity potential. For two strings s and s such probability is max (i.e., equal to 1) when all corresponding bits are complementary (0 ↔ 1), that is, when the Hamming distance between s and s is equal to the bit string length. A good and widely used analogy is the matching between a lock and its key.
Since each interaction between molecules or between cell receptors and molecules requires the evaluation of the Hamming distance between two binary strings, the number of such operations per time step and per each lattice site is proportional to the product between the number of interacting cells. This number can be astonishingly high when millions of cells for each entity are simulated.
The Hamming distance can be easily evaluated with a simple loop over the bit string length:
However, such simple algorithm has time complexity O(l) where l is the bit string length.
To speedup the evaluation of the Hamming distance, we resorted to a lookup table with 2 l entries which stores the number of bits equal to 1 for each integer between 0 and 2 l − 1. The Hamming distance of two binary strings is the entry in the table whose index is the result of the bitwise XOR between the strings. In such a way, computing the Hamming distance becomes, at least in principle, independent from the bit string length although filling the table requires, during the startup of the simulation, a time which grows exponentially with the bit string length l. Note that also the memory required by the table grows exponentially with l. Moreover, since the access to the table is completely random, for large values of l there can be not only cache misses but also TLB misses that are very costly (at least tens of cycles).
Despite these shortcomings, the table is very effective for any value of l. To save memory, for l > 26 the evaluation of the Hamming distance is performed in two steps: the strings are divided in two substrings, then the total distance is the sum of the distances of the substrings. In such a way the table has just 2 l/2 entries instead of 2 l .
Dynamic memory allocation
The Immune System is dynamic in nature with a population that, due to the combination of multiple mechanisms like evolution, learning and memory, may One of the most serious issues we had to address was the huge amount of memory required to store the information which describe the entities and their attributes.
After the attributes for each cellular entity have been chosen, the information is organized in blocks of variables, one block for each cell. For instance, for a single T cell, we have the following data structure: /* T helper */ typedef struct tagTHblock { int x; /* lattice position */ int CD4; /* it is not the CD4 rec but the TCR */ int MHCIpep; /* for HIV infection */ int NVirus; /* for HIV infection */ int Age; int tau; /* determines the death rate */ int Nduplications; /* number of times entering mitotic phase */ unsigned short dupStep; unsigned short Flags; /* describes the state of the entity */ AGCOMPBLOCK *AGIdI; /* for HIV infection */ struct tagTHblock *Next; } THBLOCK;
The blocks form lists, one for each class of cells: B list, Th list and so on. These are forward or single linked lists. The lists are initialized at startup time and are managed dynamically at run time. When a cell dies out it is removed from the list. Likewise, when a virgin cell comes in (from the bone marrow, lymph nodes and/or for clone division of stimulated cells) a block of memory is allocated and the variables-attributes are filled with appropriate values. The new block becomes the head of the corresponding list. Figure 3 shows this organization.
Molecules like the pathogen-agents (antigens) do not have an internal state. Moreover, at any time, there are relatively few distinct antigens but their num- Figure 4 : Each record of the Antigen data structure describes a specific antigen. An element of the Antigens' list is made of a pointer to a specific record of the Antigen data stucture and a counter of the Antigens of that type. There is an Antigens' list for each site of the lattice. Cells that have been infected have also a pointer to the corresponding record of the Antigen data structure.
ber can be very high (order of magnitude larger than cells), so it is convenient to manage them in a different way.
Basically, each type of molecule is represented by a global and unique record. Both molecules and any cellular entity that binds molecules have a pointer to the corresponding record. Figure 4 shows how both cells list and molecule list of a site x point to the records of molecule data structures.
The allocated memory grows in a linear way with the number of entities (there is no direct dependency on the bit string length l) following the clonal growth of cells during the immune response. The growth is limited by an embedded mechanism which emulates the effect of having limited space for cellproliferation in real bodies.
List permutation
In the real immune system each cell has thousands of receptors on its surface. So, albeit very unlikely, it is possible that it binds more than one entity at the same time. In our simulator this mechanism is not represented. Each cell has a single receptor, so the binding events follow a greedy paradigm: a successful binding event removes the tied entities from the eliciting set to prevent further interactions during the same time step.
Such mechanism may introduce an artificial bias in the simulation. Indeed, if 
The simulation of the HIV infection
As we mentioned in the beginning of this section, the simulator has been employed in a number of studies. For instance, the results of the simulation of the HIV infection dynamics shown in figure 5 reproduce quite well the acute, chronic and AIDS phase of the disease progression described in experimental works like [8] . In general an antigen (virus or bacteria) either becomes extinct after the immune system mounts its primary response or lays dormant for decades without dramatic side effects for the host organism. The HIV behaves in a quite different way. During the chronic phase (that lasts, on average, 7-10 years) the virus weakens the immune system (note how the number of T helper cells decreases) up to the point that the immune system becomes unable to react to opportunistic diseases and the host organism dies. According to most theoretical and experimental studies, the HIV is able to withstand to the immune system pressure thanks to the mutations that it undergoes during its replication within the infected cells. The simulator mimics the mutation by means of a bit-flipping mechanism that is activated with a probability tuned in order to reproduce the actual mutation rate [9] .
Application II: Financial Markets
The second application is an agent-based model of a financial market. It incorporates many features of other models proposed in this field, and it is aimed at being the first step towards the construction of a simulator that employs more realistic market rules, strategies, and information from the real-world. In the simulator there are three kinds of agents who ( [2] ) trade (with different strategies) a set of N assets (stocks, commodities, etc.): fundamentalists, noisy and technical traders [11, 18] . Fundamentalists consider a reference (or "fundamental") value to determine the "right" price of an asset. Noisy traders do not follow any reference value and do not look at charts. Their behaviour is mostly random. There is a very high number of noisy traders but most of them have a very limited capital at their disposal. The last group (technical traders also called chartists) represent those agents who take into account information about the evolution of prices (in our case a moving average over certain time horizons [1] ).
The initial wealth (stocks and money) of each trader is selected according to a power-law distribution.
At each time step agents decide whether to trade or not. Active agents follow different decision paths depending on their trading strategy and may take different positions with respect to each stock in the market.
To give a clue about the complexity of a generic agent we show the data structure which defines it: The size of the agents' lists depend on the granularity of the representation. If only major players in the market are represented (i.e., brokers), there will be relatively few agents. In case each single "trader-on-line" (i.e., people trading from their own computer) must be represented there will be, potentially, millions of agents at the same time. Regardless of their size, the lists are dynamic since existing agents disappear (when they run out of money) and new agents enter the market during the simulation. The management of these lists follows the same guidelines described in the case of the Immune System simulator.
The major difference from the computational viewpoint with the Immune System simulator is that the interaction among the entities is not defined as a function of the Hamming distance between the corresponding bit strings.
In a first version of the simulator, we assumed the existence of a proportional voting mechanism by which agents occupying the same lattice site expressed their preference. The single agent's decision was weighted by its influence strength to form the collective decision. In other words, traders formed coalitions and the strategies were swayed by their mutual interaction.
In the present version the interaction is regulated by a book-of-orders defined by lists of buy-orders and sell-orders. Two agents (a seller and a buyer) interact if their order prices match. Matching orders are immediately satisfied (filed) whereas the rest wait for the arrival of a matching order for a time defined when the order enters the book.
Market rules require buy-orders to be sorted in descending order (from the highest to the lowest order price) whereas sell-orders must be sorted in reverse order (from the lowest to the highest order price) for each stock. This means that every time an order enters the book it can not be simply inserted at the beginning of the corresponding list but it must be placed in the "right" position, which means scanning the list.
Since most of the orders have a limited life-time (in the real word, up to a few days) it is necessary to check if an order has expired, which means an additional periodic scanning of the lists.
Note that in a real market there are hundreds of different stocks and hundreds of millions of transactions every day. A quasi-realistic simulation requires a significant amount of computing time for the management of the book-oforders (up to 30% of the simulation time).
The blend of different trading strategies and the use of book-of-orders give rise to a dynamics of the prices very similar to the real one (i.e, the simulator is able to reproduce the so-called stylized facts of financial time series [4] ).
For instance we recover a quite realistic crossover to a Gaussian behaviour for the price change of an asset due to the increasing activity of traders corresponding to a larger time resolution of the simulation (figure 6).
The same applies to an index defined on all simulated stock prices. Again, the model is consistent with fat tails of histogram of the normalised price change (the returns, see figure 6 ), log-normal distribution and clustering of volatility (not shown). 
Parallel processing
Applications like those presented in the previous sections look very suitable to parallel processing since they are computing intensive and easy to split among a set of processors. Each processor can deal with a subset of the agents exchanging information with other processors when required. However, there are non-trivial issues that we describe in the following subsections.
Parallelization of the Immune System simulator
The Immune System simulator has been developed with message passing-based parallel processing in mind from the very beginning.
As described in section 3, the lymphonode is mapped on a two-dimension grid L X × L Y with periodic boundary conditions in both directions (up-down, left-right). However, to make the internal management of the lists easier, the lattice sites of the automaton are not arranged as a two-dimensional array but as a linear vector. The transformation is carried out through a simple function (X, Y ) → N : N = X · L X + Y and does not change the global toroidal topology of the body.
When more Processing Elements (PEs) are available, each one works on a subset of the lattice sites. The lists that describe the entities are "local" to the PEs. This means that there is no single list split among the processors but as many independent lists as the number of PEs in use. No PE keeps a copy of lists or data structures belonging to other PE's and in such a way for a fixed bit string length l the memory required on a PE decreases linearly as the number of PEs grows.
The problem is not "embarrassingly parallel" for two features of the simulation. First of all, there is a diffusion phase in which cells and molecules may migrate from a lattice site towards one of its six nearest neighbors (there are six nearest neighbors, see figure 1 ). If an entity leaves the "domain" of a PE to migrate to one of the "nearest neighbor PEs", it is necessary: (i) to delete the entity from the original list, (ii) to pack all its attributes in a message, (iii) to send the message to P E d , that is the destination PE. P E d : (i) unpacks the message, (ii) inserts the attributes of the incoming entity in a new element that becomes the head of the corresponding list. Since the sites are distributed as if they were a one-dimensional array, each PE needs to communicate at most with two other PEs. So, for performance reasons, each PE packs all its outgoing entities in just two messages. The first is directed to (P E d − 1) mod N P E, whereas the second goes to (P E d + 1) mod N P E, where N P E is the number of PEs.
The second reason why PEs need to comunicate is a bit more complex to explain. As we described in section 3, a specific antigen is represented by a global and unique record. Since in some cases new antigens may appear in a lattice site during the simulation (either by mutation or by direct injection), it is necessary to synchronize the information among PEs to avoid the existence of duplicated records. The basic idea is that slaves send only those virions compositions for which there are "living" instances on their domains. The master, collects all these info, constructs a temporary list which it keeps minimal by throwing duplicates away, and then, once it finishes, updates the "main" list with these elements by throwing duplicates away again. Note that, given the fact that at each time step very few strains are living, the temporary list is usually small, which implies that the burden to keep the main list updated is little.
For the first versions of the parallel code we resorted to the primitives for parallel programming defined by the PVM software package [15] . The main advantage of PVM was the very simple mechanism for packing/unpacking multiple and heterogeneous elements in a single message. Then, the growing complexity of the communication patterns convinced us to switch to MPI [13] mainly to exploit its richer set of Collective Communication Primitives (CCPs). In the present version of the code, CCPs are used to perform a number of reductions operations in parallel instead of collecting all data on a single node and then processing them sequentially. To avoid any dependency on the internal buffering mechanisms of MPI, all point-to-point receive operations, which are still used in the diffusion phase, are posted in advance.
Parallelization of the stock market simulator
In the first version, the approach to the parallelization of the stock market simulator was very similar to the previous case. The scheme which is shown in figure 8 can be summarized as follows. Each task of a parallel run was in charge of a subset of the agents. All phases of the simulation were executed in parallel and there was no dependency on the total number of tasks. There were two phases in which the tasks interacted: the diffusion phase and the output phase. During the diffusion, agents migrated from a task to another and the communication was point-to-point. To evaluate global quantities required by all tasks (e.g., the price change or the total volume) CCPs like the mpi allreduce were employed. The same technique was applied when data were collected from all tasks in the output phase.
The efficiency of the parallel code depended strongly on the number of agents. This is not surprising since the overhead of the implicit synchronization required by the CCP's was, in case there were few agents, equal to (or even greater than) the speedup achievable by running in parallel.
The introduction of the book-of-orders changed significantly the situation. For each stock there is a single "book". The submission of a new order entails an interaction which can be either local or remote depending on the location of the agent. Since there are multiple stocks, it is possible to assign the management of the book of orders of a subset of stocks to each processor. That is, if we have N P E processors and N S stocks, each processor manages the book of N S/N P E stocks. Actually, since the trading activity is not the same for all stocks, it is necessary to split the workload in such a way that the problem of load-balancing is reduced as much as possible.
A major drawback in the introduction of the book is that the number of messages in the parallel version increases dramatically. There are, at least, three messages for any successful non-local order: (i)a first point-to-point message for the submission of the order (from the processor managing the agent to the processor managing the book of the stock); (ii) a second point-to-point message to communicate the result of the order (from the processor managing the book of the stock to the processor managing the agent); (iii) a third broadcast message to communicate the new price for that stock (from the processor managing the book to all the other processors).
It is apparent how a parallelization based on an explicit message passing mechanism in a distributed memory environment becomes unbearable. This fact combined with the observation that there is a clear trend towards large shared memory systems led us to consider a different approach to parallelization.
Although MPI has the advantage of being portable and, in principle, works fine on shared memory systems, there are other software tools for shared memory systems that are, probably, more simple and effective. For instance, the OpenMP Application Programming Interface (API) supports multi-platform shared-memory parallel programming in C/C++ and Fortran [14] . However OpenMP is more suitable to "classic" codes where there are arrays and loops on indexes whereas in the simulators we have described so far there are loops on dynamic lists managed using pointers.
An alternative is to resort to a threads-based parallelization using the pthreads [16] which are available on most platforms and offer primitives for the creation, the control and the synchronization of the threads. The development of a pthreads-based version of the stock market simulator is in progress. 
Conclusions
Agent-based modelling provides a framework within which it is possible to follow in a systematic way the emergence of the macroscopic phenomenology of complex systems out of simple elementary microscopic laws. We have presented two examples of such approach: a simulator of the immune system response and a simulator of the stock market. There are a number of non trivial issues to solve in order to run real-world test cases in a reasonable time frame. Our solution is based on a combination of carefully designed data structures and parallel processing. In the near future, we are going to employ also other techniques like cache-conscious allocation for pointer-based data structures [3] to keep improving the performance of our simulators.
