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A NEW APPROACH TO MUTUAL INFORMATION. II
FUMIO HIAI 1 AND TAKUHO MIYAMOTO
Abstract. A new concept of mutual pressure is introduced for potential functions on both
continuous and discrete compound spaces via discrete micro-states of permutations, and its
relations with the usual pressure and the mutual information are established. This paper is
a continuation of the paper of Hiai and Petz in Banach Center Publications, Vol. 78.
Introduction
Entropy and pressure are two basic quantities in statistical physics as well as information
theory, which are in the duality relation via the Legendre transforms of each other. Mutual
information is another important entropic quantity in information theory. The aim of this
paper is to seek for the mutual version of pressure whose Legendre transform is equal to the
mutual information.
The mutual information of two random variables X and Y is defined as the relative entropy
I(X ∧ Y ) := S(µ(X,Y ) ‖µX ⊗ µY ),
where µ(X,Y ) is the joint distribution measure of (X,Y ) and µX ⊗ µY is the product of the
respective distribution measures of X,Y . This is also expressed as
I(X ∧ Y ) = −S(X,Y ) + S(X) + S(Y )
in terms of the Shannon entropy S(·) when X,Y are discrete random variables. When X,Y
are continuous variables, the expression holds with the Boltzmann-Gibbs entropy H(·) in
place of S(·) (as long as H(X) and H(Y ) are finite). These definitions and expressions are
naturally extended to the case of more than two random variables.
In the classical (= commutative) probability setting, we developed in the previous paper
[5] a certain “discretization approach” to the mutual information by using “discrete micro-
states” of permutations. In this paper we apply the same idea to introduce the notion of
the “mutual pressure” for (continuous) potential functions on compound phase spaces. We
consider the n-fold product [−R,R]n of the bounded interval [−R,R], which is regarded as
the phase space for an n-tuple of real bounded random variables. For a real continuous
function h on [−R,R]n the usual pressure of h is given by
P (h) := log
∫
[−R,R]n
eh(x) dx.
For an n-tuple (µ1, . . . , µn) of probability measures on [−R,R], we choose an approximating
sequence (ξ1(N), . . . , ξn(N)) such that ξi(N) are vectors in [−R,R]
N
≤ (having the coordinates
in increasing order) and ξi(N) → µi in moments as N → ∞ for 1 ≤ i ≤ n. We define the
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mutual pressure Psym(h : µ1, . . . , µn) of h with respect to (µ1, . . . , µn) to be the lim sup as
N →∞ of the asymptotic average
1
N
log
[
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))
)]
,
over permutations σi ∈ SN , where κN (h(x1, . . . ,xn)) :=
1
N
∑N
j=1 h(x1j , . . . , xnj) for xi =
(xi1, . . . , xiN ) ∈ [−R,R]
N , 1 ≤ i ≤ n (Definition 2.1). Then the inequality
P (h) ≥ Psym(h : µ1, . . . , µn) +
n∑
i=1
H(µi)
is shown to hold, and the equality case is characterized in a natural way (Theorem 3.2).
Moreover, for a probability measure µ on [−R,R]n with marginal measures µ1, . . . , µn on
[−R,R], the Legendre transform of Psym(h : µ1, . . . , µn) is shown to be equal to the mutual
information −H(µ) +
∑n
i=1H(µi) as long as H(µi) > −∞ for 1 ≤ i ≤ n (Theorem 3.5).
The same approach can be also applied to the setting of discrete phase spaces, when
the Shannon entropy takes the place of the Boltzmann-Gibbs entropy. We deal with the
discrete case in Section 4 separately since the discussions are considerably different from the
continuous case due to the difference of entropies.
1. Preliminaries in the continuous case
Let R > 0 and n ∈ N be fixed throughout. We denote by Prob([−R,R]n) the set of
probability measures on the n-fold product [−R,R]n (⊂ Rn), and by CR([−R,R]
n) the real
Banach space of real continuous functions on [−R,R]n with the sup-norm ‖f‖ := max{|f(x)| :
x ∈ [−R,R]n}. The Boltzmann-Gibbs entropy of a probability measure µ on [−R,R]n is
defined to be
H(µ) := −
∫
[−R,R]n
p(x) log p(x) dx
if µ has the joint density p(x) with respect to the Lebesgue measure dx on RN ; otherwise
H(µ) := −∞. A measure µ ∈ Prob([−R,R]n) typically arises as the joint distribution of an
n-tuple (X1, . . . ,Xn) of real random variables bounded by R (i.e., |Xi| ≤ R) on a probability
space. In this case, we have H(µ) = H(X1, . . . ,Xn).
For avector x = (x1, . . . , xN ) in R
N we write ‖x‖1 := N
−1
∑N
j=1 |xj |. The mean value of
x is given by
κN (x) :=
1
N
N∑
j=1
xj .
For each N,m ∈ N and δ > 0 we define ∆R(µ;N,m, δ) to be the set of all n-tuples (x1, . . . ,xn)
of xi = (xi1, . . . , xiN ) ∈ [−R,R]
N , 1 ≤ i ≤ n, such that
|κN (xi1 · · ·xik)− µ(xi1 · · · xik)| < δ
for all i1, . . . , ik ∈ {1, . . . , n} with 1 ≤ k ≤ m, where xi1 · · ·xik stands for the pointwise
product, i.e.,
xi1 · · ·xik := (xi11 · · · xik1, xi12 · · · xik2, . . . , xi1N · · · xikN ) ∈ R
N ,
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and
µ(xi1 · · · xik) :=
∫
[−R,R]n
xi1 · · · xik dµ(x1, . . . , xn).
Then it is known [4, 5.1.1] that the limit
lim
N→∞
1
N
log λ⊗nN (∆R(µ;N,m, δ))
exists, where λN stands for the Lebesgue measure on R
N , and furthermore we have
H(µ) = lim
m→∞,δց0
lim
N→∞
1
N
log λ⊗nN (∆R(µ;N,m, δ)).
In [5] we introduced some kinds of mutual information Isym(µ) and Isym(µ), and established
their relations with H(µ) as follows.
Definition 1.1. Let µ ∈ Prob([−R,R]n) and µi be the restriction (or the marginal) of µ to
the ith component [−R,R] of [−R,R]n for 1 ≤ i ≤ n. Choose and fix a sequence of n-tuples
Ξ(N) = (ξ1(N), . . . , ξn(N)), N ∈ N, of R
N -vectors ξi(N) in [−R,R]
N
≤ := {(x1, . . . , xN ) ∈
[−R,R]N : x1 ≤ · · · ≤ xN} such that κN (ξi(N)
k) →
∫
xk dµi(x) as N → ∞ for all k ∈ N,
i.e., ξi(N) → µi in moments for 1 ≤ i ≤ n. We call such a sequence Ξ(N) an approximating
sequence for (µ1, . . . , µn). For N ∈ N the action of the symmetric group SN on R
N is given
by
σ(x) := (xσ−1(1), . . . , xσ−1(N))
for σ ∈ SN and x = (x1, . . . , xN ) ∈ R
N . For each N,m ∈ N and δ > 0 we define ∆sym(µ :
Ξ(N);N,m, δ) to be the set of all (σ1, . . . , σn) ∈ S
n
N such that
(σ1(ξ1(N)), . . . , σn(ξn(N))) ∈ ∆R(µ;N,m, δ).
We define
Isym(µ) := − lim
m→∞,δց0
lim sup
N→∞
1
N
log γ⊗nSN (∆sym(µ : Ξ(N);N,m, δ)),
where γSN is the uniform probability measure on SN , and define also Isym(µ) by replacing
lim sup by lim inf. This definitions of Isym(µ) and Isym(µ) are independent of the choice of
an approximating sequence Ξ(N) for (µ1, . . . , µn) ([5, Lemma 1.5]).
Theorem 1.2. ([5, Theorem 1.6]) For every µ ∈ Prob([−R,R]n) with marginals µ1, . . . ,
µn ∈ Prob([−R,R]),
H(µ) = −Isym(µ) +
n∑
i=1
H(µi) = −Isym(µ) +
n∑
i=1
H(µi).
The pressure of h ∈ CR([−R,R]
n) is given by
P (h) := log
∫
[−R,R]n
eh(x) dx.
It is well known that the pressure function P (h) for h ∈ CR([−R,R]
n) and the (minus)
Boltzmann-Gibbs entropy −H(µ) for µ ∈ Prob([−R,R]n) are in the duality relation in the
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sense that they are the Legendre transforms of each other. That is,
H(µ) = inf{−µ(h) + P (h) : h ∈ CR([−R,R]
n)}, µ ∈ Prob([−R,R]n), (1.1)
P (h) = max{µ(h) +H(µ) : µ ∈ Prob([−R,R]n)}, h ∈ CR([−R,R]
n).
Furthermore, for every h ∈ CR([−R,R]
n) the Gibbs probability measure µh associated with h
is given by
dµh(x) :=
1
Zh
eh(x) dx with Zh :=
∫
[−R,R]n
eh(x) dx = eP (h),
which is characterized by the variational equality
P (h) = µh(h) +H(µh),
that is, µh is a unique maximizer of µ ∈ Prob([−R,R]
n) 7→ µ(h) +H(µ).
2. Mutual pressure and its Legendre transform
In the setting of continuous compound spaces described in Section 1, we introduce the
mutual version of pressure for continuous potential functions, and consider its Legendre
transform that is a version of the mutual information.
Definition 2.1. Let µ1, . . . , µn ∈ Prob([−R,R]) be given and choose an approximating
sequence Ξ(N) = (ξ1(N), . . . , ξn(N)) of ξi(N) ∈ [−R,R]
N
≤ for (µ1, . . . , µn) as in Definition
1.1. For each h ∈ CR([−R,R]
n) and xi = (xi1, . . . , xiN ) ∈ [−R,R]
N , 1 ≤ i ≤ n, define
h(x1, . . . ,xn) := (h(x11, . . . , xn1), h(x12, . . . , xn2), . . . , h(x1N , . . . , xnN )) ∈ R
N (2.1)
and hence
κN (h(x1, . . . ,xn)) :=
1
N
N∑
j=1
h(x1j , . . . , xnj). (2.2)
For each h ∈ CR([−R,R]
n) we define the mutual pressure of h with respect to (µ1, . . . , µn) to
be
Psym(h : µ1, . . . , µn)
:= lim sup
N→∞
1
N
log
∫
Sn
N
exp
(
NκN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))
)
dγ⊗nSN (σ1, . . . , σn)
= lim sup
N→∞
1
N
log
[
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))
)]
.
The above definition is justified by the following:
Lemma 2.2. Psym(h : µ1, . . . , µn) is independent of the choice of an approximating sequence
Ξ(N) for (µ1, . . . , µn).
Proof. Let Ξ′(N) = (ξ′1(N), . . . , ξ
′
n(N)) be another approximating sequence for (µ1, . . . , µn).
We write Psym(h : Ξ) and Psym(h : Ξ
′) for Psym(h : µ1, . . . , µn) defined in Definition 2.1 with
Ξ(N) and Ξ′(N), respectively. Since Psym(h : Ξ) and Psym(h : Ξ
′) are continuous in h in the
norm (see Proposition 2.3 (3) below), it suffices to prove that Psym(p : Ξ) = Psym(p : Ξ
′) for
any real polynomial p of n variables x1, . . . , xn. Since ξi(N), ξ
′
i(N) ∈ [−R,R]
N
≤ , for any ε > 0
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there exists a δ > 0 such that, for every N ∈ N, if ‖ξi(N)− ξ
′
i(N)‖1 < δ for all i = 1, . . . , n,
then
|κN (p(σ1(ξ1(N)), . . . , σn(ξn(N)))) − κN (p(σ1(ξ
′
1(N)), . . . , σn(ξ
′
n(N))))| < ε
for all (σ1, . . . , σn) ∈ S
n
N . Thanks to [6, Lemma 4.3] (also [4, 4.3.4]), there exists an N0 ∈ N
such that if N ≥ N0 then ‖ξi(N)− ξ
′
i(N)‖1 < δ for all i = 1, . . . , n. Hence we have for every
N ≥ N0∣∣∣∣∣ 1N log
[
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (p(σ1(ξ1(N)), . . . , σn(ξn(N))))
)]
−
1
N
log
[
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (p(σ1(ξ
′
1(N)), . . . , σn(ξ
′
n(N))))
)]∣∣∣∣∣ < ε.
This implies that |Psym(p : Ξ) − Psym(p : Ξ
′)| ≤ ε. Since ε > 0 is arbitrary, the desired
conclusion follows. 
The following are basic properties of Psym(h : µ1, . . . , µn), whose proofs are straightforward.
Proposition 2.3. Let µ1, . . . , µn ∈ Prob([−R,R]).
(1) When n = 1, Psym(h : µ1) = µ1(h) for all h ∈ CR([−R,R]).
(2) Psym(h : µ1, . . . , µn) is a convex and increasing function on CR([−R,R]
n).
(3) |Psym(h : µ1, . . . , µn)− Psym(h
′ : µ1, . . . , µn)| ≤ ‖h− h
′‖ for all h, h′ ∈ CR([−R,R]
n).
(4) If 1 ≤ m < n, h(1) ∈ CR([−R,R]
m), h(2) ∈ CR([−R,R]
n−m) and h(x1, . . . , xn) :=
h(1)(x1, . . . , xm) + h
(2)(xm+1, . . . , xn), then
Psym(h : µ1, . . . , µn) ≤ Psym(h
(1) : µ1, . . . , µm) + Psym(h
(2) : µm+1, . . . , µn).
Definition 2.4. Let µ ∈ Prob([−R,R]n) with marginals µ1, . . . , µn ∈ Prob([−R,R]). Define
Isym(µ) := sup{µ(h) − Psym(h : µ1, . . . , µn) : h ∈ CR([−R,R]
n)},
that is, Isym(µ) is the Legendre transform of Psym(h : µ1, . . . , µn). Furthermore, we say that
µ is mutually equilibrium associated with h ∈ CR([−R,R]
n) if the variational equality
Isym(µ) = µ(h)− Psym(h : µ1, . . . , µn)
holds.
The next proposition says that Psym(h : µ1, . . . , µn) is the converse Legendre transform of
Isym(µ).
Proposition 2.5. For every h ∈ CR([−R,R]
n) and µ1, . . . , µn ∈ Prob([−R,R]),
Psym(h : µ1, . . . , µn) = max{µ(h) − Isym(µ) : µ ∈ Probµ1,...,µn([−R,R]
n)},
where Probµ1,...,µn([−R,R]
n) is the set of all µ ∈ Prob([−R,R]n) whose restriction to the
ith component of [−R,R]n is µi for 1 ≤ i ≤ n. Hence there exists a mutually equilibrium
probability measure associated with h whose marginals are µ1, . . . , µn.
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Proof. One can consider Prob([−R,R]n) as a closed convex subset of the dual (real) Banach
space CR([−R,R]
n)∗ of CR([−R,R]
n). Let F : CR([−R,R]
n)∗ → (−∞,+∞] be the conjugate
(or the Legendre transform) of Psym(h : µ1, . . . , µn), i.e.,
F (ψ) := sup{ψ(h) − Psym(h : µ1, . . . , µn) : h ∈ CR([−R,R]
n)}
for ψ ∈ CR([−R,R]
n)∗. We then prove that{
F (µ) = Isym(µ) if µ ∈ Probµ1,...,µn([−R,R]
n),
F (ψ) = +∞ if ψ ∈ CR([−R,R]
n)∗ \ Probµ1,...,µn([−R,R]
n).
(2.3)
The first equality is just the definition of Isym(µ). The second follows from the following
three claims.
(a) If ψ(h) < 0 for some h ∈ CR([−R,R]
n) with h ≥ 0, then F (ψ) = +∞. In fact, for
α < 0 we have Psym(αh : µ1, . . . , µn) ≤ Psym(0 : µ1, . . . , µn) = 0 by Proposition 2.3 (2) so
that
ψ(αh) − Psym(αh : µ1, . . . , µn) ≥ αψ(h) −→ +∞
as α→ −∞.
(b) If ψ(1) 6= 1, then F (ψ) = +∞. In fact, since Psym(α1 : µ1, . . . , µn) = α for α ∈ R, it
follows that
ψ(αh) − Psym(α1 : µ1, . . . , µn) = α(ψ(1) − 1) −→ +∞
as α→ +∞ or −∞ accordingly as ψ(1) < 1 or ψ(1) > 1.
(c) Assume that µ ∈ Prob([−R,R]n) but µ 6∈ Probµ1,...,µn([−R,R]
n). Then there exists
an f ∈ CR([−R,R]) such that µ(f
(i)) > µi(f) for some 1 ≤ i ≤ n, where f
(i)(x) := f(xi) for
x = (x1, . . . , xn) ∈ [−R,R]
n. Since
Psym(αf
(i) : µ1, . . . , µn) = lim
N→∞
αf(ξi(N)) = αµi(f)
for α ∈ R, it follows that
µ(αf (i))− Psym(αf
(i) : µ1, . . . , µn) = α(µ(f
(i))− µi(f)) −→ +∞
as α→ +∞.
Hence (2.3) is proved. Since Psym(h : µ1, . . . , µn) is a convex continuous function on
CR([−R,R]
n) by Proposition 2.3, the duality theorem for conjugate functions implies that
Psym(h : µ1, . . . , µn) = sup{ψ(h) − F (ψ) : ψ ∈ CR([−R,R]
n)∗}
= sup{µ(h) − Isym(µ) : µ ∈ Probµ1,...,µn([−R,R]
n)}.
Since Probµ1,...,µn([−R,R]
n) is weakly* compact and Isym(µ) is weakly* lower semicon-
tinuous on Probµ1,...,µn([−R,R]
n), the above latter supremum is attained by some µ ∈
Probµ1,...,µn([−R,R]
n). 
Proposition 2.6. The function Psym(h : µ1, . . . , µn) is jointly continuous on CR([−R,R]
n)×
(Prob([−R,R]))n with respect to the norm topology on CR([−R,R]
n) and the weak* topology
on Prob([−R,R]).
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Proof. Let h, h′ ∈ CR([−R,R]
n) and µi, µ
′
i ∈ Prob([−R,R]), 1 ≤ i ≤ n. For any ε > 0 choose
a real polynomial p of n variables x1, . . . , xn such that ‖p− h‖ < ε. We have
|Psym(h : µ1, . . . , µn)− Psym(h
′ : µ′1, . . . , µ
′
n)|
≤ |Psym(h : µ1, . . . , µn)− Psym(p : µ1, . . . , µn)|
+ |Psym(p : µ1, . . . , µn)− Psym(p : µ
′
1, . . . , µ
′
n)|
+ |Psym(p : µ
′
1, . . . , µ
′
n)− Psym(h
′ : µ′1, . . . , µ
′
n)|
≤ ‖h− p‖+ ‖p − h′‖+ |Psym(p : µ1, . . . , µn)− Psym(p : µ
′
1, . . . , µ
′
n)|
≤ 2ε+ ‖h− h′‖+ |Psym(p : µ1, . . . , µn)− Psym(p : µ
′
1, . . . , µ
′
n)|
by Proposition 2.3 (3). Recall that the weak* topology on Prob([−R,R]) is metrizable with
the metric ρ(ν, ν ′) :=
∑∞
k=1(2R)
−k|ν(xk) − ν ′(xk)|, where ν(xk) :=
∫
xk dν(x). It suffices to
show that there exists a δ > 0 such that if ρ(µi, µ
′
i) < δ for 1 ≤ i ≤ n, then
|Psym(p : µ1, . . . , µn)− Psym(p : µ
′
1, . . . , µ
′
n)| ≤ ε.
One can choose a δ1 > 0 such that, for every N ∈ N, if xi,x
′
i ∈ [−R,R]
N
≤ and ‖xi−x
′
i‖1 < δ1
for 1 ≤ i ≤ n, then
|κN (p(σ1(x1), . . . , σn(xn))) − κN (p(σ1(x
′
1), . . . , σn(x
′
n)))| < ε
for all (σ1, . . . , σn) ∈ S
n
N . Thanks to [6, Lemma 4.3] one can choose an m ∈ N and a
δ2 > 0 such that, for every N ∈ N, if x,x
′ ∈ [−R,R]N≤ and |κN (x
k) − κN (x
′k)| < δ2 for all
k = 1, . . . ,m, then ‖x − x′‖1 < δ1. Then choose a δ3 > 0 such that if ν, ν
′ ∈ Prob([−R,R])
and ρ(ν, ν ′) < δ3, then |ν(x
k) − ν ′(xk)| < δ2/2 for all k = 1, . . . ,m. Now assume that
µi, µ
′
i ∈ Prob([−R,R]) and ρ(µi, µ
′
i) < δ3 for 1 ≤ i ≤ n. Let Ξ(N) = (ξ1(N), . . . , ξn(N)) and
Ξ′(N) = (ξ′1(N), . . . , ξ
′
n(N)) be approximating sequences for (µ1, . . . , µn) and (µ
′
1, . . . , µ
′
n),
respectively, with ξi(N), ξ
′
i(N) ∈ [−R,R]
N
≤ . There exists an N0 ∈ N such that if N ≥ N0
then for 1 ≤ i ≤ n we have
|κN (ξi(N)
k)− κN (ξ
′
i(N)
k)|
≤ |κN (ξi(N)
k)− µi(x
k)|+ |µi(x
k)− µ′i(x
k)|+ |µ′i(x
k)− κn(ξ
′
i(N)
k)| < δ2
for all k = 1, . . . ,m so that ‖ξi(N)− ξ
′
i(N)‖1 < δ1. Hence if N ≥ N0 then we have
|κN (p(σ1(ξ1(N)), . . . , σn(ξn(N)))) − κN (p(σ1(ξ
′
1(N)), . . . , σn(ξ
′
n(N))))| < ε
for all (σ1, . . . , σn) ∈ S
n
N . This implies that |Psym(p : µ1, . . . , µn) − Psym(p : µ
′
1, . . . , µ
′
n)| ≤ ε,
as required. 
Corollary 2.7. The function Isym(µ) is weakly* lower semicontinuous on Prob([−R,R]
n).
Proof. Let µ and µ(k), k ∈ N, be in Prob([−R,R]n) such that µ(k) → µ weakly*. Let µi and
µ
(k)
i , 1 ≤ i ≤ n, be the marginals of µ and µ
(k), respectively. Since µ
(k)
i → µi weakly* as
k →∞ for 1 ≤ i ≤ n, Proposition 2.6 implies that for every h ∈ CR([−R,R]
n)
µ(h)− Psym(h : µ1, . . . , µn) = lim
k→∞
{µ(k)(h) − Psym(h : µ
(k)
1 , . . . , µ
(k)
n )}
≤ lim inf
k→∞
Isym(µ
(k))
so that Isym(µ) ≤ lim infk→∞ Isym(µ
(k)), as required. 
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3. Relations of Psym(h) with P (h) and of Isym(µ) with H(µ)
First let us recall the Sanov large deviation in the form suitable for our purpose. Let
h0 ∈ CR([−R,R]) and µ0 be the Gibbs probability measure associated with h0, i.e.,
dµ0(x) :=
1
Zh0
eh0(x) dx with Zh0 :=
∫
[−R,R]
eh0(x) dx.
Consider the infinite product probability space ([−R,R]∞, µ⊗∞0 ) and i.i.d. (independent
and identically distributed) random variables x1, x2, . . . consisting of coordinate variables
of [−R,R]∞. The Sanov theorem (see [3, 6.2.10]) says that the empirical measure (random
probability measure)
δx1 + · · ·+ δxN
N
satisfies the large deviation principle in the scale 1/N with the good rate function S(µ ‖µ0)
for µ ∈ Prob([−R,R]), where S(µ ‖µ0) denotes the relative entropy (or the Kullback-Leibler
divergence) of µ with respect to µ0. That is,
lim sup
N→∞
1
N
log µ⊗N0
(
δx1 + · · ·+ δxN
N
∈ F
)
≤ − inf{S(µ ‖µ0) : µ ∈ F},
lim inf
N→∞
1
N
log µ⊗N0
(
δx1 + · · ·+ δxN
N
∈ G
)
≥ − inf{S(µ ‖µ0) : µ ∈ G}
for every closed subset F and every open subset G of Prob([−R,R]) in the weak* topology. As
remarked in [4, p. 211], it then follows (based on the Borel-Cantelli lemma) that the empirical
measure (δx1 + · · ·+δxN )/N converges to µ0 in the weak* topology almost surely. In the next
lemma we state some consequences of the above large deviation, which will play a crucial role
in our later discussions.
Lemma 3.1. Let h0 and µ0 be as above. Then:
(a) For every m ∈ N and δ > 0,
lim
N→∞
µ⊗N0 (∆R(µ0;N,m, δ)) = 1.
(b) If µ1 ∈ Prob([−R,R]) and µ1 6= µ0, then there exist an m ∈ N and a δ > 0 such that
lim sup
N→∞
1
N
log µ⊗N0 (∆R(µ1;N,m, δ)) < 0.
Proof. (a) For each m ∈ N and δ > 0 set
G(µ0;m, δ) := {µ ∈ Prob([−R,R]) : |µ(x
k)− µ0(x
k)| < δ, 1 ≤ k ≤ m},
which is a weak* neighborhood of µ0. Note that x = (x1, . . . , xN ) ∈ ∆R(µ0;N,m, δ) is
equivalent to (δx1 + · · ·+ δxN )/N ∈ G(µ0;m, δ). Since (δx1 + · · ·+ δxN )/N → µ0 weakly* in
the sense of almost sure (with respect to µ⊗∞0 ) as remarked above, we have
µ⊗N0 (∆R(µ0;N,m, δ)) = µ
⊗N
0
(
δx1 + · · · + δxN
N
∈ G(µ0;m, δ)
)
−→ 1
as N →∞.
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(b) Let µ1 ∈ Prob([−R,R]) with µ1 6= µ0. One can find an m ∈ N and a δ > 0 so that the
weak* closed subset
F (µ1;m, δ) := {µ ∈ Prob([−R,R]) : |µ(t
k)− µ1(t
k)| ≤ δ, 1 ≤ k ≤ m}
does not contain µ0. The large deviation principle implies that
lim sup
N→∞
1
N
log µ⊗N0 (∆R(µ1;N,m, δ))
≤ lim sup
N→∞
1
N
log µ⊗N0
(
δx1 + · · · + δxN
N
∈ F (µ1;m, δ)
)
≤ − inf{S(µ ‖µ0) : µ ∈ F (µ1;m, δ)} < 0,
because S(µ ‖µ0) is weakly* lower semicontinuous and so attains the minimum (> 0) on a
weakly* compact subset F (µ1;m, δ). 
The next theorem gives an exact relation between Psym(h) and P (h).
Theorem 3.2. For every h ∈ CR([−R,R]
n) and every µ1, . . . , µn ∈ Prob([−R,R]),
P (h) ≥ Psym(h : µ1, . . . , µn) +
n∑
i=1
H(µi). (3.1)
Moreover the following conditions are equivalent:
(i) P (h) = Psym(h : µ1, . . . , µn) +
∑n
i=1H(µi);
(ii) µ1, . . . , µn are the marginals of the Gibbs measure associated with h;
(iii) for each i = 1, . . . , n, µi is the Gibbs measure associated with hi ∈ CR([−R,R]) defined
by
hi(x) := log
∫
[−R,R]n−1
eh(x1,...,xi−1,x,xi+1,...,xn) dx1 · · · dxi−1dxi+1 · · · dxn
for x ∈ [−R,R].
Proof. Consider the Gibbs probability measure µh := Z
−1
h e
h(x) dx associated with h so that
P (h) = logZh. Let N,m ∈ N and δ > 0. Then it is straightforward to see that
ZNh µ
⊗N
h
(
n∏
i=1
∆R(µi;N,m, δ)
)
=
∫
Q
n
i=1∆R(µi;N,m,δ)
exp
(
NκN (h(x1, . . . ,xn))
) n∏
i=1
dxi,
where
∏n
i=1∆R(µi;N,m, δ) in the left-hand side is regarded as a subset of (R
n)N by the cor-
respondence (x1, . . . ,xn) ↔
(
(xi1)
n
i=1, (xi2)
n
i=1, . . . , (xiN )
n
i=1
)
for xi = (xi1, . . . , xiN ). Hence
we have
ZNh µ
⊗N
h
(
n∏
i=1
∆R(µi;N,m, δ)
)
= (N !)n
∫
Q
n
i=1
(
∆R(µi;N,m,δ)∩R
N
≤
) 1
(N !)n
×
∑
σ1,...,σn∈SN
exp
(
NκN (h(σ1(x1), . . . , σn(xn)))
) n∏
i=1
dxi. (3.2)
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Let Ξ(N) = (ξ1(N), . . . , ξn(N)) be an approximating sequence for (µ1, . . . , µn). For any ε > 0
there exists a real polynomial p of variables x1, . . . , xn such that ‖p−h‖ < ε. Then there exist
an m ∈ N, a δ > 0 and an N0 ∈ N such that, for every N ≥ N0, if xi ∈ ∆R(µi;N,m, δ) ∩R
N
≤
for 1 ≤ i ≤ n, then we have
|κN (p(σ1(x1), . . . , σn(xn))− κN (p(σ1(ξ1(N)), . . . , σn(ξn(N))))| < ε
so that
|κN (h(σ1(x1), . . . , σn(xn))− κN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))| < 3ε
for all σ1, . . . , σn ∈ SN . Hence by (3.2) we obtain
ZNh ≥ Z
N
h µ
⊗N
h
(
n∏
i=1
∆R(µi;N,m, δ)
)
≥ e−3Nε
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))
)
×
n∏
i=1
λN (∆R(µi;N,m, δ)) (3.3)
and
ZNh µ
⊗N
h
(
n∏
i=1
∆R(µi;N,m, δ)
)
≤ e3Nε
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))
)
×
n∏
i=1
λN (∆R(µi;N,m, δ)). (3.4)
It follows from (3.3) that
P (h) =
1
N
logZNh
≥ −3ε+
1
N
log
[
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))
)]
+
n∑
i=1
1
N
log λN (∆R(µi;N,m, δ)).
This yields
P (h) ≥ −3ε+ Psym(h : µ1, . . . , µn) +
n∑
i=1
lim
N→∞
1
N
log λN (∆R(µi;N,m, δ))
thanks to the existence of the limits in the last term. Letting m→∞ and δ ց 0 gives
P (h) ≥ −3ε+ Psym(h : µ1, . . . , µn) +
n∑
i=1
H(µi),
which implies inequality (3.1) since ε > 0 is arbitrary.
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Next let us prove the equivalence of conditions (i)–(iii). For 1 ≤ i ≤ n let µh,i be the ith
marginal of µh. Since
dµh,i(x) =
1
Zh
(∫
[−R,R]n−1
eh(x1,...,xi−1,x,xi+1...,xn) dx1 · · · dxi−1dxi+1 · · · dxn
)
dx
=
1
Zh
ehi(x) dx, (3.5)
we notice that µh,i is the Gibbs measure associated with hi for 1 ≤ i ≤ n. Hence (ii) ⇔ (iii)
follows. To prove (ii) ⇒ (i), assume that µi = µh,i for all i = 1, . . . , n. Then Lemma 3.1 (a)
gives
lim
N→∞
µ⊗Nh
(
{(x1, . . . ,xn) ∈ ([−R,R]
N )n : xi ∈ ∆R(µi;N,m, δ)}
)
= lim
N→∞
µ⊗Ni (∆R(µi;N,m, δ)) = 1.
Therefore,
lim
N→∞
µ⊗Nh
(
n∏
i=1
∆R(µi;N,m, δ)
)
= lim
N→∞
µ⊗Nh
(
n⋂
i=1
{(x1, . . . ,xn) : xi ∈ ∆R(µi;N,m, δ)}
)
= 1.
Hence it follows from (3.4) that
P (h) ≤ 3ε+ Psym(h : µ1, . . . , µn) +
n∑
i=1
H(µi),
which implies equality in (i).
Conversely, assume (i). Since (3.3) implies that
P (h) + lim sup
N→∞
1
N
log µ⊗Nh
(
n∏
i=1
∆R(µi;N,m, δ)
)
≥ −3ε+ Psym(h : µ1, . . . , µn) +
n∑
i=1
H(µi),
we have
lim sup
N→∞
1
N
log µ⊗Nh
(
n∏
i=1
∆R(µi;N,m, δ)
)
≥ −3ε.
Here we can take m arbitrarily large and δ > 0 arbitrarily small for any given ε > 0.
Therefore,
lim sup
N→∞
1
N
log µ⊗Nh
(
n∏
i=1
∆R(µi;N,m, δ)
)
= 0
for all m ∈ N and all δ > 0. Since
µ⊗Nh
(
n∏
i=1
∆R(µi;N,m, δ)
)
≤ µ⊗Nh,i (∆R(µi;N,m, δ)),
we have
lim sup
N→∞
1
N
log µ⊗Nh,i (∆R(µi;N,m, δ)) = 0
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for allm ∈ N, δ > 0 and i = 1, . . . , n. Lemma 3.1 (b) implies that µi = µh,i for all i = 1, . . . , n,
so (ii) holds. 
Remark 3.3. Let Ξ(N) = (ξ1(N), . . . , ξn(N)) be an approximating sequence for (µ1, . . . , µn).
Let h1, . . . , hn ∈ CR([−R,R]) and consider hi as an element of CR([−R,R]
n) depending on
the ith variable xi, 1 ≤ i ≤ n, so that (h1 + · · · + hn)(x) = h1(x1) + · · · + hn(xn) for
x = (x1, . . . , xn). Since
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN ((h− (h1 + · · · + hn))(σ1(ξ1(N)), . . . , σn(ξn(N))))
)
=
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))
)
×
n∏
i=1
exp
(
−NκN (hi(ξi(N)))
)
and limN→∞ κN (hi(ξi(N))) = µi(hi), it follows that
Psym(h− (h1 + · · ·+ hn) : µ1, . . . , µn) +
n∑
i=1
P (hi)
= Psym(h : µ1, . . . , µn) +
n∑
i=1
(−µi(hi) + P (hi)).
Hence we notice that
Psym(h : µ1, . . . , µn) +
n∑
i=1
H(µi)
= inf
h1,...,hn
{
Psym(h− (h1 + · · ·+ hn) : µ1, . . . , µn) +
n∑
i=1
P (hi)
}
,
where h1 + · · ·+ hn is given as above for h1, . . . , hn ∈ CR([−R,R]). In particular, when µi is
the Gibbs measure associated with hi for 1 ≤ i ≤ n, we have
Psym(h : µ1, . . . , µn) +
n∑
i=1
H(µi) = Psym(h− (h1 + · · ·+ hn) : µ1, . . . , µn) +
n∑
i=1
P (hi).
Hence, if the equivalent conditions (i)–(iii) of Theorem 3.2 are satisfied, then the equality
P (h) = Psym(h− (h1 + · · ·+ hn) : µ1, . . . , µn) +
n∑
i=1
P (hi)
holds as well for h1, . . . , hn given in (iii).
The next lemma is concerned with general relation between Isym(µ) and Isym(µ).
Lemma 3.4. Isym(µ) ≤ Isym(µ) for every µ ∈ Prob([−R,R]
n).
Proof. Let µ ∈ Prob([−R,R]n) and µ1, . . . , µn be the marginals of µ, and choose an approx-
imating sequence Ξ(N) = (ξ1(N), . . . , ξn(N)) for (µ1, . . . , µn). It suffices to prove that
Isym(µ) ≥ µ(p)− Psym(p : µ1, . . . , µn)
A NEW APPROACH TO MUTUAL INFORMATION. II 13
for all real polynomials p of variables x1, . . . , xn. For any ε > 0 there exist an m ∈ N and a
δ > 0 such that, for every N ∈ N, if (σ1, . . . , σn) ∈ ∆sym(µ : Ξ(N);N,m, δ) then
|κN (p(σ1(ξ1(N)), . . . , σn(ξn(N)))) − µ(p)| < ε
so that
eN(µ(p)−ε) < exp
(
NκN (p(σ1(ξ1(N)), . . . , σn(ξn(N))))
)
.
Therefore,
eN(µ(p)−ε)
1
(N !)n
#∆sym(µ : Ξ(N);N,m, δ)
≤
1
(N !)n
∑
(σ1,...,σn)∈∆sym(µ:Ξ(N);N,m,δ)
exp
(
NκN (p(σ1(ξ1(N)), . . . , σn(ξn(N))))
)
≤
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (p(σ1(ξ1(N)), . . . , σn(ξn(N))))
)
,
which implies that
µ(p)− ε− Isym(µ) ≤ Psym(p : µ1, . . . , µn).
This gives the desired inequality since ε > 0 is arbitrary. 
The next theorem gives an exact relation between Isym(µ) and H(µ).
Theorem 3.5. For every µ ∈ Prob([−R,R]n) with marginals µ1, . . . , µn ∈ Prob([−R,R]),
H(µ) = −Isym(µ) +
n∑
i=1
H(µi).
Moreover, if H(µi) > −∞ for all i = 1, . . . , n, then
Isym(µ) = Isym(µ) = S(µ, µ1 ⊗ · · · ⊗ µn),
and Isym(µ) = 0 if and only if µ = µ1 ⊗ · · · ⊗ µn, i.e., the coordinate variables x1, . . . , xn are
independent with respect to µ.
Proof. By (3.1) and Definition 2.4, for every h ∈ CR([−R,R]
n) we have
−µ(h) + P (h) ≥ −µ(h) + Psym(h : µ1, . . . , µn) +
n∑
i=1
H(µi)
≥ −Isym(µ) +
n∑
i=1
H(µi). (3.6)
Hence by (1.1), Lemma 3.4 and Theorem 1.2 we have
H(µ) ≥ −Isym(µ) +
n∑
i=1
H(µi) ≥ −Isym(µ) +
n∑
i=1
H(µi) = H(µ)
so that the first assertion is proved. The second assertion immediately follows from the first
and [5, Corollary 1.7]. 
Proposition 3.6. Let h ∈ CR([−R,R]
n) and µ ∈ Prob([−R,R]n). Let µ1, . . . , µn be the
marginals of µ and h1, . . . , hn be as given in (iii) of Theorem 3.2. Then the following are
equivalent:
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(i) µ is the Gibbs measure associated with h;
(ii) µ is mutually equilibrium associated with h and µi is the Gibbs measure associated
with hi for each i = 1, . . . , n.
Proof. (i) ⇒ (ii). Assume that µ is the Gibbs measure associated with h. By (3.6) and
Theorem 3.5,
H(µ) = −µ(h) + P (h)
≥ −µ(h) + Psym(h : µ1, . . . , µn) +
n∑
i=1
H(µi)
≥ −Isym(µ) +
n∑
i=1
H(µi) = H(µ).
Moreover, since µi is the ith marginal of µ = µh, it follows as in the proof of Theorem 3.2
(see (3.5)) that µi is the Gibbs measure associated with hi for 1 ≤ i ≤ n. In particular,
H(µi) > −∞ for all i = 1, . . . , n. Hence
−Isym(µ) = −µ(h) + Psym(h : µ1, . . . , µn),
that is, µ is mutually equilibrium associated with h.
(ii) ⇒ (i). Assume (ii). By Theorems 3.5 and 3.2,
H(µ) = −Isym(µ) +
n∑
i=1
H(µi)
= −µ(h) + Psym(h : µ1, . . . , µn) +
n∑
i=1
H(µi)
= −µ(h) + P (h)
so that (i) follows. 
4. The discrete case
In information theory, random variables mostly take values in a discrete set of alphabets
and the basic quantity is the Shannon entropy rather than the Boltzmann-Gibbs entropy. So
the discrete versions of the preceding results in Sections 2 and 3 are of even more importance,
which are presented in this section.
Let X = {t1, . . . , td} be a finite set of alphabets and consider the n-fold product X
n. The
Shannon entropy of a probability measure µ ∈ Prob(X ) is
S(µ) := −
∑
t∈X
µ(t) log µ(t).
For each sequence x = (x1, . . . , xN ) ∈ X
N , the type of x is a probability measure on X given
by
νx(t) :=
Nx(t)
N
where Nx(t) := #{j : xj = t}, t ∈ X .
For each µ ∈ Prob(X ) (resp. µ ∈ Prob(X n)) and for each N ∈ N and δ > 0 we denote by
∆(µ;N, δ) the set of all sequences x ∈ XN (resp. x ∈ (X n)N ) such that |νx(t)−µ(t)| < δ for
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all t ∈ X (resp. t ∈ X n), that is, ∆(µ;N, δ) is the set of all δ-typical sequences (with respect
to µ). The Shannon entropy has the following limiting formula:
S(µ) = lim
δց0
lim
N→∞
log#∆(µ;N, δ) (4.1)
(see [1, 2] and also [5, §2] for a concise exposition).
For N ∈ N let XN≤ denote the set of all sequences of length N of the form
x = (t1, . . . , t1, t2, . . . , t2, . . . , td, . . . , td)
so that XN≤ is regarded as the set of all types from X
N . The action of SN on X
N is similar
to that on RN given in Definition 1.1.
Definition 4.1. Let µ ∈ Prob(X n) and µi ∈ Prob(X ) be the ith marginal of µ for 1 ≤ i ≤ n.
Choose an approximating sequence Ξ(N) = (ξ1(N), . . . , ξn(N)), N ∈ N, for (µ1, . . . , µn), that
is, ξi(N) ∈ X
N
≤ and νξi(N)(t) → µi(t) as N → ∞ for all t ∈ X and i = 1, . . . , n. For each
N ∈ N and δ > 0 we define ∆sym(µ : Ξ(N);N, δ) to be the set of all (σ1, . . . , σn) ∈ S
n
N such
that
(σ1(ξ1(N)), . . . , σn(ξn(N))) ∈ ∆(µ;N, δ).
We define
Isym(µ) := − lim
δց0
lim sup
N→∞
1
N
log γ⊗nSN (∆sym(µ : Ξ(N);N, δ))
and Isym(µ) by replacing lim sup by lim inf. See [5, Lemma 2.4] for the independence of the
choice of Ξ(N) for Isym(µ) and Isym(µ) as well as their equivalent definitions.
The two quantities Isym(µ) and Isym(µ) are equal and connected to S(µ) as follows.
Theorem 4.2. ([5, Theorem 2.5]) For every µ ∈ Prob(X n) with marginals µ1, . . . , µn ∈
Prob(X ),
Isym(µ) = Isym(µ) = −S(µ) +
n∑
i=1
S(µi).
We denote by CR(X
n) the real Banach space of real functions on X n with the norm
‖f‖ := max{|f(x)| : x ∈ X n}.
Definition 4.3. Let µ1, . . . , µn ∈ Prob(X ) and choose an approximating sequence Ξ(N) =
(ξ1(N), . . . , ξn(N)) for (µ1, . . . , µn) as given in Definition 4.1. For each h ∈ CR(X
n) and
xi ∈ X
N , 1 ≤ i ≤ n, define h(x1, . . . ,xn) and κN (h(x1, . . . ,xn)) in the same manner as in
(2.1) and (2.2) so that
κN (h(x1, . . . ,xn)) =
∑
t∈Xn
h(t)ν(x1,...,xn)(t)
for (x1, . . . ,xn) regarded as a sequence in (X
n)N . We define the mutual pressure of h with
respect to (µ1, . . . , µn) to be
Psym(h : µ1, . . . , µn)
:= lim sup
N→∞
1
N
log
[
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))
)]
.
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Moreover, for each µ ∈ Prob(X n) with marginals µ1, . . . , µn ∈ Prob(X ) we define
Isym(µ) := sup{µ(h)− Psym(h : µ1, . . . , µn) : h ∈ CR(X
n)},
and we say that µ is mutually equilibrium associated with h if the equality
Isym(µ) = µ(h)− Psym(h : µ1, . . . , µn)
holds.
Then all the results in Section 2 are valid in this discrete setting as well. To see this, it is
convenient to reduce the discrete case to a special case of the continuous case of Section 2 in
the following way. Choose d points tˆ1 < tˆ2 < · · · < tˆd in [−R,R] corresponding to t1, t2, . . . , td
in X . For each µ ∈ Prob(X n) with marginals µ1, . . . , µn we have the corresponding (atomic)
probability measure µˆ ∈ Prob([−R,R]n) given by
µˆ :=
∑
x∈Xn
µ(x)δ
xˆ
,
and similarly µˆ1, . . . , µˆn ∈ Prob([−R,R]), 1 ≤ i ≤ n. Then the marginals of µˆ are µˆ1, . . . , µˆn.
For each approximating sequence (ξ1(N), . . . , ξn(N)) for (µ1, . . . , µn) we have the correspond-
ing ξˆi(N) ∈ [−R,R]
N
≤ , 1 ≤ i ≤ n. Since
κN (ξˆi(N)
k) =
∑
t∈X
tˆkνξi(N)(t) −→
∑
t∈X
tˆkµi(t) =
∫
xk dµˆi(x) as N →∞
for all k ∈ N, it follows that (ξˆ1(N), . . . , ξˆn(N)) is an approximating sequence for (µˆ1, . . . , µˆn).
For each h ∈ CR(X
n) choose an hˆ ∈ CR([−R,R]
n) such that hˆ(xˆ) = h(x) for all x ∈ X n. Then
we notice that Psym(h : µ1, . . . , µn) in Definition 4.3 is equal to Psym(hˆ : µˆ1, . . . , µˆn) defined
in Definition 2.1, and that Isym(µ) in Definition 4.3 is equal to Isym(µˆ) defined in Definition
2.4. Upon these considerations it is rather straightforward to show the discrete versions of
the results in Section 2. For example, for h, h′ ∈ CR(X
n) choose hˆ, gˆ ∈ CR([−R,R]
n) such
that hˆ|Xn = h, ‖hˆ‖ = ‖h‖, gˆ|Xn = h− h
′ and ‖gˆ‖ = ‖h − h′‖, and define hˆ′ := hˆ− gˆ. Then
hˆ′|Xn = h
′ and ‖hˆ − hˆ′‖ = ‖h− h′‖. Hence the discrete version of Proposition 2.3 (3) is seen
as follows:
|Psym(h : µ1, . . . , µn)− Psym(h
′ : µ1, . . . , µn)|
= |Psym(hˆ : µˆ1, . . . , µˆn)− Psym(hˆ
′ : µˆ1, . . . , µˆn)|
≤ ‖hˆ− hˆ′‖ = ‖h− h′‖.
Also, the discrete version of Proposition 2.5 is seen as follows:
Psym(h : µ1, . . . , µn) = Psym(hˆ : µˆ1, . . . , µˆn)
= max{λ(hˆ)− Isym(λ) : λ ∈ Probµˆ1,...,µˆn([−R,R]
n)}
= max{µ(h)− Isym(µ) : µ ∈ Probµ1,...,µn(X
n)}
since Probµˆ1,...,µˆn([−R,R]
n) = {µˆ : µ ∈ Probµ1,...,µn(X
n)}.
Now let us show the discrete version of Theorem 3.2. Although the proof is essentially same
as that of Theorem 3.2, some non-trivial modifications are necessary due to the difference
between the Shannon and Boltzmann-Gibbs entropies.
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Theorem 4.4. For every h ∈ CR(X
n) and every µ1, . . . , µn ∈ Prob(X ),
P (h) ≥ Psym(h : µ1, . . . , µn) +
n∑
i=1
S(µi), (4.2)
and the following conditions are equivalent:
(i) P (h) = Psym(h : µ1, . . . , µn) +
∑n
i=1 S(µi);
(ii) µ1, . . . , µn are the marginals of the Gibbs measure µh associated with h given by
µh(x) :=
1
Zh
eh(x), x ∈ X n with Zh :=
∑
x∈Xn
eh(x); (4.3)
(iii) for each i = 1, . . . , n, µi is the Gibbs measure associated with hi ∈ CR(X ) defined by
hi(x) := log
∑
x1,...,xi−1,xi+1,...,xn∈X
eh(x1,...,xi−1,x,xi+1,...,xn)
for x ∈ X .
Proof. Let µh be the Gibbs measure given in (4.3), and let (ξ1(N), . . . , ξn(N)) be an approx-
imating sequence for (µ1, . . . , µn). For any ε > 0 one can choose a δ > 0 such that for every
i = 1, . . . , n and every p ∈ Prob(X ), if |p(t)−µi(t)| < δ for all t ∈ X , then |S(p)−S(µi)| < ε/n.
This means that for each N ∈ N and i = 1, . . . , n, one has |S(νx) − S(µi)| < ε/n whenever
x ∈ ∆(µi;N, δ). Furthermore, when δ > 0 is small enough, one can find an N0 ∈ N such
that, for every N ≥ N0, if xi ∈ ∆(µi;N, δ) ∩ X
N
≤ for 1 ≤ i ≤ n, then
|κN (h(σ1(x1), . . . , σn(xn))− κN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))| < ε (4.4)
for all (σ1, . . . , σn) ∈ SN .
For each sequence (N1, . . . , Nd) of integers Nl ≥ 0 with
∑d
l=1Nl = N , let S(N1, . . . , Nd)
denote the subgroups of SN consisting of products of permutations of {1, . . . , N1}, {N1 +
1, . . . , N1 +N2}, . . . , {N1 + · · · +Nd−1 + 1, . . . , N}, and let SN/S(N1, . . . , Nd) be the set of
left cosets of S(N1, . . . , Nd). For each x ∈ X
N
≤ we write Sx for S(Nx(t1), . . . , Nx(td)). For
N ∈ N it then follows that
ZNh µ
⊗n
h
(
n∏
i=1
∆(µi;N, δ)
)
=
∑
(x1,...,xn)∈
Q
n
i=1∆(µi;N,δ)
exp
(
NκN (h(x1, . . . ,xn))
)
=
∑
(x1,...,xn)∈
Q
n
i=1
(
∆(µi;N,δ)∩XN≤
)
∑
([σ1],...,[σn])∈(SN/Sx1 ,...,SN/Sxn )
exp
(
NκN (h(σ1(x1), . . . , σn(xn)))
)
, (4.5)
where
∏n
i=1∆(µi;N, δ) in the left-hand side is regarded as a subset of (X
n)N in the same
manner as in the beginning of the proof of Theorem 3.2, and [σi] denotes the coset of Sxi
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containing σi. Moreover we have
∑
σ1,...,σn∈SN
exp
(
NκN (h(σ1(x1), . . . , σn(xn)))
)
=
∑
([σ1],...,[σn])∈(SN/Sx1 ,...,SN/Sxn )
(
n∏
i=1
d∏
l=1
Nxi(tl)!
)
exp
(
NκN (h(σ1(x1), . . . , σn(xn)))
)
.
(4.6)
For each i = 1, . . . , n and for any x ∈ XN , the Stirling formula implies that
1
N
d∑
l=1
logNx(tl)!−
1
N
logN !
=
1
N
d∑
l=1
(
Nx(tl) logNx(tl)−Nx(tl) +
1
2
logNx(tl) +O(1)
)
−
1
N
(
N logN −N +
1
2
logN +O(1)
)
=
d∑
l=1
Nx(tl)
N
logNx(tl)− logN + o(1)
= −S(νx) + o(1) as N →∞,
where o(1) as N →∞ is uniform for x ∈ XN . Thanks to the above choice of δ > 0, for every
(x1, . . . ,xn) ∈
∏n
i=1∆(µi;N, δ) we have
exp
[
N
(
−
n∑
i=1
S(µi)− ε+ o(1)
)]
≤
∏n
i=1
∏d
l=1Nxi(ti)
(N !)n
≤ exp
[
N
(
−
n∑
i=1
S(µi) + ε+ o(1)
)]
as N →∞, (4.7)
where o(1) is uniform for (x1, . . . ,xn) ∈
∏n
i=1∆(µi;N, δ).
Combining (4.5)–(4.7) yields
ZNh µ
⊗N
h
(
n∏
i=1
∆(µi;N, δ)
)
≥
∑
(x1,...,xn)∈
Q
n
i=1
(
∆(µi;N,δ)∩XN≤
) 1(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (h(σ1(x1), . . . , σn(xn)))
)
× exp
[
N
(
n∑
i=1
S(µi)− ε+ o(1)
)]
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and the reverse inequality with +ε in place of −ε in the last term. By this together with
(4.4) we obtain
ZNn ≥ Z
N
h µ
⊗N
h
(
n∏
i=1
∆(µi;N, δ)
)
≥ e−2Nε
1
(N !)n
∑
σ1...,σn∈SN
exp
(
NκN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))
)
×
n∏
i=1
#
(
∆(µi;N, δ) ∩ X
N
≤
)
· exp
[
N
(
n∑
i=1
S(µi) + o(1)
)]
(4.8)
and
ZNh µ
⊗N
h
(
n∏
i=1
∆(µi;N, δ)
)
≤ e2Nε
1
(N !)n
∑
σ1...,σn∈SN
exp
(
NκN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))
)
×
n∏
i=1
#
(
∆(µi;N, δ) ∩ X
N
≤
)
· exp
[
N
(
n∑
i=1
S(µi) + o(1)
)]
(4.9)
for all N ≥ N0. Furthermore, since
∆(µi;N, δ) =
{
σ(x) : x ∈ ∆(µi;N, δ) ∩ X
N
≤ , [σ] ∈ SN/Sx
}
so that
#∆(µi;N, δ) =
∑
x∈∆(µi;N,δ)∩XN≤
N !∏d
l=1Nx(tl)!
,
we have as inequalities in (4.7)
#
(
∆(µi;N, δ) ∩ X
N
≤
)
· exp
[
N
(
S(µi)−
ε
n
+ o(1)
)]
≤ #∆(µi;N, δ) ≤ #
(
∆(µi;N, δ) ∩ X
N
≤
)
· exp
[
N
(
S(µi) +
ε
n
+ o(1)
)]
as N →∞.
This and (4.1) imply that
−
ε
n
≤ lim inf
N→∞
1
N
log#
(
∆(µi;N, δ) ∩ X
N
≤
)
≤ lim sup
N→∞
1
N
log #
(
∆(µi;N, δ) ∩ X
N
≤
)
≤
ε
n
. (4.10)
It follows from (4.8) that
P (h) =
1
N
logZNh
≥ −2ε+
1
N
log
[
1
(N !)n
∑
σ1,...,σn∈SN
exp
(
NκN (h(σ1(ξ1(N)), . . . , σn(ξn(N))))
)]
+
n∑
i=1
1
N
log #
(
∆(µi;N, δ) ∩ X
N
≤
)
+
n∑
i=1
S(µi) + o(1) as N →∞,
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which implies that
P (h) ≥ −3ε+ Psym(h : µ1, . . . , µn) +
n∑
i=1
S(µi)
thanks to (4.10). Hence inequality (4.2) follows since ε > 0 is arbitrary.
To prove the equivalence of (i)–(iii), let µh,i be the ith marginal of µh. Then it follows
that µh,i(x) = Z
−1
h e
hi(x) and so µh,i is the Gibbs measure associated with hi for 1 ≤ i ≤ n.
Hence (ii) ⇔ (iii) follows. Assume (ii), i.e., that µi = µh,i for all i = 1, . . . , n. Since we have
limN→∞ µ
⊗N
i (∆(µi;N, δ)) = 1 based on the Sanov theorem as in Lemma 3.1 (a), it follows
that
lim
N→∞
µ⊗Nh
(
n∏
i=1
∆(µi;N, δ)
)
= 1
as in the proof of (ii) ⇒ (i) of Theorem 3.2. Combining this with (4.9) and (4.10) yields
P (h) ≤ 3ε+ Psym(h : µ1, . . . , µn) +
n∑
i=1
S(µi),
which implies equality in (i). Conversely, assume (i). Then (4.8) and (4.10) imply that
lim sup
N→∞
1
N
log µ⊗Nh
(
n∏
i=1
∆(µi;N, δ)
)
≥ −3ε.
The same reasoning as in the last part of the proof of Theorem 3.2 gives
lim sup
N→∞
1
N
log µ⊗Nh,i (∆(µi;N, δ)) = 0
for all δ > 0 and i = 1, . . . , n. Since we have a result similar to Lemma 3.1 (b) in the present
discrete situation, it follows that µi = µh,i for all i = 1, . . . , n, and so (ii) holds. 
The next theorem and proposition are the discrete versions of Theorem 3.5 and Proposition
3.6. Since their proofs based on Theorems 4.2 and 4.4 are similar to those in Section 3, we
omit the details. Here note only that Isym(µ) ≤ Isym(µ) for every µ ∈ Prob(X
n) can be
shown similarly to the proof of Lemma 3.4 or by the same reasoning as given after Definition
4.3, and that the Legendre transform expression as in (1.1)
S(µ) = inf{−µ(h) + P (h) : h ∈ CR(X
n)}
is valid for every µ ∈ Prob(X n).
Theorem 4.5. For every µ ∈ Prob(X n) with marginals µ1, . . . , µn ∈ Prob(X ),
Isym(µ) = Isym(µ) = −S(µ) +
n∑
i=1
S(µi).
Proposition 4.6. Let h ∈ CR(X
n) and µ ∈ Prob(X n). Let µ1, . . . , µn be the marginals of µ
and h1, . . . , hn be as given in (iii) of Theorem 4.4. Then the following are equivalent:
(i) µ is Gibbs measure associated with h;
(ii) µ is mutually equilibrium associated with h and µi is the Gibbs measure associated
with hi for each i = 1, . . . , n.
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