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Abstract 
Chytil, M., M. Crochemore, B. Monien and W. Atter, On the parallel recognition of unambiguous 
context-free languages (Note), Theoretical Connputer Science 31 (1991) 311-316. 
We present a simple parallel algorithm recognizing unambiguous context-free languages on a 
CREW PRAM in time log’ n with only n3 processors. This gives rhe smallest number of processors 
known for the recognition of unambiguous context-free languages in polylogarithmic time. Using 
the same framework a new simple algorithm is also given for the recognition of deterministic 
context-free languages in log’ n time with quadratic number of processors. 
We investigate the parallel complexity of the recognition of context-free languages 
(cfl’s). Our model of computation is the C (see [ 11,121 for instance). 
There are known algorithms for the relsog 
n6 s [6,7,3]. For so 
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it is n3 for linear cfl’s [LO], n2 for deterministic fl’s [l] ( n2 log n in [S]) and even 
n/log2 n for bracket and input-driven cdl’s [4]. We show that in the case of unam- 
biguous cfi’s O(n3) processors are enough. This still leaves some gap between the 
total number of operations of our algorithm and the quadratic number of operations 
of the best sequential algorithm for this problem. 
We explain the recognition algorithm in the more abstract framework of path 
systems (also called proof systems). From the complexity point of view, this approach 
will allow to extract in a structured way the most essential part of the algorithm: a 
certain graph-theoretic operation called Reach. By a path system I7 we mean a 
3-tPrpk If = (lV, T, R), where N, T are finite sets, T is a subset of N and R is a 
ternary (derivation) relation: R(x, y, z) is interpreted as “z can be derived from the 
pair x, y”. Let Cl(n) denote the closure of the set T with respect o the derivation 
relation R: Cl(n) is the smallest set X containing T and such that whenever x, y E X 
and R(x, y, z) then also z E X. For a subset X of N denote by depgraph(X) a 
directed graph D = (N, E) called the dependency graph with respect o X. The nodes 
of X are marked in D. The set of edges is defined by 
E = {(z, x): ze X and (R(x, y, z) or R(y, x, z) holds for some y E X)}. 
The edge (z, x) is interpreted as follows (assuming that Cl(n) 2 X): if x E Cl(n) 
then z E Cl(n). Observe that each marked node is a leaf. Denote by Reach(D) the 
set of all nodes x of D (elements of N) such that there is a directed path from x 
to a marked node. Observe that if D = depgraph(X) then X is a subset of Reach(D). 
The path system II is called tree-like iff the derivation graph of each element x 
from the elements of T is a tree whose nodes are distinct elements of N; I7 is called 
unambiguous iff the derivation graph is unique for each element x E Cl(n). The 
recognition problems for unambiguous and deterministic fl’s can be translated into 
the terminology of tree-like unambiguous path systems. The recognition problem 
then reduces to the computation of the closure Cl(n) for a suitable path system I7. 
Such an approach has previously been used in [ll] to show that sequential O(n2) 
time recognition of unambiguous cfl’s and O(n) time simulation of two-way deter- 
ministic pushdown automata can be viewed as instances of the same (meta)algorithm 
for unambiguous path systems. 
Let G=(V,, V’, S) be a fixed unambiguous context-free grammar in Chomsky 
normal form and without useless nonterminals (we can assume such a form of the 
grammar without loss of generality). The sets V,, V, are sets of, respectively, 
nonterminal and terminal symbols; P is the set of production rules and S is the 
axiom. For an input word w of length n we have to aecide whether w can be 
generated by the grammar. We consider the path system II(w) = (N, T, R) where 
={(A,i,j):Ac V,,O<i<j<n}, 
,i,i+l)EN:A+a i+l is a production of G), 
e of the form z = 
C with t 
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generated by G iff (S, 0, n) E Cl(n( w)). Hence the recognition problem is reduced 
to the computation of the closure of the path system associated with the input word 
w. The elements of Cl(l7( w)) are called realizah It is easy to see that ( 
realizable iff A produces w[ i + 1 ..j] in the grammar (A +* w[i + 1. .j]). We can assume 
that the length of w is a power of 2 by appending several dumm:! symbols amld 
changing slightly the grammar (preserving unambiguity). 
The following algorithm computes the set of realizable elements (the set Cl[n( w))) 
and, in some sense, it can be seen as a parallel version of Coke, Kasami and Youger’s 
algorithm. 
fuuction closure(w); (* returns Cl(n( w)) *) 
begin 
if 1 WI = 1 then compute the recult in 0( 1) time with one processor ela 
begin 
4 := w[l..n/2]; w2 := w[n/2+ Ln]; 
for i E { 1,2} do in parallel Xi := closure( wi); 
D := depgraph( X 1 u X2); 
return Reach(D) 
end 
end function. 
The correctness of the algorithm follows from the structure of syntactic trees, as 
shown in Fig. 1. Each syntactic tree can be viewed as a chain with hanging subtrees; 
all leaves of each of these subtrees are contained either in the left or in the right 
half of the input word. Hence such subtrees art: processed by the recursive calls 
when computing closure( Wi) for i = 1,2. 
The whole complexity depends on the cost of computing Reach(D). If the path 
system is tree-like then the dependency graphs (which occur in the algorithm) are 
directed acyclic graphs (dag’s). We say that the dag has the unique path property 
(UP-property) iff there is at most one directed path from ul to ~2 for each pair of 
nodes (cf. Fig. 2). 
A (A, W 
i il i2 i4 i5 i 
Fig. 1. The structure of the syntactic tree corresponding to (A, i, j) for i -K n/2 and j > n/2 and the path 
ip the dependency dag. Each shadowed subtree is contained on one of the half-intervals [ l..n/23, [n/2..n]. 
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Fig. 2. A binary dag with a UP-property. Place at each node the operator “or” and value each leat’ by 
“true” iff it is marked. The graph becomes a straight-line program. From the “point of view” of a given 
node D (looking top-down) the computation subgraph relevant to v is an expression tree. 
mma (key lemma). Let D be a dug with some of its leaves marked. Let n 1 be the 
number of nodes of D and m 1 be the number of edges of D. If D has the UP-property 
then we can compute Reach(D) in O(log( n 1 + m 1)) time with n 1 + m 1 processors. 
Proof. We can assume that the dag G is binary (each non-leaf node has two sons) 
by introducing O(m1) new nodes. Place the operator “or” at each node, and at 
each leaf the value “true” iff it is marked. The graph becomes astraight-line program. 
Computation of Reach (D) reduces to the computation of boolean values associated 
with nodes. For each node v the subgraph induced by nodes reachable from v is a 
tree rooted at v. It is then possible to apply an extension of the parallel evaluation 
of expressions. There are many techniques for the parallel evaluation of expression 
trees; we choose the method called “parallel pebble game” [7,3]. 
The crucial feature of this method that makes it suitable here is that it works 
essentially top-down. In the course of the game the values of nodes are computed. 
Initially, only the values of leaves are computed: the value is “true” iff the Jear is 
marked, otherwise it is “false”. In the pebble game we initially place pebbles on 
leaves. We also compute an auxiliary table cond[ v]. The following invariant is 
satisfied: all pebbled nodes have their values computed; if cond[ v] = v2 then we 
know a (conditional) function which relates the value of vl to that of v2. The crucial 
point is that such (conditional) functions should require only constant-size data. In 
our case such a function is possible because there are only two possible values of 
nodes (false and true). Observe that “pebbled” does not mean “marked” here. 
Instead of the previous terminology of “marked node”, we use “node with the value 
true”. The three operations “activate”, “square” and “pebble” are defined and then 
the composite move (activate; square; square; pebble) is performed a logarithmic 
number of times. The operations are well defined for binary trees as well as for 
binary dag’s. We refer the reader to [7] (see also [3, Chapter 3)) for details. It is 
proved there that if the dag is a tree then after a logarithmic number of moves each 
of its nodes is pebbled. Consider now any node v of our binary dag with the 
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UP-property. The subgraph induced by all nodes reachable from v is a tree, hence 
v will be pebbled after a logarithmic number of composite moves. This applies to 
every node v. When the game is finished, all nodes are pebbled and their values are 
computed. The number of nodes of our binary dag is 0( n 1 + m 1) (because we added 
at most m 1 new nodes to make it binary). Now the thesis follows from the complexity 
of the parallel pebble grame. This completes the proof. q 
Theorem 1. We can recognize unambiguous con text-free languages on a CREW PRA A4 
in time log* n with only n3 processors. If the input word is generated by a given 
unambiguous context-free grammar then the parsing tree can be constructed within the 
same complexity bounds. 
Proof. If the path system corresponds to an unambiguous grammar G and a string 
w then each dependency graph appearing in the algorithm above is a subgraph of 
the graph L& as defined in [8]. The latter graph has the UP-property and hence 
all dependency graphs also have it. The number of edges in each of the dependency 
graphs is 0( n3). We construct a path system for a given input word; then the function 
closure is computed. The depth of recursion is logarithmic. Now the first part of 
the thesis follows from the (key) lemma. The algorithm can easily compute also the 
parsing matrix, see 191, as a representation of the set of realizable elements. Now 
the second part of the thesis follows from [93. This completes the proof. 0 
It is possible to give an iterative version of the algorithm which is more general. 
It is much shorter. However its correctness is les: ob- . MS. The previous recursive 
version is more natural in the case of cfl recognition. 
function closure’(n); (* I7 = (N, T, R); the function returns Cl(n) *) 
begin 
X:= T; 
repeat log( 1 N() times 
begin D := depgraph( X); X := Reach(D) end; 
return X 
end function. 
In the case when II is a path system corresponding to a grammar and an input 
word, the correctness of the algorithm follows from the correctness of the previ JUT 
algorithm and the structure of syntactic trees (see again Fig. 1). In the case UT 
general tree-like path systems the algorithm also works. A useful notion of k- 
caterpillar is introduced in [ 11. A l-caterpillar is a caterpillar (a chain with “hairs”): 
all nodes with outdegree bigger than 1 occur on a single path from the root to a 
leaf. For k > 1 a k-caterpillar is it chain with hanging (k - 1 )-caterpillars. 
correctness of the last algorithm ca.9 be proved inductively by showing that after 
the kth iteration all elements in Cl( 7’) whose derivation trees are k-caterpillars are 
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contained in X. Then the thesis follows from the fact that the tree of size n’ is a 
log n’-caterpillar. This shows that the notion of the k-caterpillar is very useful in 
context-free recognition. 
We can give also an alternative algorithm (compared with [5,1]) for an efficient 
parallel recognition of deterministic fl’s. 
eorem 2. We can recognize deterministic con text-free languages on a CREW 
in time log’ n with only n’ processors. 
roof. A natural unambiguous path system n corresponding to two-way pushdown 
automata was defined in [ 11,7]. Elements of the syctem are subcomputations of 
the automaton, we refer to [ 111 for details. In the case of one-way deterministic 
pushdown automata this system is tree-like and unambiguous. A characteristic 
feature of n is that now ICI(R)1 = O(n). Each element of X produces a linear 
number of edges in depgraph( X ). Then the dependency graphs which occur in this 
case have only O(n’) edges. We can apply the last algorithm and the algorithm 
from the key lemma. This completes the proof. Cl 
The above shows a close relationship between parallel recognition of unambiguous 
cfl’s and simulation of deterministic pushdown automata, similarly as in the sequen- 
tial case [ 1 I]. Kiowever we cannot extend the same technique to parallel simulation 
of two-way deterministic pushdown automata because the path system (though still 
unambiguous) is no longer tree-like in this case. In fact, the simulation of two-way 
pushdown automata is P-complete. 
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