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Adaptation and Robust Learning
of Probabilistic Movement Primitives
Sebastian Gomez-Gonzalez, Gerhard Neumann, Bernhard Scho¨lkopf, and Jan Peters,
Abstract—Probabilistic representations of movement primi-
tives open important new possibilities for machine learning in
robotics. These representations are able to capture the variability
of the demonstrations from a teacher as a probability distribution
over trajectories, providing a sensible region of exploration and
the ability to adapt to changes in the robot environment. However,
to be able to capture variability and correlations between
different joints, a probabilistic movement primitive requires the
estimation of a larger number of parameters compared to their
deterministic counterparts, that focus on modeling only the mean
behavior. In this paper, we make use of prior distributions
over the parameters of a probabilistic movement primitive to
make robust estimates of the parameters with few training
instances. In addition, we introduce general purpose operators
to adapt movement primitives in joint and task space. The
proposed training method and adaptation operators are tested in
a coffee preparation and in robot table tennis task. In the coffee
preparation task we evaluate the generalization performance
to changes in the location of the coffee grinder and brewing
chamber in a target area, achieving the desired behavior after
only two demonstrations. In the table tennis task we evaluate the
hit and return rates, outperforming previous approaches while
using fewer task specific heuristics.
Index Terms—Robot Learning, Robot Motion
I. INTRODUCTION
TECHNIQUES that can learn motor behavior from humandemonstrations and reproduce the learned behavior in
a robotic system have the potential to generalize better to
different tasks. Multiple models have been proposed to rep-
resent complex behavior as a sequence of simpler movements
typically known as movement primitives. A movement prim-
itive framework should provide operators to learn primitives
from demonstrations, adapt them to achieve different goals and
execute them in a sequence on a robotic system.
Deterministic Movement Primitive frameworks have been
used successfully for a variety of robotic tasks including
locomotion [1], grasping [2], ball in a cup [3] and pancake
flipping [4]. However, deterministic representations capture
only the mean behavior of the demonstrations of the teacher.
The variability in the demonstrations is not captured nor used.
In biological systems, variability seems to be characteristic
of all behavior, even in the most skilled and seemingly auto-
mated performance [5]. Thus, a movement primitive represen-
tation that captures variance in the demonstrated behavior has
the potential to model the human teacher better. For a task like
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table tennis, the variability of the teacher is partially a response
to the changes in ball trajectory. Therefore, approaches that
capture it have the potential to adapt better to diverse ball
trajectories. At the same time, the variability of the teacher
can be used to define a region of sensible exploration for a
robotic system.
Probabilistic approaches can naturally capture variability
using a probability distribution. Some probabilistic representa-
tions of movement primitives focus on learning a distribution
over demonstrated states using Gaussian Mixture models or
Hidden Markov models [6][7]. Subsequently using the log-
likelihood as cost function to reproduce the learned movement
using an optimal control method [8][9].
Other probabilistic representations focus on learning a dis-
tribution over robot trajectories directly. Some approaches rep-
resent trajectories as functions of time and the distribution over
these trajectories using parametric [10] or non-parametric [11]
approaches. The trajectories can also be represented with
recursive probability distributions, using latent state space
models [12].
In this paper, we build on top of a probabilistic representa-
tion introduced in [10] called Probabilistic Movement Primi-
tives (ProMPs). In this probabilistic formulation of movement
primitives, a movement primitive is represented as a probabil-
ity distribution over robot trajectories. Different realizations of
the same movement primitive are assumed to be independent
samples from the distribution over trajectories.
Fig. 1: Robot table tennis setup used to evaluate the proposed
methods. The ball is tracked using four cameras attached to
the ceiling. The robot arm is a Barrett WAM capable of high
speed motion, with seven degrees of freedom like a human
arm.
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ProMPs have typically more parameters than non-
probabilistic representations. These extra parameters are used
to capture the variability of the movements executed by the
teacher and the correlations between different degrees of
freedom of the robot. In this paper, we use prior distributions
over the ProMP parameters to make robust estimates with
few demonstrations. The influence of the prior distribution
decreases as more training data becomes available, converging
to the maximum likelihood estimates.
This paper also presents general purpose operators to adapt
a ProMP to have a desired joint or task space configuration
at a certain time. By joint space we refer to the joint angles
and velocities of the robot, and by task space we refer to the
world coordinate position and velocity of the end effector of
the robot.
The proposed method to learn the movement primitive
and the operators to adapt the movement primitives in task
and joint space are evaluated with synthetic data, in a robot
table tennis task and a robot assisted coffee preparation task.
Figure 1 shows the robot table tennis setup used in the
experiments. The results obtained with the presented method
are compared with previous work on robot table tennis. The
proposed approach outperforms previous robot table tennis
approaches using less task specific heuristics. Examples of
task specific heuristics used for robot table tennis in previous
approaches include using a Virtual Hitting Planes [13] and
computing optimal racket velocity and orientation at hitting
time to send balls to the opponent side of the table [14]. The
presented approach does not compute racket orientations or
velocities to return balls to the opponent’s court. The training
data used to learn the movement primitives was built using
only successful human demonstrations. The robot was able to
learn the behavior required to successfully return balls to the
opponent side of the table from the human demonstrations.
We use the pouring coffee task to evaluate the generalization
performance of the presented method as a function of the
number of training instances by changing the position of the
coffee grinder and the brewing chamber. The robot manages
to pour successfully on the selected testing area after two
training demonstrations, suggesting that the presented prior is a
sensible choice for this task. Finally, the fact that the presented
approach can be used for two robot tasks as different as
table tennis and coffee pouring without any changes suggests
it has the potential to perform well in several other robot
applications.
II. ROBUST LEARNING OF PROBABILISTIC MOVEMENT
PRIMITIVES
Probabilistic movement primitives (ProMPs) are probability
distributions used to represent motion trajectories [10]. A
trajectory τ = {yt}Tt=1, can be represented as positions or
joint angles at different moments in time. In this paper, we
assume that yt is a D dimensional vector that represents the
joint measurement at time t of a robotic system with D degrees
of freedom.
First, let us introduce a variable ω = [ω1>, . . . ,ωD>]
>
that encodes compactly a single robot trajectory, and consists
µω
Σω
ωn ynt Tn
N
Fig. 2: Probabilistic Movement Primitive graphical model. The
joint state ynt is generated from the compact representation of
a trajectory ωn using (1). The mean behavior of the different
trajectories is represented by the variable µω . The variability
of the teacher and the correlations between different joints are
represented by Σω . Each trajectory ωn is generated using (2).
The number of trials is denoted by N , and the number of time
steps of the trial n is denoted by Tn.
of the concatenation of D weight vectors ωd that represent
the trajectory of each of the degrees of freedom of the robot,
indexed by d.
Given a trajectory realization represented by ω, the joint
state at time t is computed as
yt = [φ1(t)
>
ω1, · · · ,φD(t)>ωD]
>
+ y,
where the vector φd(t) is a computed from a set of time
dependent basis functions, and y is Gaussian white noise.
To obtain smooth trajectories, the basis functions need to be
smooth. In this paper we use radial basis functions (RBF),
polynomial basis functions and a combination of both. The
number and type of basis functions to use is a design choice.
Each degree of freedom could have a different number of
basis functions, but for simplicity we assume every degree
of freedom uses K basis functions.
The distribution over the values of the joint state at time t,
can be written as
p(yt|ω) = N (yt |Φtω,Σy ) , (1)
where Φt is a D ×KD matrix used to write the distribution
over yt in vectorized form, and is defined as
Φt =

φ1(t) · · · 0
...
. . .
...
0 · · · φD(t)
 .
Different realizations of a movement primitive are assumed
to have different values for ω. In this model, a particular
realization n represented by ωn is assumed to be sampled
from
p(ωn|θω) = N (ωn |µω,Σω ) , (2)
where θω = {µω,Σω} is a set of parameters that capture
the similarities and differences of different realizations of the
movement primitive. In the rest of this section, we drop the
index n from ωn for notational simplicity.
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Fig. 3: Demonstrated trajectories and learned distribution for
the first degree of freedom of Barrett WAM robot arm. The
joint value y0 corresponds to the shoulder yaw recorded
in radians as a function of time. Different trajectories of a
table tennis forehand motion are demonstrated by the human
teacher. These trajectories are depicted in blue and have
different durations. The duration of each trajectory is normal-
ized to one to achieve duration invariance, the time invariant
trajectories are depicted in green. The learned distribution is
depicted in red. The shaded area corresponds to two standard
deviations. Note that the model captures the mean behavior
and the variability of the teacher at different points in time.
Let us write the distribution p(ω|θω) decomposing
the KD × 1 vector µω and the KD × KD matrix Σω in
the components corresponding to each degree of freedom,
N


ω1
...
ωD

∣∣∣∣∣∣∣∣

µ1ω
...
µDω
,

Σ(1,1)ω · · · Σ(1,D)ω
...
. . .
...
Σ(D,1)ω · · · Σ(D,D)ω

 .
Note that the mean behavior for the degree of freedom d
is captured by the K × 1 vector µdω and the variability
by the K × K matrix Σ(d,d)ω . The correlation between two
different joints d1 and d2 is captured by Σ(d1,d2)ω . The model
can be forced to consider all the joints independently by
forcing the matrix Σω to be block diagonal.
A probabilistic graphical model is a probabilistic model
for which a graph expresses conditional independence as-
sumptions between random variables [15]. Figure 2 shows the
graphical representation of the probabilistic model used to rep-
resent movement primitives. To sample a robot trajectory given
the ProMP parameters µω and Σω , a vector ωn is sampled
using (2). Subsequently, the new trajectory of length Tn can
be sampled using (1). If the used basis functions are smooth,
the sampled trajectories will also be smooth.
Figure 3 show six human demonstrations of a forehand
table tennis striking movement and the learned probability
distribution. The figure shows the value in radians of the shoul-
der yaw y0 with respect to time. The original demonstrations
given by the human teacher, depicted in blue, have different
durations varying between 0.4 and 0.6 seconds. The time of
every demonstration is normalized to be between zero and one
to achieve duration invariance using a new variable z = t−t0T ,
known as the phase variable [10]. The same demonstrations
with respect to the phase variable are depicted in green, and
the learned distribution is depicted in red. The shaded area
corresponds to two standard deviations. The ProMP learned
from the given demonstrations capture the mean behavior and
the teacher variability in different points of time.
A. Learning from Demonstrations
The parameters θω can be learned from human demon-
strations. Let us assume we have N recorded human
demonstrations, and extend the notation with an extra sub-
index n ∈ {1..N} identifying each demonstration. Thus, the
variables ynt and ωn represent the joint state of the nth
trial at time t and the compact representation of the nth trial
respectively. The likelihood of the recorded data is given by
p(Y |θω) =
N∏
n=1
∫
p(ωn |θω)
Tn∏
t=1
p(ynt |ωn)dωn,
where Y is the set of values ynt for all the training instances.
Note that evaluating the likelihood requires the computation of
an integral over the hidden variables ωn. Although the integral
in this case can be computed in closed form, evaluating the
resulting expression would cost cubic time over the trajectory
lengths Tn. Instead, we propose to use the expectation maxi-
mization algorithm to optimize the likelihood or posterior dis-
tribution with linear time costs over the trajectory lengths Tn.
In [23], the ProMP parameters are estimated by first making
a point estimate of the hidden variables with least squares,
and subsequently finding their empirical mean and covariance
matrix as the ProMP parameters. This estimation procedure
makes intuitive sense and avoids computing integrals. How-
ever, the authors did not provide a mathematical intuition
of how their estimation procedure relates to maximizing the
marginal likelihood. In the Appendix A, we explain in detail
the estimation method introduced in [23], and show that it
is an special case of an approximation of the proposed EM
algorithm to maximize the likelihood. The approximation con-
sists of performing a single EM iteration and approximating
the Gaussian distribution computed in the E-step with a Dirac
delta distribution, ignoring the uncertainty over the estimates
of the hidden variables.
In previous work [16], the parameters were learned max-
imizing the likelihood. However, maximizing the likelihood
results in numerically unstable estimates for the parameters
of the ProMP unless a very large number of demonstrations
is available. In [16], the matrix Σω is forced to be block
diagonal to deal with the numerical problems. As a result,
the ProMP parameters could be robustly estimated, but the
model becomes incapable of learning the correlation between
the different joints of the robot arm.
In this paper, we use regularization to estimate the ProMP
parameters in the form of a prior probability distribu-
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Algorithm 1 Expectation Maximization algorithm to train a
ProMP from demonstrations
Input: Demonstration dataset containing the joint states and
corresponding normalized time stamps Y = {ynt, znt}
and the prior parameters k0,m0, v0,S0
Output: The ProMP parameters µω , Σω , Σy
1: Compute matrices φnt = φ(znt) with the basis func-
tions φ
2: Compute L =
∑N
n=1 τn
3: Set some initial values for µω , Σω , Σy . We use µω = 0,
Σω = I and Σy = I .
4: while Not converged do
5: for n ∈ {1, . . . , N} do
6: Snω ←
(
Σ−1ω +
∑τn
t=1 φnt
>Σ−1y φnt
)−1
7: wn ← Snω
(
Σ−1ω µω +
∑τn
t=1 φnt
>Σ−1y ynt
)
8: end for
9: µ∗ω ← 1N
(∑N
n=1wn
)
10: µω ← 1N+k0 (k0m0 +Nµ∗ω)
11: Σ∗ω ← 1N
∑N
n=1
(
Snω + (wn − µω)(wn − µω)>
)
12: Σω ← 1N+v0+KD+1 [S0 +NΣ
∗
ω]
13: Σy ← 1L
∑N
n=1
∑τn
t=1
[
ntnt
> + φntS
n
ωφnt
>
]
14: end while
15: return µω , Σω and Σy .
tion p(θω). The posterior distribution over the ProMP param-
eters is given by
p(θω|Y ) ∝ p(θω)p(Y |θω). (3)
We estimate the parameters θω by maximizing the posterior
distribution of (3) using the expectation maximization algo-
rithm. This estimator is commonly known as Maximum A
Posteriori (MAP) estimate.
The pseudo-code summarizing the training procedure is
presented in Algorithm 1. Lines 6 and 7 correspond to the
E-step and lines 9 to 13 correspond to the M-step. The
values nt = ynt − φntwn are the residuals used to estimate
the sensor noise.
B. Prior Distribution
We use a Normal-Inverse-Wishart as a prior distribution
over the ProMP parameters µω and Σω , given by
p(µω,Σω) = NIW (µω,Σω | k0,m0, v0,S0)
= N
(
µω
∣∣∣∣m0, 1k0Σω
)
W−1 (Σω | v0,S0) ,
where W−1 (Σω | v0,S0) is an inverse Wishart distribution,
used frequently as a prior for covariance matrices. The main
reason why we decided to use a Normal-Inverse-Wishart
prior for the ProMP model is because it is a conjugate
prior, resulting in closed form updates for the parameters
in the EM algorithm and simplifying the inference process.
Furthermore, the parameters of this prior distribution have a
simple interpretation. Lines 9 and 11 compute the Maximum
Likelihood estimates (MLE) µ∗ω and Σ
∗
ω . Lines 10 and 12
0 20 40 60 80 100
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20
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Number of trials
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κ
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Log Condition Number of Σw
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Fig. 4: Conditioning number of the learned covariance ma-
trix Σw with MLE and MAP as a function of the number
of training instances. Intuitively, a lower matrix condition
number for Σw translates into more robustness and numerical
stability. The conditioning number is presented in logarithmic
scale. Note that the condition number stabilizes around 6
demonstrations for Maximum A Posteriori, whereas Maximum
Likelihood requires around 50 demonstrations.
compute the MAP estimates µω and Σω . Note that the MAP
estimates are a weighted average of the MLE estimates µ∗ω
and Σ∗ω and the assumed prior parameters for the mean m0
and covariance S0 respectively. In the limit of infinite data,
the MAP estimates converge to the MLE estimates.
We use a non informative prior for µω in our experiments
by setting k0 = 0. Note that by setting k0 = 0, the MAP
estimate µω becomes the MLE estimate µ
∗
ω . If a large number
of basis functions is used, a sensible choice for the prior
parameters is to use m0 = 0 and k0 > 0. Such a prior will
prevent large values on the estimated vector µω , similar to the
regularization used in Ridge Regression.
For Σω we use an informative prior. Intuitively, the parame-
ter v0 of the inverse Wishart prior represents how confident we
are about our initial guess of the value of Σω before looking
at the data. We use v0 = dim(ω) + 1, that is the minimum
value for v0 that results in a proper prior distribution [15]. We
set the prior parameter S0 as
S0 = (v0 +KD + 1) blockdiag(Σ
∗
ω), (4)
where Σ∗ω is the maximum likelihood estimate of Σw com-
puted in line 11 of Algorithm 1. Intuitively, the prior distri-
bution favors considering joints independent when few data is
available and gradually learn the correlation of different joints
as more data is obtained. Using (4), the update equation for Σω
on line 12 of Algorithm 1 can be written as
Σω =
1
N +N0
[N0 blockdiag(Σ
∗
ω) +NΣ
∗
ω] ,
with N0 = v0 +KD+ 1. Note that the MAP estimate of Σω
is a linear combination of the full MLE estimate and the MLE
estimate under the assumption that all joints are independent.
With a large number of trials N , the MAP estimate will
converge to the MLE estimate as expected.
One of the reasons why we recommend using an informative
prior for Σω , is because its MLE estimate is typically numer-
ically unstable. We used the matrix condition number κ(Σω)
to measure numerical stability of the Maximum A Posteriori
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(a) (b)
Fig. 5: Task space distributions of the ball and the racket center before and after adapting the ProMP in task space. The
distribution of the ball is presented in orange. Figure 5a depicts in red the distribution of the center of the racket computed
from the ProMP learned from human demonstrations. Subsequently, the ProMP is adapted to hit the ball using Algorithm 2,
and the resulting ProMP is depicted in blue in Figure 5b. Note that the adapted ProMP is similar to the original ProMP
learned from human demonstrations, but the probability mass is concentrated in the area that overlaps with the ball trajectory
distribution.
(MAP) and Maximum Likelihood Estimator (MLE) estimates
of Σω . Intuitively, the condition number provides a measure
of the sensitivity of an estimated value to small changes in
the input data [17]. Therefore, a smaller the condition number
means a more numerically stable estimate. Figure 4 shows the
change in the condition number for Σω in logarithmic scale
with respect to the number of training instances for both the
MAP and MLE estimates. The condition number for the MAP
estimate is depicted in blue, and stabilizes around 6 training
instances. On the other hand, the MLE estimate depicted in
red requires around 50 training instances to stabilize.
III. ADAPTATION OF PROBABILISTIC MOVEMENT
PRIMITIVES
Adapting a movement primitive by setting initial positions,
desired via points or final positions is a necessary property
to generalize to different situations. These desired via points
could be specified in joint space or in task space. For example,
a table tennis striking movement needs to start in the current
joint configuration of the robot and later reach the predicted
task space position of the table tennis ball. In this section, we
present operators to adapt movement primitives in joint and
in task space. In addition, we evaluate the execution time of
these operators showing that they can all run in less than one
millisecond on a standard computer, satisfying the real time
requirements of the applications presented in this paper.
A. Adapting a ProMP in Joint Space
In the original formulation of ProMPs [10], it was proposed
to adapt a ProMP in joint space by conditioning on a desired
observation y∗t with some noise matrix Σ
∗
y that was referred to
as the desired accuracy. However, the authors do not provide
any intuition on how Σ∗y should be computed or estimated.
In this paper, we follow the approach presented in pre-
vious work [16] to adapt in joint space by conditioning in
the distribution over joint trajectories to reach a particular
value yt = y
∗
t without any artificial accuracy matrix Σ
∗
y . The
reason why we do not need the artificial noise matrix Σ∗y
opposed to [10] is that we do not suffer from numerical prob-
lems inverting Σω due to the different training procedure. The
conditioned distribution p(ω|yt = y∗t ) ∝ p(yt = y∗t |ω)p(ω)
can be computed in closed form and is given by
p(ω|yt = y∗t ) = N (ω |mω,Sω ) ,
mω = Sω(φt
>Σ−1y y
∗
t + Σ
−1
ω µω),
Sω = (Σ
−1
ω + φt
>Σ−1y φt)
−1.
There are cases where we do not know the exact value of the
desired joint configuration y∗t , but instead we have a proba-
bility distribution y∗t ∼ N
(
y∗t
∣∣µq,Σq ). For example, in the
table tennis task, we need condition the striking movement
on the future position of the ball predicted using a Kalman
filter. The distribution of the ball is, however, in task space. In
Section III-C, we explain how to transform a target task space
distribution to a joint space distribution. For the moment, we
assume we have a target distribution in joint space, that we
can marginalize using
p(ω|µq,Σq) =
∫
p(ω|yt = y∗t )N
(
y∗t
∣∣µq,Σq ) dy∗t ,
which can be computed in closed form obtaining
p(ω|µq,Σq) = N (ω |mω,Sω ) ,
mω = Sω(φt
>Σ−1y µq + Σ
−1
ω µω), (5)
Sω = T ω + T ωφt
>Σ−1y ΣqΣ
−1
y φtT ω, (6)
with T ω = (Σ−1ω + φt
>Σ−1y φt)
−1. The ProMPs can also
be adapted with desired velocities or accelerations using the
same method, replacing the basis function matrices φt by their
respective time derivatives φ˙t and φ¨t.
The run time complexity for both adaptation operators is
bounded by O(KD3). In our robot experiments we used a
model with KD = 35, obtaining an average execution time
of 0.044 ms. In the experimental section, we provide running
times for different model sizes.
The methods presented here to condition in a ProMP on a
particular joint configuration y∗t and desired joint distribution
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were already introduced in previous work [16]. The compar-
ison with the adaptation operator presented in [10] and the
analysis of their execution time is new to this paper.
B. Probability Distribution of a ProMP in Task Space
We compute a probability distribution in task space from a
ProMP learned in joint space making use of the geometry of
the robot. We assume that we have access to a deterministic
function xt = f(yt) called the forward kinematics function
that returns the position in task space xt of a point of
interest like the end effector of the robot given the joint
state configuration yt. The deterministic forward kinematics
function f , can be expressed in our probabilistic framework
using
p(xt|yt) = δ(xt − f(yt)),
where δ is the Dirac delta function. The task space distribution
can be computed from the ProMP parameters learned in joint
space using
p(xt|θω) =
∫
p(yt|θω)p(xt|yt)dyt.
The distribution p(xt|θω) can not be computed in closed form
for a non-linear forward kinematics function. We compute an
approximated distribution p(xt|θω) making a linear Taylor
expansion of the forward kinematics function around the
ProMP mean, obtaining
p(xt|θω) = N
(
xt
∣∣∣f(Φtµω),J tΣωJ t>) , (7)
where J t = J(Φtµω) is the Jacobian of the forward kine-
matics function [18] evaluated at yt = Φtµω . Figure 5a
shows the task space distribution of a ProMP learned from
demonstrations to strike a table tennis ball as well as some
particular ball trajectory distribution. The distribution of the
center racket is depicted in red and the distribution of the
predicted ball trajectory is depicted in orange.
C. Adapting ProMPs in Task Space
For many applications, it is more natural to define goals in
task space. For instance, in robot table tennis the movement
primitive should be adapted such that the position of the racket
matches the predicted position of the ball. In this section,
we present our approach to condition a ProMP learned in
joint space to have a desired task space distribution. The
approach we present in this section was also introduced in
previous work [16]. However, in this paper we evaluate it more
thoroughly on a coffee preparation task with clear training and
validation set to assess for generalization.
We denote the desired task space state at time t by the
random variable xt, with probability distribution given by
p(xt|θx) = N (xt |µx,Σx ) ,
where the parameters θx = {µx,Σx} are user inputs that
represent the desired task space configuration and its uncer-
tainty respectively. For the table tennis task, we use a Kalman
filter as ball trajectory model. The Kalman filter provides an
estimate for the mean ball position µx and its uncertainty Σx.
Algorithm 2 Algorithm to adapt a ProMP in task space using
Laplace Approximation
Input: Parameters of desired task space distribution θx =
[µx,Σx] and ProMP to adapt θω = [µω,Σω].
Output: A new ProMP modulated to strike the ball
1: µq ← arg maxyt (log p(yt|θx,θω))
2: Compute Λq as the second derivative of log p(yt|θx,θω)
with respect to yt evaluated at yt = µq
3: Σq ← Λ−1q
4: Compute mω and Sω with (5) and (6)
5: return new ProMP with µω = mω and Σω = Sω
Given a desired end effector position xt and a ProMP with
parameters θω = {µω,Σω}, a probability distribution for the
joint configuration can be computed by
p(yt|xt,θω) ∝ p(xt|yt)p(yt|θω), (8)
where p(xt|yt) is given by (III-B) and p(yt|θω) is the joint
space distribution given by the ProMP.
The distribution p(yt|xt,θω) represents a compromise be-
tween staying close to the demonstrated trajectories and
achieving the desired racket configuration. Thus, for a robot
arm with redundant degrees of freedom, where multiple joint
space configurations can achieve the desired racket configu-
ration, the presented approach will prefer joint solutions that
are closer to the demonstrated behavior.
To achieve the desired task space distribution p(xt|θx)
instead of a particular value xt, we marginalize out xt from (8)
obtaining
p(yt|θx,θω) =
∫
p(yt|xt,θω)p(xt|θx)dxt
∝ p(yt|θω)
∫
p(xt|θx)p(xt|yt)dxt.
(9)
Note that p(yt|θx,θω) is a distribution in joint space that
again compromises between staying close to the demon-
strated behavior and achieving the desired task space dis-
tribution. The integral in (9), required to compute the nor-
malization constant of p(yt|θx,θω), is intractable. We used
Laplace Approximation [19] to compute a Gaussian ap-
proximation for p(yt|θx,θω). With a Gaussian distribution
for p(yt|θx,θω), the operator to adapt ProMPs in joint space
discussed in Section III can be used to obtain a new adapted
ProMP.
Algorithm 2 describes the procedure to adapt a ProMP in
task space using Laplace Approximation. The mean µq and
covariance Σq of the approximated joint space distribution
are computed in Lines 1 and 3 respectively. The presented
operator for task space conditioning consists of a non linear
optimization to compute p(yt|θx,θω) followed by a use of
the joint space conditioning operator. As a result, the task
space conditioning operator is necessarily slower than the joint
space conditioning operator. In Section III-D, we show that the
execution time of the presented operator is nonetheless reliably
below 3 milliseconds for ProMP sizes up to KD = 350,
satisfying the real time requirements of our robot applications
by a large margin.
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KD Joint Space [ms] Task Space [ms]
35 0.0448± 0.0164 0.7212± 0.2920
70 0.0642± 0.0104 0.8328± 0.5484
140 0.1880± 0.0245 1.0764± 0.3179
210 0.5294± 0.5879 1.4291± 0.2423
280 0.8686± 0.7944 1.9267± 0.3822
350 1.2095± 0.4829 2.3173± 0.3135
TABLE I: Average execution time of joint and task space
conditioning operators in milliseconds for ProMPs of different
sizes. The task space operator uses internally the joint space
operator, as a result is has a higher execution time. The size
of a ProMP is given by the product between the number
of degrees of freedom D and the number of kernels per
degree of freedom K. The table presents the mean and
standard deviation of the running times for each operator in
milliseconds. For robot table tennis, all these operators need
to be executed after the ball trajectory is predicted using ball
observations and a ball model. In consequence, it is crucial to
be able to apply these operators fast enough to successfully
hit the already flying ball.
Figure 5 depicts the task space distribution of a ProMP
learned from forehand strike demonstrations before 5a and
after 5b adapting it to hit a ball trajectory seen at test
time. Note that the adapted ProMP has the probability mass
concentrated in the region that overlaps with the ball trajectory
distribution.
D. Execution Time of the Presented Operators
Many use cases for the operators presented in this paper to
adapt the movement primitives will have real time execution
requirements. If we want to adapt a movement primitive with
respect to sensor values measured at time t1 and subsequently
execute the movement primitive in the robot at time t2, the
total execution time for the operator cannot exceed t2 − t1.
For example, to make sure that the executed movement
primitive starts on the current robot joint state, we use the
joint conditioning operator on the measured joint state just
before starting the execution of the movement primitive. For
our robot experiments, we used a control loop of 500 Hertz.
Therefore, we have a real time constrain of 2 ms to read the
sensor value for the joint state, condition the ProMP to start at
the measured value and send the required motor commands.
Table I show the average execution time and standard
deviation in milliseconds for the operators presented in this
paper. Each operator is executed 1000 times for each of the
different sizes of ProMPs in a Lenovo Thinkpad X2 Carbon
laptop with a processor Intel Core i7-6500U 2.50GHz and 8
GB of RAM. We report the size as the product of the degrees
of freedom D and the number of basis functions per degree
of freedom K.
On our robot experiment we used a ProMP with size K = 5
and D = 7, that corresponds to the smallest entry in Table I.
However, note that even on a ProMP with KD = 350 we
can meet the real time requirements to play robot table tennis.
The operator to condition in joint space can be reliably run
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Fig. 6: Convergence of the ProMP parameters as a function of
the number of training instances in an adversarial scenario. The
convergence of different sets of parameters is depicted with
different colors. The set of parameters corresponding to the
mean behavior, variability of the movement, and correlation
between joints are depicted in red, blue and green respectively.
under the 2 milliseconds required for our control loop of 500
Hertz. The vision system we use in this paper produces 60
ball observations per second. Therefore, we can potentially
correct the ProMP trajectory to changes in the ball trajectory
after every ball observation with a running time below 16
milliseconds. Note that our task space conditioning operator
runs reliably under 3 milliseconds, satisfying the real time
requirements by a large margin.
IV. EXPERIMENTS AND RESULTS
We evaluate the presented methods with synthetic data and
with a real robot experiments for table tennis and assisting
coffee brewing. For the robot experiments we used Barrett
WAM arm with seven degrees of freedom capable of high
speed motion. The robot control computer uses a 500 Hz
control loop, receiving joint angle measures and output motor
commands every 2 ms. To track the position of objects of
interest like the table tennis ball and the coffee machine, we
used four Prosilica Gigabit cameras and the vision system
described in [20]. This vision system tracks the position of
a table tennis ball with an approximate frequency of 60 Hz,
we attached a table tennis ball to the coffee machine for the
coffee brewing experiments.
On all our robot experiments we used five basis func-
tions per degree of freedom. Fifth [13] and third [21] order
polynomials have been previously used successfully for robot
table tennis approaches. Note that the same results should be
achievable with a ProMP with six or four polynomial basis
functions respectively taking into account the constant term.
On the other hand, radial basis functions (RBFs) have been
typically used with ProMPs [10] for other robot applications.
We tried different combinations of RBFs and polynomial basis
functions, obtaining the best results using three RBFs and a
first order polynomial, for a total of five basis functions.
A. Parameter Convergence on Synthetic Data
The purpose of the experiment with synthetic data, is
to evaluate how accurate are the estimates of the ProMP
parameters as a function of the number of training instances n
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Fig. 7: The robot executing the coffee task. First, the robot
moves towards the top of the coffee grinder to pour fresh beans
into it. Subsequently, the robot moves towards the bottom of
the grinder to pick the grounds. Finally, the robot deposits the
coffee grounds in the brewing chamber of the coffee machine.
when the assumptions we made for the prior distribution
are incorrect. We generate synthetic data from a reference
ProMP that displays a strong correlation between different
degrees of freedom, opposing the proposed prior assumptions.
Subsequently, we test if the proposed learning procedure
converges to the expected parameters and how many training
examples are necessary for convergence.
On this synthetic data experiment there is no notion of
training or test sets. We simply generate n sample trajec-
tories from a reference ProMP with known parameters µω
and Σω . Subsequently, we train a new ProMP with the
sampled trajectories obtaining a new set of parameters µˆnω
and Σˆ
n
ω and compare how close they are to the reference
parameters µω and Σω using the Frobenius norm. In this
experiment we used five basis functions K = 5 and four
degrees of freedom D = 4. To ensure a high correlation, we
set the parameters of the base ProMP such that the last two
degrees of freedom are the addition and subtraction of the first
two degrees of freedom respectively.
Figure 6 show the average parameter estimation error with
respect to the number of training instances n for different set
of parameters. The error over the parameters µω that represent
the mean behavior is depicted in red. The error over the
parameters Σω are divided in the block diagonal terms that
represent the captured variability of the movement (depicted
in blue) and the rest of the parameters that represent the
captured joint correlations (depicted in green). The error of
the different set of parameters is normalized between zero and
one to facilitate comparison, and the error curves are smoothed
out using splines to facilitate visualization of convergence.
Note that the learning algorithm converges to the true value
as expected. However, more training examples are required
to converge to the correlation parameters because the prior
is favouring joint independence in a high joint correlation
scenario. The effect of the proposed prior is to prefer inde-
pendence between the joints in absence of strong evidence of
correlation.
The results from this experiment may suggest that the
presented probabilistic framework require large amounts of
T1
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V1
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V10
Fig. 8: Training and validation set pattern for the position of
the coffee machine, designed to evaluate the generalization on
a target area. The training pattern was selected with Lloyd’s
algorithm to cover the target area evenly, and is depicted with
green circles. The evaluation pattern is depicted in red, and
was selected to be far from the training points while covering
evenly the target area. The numbers in the green and red circles
represent the order used for training and validation positions
for the coffee machine respectively.
data samples to learn a movement primitive. In contrast,
we show we can learn a coffee-pouring and a table-tennis
experiment that the proposed approach, using only two and
eight training examples respectively. There are two main ex-
planations why we can converge with fewer training instances
to the target performance on different tasks. First, the prior
distribution assumptions may be more accurate in some real
world tasks than in the adversarial example chosen in this
section. Second, we can not compare convergence in parameter
space to convergence in the performance of a particular task.
The reason is that there might be multiple different parameter
values with a similar task performance.
B. Assisting Coffee Brewing
A coffee preparation task was one of the tasks used to
evaluate the proposed methods. We use an inexpensive coffee
grinder and an Aeropress as a brewing method. Figure 7
depicts the robot executing the steps required to prepare a
cup of coffee. First, the robot needs to move to the top of the
grinder and pour fresh coffee beans. Subsequently, the robot
moves to place the spoon under the grinder funnel to pick the
coffee grounds. Finally, the robot pours the coffee grounds
into the brewing chamber.
The coffee task requires sequencing movement primitives to
pour coffee beans of grounds in different locations and picking
the grounds from the grinder. At the same time, the robot
should avoid hitting the grinder, coffee machine or the table
to prevent damaging the robot, the coffee machines or spilling
the coffee. Therefore, this task allows us to test the ability of
the proposed framework to divide a complex task into multiple
simpler primitives as well as learning from the teacher the right
set of movements that avoid hitting external objects.
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Algorithm 3 Procedure to test the generalization performance
of a single ProMP on a pouring coffee experiment
Input: Training set positions {T1, . . . , T10} and validation set
positions {V1, . . . , V10} from Figure 8.
Output: Training set performance P tn and evaluation set per-
formance P vn with n training samples for n ∈ {1, . . . , 10}.
1: for n ∈ {1, . . . , 10} do
2: train({T1, . . . , Tn})
3: P tn ← evaluate({T1, . . . , Tn})
4: P vn ← evaluate({V1, . . . , V10})
5: end for
Additionally, the movement primitives to pour or pick coffee
should be adapted to the position of the coffee machine or the
grinder in order to succeed. The position of these objects is
obtained from the vision system in task space, providing an
opportunity to test the operator to adapt movement primitives
in task space. The operator to condition movement primitives
in joint space is also used to start the executed movement
primitive at the robot current joint position.
For the coffee task we want to test how well the proposed
approach adapts to changes in the position of the grinder or
the coffee machine, whereas for the table tennis task the goal
is to determine how well it adapts to changes in the ball
trajectory. Note that the position of the grinder and coffee
machine in different experiment trials is easy to control with
relatively good precision, while controlling the table tennis
ball trajectory between different experiment trials is virtually
impossible. As a result, we decided to invest more effort in
the experiment design to test the generalization ability of a
single movement primitive in the coffee task.
To test the generalization ability of a single movement
primitive we focused on the movement that pours the coffee
grounds in the coffee machine. We generated a pattern with
training and evaluation positions for the coffee machine with
a rectangular shape of 42cm x 59.4cm. This size corresponds
exactly to an A2 format paper size that was printed for the
experiments. To select a set of positions that covers evenly
the training area we used Lloyd’s algorithm [22]. For the
evaluation set we used an algorithm that selected a set of points
in the rectangle that maximized the distance to the training set.
Figure 8 shows a resized version of the resulting format for the
training and the validation positions for the coffee machine as
green and red circles respectively. The numbers on the circles
represent the order of the events that should be used in the
experiment, and we used them to test the performance on the
training and validation sets as a function of the training data.
In this experiment we evaluated the success rate of pouring
coffee in the machine with a number of training instances
varying from 1 to 10 training samples.
The procedure to train and evaluate the performance is
explained with detail as a pseudo-code in Algorithm 3. In this
pseudo-code the train(·) function consists on the human train-
ing the robot to pour coffee grounds on the coffee machine on
the positions passed as argument, and the evaluate(·) function
consists on the robot attempting to pour coffee on the specified
positions and evaluating the success rate. We considered an
Training Samples Training Validation
1 100% 10%
{2,. . . ,10} 100% 100%
TABLE II: Summary of the results of the generalization
performance experiment pouring coffee with a single ProMP.
Using only two training samples was enough to generalize to
all the target area. With one training sample (T1), the robot
succeeded only for the provided training point (T1) and the
closest of the validation points (V5), spilling coffee in the rest
of the evaluated positions. The obtained results suggest that at
least for this task the selected prior is a sensible choice.
attempt to pour coffee as successful if it managed to pour
all the coffee grounds in the coffee machine without spilling
coffee. For example, to evaluate the validation set performance
with two training examples, we would train the robot to pour
coffee on positions {T1, T2} and subsequently evaluate the
pouring performance in positions {V1, . . . , V10}.
Table II summarize the results of the pouring performance
measured on this experiment. We expected a curve of gen-
eralization performance increasing slowly as a function of
the number of training data, but the results obtained showed
that after demonstrating the pouring movement only in T1
and T2 the robot could successfully generalize to all the
target area. With two training instances we also tried to
validate generalization in the points {T3, . . . , T10} and the
robot successfully poured coffee in those positions as well.
With only one training instance of pouring the robot could
not generalize well. However, note that the robot managed to
pour successfully at the given training position and one of the
validation positions. The validation position where the robot
poured successfully was V5, that is the closest validation point
to the given training point T1, as can be seen in Figure 8. The
distance between T1 and V5 in the printed pattern is 10.4 cm.
We also tried to validate the single training instance example
on the points {T2, . . . , T10}, but it failed spilling the coffee
every time.
An alternative method to solve the coffee task without learn-
ing from human demonstrations would require trajectory plan-
ning with collision avoidance in order to succeed. Additionally,
common sense knowledge like keeping the spoon pointing up
all the time except when the robot is pouring would have to
be explicitly programmed. Instead, our approach learns these
common sense knowledge and strategies to succeed avoiding
collisions with the grinder and brewing chamber from the
human demonstrations. In the next section we evaluate our
method in a table tennis task. We believe that robot table
tennis is significantly harder than the coffee task presented
in this section for a number of reasons that we discuss with
more detail in the following section. Unfortunately, it is very
hard to control precisely the ball trajectory and as a result, we
cannot provide detailed generalization performance as with the
coffee task. Instead, we will focus on evaluating the hit and
return rate performance compared to previous work.
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C. Robot Table Tennis
Robot table tennis is a highly dynamic task difficult to
play for robots and humans. Unlike the coffee task it has
strong real time requirements. The timing of the movement
is as important as the movement itself to succeed hitting and
returning the ball. Furthermore, it is not trivial or obvious
which kind on movements would result in success for a given
ball trajectory, making this problem especially interesting for
learning approaches that can uncover these patterns given a
set of successful trial examples.
In this section we evaluate the proposed approach in a robot
table tennis setup. In this task we use a table tennis ball gun to
throw balls to the robot. Subsequently, we measure weather or
not the robot hits the ball and if the ball landed successfully
in the opponent’s court according to the table tennis rules.
For all the experiments presented in this section, we col-
lected eight human demonstrations of a particular striking
movement to train a ProMP. Unlike the coffee task, the
high variability in the results makes it hard to determine the
optimal number of training samples to increase the success
rate. Informally, we did not notice any significant performance
improvements using more than eight demonstrations.
To segment the striking movement from the rest of the
demonstrated behavior we used the zero crossing velocity
heuristic method. First, we found the point where the racket
hit the ball th by detecting the change in direction of the
ball. Subsequently, we found a time interval (ta, tb) such
that th ∈ (ta, tb) and both ta and tb were zero crossing
velocity points. We found that this heuristic reliably segments
table tennis striking movements if the hitting time th can
be detected accurately. Some times we could not detect the
hitting time th accurately because of vision problems. In such
case we simply discarded that trajectory from the training
set. We decided to use six as the minimum number of
segmented demonstrations in the training set to proceed with
the experiments. That is, if more than two demonstrations
were discarded by the segmentation heuristic we collected the
training data again.
Let us explain in detail how we apply the proposed method
to table tennis as well the similarities and differences to
previous work presented in [16]. A high level pseudo-code
of the table tennis strategy is presented in Algorithm 4. This
algorithm receives as input a ProMP already trained to play
table tennis using human demonstrations, moves the robot to
an initial position and blocks its execution until the vision
system produces new ball observations. Subsequently, the
obtained ball observations are used to predict the rest of
the ball trajectory using a Kalman Filter, the optimal initial
time is computed from the ball trajectory using a maximum
likelihood approach introduced in previous work [16], and
the trained ProMP is conditioned in task space using the
operator presented in Section III-B. Before executing the
ProMP conditioned to hit the ball, it is conditioned in joint
space to start in the current robot joint state.
Note that the lines 5 and 8 in Algorithm 4 are in a loop to
allow for re-planning. This feature is an important improve-
ment over the previous work presented in [16], because it
Algorithm 4 Procedure used on the table tennis experiments
Input: A ProMP promp0 trained for table tennis using human
demonstrations.
1: while running do
2: move to init state(promp0)
3: wait ball obs()
4: repeat
5: ball obs← get ball obs()
6: ball traj← predict ball traj(ball obs)
7: t0 ← comp optimal t0(ball traj)
8: new promp← cond hit(promp0, ball traj)
9: until t0 ≥ current time()
10: new promp.cond joint space(get joint state())
11: execute(new promp)
12: end while
allows for corrections over the predictions of the ball trajectory
produced by the Kalman Filter in line 6. In [16], a set of ball
observations of a certain size was obtained and the Kalman
Filter was used only once to predict the rest of the ball
trajectory. Subsequently, the robot would “close its eyes” and
attempt to hit the predicted ball trajectory. In consequence, it
was hard to fix a sensible size for the initial set of observations.
A small set would not provide enough information to predict
accurately the ball trajectory, and a large set could potentially
leave a small reaction time to the robot effectively loosing the
opportunity to hit the ball. In this paper, we took advantage
of the short execution time of the presented operators using
re-planning. We simply take any amount of available ball
observations to predict the ball trajectory and adapt the ProMP,
but we keep doing so while there is still time for corrections.
The starting time of the movement primitive is computed
in Line 7 using the operator presented in [16] that maximizes
the likelihood of hitting the ball under some assumptions.
To compute this likelihood without specifying a hitting time
or point, the hitting time was marginalized using some prior
distribution. In [16], a uniform distribution was used as prior
over the hitting time. We observed that the human teachers
usually hit the ball close to the middle of the movement.
In consequence, we changed the prior distribution over the
hitting time to match the observed teacher behavior. We used
a Gaussian distribution given by
ph(z) = N (z |µz = 0.5, σz = 0.1)
where z = (t − t0)/T is the time variable normalized to be
between zero and one. As a result, we obtained a substantial
improvement on the number of times that the robot manages
to successfully return the ball to the opponent’s court, that we
will call in the rest of this paper the success rate.
Replanning and the prior over the hitting time are features
added to the table tennis strategy on this paper that were not
present in [16]. Although these features are unrelated to the
main contributions of this paper, we consider important to
evaluate the performance improvement due to these features
to explain the huge performance gap in comparison to the
performance reported in [16]. In addition, the replanning
feature is possible only because of the fast execution time of
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Re-planning Hit time prior Hit rate Success rate
No Uniform 73.7% 5.2%
No Gaussian 79.5% 40.9%
Yes Uniform 93.2% 9.1%
Yes Gaussian 96.7% 67.7%
TABLE III: Performance improvement for hit and success
rate due to re-planning and the prior over the hitting time.
The ball gun was fixed to the same settings on these four
experiments, and the same ProMP was used in every case
trained with Algorithm 1. The goal of these experiments was
to test the effect of re-planning and the hitting time prior
both independently and combined. Note that re-planning has a
significant positive impact mostly over the hitting rate, whereas
the prior over the hitting time affects mostly the success
rate. The best performance is obtained as expected with a
combination of both.
the proposed adaptation operators. Therefore, replanning is an
example of how the computational efficiency of the proposed
methods can have an impact on the success of a task where
accurate prediction models are not available.
Table III presents the results of an experiment to measure
the improvement of performance due to re-planning and the
hitting time prior both independently and combined. We placed
the ball gun in a position that the human teacher found
comfortable and collected a set of demonstrations, the ball gun
parameters were kept fixed during the rest of the experiment.
We trained a ProMP with Algorithm 1 using the collected
demonstrations. We use the exact same trained ProMP during
this experiment to make sure that the measured improvements
are only due to the re-planning and hitting prior features. Note
that the change in the prior over the hitting time had a very
significant impact on the success rate, increasing it from 5.2%
to 40.9% without re-planning and from 9.1% to 67.7% with re-
planning. On the other hand, the re-planning feature improved
in general about 20% on the hit rate, and the success rate
improvement was only substantial in combination with the
hitting time prior, improving from 40.9% to 67.7%.
A major difference between this work and [16], is the
training algorithm for the movement primitives. In [16], the
movement primitives were trained with a maximum likeli-
hood algorithm. In Section II, we discussed how maximum
likelihood estimation (MLE) produced unstable estimates of
the ProMP parameters opposed to the Maximum A-Posteriori
estimates (MAP). To prevent stability problems, the MLE
estimates computed in [16] force the matrix Σω to be block
diagonal. As a result, the computed ProMP considers all the
joints independent.
To measure the effect of using the proposed training method
opposed to considering all the joints independent with MLE,
we tested ProMPs trained with both methods with several ball
gun configurations using always the procedure for execution
on Algorithm 4 with both re-planning and the prior over the
hitting time. We obtained an average success rate of 66.3%
and a hit rate of 95.4% for the MAP trained ProMP. For MLE
we obtained an average of 47.7% and 79.8% for the hit and
Fig. 9: A human subject moving the robot in gravity compen-
sation mode. Gravity compensation mode was used to obtain
the human demonstrations necessary to train the robot.
success rates respectively.
We also compare the performance of our method with a
different robot table tennis method based on heuristics [13]
called the MoMP method [14]. Figure 9 shows a human
subject moving the robot in gravity compensation mode.
Figure 10 shows an histogram of the success and hit rates
obtained in this experiment for both MAP and MLE training,
the MoMP method and the human subjects. The histogram was
generated with the bootstrap method, generating 5000 random
samples of 50 trials from the collected data. The success and
hit rates were computed for each of the 5000 samples and
recorded in the histogram. We decided to present an histogram
of these results instead of just a number to account for the
variability of the results natural to the table tennis experiments.
An interval containing 90% of the probability mass of
the success rate histogram for the MLE and MAP trained
ProMPs would locate the success rate between 34.0% and
58.0% for MLE and between 60.0% and 80.0% for MAP.
From these confidence intervals we can conclude that the
difference in success rate of learning the joint correlations with
the MAP algorithm presented on this paper compared to the
MLE algorithm presented in [16] that assumes the joints as
independent is significant.
Furthermore, the table tennis procedure presented in Algo-
rithm 4 used for the MAP and MLE trained ProMPs does not
include any heuristic or method to successfully return the ball
to the opponent’s court. In both cases this behavior has to be
learned from the demonstrated data. The fact that the success
rate of the MAP trained ProMP is significantly better than
the success rate of the MLE trained ProMP that forces Σω to
be block diagonal, suggests that the joint correlations encode
information important to successfully return table tennis balls.
The performance of the presented approach was signifi-
cantly better than the MoMP method for both hit and success
rates in our experiments. The MoMP method is based on
several heuristics that would require a great amount of hand
tuning to achieve a good success rate for a particular ball gun
configuration. As a result, it is very hard to tune this method to
generalize well to different ball gun locations and orientations.
On the other hand, our method generalizes well to changes on
the ball trajectory and can be easily retrained if the ball gun
IEEE TRANSACTION ON ROBOTICS, VOL. X, NO. Y, JULY 2017 12
0 20 40 60 80 100
0
0.1
0.2
Success rate %
Pr
ob
ab
ili
ty
MoMP
ProMP MLE
ProMP MAP
(a)
0 20 40 60 80 100
0
0.1
0.2
Hit rate %
Pr
ob
ab
ili
ty
MoMP
ProMP MLE
ProMP MAP
(b)
Fig. 10: Histogram of the success and hit rates on table tennis for ProMPs trained with MAP and MLE. We also compare
against humans moving the robot in gravity compensation mode and the MoMP method. For the table tennis experiments,
repeating the same experiment multiple times will likely produce different hit and success rate performance. In consequence,
we decided to present a histogram of the results computed with the bootstrap method representing how likely is it to obtain a
particular hit or success rate for different methods.
configuration is significantly changed.
V. CONCLUSIONS AND DISCUSSION
This paper introduces new operators to learn and adapt
probabilistic movement primitives in joint and in task space.
The presented learning algorithm uses a prior distribution to
increase the robustness of the estimated parameters. Using
the proposed prior distribution over the ProMP parameters is
an effective way to improve robustness and learn with few
training instances while conserving enough flexibility in the
model to learn the dependencies between the joints as more
data becomes available.
This paper also presents simple and fast operators to adapt
movement primitives in joint and task space, making use of
standard methods of probability theory. These operators were
evaluated in the coffee task and table tennis task to adapt the
learned movement primitive to the coffee machine position
and the ball trajectory respectively. The presented operators to
adapt movement primitives can be applied to any other robotic
applications.
We have compared the table tennis performance of the
presented approach with previous work presented in [16].
We tested the performance improvements due to table tennis
specific advantages like re-planning and the prior over the
hitting time. More importantly, we tested the improvements
due to the presented learning algorithm and its ability to learn
the joint correlations independently of the table tennis specific
improvements. We show that the difference on the learning
algorithm alone is enough to obtain a statistically significant
improvement.
Unlike previous approaches to robot table tennis, our ap-
proach does not model the interaction between the racket
and the ball. The reason why the presented method can
successfully send balls to the opponent’s side of the table is
because the training data used to learn the movement primitive
contains mostly successful examples. Thus, the behavior of
successfully returning balls is completely learned from data.
A limitation of the presented training method is that it re-
quires manual segmentation of the robot trajectories. Someone
needs to specify where every movement primitive starts and
ends in the demonstrated behavior. A better approach would
be to consider the segmentation as another hidden variable and
add it to the proposed EM inference algorithm. The problems
of automatic segmentation and clustering should be considered
in future work.
APPENDIX A
RELATION TO PARASCHOS METHOD TO TRAIN PROMPS
An alternative method of training ProMPs was proposed
by [23]. We show that the method proposed in [23] is a special
case of the EM algorithm presented in this paper for the MLE
case, with a single iteration and approximating the Gaussian
distributions over the hidden variables ωn with a Dirac delta
distribution on the mean.
The method presented in [23] consists of making point
estimates of the hidden variables ωn with least squares. Sub-
sequently, the mean and covariance of the point estimates are
used to estimate the ProMP parameters. The point estimates
of ωn are computed for every trajectory using
ωn = (Φn
>Φn + λI)−1Φn>yn, (10)
where Φn and yn are the vertical concatenation of the
matrices Φnt and vectors ynt respectively, and λ is a ridge
regression parameter that can be set to zero unless numerical
problems arise. Subsequently, the ProMP parameters can be
estimated using the MLE estimates for Gaussian distributions
µ∗ω =
1
N
∑N
n=0
ωn, (11)
Σ∗ω =
1
N
∑N
n=0
(ωn − µω)(ωn − µω)>. (12)
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Algorithm 5 EM training algorithm with a Dirac delta ap-
proximation for the E-step
Input: Demonstration dataset containing the joint states and
corresponding normalized time stamps Y = {ynt, znt}
and the prior parameters k0,m0, v0,S0
Output: The ProMP parameters µω , Σω , Σy
1: Compute matrices φnt = φ(znt) with the basis func-
tions φ
2: Compute L =
∑N
n=1 τn
3: Set some initial values for µω , Σω , Σy . We use µω = 0,
Σω = I and Σy = I .
4: while Not converged do
5: for n ∈ {1, . . . , N} do
6: Compute wˆn with (13)
7: end for
8: µ∗ω ← 1N
(∑N
n=1 wˆn
)
9: µω ← 1N+k0 (k0m0 +Nµ∗ω)
10: Σ∗ω ← 1N
∑N
n=1
(
(wˆn − µω)(wˆn − µω)>
)
11: Σω ← 1N+v0+KD+1 [S0 +NΣ
∗
ω]
12: Σy ← 1L
∑N
n=1
∑τn
t=1
[
ntnt
>]
13: end while
14: return µω , Σω and Σy .
Let us now analyze the EM algorithm presented in this paper if
we approximate the E-step with a Dirac delta distribution. Note
that using a Dirac delta distribution δ(ω−wˆn) means making
a point estimate wˆn of the hidden variables ωn without any
uncertainty. The value of the point estimates wˆn is given by
wˆn =
(
Σ−1ω + Φn
>Σ−1y Φt
)−1 (
Σ−1ω µω + Φn
>Σ−1y yn
)
. (13)
Algorithm 5 shows the resulting EM algorithm with the
discussed approximation for the E-step. The quality of the
approximation naturally depends on how much uncertainty is
there in the computation of the hidden variables. Let us further
assume that we execute one single iteration of Algorithm 5
with initial values Σω = λ−1I , µω = 0 and Σy = I . It is easy
to see that the estimates wˆn would be exactly equivalent to the
estimates (10) used by [23]. Note also that Lines 8 and 10 of
Algorithm 5 compute also exactly the same estimates of [23]
on (11) and (12) for the ProMP parameters in the MLE case.
We can conclude that the training procedure from [23] is
equivalent to a single iteration of the approximated training
procedure presented in Algorithm 5 on the MLE case with a
particular initialization of the ProMP parameters. Using one
single iteration of Algorithm 5 in the MAP case would be
equivalent to using [23] with regularization. We have already
extensively discussed the advantages of the MAP estimates
compared with the MLE estimates. The remaining questions
we want to discuss are weather using uncertainty estimates
and more than one EM iteration is helpful.
The answer of how much multiple iterations help depends
entirely on the parameter initialization (see Line 3 of Al-
gorithm 5). Note that the only difference between the first
iteration and the rest is that in the first iteration we are working
entirely on our initial guess of the values of the ProMP
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Fig. 11: Log-Likelihood improvement with every iteration
of the proposed EM algorithm presented in Algorithm 1
(A1) and the approximated version presented in Algorithm 5
(A5). Both algorithms make initially poor estimates of the
hidden variables ωn. However, the proposed algorithm also
captures the uncertainty over the estimates of the hidden
variables, opposed to the approximated algorithm. As a result,
the proposed algorithm continues to successfully improve the
likelihood after the first iteration, whereas the approximated
algorithm improves only marginally after the first iteration.
parameters. Whereas in subsequent iterations we are using
optimized estimates of the ProMP parameters. For the rest
of this discussion we will assume that the ProMP parameters
are always initialized as Σω = I , µω = 0 and Σy = I .
Estimating uncertainty can be helpful in some problems and
not make any noticeable difference in other problems. Imagine
a scenario where multiple values of the hidden variables ωn
explain well the data yn, for example, if the observations yn
are very noisy or if there are missing observations. Our algo-
rithm would try to find the ProMP parameters that explain well
the entire distribution over the hidden variables ωn represented
by the mean wn and covariance matrix Snω . In contrast,
Algorithm 5 would find the ProMP parameters that explain
only the mean. As a result, Algorithm 5 might converge very
soon to poor estimates of the ProMP parameters in this kind
of problems.
We decided to run a small experiment where we use ProMPs
to model the table tennis ball trajectory. There are a few
missing observations due to occlusion or errors in the image
processing algorithms. Figure 11 shows the evaluation of
the log likelihood for each iteration of the EM algorithm
for both the proposed and the approximated versions. Both
algorithms are provided the exact same data and use the exact
same parameter initialization. Note that the proposed algorithm
outperforms the approximated algorithm in this particular
problem. Finally, to test that the model with a higher likelihood
is better on a practical way, we use the ProMP trained in ball
trajectories to predict the position of the ball at time t = 1.2s
given only the first 160 milliseconds of ball observations. The
error of the ProMP trained with Algorithm 1 is around 10 cm,
whereas the error of the ProMP trained with Algorithm 5 is
around 50 cm.
As a final argument in favour or using Algorithm 1 instead
of Algorithm 5, note that we are not gaining anything out of
the approximation. The algorithmic complexity is exactly the
same in both cases, and estimating the uncertainty does not
IEEE TRANSACTION ON ROBOTICS, VOL. X, NO. Y, JULY 2017 14
hurt the learning algorithm even on the cases where it is very
low and the approximation seems to be accurate.
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