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Abstract
Computing the distribution of the gaps between slopes of saddle connections is a question that was studied
first by Athreya and Cheung in the case of the torus, motivated by the connection with Farey fractions, and
then in the case of the golden L by Athreya, Chaika, and Lelievre. Their strategy involved translating the
question of gaps between slopes of saddle connections into return times under horocycle flow on the space
of translation surfaces to a specific transversal. We show how to use this strategy to explicitly compute
the distribution in the case of the octagon, the first case where the Veech group has multiple cusps, how
to generalize the construction of the transversal to the general Veech case (both joint work with Caglar
Uyanik), and how to parametrize the transversal in the case of a generic surface in H(2).
ii
To all those without whose support this would not have been possible.
iii
Acknowledgments
I would first like to thank Randy McCarthy who was the director of graduate studies during my challenging
three years. Without his support and encouragement I would not have made it far. I would also like
to thank my advisor, Jayadev Athreya for exposing me to the world of flat surfaces and allowing me to
find my place in the math research community. I also want to thank him for the many opportunities he
provided me with and the connections he enabled me to make. In addition I would like to thank the other
members of my prelim and thesis committees, Nathan Dunfield, Chris Leininger, Ilya Kapovich, and Jeremy
Tyson for their help through this process. Other professors I would like to mention through whom I have
developed collaborations, or with whom I have engaged in illuminating discussions, are, in alphabetical order,
Jon Chaika, Vincent Delecroix, Spencer Dowdall, David Dumas, George Francis, Vaibhav Gadre, Samuel
Lelie`vre, Ronen Mukamel, Howie Masur, and John Smillie.
My friends in graduate school have been invaluable in enabling me to survive these past six years and
have shared their expertise and experiences to help me mature as a mathematician. Thanks especially to
Amelia Tebbe, Caglar Uyanik, Anton Lukyanenko and Brian Benson.
Lastly I’d like to thank the broader community of mathematicians, both at the University of Illinois,
where the supportive atmosphere has made my time in graduate school enjoyable, and in the various other
places I have had the opportunity to study, including ICERM, MSRI, and the University of Washington.
None of those opportunities would have been possible though without the support of the GEAR network.
iv
Table of Contents
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 A finer statistic for randomness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Farey sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Exotic distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 From number theory to geometry to dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Straight line trajectories on the torus . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Beyond the torus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Chapter 2 Translation surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Definitions and examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 The stratum H(α) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 The SL(2,R) action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Zippered rectangles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Rauzy class . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Chapter 3 The Veech surface case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1 The octagon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1.1 The Octagon and the normalized L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.2 Gap Distributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.3 Poincare´ Section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.4 Slope gaps in the vertical strip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1.5 Proof of Gap Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.6 Volume Computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 General Veech surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Chapter 4 The generic surface case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.1 Constructing coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Computing the Return Time Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.1 Bounding return times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.2 Labeled graph construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.3 Algorithm to bound the smallest slope . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 Explicit Description of Poincare´ Sections and Return Time Functions . . . . . . . . . . . . . 57
4.3.1 pi = (3142) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3.2 pi = (3241) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.3 pi = (4132) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.4 pi = (2413) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3.5 pi = (2431) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
v
4.3.6 pi = (4321) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.3.7 pi = (4213) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
vi
Chapter 1
Introduction
Consider the rational numbers between 0 and 1. We know that they equidistribute with respect to Lebesgue
measure on the interval, that is, the proportion of rational numbers that falls within a given subinterval tends
to the length of that subinterval, but a question one might ask is how randomly are they really distributed.
This leads us to consider the finer statistic of the gap distribution, the distribution of the differences between
consecutive rational numbers.
1.1 A finer statistic for randomness
To use the gap distribution as a finer statistic, we must first examine the truly random case in order
to establish the basis for comparison. Let X1, X2, . . . , Xn, . . . be a sequence of independent, identically
distributed, uniform on [0, 1] random variables. If we take the first n and write them in increasing order as
X(1) ≤ X(2) ≤ · · · ≤ X(n) we can now define the normalized gap set,
G(n) = {n(X(i+ 1)−X(i))|1 ≤ i < n}.
We are interested in finding the distribution
lim
n→∞
|G(n) ∩ (a, b)|
n
.
In this case, the truly random case, we find that the limiting probability distribution is exponential, formally
lim
n→∞
|G(n) ∩ (a, b)|
n
=
∫ b
a
e−tdt
1
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Now we have a tool for comparison, if the rational numbers are truly random we would expect their gap
distribution to be exponential. How can we compute this gap distribution?
1.1.1 Farey sequence
The Farey sequence gives us an exhaustion of the rationals between 0 and 1 by finite lists.
Definition 1.1.1. The Farey sequence of order n, Fn, is the set of rational numbers,
p
q , in [0, 1] with p and
q coprime and q ≤ n. Fn = {f1 = 01 < · · · < fi = pq < · · · < fm = 11}.
Example 1.1.2.
F1 =
{
0
1
,
1
1
}
F2 =
{
0
1
,
1
2
,
1
1
}
F3 =
{
0
1
.
1
3
,
1
2
,
2
3
,
1
1
}
We can now write the equidistribution property of the rational numbers in terms of the Farey sequence,
lim
n→∞
|Fn ∩ (a, b)|
|Fn| = b− a.
To formulate the gap distribution question we need to determine the approximate number of fractions in the
Farey sequence of order n. To determine this we first note that there is a recursive formula for the cardinality
of |Fn|,
|Fn| = |Fn−1|+ φ(n)
where φ(n) is the Euler totient function, the number of positive integers ≤ n that are relatively prime to n.
Thus
|Fn| = φ(1) + φ(2) + · · ·+ φ(n)
which is known to bes
3n2
pi2
+O(n log n),
2
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thus |Fn| ≈ n2 and we can define the set of normalized gaps for the Farey sequence of order n as
GF (n) = {n2(fi+1 − fi)|1 ≤ i < m}.
In 1970 R. R. Hall [8] used methods from analytic number theory to explicitly compute the gap distribution,
and found a limiting probability distribution function f : [0,∞)→ [0, 1] such that
lim
n→∞
|GF (n) ∩ (a, b)|
n2
=
∫ b
a
f(x)dx.
The graph of the function f is shown in Fig. 1.1.
FAREY FRACTIONS AND TWO-DIMENSIONAL TORI 61
2.3. The consecutive level spacing measures of the Farey sequence.
We are interested in the situation where An = Fn is the set of Farey fractions of
order n. The first level spacings were computed by R. R. Hall.
Theorem 2.1. ([37]) The first consecutive spacing distribution exists and the
limit measure ν(1) is given for every 0 < α < β by
β∫
α
dν(1) = 2Area
{
(x, y) ∈ T : 3
pi2β
< xy <
3
pi2α
}
.
The density g1 of ν
(1) is given by
g1(t) =

0 if t ∈ ˆ0, 3
pi2
˜
,
6
pi2t2 log
pi2t
3 if t ∈
ˆ
3
pi2
, 12
pi2
˜
,
12
pi2t2 log
pi2t
6
(
1−
√
1− 12pi2t
)
if t ∈ ˆ 12
pi2
,∞´.
0.5 1 1.5 2 2.5 3
0.2
0.4
0.6
0.8
1
0.5 1 1.5 2 2.5 3
0.2
0.4
0.6
0.8
1
1.2
Figure 2. The distribution and density functions of ν(1).
For the study of higher level consecutive spacings, it is advantageous to consider
the iterates
T i(x, y) =
(
Li(x, y), Li+1(x, y)
)
, i ≥ 0,
of the area-preserving bijective transformation T of the triangle T defined by (1.2),
and also the map Φh : T → (0,∞)h defined by
Φh(x, y) =
3
pi2
(
1
L0(x, y)L1(x, y)
,
1
L1(x, y)L2(x, y)
, · · · , 1
Lh−1(x, y)Lh(x, y)
)
.
The higher level consecutive spacing measures are shown to exist and computed in
Theorem 2.2. ([3]) For every h ≥ 2, the h-level consecutive spacing measure
ν(h) of (Fn)n exists and is given, for any box B ⊂ (0,∞)h, by
ν(h)(B) = 2AreaΦ−1h (B).
Figure 1.1: The gap distribution for the Farey sequence
The distribution is piecewise differentiable, with 2 points of non differentiability. It lacks support at zero,
and has quadratic tail, that is for t 0,
∫ ∞
t
f(x)dx ∼ t−2
1.1.2 Exotic distributions
A later result by Elkies and McMullen, [7], studied a different sequence, that of
√
n mod 1. For any real
number x, let {x} = x mod 1 denote the fractional part of x. The sequence {√n} is uniformly distributed
and so studying its gap distribution is a natural question. In fact, {nα} is uniformly distributed on S1 for
0 < α < 1 but for α 6= 12 the gap distribution is exponential. In the case of {
√
n} the gap distribution they
found was not exponential, it was a piecewise real-analytic function with two poi ts of non differentiability.
3
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In addition, they found that F (t) ∼ 3pi2 t−3 as t→∞.
Theorem 1.1 The gap distribution for the sequence {√n} is given by a
continuous function
F (t) =
⎧⎪⎨⎪⎩
6/π2 t ∈ [0, 1/2],
F2(t) t ∈ [1/2, 2], and
F3(t) t ∈ [2,∞),
where F2(t) and F3(t) are explicit real-analytic functions. That is, for any
interval [a, b] ⊂ [0,∞) we have
#{J ∈ J (N) : |J | ∈ [a/N, b/N ]}
N
→
∫ b
a
F (t) dt
as N →∞.
Explicit formulas for F2 and F3 are given in equations (3.54) and (3.56)
below. Figure 1 compares the experimental gap distribution at a finite value
of N with t e limiting distribu ion F (t).
0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
6/π2
Figure 1. Gaps in {√n}N1 , N = 2.5 × 107, together with the graph of the
limiting gap distribution y = F (t).
2
Figure 1.2: Gaps in {√n}N1 , N = 2.5× 107, together with the graph
of the limiting gap distributi n y = F (t). [7]
To compute this distribution they translate the question to one about the intersection of a random
unimodular lattice translate intersecting a fixed triangle and then use ergodic theory. Elkies and McMullen
coined the term “exotic distribution” to describe the distribution of these sequences are equidistributed but
whose gap distributions are not exponential.
1.2 From number theory to geometry to dynamics
1.2.1 Straight line trajectories on the torus
The question of Farey factions can be interpreted in a geometric setting via examining the sequence of slopes
of straight line trajectories on the square torus.
Example 1.2.1. Consider the Farey fractions of level 3, we see that they correspond to slopes of straight
line trajectories on the torus connecting one vertex to another.
4
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F3 =
{
0
1
,
1
3
,
1
2
,
2
3
,
1
1
}
Translating the question into this setting allowed Athreya and Cheung to use the ergodic theory of the
horocycle flow on the space of lattices SL(2,R)/SL(2,Z), [4]. The strategy of the proof involves parametrizing
a specific Poincare´ section to horocycle flow, the set of lattices with a short (length ≤ 1) horizontal vector. A
key observation is that the construction of the transversal implies that gap between two consecutive slopes
of vectors with horizontal component at most 1 is the return time to the Poincare´ section of an appropriate
iterate of the return map. This allows them to express the proportion of gaps in an interval (a, b) as a
Birkhoff sum for the return map.
1
N
∑
χR−1(a,b)(T
n(x, y)),
where (x, y) is a point in the transversal (in appropriate coordinates), R is the return time function on
the transversal, and T is the return map. The equidistribution of long closed horocycles implies that the
measures supported on periodic orbits for the return map converge to Lebesgue measure as the length of the
orbit goes to infinity.
1.2.2 Beyond the torus
Their proof strategy can be generalized to the case of translation surfaces, and the first example, the golden
L, was computed by Athreya, Chaika, and Lelie`vre in 2014, [3]. In section 3.1 we show, in joint work with
Caglar Uyanik, how the strategy can be applied to the octagon, and in section 3.2 we prove a theorem
concerning the construction of the Poincare´ section for a special class of translation surfaces, Veech surfaces.
In Chapter 4 we provide a prametrization of the Poincare´ section for a generic translation surface in a specific
stratum and give bounds for the return time.
5
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Translation surfaces
Consider the classical dynamical system that arises from studying idealized billiards in a rational polygon, a
point mass moving in a frictionless space with elastic collisions, angle of incidence equals angle of reflection.
By unfolding the billiard we obtain another dynamical system that is easier to study in some ways, since
billiard trajectories have now become straight line trajectories up to translation. Since we are dealing with
rational polygons, that is polygons whose angles are rational multiples of pi, there is only a finite number of
times we can unfold the billiard until we return to an orientation we have already seen.
Example 2.0.2.
Figure 2.1: Unfolding billiards in a square to produce straight line trajectories in a larger square with
parallel sides identified by translation.
Surfaces that arise in this way are examples of translation surfaces.
6
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2.1 Definitions and examples
A translation surface can be thought of in three equivalent ways
Definition 2.1.1. Let X be a compact topological surface of genus g, and Σ = {x1, . . . , xb} a set of singular
points. Then a translation surface consists of an atlas of charts to C on X \ Σ where transition maps are
Euclidean translations.
From this definition we can obtain a 1-form by pulling dz back via the charts. The singular points Σ will
correspond to zeros of this one form.
Definition 2.1.2. A translation surface is a pair (X,ω) where X is a Riemann surface and ω is a holomorphic
1-form.
Now that we have a Riemann surface we can triangulate this surface to obtain a definition in terms of
Euclidean polygons.
Definition 2.1.3. A translation surface is a collection of polygons {P1, . . . , Pn} in the plane with parallel
sides identified by translations.
Example 2.1.4.
Figure 2.2: Three examples of translation surfaces formed by gluing parallel sides of a polygon in the plane.
The square produces a genus 1 translation surface, a torus, while the octagon and the decagon both
produce genus 2 surfaces.
7
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Definition 2.1.5. A straight line trajectory on a translation surface that connects two, not necessarily
distinct, singular points and containing no singular points in its interior is called a saddle connection. To
each saddle connection, γ, we associate a holonomy vector
~vγ =
∫
γ
ω ∈ C.
The set of holonomy vectors is a discrete subset in R2.
2.1.1 The stratum H(α)
Each translation surface comes with three pieces of topological data, the genus, the set of zeros, and the
multiplicity of its singularities. This can all be encoded by the vector α = (α1, · · · , αk) where αi is the order
of the ith zero and
k∑
i=1
αi = 2g − 2.
Two surfaces with the same topological data α are considered distinct if they differ by a non-trivial rotation.
Thus (X,ω) and (X, eiθω) are two different surfaces.
Definition 2.1.6. We define the stratum H(α) to be the set of surfaces with topological data α up to the
above equivalence. We denote by H1(α) the set of surfaces in H(α) of area 1.
Example 2.1.7. The torus lies in the stratum H(∅), the octagon lies in the stratum H(2) and the decagon
lies in the stratum H(1, 1).
2.1.2 The SL(2,R) action
We define an action of SL(2,R) on the stratum H(α) as follows. Let g ∈ SL(2,R) and X = {P1, . . . , Pk} ∈
H(α). We obtain a new translation surface gX = {gP1, . . . , gPk} ∈ H(α), since the action leaves the type
and number of singularities invariant.
Definition 2.1.8. The stabilizer of a surface X under this action is called the Veech group and denoted by
SL(X,ω). If this stabilizer is a lattice, that is, if SL(2,R)/SL(X,ω) has finite volume, we call X a Veech
surface, or lattice surface.
8
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Example 2.1.9. The torus, octagon, and decagon are all examples of Veech surfaces. The Veech group of
the torus is SL(2,Z), of the octagon, 4(4,∞,∞), and of the decagon, 4(5,∞,∞).
Generically this stabilizer is trivial. As an example of a surface that is not Veech consider the surface
obtained by unfolding the billiard in a 1/2 × 1 rectangle with a vertical slit of length α/2 originating from
(1/2, 1/2), shown in Figure 2.3, [10].
Figure 2.3: This surface is a Veech surface if and only if α is rational
There are three specific one-parameter subgroups of SL(2,R) that are of particular interest. The first is
the geodesic flow defined by
gt =
et/2 0
0 e−t/2
 .
This stretches along the horizontal direction and contracts in the vertical direction. The second is the
horocycle flow given by
hs =
1 s
0 1
 .
This matrix leaves the horizontal component of a vector invariant and changes the vertical component by
sx. The last, circle flow, is defined by the matrix
rθ =
 cos θ sin θ
− sin θ cos θ
 ,
the action of this matrix does not change the underlying metric on the surface but alters the vertical direction.
9
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2.2 Zippered rectangles
2.2.1 Construction
We begin by reviewing the zippered rectangle construction by Veech, [14]. Every surface S ∈ H1(2) has
a zippered rectangle representation by constructing a suspension over an interval exchange transformation
(IET), built by finding the first return map of vertical flow to a given transversal, X, in our case the longest
horizontal saddle connection of length ≤ 1. This construction decomposes X into a union of m subintervals,
X1unionsq· · ·unionsqXn. We give an example in Figure 2.4, here the transversal was chosen to be the saddle connection
from a0 to a4.
Associated to each zippered rectangle construction are the vectors λ, h, a ∈ Rm, indicating the lengths
of the intervals, the heights of the rectangles, and the heights of the cone points, as well as a permutation pi
corresponding to the interval exchange transformation. In order for the zippered rectangle to be valid the
vectors a and h must satisfy the following: [17]
hi − ai = hσ(i)+1 − aσ(i) (0 ≤ i ≤ m) (2.1)
hi, ai ≥ 0 (1 ≤ i ≤ m) (2.2)
hm ≥ am ≥ −hpi−1m (2.3)
hpi−1m+1 ≥ api−1m (2.4)
min(h1, hi+1) ≥ ai (0 < i < m, i 6= pi−1m) (2.5)
where
σ(j) =

pi−1(1)− 1 j = 0
m j = pi−1(m)
pi−1(pi(j) + 1)− 1 otherwise
.
In other words the jth rectangle is glued to the (σ(j) + 1)st rectangle, if 0 ≤ σ(j) ≤ 3, and if σ(j) = 4,
the saddle connection can only pass from the jth rectangle to the adjacent rectangle.
10
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a0
h1
a1
h2
a2
h3
a3
h4
a4λ1
λ2 λ3
λ4
Figure 2.4: Constructing a zippered rectangle with permutation pi = (3142) and coordinates
a = (a0, a1, a2, a3, a4), h = (h1, h2, h3, h4), and λ = (λ1, λ2, λ3, λ4), from a polygon representation of a
surface.
2.2.2 Rauzy class
We now describe a renomalization procedure which gives a map from the space of interval exchange trans-
formations to itself. Let S ∈ H1(2) be a flat surface, and construct a zippered rectangle representation a
transversal X. Compare the width λn, the width of the rightmost rectangle, with the width λpi−1(n). Consider
a new subinterval X ′ ⊂ X which has the same left endpoint as X but is shorter than X by min(λn, λpi−1(n)).
By construction, the first return map T ′ : X → X ′ still has m subintervals. There are now two cases to
consider
Case 1. λn > λpi−1(n). In this case the new decomposition X
′
1 unionsq · · · unionsq X ′n is obtained from the original
decomposition by shortening Xn by λpi−1(n) from the right. The permutation pi also changes, we follow
the description of Zorich [18] and call it a Type I modification. We describe the modification through an
example.
Example 2.2.1. Let pi =
(
1 2 3 4
4 3 2 1
)
= (4321). The Type I modification produces the permutation pi′ =(
1 2 3 4
4 1 3 2
)
= (2431).
Case 2. λn < λpi−1(n). In this case the new decomposition X
′
1 unionsq · · · unionsq X ′n is obtained from the original
decomposition by eliminating the last subinterval Xn and subdividing Xpi−1(n) into two intervals of lengths
λpi−1(n) − λn and λn. The permutation pi changes by a Type II modification as shown in the following
example.
Example 2.2.2. Let pi =
(
1 2 3 4
4 3 2 1
)
= (4321). The Type II modification produces the permutation pi′ =
11
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(
1 4 2 3
4 3 2 1
) ∼ ( 1 2 3 42 4 3 1 ) = (4132).
One can consider all the permutations obtained from a given permutation pi obtained by applying the
Type I and II modifications. This collection is called a Rauzy class. The genus and number of singularities
of a translation surface depends only on the Rauzy class of the permutation, thus for S ∈ H1(2), there are
7 possibilities for the permutation pi, those in the Rauzy class of (4321) [18].
(3241) (2431) (4321) (4132) (4213)
(2413) (3142)
II I
I II
I
I
II
I II
I
II
II
II I
Figure 2.5: Rauzy class of the permutation pi = (4321).
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Chapter 3
The Veech surface case
3.1 The octagon
The work on the torus by Athreya and Chueng [4], led to natural questions as to what would happen in the
case of a more general lattice inside SL(2,R). The first step in this direction was done by Athreya, Chaika
and Lelie`vre, [3], who examined the case of the golden L, see Figure 3.1. The golden L, is a translation
surface in H(2) and has Veech group 4(2, 5,∞). The distribution they found is shown in Figure 3.2.
1
'
1 '
1
Figure 3.1: The translation surface the golden L,
where φ is the golden ratio.
Figure 3.2: The gap distribution for the slopes of
saddle connections on the golden L.
Note that there are several similar features to Hall’s distribution, including the lack of support at zero
and the exponential tail. The next step was to try to obtain a result for a general Veech surface. To do this,
the author and Caglar Uyanik examined the octagon, this translation surface is in H(2), but has a Veech
group with two cusps, in contrast to the golden L, whose Veech group has only one. Examining the case of
the octagon allowed us to prove a result in the case of a Veech surface with n cusps, [13].
13
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3.1.1 The Octagon and the normalized L
Recall that the image of the Veech group ΓO of the octagon in PSL(2,R) is isomorphic to the triangle
group ∆(4,∞,∞). The group ΓO, as calculated by Smillie-Ulcigrai in [12], is generated by the following two
matrices:
ρ =
 1√2 −1√2
1√
2
1√
2
 σ =
1 2(1 +√2)
0 1

The matrix
T =
1 0
0
√
2

1 (1 +√2)
0 1
 =
1 (1 +√2)
0
√
2
 ∈ GL(2,R)
transforms O into L, see Figure 3.3. We carry out the computations for the Veech surface L.
1
√
2
1 +
√
2 1
Figure 3.3: The Veech surface L
Note that if the limiting gap distribution of a translation surface X is given by
lim
R→0
1
N(R)
|GRX ∩ (a, b)| =
∫ b
a
f(x)dx
then the limiting gap distribution for cX, with c ∈ R will be given by
lim
R→∞
1
N(cR)
|GcRcX ∩ (a, b)| =
1
c4
∫ b
a
f
( x
c2
)
dx.
In order to see this, we observe that scaling does not change the slopes, hence we have
SRX = ScRcX =
{
0 ≤ sR0 < sR1 < · · · < sRN(R)−1
}
where we now have to consider slopes in a ball of radius cR about the origin. Thus the set of slope gaps is
14
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renormalized by (cR)2 so,
GcRcX =
{
(cR)2(sRi − sRi−1 : 1 ≤ N(R)− 1, si ∈ SRX
}
.
Therefore we are interested in computing
lim
R→∞
1
N(cR)
∣∣GcRcX ∩ (a, b)∣∣ = lim
R→∞
1
N(cR)
· N(R)
N(R)
∣∣{c2R2(sRi − sRi−1)} ∩ (a, b)∣∣
= lim
R→∞
1
N(cR)
· N(R)
N(R)
∣∣{R2(sRi − sRi−1)} ∩ (a/c2, b/c2)∣∣
=
1
c2
∫ b/c2
a/c2
f(x)dx
Applying a change of variables then yields the desired result.
We can write the matrix T , which transforms O to L, as cg, where g ∈ SL(2,R), since
21/4
 121/4 0
0
√
2
21/4
 =
1 0
0
√
2
 .
As we show in Section 3.1.3, the distribution of gaps is preserved under the SL(2,R) action, hence the
limiting gap distribution for O and L is related by the aforementioned formula with c = 1
21/4
.
Conjugating the Veech group ΓO of the octagon by the transformation T , gives the following generators
for the Veech group Γ of L:
R =
1 +√2 −(2 +√2)
1 −1
 S =
1 2 +√2
0 1

where R is a finite order elliptic element and S is an infinite order parabolic element. By building a
fundamental domain, we also see that S generates the stabilizer of the infinity in PSL(L).
3.1.2 Gap Distributions
Let SRL :=
{
0 = sR0 < s
R
1 < s
R
2 < · · · < sRN(R)−1
}
be the set of slopes of saddle connections on the translation
surface L that lie in the first quadrant and in the ball of radius R around the origin with respect to `∞
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metric. Let
GRL :=
{
R2(sRi − sRi−1) : 1 ≤ i ≤ N(R)− 1, si ∈ SRL
}
be the set of renormalized slope gaps. Recall that the main goal of this paper to compute the following limit:
lim
R→∞
|GRL ∩ (a, b)|
N(R)
.
To evaluate this limit we translate the gap distribution question into one about the return time of the
horocycle flow to a Poincare´ section. We define horocycle flow by the action of the subgroup
hs =
 1 0
−s 1
 : s ∈ R
 .
This definition was chosen so that it acts on slopes by translations. That is, if we consider a vector v
with slope σ, then the slope of hs · v will be σ − s. The key step in the strategy is the construction of an
appropriate Poincare´ section for the horocycle flow. That is, a set Ω such that under the horocycle flow
the orbit of almost every point in moduli space intersects Ω in a countable discrete set of times. The cross
section we choose is the set of translation surfaces in the SL(2,R) orbit of L with a short horizontal saddle
connection. If we apply horocycle flow to one of these surfaces, we see that the next saddle connection to
become horizontal, is the saddle connection with short horizontal component and smallest slope, and the
return time to the Poincare´ section is exactly its slope.
3.1.3 Poincare´ Section
It is well-known [9] that for a Veech surface (X,ω) the set Λsc(X,w) of saddle connections can be written
as a union of finitely many disjoint SL(X,ω) orbits of saddle connections. In other words, there are finitely
many vectors v1, . . . , vn ∈ R2 such that
Λsc(X,ω) =
n⋃
i=1
SL(X,ω)vi.
16
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In our case, where the Veech surface (X,ω) is L, we have 4 disjoint orbits:
Λsc(L) = Γ
1
0
 ∪ Γ
√2 + 1
0
 ∪ Γ
0
1
 ∪ Γ
 0√
2

where the first two orbits and the last two orbits are pairwise parallel. Therefore, it suffices to consider only
shorter orbits:
Λhsc(L) := Γ
1
0
 , Λvsc(L) := Γ
0
1
 .
It follows from the work of Athreya [1], that the set ΩM = {gΓ | gΛsc(L) ∩ (0, 1] 6= ∅} is a Poincare´
section for the action of the horocycle flow hs on the space M = SL(2,R)
/
Γ. The observation above allows
us to write ΩM = ΩMh ∪ ΩMv where
ΩMh = {gΓ | gΛhsc(L) ∩ (0, 1] 6= ∅}
ΩMv = {gΓ | gΛvsc(L) ∩ (0, 1] 6= ∅}.
For a Veech surface (X,ω) the SL(2,R) orbit of (X,ω) can be identified with the moduli space SL(2,R)/SL(X,ω).
In what follows, and in Section 3.2, we will implicitly use this identification. Hence, in this setting,
ΩM = ΩMh ∪ ΩMv is the set of translation surfaces in the SL(2,R) orbit of L with a horizontal saddle
connection of length ≤ 1.
Now, we will give a parametrization of the section ΩM in R2. We first need the following matrix: Let
Ma,b =
a b
0 a−1
 ,
where a 6= 0, b are real numbers.
Next define the following subsets of R2:
Ω1 = {(a, b) ∈ R2 | 0 < a ≤ 1 and 1− (
√
2 + 2)a < b ≤ 1}
Ω2 = {(a, b) ∈ R2 | 0 < a ≤ 1 and 1− a < b ≤ 1}
17
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Let LR = Rpi/2L =
[
0 1−1 0
]L be the translation surface obtained from L by a rotation by pi/2 in the
clockwise direction. The Veech group ΓR of LR can be obtained by conjugating the Veech group of L. Hence
ΓR is generated by
Rpi/2(R)R
−1
pi/2 =
 1 +√2 −1
2 +
√
2 −1
 Rpi/2(−RS−1)R−1pi/2 =
1 1
0 1
 .
Theorem 3.1.1. There are coordinates from the section ΩMh ∪ ΩMv to the set Ω1 ∪ Ω2. More precisely,
the canonical bijection Θ : SL(2,R)/Γ → SL(2,R) · L sends ΩMh to {Ma,bL | (a, b) ∈ Ω1} and ΩMv to
{Ma,bLR | (a, b) ∈ Ω2}, and the latter sets are bijectively parametrized by Ω1 and Ω2. In these coordinates,
the return time function R : Ω1 ∪ Ω2 → R>0, defined by
R(a, b) =
 min{s | hsMa,bL ∈ Ω
M
h ∪ ΩMv } for (a, b) ∈ Ω1
min{s | hsMa,bLR ∈ ΩMh ∪ ΩMv } for (a, b) ∈ Ω2
is a piecewise rational function with five pieces, which is uniformly bounded below by 1. The return map
T : Ω1 ∪ Ω2 → Ω1 ∪ Ω2 is a measure preserving bijection and it is piecewise linear with countably many
pieces.
Proof. Suppose that gΓ ∈ ΩMh . We need to show that gL = Ma,bL for some (a, b) ∈ Ω1. By definition gL
has a horizontal saddle connection
a
0
 such that
a
0
 = gγ
1
0

for some γ ∈ Γ, and 0 < a ≤ 1. Since Γ acts on Λhsc(L) transitively and for any element γ ∈ Γ we have
gγL=gL, we can assume that a
0
 = g
1
0
 .
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Printed by Wolfram Mathematica Student Edition
Printed by Wolfram Mathematica Student Edition
Figure 3.4: Source regions for the return map. Colors represent finer subdivisions corresponding to
different values of the constant in each equation. White areas indicate infinitely many subdivisions
following the same pattern as the others in the region.
Printed by Wolfram Mathematica Student Edition
Printed by Wolfram Mathematica Student Edition
Figure 3.5: Target regions for the return map. Each colored region from the source maps to the same
colored region in the target.
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The elements in SL(2,R) which take
1
0
 to
a
0
 are precisely of the form
Ma,b =
a b
0 a−1
 .
Thus, every element in ΩMh can be written as Ma,bL for some (a, b) where 0 < a ≤ 1. Since the element
S =
1 2 +√2
0 1
 is in the Veech group Γ, and
Ma,bS
−n =
a b− (2 +√2)an
0 a−1
 ,
we can write every element gL in ΩMh as Ma,bL where (a, b) ∈ Ω1.
For any point (a, b) ∈ Ω1, it is clear that Ma,bL has a short horizontal, the image of the saddle connection1
0
.
Finally, we prove that Ω1 bijectively parametrizes {Ma,bL | (a, b) ∈ Ω1}. We suppose that (a, b), (c, d) ∈
Ω1 and that Ma,bL = Mc,dL, and must prove that (a, b) = (c, d). We have
Ma,bM
−1
c,d =
ac bc− ad
0 ca
 ∈ Γ,
which fixes infinity in the upper half-plane. As we noted in Section 3.1.1, the stabilizer of infinity in PSL(L)
is the infinite cylic group generated by the matrix
S =
1 2 +√2
0 1
 .
Since a/c > 0 it follows that a = c. From this we see that 1− (2+√2)a < b, d ≤ 1, and (b−d)a = k(2+√2),
which implies b = d, and hence (a, b) = (c, d), as required.
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Now suppose that gΓ ∈ ΩMv . We need to show that gL = Ma,bLR for some (a, b) ∈ Ω2. By definition,
there is a horizontal saddle connection
a
0
 on gL such that
a
0
 = gγ
0
1
 .
As in the previous case, we can assume that
a
0
 = g
0
1
 .
This implies that
R−1pi/2g
0
1
 =
0
a
 .
The elements in SL(2,R) that take
0
1
 to
0
a
 are precisely of the form
a−1 0
b a
. This means that
gL = Rpi/2
a−1 0
b a
L = Rpi/2
a−1 0
b a
R−1pi/2Rpi/2L =
a −b
0 a−1
LR,
which implies that every element gL ∈ ΩM2 can be written as Ma,bLR for 0 < a ≤ 1. Observe that the matrix
Rpi/2(−RS−1)R−1pi/2 =
1 1
0 1
 ∈ ΓR = Rpi/2ΓR−1pi/2,
the Veech group of LR. Thus, arguing as in the first case, we can write every element gL ∈ ΩM2 as Ma,bLR
for (a, b) ∈ Ω2. The bijection between Ω2 and {Ma′,b′LR | (a′, b′) ∈ Ω2} now follows from a similar argument
as in the case of Ω1.
We now compute the return time function R : Ω1 ∪ Ω2 → R>0 explicitly. Recall that for a given point
Ma,bL the return time to the section under the horocycle flow is given by the smallest positive slope of the
21
CHAPTER 3. THE VEECH SURFACE CASE
saddle connection on Ma,bL with horizontal component ≤ 1. Therefore we must determine the associated
slope for each point (a, b) ∈ Ω. This requires finding the original saddle connection whose image has the
smallest positive slope.
On the original L there are 4 different saddle connections of interest, shown in Figure 3.6. We determined
the set of points (a, b) such that under the matrix Ma,b each of the four saddle connections of interest has
horizontal component less than 1 and greater than 0, in other words, that it is a candidate to have the
smallest slope. This divides Ω1 into four subregions, these are shown in Figure 3.7.
G
C
B
DH
F
E
A
Figure 3.6: The saddle connections of interest
On the overlap of the red and green regions, the saddle connections coming from AH and BD are possible
candidates. To check which one dominates, we consider their slopes. The slope of Ma,b · AH is 1ab and the
slope of Ma,b ·BD is 1a(a+b) . If a, b > 0, we have a+ b > b so a(a+ b) > ab and therefore 1a(a+b) < 1ab which
implies that the image of BD dominates the image of AH, so AH must end where BD appears, at the line
b = 1− a.
On the overlap of the green and yellow regions, we see the saddle connections coming from BD and HF .
Again comparing slopes, we have the slope of Ma,b ·HF is
√
2
a(a(
√
2+1)+b
√
2)
. Since
a > 0, a+ b+
a√
2
> a+ b and so
1
a
(
a+ b+ a√
2
) < 1
a(a+ b)
,
therefore HF dominates BD.
On the overlap of the green and purple regions, we see the saddle connections coming from BD and AE.
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Printed by Wolfram Mathematica Student Edition
Figure 3.7: Subregions
The slope of Ma,b ·AE is 1a((1+√2)a+b) . Since a > 0, we have
a+
√
2a+ b > a+ b so
1
a((1 +
√
2)a+ b)
<
1
a(a+ b)
,
thus AE dominates BD.
On the overlap of purple and yellow we see the saddle connections coming from AE and HF . Since
a > 0, we have
a+
√
2a+ b > a+ b+
a√
2
so
1
a+
√
2a+ b
<
1
a+ b+ a√
2
and thus AE dominates HF .
One can show, using similar arguments and direct computation, that these four saddle connections are
the only ones whose image has the smallest slope.
This analysis results in the 4 subdivisions of Ω1 shown below in Figure 3.8. Each subsection is labeled
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in a way that for each point (a,b) the saddle connection with smallest slope and short horizontal component
in Ma,bL comes from the saddle connection with the corresponding label.
A direct computation also shows that for Ω2 there is no further subdivison, and the image of the short
vertical saddle connection on LR has the smallest slope in Ma,bLR for every (a, b) ∈ Ω2.
0.2 0.4 0.6 0.8 1.0
-2.0
-1.5
-1.0
-0.5
0.5
1.0
Printed by Wolfram Mathematica Student Edition
ΩAH
ΩBD
ΩHF
ΩAE
Figure 3.8: Ω1
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
Ω2
Figure 3.9: Ω2
Therefore, the return time function in these coordinates is given by:
R(a, b) =

1
ab for (a, b) ∈ ΩAH
1
a(a+b) for (a, b) ∈ ΩBD
√
2
a(a(1+
√
2)+b
√
2)
for (a, b) ∈ ΩHF
1
a(a(1+
√
2)+b)
for (a, b) ∈ ΩAE
1
ab for (a, b) ∈ Ω2
The strategy for finding the return map is as follows: Given a point (a, b) ∈ Ω1, the image is (a′, b′),
where either (a′, b′) ∈ Ω1 is such that hR(a,b)Ma,bL = Ma′,b′L or (a′, b′) ∈ Ω2 such that hR(a,b)Ma,bL =
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Ma′,b′LR. Similarly, for any point (a, b) ∈ Ω2, the image is (a′, b′) where either (a′, b′) ∈ Ω1 is such that
hR(a,b)Ma,bLR = Ma′,b′L or (a′, b′) ∈ Ω2 such that hR(a,b)Ma,bLR = Ma′,b′LR, in both cases hR(a,b) is the
horocyle flow at the time s = R(a, b).
Note that
hsMa,b =
 a b
−sa −sb+ a−1
 .
In what follows we apply an element of Γ = SL(L) to L without changing the equality so that we can write
our point in the required form.
ΩAH : In this subregion we have R(a, b) =
1
ab , and hence hR(a,b)Ma,b =
 a b
− 1b 0
.
So we have,
 a b
− 1b 0

0 −1
1 0

 0 1
−1 0
L =
b −a
0 1b
LR =
b −a
0 1b

1 1
0 1

kAH
LR =
b −a+ bkAH
0 1b
LR
where kAH =
⌊
1+a
b
⌋
, and
1 1
0 1
 ∈ ΓR.
ΩBD: In this subregion we have R(a, b) =
1
a(a+b) , therefore hR(a,b)Ma,b =
 a b
− 1a+b 1a+b
.
So we have,
 a b
− 1a+b 1a+b
L =
 a b
− 1a+b 1a+b

1 0
1 1
L =
a+ b b
0 1a+b

1 2 +√2
0 1

kBD
L =
a+ b b+ (2 +√2)(a+ b)kBD
0 1a+b
L
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where kBD =
⌊
1−b
(2+
√
2)(a+b)
⌋
, and
1 0
1 1
 ,
1 2 +√2
0 1
 ∈ Γ.
ΩHF : In this subregion R(a, b) =
√
2
a(a(1+
√
2)+b
√
2)
, and hence hR(a,b)Ma,b =
 a b
−
√
2
a(1+
√
2)+b
√
2
1+
√
2
a(1+
√
2)+b
√
2

 a b
−
√
2
a(1+
√
2)+b
√
2
1+
√
2
a(1+
√
2)+b
√
2

1 +√2 √2 + 2√
2 1 +
√
2

1 √2 + 2
0 1

kHF
L =
(1 +√2)a+√2b (2 +√2)a+ (1 +√2)b+ ((1 +√2)a+√2b)(2 +√2)kHF
0 1
(1+
√
2)a+
√
2b
L
where kHF =
⌊
1−((2+√2)a+(1+√2)b)
(2+
√
2)((1+
√
2)a+
√
2b)
⌋
, and
1 +√2 √2 + 2√
2 1 +
√
2
 ,
1 √2 + 2
0 1
 ∈ Γ.
ΩAE : In this subregion R(a, b) =
1
a(a(1+
√
2)+b)
, and hence hR(a,b)Ma,b =
 a b
− 1
(1+
√
2)a+b
1+
√
2
(1+
√
2)a+b
.
So we have,
 a b
− 1
(1+
√
2)a+b
1+
√
2
(1+
√
2)a+b

1 +√2 2(1 +√2)
1 1 +
√
2

1 √2 + 2
0 1

kAE
L =
(1 +√2)a+ b 2(1 +√2)a+ (1 +√2)b+ ((1 +√2)a+ b)(2 +√2)kAE
0 1
(1+
√
2)a+b
L
where kAE =
⌊
1−(2(1+√2)a+(1+√2)b)
(2+
√
2)((1+
√
2)a+b)
⌋
.
Ω2: For this region R(a, b) =
1
ab and hence hR(a,b)Ma,b =
 a b
− 1b 0
.
So we have,
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 a b
− 1b 0
LR =
 a b
− 1b 0

 0 1
−1 0
L =
−b a
0 − 1b

−1 0
0 −1

1 √2 + 2
0 1

k2
L =
b −a+ (2 +√2)bk2
0 − 1b
L,
where k2 =
⌊
1+a
(2+
√
2)b
⌋
and
−1 0
0 −1
 ,
1 √2 + 2
0 1
 ∈ Γ.
Thus the return map in these coordinates can be defined on each subregion as follows:
TAH(a, b) = (b,−a+ bkAH) ∈ Ω2,where kAH =
⌊
1 + a
b
⌋
TBD(a, b) = (a+ b, b+ (2 +
√
2)(a+ b)kBD) ∈ Ω1,where kBD =
⌊
1− b
(2 +
√
2)(a+ b)
⌋
THF (a, b) = ((1 +
√
2)a+
√
2b, (2 +
√
2)a+ (1 +
√
2)b+ ((1 +
√
2)a+
√
2b)(2 +
√
2)kHF ) ∈ Ω1,
where kHF =
⌊
1− ((2 +√2)a+ (1 +√2)b)
(2 +
√
2)((1 +
√
2)a+
√
2b)
⌋
TAE(a, b) = ((1 +
√
2)a+ b, 2(1 +
√
2)a+ (1 +
√
2)b+ ((1 +
√
2)a+ b)(2 +
√
2)kAE) ∈ Ω1,
where kAE =
⌊
1− (2(1 +√2)a+ (1 +√2)b)
(2 +
√
2)((1 +
√
2)a+ b)
⌋
TΩ2(a, b) = (b,−a+ (2 +
√
2)bk2) ∈ Ω1,where k2 =
⌊
1 + a
(2 +
√
2)b
⌋
.
A picture of the return map can be found in Figures 3.4, 3.5. Figure 3.4 depicts the various subregions
corresponding to different values of the constants kAH , kBD, kHF , kAE , and k2. Based on the return map
function these regions map to the region of the same color in Figure 3.5. As you can see, the blue regions
from Ω2 all map into Ω1, the red regions from ΩAH map into Ω2, and the green, yellow, and purple regions
all remain in Ω1.
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3.1.4 Slope gaps in the vertical strip
Let gL be an element in the SL(2,R) orbit of L. Let
SgL = {0 < s0 < s1 < . . . < sN+1 < . . . }
be the set of positive slopes of saddle connections on gL in the vertical strip V1 where
V1 = {(0, 1]× [0,∞)} ⊂ R2.
Since s0 is the smallest positive slope in the vertical strip, the first time hsgL hits the section is when
s = s0. Let (a, b) ∈ Ω such that hs0gL = Ma,bL or hs0gL = Ma,bLR. Note that the return time for the T
orbit of Ma,bL is given by R(T i(a, b)) = si+1 − si for i = 0, . . . , N, . . . .
Therefore the corresponding set of first N gaps in the vertical strip for gL can be written as
GNgL = {si+1 − si | i = 0, . . . , N − 1} = {R(T i(a, b)) | i = 0, 1, . . . , N − 1}.
Thus, the question of understanding the gaps in the vertical strip has been translated into understanding
the return times to the Poincare´ section and we can express the proportion of gaps that are bounded below
by some positive t > 0 as a Birkhoff sum of the indicator function χR−1([t,∞)):
1
N
∣∣∣GNgL ∩ [t,∞)∣∣∣ = 1N
N−1∑
i=0
χR−1([t,∞))(T i(a, b)).
Following the work of Athreya, Chaika, and Lelie`vre in [3], we can determine the ergodic invariant
measures for the return map T by using its interpretation as the first return map for horocycle flow on the
space M = SL(2,R)/Γ. Results due to Sarnak [11] and Dani-Smillie [6] on the equidistribution of long
periodic orbits of hs allow us to state similar equidistribution results for T . The following two theorems are
adaptations of [3, Theorem 4.1, Theorem 4.2 ].
Theorem 3.1.2. [3] Other than measures supported on periodic orbits, the Lebesgue probability measure m
given by dm = 2
3+
√
2
dadb is the unique ergodic invariant probability measure for T . For every (a, b) which
28
CHAPTER 3. THE VEECH SURFACE CASE
is not T -periodic and any continuous, compactly supported function f ∈ Cc(Ω), we have that
lim
N→∞
1
N
N−1∑
i=0
f(T i(a, b)) =
∫
Ω
f dm
Moreover, if {(ar, br)}∞r=1 is a sequence of periodic points with periods N(r) → ∞ as r → ∞, we have, for
any bounded function f on Ω,
lim
r→∞
1
N(r)
N(r)−1∑
i=0
f(T i(ar, br)) =
∫
Ω
f dm.
Define ar :=
er/2 0
0 e−r/2
 whose action on the moduli space is known as the geodesic flow. Together
with the observation in Section 3.1.4, Theorem 3.1.2 implies the following more general statement:
Theorem 3.1.3. [3] Consider γ = gΓ ∈M = SL(2,R)/Γ, which is not hs-periodic. Then for t ≥ 0,
lim
N→∞
1
N
∣∣∣GNγ ∩ [t,∞)∣∣∣ = m({(a, b) ∈ Ω : R(a, b) ≥ t}).
If γ is hs-periodic, then we define γr = a−rgΓ = a−rγ. Then there is an M(r) such that for N ≥M(r), we
have GNγr = G
M(r)
γr and
lim
r→∞
1
M(r)
∣∣∣GM(r)γr ∩ [t,∞)∣∣∣ = m({(a, b) ∈ Ω : R(a, b) ≥ t}).
In particular this implies that for L and gL where g ∈ SL(2,R), the limiting gap distributions will be the
same.
The next lemma establishes a relation between the renormalized slope gaps in L in the `∞ ball of radius
R around the origin and the slope gaps in the vertical strip for an appropriate element in the SL(2,R) orbit
of L.
Lemma 3.1.4. Let gRL = a−2 logRL =
R−1 0
0 R
L. Then,
1
N
∣∣GRL ∩ [t,∞)∣∣ = 1N ∣∣∣GN(R)gRL ∩ [t,∞)∣∣∣ .
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Proof. If we look at the set of saddle connections on L that lie in the `∞ ball of radius R about the origin, each
of them has horizontal component ≤ R. Hence, after applying the matrix gR =
R−1 0
0 R
, each of these
saddle connections will be mapped to a saddle connection on gRL in the vertical strip. The corresponding
slopes, hence the gaps, will be scaled by R2. Therefore, the gap set of first N(R) saddle connections on gRL
in the vertical strip is precisely the set of renormalized gaps for L in the open ball of radius R.
3.1.5 Proof of Gap Distribution
Theorem 3.1.5. There is a limiting probability distribution function f : [0,∞)→ [0, 1] such that
lim
R→∞
|GRL ∩ (a, b)|
N(R)
=
∫ b
a
f(x)dx.
The function f is continuous, piecewise differentiable with seven points of non-differentiability. Each piece
is expressed in terms of elementary functions.
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Figure 3.10: Cumulative distribution function
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Figure 3.11: Limiting gap distribution for L
Proof. The translation surface associated to the normalized L is hs periodic, since the matrix h−√2−1 = 1 0√
2 + 1 1
 is in the Veech group Γ. Now, combining Lemma 3.1.4 and Theorem 3.1.3, we get
lim
R→∞
1
N
∣∣GRL ∩ [t,∞)∣∣ = lim
R→∞
1
N
∣∣∣GN(R)gRL ∩ [t,∞)∣∣∣ = m({(a, b) ∈ Ω : R(a, b) ≥ t}).
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To find the cumulative distribution function (cdf) we compute the area under the return time function.
This construction of the cdf depends on the intersection of the return time hyperbolas with the subregions of
Ω1 ∪ Ω2. On the ΩAH region, the integral changes shape at two points, when R(a, b) = 1, corresponding to
when the hyperbola enters the region, and when R(a, b) = 4, corresponding to when the hyperbola becomes
tangent to the line b = 1−a. On ΩBD, the hyperbola enters the region when R(a, b) = 1, becomes tangent to
the lines b = 1−(1+
√
2a)√
2
and b = 1− (1 +√2a) when R(a, b) = 4√2 and when R(a, b) = 1
(
√
2−1)2 it intersects
the point (
√
2− 1, 0), thus the region of integration changes shape 3 times. For ΩHF , the hyperbola enters
the region when R(a, b) =
√
2, becomes tangent to the line b = 1 − (1 + √2a) at R(a, b) = 2√2 and exits
the region when R(a, b) = 2 +
√
2. On the ΩAE region, the hyperbola enters the region when R(a, b) = 1
and becomes tangent to the line b = 1− (√2 + 1)a when R(a, b) = 4. On Ω2, our function behaves the same
as on ΩAH . Thus our cumulative distribution function, see Figure 3.10, is a piecewise function defined on 7
subintervals from [1,∞).
Differentiating the cumulative distribution function yields a graph with 7 points of non differentiability
describing the distribution of the gaps between the slopes of saddle connections on the octagon, see Figure
3.11.
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f1(t) = −
8 ln 1t
(3 +
√
2)t2
, for t ∈
[
1,
√
2
)
f2(t) = −
ln 2 + 10 ln 1t
(3 +
√
2)t2
, for t ∈
[√
2, 2
√
2
)
f3(t) = −
4 tanh−1
(√
t(−2√2+t)
t
)
+ ln 2 + 10 ln 1t
(3 +
√
2)t2
, for t ∈
[
2
√
2,
√
2 + 2
)
f4(t) = −
8 ln 1t
(3 +
√
2)t2
, for t ∈
[√
2 + 2, 4
)
f5(t) = −
12 tanh−1
(√
−4+t
t
)
+ 8 ln 1t
(3 +
√
2)t2
, for t ∈
[
4, 4
√
2
)
f6(t) = −
4
(
3 tanh−1
(√
−4+t
t
)
+ 2
(
tanh−1
(√
t(−4√2+t)
t
)
+ ln 1t
))
(3 +
√
2)t2
, for t ∈
[
4
√
2,
1
(
√
2− 1)2
)
f7(t) = −
24 tanh−1
(√
−4+t
t
)
+ ln 64 + 16 ln 1t + 4 ln
t+
√
t(−4√2+t)
2t − 4 ln
(
1−
√
t(−4√2+t)
t
)
2(3 +
√
2)t2
,
for t ∈
[
1
(
√
2− 1)2 ,∞
)
3.1.6 Volume Computations
Since Ω is a Poincare´ section, the integral of the return time should yield the covolume of the Veech group.
Recall the definition of the dilogarithm function by the power series,
Li2(z) =
∞∑
k=1
zk
k2
for |z| < 1.
The analytic continuation of the dilogarithm is given by
Li2(z) =
∫ 0
z
ln(1− t) dt
t
for z ∈ C \ [1,∞).
Integral over AH region: ∫ 1
0
∫ 1
1−x
1
xy
dydx =
pi2
6
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Integral over BD region:
∫ 1
√
2−1
∫ 1−x
1−(1+√2)x√
2
1
x(x+ y)
dydx = Li2(1)− Li2(
√
2− 1)− ln (
√
2) ln (
√
2− 1).
∫ √2−1
0
∫ 1−x
(−1−√2)x+1
1
x(x+ y)
dydx = Li2(2−
√
2).
Integral over HF region:
∫ 1
√
2−1
∫ 1−(1+√2)x√
2
1−(1+√2)x
√
2
x((1 +
√
2)x+
√
2y)
dydx = Li2
(
1√
2
)
− Li2
(
1− 1√
2
)
+ ln (
√
2) ln (
√
2− 1).
Integral over AE region: ∫ 1
√
2−1
∫ 1−(1+√2)x
−(2+√2)x+1
1
x((1 +
√
2)x+ y)
dydx =
pi2
6
.
Integrating over Ω2 we get ∫ 1
0
∫ 1
1−x
1
xy
dydx =
pi2
6
.
Therefore sum of the integrals: ∫ ∫
Ω
R(x, y) dydx =
4pi2
6
− Li2(
√
2− 1)− ln (
√
2) ln (
√
2− 1) + Li2(2−
√
2) + Li2
(
1√
2
)
− Li2
(
1− 1√
2
)
+ ln (
√
2) ln (
√
2− 1).
By using the following dilogarithm identities, [5]
Li2(z) = −Li2(1− z)− ln (1− z) ln (z) + pi
2
6
(3.1)
Li2(z) + Li2(−z) = 1
2
Li2(z
2) (3.2)
Li2(z) = −Li2
(
1
z
)
− 1
2
ln2 (−z)− pi
2
6
for z /∈ (0, 1) (3.3)
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Li2(z) = −Li2
(
z
z − 1
)
− 1
2
ln2 (1− z) for z /∈ (1,∞) (3.4)
we can deduce, that
∫ ∫
Ω
R(x, y) dydx =
pi2
4
−1
4
ln2 (2)+
1
2
ln2 (2−
√
2)−1
2
ln2 (
√
2− 1)+ln
(
1√
2
)
ln
(
1− 1√
2
)
+
pii ln 2
2
−1
2
ln2 (−
√
2)
which can be further reduced to ∫ ∫
Ω
R(x, y) dydx =
3pi2
4
by using logarithm identities where ln(z), has a branch cut discontinuity in the complex z plane running
from −∞ to 0, which is precisely the covolume of the Veech group Γ. Therefore Ω is indeed a full section
for the horoccyle flow.
3.2 General Veech surfaces
Let (X,ω) be a Veech surface with n <∞ cusps. In this section, we describe a parametrization of a Poincare´
section for the horocycle flow on SL(2,R)/SL(X,ω) generalizing our strategy in Section 3.1.3. We adhere
to the notation introduced in Section 3.1.3.
Let Γ1, . . . ,Γn be maximal parabolic sugroups of SL(X,ω) representing the conjugacy classes of all
maximal parabolic subgroups. For any (and hence all) i = 1, . . . , n, the subgroup Γi is isomorphic to either
Z⊕ Z/2Z or Z, depending on whether −Id =
−1 0
0 −1
 belongs to the Veech group SL(X,ω) or not. Let
Pi ∈ Γi be a generator for the infinite cyclic factor. Note that, in the first case where Γi ∼= Z ⊕ Z/2Z, the
element Pi can always be chosen to have eigenvalue 1.
We can decompose the set Λsc(X,ω) into a finite union of disjoint SL(X,ω) orbits of saddle connections.
That is, there exist v1, . . . , vm ∈ R2 such that
Λsc(X,ω) =
m⋃
j=1
SL(X,ω)vj .
In this decomposition, every vj is parallel to a direction determined by a parabolic subgroup Γi , i.e. it
is in the unique non-trivial eigenspace of the parabolic element Pi, see [15]. In each direction we can then
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find the shortest vector, ±wi. We denote the Veech group orbits of each of these vectors by Λ±wisc (X,ω) :=
SL(X,ω) · wi ∪ SL(X,ω) · −wi.
First assume that the Veech group SL(X,ω) contains the element−Id. Note that, in this case Λ±wisc (X,ω) =
Λwisc (X,ω) := SL(X,ω) ·wi. As we noted above, in this case the parabolic generator Pi of the infinite cyclic
factor of the maximal parabolic subgroup Γi can be chosen to have eigenvalue 1. Thus for the parabolic
element Pi associated to wi there exists Ci ∈ SL(2,R) such that
Si = CiPiC
−1
i =
1 αi
0 1
 .
After replacing Pi with its inverse if necessary, we can assume that αi > 0. Since wi is an eigenvector for
the matrix Pi, the vector Ci · wi is an eigenvector for1 αi
0 1
 ,
hence it can be written as
Ci · wi =
βi
0

for some βi 6= 0. Moreover, we can choose Ci in a way that βi = 1 for all i. So we will assume that
Ci · wi =
1
0
 .
Recall that in [1], Athreya proved that the set
ΩM = {gSL(X,ω) | g(X,ω) has a horizontal saddle connection of length ≤ 1}
is a Poincare´ section for the action of horocycle flow on the moduli space SL(2,R)/SL(X,ω). By using the
above decomposition of the set of saddle connections on (X,ω) we will write
ΩM = ΩM1 ∪ · · · ∪ ΩMn ,
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where
ΩMi = {gSL(X,ω) | gΛ±wisc (X,ω) ∩ (0, 1] 6= ∅}.
For each i ∈ {1, . . . , n} we define the following subset of R2:
Ωi = {(a, b) ∈ R2 | 0 < a ≤ 1 and 1− (αi)a < b ≤ 1}.
Now, assume that the Veech group SL(X,ω) does not contain −Id. Hence for each i, Γi ∼= Z, and for
some i, the generator Pi can possibly have eigenvalue −1. Now, possibly after a renaming, assume that for
i = 1, . . . , k, the generator Pi has eigenvalue 1, and for i = k+ 1, . . . , n, the generator Pi has eigenvalue −1,
where 1 ≤ k ≤ n.
Then, by conjugating each Pi with an element Ci ∈ SL(2,R) we obtain
Si = CiPiC
−1
i =
1 αi
0 1

for i = 1, . . . , k, and,
Si = CiPiC
−1
i =
−1 αi
0 −1

for i = k + 1, . . . , n. Again, we will assume that each αi > 0. Similar to the first case, we have
Ci · wi =
1
0
 .
Now for each i = 1, . . . , k define Ωi as follows:
Ωi := {(a, b) ∈ R2 | 0 < a ≤ 1 and 1− (αi)a < b ≤ 1} ∪ {(a, b) ∈ R2 | −1 ≤ a < 0 and 1 + (αi)a < b ≤ 1}.
For i = k + 1, . . . , n, define Ωi as follows:
Ωi := {(a, b) ∈ R2 | 0 < a ≤ 1, 1− 2(αi)a < b ≤ 1}
36
CHAPTER 3. THE VEECH SURFACE CASE
Theorem 3.2.1. Let (X,ω) be a Veech surface such that the Veech group SL(X,ω) has n <∞ cusps. There
are coordinates from the section ΩM to the set
⊔n
i=1 Ωi. More precisely, the bijection between SL(2,R)/SL(X,ω)
and SL(2,R) · (X,ω) sends ΩMi to {Ma,bCi(X,ω) | (a, b) ∈ Ωi}, and the latter set is bijectively parametrized
by Ωi. The return time function is piecewise rational with pieces defined by linear equations in these coordi-
nates. The limiting gap distribution for any Veech surface is piecewise real analytic.
Proof. We divide the proof into two cases.
Case 1. SL(X,ω) contains −Id.
Suppose that gSL(X,ω) ∈ ΩMi . We will first show that g(X,ω) = Ma,bCi(X,ω) for some (a, b) ∈ Ωi. By
definition of the ΩMi , g(X,ω) has a horizontal saddle connectiona
0
 , with 0 < a ≤ 1,
such that a
0
 = gγ(±wi)
for some γ ∈ SL(X,ω). Since −Id ∈ SL(X,ω), the vector −wi is in SL(X,ω) orbit of the vector wi, and
Λ±wisc (X,ω) = Λ
wi
sc (X,ω). Hence we can assume thata
0
 = gγwi.
Since SL(X,ω) acts on Λwisc (X,ω) transitively and for any element γ ∈ SL(X,ω) we have gγ(X,ω) = g(X,ω),
we can assume that a
0
 = gwi = gC−1i
1
0
 .
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The elements in SL(2,R) which take
1
0
 to
a
0
 are precisely of the form
Ma,b =
a b
0 1/a
 ,
where b ∈ R. Therefore, gC−1i = Ma,b and hence g(X,ω) = Ma,bCi(X,ω) with 0 < a ≤ 1.
Since the parabolic element Si =
1 αi
0 1
 is in the Veech group of Ci(X,ω), and
Ma,bS
−n
i =
a b− (αi)an
0 a−1
 ,
we can write g(X,ω) = Ma,bCi(X,ω), where (a, b) ∈ Ωi, as required.
In order to see that for every (a, b) ∈ Ωi, the element Ma,bCi(X,ω) lies in Θ(ΩMi ), we first note that
Ci · wi =
1
0

is a horizontal saddle connection in Ci(X,ω) with length at most 1. Since Ma,b sends this to a saddle
connection of length a ≤ 1, it follows that Ma,bCi(X,ω) ∈ Θ(ΩMi ).
Finally, we prove that Ωi bijectively parametrizes {Ma,bCi(X,ω) | (a, b) ∈ Ωi}. We suppose that
(a, b), (c, d) ∈ Ωi and that Ma,bCi(X,ω) = Mc,dCi(X,ω), and must prove that (a, b) = (c, d). We have
Ma,bM
−1
c,d =
ac bc− ad
0 ca
 ∈ CiSL(X,ω)C−1i ,
which fixes infinity in the upper half-plane. Since Si generates the infinite cyclic factor in CiΓiC
−1
i and
a/c > 0 it follows that a = c. From this we see that 1− (αi)a < b, d ≤ 1, and (b− d)a = kαi, which implies
b = d, and hence (a, b) = (c, d), as required.
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Case 2. −Id /∈ SL(X,ω).
Subcase 2.1. Suppose that gSL(X,ω) ∈ ΩMi for some i = 1, . . . , k.
By definition of the set ΩMi , g(X,ω) has a saddle connectiona
0
 , with 0 < a ≤ 1,
such that either a
0
 = gγwi or
a
0
 = gγ(−wi).
Since SL(X,ω) acts transitively on both Λwisc (X,ω) and Λ
−wi
sc (X,ω), as in the first case we can assume that
either a
0
 = gwi or
a
0
 = g(−wi).
This means that either a
0
 = gC−1i
1
0
 or
a
0
 = gC−1i
−1
0
 .
The set of matrices that take
1
0
 to
a
0
 are of the form
Ma,b =
a b
0 1/a
 ,
for some b. Similarly, the set of matrices that take
−1
0
 to
a
0
 are of the form
M−a,b =
−a b
0 −1/a
 ,
for some b. Therefore we have either gC−1i = Ma,b or gC
−1
i = M−a,b, and hence either g(X,ω) =
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Ma,bCi(X,ω) or g(X,ω) = M−a,bCi(X,ω) with 0 < a ≤ 1, where the latter can be rewritten as g(X,ω) =
Ma,bCi(X,ω) with −1 ≤ a < 0.
Since the parabolic element Si =
1 αi
0 1
 is in the Veech group of Ci(X,ω), and
Ma,bS
±n
i =
a b± (αi)an
0 a−1
 ,
we can write g(X,ω) = Ma,bCi(X,ω) where (a, b) ∈ Ωi, as required.
In order to see that for every (a, b) ∈ Ωi, the element Ma,bCi(X,ω) lies in Θ(ΩMi ), we first note that
Ci(±wi) =
±1
0

is a horizontal saddle connection in Ci(X,ω) with length at most 1. Since Ma,b sends this to a saddle
connection of length a ≤ 1, it follows that Ma,bCi(X,ω) ∈ Θ(ΩMi ).
Finally, we prove that Ωi bijectively parametrizes {Ma,bCi(X,ω) | (a, b) ∈ Ωi}. We suppose that
(a, b), (c, d) ∈ Ωi and that Ma,bCi(X,ω) = Mc,dCi(X,ω), and must prove that (a, b) = (c, d). We have
Ma,bM
−1
c,d =
ac bc− ad
0 ca
 ∈ CiSL(X,ω)C−1i ,
which fixes infinity in the upper half-plane. Since Si generates the the maximal parabolic subgroup CiΓiC
−1
i
it follows that a = c. From this we see that 1 − (αi)a < b, d ≤ 1, and (b − d)a = kαi, which implies b = d,
and hence (a, b) = (c, d), as required.
Subcase 2.2. Suppose that gSL(X,ω) ∈ ΩMi for some i = k + 1, . . . , n.
An identical argument as above says that we can write g(X,ω) = Ma,bCi(X,ω) where either 0 < a < 1
or −1 ≤ a < 0.
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Observe that
Ma,b
−1 αi
0 −1
 =
a b
0 1/a

−1 αi
0 −1
 =
−a aαi − b
0 −1/a
 = M−a,aαi−b.
Hence, for any point (a, b) where −1 ≤ a < 0, there is a point (a′, b′) = (−a, aαi − b) with 0 < a′ ≤ 1 such
that Ma,bCi(X,ω) = Ma′,b′Ci(X,ω). Moreover, the element
S−2i =
1 2αi
0 1
 ∈ CiSL(X,ω)C−1i ,
thus for gSL(X,ω) ∈ ΩMi we have g(X,ω) = Ma,bCi(X,ω) for some (a, b) ∈ Ωi.
Finally, we prove that Ωi bijectively parametrizes {Ma,bCi(X,ω) | (a, b) ∈ Ωi}. We suppose that
(a, b), (c, d) ∈ Ωi and that Ma,bCi(X,ω) = Mc,dCi(X,ω), and must prove that (a, b) = (c, d). We have
Ma,b ·M−1c,d =
ac bc− ad
0 ca
 ∈ CiSL(X,ω)C−1i ,
which fixes infinity in the upper half-plane. Since Si generates the the maximal parabolic subgroup CiΓiC
−1
i ,
and a/c > 0 it follows that a = c. From this we see that 1− 2(αi)a < b, d ≤ 1, and (b− d)a = 2kαi, which
implies b = d, and hence (a, b) = (c, d), as required.
As we observed in the Proof of Theorem 3.1.5, in these coordinates, the return time function at a point
Ma,bCi(X,ω) is given by the smallest slope of a saddle connection in the vertical strip. Hence it is of the
form
y
a(ax+ by)
,
where
x
y
 is a saddle connection on Ci(X,ω). Note that the return time function is composed of rational
pieces defined on convex polygons. Since the cumulative distribution function is given by the total area
bounded by the return time hyperbolas and these convex polygons, it is piecewise real analytic. Hence, the
limiting gap distribution function for any Veech surface is real analytic, which finishes the proof.
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Chapter 4
The generic surface case
In the case of a generic surface, Vorobets proved that the slopes of saddle connections will again equidistribute,
[16], thus the question of computing the gap distribution will again allow us to obtain a finer statistic
concerning the randomness of this sequence. Athreya and Chaika proved that this distribution does exist,
and is the same for almost every surface. Like the Veech surface case it will have quadratic tail, but in
contrast to the Veech surface case the gap distribution for a generic surface will have support at zero, [2].
As in the case of the Veech surfaces, a key step in the proof is to parametrize the Poincare´ section.
4.1 Constructing coordinates
Consider a translation surface S in H1(α), α = (α1, . . . , αn). If, as in our case, we choose the transversal,
X, to be a horizontal saddle connection, then the IET T : X → X induced by the first return of the vertical
flow on S to X has the minimal possible number, m = 2g+n− 1, of subintervals under exchange. Since the
endpoints of X coincide with cone points, an interior point x ∈ X will be a point of of discontinuity for T
only if it intersects a cone point in forward time under the vertical trajectory before returning to X. For a
cone point having angle 2pi(αi + 1), there are αi + 1 vertical trajectories that will meet it, and thus these
correspond to αi + 1 points of discontinuities on X. We will have
∑n
i=1(αi + 1) points of discontinuity on X
and therefore m =
∑n
i=1(αi + 1) + 1 subintervals. Using the Gauss-Bonnet formula,
∑n
i=1 αi = 2g − 2 we
get that m = 2g + n− 1 [18]. Thus, for M ∈ H1(2) and X a horizontal saddle connection of length ≤ 1, we
have that X has m = 2 · 2 + 1− 1 = 4 subintervals under the exchange.
The coordinates from Zorich [17] give (a, h, λ) where a, h, λ ∈ R4. The dimension of H(2) is 8, but since
we are working in the space H1(2) and have restricted X to be a horizontal saddle connection, we should
be able to find 6 independent coordinates. The coordinates h and a satisfy (1) – (5) for 0 ≤ i ≤ 4, and we
use the dummy components h0 = h5 = a0 = 0. We are thus able to rewrite each element in h in terms of a,
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reducing our coordinates to 8.
Restricting to area one surfaces also gives the equation
∑
λihi = 1
and requiring the surface to have a horizontal saddle connection of length < 1, gives the equality a4 = 0 and
the inequality ∑
λi < 1
This leaves 6 coordinates: (a2, a3;λ1, λ2, λ3, λ4).
Example 1. Let pi = (4321). Then σ(j) = j + 3 mod 5 and we get the following equalities:
h0 − a0 = h4 − a3 = 0 =⇒ h4 = a3
h1 − a1 = h5 − a4 = 0 =⇒ h1 = a1
h2 − a2 = h1 − a0 = h1 =⇒ h2 = a1 + a2
h3 − a3 = h2 − a1 =⇒ h3 = a3 + a2
h4 − a4 = h3 − a2 = h4
Now we have that
∑m
i=1 hiλi = 1 so we can write
h1 =
1−∑mi=2 hiλi
λ1
Substituting in the ai’s using the above equalities and solving for a1, gives
a1 =
1− a2λ2 − (a3 + a2)λ3 − a3λ4
λ1 + λ2
Theorem 1.1. The Poincare´ section, Ω, is parametrized by a union of 7 polytopes described by linear
inequalities in the coordinates (a2, a3;λ1, λ2, λ3, λ4) and the return time function is piecewise rational in
these coordinates.
Proof. Let M ∈ H1(2) have a horizontal saddle connection of length ≤ 1. If there is more than one such
saddle connection, we will choose the longest. Constructing the suspension over the IET built by finding
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the first return map of vertical flow to a given transversal will produce a zippered rectangle described by
the given inequalities and with coordinates lying in one of the 7 polytopes corresponding to the associated
permutation pi.
Let Z be an element in the Poincare´ section, since pi is in the Rauzy class of (4321) it will correspond
to a translation surface, M ∈ H1(2). Since a4 = 0 and ai > 0 for i 6= 4, the transversal will be a saddle
connection in M , and with the restriction on λ, it will have length ≤ 1.
The return time function is calculated by finding the saddle connection with horizontal component ≤ 1
and smallest slope. The slope is a rational function in these coordinates, and thus so is the return time
function.
In section 4.3 we give an explicit description of the polytopes and bounds.
4.2 Computing the Return Time Function
4.2.1 Bounding return times
We begin by fixing notation that will be used in the proof of the bounds. Denote the cone points as x0, . . . , x4
where xi has height ai, and the rectangles by R1, . . . , R4. In this way xi lies on the right-hand side of Ri,
for i ∈ {1, 2, 3, 4} and on the left-hand side of Ri+1 for i ∈ {0, 1, 2, 3}. A gluing identification Rj glued to
Rσ(j)+1 will be denoted by RjRσ(j)+1. We will denote saddle connections by (Ri1 , . . . , Rin) which indicates
a saddle connection starting at xi1−1 and ending at xin , and passing through the rectangles Ri1 , . . . , Rin .
To bound the return times, we assume
∑
λi + min(λi) > 1. We first observe the following
Note 4.2.1.
1. (R1) will always be a saddle connection, since h1 ≥ a1, and thus its slope a1λ1 will be a universal upper
bound for the return time.
2. If ai = hi+1, there will be no saddle connections beginning at xi. In particular, there will be no saddle
connections beginning at xσ(0) due to the equality h0 − a0 = hσ(0)+1 − aσ(0).
3. No saddle connections end at x4.
4. If ai ≥ ai+1 a candidate vector will never start by passing to the adjacent rectangle.
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5. If ai < ai+1, a saddle connection beginning at xi and passing first through a gluing identification will
never have smallest slope, since the vector connecting xi to xi+1 will always exist and will have smaller
slope. In particular, a saddle connection beginning at x0 will never start by passing through a gluing
identification.
6. If pi(i) = 4, all saddle connections must pass from Ri to Ri+1.
Lemma 4.2.2. If a saddle connection starts and ends at the same point, there will always be a saddle
connection with the same slope that starts and ends at different points.
Proof. Let γ be a saddle connection starting and ending at xi with positive slope. Then γ must pass
through a gluing identification RjRσ(j)+1. Let yj be the height at which it exits the left side of rectangle
Rj and yσ(j)+1 be the height at which it enters the right side of Rσ(j)+1. Then yj − aj = yσ(j)+1 − aσ(j),
subtracting this value from the height of every point on γ yields a saddle connection γ′ with the same slope
starting at xσ(j) and ending at xj . If γ passes through multiple gluing identifications, RjiRσ(ji)+1, we pick
the identification associated to mini{yji − aji}. The saddle connection remains valid as it only cycles the
sequence of rectangles.
Example 2. Consider the following zippered rectangle picture where pi = (3142) and γ is a saddle connection
connecting x1 to itself. γ passes through the gluing identification R3R1 and so there is a new saddle connection
γ′ with the same slope that starts at x0 and ends at x3.
x0
x1
x2
x3
x4
γ
γ′
Figure 4.1: The saddle connection γ′ with the same slope as γ but starting and ending at different altitudes
Lemma 4.2.3.
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1. Consider two distinct saddle connections γ and γ′ with the same initial sequence (Ri1 , . . . , Rik , . . .). If
Rik+1 = Rik+1 in γ
′, while in γ it does not exist or is Rσ(ik)+1, then γ
′ has smaller slope.
2. Consider two distinct saddle connections γ and γ′ with the same terminal sequence (. . . , Rik , . . . , Rin).
If Rik−1 = Rσ−1(ik−1) or does not exist in γ
′ while in γ it does not exist or is Rik−1, then γ
′ has smaller
slope.
Proof.
1. Let λ =
∑k
j=1 λij be the horizontal distance traveled by both γ and γ
′ over the initial sequence. Let
y and y′ be the heights at which γ and γ′, respectively, intersect the left boundary of Rik . Since
Rik+1 = Rik+1 in γ
′, this implies that y′ < aik , on the other hand y ≥ aik , since Rik+1 in γ either does
not exist, implying γ terminates at xik , or is Rσ(ik)+1, implying it must pass above aik . Thus
y′
λ <
y
λ
and so γ′ has smaller slope.
2. In a similar manner, let λ =
∑n
j=k λij be the horizontal distance traveled by both γ and γ
′ over
the terminal sequence. Let y and y′ be the heights at which γ and γ′, respectively, intersect the
right boundary of Rik . In γ
′, Rik−1 = Rσ−1(ik−1) or it does not exist, so we have y
′ ≥ aik−1, in γ,
Rik−1 = Rik−1 or it does not exists, so we have y ≤ aik−1. We also know y′ 6= y since γ and γ′ are
distinct. Thus ai − y′ < ai − y and so γ′ again has smaller slope.
Lemma 4.2.4. If
∑
λi + min(λi) > 1, then the saddle connection with smallest slope will not pass through
the top of a rectangle
Proof. A saddle connection cannot start at x0 and go through the top of Ri, 1 ≤ i ≤ 3, because if it follows
a valid path, this would imply (R1, . . . , Ri) exists and has smaller slope.
Claim. A saddle connection that passes the transversal cannot immediately terminate at any xi, therefore
once it passes through the transversal it must continue through the right side of R4 to Rσ(4).
Proof of claim. No saddle connections end at x0 or x4. If the saddle connection terminates at x1,
(R1) always exist and has smaller slope. If the saddle connection terminates at x2, either (R1, R2) exists
and has smaller slope, if a1 ≥ a2, or (R2) exists and has smaller slope, if a1 < a2. If the saddle connection
terminates at x3, then either (R1, R2, R3) exists and has smaller slope, if a1 ≥ a2 ≥ a3, or (R2, R3) exists
and has smaller slope, if a1 < a2 ≥ a3, or (R3) exists and has smaller slope, if a2 < a3.
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The claim also implies that a saddle connection can never pass through the top of Rpi−1(1), in this case
it would have minimum length λ1 + λ2 + λ3 + λ4 + λσ(4), and is thus too long.
To complete the proof of the lemma we examine six cases based on the relationships between the ai.
Case 1: (a1 < a2 < a3). The only possible permutations are pi = (4321), (4132), (4213), and in all of these
cases no saddle connections can begin at xσ(0) = x3, by Note 4.2.1 (2). Thus we only need to consider x1
and x2. No saddle connection can start at xi and pass through the top of Ri+1, for i = 1, 2, since (Ri+1)
exists and will have smaller slope. Since pi−1(1) = 4 for all the possible permutations, no saddle connection
can pass though the top of R4.
If the saddle connection starts at x1, it cannot pass through the top of R3 as (R3) exists and has smaller
slope. It cannot pass through the top of R1 as this would require a minimum length of λ2 + λ3 + λ4 + λ1 +
λσ(4) > 1
Case 2: (a1 ≥ a2 ≥ a3). Here the possible permutations are (2431) and (4321). If we consider the sur-
face that the zippered rectangles came from, we see that the horizontal saddle connection is in the middle
separating the surface into two pieces with 3 vertices above the transversal, x1, x2, and x3, and 3 vertices
below. x′i, x
′
2, and x
′
3. Consider the 4 saddle connections from x0 to x1, x2, and x3 and from x
′
1 and x
′
2 to x4,
each of these exist since the ai are in decreasing order. Any saddle connection that passes through the top
of a rectangle will either be too long or have slope greater than the slope of any of these 4 saddle connections.
Case 3: (a1 ≥ a3 > a2). A saddle connection cannot start at x2 and immediately pass through the top of
R3, since (R3) always exists and will have smaller slope.
Case 3.a: pi = (4321). No saddle connection can pass through the top of R4. A saddle connection starting
at x2 cannot pass through the top of R1 or R2, as this would require a minimum length of λ3+λ4+λ3+λ2+λ1.
Since no saddle connections can begin at x3 in this permutation, it only remains to check x1. A saddle
connection cannot begin at x1 and pass trough the top of R1 or R2 as it will be beaten by the saddle
connection (R1, R2). In addition, it cannot pass through the top of R3 as this implies it would have had to
enter R3 from R2 and thus (R3) will have smaller slope.
Case 3.b: pi = (2431), (2413). No saddle connection can pass through the top of R2. With both of
these permutations no saddle connections can begin at x1. Thus it remains to check x2 and x3. No saddle
connection can start at x0 and pass through the top of R4 as this would require a minimum length of at least
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λ1 + λ2 + λ3 + λ4 + λσ(4). A saddle connection cannot start at x2 and pass through the top of R1 nor can
it start at x3 and pass through the top of R4, R1, or (R3), as (R3, R4, R1) always exists and has smaller slope.
Case 4: (a1 < a3 ≤ a2). No saddle connections can start at x1 and pass immediately through the top of
R2 as (R2) will always exist and have smaller slope.
Case 4.a: pi = (4321), (4132). In these cases no saddle connection can pass through the top of R4 nor
start at x3. A saddle connection cannot start at x1 and pass through the top of R3 as (R2, R3) always exists
and has smaller slope, nor can it pass through the top of R1, as either (R2) will have smaller slope, in the
case pi = (4321), or it will be too long with minimum length λ2 + λ3 + λ4 + λ1 + λ3 + λ2 > 1, in the case
pi = (4132). A saddle connection cannot start at x2 and pass immediately through (R3) as (R3, R2) always
exists and will have smaller slope, nor can it pass through the top of (R1) as it will have larger slope than
(R3, R2), in the case pi = (4321) or be too long with minimum length λ3 + λ2 + λ3 + λ4 + λ1 in the case
pi = (4132).
Case 4.b: pi = (3142). In this case, no saddle connection can pass through the top of R3 nor start
at x2. No saddle connection can start at x1 and pass through the top of R4 as (R4, R2) will always exist
and have smaller slope, nor can it pass through the top of R1 as this would require a minimum length of
λ2 + λ3 + λ1 + λ4 + λ2 > 1. A saddle connection cannot start at x3 and pass through the top of either R4
or R2 as it will have larger slope than (R4, R2), nor can it pass through the top of R1 as this would require
a minimum length of λ4 + λ2 + λ3 + λ1 + λ4 + λ2 > 1.
Case 5: (a2 ≤ a1 < a3). No saddle connection can start at x2 and pass through the top of R3 as (R3) will
always exist and have smaller slope.
Case 5.a: pi = (4321), (4213). In these cases no saddle connection can pass through the top of R4 nor
start at x3. A saddle connection cannot start at x1 and pass through the top of R2 or R1 as it will have
larger slope than (R1, R2), in addition it cannot pass through the top of R3 as this would require entering
from R2 and thus (R3) will have smaller slope. A saddle connection cannot start at x2 and pass through the
top of R1 nor R2 as it will require a minimum length of λ3 + λ4 + λ2 + λ1 + λ3 > 1.
Case 5.b: pi = (2431), (2413). In these cases no saddle connection can pass through the top of R2 or
start at x1. If pi = (2431) then the saddle connection (R4, R3, R1) will always exist and it will have smaller
slope than any saddle connection starting at x2 and passing through the top of R4 and R1 as well as any
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saddle connection starting at x3 and passing through the top of R4, R1, and R3. The same is true in the
case of pi = (2413) with the saddle connection (R4, R3, R1).
Case 6: (a3 ≤ a1 < a2). No saddle connection can start at x1 and pass through the top of R2 as (R2) will
always exist and have smaller slope.
Case 6.a: pi = (4321). In this case no saddle connection can pass through the top of R4 nor start at
x3. In addition we know that the saddle connection (R3, R2, R1) is always going to exist and will beat any
saddle connection starting at x1 and passing through the top of R3 or R1 and any saddle connection starting
at x2 and passing through the top of R3, R2, or R1.
Case 6.b: pi = (3241). In this case no saddle connection can pass through the top of R3 nor start at x2.
Any saddle connection starting at x1 and passing through the top of R4 or R1 will have minimum length
λ2 + λ3 + λ1 + λ4 + λ2 > 1. Any saddle connection starting at x3 and passing through the top of R2 or
R4 will have larger slope than (R4, R2), and if it passes through the top of R1 it will have minimum length
λ4 + λ2 + λ3 + λ1 + λ4 + λ2 > 1.
4.2.2 Labeled graph construction
We can represent every possible saddle connection vector as a path in a labeled tree, where all vertices but
the root represent the rectangle, Ri, the vector just passed through and the labels are pairs (λi, ai − ai−1).
Branching occurs if we can either pass through to a consecutive rectangle or through to a glued rectangle.
The graph depends on the permutation pi and consists of at most 3 disjoint subgraphs corresponding to the
possible starting points.
Example 3. Given pi = (4321) the labeled graph starting at x1 begins as follows:
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x1 R2
R1 R2
R1
(λ1, a1 − a0)
R3(λ3, a3
− a2)
(λ2, a2 − a1)
(λ
1 , a
1 −
a
0 )
R3
R2
R1
(λ1, a1 − a0)
R3(λ3, a3
− a2)(λ
2 , a2 − a1)
R4 R3
(λ3, a3 − a2)
(λ4
, a4
− a3)
(λ3
, a3
− a2
)
(λ2, a2 − a1)
Note 4.2.5.
1. If a vector enters R4 it must continue to Rσ(4)+1, by Note 4.2.1(3).
2. A vector originating at x0 that passes through a gluing, RjRσ(j)+1, before first passing through all
rectangles consecutively will never have smallest slope, since the vector connecting x0 to xj will always
exist and have smaller slope. Thus the labeled graph starting at x0 will always begin as follows:
x0 R1 R2 R3 R4 Rσ(4)+1
We can denote each path by the sequence of Ri it passes through. For example the path (R1, R2) is the
path originating at x0 and ending at x2 passing only through consecutive rectangles. In some cases a path
may have a repeated structure in which case we use the shorthand n × (Ri1 , . . . , Rik) for a block of size k
repeated n times. For example (R2, R3, R4, R1, R4, R1, R4, R1) = (R2, R3, 3 × (R4, R1)). Each path has an
associated vector where the first coordinate is obtained by summing over the first coordinates associated to
its edges and the second coordinate is obtained similarly.
Definition 4.2.6. We call a path in the graph corresponding to xk valid if it satisfies the following conditions
1. It has first coordinate ≤ 1 and positive second coordinate
2. It does not terminate at xk or x4.
3. It does not cross itself. To ensure this we need to impose the following conditions
(a) If the saddle connection begins with (R2, R3, . . .), or contains (. . . , Rσ−1(1), R2, R3, . . .) then it
cannot end with (. . . , R1, R2) nor contain (. . . , R1, R2, Rσ(2)+1), if σ(2) + 1 exists.
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(b) If the saddle connection begins with (R2, R3, R4, . . .) or contains (. . . , Rσ−1(1), R2, R3, R4, . . .) then
it cannot end with (. . . , R1, R2, R3) nor contain (. . . , R1, R2, R3, Rσ(3)+1, . . .), if σ(3) + 1 exists.
(c) If the saddle connection begins with (R3, R4, . . .) or contains (. . . , Rσ−1(2), R3, R4, . . .) it cannot
end with (. . . , R2, R3).
(d) If a3 > a1 the saddle connection cannot wrap around R2, R3, that is (n× (R2, R3)) does not exist
for any n > 1. Similarly, no saddle connection can wrap around R1, R2, that is (n × (R1, R2))
does not exist for any n > 1.
A valid path will correspond to a saddle connection if it satisfies the existence conditions given in Section
4.3.
4.2.3 Algorithm to bound the smallest slope
1. Create labeled graphs for all xi such that ai < hi+1. Recall that we will have ≤ 3 of these graphs due
to Note 4.2.1(2).
2. Find all valid paths in the tree.
3. Find the slopes.
4. Determine if the smallest slope belongs to a legitimate saddle connection, that is, check the existence
conditions given in Section 4.3.
5. If the smallest slope does not correspond to a legitimate saddle connection, remove it from the list.
6. Repeat steps 5 & 6 until a valid saddle connection is obtained.
Bounding the number of paths
Note 4.2.7. The length of any valid path in the tree is bounded by C = 1mini(λi) .
Proposition 4.2.8. The maximum number of paths for a given collection of 3 graphs will be bounded above
by the quantity
4 +
C−3∑
i=2
Fi + 2
(
C+1∑
i=2
Fi
)
where Fi is the ith Fibonacci number.
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Proof. Note that 4 and pi−1(4) only have one option to pass to. Suppose that a given graph first branches
at level j ≥ 1, then in all subsequent levels there must be at least one 4 or pi−1(4) appearing. Consider the
case where we have the minimum number of single branches appearing in each level, which would give the
maximum number of paths in our graph. The graph is self-similar in structure and contains 3 copies of itself,
2 offset by 2 positions and 1 offset by 3 positions. Let Fi be the number of vertices at level i in the graph,
we then get the recursive relation
Fi = 2Fi−2 + Fi−3
which is equivalent to the recursive relation Fi = Fi−1 + Fi−2, for the Fibonacci numbers.
The number of paths in each graph, Nk associated to ak for k ∈ {0, 1, 2, 3}, is bounded by
(j − 1) +
C−(j−2)∑
i=2
Fi.
For all k 6= 0, we can use j = 1 to obtain the following bound:
Nk ≤
C+1∑
i=2
Fi.
By Note 4.2.5, when k = 0 will have j ≥ 5, so for all 3 graphs together we obtain a bound of
4 +
C−3∑
i=2
Fi + 2
(
C+1∑
i=2
Fi
)
Example 4. Let pi = (4321) and C = 5. The graph corresponding to x1 is shown below
x1 R2
R1 R2
R1 R2
R3
R2
R4
R3
R2
R1 R2
R3
R2
R4
R4 R3
R2
R4
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In this example, we branch at j = 1 and N1 ≤
∑6
i=2 Fi.
Since the set of valid paths is finite and non-empty, there will be a path whose corresponding saddle
connection has smallest slope, and the algorithm will terminate.
Examples
For these illustrative examples, area and lengths have not been normalized.
Example 5. Consider the zippered rectangles defined by the coordinates (1, 3; 2, 3, 1, 2) and permutation
pi = (4321). For the purposes of this example the total area will be 28 and we will be looking for all paths of
length ≤ 8.
1. Determine the vectors a and h. From example 1, we know σ and the equalities, therefore we have
a1 =
28− 1(3)− (3 + 1)(1)− 3(2)
2 + 3
=
15
5
= 3
and so,
h = (3, 4, 4, 3) and a = (3, 1, 3, 0)
2. Since a3 = h3, there will be no saddle connections emanating from this x3, so we need only create the
weighted graphs beginning from x0, x1, and x2. In addition, we have that a2 < a3 so we do not need
to consider any saddle connections that begin with a gluing from x2, and a1 ≥ a2, so we only need to
consider saddle connections that begin with a gluing from x1.
x0:
x0 R1 R2 R3
(2, 1)(−2, 3)(3, 2)
x1:
x1 R2 R1 R2
(−2, 3)(3, 2)(−2, 3)
x2:
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x2 R3 R4 R3
R2 R3
(2, 1)
(−2, 3)
R4 R3
(2, 1)
(−3,
2)
(2, 1)(−3, 2)(2, 1)
3. Now we need to find all paths in the tree with positive first coordinate and second coordinate ≤ 8 that
do not terminate at x4 or at the starting altitude.
x0: (R1) =
3
2 , (R1, R2) =
1
5 , (R1, R2, R3) =
3
6
x1: None
x2: (R2) =
2
1 , (R3, R4, R3) =
1
4 , (R3, R4, R3, R2, R3) =
1
8 , (R3, R2, R3) =
2
5
4. The smallest slope is 18 so we need to check whether or not (R3, R4, R3, R2, R3) is a legitimate saddle
connection. We must check condition 1 for the R3R2 gluing:
1
8
=
u2
λ3 + λ4 + λ3
⇒ u2 = 4
8
So y2 = 1 +
1
2 + 1 = 2.5 < 3, and condition 1 is not satisfied. Next smallest is
1
5 belonging to the vector
(R1, R2), since a1 ≥ a2, this vector is a saddle connection connecting x0 to x2.
Figure 4.2: The saddle connection of smallest slope
Example 6. Consider the zippered rectangles defined by the coordinates (6, 3; 1, 1, 1, 2) and permutation
pi = (3142). For the purposes of this example, total area is 23 and we will be looking for all possible saddle
connections of length ≤ 5.
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1. In order to determine the vectors a and h, we must first find the permutation σ,
σ(0) = 2, σ(1) = 3, σ(2) = 4, σ(3) = 0, σ(4) = 1.
The equalities hi − ai = hσ(1)+1 − aσ(i) give the following
0 = h3 − 6 ⇒ h3 = 6
h1 − a1 = h4 − 3
h2 − 6 = 0 ⇒ h2 = 6
6− 3 = h1 ⇒ h1 = 3
h4 = 6− a1
Using the total area to solve for a1 yields
a1 = −23− 3(1)− 6(1)− 6(1)− 6(2)
2
= 2
Thus, a = (2, 6, 3, 0) and h = (3, 6, 6, 4).
2. Since a2 = h3, there will be no saddle connections starting from x2. Also, we have that a1 < a2, so we
only need to consider vectors starting from x1 and passing to the next consecutive rectangle.
x0:
x0 R1 R2 R3
(−3, 1)(4, 1)(2, 1)
x1:
x1 R2 R3
R1 R2 R3
(−3, 1)(4, 1)
(2, 1)
R4 R2
(4, 1)
(−3
, 2
)
(−3, 1)(4, 1)
x3:
x3 R4 R2 R3 R1
(2, 1)(−3, 1)(4, 1)(−3, 2)
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3. Now we need to find all paths in the tree with positive first coordinate and second coordinate ≤ 5 that
do not terminate at x4 or at the starting altitude.
x0: (R1) =
2
1 , (R1, R2) =
6
2 , (R1, R2, R3) =
3
3
x1: (R2) =
4
1 , (R2, R3) =
1
2 , (R2, R3, R4, R2) =
2
5 , (R2, R3, R1, R2) =
7
4 , (R2, R3, R1, R2, R3) =
4
5
x3: (R4, R2) =
1
3
4. The smallest slope is 13 , it is a legitimate saddle connection connecting x3 and x2.
Figure 4.3: The saddle connection of smallest slope
4.3 Explicit Description of Poincare´ Sections and Return Time
Functions
In this section we give the linear inequalities defining the Poincare´ section for each of the permutations pi and
bound the return time function on these pieces. To bound the return time we assume
∑
λi + min(λi) > 1
and let 1 −∑λi = . We give a complete description for the first two permutations and the rest follow a
similar proof.
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4.3.1 pi = (3142)
The Poincare´ Section
The equalities that describe the space:
• ∑λihi = 1
• h2 = a2
• h3 = a2
• h1 = h3 − a3
• h4 = h2 − a1
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a1 < h1
• a2 > a1 + a3
• 0 < a3 < h4
The labeled graph
Since h3 = a2, no saddle connections can start at x2. Since pi(2) = 4, by Note 4.2.1(6), a valid saddle
connection can only pass from R2 to R3. Thus there will be no branching at any R2 vertex.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x1:
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x1 R2 R3
R1
R4 R2
(a2 − a1, λ2)
(−a
3 , λ
4)
R2 R3
R1 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)
(a
1 , λ
1)
R4
(−a3
, λ4
)
(a3 − a2, λ3)
(a2
− a1
, λ2
)
(a
1 , λ
1 )
R4 R2 R3
R1
(a
1 , λ
1)
R4 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)
(−a3
, λ4
)
(a3 − a2, λ3)(a2 − a1, λ2)
(−
a3
, λ
4
)
(a3 − a2, λ3)(a2 − a1, λ2)
Note that we can eliminate any branches that result in a second coordinate that has length > 1 to
obtain the reduced tree diagram
x1 R2 R3
R1 R2 R3 R1 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)(a3 − a2, λ3)(a2 − a1, λ2)
(a
1 , λ
1 )
R4 R2 R3 R4 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)
(−a3
, λ4
)
(a3 − a2, λ3)(a2 − a1, λ2)
Further, note that if (R2, R3) exists it will have smaller slope than any longer path following the gluing
branch, by Lemma 4.2.3.1. Thus we can reduce the tree once again
x1 R2 R3 R4 R2 R3 R4 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)
x3:
x3 R4 R2 R3
R1
R4
(−a
3 , λ
4 )
R2
(a2
− a1
, λ2
)(a
1 , λ
1 )
R4 R2 R3 R4 R2 · · ·
(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)
(−a3
, λ4
)
(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)
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Again we can eliminate any paths that result in a second coordinate of length > 1 and any paths that
end at R1. This results in the reduced tree diagram
x3 R4 R2 R3 R4 R2 R3 R4 R2 · · ·
(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)(a3 − a2, λ3)(a2 − a1, λ2)(−a3, λ4)
Now we consider all possible valid paths in this diagram.
(R1), (R1, R2), (R1, R2, R3), (R2), (R2, R3), (R4, R2),
(R2, R3, R4, R2), . . . , (R2, n× (R3, R4, R2)),
(R2, R3, R4, R2, R3), . . . , (R2, R3, n× (R4, R2, R3)),
(R4, R2, R3, R4, R2), . . . , (R4, R2, n× (R3, R4, R2))
Where n is the maximum number of times the path can repeat before it becomes too long. In each of
the last 3 cases the longest valid path will have the smallest slope, let k be the number of times the block is
repeated in that path.
Note that (R4, R2) always exists, since its first coordinate a2 − a1 − a3 will always be positive. This
implies that neither (R2), (R1, R2), (R2, n× (R3, R4, R2)), nor (R4, R2, n× (R3, R4, R2)) will have smallest
slope, by Lemma 4.2.3.2. The remaining paths are shown in the table below with their corresponding slopes
and existence conditions.
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Saddle Connection Slope Existence Condition(s)
(R1)
a1
λ1
None
(R1, R2, R3)
a3
λ1 + λ2 + λ3
a1 >
λ1(a2)
λ1 + λ2
, a2 >
(λ1 + λ2)a3
λ1 + λ2 + λ3
(R2, R3)
a3 − a1
λ2 + λ3
a3 > a1
(R2, R3, k × (R4, R2, R3)) a3 − (k + 1)a1
(k + 1)(λ2 + λ3) + kλ4
a3 > (k + 1)a1,
a1 +
(λ2 + λ3)(a3 − (k + 1)a1)
(k + 1)(λ2 + λ3) + kλ4
< a3,
(k + 1)(λ2 + λ3) + kλ4 ≤ 1
(R4, R2)
a2 − (a1 + a3)
λ2 + λ4
None
First assume a1 ≥ a3. In this case, since a2 > a1 and a2 > a3, (R1, R2, R3) will always exist and thus,
(R1) will never have smallest slope, by Lemma 4.2.3.1. (R1, R2, R3) has smallest slope if
a3
λ1 + λ2 + λ3
≤ a2 − (a1 + a3)
λ4 + λ2
otherwise (R4, R2) has smallest slope.
Now assume a1 < a3. In this case, (R2, R3) always exists. If (R2, R3, k× (R4, R2, R3)) exists, it will beat
(R2, R3). So assume it does not exist. If we also have that
a1
λ1
≤ a3 − a1
λ2 + λ3
then (R1) has smallest slope. If not, then (R2, R3) has smallest slope if
a3 − a1
λ2 + λ3
≤ a2 − (a1 + a3)
λ4 + λ2
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otherwise (R4, R2) has smallest slope.
4.3.2 pi = (3241)
The Poincare´ Section
The equalities that describe the space:
• ∑λihi = 1
• h1 = a1
• h3 = a2
• h4 = h1
• h3 − a3 = h2 − a1
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a3 < a2 < a1 ≤ h2
Bounding the return times
Since h3 = a2, no saddle connections can start at x2, and since pi(1) = 4, a valid saddle connection can only
pass from R1 to R2, thus there will be no branching at any R1 vertex.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x1:
x1 R2 R4 R1 R2
R4 R1 R2 · · ·
(a2 − a1, λ2)(a1, λ1)
(−a
3 , λ
4 )
R3
(a3
− a2
, λ3
)
(a2 − a1, λ2)(a1, λ1)(−a3, λ4)(a2 − a1, λ2)
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Eliminating branches that result in second coordinates greater than 1 yields the following reduced tree
diagram
x1 R2 R4 R1 R2 R4 R1 R2 · · ·
(a2 − a1, λ2)(a1, λ1)(−a3, λ4)(a2 − a1, λ2)(a1, λ1)(−a3, λ4)(a2 − a1, λ2)
x3:
x3 R4 R1 R2
R4 R1 R2 · · ·
(a2 − a1, λ2)(a1, λ1)
(−a
3 , λ
4 )
R3
R2
(a
2 −
a
1 , λ
2 )
R4 R1
(a1, λ1)
(−a3
, λ4
)
(a3
− a2
, λ3
)
(a2 − a1, λ2)(a1, λ1)(−a3, λ4)
Which results in the reduced tree diagram
x3 R4 R1 R2 R4 R1 R2 · · ·
(a2 − a1, λ2)(a1, λ1)(−a3, λ4)(a2 − a1, λ2)(a1, λ1)(−a3, λ4)
Here we see that the path (R4, R1, R2) will always be a valid path and will have smaller slope than
any longer path in this tree, therefore we can reduce it further to
x3 R4 R1 R2
(a2 − a1, λ2)(a1, λ1)(−a3, λ4)
Now we consider all possible valid paths in the reduced diagram
(R1), (R1, R2), (R1, R2, R3), (R4, R1), (R4, R1, R2),
(R2, R4, R1, R2), . . . , (R2, n× (R4, R1, R2))
In the last sequence the shortest valid path will have the smallest slope, let (R2, k × (R4, R1, R2)) be that
path, where 1 ≤ k ≤ n.
Since (R1, R2, R3) always exits, neither (R1) nor (R1, R2) will have have smallest slope, by Lemma 4.2.3.1.
Similarly, (R4, R1) will never have smallest slope since (R4, R1, R2) always exists and will have smaller slope.
The remaining paths are shown in the table below with their corresponding slopes and existence conditions
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Saddle Connection Slope Existence Condition(s)
(R1, R2, R3)
a3
λ1 + λ2 + λ3
None
(R2, k × (R4, R1, R2)) (k + 1)a2 − ka3 − a1
kλ1 + (k + 1)λ2 + kλ4
(k + 1)a2 > a1 + ka3,
kλ1 + (k + 1)λ2 + kλ4 ≤ 1
(R4, R1, R2)
a2 − a3
λ1 + λ2 + λ3
None
If (R2, k × (R4, R1, R2)) exists it will have smallest slope if
(k + 1)a2 − ka3 − a1
kλ1 + (k + 1)λ2 + kλ4
<
a3
λ1 + λ2 + λ3
otherwise (R1, R2, R3) will have smallest slope. If it does not exist, then (R1, R2, R3) will have smallest slope
if
a3
λ1 + λ2 + λ3
≤ a2 − a3
λ1 + λ2 + λ3
otherwise (R4, R1, R2) will have smallest slope.
4.3.3 pi = (4132)
The Poincare´ Section
The equalities that describe the space:
• ∑λihi = 1
• h4 = a3
• h2 = a2
• h4 = h1
• h1 − a1 = h3 − a2
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The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a1 < a2, a3
• a2 ≤ h3
• a3 ≤ h3
Bounding the return times
Since h4 = a3, no saddle connections can start from x3. In addition, all ai must be distinct, otherwise our
transversal will not be a saddle connection as it will contain a singular point in its interior. The reduced
tree diagram giving the candidate saddle connections is shown below:
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x1:
x1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)
x2:
x2 R3
R2 R3 R2 · · ·
(a2 − a1, λ2)(a3 − a2, λ3)
(a
2 − a
1 , λ
2 )
R4 R1 R3 · · ·
(a3 − a2, λ3)(a1, λ1)
(−a3
, λ4
)
(a3 − a2, λ3)
The possible valid paths are as follows
(R1), (R1, R2), (R1, R2, R3), (R2), (R3), (R2, R3),
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(R3, R4, R1, R3), . . . , (R3, n× (R4, R1, R3)),
(R3, R2, R3), . . . , (R3, n× (R2, R3))
We need only consider (R3, k× (R4, R1, R2)) corresponding to the longest valid path in its corresponding
sequences, and (R3, k× (R2, R3) corresponding to the shortest valid path in its sequence. In addition, since
(R2) always exists, (R1, R2) will never have smallest slope, by Lemma 4.2.3.2.
Saddle Connection Slope Existence Condition(s)
(R1)
a1
λ1
None
(R1, R2, R3)
a3
λ1 + λ2 + λ3
a1 >
λ1(a2)
λ1 + λ2
, a2 >
(λ1 + λ2)a3
λ1 + λ2 + λ3
(R2)
a2 − a1
λ1
None
(R2, R3)
a3 − a1
λ2 + λ3
a2 >
λ2(a3 − a1)
λ2 + λ1
+ a1
(R3)
a3 − a2
λ3
a3 > a2
(R3, k × (R4, R1, R3)) ka1 + a3 − (k + 1)a2
kλ1 + (k + 1)λ3 + kλ4
a3 > a2 + k(a2 − a1)
kλ1 + (k + 1)λ3 + kλ4 ≤ 1
(R3, k × (R2, R3)) (k + 1)a3 − a2 − ka1
kλ2 + (k + 1)λ3
(k + 1)a3 − a2 − ka1 > 0
kλ2 + (k + 1)λ3 ≤ 1
First assume a3 ≤ a2. In this case (R2, R3) always exists and beats (R2) and (R1, R2, R3). Thus the
candidates for smallest slope are (R1), (R2, R3), and (R3, k × (R2, R3)).
Next assume a3 > a2. In this case (R3) always exist and beats (R1, R2, R3), (R2, R3), and (R3, k ×
(R2, R3)). Thus the candidates for smallest slope are (R1), (R2), (R3), and (R3, k × (R4, R1, R3)).
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4.3.4 pi = (2413)
The Poincare´ Section
The equalities that describe the space:
• ∑λihi = 1
• h2 = a1
• h3 = a3
• h4 = h1
• h1 − a1 = h3 − a2
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• a1 ≤ h1
• 0 < a2 < a1
• a2 ≤ a3
• a3 ≤ h1
Bounding the return times
Since h2 = a1, no saddle connections can start at x1. For the transversal to be a saddle connection a1 6= a2.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x2:
x2 R3 R4 R1 R3 · · ·
(a3 − a2, λ3)(a1, λ1)(−a3, λ4)(a3 − a2, λ3)
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x3:
x3 R4 R1
R2 R4 R1 · · ·
(a1, λ1)(−a3, λ3)
(a
2 − a
1 , λ
2 )
R3 R4 R1 · · ·
(a1, λ1)(−a3, λ4)
(a3
− a2
, λ3
)
(a1, λ1)(−a3, λ4)
The possible valid paths are as follows
(R1), (R1, R2), (R1, R2, R3), (R3), (R4, R1),
(R3, R4, R1), . . . , (n× (R3, R4, R1)),
(R3, R4, R1, R3), . . . , (R3, n× (R4, R1, R3)),
(R4, R1, R2, R4, R1), . . . , (R4, R1, n× (R2, R4, R1)),
(R4, R1, R3, R4, R1), . . . , (R4, R1, n× (R3, R4, R1))
Note that if (R3, R4, R1) does not exist, than neither do any of the other paths in the sequence, and
if it does exist it will have the smallest slope. We also only need to consider (R4, R1, k × (R3, R4, R1))
corresponding to the shortest valid path in its sequence and (R3, k×(R4, R1, R3) and (R4, R1, k×(R2, R4, R1))
corresponding to the longest valid path in their respective sequences. In addition, since (R1, R2) always exists,
(R1) will never have smallest slope, and since (R3) always exists (R1, R2, R3) will never have smallest slope.
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Saddle Connection Slope Existence Condition(s)
(R1, R2)
a2
λ1 + λ2
None
(R3)
a3 − a2
λ3
None
(R3, R4, R1)
a1 − a2
λ1 + λ2
a3 >
λ3(a1 − a2)
λ3 + λ4 + λ1
+ a1
(R3, k × (R4, R1, R3)) a3 + ka1 − (k + 1)a2
(k + 1)λ3 + k(λ1 + λ4)
a3 > a2 + k(a2 − a1)
(k + 1)λ3 + k(λ1 + λ4) ≤ 1
(R4, R1)
a1 − a3
λ1 + λ4
a1 > a3
(R4, R1, k × (R2, R4, R1)) a1 + ka2 − (k + 1)a3
(k + 1)(λ4 + λ1) + kλ2
a1 > a3 + k(a3 − a2)
a3 +
(λ4 + λ4)(a1 + ka2 − (k + 1)a3)
(k + 1)(λ4 + λ1) + kλ2
< a1
(k + 1)(λ4 + λ1) + kλ2 ≤ 1
(R4, R1, k × (R3, R4, R1)) (k + 1)a1 − ka2 − a3
(k + 1)(λ4 + λ1) + kλ3
a3 < a1 + k(a1 − a2)
a3 +
(λ4 + λ1)((k + 1)a1 − ka2 − a3)
(k + 1)(λ4 + λ1) + kλ3
< a1
(k + 1)(λ4 + λ1) + kλ3 ≤ 1
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Assume a1 > a3, (R4, R1) always exists and it beats (R3, R4, R1) and (R4, R1, k × (R3, R4, R1)). Thus
the candidates for smallest slope are (R1, R2), (R3), (R3, k × (R4, R1, R3)), (R4, R1), and (R4, R1, k ×
(R2, R4, R1)).
Next assume a1 ≤ a3. The candidates for smallest slope are (R1, R2), (R3), (R3, R4, R1), (R3, k ×
(R4, R1, R3)), and (R4, R1, k × (R3, R4, R1)).
4.3.5 pi = (2431)
The Poincare´ Section
The equalities that describe the space:
• ∑λihi = 1
• h2 = a1
• h1 = a1
• h1 = h3 − a3
• h4 = h3 − a2
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a2 < a1
• 0 < a3 ≤ h4
Bounding the return times
Since a1 = h2, no saddle connections can start from x1.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
70
CHAPTER 4. THE GENERIC SURFACE CASE
x2:
x2 R3
R1 R2 R3 · · ·
(a3 − a2, λ3)(a2 − a1, λ2)
(a
1 , λ
1 )
R4 R3
R1
(a1 , λ
1)
R4 R3
R1
(a1 , λ
1)
· · ·
(a3 − a2, λ3)
(−a3,
λ4)
(a3 − a2, λ3)
(−a3
, λ4
)
(a3 − a2, λ3)
x3:
x3 R4 R3 R1
(a1, λ1)(a3 − a2, λ3)(−a3, λ4)
The possible valid paths are as follows
(R1), (R1, R2), (R1, R2, R3), (R3), (R3, R1), (R4, R3, R1)
(R3, R4, R3), . . . , (R3, n× (R4, R3))
(R3, R4, R3, R1), . . . , (R3, n× (R4, R3), R1)
(R3, R1, R2, R3), . . . , (R3, n× (R1, R2, R3))
Since (R1, R2) always exists, (R1) will never have the smallest slope, and since (R4, R3, R1) always
exists, none of (R3, R4, R3, R1), . . . , (R3, n× (R4, R3), R1) nor (R3, R1) will have smallest slope. In addition,
we only need to consider (R3, k × (R4, R3)) corresponding to the longest valid path in its sequence, and
(R3, k × (R1, R2, R3)) corresponding to the shortest valid path in its sequence.
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Saddle Connection Slope Existence Condition(s)
(R1, R2)
a2
λ1 + λ2
None
(R1, R2, R3)
a3
λ1 + λ2 + λ3
a2 >
(λ1 + λ1)a3
λ1 + λ2 + λ3
(R3)
a3 − a2
λ3
a3 > a2
(R3, k × (R4, R3)) a3 − (k + 1)a2
(k + 1)λ3 + kλ4
a3 − (k + 1)a2 > 0,
(k + 1)λ3 + kλ4 ≤ 1
(R3, k × (R1, R2, R3)) (k + 1)a3 − a2
k(λ1 + λ2) + (k + 1)λ3
(λ1 + λ2 + λ3)((k + 1)a3 − a2)
k(λ1 + λ2) + (k + 1)λ3
< a2 < 2a3,
a3 < a2 +
λ3((k + 1)a3 − a2)
k(λ1 + λ2) + (k + 1)λ3
,
k(λ1 + λ2) + (k + 1)λ3 ≤ 1
(R4, R3, R1)
a1 − a2
λ1 + λ3 + λ4
None
First, assume a2 ≥ a3, in this case (R1, R2, R3) always exists and will beat (R1, R2). Thus the candidates
for smallest slope are (R1, R2, R3), (R3, k × (R1, R2, R3)) and (R4, R3, R1). Note (R3, k × (R4, R3)) is not a
valid option in this case since we begin by passing to the consecutive rectangle.
Now assume a2 < a3, (R3) exists in this case which implies that neither (R1, R2, R3) nor (R3, k ×
(R1, R2, R3)) will have smallest slope. Thus the possible candidates are (R3), (R1, R2), (R3, k × (R4, R3)),
and (R4, R3, R1).
4.3.6 pi = (4321)
The Poincare´ Section
The equalities that describe the space:
• ∑λihi = 1
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• h1 = a1
• h4 = a3
• h1 = h2 − a2
• h4 = h3 − a2
The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a1 ≤ h2
• 0 < a2 ≤ h2, h3
• 0 < a3 ≤ h3
Bounding the return times
Since h4 = a3, no saddle connections will begin at x3.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x1:
x1 R2
R1 R2
R1 R2 · · ·
(a2 − a1, λ2)
(a1 , λ1)
R3 R2 · · ·
(a2 − a1, λ2)
(a3
− a2, λ3
)
(a2 − a1, λ2)
(a
1 , λ
2 )
R3
R2 · · ·
(a
2 − a
1 , λ
2 )
R4 R3 · · ·
(a3 − a2, λ3)
(a1
, λ1
)
(a3
− a2
, λ3
)
(a2 − a1, λ4)
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x2:
x2 R3 R4 R3 · · ·
(a3 − a2, λ3)(−a3, λ4)(a3 − a2, λ3)
The possible valid paths are as follows
(R1), (R1, R2), (R1, R2, R3), (R2), (R2, R3), (R3)
(R2, R3, R4, R3), . . . , (R2, R3, n× (R4, R3))
(R2, R3, R2), . . . , (R2, n× (R3, R2))
(R2, R1, R2, R3), . . . , (R2, R1, n× (R2, R3))
(R2, R1, R2), . . . , (R2, n× (R1, R2))
(R3, R4, R3), . . . , (R3, n× (R4, R3))
Note we only have to consider (R2, R3, k × (R4, R3)), (R2, k × (R3, R2)), (R2, R1, k × (R2, R3)), and
(R3, k × (R4, R3)) corresponding to the longest valid path in their corresponding sequences, and (R2, k ×
(R1, R2)) corresponding to the shortest valid path in its sequence.
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Saddle Connection Slope Existence Condition(s)
(R1)
a1
λ1
None
(R1, R2)
a2
λ1 + λ2
a1 >
λ1(a2)
λ1 + λ2
(R1, R2, R3)
a3
λ1 + λ2 + λ3
a1 >
λ1(a2)
λ1 + λ2
, a2 >
(λ1 + λ2)a3
λ1 + λ2 + λ3
(R2)
a2 − a1
λ2
a2 > a1
(R2, R3)
a3 − a1
λ2 + λ3
a3 > a1, a2 >
λ2(a3 − a1)
λ2 + λ1
+ a1
(R2, R3, k × (R4, R3)) a3 − ka2 − a1
k(λ2 + λ4) + (k + 1)λ3
a3 > ka2 + a1,
a2 > a1 +
λ2(a3 − ka2 − a1)
k(λ2 + λ4) + (k + 1)λ3
,
k(λ2 + λ4) + (k + 1)λ3 ≤ 1
(R2, k × (R3, R2)) a2 + ka3 − (k + 1)a1
(k + 1)λ2 + kλ3
(k + 1)a1 < a2 + ka3,
a2 >
λ2(a2 + ka3 − (k + 1)a1)
(k + 1)λ2 + kλ3
+ a1,
(k + 1)λ2 + kλ3 ≤ 1
(R2, R1, k × (R2, R3)) a2 + ka3 − ka1
λ1 + (k + 1)λ2 + kλ3
ka1 < a2 + ka3
a2 > (a1 − a2) + (λ1 + 2λ2)(a2 + ka3 − ka1)
λ1 + (k + 1)λ2 + kλ3
λ1 + (k + 1)λ2 + kλ3 ≤ 1
(R2, k × (R1, R2)) ka2 − a1
(k − 1)λ1 + kλ2
ka2 > a1,
(k − 1)λ1 + kλ2 ≤ 1
(R3)
a3 − a2
λ3
a3 > a2
(R3, k × (R4, R3)) a3 − ka2
nλ3 + (k − 1)λ4
a3 > ka2,
kλ3 + (k − 1)λ4 ≤ 1
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If a1 < a2, then (R2) always exists, which implies that (R1, R2) and (R2, k × (R1, R2)) will never have
the smallest slope.
If a1 < a2 < a3, (R3) always exists, which implies that (R2, R3), (R1, R2, R3), (R2, R1, k× (R2, R3)) will
never have smallest slope. Thus the candidates are (R1), (R2), (R2, R3, k × (R4, R3)), (R2, k × (R3, R2)),
(R3), and (R3, k × (R4, R3)).
If a1 < a3 ≤ a2, (R2, R3) always exists which implies (R1, R2, R3) and (R2, k× (R3, R2)) will never have
the smallest slopes. Thus the candidates are (R1), (R2), (R2, R3), (R2, R3, k × (R4, R3)), and (R2, R1, k ×
(R2, R3)).
If a3 ≤ a1 < a2, then (R1, R2, R3) always exists, which implies that (R1), (R1, R2) will never have
smallest slope. Thus the candidates are (R1, R2, R3), (R2), and (R2, R1, k × (R2, R3)).
If a1 ≥ a2, (R2) (R2, R3), (R2, R3, k × (R4, R3)), and (R2, k × (R3, R2)), do not exit. (R1, R2) always
exists which implies that (R1) will never have the smallest slope.
If a2 ≤ a1 < a3 or a2 < a3 ≤ a1, then (R3) always exists, which implies that (R1, R2, R3) and (R2, R1, k×
(R2, R3)) do not have the smallest slope. Thus the candidates are (R1, R2), (R2, k × (R1, R2)), (R3),
(R3, k × (R4, R3)).
If a3 < a2 < a1, (R3) and (R3, k×(R4, R3)) do not exist, however, (R1, R2, R3) always exists which implies
that (R1, R2) will never have the smallest slope. Thus the candidates are (R1, R2, R3), (R2, R1, k×(R2, R3)),
(R2, k × (R1, R2)).
4.3.7 pi = (4213)
The Poincare´ Section
The equalities that describe the space:
• ∑λihi = 1
• h3 = a3
• h4 = a3
• h1 = h2 − a2
• h4 = h2 − a1
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The inequalities that describe the section:
• ∑λi ≤ 1
• λi > 0
• 0 < a1 < h1
• 0 < a2 < a3
Bounding the return times
Since h4 = h3, no saddle connections can start at x3.
x0:
x0 R1 R2 R3
(a3 − a2, λ3)(a2 − a1, λ2)(a1, λ1)
x1:
x1 R2
R1 R2
R1 R2 · · ·
(a2 − a1, λ2)
(a1 , λ
1)
R3
(a3
− a2,
λ3)
(a2 − a1, λ2)
(a1 , λ
1)
R3 R4 R2 · · ·
(a2 − a1, λ2)(−a3, λ4)
(a3
− a2,
λ3)
(a2 − a1, λ2)
x2:
x2 R3
(a3 − a2, λ3)
The valid paths are as follows
(R1), (R1, R2), (R1, R2, R3), (R2), (R2, R3), (R3),
(R2, R3, R4, R2), . . . , (R2, n× (R3, R4, R2)),
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(R2, R3, R4, R2, R3), . . . , (R2, R3, n× (R4, R2, R3)),
(R2, R1, R2, R3), . . . , (R2, n× (R1, R2), R3),
(R2, R1, R2), . . . , (R2, n× (R1, R2))
Since (R3) always exists, (R1, R2, R3), (R2, R3), and (R2, R1, R2, R3), . . . , (R2, n×(R1, R2), R3) will never
have the smallest slope by Lemma 4.2.3.2. We only need to consider (R2, k × (R3, R4, R2) the longest valid
path in its sequence and (R2, R3, k × (R4, R2, R3), (R2, k × (R1, R2), R3) and (R2, k × (R1, R2) the shortest
valid path in their respective sequences.
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Saddle Connection Slope Existence Condition(s)
(R1)
a1
λ1
None
(R1, R2)
a2
λ1 + λ2
a1 >
λ1(a2)
λ1 + λ2
(R2)
a2 − a1
λ2
a2 > a1
(R2, k × (R3, R4, R2)) a2 − (k + 1)a1
(k + 1)λ2 + kλ3 + kλ4
a2 > (k + 1)a1, a2 > a1 +
λ1(a2 − (k + 1)a1)
(k + 1)λ2 + kλ3 + kλ4
,
a3 > a1 +
(λ2 + λ3)(a2 − (k + 1)a1)
(k + 1)λ2 + kλ3 + kλ4
,
(k + 1)λ2 + kλ3 + kλ4 ≤ 1
(R2, R3, k × (R4, R2, R3)) a3 − (k + 1)a1
(k + 1)(λ2 + λ3) + kλ4
a3 > (k + 1)a1,
a2 > a1 +
λ1(a3 − (k + 1)a1)
(k + 1)(λ2 + λ3) + kλ4
,
a3 > a1 +
(λ2 + λ3)(a2 − (k + 1)a1)
(k + 1)(λ2 + λ3) + kλ4
,
(k + 1)(λ2 + λ3) + kλ4 ≤ 1
(R2, k × (R1, R2)) (k + 1)a2 − a1
kλ1 + (k + 1)λ2
(k + 1)a2 > a1,
kλ1 + (k + 1)λ2 ≤ 1
(R3)
a3 − a2
λ3
None
Assume first that a1 < a2. (R2) always exists and will have smaller slope than (R1, R2) and (R2, k ×
(R1, R2)), by Lemma 4.2.3.2. Thus the only possible candidates for smallest slope are (R1), (R2), (R2, k ×
(R3, R4, R2)), (R2, R3, k × (R4, R2, R3)), and (R3).
Next assume a1 ≥ a2. In this case (R2) and (R2, k × (R3, R4, R2)) do not exist, however (R1, R2)
always exists, which means (R1) will never have the smallest slope, by Lemma 4.2.3.1. If a1 ≥ a3 >
a2, (R2, R3, k × (R4, R2, R3)) does not exist and so the possible candidates for smallest slope are (R1),
(R2, k × (R1, R2), and (R3). If a3 > a1 > a2, then the possible candidates for smallest slope are (R1),
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(R2, k × (R1, R2), (R2, R3, k × (R4, R2, R3)), and (R3).
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