Two modifications of the resolution of the identity ͑RI͒/density fitting ͑DF͒ approximations are presented. First, we apply linear scaling and J-engine techniques to speed up traditional DF. Second, we develop an algorithm that produces local, accurate fits with effort that scales linearly with system size. The fits produced are continuous, differentiable, well-defined, and do not require preset fitting domains. This metric-independent technique for producing a priori local fits is shown to be accurate and robust even for large systems. Timings are presented for linear scaling RI/DF calculations on large one-, two-, and three-dimensional carbon systems.
I. INTRODUCTION
In this paper we propose and implement a method for the calculation of the Coulomb interactions for self-consistent field ͑SCF͒ calculations, such as Hartree-Fock 1 ͑HF͒ theory or Kohn-Sham ͑KS͒ density functional theory 2 ͑DFT͒. The effort of Coulomb matrix construction is most significant for DFT, as it lacks the more expensive and nonlocal HF exchange, though these steps have been made linear scaling for insulators. 3, 4 DFT instead traditionally employs a numerical quadrature scheme for exchange-correlation evaluation, for which linear scaling has been achieved. 5 DFT is widely used in the computational chemistry community due to its arguably unrivaled combination of efficiency and accuracy. As a computationally significant step of DFT, the Coulomb problem for SCF calculations has received much attention recently, with pivotal breakthroughs allowing for linear scaling with system volume using a tree-based multipole method [6] [7] [8] and efficiency with respect to basis set size using the pseudospectral algorithm 9 or fitting methods, 10 for example. An alternative to what we consider in this paper, the pseudospectral method developed by Murphy et al. evaluates interactions in real space on a grid. Also, the Gaussian and augmented plane wave 11 ͑GAPW͒ method of Lippert et al. uses Fourier techniques to efficiently represent Coulomb interactions. Similar to the pseudospectral and fitting approaches, it achieves great speedups with some sacrifice of accuracy. Related to the GAPW method is the Fourier transform Coulomb 12,13 ͑FTC͒ method, which complements multipole methods in that it is able to deal swiftly with diffuse basis functions and without compromising accuracy. As this work is a modification of the long-standing resolution of the identity ͑RI͒ or density fitting ͑DF͒ scheme, we will devote more text to the history and details of this procedure, although in this paper we attempt to make full use of as many of the Coulomb community's tools as possible.
With DF, one replaces the density with a much simpler, approximate representation. In a typical DFT calculation using Gaussian basis functions, the density is a sum of single particle basis function products. As the single particle basis tends to contain diffuse functions, there are many of these products. With DF, the complicated density is replaced with single coordinate, atom-centered basis functions, termed the auxiliary basis set. Calculation of the Coulomb matrix then proceeds by evaluating the interaction of the function products with the fit density, a procedure that requires far fewer fundamental electron repulsion integrals, since the number of auxiliary functions is far less than the number of function products.
We will present two efficient DF algorithms. The first uses the full fitting procedure ͑costing N 3 CPU and N 2 storage͒ but has linear scaling interactions ͑typically the bottleneck step͒. The second includes a modification to the standard fitting procedure that seeks to retain the accuracy of DF while making the entire fitting and interaction process linear scaling, using fitting function subsets that vary continuously with atomic motion. Before we explain the details, however, we wish to give more background on DF.
II. DENSITY FITTING
Fitting techniques for two-electron integrals date back to early attempts to compute molecular properties. [14] [15] [16] In most approaches, a measure of the error is chosen and minimized. Two primary fitting metrics have been tested and applied over the past few decades: the overlap metric and the Coulomb metric. [17] [18] [19] The fitting metric determines in what sense the fit is good. The overlap metric determines the fit density that has least-squares minimal deviations locally, while the Coulomb metric minimizes least-squares deviations of Coulomb interactions. 20 With both metrics, one can perform a least-squares minimization 21, 22 of the density minus its fit, overlapping ͑or in the case of the Coulomb metric, one could say interacting͒ with itself,
͑1͒
Here in the case of the overlap metric, m͑r 1 , r 2 ͒ is ␦͑r 1 − r 2 ͒, and in the case of the Coulomb metric it is 1 / ͉r 1 − r 2 ͉. This leads to the following expression for the fit coefficients, C K :
where the subscript m indicates that the integral was performed in that fitting metric. In this paper we will use ͑␣ ͉ ␤͒ to indicate the Coulomb interaction of function ␣ and function ␤:
To solve the least-squares fit equation, one inverts the fitting basis interaction matrix. Efficient Cholesky decomposition 23 of the fitting basis interaction matrix requires work that scales to the third power of system size. Third order work of this sort is common in quantum chemical calculations, for example, in the diagonalization of the Fock matrix and in forming an orthonormal basis from a set of atomic orbitals. However, for reasonable accuracy, the number of fitting functions should be approximately three to four times larger than the number of standard basis functions. An inversion of a fitting basis matrix could thus be 100 times more expensive than a similar operation on an atomic orbital matrix and require much more memory. With a linear scaling density update step, 24 for large systems, performing the fitting procedure could be the bottleneck step. Sierka et al. have performed efficient RI calculations for Coulomb builds using multipole techniques, 10 but their algorithm is not linear scaling, due primarily to the fitting step. Our primary goal in the second part of this work is to develop a linear scaling procedure for density fitting, though the benefits of fit locality could have an impact on correlated calculations and Hartree-Fock exchange with the RI approximation.
Given the fit to the density, C K , one may compute the interactions of a function product ͑, for example͒ with the density
Via the SCF algorithm, a new density would be calculated from the resulting Fock matrix, and the fitting procedure would repeat. Notice that three center ͑ ͉ K͒ integrals were required twice per iteration; once for the fit ͓Eq. ͑2͔͒ and again for interactions ͓Eq. ͑4͔͒. However, both of these steps are J-type steps, insomuch as they are some function, ͑r͒ or K͑r͒, interacting with some density, ͑r͒ or ͑r͒. The J-engine [25] [26] [27] technique may be applied in these cases. We refer the interested reader to the cited works for the intricate details. In summary, instead of computing ͑ ͉ K͒ explicitly, ͑r͒ and K͑r͒ are expanded in Hermite polynomials p and q, respectively. J p is constructed ͑in effect but not actually in practice͒ from the contraction of ͑p ͉ q͒ with P q , which is then postprocessed to the desired J .
With the J-engine, fundamental Coulomb integrals must be computed in both the fitting and interaction passes of DF, but the more expensive density dependent recurrence steps are different for each pass. This is in contrast to the algorithm without J-engine, in which ͑ ͉ K͒ integrals are computed twice each iteration. The J-engine would be applied to computing J for the bra in the fitting pass and for the ket in the interaction pass. Ignoring the cost of the fundamental Coulomb integrals, the cost of J-engine building would be the same if the fitting and interaction passes took place simultaneously or not.
Linear scaling of the three-center integral computation is accomplished using the continuous fast multipole method 7 ͑CFMM͒. Sierka et al. have used a similar approach using atom-center multipole expansions to accelerate so-called farfield interactions to great success. In this section we will present timings of Coulomb matrix construction with and without the J-engine to highlight its efficacy. The system we consider will be linear alkanes, a case for which the fitting procedure has a greater relative cost. In a summary of our linear scaling DF work, later on we will present timings for two-and three-dimensional systems.
In this paper, all calculations were run on one processor of a 2.2 GHz Xserve G5, using up to 8 Gbytes of RAM. Convergence thresholds for the SCF procedure were set to 10 −6 , and thresholds for function product significance were set to 10 −8 . In all cases we screened the change of elements of the density matrix to avoid integral computation, making later SCF iterations cheaper than earlier ones. The quoted times will be averages over the SCF computation. Table I shows the timings of our first DF algorithm for linear alkanes, including the time required to perform the inverse of the auxiliary interaction matrix. We also tested the J-build speedup due to using the J-engine for a DF calculation and for a standard CFMM calculation. These are shown in Table II . The basis set for both calculations is TZ, 28 a triple zeta basis set. 
III. LOCAL ATOMIC DENSITY FITTING "LADF…
The long-ranged properties of the Coulomb metric make density fitting for large systems troublesome. The effect of the Coulomb operator dies off very slowly as two charge distributions become separated. Indeed, it is believed that the Coulomb metric allows the electric field generated by a charge distribution to be fitted rather than the actual density itself. In terms of absolute accuracy, the overlap operator has been shown to be inferior to the Coulomb operator, 30 though the study did not use variational fitting as suggested by Dunlap. 31 Jung et al. recently proposed 32 an alternative metric for fitting Coulomb integrals, the attenuated Coulomb metric, erfc͑r͒r −1 , where the tuning parameter can vary between zero ͑the Coulomb metric͒ and ϱ ͑effectively the overlap metric͒.
As Jung et al. show, a local fitting metric may determine a more local fit. It may be possible to perform a linear scaling inverse in an attenuated metric, for example, using the AINV procedure of Benzi, Meyer, and Tůma, 33 though the accuracy of such a procedure may not be consistent. In the absence of a linear scaling sparse inverse, a full-scale inversion must still be performed to determine the local fit coefficients in an attenuated metric. As an alternative approach to generating local fits, we employ a "bump function" to make irrelevant those far-away functions that we do not want involved in the fit. The bump function we use is a continuous, differentiable function, which varies from zero to one across some finite distance. By fitting the density piecewise, functions far away from the density may be ignored and not computed in the inverse, so will play no role in the fit. As the nuclei rearrange ͑for example, in a geometry optimization or for molecular dynamics͒, the far-away functions are gradually brought into relevance by the bump function in such a way that gradients and forces are always meaningful ͑if perhaps not as accurate as for the full density fitting procedure͒.
One important technique that will be used in this work was advocated by Dunlap. He suggests that for best relative accuracy, fitting should be performed variationally. 31 That is, if the quality of the fit ͑for example, the error in the interaction energy͒ is not changed to first order in fit error ͑the difference between the fit quantity and the target quantity͒, beneficial cancellation will occur when relative energies are computed. To accomplish this, his directive is that one should correct this minimization functional for first order error in the fit. For example, consider the Coulomb interaction between the charge density and some other density, f,
Here the quantities of interest are fits with error ␦. Subtracting the interaction of the fitted quanties from the sum of the interactions with only one term fitted yields
This prescription is free of error to first order in the fit. For standard DF using the complete inverse and the Coulomb metric, fits are automatically free of first order error. We call this modification of the fitting procedure the Dunlap correction.
Suppose that, in lieu of the exact inverse, we introduce an approximation that differs from the exact one by ␦ KL :
the previous analysis will be modified as such:
͑12͒
That is, the fitting scheme using an approximate inverse is free of second-order error if the Dunlap correction is used. Depending on how valid the approximate inverse is, the error may be unacceptable, however. Our scheme for approximating the inverse is motivated by the rationale that nearby fitting functions will be used to fit a localized piece of the density and that the fit will not be altered appreciably by ignoring far-away fitting functions. It closely resembles the method by Fonseca Guerra et al. 34 in which atomic pair densities are fitted using auxiliary functions sourced on the atomic pair. Their criticism of traditional DF is that an atom A may be accidentally near another atom B, and help with the fit of atom B's density. This would amount to essentially auxiliary basis set superposition error. However, we believe that much of the robustness of DF is obtained from fitting the Coulomb potential rather than the density. The auxiliary functions on atom A are helpful for fitting the local potential generated by atom B. Atom A will also help improve the interaction of atoms B and C, but this effect will not be as potent. With this in mind, we retain the use of the auxiliary functions of nonparticipatory atoms in the fit of a particular density.
The density is divided into atomic parts that will be fitted according to the above logic. It is necessary that the results of this division be continuous as the atoms move to assure continuity of the potential energy surface. The density itself is a sum of atomic orbital products, multiplied by an atomic orbital density matrix,
where A is centered on atom A, and B is centered on atom B. The product A B is centered on a line connecting r A and r B , as a consequence of the Gaussian product rule. We associate with atom A those A B products closer to atom A than atom B ͑and if the product is directly between, multiplied by 1 2 ͒. In the case of contracted basis functions, the primitive products are divided such that they fulfill one criterion. This will define a division of the density that is continuous with respect to nuclear motion. When computing the fit for a local piece of the density ͑linked to some target atom͒, fitting functions are weighted by a bump function that is zero if the source atom of a fitting function is outside a certain radius of the target atom, r 1 . The bump is only applied to blocks of the interaction matrix between atoms, i.e., interactions within an atomic block are not bumped. Finally, the inverted matrix is bumped again, without the off-diagonal restriction.
In this work, we define the bump function b as
We define a bump matrix for some atom X as
where b refers to an identity matrix in an atomic block multiplied by the scalar bump function and R refers to an atomic position, with R X referring to the position of the target atom.
The expression for an inverse of an atomic block is then
where ͗K ͉ L͘ D refers to the block diagonal portion of the auxiliary interaction matrix, and ͑K ͉ L͒ OD refers to the block off-diagonal portion. Equation ͑17͒ is a natural choice for the local inversion procedure because it fulfills three primary goals. First, it produces a fit that is continuous and differentiable. Each matrix is a smoothly varying function of the atomic coordinates. The inverse is always well defined because the interaction matrix is symmetric positive definite, and the diagonal piece is not bumped until after inversion. Second, it decouples those fitting functions not overlapping considerably with the target density without producing an on-diagonal near-zero value that would befoul the inversion procedure, such as would be the case if the rows and columns of an atom's fitting functions were bumped. Third, it removes completely those fitting functions far enough that we do not wish them impacting the fit at all; this is the responsibility of the outer bump matrices in Eq. ͑17͒. If we were not to include the outer bump, the uncoupled fits would add together as if they existed in a vacuum, which they do not. Essentially, the inner bump decouples the blocks to allow linear scaling, and the outer bump removes far-away functions from contributing to the fit. The off-diagonal bumping operation does not explicitly shrink the space of the inversion, but if an atom is outside r 1 , it will be completely decoupled from the other blocks and, moreover, completely annihilated by the bump after the inverse. In practice, fitting functions whose source atom is further than r 1 from the target atom are neglected, rendering the inversion procedure linear scaling.
To summarize the fitting procedure, only those fitting functions within r 1 of an atom's density are used to compute the fit. Fitting functions farther away than r 0 , but closer than r 1 , are modified by a bump function so that they will contribute less as they approach r 1 and more as they approach r 0 . Functions farther than r 1 need not be computed because any contribution would be annihilated by the outer bump matrix in Eq. ͑17͒. The procedure is linear scaling because a fixedsize inverse is computed for each atom.
The local atomic inverse, ͑K ͉ L͒ X −1 , is applied in the Dunlap correction, Eq. ͑7͒, to evaluate the contribution of an atomic density to the Coulomb interaction within the auxiliary basis
We suggest using small fitting regions ͑r 0 = 4.0 and r 1 = 5.0, in a.u.͒ for their combination of efficiency and robustness. All example calculations will use these values of r 0 and r 1 . We will refer to the fitting scheme for building the Coulomb matrix as local atomic density fitting ͑LADF͒ and as atomic resolution of the identity ͑ARI͒ in general.
As a simple but illustrative test of the error associated with approximating the fit inverse, we took the ethane molecule, with carbons a distance R apart. We then vary R through r 0 and r 1 and subtract the difference between the BLYP ͑Refs. 35 and 36͒ energes with and without the approximation to the inverse ͑i.e., both calculations use the DF approximation͒. We also show the result if we do not bump the fitting functions, but merely drop those functions farther than r 1 . For this example we use a small value of r 1 ͑3 a.u.͒ for clarity. The results are shown in Fig. 1 . It is apparent that the unbumped approximate fit is problematic; the energy surface has a discontinuity and there will be a spurious force at this point. Presumably, the weakness of this method would be longranged interactions. For example, errors in the charge of the fit will have significant influence due to the slow r −1 decay of the Coulomb potential. For large systems even small errors may accumulate, especially if the fitting procedure tends to under-or overestimate the charge of all regions. In the normal density fitting method, the fit extends over the entire molecule, so local functions compensate for far-away errors in the density fit. 32 Charge ͑and further pole͒ conservation has been accomplished previously for fitting algorithms. 37, 38 We will apply these constraints to the local atomic fits, constraining the atomic charges ͑and higher moments if used͒ according to the atomic density partitioning based on Eq. ͑13͒. This is accomplished using the method of Lagrange multipliers. As shown in Table III , contrary to intuition, a high quality fitting basis set may actually be undermined by imposed constraints. These results are far from sufficient proof of accuracy with system size, so we recommend charge conservation to prevent growth of error with system volume. All calculations in this paper henceforth use charge conservation.
Tables IV-VI show the error for using an approximate inverse on BLYP calculations of linear alkanes, graphite sheets, and diamond chunks, respectively. The basis sets used are a split valence ͑SV͒ type, a split valence plus polarization function type ͑SVP͒, and a triple zeta ͑TZ͒ type. 28 LADF exhibits extremely minor increased error relative to full DF.
IV. LADF LINEAR SCALING FORMULATION
Gallant and St.-Amant 39 first performed a linear scaling fit of the density by dividing the system into subunits, with each subunit having its own fit. However, the presence of predefined subunits is undesirable, as the rearrangement of atoms ͑being central to chemistry͒ between subunits could produce discontinuities ͑if the subunits were redefined͒ or hysteresis ͑if the subunits are not redefined, and atoms are swapped͒, for example. The LADF procedure introduced in the previous section provides a natural solution to this problem ͑a problem which has also been encountered in applying density fitting to local electron correlation methods 40 ͒. In this section we will describe the use of LADF in a linear scaling RI-J method.
In the case of Coulomb matrix construction for a SCF calculation, the interactions we consider are between a function pair, ͑r͒, and the density, ͑r͒. Weigend provides optimized basis sets 29 for computing such interactions. In Table  VII we show the number of fitting functions used for the test systems we calculated. In fact, only a modest number ͑ap-proximately 3N basis ͒ of auxiliary basis functions are required TABLE III. BLYP error per carbon atom using the LADF method, in H. For each column, the multipoles of each atomic fit were constrained, up to the given value ͑zero represents charge conserved͒. The fitting basis sets are of such high quality that constraints reduce the accuracy, though marginally. The basis set used is SV ͑Ref. 28͒, with the universal fitting basis ͑Ref. 29͒. to fit quite a large number of function pairs, presumably due to significant linear dependence of the function pairs, 41, 42 which increases with basis set size.
The initial fitting steps of the algorithm are done only once and the results may be stored for use in the following SCF iterations. Computed approximate inverses are stored in core or on disk for future use. Also, three-center fit integrals are computed and stored in memory. Due to the limited range of the fitting procedure, the number of fitting integrals required is quite small and the onset of linear scaling is rapid.
Given a density ͑such as from a previous SCF iteration or from an initial "guess"͒, our procedure loops over each atom of the molecule. Three-center integrals are performed for all auxiliary basis functions near the atom. Per atom, the number of nearby auxiliary basis functions is independent of size, once the system is larger than r 1 . The integrals are then transformed by the approximate inverse, yielding fitting coefficients for the density to be used in the second and third terms of Eq. ͑18͒,
. The interaction of a fit to with the fit density requires the interaction of an auxiliary function, K, with the fit density, as in the third term of Eq. ͑18͒:
This is a standard J-type matrix formation, and CFMM can be used to compute it in linear work. Full three-center Coulomb integrals are needed for two pieces, ͗ ͉ ͘ and ͗ ͉ ͘, the first and second terms of Eq. ͑18͒, respectively,
These are also standard J-type matrices, which are computed in linear work using CFMM. We do not compute a fit of each individual . Instead, J L and J L are scaled by ͑K ͉ L͒ X −1 , where X is the source atom of . A transformation is performed for each atom's fitting functions. This is equivalent to the procedure for the density,
where I K,X is comprised of those auxiliary basis functions used by atom X. The pivotal difference between this and the standard density fitting procedure is that the full inverse matrix is not needed. Instead, we require one Cholesky decomposition for every atom, though of a small, fixed size. The reduced memory usage of the algorithm is important. Storage of the full auxiliary basis interaction matrix requires N aux 2 memory. As N aux is significantly larger than the number of basis functions, storing a single auxiliary basis matrix may limit the feasibility for large systems. Also, linear dependence in the auxiliary interaction matrix is possible for high quality fitting basis sets of condensed systems. In this case, Cholesky decomposition may not be available, and an extremely expensive singular value decomposition ͑SVD͒ may be necessary. Indeed, in the case of the diamond chunk C 168 H 106 , the LAPACK ͑Ref. 43͒ routines dpotrf/dpotri fail and SVD is necessary.
All calculations in this paper were run on one processor of a 2.3 GHz Xserve G5, using up to 8 Gbytes of RAM. SCF convergence criteria were set to 10 −6 . Thresholds for discarding shell pairs were set to 10 −8 . In the case of timing J-matrix computation, the per-iteration time was averaged over the SCF iterations, due to screening of the density matrix.
Problems may arise if a large degree of linear dependence is present in the primary basis set. This is presumably because the atomic division of the density is unnatural in this case, and the resulting atomic densities are not fitted well. A vicious cycle then ensues, which renders the density even less well fit. The addition of extra fitting functions, increasing the fitting radius, or loosening the linear dependence threshold are obvious solutions to this deficiency of the method. For the following calculations on linear alkanes a linear dependence threshold of 10 −4 was used. For the graphite sheets and diamond chunks, a value of 10 −3 was used. The LADF/ARI method has been implemented into a development version of the quantum chemistry package Q-CHEM. 44 We tested the algorithm on a series of linear alkanes, up to C 200 H 402 , hydrogen-terminated graphite sheets up to C 210 H 38 , and diamond chunks up to C 246 H 150 ͑see Fig. 2͒ . Whereas inversion of the entire auxiliary interaction matrix took 738 s for C 200 H 402 , the approximated inverse was computed in only 24 s. For C 210 H 38 , complete inversion takes Near-field ͑NF͒ three-center integrals must be performed each iteration and are the bottleneck step. Both three-and two-center works utilize CFMM techniques, which take a small fraction of the total time. Further timing improvement could be obtained by optimally partitioning near-and farfield work, which we have not reoptimized for DF. We take advantage of the J-engine 25 of Shao et al. for near field threecenter work and observe approximately a factor of 2 speedup. Three-center integrals are also required for the initial fitting step. In our implementation, fitting theree-center integrals are not optimized as effectively 45 as the periteration pass, and so run approximately three times slower than the per-iteration near-field work, but must be performed only once per SCF calculation. Timing for alkane chains, graphite sheets, and diamond chunks are presented in Tables VIII-X, respectively. Although with LADF and DF we surpass the linear scaling combination of CFMM and J-engine, with more diffuse basis sets a comparison should be made with FTC, which handles these types of functions very efficiently.
LADF and DF have approximately the same periteration cost. The bottleneck near-field step, J-engine evaluation, is the same for both methods. LADF requires half as many fundamental integral computations, but requires more overhead, effectively making the cost equivalent. Speedups relative to exact integral evaluation ͑using CFMM and the J-engine͒ are approximately a factor of 10.
V. PERFORMANCE ASSESSMENT
Referring to Table I , it is clear that for large enough systems, inversion of the auxiliary basis interaction matrix will dominate the cost of building the J matrix. Our example, linear alkanes, is a best case for LADF, because there are relatively few near-field integrals to evaluate, yet the full inversion process of DF is as expensive as if the system were globular. For two-or three-dimensional molecules, the crossover between inversion and the CFMM/integral steps will have many more atoms ͑Ϸ350 carbons for graphite, Ϸ700 carbons for diamond, for the SV basis set with the universal basis set͒. However, for LADF there is extra computational cost in doing the initial fit. This extra work is small compared with the cost of full inversion for large systems and could run faster in a fully optimized 45 code. It is worthwhile to note that DF and LADF have approximately the same cost of building the J matrix, once the inversion has been performed. In Table XI we give the timings for each part of the J matrix cycle for graphite sheets using the SVP basis set, for both DF and LADF. Even though LADF has one near field pass to DF's two, LADF's near field does not run twice as fast. The equalizing factor is the J-engine, as discussed previously. The near-field speedup of LADF is somewhat offset by the overhead associated with fitting each atom separately and with the additional twocenter step that is part of the Dunlap correction. We note that the two-center step does use CFMM.
We attempt to summarize the total benefits of LADF in Table XII . For small systems, DF is somewhat faster due to it having less overhead. For larger systems, LADF benefits from performing fewer near-field integrals, as well as a much reduced cost for inversion. To compare the two in a balanced way, we have multiplied the per-iteration cost by 10, to simulate a typical SCF calculation ͑although SCF calculations can take many more iterations͒. C 168 H 106 has been omitted from the comparison because the optimized Cholesky decomposition failed, due to near-zero eigenvalues. Linear systems benefit much more from LADF, since inversion is a much greater percentage of the cost. For the three-dimensional diamond chunks, the cost of DF inversion was comparable to the cost of the extra LADF fitting integrals, though eventually inversion would dominate.
VI. CONCLUSIONS
We have updated the RI/DF procedure to use CFMM, which makes the interaction step of DF linear scaling. Furthermore, we demonstrated that using the J-engine offers significant speedups insofar as DF no longer requires two complete computations of near-field integrals. Finally, we have shown that the DF procedure can be modified to be linear scaling, while retaining acceptable accuracy ͑error is increased marginally over DF for carbon systems͒. With our linear scaling algorithm, the time required to compute fitting coefficients scales linearly with system size and is negligible compared with the overall cost of a SCF iteration. The linear scaling fit is achieved using a "bump function," which sets the contribution of a far-away fitting function to zero so that it may not be considered in the fit of a local piece of the density. These results demonstrate that the known advantages of auxiliary basis methods for Coulomb builds in mediumsized molecules can be extended to very large systems.
TABLE XI. A breakdown of the steps of DF and LADF Coulomb calculations on graphite sheets. Steps labeled "Fitting" indicate matrix multiplication using the auxiliary basis interaction inverse, not calculation of the inverse. The normal basis set used is SVP, and the auxiliary basis set is the universal fitting basis. 
