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Abstract. How and why may an interacting system of many particles be described
assuming that all particles are independent and identically distributed ? This ques-
tion is at least as old as statistical mechanics itself. Its quantum version has been
rejuvenated by the birth of cold atoms physics. In particular the experimental cre-
ation of Bose-Einstein condensates directly asks the following variant: why and how
can a large assembly of very cold interacting bosons (quantum particles deprived of
the Pauli exclusion principle) all populate the same quantum state ?
In this text I review the various mathematical techniques allowing to prove that
the lowest energy state of a bosonic system forms, in a reasonable macroscopic limit
of large particle number, a Bose-Einstein condensate. This means that indeed in
the relevant limit all particles approximately behave as if independent and identically
distributed, according to a law determined by minimizing a non-linear Schro¨dinger en-
ergy functional. This is a particular instance of the justification of the mean-field ap-
proximation in statistical mechanics, starting from the basic many-body Schro¨dinger
Hamiltonian.
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CHAPTER 1
Aims and scope
This introductory chapter is perhaps long. Readers already acquainted with quan-
tum statistical mechanics will probably want to skip to Section 1.4 after glancing at
Section 1.1, and very briefly at Sections 1.2 and 1.3 to get familiar with the notation1
I use. The first three sections are intended as a very basic introduction to newcomers
in the field.
1.1. Introduction
We start with the basic mathematical description of N non-relativistic
d−dimensional quantum particles in a scalar (electric-like) potential V : Rd 7→ R and a
gauge (magnetic-like) vector potential A : Rd 7→ Rd, interacting via a pair-interaction
potential w : Rd 7→ R. It is done via the action of the N -body Schro¨dinger operator
HN :=
N∑
j=1
(−i∇xj +A(xj))2 + V (xj) + ∑
1≤i<j≤N
w(xi − xj) (1.1)
on the space of quantum wave-functions L2(RdN ,C). The coordinates of theN -particles
in the Euclidean space are the vectors x1, . . . ,xN and the units are such that ~ = e =
c = 2m = 1 (reduced Planck constant, elementary charge, speed of light, twice the
mass, all set equal to 1). Spin is ignored as irrelevant for most of the topics discussed
below.
Under standard suitable assumptions on A, V, w, the above operator is well-defined
and self-adjoint on some domain related to that of the N -body basic kinetic energy
operator (the Laplacian on RdN ). For physical reasons recalled below, one is in fact
interested in the action of HN
• either on L2asym(RdN ,C), the subspace of functions totally antisymmetric under
the exchange of the coordinates x1, . . . ,xN ,
• or on L2sym(RdN ,C), the subspace of functions totally symmetric under the
exchange of the coordinates x1, . . . ,xN .
The former option is relevant for fermions, i.e. quantum particles that obey the Pauli
exclusion principle (colloquially, “no more than one particle in a single quantum state”).
The latter option is appropriate for bosons, quantum particles subject to no such
exclusion rule.
1I have tried to make it so that the glance need only be very brief. Perhaps you will instead prefer
to jump to Section 1.4 immediately and go back as needed for notational issues.
5
6This review is solely concerned with the second case, that of bosons, and its main
message might be summarized as
Particles that may populate only a single quantum state
do populate a single quantum state.
This is a particular instance of the surprising efficiency of the mean-field approxi-
mation, wherein one assumes all particles to be independent and identically distributed
according to a common statistical law (which, roughly speaking is the classical equiv-
alent for “populate a single quantum state”).
Let me be a bit more precise regarding the meaning of the above bold statement.
Indeed, (as any statement so colloquially formulated) it must be taken with a few
grains of salt. First let us recall how exactly the action of HN specifies the physics of
a systems of spinless non-relativistic bosons. The state of the system is described by
a wave-function ΨN ∈ L2sym(RdN ,C) (or, perhaps, a statistical ensemble of such wave-
functions). For reasons of interpretation recalled below, ΨN must be L
2-normalized:∫
RdN
|ΨN |2 = 1. (1.2)
The dynamics is prescribed by the many-body Schro¨dinger equation
i∂tΨN(t) = HNΨN(t) (1.3)
that we supplement with a Cauchy datum ΨN(0). Consequently, the equilibrium states
are the eigenfunctions (or, again, statistical ensembles of such) of HN . Said differently,
equilibria are the critical points of the energy functional
EN [ΨN ] = 〈ΨN |HN |ΨN〉L2 (1.4)
under the mass constraint (1.2).
All these candidate wave-functions are in addition symmetric, i.e.2
ΨN(x1, . . . ,xN) = ΨN(xσ(1), . . . ,xσ(N)) (1.5)
for all permutation σ. Now, what is the simplest symmetric wave-function ? I think
we all agree it is of the form
ΨN(x1, . . . ,xN) = u
⊗N(x1, . . . ,xN) := u(x1) . . . u(xN) (1.6)
with u ∈ L2(Rd,C) a function of a single variable. The above represents a pure Bose-
Einstein condensate, with all particles in the quantum state u.
The surprising fact is that, in great generality, a large bosonic system (N → ∞)
will have a very strong tendency to prefer simple states of the form (1.6). This is
the phenomenon that is our main concern here. We shall limit ourselves to the case
of the most stable equilibria, called ground states, the minimizers of the energy func-
tional (1.4) under the unit mass constraint (1.2). Reviews of the dynamical pendant of
2An antisymmetric, fermionic, function, would have (−1)sgn(σ) multiplying the right-hand side,
with sgn(σ) the signature of a permutation.
7this theory (the manifold of states of the form (1.6) is approximately invariant under
the Schro¨dinger flow (1.3)) may be found e.g. in [24, 107, 241, 264].
The first grain of salt regarding our main statement is that it can be valid only
in special scaling limits of the many-body problem. In fact, what is required is a
N -dependent scaling of the interaction potential in the limit N → ∞. There are
several ways of achieving this, with a wide range of physical relevance and mathemat-
ical difficulty (unfortunately but unsurprisingly, the two aspects are rather positively
correlated). This review aims at a systematic exposition of the known means to give
mathematical flesh and rigor to the above vague bold statement, i.e. prove its validity
(or rather, that of its mathematically precise version) in the scaling limits just men-
tioned. These come in different types, and after introducing more background material
in the rest of this introductory chapter, three families of limits will be considered in
the next chapters.
I have tried to review the material in a pedagogical rather than chronological order.
As the reader will see, several methods exist to deal with the problem at hand, and
I have tried to be rather exhaustive in that regard. In particular, I have not limited
myself to the one or two only known methods that are able to obtain the full results
we aim at in the most general/difficult case. This is to avoid having to “kill a fly with
an atomic bomb”, as one colleague would put it. There is thus a gradual build-up in
mathematical sophistication in the following, and at each stage I try to be exhaustive
as to what exactly each method can achieve, and in which circumstances. Throughout
the text I give mathematically precise statements of most lemmas and theorems that
serve as our main tools, but, for want of space and time, I refer to the literature for
most proofs.
1.2. Basic quantum statistical mechanics
Our focus shall be on many-body quantum mechanics. A lucid exposition of this
topic usually starts from one-body classical mechanics.
One classical particle. To know the state of this simplest of systems we need specify
a position x ∈ Rd and a momentum p ∈ Rd. The energy of the particle is then given
by a Hamilton function H(x,p) from the phase-space Rd×Rd to R. In non-relativistic
classical mechanics (with mass m = 1/2) this is given as
H(x,p) = |p|2 + V (x) (1.7)
where the first term is the kinetic energy and V : Rd 7→ R an external potential.
The dynamics is given by Newton’s equations (here in Hamiltonian form){
∂tx = ∇pH(x,p) = 2p
∂tp = −∇xH(x,p) = −∇V (x).
The zero-temperature equilibria are the minima of the Hamilton function H(x,p).
They are not particularly exciting, being specified by p = 0 and x being a minimum
point of V . This changes when one moves to quantum mechanics.
8A bit of vocabulary is in order to introduce the sequel. We shall call observables the
functions (say continuous and bounded) on the phase-space Rd×Rd. They correspond
to all quantities that could in principle be measured. The state of a system is then a
recipe to input an observable and output a number, ensuring that the process is linear3.
In other words, the state of a system is a probability measure µ on Rd×Rd. Given an
observable f we interpret the number∫
f(x,p)dµ(x,p) (1.8)
as the expected value of the quantity modeled by f , if the state of the system is
described (probabilistically) by µ. Note that the latter could be a Dirac measure at
some point x,p, in which case the result of measurements is deterministic.
The most noteworthy point for the sequel is that the algebra of classical observables
is a commutative one, that of bounded functions from Rd × Rd to R.
One quantum particle. Let us a make a long story short: quantization is the art of
introducing a constraint as to the possible values of the position and the momentum
of a particle. In hindsight (this is the content of the Gelfand-Naimark-Segal theorem),
one can realize that any modification of the previous classical set-up that preserves
commutativity of observables leads to a description equivalent to classical mechanics.
Therefore we need to introduce some non-commutativity if we want to make some
progress.
What could the simplest form of non-commutativity be ? Perhaps we want to start
from the observables xj , pj (j-th coordinates of x and p, j = 1 . . . d) and construct
them as operators on some suitable space satisfying
[xj , pj] = xjpj − pjxj = i~. (1.9)
We demand the simplest possible form of non-commutativity: the commutator is a
constant (purely imaginary for latter convenience, and proportional to a number called
~, soon to be set equal to 1). This is the Heisenberg uncertainty principle which, as we
will see, prevents one from knowing exactly the position and momentum of a particle
at the same time.
The connection with the formalism quickly described in the introductory paragraph
is as follows. Suppose4 we brutally decide that the state of the system is described by a
function ψ : Rd 7→ C. Suppose we decide that xj acts on ψ(x) via multiplication by the
first coordinate of the argument x, that pj acts on ψ(x) by multiplication in the Fourier
domain by the first coordinate of p, the dual variable of x. Then it is equivalent to
demand that pj acts as −i∂xj and we have constructed operators satisfying our simplest
non-commutative requirement (1.9).
3Certainly we want that the measurement of A+B is the measurement of A plus the measurement
of B.
4Pretending we are unaware of the actual slow maturation of these ideas through the history of
physics ...
9This crash-course on quantization is of course rather short, but I hope it motivates
the following choices. Our quantum phase-space for one particle shall be the Hilbert
space L2(Rd,C). Square-integrability is demanded because we want to interpret |ψ(x)|2
as the probability density of our particle in position-space and |ψ̂(p)|2 as its probability
density5 in momentum space. This implies that functions of x or p can be given a
natural meaning as observables: the expected value of f(x) (respectively, f(p)) in the
state ψ is, in similarity with (1.8), given by∫
Rd
f(x)|ψ(x)|2dx, (1.10)
respectively ∫
Rd
f(p)
∣∣∣ψ̂(p)∣∣∣2 dp. (1.11)
Here we see that (1.9) has lead us to the fact that one cannot specify with certainty
both the position and the momentum of a quantum particle: this would demand that
both |ψ|2 and |ψ̂|2 are (close to) Dirac masses, a notorious impossibility. The Sobolev
inequality is a convenient way to quantify this.
Now, applying the above recipes (1.10)-(1.11), we can bluntly replace x,p by the
corresponding (vector-valued) multiplications in (1.7) to turn H(x,p) to an operator
acting on L2(Rd,C)
H = −∆x + V (x)
where the Laplacian is identified with the multiplication by |p|2 on the Fourier side
and V (x) acts as multiplication. The expected value of the energy in the state ψ is
then
〈ψ|H|ψ〉L2 =
∫
Rd
|p|2
∣∣∣ψ̂(p)∣∣∣2 dp+ ∫
Rd
V (x)|ψ(x)|2dx
=
∫
Rd
(|∇ψ(x)|2 + V (x)|ψ(x)|2) dx.
As dynamics it is natural to take the Hamiltonian flow associated with H , namely the
Schro¨dinger equation
i∂tψ = Hψ.
There can now be plenty of stationary states: all the eigenfunctions of H , and we shall
be particularly interested in those achieving the lowest possible eigenvalue.
Mixed states. It will be useful to allow some statistical uncertainty on the state of a
particle. In classical mechanics this is achieved by identifying a pure state, i.e. a point
x,p in the phase-space, to the corresponding Dirac mass, and then to take the convex
envelope (all statistical superpositions) of such, obtaining of course all probability
measures as state space. Slightly more abstractly, the phase space is Rd × Rd, the
observables are continuous bounded functions thereon. The state space is the dual
5With ψ̂ the Fourier transform, normalized so as to be a L2-isometry.
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thereof, the set of probability measures. This convex set contains all mixed states, and
its extreme points6, the Dirac masses, are the pure states.
In quantum mechanics we shall identify a pure state, i.e. a wave-function ψ ∈
L2(Rd,C) with the corresponding orthogonal projector, denoted |ψ〉〈ψ|. Then we may
form statistical (meaning convex) combinations thereof, obtaining (by the spectral
theorem) all positive trace-class operators on L2(Rd,C) with trace 1.
Another way of saying this is that the phase-space is now L2(Rd,C), the observables
bounded operators thereon. There is a twist in that we do not consider as state-space
the full dual of the bounded operators, but restrict7 this to the trace-class [256, 240].
This is because we want the extreme points of the space of mixed states to be precisely
the pure states, i.e. rank-one orthogonal projections.
Many classical particles. For a system of N classical particles the generalization is
straightforward. The phase-space becomes RdN ×RdN , the observable space C0(RdN ×
RdN), the state space P(RdN × RdN ). A prototype Hamilton function is
HN(XN ;PN) =
N∑
j=1
(|pj |2 + V (xj))+ ∑
1≤i<j≤N
w(xi − xj) (1.12)
with the notation XN = (x1, . . . ,xN),PN = (p1, . . . ,pN) and we have introduced a
pair interaction potential. Newton’s equations take the form{
∂txj = 2pj
∂tpj = −∇xjHN(XN ;PN)
and they specify the evolution of pure states identified with points of the phase space.
More generally one might be interested in the evolution of mixed states µN ∈ P(RdN×
RdN), given by the push-forward along the trajectories of Newton’s equations. Zero-
temperature equilibria can become much less trivial to describe, because we are now
looking for the minimal points of
XN 7→
N∑
j=1
V (xj) +
∑
1≤i<j≤N
w(xi − xj).
Something of importance is that we always choose HN to be symmetric under the
exchange of particle labels:
HN (x1, . . . ,xN ;p1, . . . ,pN) = HN
(
xσ(1), . . . ,xσ(N);pσ(1), . . . ,pσ(N)
)
for any permutation σ. This is because we are thinking of identical particles, that
must be indistinguishable. Accordingly, any reasonable equilibrium state of HN will
be a probability measure symmetric under particle-labels exchanges. Time-evolution
also preserves this symmetry condition. Thus we are ultimately only interested in
6Those one cannot write as non-trivial convex superpositions.
7For an infinite-dimensional Hilbert space, the dual of the bounded operators acting on it strictly
includes the trace-class.
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states invariant under particle exchanges: probability measures over the phase space
satisfying
µN (x1, . . . ,xN ;p1, . . . ,pN) = µN
(
xσ(1), . . . ,xσ(N);pσ(1), . . . ,pσ(N)
)
(1.13)
for any permutation σ.
Many quantum particles. The phase-space now becomes L2(RdN ) and accordingly
the observables (respectively states) are bounded self-adjoint operators (respectively
positive trace-class operators) acting thereon. Thus a pure state is a wave-function
ΨN ∈ L2(RdN ) identified with the corresponding orthogonal projector |ΨN〉〈ΨN |. A
mixed state is a positive trace-class operator ΓN with trace 1 that we see (via the
spectral theorem) as a statistical superposition of pure states
ΓN =
∞∑
j=1
λN,j|ΨN,j〉〈ΨN,j|
with (ΨN,j)j an orthonormal basis of L
2(RdN ) and λN,j positive numbers adding to 1.
We obtain a quantum Hamiltonian from (1.12) as previously
HN =
N∑
j=1
(−∆xj + V (xj))+ ∑
1≤i<j≤N
w(xi − xj). (1.14)
This specifies an energy,
EN [ΨN ] = 〈ΨN |HN |ΨN〉
for a pure state, and
EN [ΓN ] = Tr (HNΓN )
for a mixed state. The time-evolution is the many-body Schro¨dinger flow
i∂tΨN = HNΨN
for a pure state, and the von Neumann equation
i∂tΓN = [HN ,ΓN ]
for a mixed state, with [A,B] = AB − BA the commutator of two operators A and
B. Equilibrium states of this evolution shall be our chief concern in this review, in
particular energy minimizers (under L2 unit mass constraint).
Many bosons. In quantum mechanics there is a twist as to how we implement indis-
tinguishability of particles. Certainly, in accordance with (1.13) and the interpretation
of |ΨN |2, |Ψ̂N |2 as probability densities in position/momentum space, we would like to
have
|ΨN (x1, . . . ,xN )|2 =
∣∣ΨN (xσ(1), . . . ,xσ(N))∣∣2∣∣∣Ψ̂N (p1, . . . ,pN)∣∣∣2 = ∣∣∣Ψ̂N (pσ(1), . . . ,pσ(N))∣∣∣2 . (1.15)
For various reasons we shall not delve into, this is not a sufficient requirement. As indi-
cated previously, we want to restrict further to fully symmetric or fully antisymmetric
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wave-functions. A possible rationale for this is that these seem the most simple choices
guaranteeing (1.15). One can further argue that, denoting Uσ the unitary operator
permuting particle labels according to σ,
(UσΨN) (x1, . . . ,xN) = ΨN
(
xσ(1), . . . ,xσ(N)
)
, (1.16)
any reasonable operator of the form (1.14) will commute with Uσ for any σ. The
Hamiltonian thus has a joint eigenbasis with all the Uσ. The eigenvalues of the latter are
1 and (−1)sgn(σ) and it perhaps makes sense to restrict our attention to eigenfunctions
of HN that correspond to either eigenvalue 1 for all σ or eigenvalue (−1)sgn(σ) for all σ.
This means we consider the action of HN only on fully symmetric functions
ΨN(x1, . . . ,xN) = ΨN(xσ(1), . . . ,xσ(N)), ∀σ (1.17)
or on fully antisymmetric functions
ΨN(x1, . . . ,xN) = (−1)sgn(σ)ΨN(xσ(1), . . . ,xσ(N)), ∀σ. (1.18)
This dichotomy reflects the empirically observed division of fundamental particles in
two types, bosons and fermions.
From now on we always restrict to Case (1.17). This means our many-body Hilbert
space is actually
HN :=
N⊗
sym
L2(Rd) ≃ L2sym(RdN).
Observables are always assumed to act on this space, which is legitimate because even if
extended to the full L2(RdN) they commute with the unitaries Uσ. States are positive
trace-class operators with trace 1 acting on HN . Note that a state ΓN on the full
L2(RdN ) preserves HN (i.e. is bosonic) if it satisfies
UσΓN = ΓNUσ = ΓN (1.19)
for all permutation σ. A weaker notion of indistinguishability, closer to what is de-
manded (1.13) for classical particles (“boltzons”) would be
UσΓNU
∗
σ = ΓN . (1.20)
Reduced density matrices. The full state ΓN (or the full wave-function ΨN) in
fact contains too much information. It is often convenient/necessary to forget some
of this information to make rigorous statements. In classical mechanics we can form
the marginal densities of a state µN , i.e. integrate out some of the degrees of freedom.
The k-particle reduced density, given by
µ
(k)
N (x1, . . . ,xk;p1, . . . ,pk)
=
∫
R2d(N−k)
µ (x1, . . . ,xk,xk+1, . . . ,xN ;p1, . . . ,pk,pk+1, . . .pN ) dxk+1 . . .dxNdpk+1 . . . dpN ,
contains all the information we need to describe what a typical k-tuple of particles does.
Usually, it is sufficient to retain this information only for small values of k (compared
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to N). This is all we need and hope to record. Observe that µ
(k)
N is obtained from µN
by testing against observables that depend only on 2k coordinates. Let us generalize
this to the quantum case.
Given a state (aka, density matrix) ΓN on HN (ΓN = |ΨN〉〈ΨN | in case we are
actually thinking of a wave-function ΨN) we define its k-particles reduced density matrix
Γ
(k)
N , a positive trace-class operator on Hk by demanding that
TrHk
(
AkΓ
(k)
N
)
=
(
N
k
)
TrHk
(
Ak ⊗ 1⊗(N−k)ΓN
)
(1.21)
for every bounded operator Ak on Hk. Here Ak ⊗ 1⊗(N−k) acts as Ak on the first k
coordinates and trivially on the N − k others (the choice of which particles are “first”
and which are “others” is irrelevant because we always consider states satisfying (1.20)).
The combinatorial factor
(
N
k
)
is there for normalization reasons: it is natural to have
the trace of Γ
(k)
N equal to the number of k-tuples of particles.
What we have just defined is in fact the partial trace
Γ
(k)
N =
(
N
k
)
Trk+1→N (ΓN ) (1.22)
where again the choice of which N − k degrees of freedom to trace upon is irrelevant.
We could also identify ΓN with its integral kernel [222, Section VI.6]
ΓNΨN(XN) =
∫
RdN
ΓN (XN ;YN)ΨN(YN)dYN ,
i.e., for a pure state ΓN = |ΨN〉〈ΨN |,
ΓN(XN ;YN) = ΨN(XN)ΨN(YN).
Then the integral kernel of Γ
(k)
N is obtained as
Γ
(k)
N (Xk;Yk) =
(
N
k
)∫
Rd(N−k)
ΓN (Xk,ZN−k;Yk,ZN−k) dZN−k.
Observe, as a first use of reduced density matrices, that the energies we are interested
in depend only on the second density matrix. With HN as in (1.14),
〈ΨN |HN |ΨN〉L2 = TrH
(
(−∆+ V ) Γ(1)N
)
+ TrH2
(
w(x− y)Γ(2)N
)
.
1.3. Second quantized formalism
It will often be useful in this review to use the second quantization formalism,
by which we mean introduce creation and annihilation operators. We will not use it
throughout the text, so some hasty readers8 might skip this section for now. A word of
warning though: physicists learn this formalism in kindergarten, and it is tremendously
8And those who are already familiarized, of course.
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useful. I would urge less hasty readers to take the occasion of them being reading this
text anyway to get acquainted with these notions.
Fock space. Recall we consider only the case of bosons in this review, but fermions
are treated very similarly. It is convenient to gather all N -particle spaces under one
roof, the bosonic Fock space
F = F(H) := C⊕ H⊕ H2 ⊕ . . .⊕ HN ⊕ . . . (1.23)
We shall call grand-canonical state (by opposition to canonical, N -particle, states en-
countered previously) a positive trace-class operator on F with trace 1. We shall only
be interested in “diagonal states” of the form
Γ = Γ0 ⊕ Γ1 ⊕ . . .⊕ ΓN ⊕ . . .
with
∞∑
n=0
TrHn Γn = 1.
A N -particle state is recovered if all the Γn are 0 except ΓN . If that is not the case we
interpret the particle number as a genuine observable/operator
N =
∞⊕
n=0
n1Hn (1.24)
whose expectation value in a state Γ is
Tr (NΓ) =
∞∑
n=0
nTrHn Γn.
Reduced density matrices, again. Given a k-particle observable Ak acting on Hk
we can lift it to Fock space in the natural way
Ak :=
∞⊕
n=k
∑
1≤i1<...<ik≤n
Ai1,...,ik
where Ai1,...,ik denotes Ak acting on variables i1, . . . , ik of a n-particle wave-function.
Then, we define the k-particle reduced density matrix of a grand-canonical state Γ by
setting
TrHk
(
AkΓ
(k)
)
= TrF (AkΓ) . (1.25)
For a diagonal state we have
Γ(k) =
∑
n≥k
Γ(k)n =
∑
n≥k
(
n
k
)
Trk+1→n (Γn) .
where the reduced density matrix Γ
(k)
n of a n-particle state is defined as in the previous
section (1.22).
15
Creation and annihilation operators. Given a one-body wave-function u ∈ L2(Rd)
we define the associated annihilation operator a(u) acting on the Fock space as specified
by
(a(u)ψn) (x1, . . . ,xn−1) :=
√
n
∫
Rd
u(x)ψn(x,x1, . . . ,xn−1)dx.
Here ψn is a n-particles bosonic wave-function, and the action is extended by linearity
to the whole Fock space. The formal adjoint a†(u) of a(u) is the creation operator(
a†(u)ψn
)
(x1, . . . ,xn+1) :=
1√
n+ 1
n+1∑
j=1
u(xj)ψn (x1, . . . , xj−1, xj+1, . . . , xn) .
Note that a(u) sends the n-particles sector of Fock space to the (n−1)-particles sector,
while a†(u) sends the n-particles sector to to the (n + 1)-particles sector, whence the
names annihilation and creation operators.
The main thing to remember about these operators, and basically the only one
used in practice to calculate with them is that they satisfy the canonical commutation
relations (CCR). Namely, let u, v ∈ L2(Rd), then
[a(u), a(v)] = [a†(u), a†(v)] = 0, [a(u), a†(v)] = 〈u|v〉L2. (1.26)
It is sometimes convenient to consider operators ax, a
†
x, annihilating/creating a
particle at a point x ∈ Rd rather than in a state u ∈ L2(Rd). These operator-valued
distributions are defined by requiring that, for all u ∈ L2(Rd),
a(u) =
∫
u(x)axdx, a
†(u) =
∫
u(x)a†xdx.
The CCR now takes the form
[ax, ay] = [a
†
x, a
†
y] = 0, [ax, a
†
y] = δ(x− y) (1.27)
with δ the Dirac mass at the origin.
Relation with Hamiltonians. Consider extending (1.14) to the Fock space in the
natural way
H =
∞⊕
n=0
Hn.
There is a very useful expression for H (or any other reasonable operator on the Fock
space) in terms of annihilation and creation operators: Let (uj)j∈N be an orthonormal
basis of L2(Rd). Then
H =
∑
j,k
〈uj| −∆+ V |uk〉L2(Rd)a†(uj)a(uk)
+
1
2
∑
i,j,k,ℓ
〈ui ⊗ uj|w(x− y)|uk ⊗ uℓ〉L2(R2d) a†(ui)a†(uj)a(uk)a(uℓ). (1.28)
16
Observe that a one-particle operator corresponds to a quadratic operator in cre-
ation/annihilation operators while a two-particle operator corresponds to a quartic
one.
Using ax, a
†
x instead we also have
H =
∫
Rd
a†x (−∆x + V (x)) axdx+
1
2
∫∫
Rd×Rd
w(x− y)a†xa†yaxaydxdy. (1.29)
Relation with density matrices. For any state Γ over the bosonic Fock space (in
particular any N -particle state living on only one sector), its reduced density matrices
can be characterized by〈
v1 ⊗sym . . .⊗sym vk|Γ(k)|u1 ⊗sym . . .⊗sym uk
〉
L2
= TrF
(
a†(u1) . . . a
†(uk)a(v1) . . . a(vk)Γ
)
.
(1.30)
Alternatively, Γ(k) being a k-particle trace-class operator, we can identify it with an
integral kernel which satisfies
Γ(k) (x1, . . . ,xk;y1, . . . ,yk) = TrF
(
a†y1 . . . a
†
yk
ax1 . . . aykΓ
)
.
1.4. Mean-field approximation and scaling limits
We can now return to the main theme of the review. We consider the general
many-body Schro¨dinger operator
HN :=
N∑
j=1
(−i∇xj +A(xj))2 + V (xj) + ∑
1≤i<j≤N
wN(xi − xj), (1.31)
re-introducing the vector potential A of an external magnetic field B = curlA. Note
that the interaction potential got decorated with a N to indicate that it will soon be
chosen N -dependent for reasons we shall explain. We could change the kinetic energy
operator (−i∇x +A(x))2 to something pseudo-relativistic, but we refrain from doing
so. The above operator essentially includes all the possible types of difficulty one might
encounter when dealing with mean-field limits. We shall mainly work variationally by
considering the energy functional
EN [ΨN ] = 〈ΨN |HN |ΨN〉L2 . (1.32)
Bosonic ground states. We focus on the action of HN on the bosonic space (we
often denote H = L2(Rd) our basic one-particle Hilbert space)
HN = H = L
2
sym(R
dN ,C)
and consider the ground state energy
E(N) = inf
{
〈ΨN |HN |ΨN〉, ΨN ∈ HN ,
∫
RdN
|ΨN |2 = 1
}
, (1.33)
implicitly assuming the Hamiltonian is bounded from below so that the infimum exists.
Of course E(N) is the bottom of the spectrum of HN . Most of the time we will consider
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the case where E(N) is actually a minimum, thus the lowest eigenvalue of HN , and
we will study the associated minimizer(s)/eigenfunction(s) ΨN . When there is no
minimizer or when the method allows it, we will also consider sequences of quasi-
minimizers satisfying
〈ΨN |HN |ΨN〉 ≤ E(N)(1 + o(1))
in the limit N → ∞. Our main goal is to argue that, for large N , minimizers or
quasi-minimizers can be looked for/approximated in the form
ΨN(x1, . . . ,xN) = u
⊗N(x1, . . . ,xN) := u(x1) . . . u(xN) (1.34)
when N →∞. Ansatz (1.34) is the quantum analogue of independent and identically
distributed (iid) particles.
Scaling limits. Of course there is no reason to believe that the ground state of any
large bosonic system should factorize, even in the large N limit. Certainly, many types
of correlations can occur. What is however true, is that for weakly interacting systems,
the ground state essentially always factorize. Here “weakly interacting” is not meant in
a perturbative fashion: it is in fact sufficient that one-particle energies and interaction
energies be of the same order of magnitude, i.e. that the two sums in (1.31) weigh
roughly the same in the limit. Since there are N terms in the first sum (one-particle
energy) and ∼ N(N−1)
2
terms in the second sum (interactions), we have to assume some
N -dependence of wN to achieve that.
We shall always take as fixed reference length scale that of the one-particle
Schro¨dinger operator (−i∇x +A(x))2 + V . Think of the particles living in a fixed
box if you wish, although we typically prefer V to be a soft confinement. There are
then N particles in a fixed volume9 and (because they do not satisfy any exclusion
principle), the total one-body energy scales like N . We would like the total interaction
energy to do the same, which requires something of the sort
N × (Range of interactions)d × (Strength of interactions) ∼
N→∞
1 (1.35)
for the first two terms yield the number of particles a given one typically interacts with.
Thus we think of wN as being of the form
wN(x) = λNw
(
x
LN
)
where w is a fixed potential and λN , LN (energy and length scales of the interaction)
are chosen to depend on N in such a way that (1.35) holds. It is by now traditional to
guarantee this by picking a fixed non-negative number β and setting
LN = N
−β, λN = N
dβ−1,
thus (the choice of dividing by N − 1 instead of N is for notational convenience later)
wN(x) =
1
N − 1N
dβw
(
Nβx
)
=
1
N − 1wN,β(x). (1.36)
9In particular, we do not work in the thermodynamic limit of large volume/fixed density. Sue me.
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Tuning β gives some freedom as to the physics we are describing, as we know explain.
Mean-field limits. Let us start with the simplest case β = 0. The range of the
interaction is then comparable to the extension of the full system, so each particle
interacts with essentially all the others. To make the interaction energy per particle
finite we brutally divide the interaction potential by N . This is perhaps the most
sensible thing to do mathematically if we think of long range forces, say electrostatic-
gravitational. In this situation we really expect some statistical averaging to take place,
in the spirit of the law of large numbers.
Actually, the physics is not much different for β < 1/d: the range of the interaction
can be much smaller than the full system size, but it stays much larger than the
typical inter-particle distance N−1/d. To fulfill (1.35) the interaction strength stays
small, λN → 0 in the N → ∞ limit, so that each particle interacts weakly with many
others at a time.
One can think of the case 0 < β < 1/d as a β = 0 case but with w (formally !)
replaced by a Dirac mass (∫
Rd
w
)
δ0 (1.37)
at the origin, leading to local interactions in the limit even though they are fairly
long-range in the original system.
Dilute limits. When β crosses the fatidic 1/d threshold upwards, one enters a rather
different physical regime. We now have that the range of the interactions is much
smaller than the typical inter-particle distance LN ≪ N−1/d, but the strength of the
interaction becomes large λN ≫ 1: each particle interacts with very few particles at
a time, but very strongly. It is less intuitive now that the system should stay weakly
correlated in such a situation, but it in fact does as long as β is not too large.
In fact, for
1/d < β <
{
+∞ if d = 1, 2
1 if d = 3
(1.38)
one hardly notices any difference in the asymptotics of the bosonic many-body problem
as compared with the mean-field regime: we end up again with an effective poten-
tial (1.37). This is a rather remarkable fact when one thinks of the rather different
physical situations involved. As we shall see, even if statements look very similar, one
does notice a difference when it comes to proofs. The dilute case is much more difficult
than the mean-field case, which is only fair from an analysis standpoint: the interaction
is much more singular.
Gross-Pitaevskii limit. The most challenging analysis questions arise when we leave
the dilute regime (1.38) upwards. We shall only discuss this in 3D. In 2D one would
need to make the scaling of the interaction potential depend exponentially on N . In
1D there is probably no equivalent of the regime we shall now discuss.
Thus we focus on the case β = 1 in 3D. What is special with this ? To answer
we need to introduce the scattering length aw of an interaction potential w. It can be
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characterized as
4πaw = inf
{∫
R3
|∇f |2 + 1
2
w|f |2, f(x) →
|x|→∞
1
}
. (1.39)
One should think of the above problem as giving the minimal energy of a pair of parti-
cles interacting locally via the potential w (locally because of the boundary condition
we require). The wave-function f corresponds to the relative motion of the particles
(the center of mass coordinate is removed). Going back to (1.35) we see by scaling that
if β = 1, d = 3
awN = N
−1aw <
1
4πN
∫
w
where the upper bound is obtained by using the trial state f ≡ 1 in (1.39). On the
other hand, if β < 1
awN ∼ N−1
∫
w.
In full generality, one should always take the scattering length into account to model
interactions when β > 0, but this affects the leading order in the large N limit only if
β = 1. See Section 5.1 for more details.
It is better appreciated why the above is a length by introducing the zero-energy
scattering solution fw, i.e. the solution of the variational problem (1.39). It solves
−∆fw + 1
2
wfw = 0 in R
3, fw(x) →
|x|→∞
1 (1.40)
and behaves, for large |x|, as
fw(x) = 1− aw|x|(1 + o(1)).
Following the early works of Gross and Pitaevskii [115, 217], in most situations
of interest to the dilute Bose gas one should replace wN  8πawNδ0 and, perhaps,
only then take the limit N → ∞. In other words, the interaction potential obtained
when taking first the limit of short-range interactions has the scattering length as its
parameter. This limit does not make a lot of sense mathematically, because delta (or
point) interactions are hard to define (see [59, 60, 64, 69] and references therein for
works in this direction). The Gross-Pitaevskii limit N → ∞, β = 1 yields the same
final result as one would get if one could take first the range of the interactions to
0, and then only N → ∞. This is the way physicists usually think of the mean-field
approximation in a dilute gas.
The main difference with the cases discussed before is that the effective potential
obtained in the limit is indeed
8πawδ0 (1.41)
instead of (1.37). The difficulty is that this is an effect of short-range correlations
between the particles, so that one has to go beyond the iid ansatz (1.34) in this regime.
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1.5. Non-linear Schro¨dinger functionals
Let us now turn to the limit objects we shall derive in the large N limit. Es-
sentially they are obtained by inserting the ansatz (1.34) in the many-body energy
functional (1.32) and computing what one gets for large N . There is a significant twist
however as regards the Gross-Pitaevskii limit.
Pure mean-field case, β = 0 in (1.35). We simply insert (1.34) in (1.32). Modulo
approximating
(
N
2
)
by N2/2 we then get
EN [ΨN ] = NEH[u] +O(1)
with the non-local Hartree energy functional
EH[u] =
∫
Rd
|(−i∇ +A)u|2 + V |u|2 + 1
2
∫∫
Rd×Rd
|u(x)|2w(x− y)|u(y)|2dxdy.
Under standard assumptions on the data A, V, w there exist minimizers for the ground
state energy
EH := inf
{
EH[u],
∫
Rd
|u|2 = 1
}
.
We denote one such minimizer by uH and by MH the set of all minimizers. Non
uniqueness occurs [15, 116, 244, 67, 66] typically for non-zero A and/or attractive
interaction w. We do not insist on the required conditions on A, V, w, for they are
anyway implied by what we need to assume for the many-body problem to make sense.
We shall mostly focus on the case of trapping external potentials
V (x) −→
|x|→∞
∞ (1.42)
in which case the direct method in the calculus of variations leads straightforwardly to
existence of minimizers. Sometimes we make more specific assumptions to control the
growth of V at infinity
V (x) ≥ cs|x|s − Cs (1.43)
for some s > 0 and constant cs, Cs > 0. In case V does not grow at infinity (non-trapped
case), existence of minimizers is a more subtle matter and requires concentration-
compactness techniques. This case shall concern us only in Section 3.1.3.
Non-linear Schro¨dinger case, β > 0 in (1.35). As discussed above, there is a clear
distinction between the regimes β < 1/d and β > 1/d. It however does not show
up in the form of the limiting functional, as long as β satisfies (1.38). As previously,
inserting (1.34) in (1.32) leads to the, now N -dependent, functional∫
Rd
|(−i∇ +A)u|2+V |u|2+ N
dβ
2
∫∫
Rd×Rd
|u(x)|2w (Nβ (x− y)) |u(y)|2dxdy. (1.44)
Since of course
Ndβw
(
Nβ
)
⇀
N→∞
(∫
w
)
δ0
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as distributions, the sensible thing to do is to replace, in the large N limit, the above
functional by a local version. For shortness we denote
bw :=
∫
Rd
w. (1.45)
The non-linear Schro¨dinger functional is then
Enls[u] :=
∫
Rd
|(−i∇ +A)u|2 + V |u|2 + bw
2
∫
Rd
|u(x)|4dx.
There is now some discussion to be had as to whether the above is bounded below.
Contrarily to the pure mean-field case, this is not implied by the N -body problem
being well-defined for fixed N .
In the non-linear Schro¨dinger case we shall always assume (1.42). Then the infimum
Enls := inf
{
Enls[u],
∫
Rd
|u|2 = 1
}
exists and is attained by minimizers unls forming the setMnls if one makes the following
Assumption 1.1 (Stability of NLS energy).
Let w be the unscaled potential w in (1.36) and bw its integral. We assume:
• In 1D, nothing particular.
• In 2D, bw not to be too negative. We demand
bw > −a∗
where a∗ is the best constant in the Gagliardo-Nirenberg inequality
a∗
2
∫
R2
|u|4 ≤
(∫
R2
|u|2
)(∫
R2
|∇u|2
)
. (1.46)
• In 3D, that bw be non-negative bw ≥ 0.
These constraints are imposed by the respective scalings of the interaction
∫ |u|4
and kinetic energy
∫ |∇u|2 terms under mass-preserving change of functions
u(x) 7→ 1
λd/2
u
(x
λ
)
.
The enemy is indeed mass-concentration of a minimizing sequence at some point un-
der the influence of attractive interactions (λ → 0 schematically). Under the above
assumptions, such a scenario is always prevented by the coercive kinetic energy, for it
would lead to the energy being +∞.
Gross-Pitaevskii case, β = 1 in (1.35). We discuss this case only in 3D, in lower
dimensions it would require a different scaling of the interactions. The limit object is
a NLS functional as above, but with a different coupling constant. Of course that does
not change the mathematical properties of the limit, or the existence theory for its
minimizers. It does however change tremendously the derivation from the many-body
problem and we thus prefer to use a different notation to avoid confusions.
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Let thus EGP, uGP,MGP respectively be the minimum, a minimizer, and the set
of minimizers (all this under unit mass constraint of course) of the Gross-Pitaevskii
functional
EGP[u] =
∫
R3
|(−i∇ +A)u|2 + V |u|2 + 4πaw
∫
R3
|u(x)|4dx. (1.47)
where aw is the scattering length (1.39) of the fixed potential w appearing in (1.35).
We assume it is non-negative to ensure boundedness from below of the energy.
Observe that (1.39) ensures that
4πaw <
bw
2
by taking the trial state f ≡ 1 in the variational principle and observing this may not be
an exact minimizer (as per (1.40)). Thus for β = 1 the energy is lower than one might
expect from the arguments discussed above, leading to the NLS functional. This comes
about because short-range correlations must be inserted on top of the ansatz (1.34).
We will be more precise later in this text, but, roughly speaking, the idea behind
the emergence of the Gross-Pitaevskii functional is that the ground state of the system
actually looks like
ΨN(x1, . . . ,xN) ≈ cN
N∏
j=1
u(xj)
∏
1≤i<j≤N
fwN (xi − xj) (1.48)
with fwN the solution of (1.39)-(1.40) for the potential (1.35) and cN a normalization
constant. The extra pair correlations in the second factor are responsible for the
reduction of the effective coupling constant. Note that for β < 1 we have
8πawN −→
N→∞
bw =
∫
w
so that the effect of pair correlations in (1.48) is not seen at leading order.
1.6. Main theorem
We are now ready to state a “meta-theorem” embodying the kind of results the
material reviewed herein aims at proving. In the rest of the review we will decline
it in several avatars. As we shall see, only a handful of methods allow to prove the
statement in its full glory, i.e. with minimal assumptions and maximal conclusions.
Comments on assumptions. As far as the assumptions are concerned, we shall not
be picky as to the regularity of the data A, V, w. The criteria of success are more
structural:
• does the method allow for a non-zero A ?
• does the method allow for (partially) attractive interactions ?
• how large a β (how singular an interaction) can the method afford ?
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The third point has been discussed at length above. As regards the other two, first
recall that non-zero A or interaction potentials with attractive parts in general leads
to the minimizers of the limit problem to be non-unique.
The inclusion of non-trivial gauge fields in addition forces one to make crucial use
of bosonic symmetry. Indeed, for A ≡ 0, minimizers of the N -body problem without
symmetry constraint are automatically bosonic wave-functions (see [166, Section 3.2.4]
or Theorem 2.4 below). Thus one may drop the constraint if it turns out to be con-
venient. This simplification is not possible in the presence of a non-zero A: examples
are known [245] of situations where bosonic ground states differ from ground states
without symmetry.
As for attractive interactions, the main issue is that in a NLS limit β > 0 they
render even the question of whether the energy is bounded below proportionally to
N highly non-trivial. We shall need to distinguish between several notions of stable
potentials:
Definition 1.2 (Stability notions).
We say that the unscaled interaction potential w from (1.36) is
(1) repulsive if w ≥ 0.
(2) classically stable if there is a constant C > 0 such that for all x1, . . . ,xN ∈ Rd∑
1≤i<j≤N
w(xi − xj) ≥ −CN.
(3) Hartree-stable if
inf
u∈H1(Rd)
(∫∫
Rd×Rd |u(x)|2w(x− y)|u(y)|2dxdy∫
Rd
|u|2 ∫
Rd
|∇u|2
)
> −1
(4) NLS-stable if it satisfies Assumption 1.1, or GP-stable if it has positive scat-
tering length.
We say that the many-body Hamiltonian (1.31) is stable
(1) of the first kind if HN ≥ −C(N) as an operator, for some function C(N) ≥ 0.
(2) of the second kind if HN ≥ −CN as an operator, for some constant C > 0.
The four different stability notions for the potential w are listed from the most
stringent to the less. “Repulsive” speaks for itself: any particle encounter costs energy
and (recall w → 0 at infinity) particles prefer to be as far apart as can be.
“Classically stable” [237] means the potential does not need the quantum kinetic
energy/uncertainty principle to obtain a bound from below. Note that if w is classically
stable then the scaled wN in (1.36) also is provided β < 1/d. In the dilute regime
β > 1/d this is no longer the case. A typical example of a classically stable interaction
which needs not be repulsive is a potential of positive type: ŵ ≥ 0. We will use this
notion in 3D mostly, where (because of scaling, cf the comments after Assumption 1.1)
we cannot hope the quantum kinetic energy to help stabilize the system.
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“Hartree-stable” is a refinement of NLS-stable: it guarantees that the N -dependent
Hartree functional (1.44) with potential wN,β is bounded below independently of N . It
could indeed very well be that the limit NLS functional is stable, but not the interme-
diary Hartree functional one obtains in the first place by inserting a factorized ansatz
in the many-body energy. In 3D (because of scaling again) Hartree stability boils down
to classical stability. We will use the notion in 2D mostly, where it is implied [150] by
the more transparent ∫
R2
|w−| < a∗ (1.49)
where a∗ is the optimal constant in (1.46) and w− the negative part of w.
We refer to [166] for further discussion of the notions of stability for the many-body
Hamiltonian. Stability of the first kind is our basic starting point: the many-body
Hamiltonian makes sense and its spectrum has a lower bound. Stability of the second
kind is part of our conclusions. As we shall see, depending on the stability of the
interaction w it ranges from “trivial statement” to “the main thing we have to prove”.
Comments on conclusions. The first conclusion we would like to obtain, which
serves as a minimal requirement, is the convergence of the ground state energy
E(N)
N
→
N→∞
EMF
where the mean-field energy EMF is the Hartree, non-linear Schro¨dinger or Gross-
Pitaevskii energy, depending on the regime (value of β) under consideration. In this
text we shall discuss only convergence and not error estimates, although their precision
might also be considered a criterion of efficiency for the methods. We do not consider
it explicitly however, for the error estimates given by the methods we discuss would
most of the time be far from the expected optimal ones.
The obvious next question after the convergence of the energy concerns the conver-
gence of ground state themselves. Namely, how well can we expect an actual many-body
ground state ΨN to be approximated by a pure Bose-Einstein condensate (BEC)
ΨN ≈ u⊗N
with u minimizing the appropriate mean-field energy functional ? The first remark is
that these objects live in aN -dependent space, so that one cannot expect a convergence.
Both are L2-normalized, so a meaningful estimate could be∥∥ΨN − u⊗N∥∥L2(RdN ) →N→∞ 0.
This is unfortunately wrong as soon as the interaction w is non-zero (see Section 1.8
below for further comments). The reason is that we physically do not expect that all
particles are in the same quantum state, merely a vast majority of them. But
u⊗(N−1) ⊗sym v ⊥ u⊗N
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in L2(RdN) as soon as v ⊥ u in L2(Rd). Thus, even a single particle in a state orthogonal
to u would ruin a norm estimate as above. We thus definitely have to make sense of
the idea that “most particles are in the same quantum state”.
This is precisely what reduced density matrices
Γ
(k)
N =
(
N
k
)
Trk+1→N |ΨN〈〉ΨN |
are good for. We aim at a statement of the form
1(
N
k
)Γ(k)N →
N→∞
|u⊗k〉〈u⊗k|,
say for k fixed when N →∞. Modulo the (N
k
)−1
normalization this is saying that the
reduced density matrix Γ
(k)
N of the full many-body state ΓN = |ΨN〉〈ΨN | converges to
that of a pure BEC. Colloquially this means that most particles k-tuples are in the
state u⊗k. The convergence above should be strong in trace-class norm (the natural
topology for reduced density matrices).
The above implicitly assumes that there is a unique mean-field minimizer u that
the interacting particles would want to populate. If that is not the case, we should
lower our expectations to a statistical statement: the reduced density matrix Γ
(k)
N is
close to a convex combinations of projectors |u⊗k〉〈u⊗k| on mean-field minimizer:
1(
N
k
)Γ(k)N →
N→∞
∫
MMF
|u⊗k〉〈u⊗k|dµ(u)
where µ is a probability measure over the set MMF of all mean-field minimizers (see
the previous section).
The meta-statement. Now that we have lucidly evaluated what our expectations
should be, we are ready to state a main theorem. We shall be slightly informal, the goal
being to put all the different situations that we shall discuss under a single standard
roof that we will afterwards decorate in different manners:
Theorem 1.3 (Scaling limit of bosonic ground states, generic statement).
Let A, V, w be (say smooth) functions such that HN , the many-body Hamiltonian (1.31)
makes sense as a self-adjoint operator on L2(RdN ,C). Assume that V is trapping
V (x) →
|x|→∞
+∞ (1.50)
so that HN has compact resolvent and discrete spectrum. Let then E(N) be its lowest
eigenvalue and ΨN an associated eigenfunction (ground state energy and ground state,
respectively).
Let β ≥ 0 be as large as we can afford (but β ≤ 1 if d = 3). If β > 0 and
d ≥ 2, further assume Hartree stability for d = 2 or classical stability (for d = 3) (see
Definition 1.2).
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Let EMF, EMF, uMF,MMF be respectively the mean-field functional, its ground-state
energy, one of its ground states and the set of its ground states respectively. Here MF
stands (see Section 1.5) for H if β = 0, for nls if β > 0 (and β < 1 when d = 3), for
GP if β = 1 and d = 3.
We have, in the limit N → +∞:
Convergence of the energy:
E(N)
N
→ EMF. (1.51)
Convergence of reduced density matrices: let Γ
(k)
N , k ≥ 0 be the reduced density
matrices of a many-body ground state ΨN . There exists a Borel probability measure µ
on MMF (independent of k) such that(
N
k
)−1
Γ
(k)
N →
∫
MMF
|u⊗k〉〈u⊗k|dµ(u). (1.52)
Comments.
1. If the mean-field minimizer is unique, (1.52) for k = 1 implies that the first reduced
density matrix has an eigenvalue of order N , which is Bose-Einstein condensation. In-
deed, the eigenvalue of the one-body density matrix should be identified as the number
of particles occupying the corresponding eigenfunctions (the notion originates in [209]).
2. Standard conditions on A, V, w ensuring that HN makes sense are for example:
V ∈ Lploc(Rd) + L∞(Rd), w ∈ Lp(Rd) + L∞(Rd),max(1, d/2) < p < ∞ with w(x) → 0
at ∞ (see e.g. [228, Remark 3.2] and [223] for more background) and A ∈ L2loc(Rd),
see [16]. We shall often assume much more, in particular on w. In the NLS/dilute/GP
limits we do not care much about the regularity of w since it is scaled to converge to
a Dirac delta function anyway. 
1.7. Outline
The rest of the text, devoted to different versions and proofs of the main meta-
statement above, is organized in four chapters. The rationale is to offer as exhaustive
as possible a panorama of the tools relevant to deal with the problems defined above.
Many of those tools have a broader interest and range of application. I very much hope
this review can serve as an introduction to those, even though their full power will not
necessarily be revealed here.
For pedagogical reasons I wanted to introduce new methods one at a time, in (what I
felt was the) order of increasing mathematical sophistication. A smoother presentation
is hopefully achieved by separating the regimes of our interest in three families: mean-
field limits, dilute limits, Gross-Pitaevskii limit. I also felt the need of separating in
two parts the discussion of the basic mean-field limits. This leads to the following
organization:
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• Chapter 2 presents two classes of methods that deal with mean-field limits
of bosonic ground states without really using the quantum character of the
problem. They have their limitations, but also an appealing simplicity.
• Chapter 3 presents the basic methods to be used throughout all the rest of
the review (with the notable exception of Sections 5.5 and 5.6), in the simpler
context of mean-field limits. Here we fully use the fact that we are dealing
with bosonic quantum mechanics.
• Chapter 4 tackles the dilute limit. As discussed above, there is a qualitative
change in the physics as compared with the mean-field limit. This is reflected
in the mathematical attack on these problems: basically we supplement the
tools of Chapter 3 with refined estimates allowing to tame the singular nature
of interactions.
• Chapter 5 addresses the Gross-Pitaevskii limit, that we see as a special kind of
dilute limit where special two-particle correlations have to be extracted. The
tools to achieve that are to a large extent superimposed on the techniques of
the previous two chapters.
Before embarking on this program, let me mention a few
1.8. Connections and further topics
The main body of these notes is limited in scope, a necessary consequence of my
choice to be rather precise on the topics I did choose to cover. The reader should
however bear in mind that the ideas and tools we shall encounter belong to a broader
context and have wider applications.
Below is a brief review of the literature on topics very much related to these notes.
I apologize for not being able to cite all the relevant material (I have favored review
texts when they are available), and for connections I might be unaware of. General
references for quantum statistical mechanics in general are [236, 38, 39], and for Bose
systems in particular [271, 168, 216, 210].
1.8.1. Bogoliubov theory. Several hints on this topic are provided in Sec-
tions 5.3-5.8, but for reasons of space I had to refrain from trying a full review.
The question is “what is the next-to-leading order in the large N expansion, after
the mean-field contribution”? The answer is: Bogoliubov’s theory, as formulated in
1947 [34], or maybe appropriately generalized (see [14, 58, 276] for review). A par-
ticularly appealing heuristics is that, since the minimizers of the mean-field functional
gives the leading order, the next order ought to be given by perturbing around minimiz-
ers. By definition the first variation vanishes, and thus the Hessian of the mean-field
functional at its minimum is the relevant object. This is a one-body object that one can
second-quantize to obtain a quadratic (in annihilators/creators) many-body Hamilton-
ian describing the quantum fluctuations around the Bose-Einstein condensate.
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In recent years, important progress has been made in this direction. It is now known
rigorously that Bogoliubov’s theory indeed describes the next-to-leading order of many-
body minimizers, as well as the low-lying excitation spectrum (first few eigenvalues
above the ground state energy). See [249, 111, 70, 158, 206] for results in the mean-
field limit, [29] for the dilute limit, and [31] for the Gross-Pitaevskii limit. Another
approach to the large N expansion is in [218, 219, 220].
Bogoliubov’s theory also plays a role in the ground-state energy expansion of the
extended homogeneous Bose gas, in the low-density regime (the Lee-Huang-Yang cor-
rection [83, 273]). By this we mean that the thermodynamic limit is taken first, and
only then, ideally, the density sent to 0 (see Section 5.5, this is even harder than the
Gross-Pitaevskii limit). This has been justified first in simplified settings [106, 43]
(“mean-field-like” and “dilute-like” settings, respectively) before a full derivation of
the Lee-Huang-Yang formula was given in [42, 90]. The first rigorous justification of
Bogoliubov’s theory, on a particular example, is to the best of my knowledge, to be
found in [178, 179, 261].
1.8.2. Dynamics. There is a huge literature devoted to the time-evolution of
(approximately) Bose-condensed initial data along the many-body Schro¨dinger flow.
This is the natural dynamical pendant of the ground-state theory I review below.
Reviews are in [24, 107, 241, 264]. The message is that an initially factorized wave-
function stays approximately factorized after time-evolution. There are by now many
methods to prove this and I apologize for inevitable10 omissions in the brief list below:
• the BBGKY hierarchy approach [263, 1, 86, 80, 82, 84, 85, 20, 21, 49,
48, 52, 54, 53, 50, 51].
• Pickl’s method of “Gro¨nwalling” the number of excited particles [213, 214,
215, 136, 127, 128].
• the coherent states method [6, 120, 103, 104, 226, 22, 47, 41].
• the “Egorov method” [94, 96, 13].
• the Wigner measure method [8, 9, 10, 11, 7].
• the Lieb-Robinson bounds approach [81].
• the optimal transport method [109, 108].
More recently, the derivation of the dynamical counterpart of Bogoliubov’s theory
has also attracted attention [40, 33, 157, 197, 113, 114, 112, 199, 198, 200, 35].
In addition to giving the next-to-leading order in the dynamical setting, it can also
serve as a means to control quantum fluctuations, and thereby derive the mean-field
equation quantitatively, an approach pioneered in [120].
1.8.3. Positive temperature. The scaling limit of positive temperature bosonic
equilibria is not a topic as developed as that of zero-temperature equilibria and the
time evolution thereof. Lots of things remain poorly understood, in particular the holy
grail, a proof of Bose-Einstein condensation in the thermodynamic limit, seems way
out of reach, except in very special cases [3, 129]. Here is a selection of papers:
10A quick search in my (not exhaustive) folders revels more than 120 papers on this topic.
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• free-energy estimates for dilute gases in the thermodynamic limit[71, 246,
247, 274].
• rigorous bounds on the critical temperature for BEC [250, 27].
• proofs of BEC in scaling limits [73, 72].
• derivation of classical field theory from Gibbs states in a mean-field limit [97,
98, 99, 149, 154, 155, 153, 156, 260].
The latter topic is a natural extension of the derivation of ground states and the
time evolution of factorized data (see [100, 230, 232, 146] for more informal accounts).
“Classical field theory” here means a measure of the form exp(−EMF[u])du on one-body
wave-functions u. This is the natural “positive temperature equilibrium” of mean-field
theory, and indeed, once properly defined, an invariant of the non-linear Schro¨dinger
evolution. One difficulty lies in actually defining this object when the one-body state
space is infinite dimensional. In finite dimension the problem is simpler, see [135, 110]
and [228, 229, Appendix B].
1.8.4. Bosons in special settings. Various generalizations of the setting we dis-
cussed are of interest. In particular, if another physically relevant limit is superimposed
to the mean-field/dilute/GP one, it is of interest to investigate whether and how the
limits commute. Here is a selection of topics:
• Reduced dimensionalities [174, 172, 243, 251].
• Multi-components gases [12, 194, 195, 207, 193].
• Multiple well potentials [235].
• Large magnetic fields/rotation speeds [44, 159, 176].
• Fragmented condensation [270, 75].
1.8.5. Quasi-classical systems. The topic of this review might be called “semi-
classical”: a macroscopic quantum system to some extent behaves classically11 at
leading order. One could call “quasi-classical” a variant of this situation: a finite-
size quantum system acquires an effective classical interaction by coupling to an-
other, macroscopic system. The latter becomes classical in an appropriate limit,
see [184, 77, 61, 63, 62, 92, 93, 141, 139, 140] and references therein.
1.8.6. Classical mean-field limits. The mean-field limit for Bose systems has
a natural analogue in classical mechanics. For equilibrium states this is dealt with
in [192, 130, 131, 45, 133], see [231, 228, Chapter 2] for review and [253, 254]
for more advanced topics. As regards dynamics (derivation of Vlasov or Boltzmann
equations, propagation of molecular chaos), see [107, 264, 102, 196, 191, 125, 263]
for reviews.
11In that the non-commutativity of quantum mechanics is ignored at leading order.
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1.8.7. Fermionic mean-field limits. Finally, fermionic systems also have scaling
limits of their own. Because of the Pauli principle, it turns out they are naturally
coupled with semi-classical limits. This requires specific methods to couple the two
types of limits. A selection of references is [17, 18, 23, 79, 177, 211, 267, 88, 180,
181, 182, 89, 185, 145].
Some exotic/hypothetic quasi-particles known as anyons interpolate between bosons
and fermions. Deriving effective mean-field models for those is also of interest [190,
105].
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CHAPTER 2
Mean-field limits, classical mechanics methods
We start our grand tour of derivation of mean-field type results by reviewing meth-
ods whose inspiration is drawn from classical mechanics. They proceed by either ma-
nipulations of the interaction potential, seen as a classical energy (Section 2.1) or by
recasting the problem as classical statistical mechanics ensemble (Section 2.2). The
common point is that we do not use the full quantumness of the problem (in partic-
ular, bosonic statistics) and thus will not get optimal results. The simplicity of the
methods still makes them appealing.
2.1. Hamiltonian-based methods
By “Hamiltonian-based” we mean a method that uses one or several special as-
sumptions on the basic Hamiltonian (1.31). There is simply not enough structure
in (1.31) as it stands to prove the general form of Theorem 1.3 by simply manipulating
the formal expression of the Hamiltonian. One must crucially rely on the structure of
the space we act on, namely use bosonic symmetry in one way or another.
By contrast, the methods of this section are insensitive to bosonic symmetry. They
work only in restricted cases, but their relative simplicity makes them appealing. With-
out further ado, let us present the simplifying assumption we shall use:
Assumption 2.1 (Positivity improving case).
Pick A ≡ 0 in (1.31). In particular the one-body Hamiltonian h = −∆+ V satisfies
〈u|h|u〉L2(Rd) ≥ 〈|u| |h| |u|〉L2(Rd) (2.1)
and the associated heat flow e−th is positivity improving for any t > 0. Namely it maps
non-negative functions to positive functions.
Comments. If we had included pseudo-relativistic effects, Laplacians would be
replaced by fractional Laplacians. In the absence of magnetic fields (2.1) holds also
in this case, and the heat flow stays positivity improving, so that the methods of this
section generalize to this case.
For the usual Laplacian, our case of concern, (2.1) is essentially just the fact that,
writing u =
√
ρeiϕ∫
Rd
| (−i∇ +A)u|2 =
∫
Rd
|∇√ρ|2 +
∫
Rd
ρ| (∇+A)ϕ|2. (2.2)
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See [163, Theorem 7.8]. The positivity improving property follows e.g. from the
explicit expression of the heat kernel for V = 0 and a Feynman-Kac-Trotter formula,
see [258] or [224]. 
Assuming the above, one can give a relatively soft proof of part of our main State-
ment 1.3:
Theorem 2.2 (Mean-field limit, positivity improving case).
In addition to (2.1) we assume Hartree stability (see Definition 1.2). Let 0 ≤ β < 1/d.
Let the mean-field energy and ground state(s) EMF, uMF be either the Hartree or NLS
objects, depending on the value of β (= 0 or > 0).
We prove the following, in the limit N →∞
Convergence of the energy: (1.51) holds.
Convergence of reduced density matrices: if in addition the mean-field ground
state uMF is unique, (
N
k
)−1
Γ
(k)
N →
∣∣(uMF)⊗k〉 〈(uMF)⊗k∣∣ . (2.3)
where Γ
(k)
N , k ≥ 0 are the reduced density matrices of a many-body ground state ΨN .
2.1.1. Toolbox. We start with the main consequence of assuming a positivity-
improving heat flow. The next statement is [224, Theorem XIII.47].
Theorem 2.3 (Ground states of Schro¨dinger operators).
Let H = −∆Rn+V , seen as a self-adjoint operator on L2(Rn), n ≥ 1. Assume V ∈ L1loc
is positive and
V (x) →
|x|→∞
∞.
Then H has discrete spectrum. The eigenspace corresponding to the lowest eigenvalue
is one-dimensional, of the form {cΦ}c∈C with Φ a positive function.
Comments. [224, Section XIII.12] contains much more general results, in partic-
ular, the trapping assumption for the potential V is not needed. It is just convenient
to ensure the existence of the lowest eigenvalue. In our applications we will use lo-
cally bounded potentials, which can be assumed positive by just shifting the energy
reference.
Briefly, the idea of the proof is that, because of (2.1), if Ψ is a ground state, so is
|Ψ|. Then, either |Ψ| −Ψ ≡ 0 or it is also a ground state, and hence an eigenfunction
of e−tH .
But e−tH is positivity-improving. One can see this using the Trotter product for-
mula (or the Feynman-Kac formula, see [222, Theorem VIII.30] or [258, Theorem 1.1])
to write the integral kernel of e−tH in terms of that of et∆, which is explicit and positive.
A non-negative eigenfunction of a positivity improving operator may not vanish on
a positive measure set (i.e. the heat flow spreads mass instantaneously, so a stationary
state thereof is non-zero almost everywhere). Thus either |Ψ| −Ψ ≡ 0 or |Ψ| −Ψ > 0
almost everywhere. In the latter case we must have |Ψ| = −Ψ almost everywhere.
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This shows that any candidate eigenfunction for the lowest eigenvalue can be chosen
positive almost everywhere. Clearly, there cannot be two such orthogonal positive
functions. 
As far as the mean-field limit is concerned, the essence of Assumption (2.1) is that
it allows to ignore bosonic symmetry, as per the:
Theorem 2.4 (Unrestricted minimizers are bosonic).
Let ΨN be an absolute ground state for (1.31), namely
〈ΨN |HN |ΨN〉 = min
{
〈ΨN |HN |ΨN〉,ΨN ∈ L2(RdN),
∫
RdN
|ΨN |2 = 1
}
.
Under Assumption (2.1), ΨN must be bosonic, i.e. ΨN ∈ L2sym(RdN).
Proof. A simple proof is in [166, Section 3.2.4]. Here is another, less simple (in
that it uses Theorem 2.3 above).
It follows from (2.1) that
〈ΨN |HN |ΨN〉 ≥ 〈|ΨN | |HN | |ΨN |〉,
hence |ΨN | must also be a minimizer and there exists a c ∈ C, |c| = 1 such that
ΨN = c|ΨN |.
On the other hand, HN commutes with all the unitaries Uσ permuting particle
labels (1.16). Thus, a ground state (unique modulo a constant phase factor) must
satisfy for any permutation σ
UσΨN = eσΨN
for numbers eσ ∈ {−1, 1}. Applying this to |ΨN | ≥ 0 all the eσ’s must be 1, and thus
|ΨN | be symmetric under particle label exchange. As per the above, any minimizer
ΨN must also be. 
It is often useful (but not strictly needed) to know another consequence of (2.1),
first derived in [123].
Lemma 2.5 (Hoffmann-Ostenhof 2 inequality).
Let ΨN ∈ L2(RdN) and ρΨN be the corresponding one-particle density
ρΨN (x) :=
N∑
j=1
∫
Rd(N−1)
|ΨN(x1, . . . ,xj−1,x,xj+1, . . . ,xN)|2dx1, . . . , dxj−1, dxj+1, . . . , dxN .
(2.4)
If h satisfies (2.1) then〈
ΨN |
N∑
j=1
hj |ΨN
〉
L2(RdN )
≥ 〈√ρΨN ∣∣h ∣∣√ρΨN〉L2(Rd) . (2.5)
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Proof. The following proof is from [143]. We do not assume ΨN to have any
symmetry, so we extend the definition (1.22) of the one-body density matrix:
γΨN :=
N∑
j=1
Tr 6=j (|ΨN〉〈ΨN |) (2.6)
where the symbol Tr 6=j means taking the partial trace with respect to all degrees of
freedom but the j-th. Observe that in terms of integral kernels
γΨN (x;x) = ρΨN (x). (2.7)
The desired inequality follows by noting that for any real-valued functions v1, . . . , vk
K∑
k=1
〈vk|h|vk〉 ≥
〈(
K∑
k=1
|vk|2
)1/2 ∣∣∣h ∣∣∣ ( K∑
k=1
|vk|2
)1/2〉
.
Indeed (2.1) being valid for complex valued functions implies
〈f |h|f〉+ 〈g|h|g〉 = 〈(f + ig)|h|(f + ig)〉 ≥
〈√
|f |2 + |g|2|h|
√
|f |2 + |g|2
〉
for any real-valued functions f, g, and it suffices to iterate this inequality.
Then, using the spectral decomposition of γΨN
γΨN =
∑
nk|uk〉〈uk|
we have (the first equality is similar to (1.21))〈
ΨN
∣∣∣ N∑
j=1
hj
∣∣∣ΨN〉
L2(RdN )
= Tr (hγΨN )
=
∑
k
nk〈uk|h|uk〉
≥
〈√∑
k
nk|uk|2
∣∣∣h ∣∣∣√∑
k
nk|uk|2
〉
and we recognize that (2.7) says that∑
k
nk|uk|2 = ρΨN .

Now we introduce two tools that will allow us to bound the interaction from below
using one-body terms. We first have a lower bound for repulsive interactions (more
precisely, interactions with positive Fourier transform), originating in [208]:
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Lemma 2.6 (Onsager’s lemma).
Assume w ∈ L∞(Rd) has a non-negative Fourier transform. Then, for and
x1, . . . ,xN ∈ Rd and ρ ∈ L1(Rd)∑
1≤i<j≤N
w(xi−xj) ≥
N∑
j=1
w⋆ρ(xj)− 1
2
∫∫
Rd×Rd
ρ(x)w(x−y)ρ(y)dxdy−N
2
w(0). (2.8)
Proof. For any η : Rd 7→ R such that the integrals make sense we have∫∫
Rd×Rd
η(x)w(x− y)η(y)dxdy =
∫
Rd
ŵ(k)|η̂(k)|2dk ≥ 0.
In particular we can apply this (with a slight abuse of notation) to the Radon measure
η =
N∑
j=1
δxj − ρ,
and this gives the inequality. 
It turns out that one can bound an arbitrary (regular) interaction from below,
combining Onsager’s lemma with a trick due to Le´vy-Leblond [142], whose use in the
context of our interest originates in [183, 185].
Lemma 2.7 (Le´vy-Leblond’s trick).
Let w ∈ L∞(Rd), that we write in the form
w = w1 − w2.
Let then HN be the associated many-body Hamiltonian (1.31), with A ≡ 0 as in As-
sumption 2.1. Assume N = 2M is even for simplicity and let ZM = (z1, . . . , zM) ∈
RdM . Define a new Hamiltonian on L2(RdM), parametrized by ZM ,
H˜M(ZM) :=
M∑
j=1
(
−2∆xj + 2V (xj)−
2(2M − 1)
M
M∑
k=1
w2(xj − zk)
)
+
2(2M − 1)
M − 1
∑
1≤i<j≤M
w1(xi − xj) (2.9)
with associated bosonic ground-state energy E(ZM ). We have,
E(N) ≥ inf
ZM∈RdM
(
E(ZM ) +
2(2M − 1)
M − 1
∑
1≤k<ℓ≤M
w2(zk − zℓ)
)
. (2.10)
where E(N) is the ground state energy of HN .
In applications we will write the splitting w = w1 − w2 with w1 and w2 having
non-negative Fourier transforms, so that one can apply Lemma 2.6 to both parts.
Physically the lemma means that one can bound the energy from below by artificially
splitting the particles in two groups: M quantum particles feeling the Hamiltonian H˜M
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and M classical particles at positions z1, . . . , zM . The lower bound is attained by first
optimizing the position of the quantum particles, given those of the classical ones, and
then optimizing over the positions of the classical particles. The point is that all the
attraction (mediated by w2) is now inter-species, so that from the point of view of the
quantum particles (in the first minimization), it is a one-body term.
Proof. In what follows we assume for simplicity that N = 2M is even. We denote
C1 =
2(2M − 1)
M − 1 , C2 =
2(2M − 1)
M
.
For ease of notation we split the particle labels in two groups
YM = (y1, . . . ,yM) := (x1, . . . ,xM)
and
ZM = (z1, . . . , zM) := (xM+1, . . . ,x2M).
Let then ΨN be a bosonic N -particle wave-function. Using its symmetry〈
ΨN |
N∑
j=1
hxj |ΨN
〉
= 2
〈
ΨN |
M∑
j=1
hyj |ΨN
〉
and∫
RNd
( ∑
1≤i<j≤N
w(xi − xj)
)
|ΨN(x1, . . . ,xN)|2 =
∫
R2Md
W (YM ,ZM) |ΨN(x1, . . . ,xN)|2
with
W (YM ,ZM) = C1
∑
1≤i<k≤M
w1(yi − yj)− C2
M∑
i=1
M∑
j=1
w2(yi − zj) + C1
∑
1≤i<j≤M
w2(zi − zj)
=W1(YM ,ZM ) +W2(ZM ).
Denote ΓM the mixed M-particles state obtained from ΓN = |ΨN〉〈ΨN | by tracing out
the z variables. Then using the above notation we have
〈ΨN |HN |ΨN〉 = Tr
(
M∑
j=1
hyjΓM
)
+
∫
R2M
ΓN(YM ,ZM ;YM ,ZM)dYMdZM
+ 〈ΨN |W2(ZM)|ΨN〉
=
∫
ZM∈RdM
Tr
((
M∑
j=1
hyj +W1(YM ,ZM) +W2(ZM )
)
Γ˜ZM
)
dZM
where we identify density matrices with their integral kernels, denote
Γ˜ZM (YM ;Y
′
M) = ΓN(YM ,ZM ;Y
′
M ,ZM)
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and observe that the latter, integrated over ZM , yields ΓN(YM ;Y
′
M). There remains
to use, at fixed ZM , the operator lower bound
M∑
j=1
hyj+W1(YM ,ZM)+W2(ZM ) ≥ inf
ZM∈RdM
(
E(ZM) +
2(2M − 1)
M − 1
∑
1≤k<ℓ≤M
w2(zk − zℓ)
)
and note that ∫
ZM
Tr
(
Γ˜ZM
)
dZM = 1.

The previous lemmas will allow us to prove energy convergence. To deduce con-
vergence of states, we will rely on a very simple observation, the Feynman-Hellmann
principle (also known as Griffith’s argument). We state it as a lemma, but prefer to
stay vague as to the actual formulation. We find it more convenient to decline the
(very simple) ideas involved in the proof as needed in specific cases rather than have
too abstract a formulation.
Lemma 2.8 (Feynman-Hellmann principle).
For ε ∈ [−ε0, ε0] we are given a variational principle
E(ε) = min {Eε[u], u in some space } .
Assume that, at ε = 0 there is a unique minimizer u0. Further assume that
ε 7→ Eε[u0]
is continuous and
ε 7→ E(ε)
is differentiable at ε = 0. Then the derivative of the minimum is the derivative of the
functional, evaluated at the minimizer:
(∂εE(ε))|ε=0 = (∂εEε) [u0]. (2.11)
Argument. Taking ε > 0 and using the variational principle we have
E(ε)− E(0)
ε
≤ Eε[u0]− E0[u0]
ε
and
E(0)− E(−ε)
ε
≥ E0[u0]− E−ε[u0]
ε
.
Letting ε→ 0 gives the desired result. 
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2.1.2. Applications. We now explain how to use the above tools to prove The-
orem 2.2. This follows the pioneering works [25, 185], with additions from [143]
and [152]. See also [252] where similar tools are used, but in a different combination.
For pedagogical reasons, redundancies in the argument are not tracked down.
The proof we reproduce below for general interaction potentials does not seem to
have appeared before [143]. In [25, 185] the interaction potential has positive Fourier
transform (Coulomb potential) or negative Fourier transform (Newtonian potential)
respectively. In fact, if the interaction has positive Fourier transform one does not
need Lemma 2.7 and one can prove stronger results with such methods [252].
Proof of Theorem 2.2. We separate the more difficult issue of convergence of
states from that of energy convergence.
Energy convergence. Using a trial state of the form ΨN = u
⊗N we immediately get
E(N)
N
≤ EHN [u] = 〈u|h|u〉+
1
2
∫∫
Rd×Rd
|u(x)|2Ndβw (Nβ(x− y)) |u(x)|2dxdy. (2.12)
For β = 0, the right-hand side does not depend on N and is exactly the Hartree
functional, so we get the inequality
E(N)
N
≤ EH.
For β > 0 one needs to prove that the infimum of the N -dependent functional EHN
converges to Enls. This is a rather simple exercise, the details of which we shall skip.
It yields, for all β > 0, and under the stated conditions on the interaction potential
(they guarantee that EHN is bounded below independently of N)
lim sup
N→∞
E(N)
N
≤ Enls.
To get a corresponding lower bound we use Lemma 2.7 with w1 the inverse Fourier
transform of ŵN+ and w2 the inverse Fourier transform of ŵN−,
wN(x) =
Ndβ
N − 1w(N
βx).
This way both w1 and w2 have non-negative Fourier transforms. We now bound
H˜M(ZM ), as defined in Lemma 2.7, from below. Let M = N/2 and ΦM be a M-
body wave function. Using Lemma 2.5 we obtain,
〈ΦM |
M∑
j=1
(
−2∆xj + 2V (xj)−
2(2M − 1)
M
M∑
k=1
w2(xj − zk)
)
|ΦM〉
≥ 2
∫
Rd
(∣∣∇√ρΦM ∣∣2 + V ρΦM)− 2(2M − 1)M
M∑
k=1
∫
Rd
w2(x− zk)ρΦM (x)dx (2.13)
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with ρΦM the one-particle density of ΦM , defined as in (2.4). Then, if we use Lemma 2.6
with ρ = ρΦM we get
〈ΦM |
∑
1≤i<j≤M
w1(xi − xj) |ΦM 〉 ≥ 〈ΦM |
M∑
j=1
w1 ⋆ ρΦM (xj) |ΦM 〉
− 1
2
∫∫
Rd×Rd
ρΦM (x)w1(x− y)ρΦM (y)dxdy−
M
2
w1(0)
=
1
2
∫∫
Rd×Rd
ρΦM (x)w1(x− y)ρΦM (y)dxdy −
M
2
w1(0),
and thus
〈ΦM | H˜(ZM ) |ΦM〉 ≥ NEHN [
√
η]− 2(2M − 1)
M
M∑
k=1
w2 ⋆ ρΦM (zk)
+
2(N − 1)
N
∫∫
Rd×Rd
ρΦM (x)w2(x− y)ρΦM (y)dxdy −
M
2
w1(0)
where we denote
η =M−1ρΦM .
On the other hand, using Lemma 2.6 with ρ = (M − 1)M−1ρΦM we obtain
2(2M − 1)
M − 1
∑
1≤k<ℓ≤M
w2(zk − zℓ) ≥ 4(N − 1)
N
M∑
k=1
w2 ⋆ ρΦM (zk)
− (N − 1)(M − 1)
M2
∫∫
Rd×Rd
ρΦM (x)w2(x− y)ρΦM (y)dxdy− CNw2(0).
Putting the previous inequalities together yields
〈ΦM | H˜(ZM ) |ΦM〉+ 2(2M − 1)
M − 1
∑
1≤k<ℓ≤M
w2(zk − zℓ)
≥ NEHN [
√
η]− CN (w1(0) + w2(0)) ≥ NEMF − CNdβ + o(N)
where we bound EHN
[√
η
]
from below by EHN and skip the proof that when β > 0 this
converges to EMF when N → ∞. This holds for any M−body bosonic function ΦM
and thus, going back to (2.10), concludes the proof of the energy lower bound.
Convergence of states. Now we assume that there exists a unique mean-field mini-
mizer and prove (2.3). We first introduce a perturbed problem. Let ε be a (small) real
number and B be a bounded operator on L2(Rd). Consider the N -body Hamiltonian
HN,ε = HN :=
N∑
j=1
(−∆xj + V (xj) + εBxj)+ ∑
1≤i<j≤N
wN(xi − xj),
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where
Bxj = 1
⊗j−1 ⊗ B ⊗ 1⊗N−j.
Denote E(N, ε) the corresponding ground state energy without bosonic symmetry con-
straint, namely the infimum of
〈ΨN |HN,ε|ΨN〉
amongst all L2- normalized N -body wave-functions ΨN . As per Theorem 2.3,
E(N, 0) = E(N), our original bosonic ground state energy. The E(N, ε) minimum
needs however not be attained by a bosonic state.
Let Emixε be a perturbed mean-field functional extended to mixed states (density
matrices):
Emixε [γ] = Tr ((h + εB) γ) +
1
2
∫∫
Rd×Rd
ργ(x)w(x− y)ργ(y)dxdy (2.14)
where w is replaced by bδ0 if β > 0 and γ is a positive trace-class operator on L
2(Rd),
with ργ its density:
ργ(x) = γ(x;x) =
∑
j
λj |uj(x)|2.
As usual γ is identified with its integral kernel, and we denote λj, uj its eigenvalues
and eigenfunctions. Observe that if γ = |u〉〈u| is a pure state and ε = 0, the above is
nothing but our target mean-field functional EMF[u].
First we claim that, for all ε (possibly we need it to be small enough)
lim
N→∞
E(N, ε)
N
= Emixε (2.15)
where Emixε is the minimum of Emixε amongst all one-particle mixed states (Tr γ = 1).
For an upper bound, we observe that, by the spectral theorem, we can extend the
minimization of the perturbed N -body energy without changing the result :
E(N, ε) = inf
{
Tr (HN,εΓN) , ΓN positive operator on L
2(RdN), TrΓN = 1
}
. (2.16)
Hence we have, for any one-body mixed state γ
E(N, ε)
N
≤ N−1Tr (HN,εγ⊗N) . (2.17)
This is the place where it is useful to have dropped the bosonic symmetry constraint:
γ⊗N is certainly a N -body state (it is even symmetric in the sense of (1.20)) but it is
not bosonic unless γ is pure [124].
The right-hand side of (2.17) is a Hartree-like functional for the mixed state γ. If
β = 0 we directly get the upper bound corresponding to (2.15). If β > 0 we minimize
in γ, then pass to the limit N → ∞. It is again an exercise on mean-field functionals
to prove that this gives
lim sup
N→∞
E(N, ε)
N
≤ Emixε . (2.18)
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To obtain a corresponding lower bound, we use again that, as minimizer in (2.16) we
may use a mixed state ΓN satisfying (1.20), for HN,ε commutes with all the unitaries
exchanging particle labels. Then we make three simple observations concerning our
previous proof of energy convergence.
First, in the proof of Lemma 2.7, the bosonic symmetry assumption was not used.
We can work just as well with a (mixed) minimizer for (2.16) satisfying (1.20) and
obtain
E(N, ε) ≥ inf
ZM∈RdM
(
Eε(ZM) +
2(2M − 1)
M − 1
∑
1≤k<ℓ≤M
w2(zk − zℓ)
)
where Eε(ZM ) is the ground state energy without bosonic symmetry of (2.9) (with V
replaced by V + εB). We seek a lower bound to this quantity.
Second, the use of Lemma 2.5 was somewhat superfluous in the first part of the
proof. Namely, if we return to (2.13) we can simply write, instead of using (2.5), that
Tr
((
M∑
j=1
−∆xj + V (xj) + εBxj
)
ΓM
)
= Tr
(
(−∆+ V + εB) Γ(1)M
)
(2.19)
for any M−body state, where Γ(1)M is the associated one-body density matrix of ΓM ,
defined as in (2.7).
Third we note that the proof discussed above applies mutatis mutandis to bound
the interaction terms in Eε(ZM ) from below in terms of mean-field energies of ρ
(1)
M (x) =
Γ
(1)
M (x;x), the density of a minimizer. Using Lemma 2.5 twice as previously and in-
serting (2.19) yields
inf
ZM∈RdM
(
Eε(ZM ) +
2(2M − 1)
M − 1
∑
1≤k<ℓ≤M
w2(zk − zℓ)
)
≥ NEmixε − CNdβ−1 + o(1)
Hence (2.15) is proved, for any ε small enough. This implies the desired conver-
gence of density matrices, as we now explain. First, observe that the functions on
both sides of (2.15) are concave in ε, as infima of linear functions of ε. Hence, the
convergence (2.15) implies
∂εE(N, ε)
N
→
N→∞
∂εE
mix
ε . (2.20)
We claim that the left-hand side evaluated at ε = 0 is(
∂εE(N, ε)
N
)
|ε=0
= N−1TrBγ
(1)
N (2.21)
with Γ
(1)
N the reduced density matrix of the unique (as per Theorem 2.3) bosonic ground
state, while the right-hand side is(
∂εE
mix
ε
)
ε=0
= 〈uMF|B|uMF〉 (2.22)
with uMF the unique mean-field minimizer. This is a Feynman-Hellmann argument
for which we skip some details, see Lemma 2.8. The main thing we have to verify
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to obtain (2.22) is that Emix0 is uniquely minimized by |uMF〉〈uMF| (the corresponding
ingredient for (2.21) is directly given by Theorem 2.3). But a tentative minimizer γ0
for Emix must also minimize the linearized
σ 7→ Tr ((h + w ⋆ ρ0)σ)
where w is the final potential (hence, a Dirac delta if β > 0) and ρ0(x) = γ0(x;x).
Thus the range of γ0 lies within the ground eigenspace of the Schro¨dinger operator
h + w ⋆ ρ0. This is a nonlinear condition for γ0, but all we need to know is that this
mean-field operator has a unique ground state, as per Theorem 2.3. Hence γ0 must be
rank one, a pure state |u0〉〈u0|. As noted previously its energy then boils down to the
mean-field/NLS energy, which u0 must minimize and thus be equal to u
MF.
At this stage we have that (2.21) converges to (2.22) for any bounded operator B.
This gives the strong trace-class convergence (first weak-⋆ convergence, then preser-
vation of the trace, hence strong convergence [256, Addendum H]) claimed in (2.3)
for k = 1. To obtain the corresponding statement at k > 1, denote a†, a the cre-
ation/annihilation operators associated to uMF in Section 1.3. We have〈
ΨN |
(
a†a
)k |ΨN〉 ≥ (〈ΨN |a†a|ΨN〉)k
by Jensen’s inequality. The convergence of the first density matrix, together with (1.30)
implies that the right-hand side, divided by
(
N
k
)
, converges to 1. On the other hand,
using the CCR (1.26) repeatedly and (1.30) again, we have(
N
k
)−1 〈
ΨN |
(
a†a
)k |ΨN〉 = (N
k
)−1 〈
(uMF)⊗k|Γ(k)N |(uMF)⊗k
〉
+ o(1).
Hence, in operator norm,(
N
k
)−1
Γ
(k)
N → |(uMF)⊗k〉〈(uMF)⊗k|,
but the right-hand side being rank one, it is not difficult to see that the convergence
must actually hold in trace-class norm. 
2.1.3. Remarks. There are a couple of remarks to be made about the proof strat-
egy detailed in the two previous sections:
1. Lemma 2.6 is stated with smooth interactions in mind. As we saw, it is still
useful when applied to potentials scaled with N as in (1.36), where singularities appear
in the limit of large N . Similarly, if one is instead interested in a fixed singularity
(β = 0 but a singular potential in (1.36), e.g. the Coulomb/Newtonian one), there is
not much difficulty in adapting the strategy: one may truncate the potential around
the singularities. The estimates being quantitative, one then passes to the vanishing
truncation limit at the same time as the mean-field limit.
2. It is conceivable that one may obtain convergence of the first reduced density matrix
(in the form of (1.52)) from (2.20) even if one does not assume that the mean-field
minimizer is unique. This should use a bit of non-trivial convex analysis but should
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be doable, in view of a similar approach discussed in [165]. We do not pursue this for
lack of space and motivation.
3. Obtaining (1.52) for k > 1 would however be highly non-trivial without using the
quantum de Finetti theorem (see below). This is because one would need the equivalent
of (2.20), but with B replaced by a general k-body operator. Here one would no longer
be able to use the cornerstones of the proof: Lemmas 2.6 and 2.7. For the same
reason, it does not seem obvious to take into account three-body interactions within
this framework.
4. Perhaps the most severe limitation of the method is that it deeply relies on the fact
that A ≡ 0. Superficially this is because we use Lemma 2.6, but that can be bypassed,
as we saw. More fundamentally, the method is too rough in that it does not really
distinguish the bosonic from the “boltzonic” problem, and that it relies on uniqueness
properties of ground states (Theorem 2.3).
5. Another drawback (perhaps this is the most severe actually) is that the method
(more specifically, Lemma 2.6) seems difficult to improve to deal with dilute (β < 1/d)
limits.
The last three points of the above list may serve as motivation for the rest of
the text: it seems that we have hit the limitations of methods based on structural
properties of the Hamiltonian. To go further it is desirable to take into account the
structure of the bosonic space it acts on. Most of the rest of this review is concerned
with exploiting such properties.
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2.2. Applying the classical de Finetti theorem
A first approach exploiting the structure of the state-space relies on the classical
de Finetti theorem (also known as Hewitt-Savage). It is perhaps less natural, and
certainly less powerful, than approaches we will discuss later, in particular those based
on the quantum de Finetti theorem.
The main idea in this section is to reformulate the bosonic many-body ground-state
problem as a a classical statistical mechanics ensemble. Namely, we want to minimize
the classical part (external potential plus interaction) of the energy jointly with (minus)
a sort of entropy, accounting for the quantum kinetic energy. This works again only
under Assumption 2.1 (no magnetic fields), and since we see the problem as an effective
classical one, this only allows to access information of a classical nature: convergence of
reduced densities1 instead of the full reduced density matrices. The method originates
in [132]. A review of a variant of it is in [231, 228, Appendix A].
We shall sketch a proof of the following simplification of Theorem 1.3:
Theorem 2.9 (Derivation of Hartree’s theory, simplified statement).
We make the assumptions of Theorem 1.3, in addition to Assumption 2.1. Set β = 0.
We then have convergence of the ground-state energy:
lim
N→∞
E(N)
N
= EH.
Let ΨN ≥ 0 be a ground state of HN and
ρ
(n)
N (x1, . . . ,xn) :=
∫
Rd(N−n)
|ΨN (x1, . . . ,xN)|2 dxn+1 . . .dxN (2.23)
be its n-body reduced density. There exists a probability measure µ on MH, the set of
minimizers of EH (modulo a phase), such that, along a subsequence
lim
N→∞
ρ
(n)
N =
∫
MH
∣∣u⊗n∣∣2 dµ(u) for all n ∈ N, (2.24)
strongly in L1
(
Rdn
)
. In particular, if EH has a unique minimizer (modulo a constant
phase), then for the whole sequence
lim
N→∞
ρ
(n)
N =
∣∣∣(uH)⊗n∣∣∣2 for all n ∈ N. (2.25)
The proof uses a compactness argument, whence the restriction to β = 0. The main
idea is to formulate the problem only in terms of the probability density in position
space |ΨN |2. The quantum kinetic energy is in fact identical to the Fisher information
of the probability measure |ΨN |2. We thus want to minimize jointly the classical part
of the energy and the Fisher information. Replacing the latter by minus the classical
entropy of |ΨN |2 turns the problem into the classical Boltzmann-Gibbs ensemble, whose
mean-field limit has been tackled in [192, 45, 130, 131, 133], based on the classical
de Finetti theorem. The main idea of this section, originating in [132] is to adapt
1Probability densities in position space only.
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the same strategy to the problem with the Fisher information replacing the classical
entropy.
2.2.1. Classical reformulation. We have already observed in Section 3.1.3 that
Assumption 2.1 implies
EN [ΨN ] ≥ EN [|ΨN |] .
The ground state energy can thus be calculated using only positive test functions
E(N) = inf
{EN [ΨN ],ΨN ∈ L2sym(RdN)} = inf {EN [ΨN ],ΨN ∈ L2sym(RdN),ΨN ≥ 0} .
(2.26)
In this section we actually forget all about bosonic statistics (we have observed that
this is legitimate in Theorem 2.4) and write the infimum as
E(N) = inf
{EN [√µN ] ,µN ∈ Psym(RdN )} (2.27)
where µN is a probability measure of R
dN . It plays the role of |ΨN |2 so we retain the
information that it is symmetric under label exchanges :
µN(xσ(1), . . . ,xσ(N)) = µN(x1, . . . ,xN) (2.28)
for all permutations σ. To further strengthen the analogy with classical statistical
mechanics we rewrite the many-body energy as
FN [µN ] :=
∫
RdN
(
N∑
j=1
V (xj) +
1
N − 1
∑
1≤j<k≤N
w(xj − xk)
)
dµN(x1, . . . ,xN)
+
1
4
∫
RdN
N∑
j=1
|∇j logµN |2 dµN (2.29)
where the F stands for “free-energy”. Indeed, we want to see this not as the quantum
energy of N bosons, but as the free-energy of classical particles whose positions are
probabilistic. The first term is, as discussed previously, just the energy due to the
potentials of the particles distributed according to µN . We want to see the second
as a kind of entropy that prevents the latter to be a Dirac delta, i.e. forces some
probabilistic uncertainty. This is why we wrote it as the Fisher information
I[µN ] :=
1
4
∫
RdN
N∑
j=1
|∇j logµN |2 dµN . (2.30)
If we replace this term by minus the temperature T times the entropy
1
4
∫
RdN
N∑
j=1
|∇j logµN |2 dµN  T
∫
RdN
logµNdµN
then (2.29) turns into the bona fide Boltzmann-Gibbs free energy. To study the large
N limit thereof, the strategy of [192, 45, 130, 131, 133] is to
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(1) Pass to the N →∞ limit in the marginals of µN to obtain a certain limit prob-
lem in terms of probability measures of infinitely many variables, symmetric
under their exchange. The de Finetti-Hewitt-Savage theorem asserts that all
the latter are convex combinations of tensor powers, as in the right-hand side
of (2.25).
(2) Observe that the limit problem is linear in (the limit of) µN . Hence the
infimum is attained at the extremal points of the (convex) variational set.
The de Finetti-Hewitt-Savage theorem precisely says that the latter are tensor
powers, so that we obtain the mean-field (free-) energy as the infimum of the
limit problem.
Note that there is a subtlety in the second point: the problem is NOT linear in
µN at fixed N . The quantum problem we started from is linear in |ΨN〉〈ΨN |, not in
|ΨN |2. We discuss this in the next section, but before that we state our main tool,
which gives all information needed on the limits of symmetric probability measures of
many variables.
Theorem 2.10 (Hewitt-Savage in large N limit).
Let µN be a symmetric probability measure over R
dN . Assume that its marginals µ
(k)
N
are tight:
lim sup
R→∞
sup
N∈N
(
1− µ(k)N
(
B(0, R)k
))
= 0. (2.31)
Extract a subsequence such that µ
(1)
N ⇀ µ ∈ P(Rd) as measures. There exists a unique
probability measure P ∈ P(P(Rd)) such that for any fixed k ∈ N, and along the previ-
ously extracted subsequence,
µ
(k)
N → µ(k) =
∫
P(Rd)
µ⊗kdP (µ). (2.32)
in total variation norm.
Comments. The marginals are the reduced densities, defined as in (2.23). When
applying the above to trapped systems in the sequel, the tightness of the marginals
will be essentially for free. There are two possible proof strategies for Theorem 2.10,
see [231, 228, Chapter 2] and [196] for more details:
• Pass to the limit in all the marginals to obtain a hierarchy (µ(k))k∈N. Since
obviously (
µ
(k+1)
N
)(k)
= µ
(k)
N
one can deduce that the limit hierarchy is consistent in the sense that(
µ
(k+1)
)(k)
= µ(k)
for all k. Hence it defines a probability measure µ ∈ P(RdN) over sequences
in Rd. This probability over infinitely many variables is still symmetric under
variable exchanges. The symmetric probability measures over RdN clearly form
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a convex set. Less clear is the crucial fact that the extremal points thereof
are exactly the factorized probability measures. The proof [122] is actually
by contradiction. Accepting this fact, the existence of the measure P in (2.32)
follows from the Choquet-Krein-Milman theorem [259]. The uniqueness is not
hard to show.
• Construct a measure PN ∈ P(P(Rd)) at each fixed N approximating the
marginals in the manner
µ
(k)
N ≈
∫
P(Rd)
µ⊗kdPN(µ) (2.33)
and pass to the limit in PN . The construction from [74] is very natural: since
µN does not see the order of the points in R
d, it is actually a measure over
empirical measures of the form
Emp(XN) = N
−1
N∑
j=1
δxj , XN = (x1, . . . ,xN) ∈ RdN .
A simple but clever computation reveals that, if one defines PN to be
PN =
∫
RN
δρ=Emp(XN )dµN(XN)
then (2.33) holds, and one has thus explicitly constructed an approximation
of the target measure P .

2.2.2. Limit problem and use of the classical de Finetti theorem. We start
from (2.29) and pass to the limit N →∞, to obtain a problem posed directly in terms
of a symmetric probability µ ∈ P(RdN ) over infinitely many variables:
F [µ] := lim sup
n→∞
1
n
I[µ(n)]
+
∫
Rd
V (x)dµ(1)(x) +
1
2
∫∫
Rd×Rd
w(x− y)dµ(2)(x, y), (2.34)
where I[µ(n)] is the Fisher information (2.30) and µ(n) stands for the n-th marginal of
µ (which can in fact be identified with the sequence (µ(n))n∈N, with µ
(n) ∈ Psym(Rdn)).
We have the following lemma:
Lemma 2.11 (Passing to the limit).
Let µN ∈ Psym(RdN) achieve the infimum in (2.27). Along a subsequence we have
µ
(n)
N ⇀∗ µ
(n) ∈ Psym(Rdn)
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for all n ∈ N, in the sense of measures. The sequence (µ(n))
n∈N
defines a probability
measure µ ∈ Psym(RdN) and we have
lim inf
N→∞
E(N)
N
≥ F [µ]. (2.35)
Comments. Cf [231, 228, Lemma A.4]. Extracting converging subsequences is
straightforward, passing to the limit in the potential terms also is. To pass to the
liminf in the Fisher information it is useful to go back to the quantum kinetic energy
formulation, and recall that under Assumption 2.1 it is a strictly convex function of the
density [169, Lemma A.1]. The original reference [132] uses super-additivity of the
Fisher information (see [46] or [119, Lemma 3.7]), in accord with the original approach
of [192] of classical statistical mechanics equilibria (where one uses subadditivity of the
entropy, cf [231, 228, Section 3.2]). 
Next we want to bring Theorem 2.10 to bear on the limit problem (2.34). For this
purpose one uses the next result, which has independent interest [119, 91], along with
variants [238, 239, 234] dealing with fractional Fisher informations.
Lemma 2.12 (The mean Fisher information is linear).
The functional
µ 7→ F [µ]
defined in (2.34) is affine on Psym(RdN). In particular the mean Fisher information
I[µ] := lim sup
n→∞
1
n
I [µ(n)] = lim
n→∞
1
n
I [µ(n)] (2.36)
is affine.
Comments. Taking a marginal is of course a linear operation, so it is obvious that
the potential energy terms in (2.34) are affine. The non-trivial part is that (2.36) is
affine (that the sup equals the limsup equals the lim is part of the statement).
First proof [132]. It is fairly simple to see that the mean entropy
lim sup
n→∞
−1
n
∫
Rdn
µ
(n) logµ(n) = lim
n→∞
−1
n
∫
Rdn
µ
(n) logµ(n)
is affine, and this has independent interest (in particular for the mean-field limit of
the Boltzmann-Gibbs ensemble). See [225] for the original reference and [231, 228,
Lemma 2.7]. Then the Fisher information is the derivative of the entropy along the
heat flow. The heat equation is linear, and one thus deduces the linearity of the mean
Fisher information from that of the mean entropy.
Second proof. Part of a larger-scale investigation of questions related to classical
molecular chaos [119]. The relevant statement is Theorem 5.7 therein. See also [238,
239]. Essentially one proves that I is affine when restricted to simple measures such
as those of the form (one actually needs more)
µ
(n) = θρ⊗n1 + (1− θ)ρ⊗n2
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by direct calculations and concludes via a general abstract argument [119, Lemma 5.6].
The direct calculation can be tedious. Briefly, one uses a “orthogonality argument”:
if ρ1 6= ρ2, ρ⊗n1 becomes very much alien to ρ⊗n2 when n → ∞. Any cross terms then
drop from the calculation in the limit.
Third proof. If we go back to the quantum kinetic energy formulation, we can recall
it is linear in |ΨN〉〈ΨN |. Based on this fact, linearity as a function of |ΨN |2 in the
limit of large N follows from the quantum de Finetti Theorem 3.2 stated below [234].
This has interest for the other applications of the lemma. For bosonic mean-field limits
however, if one is to use to quantum de Finetti theorem, it is more natural to do it as we
shall describe shortly (without reformulating the problem as a classical ensemble). 
We can now briefly present a
Sketch of proof for Theorem 2.9. The energy upper bound is again a sim-
ple trial state argument. For the energy lower bound one first passes to the liminf in
the energy using Lemma 2.11. This gives
lim inf
N→∞
E(N)
N
≥ F [µ]
where µ ≡ (µ(k))k∈N is the collection of the limits N → ∞ of the marginals of a
minimizer µN = |ΨN |2. Combining Theorem 2.10 and Lemma 2.12 yields
lim inf
N→∞
E(N)
N
≥ F [µ] =
∫
F [ρ⊗∞] dP (ρ)
=
∫
EH [√ρ] dP (ρ)
with P the de Finetti measure associated to µ. The energy lower bound is clear
from the above, so is the fact that P must be concentrated on (squares of) Hartree
minimizers. 

CHAPTER 3
Mean-field limits, quantum mechanics methods
Now we enter methods much more tailor-made for the bosonic mean-field problem.
With the notable exception of the “local density” approach to dilute limits (to be
discussed in Chapter 5), the methods of this chapter will form the backbone of all of
our proof strategies in the rest of the review.
3.1. The quantum de Finetti theorem and applications
The reader might be puzzled by our use of structure theorems from classical sta-
tistical mechanics (and/or probability theory) to deal with a quantum problem in
Section 2.2. Is there a quantum variant of the de Finetti-Hewitt-Savage theorem that
one could use to avoid the detours we just made ?
The answer is affirmative [265, 124], and the so-called quantum de Finetti theorem
will allow us to give a first proof of the full statement of Theorem 1.3 with a strategy
adapted from [87, 221, 272, 212]. We shall use compactness arguments, so we are
still limited to the pure mean-field case β = 0, but we can handle external magnetic
fields for the first time and obtain convergence of all density matrices:
Theorem 3.1 (Mean-field limit of bosonic ground states, β = 0).
Make the assumptions of Theorem 1.3 and further set β = 0. Let EMF, EMF, uMF,MMF
be respectively the mean-field functional, its ground-state energy, one of its ground states
and the set of its ground states, with MF standing for H (Hartree, see Section 1.5).
Conclusions (1.51) and (for all k ∈ N, strongly in trace-class norm) (1.52) hold.
3.1.1. The quantum de Finetti theorem. To prove Theorem 3.1 we shall take
full advantage of the structure of large bosonic states, or more precisely of their density
matrices. This generalizes Theorem 2.10, which dealt only with densities, i.e. classical
objects. Here is the statement we shall rely on:
Theorem 3.2 (Strong quantum de Finetti in large N limit).
Let H be a separable Hilbert space and (ΓN ) a sequence of (mixed) bosonic states on
HN :=
⊗N
symH. Let Γ
(k)
N , k ∈ N be the associated reduced density matrices, and assume
that (
N
k
)−1
Γ
(k)
N →
N→∞
γ(k) (3.1)
strongly in trace-class norm, for all k ∈ N.
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There exists a unique Borel probability measure µ ∈ P(SH) on the sphere SH =
{u ∈ H, ‖u‖ = 1} of H, invariant under the action1 of S1, such that
γ(k) =
∫
SH
|u⊗n〉〈u⊗n| dµ(u) (3.2)
for all k ≥ 0.
Comments. See [265, 124] for the original references [147, 8] for different proofs
and [5, 231, 228] for more pedagogical accounts.
1. The “strong” in the name of the theorem refers to the fact that we assume strong
trace-class convergence in (3.1). It is easy to see that such a convergence implies that
(Trk+1 means partial trace over one factor of the tensor product Hk+1)
Trk+1γ
(k+1) = γ(k) (3.3)
and one says that the sequence (hierarchy) of density matrices
(
γ(k)
)
k∈N
is consistent.
The theorem of [124] applies to such a sequence, which defines an abstract state with
infinitely many particles. The original version of the result [265] applies directly to
states with infinitely many particles.
2. The original proof is not constructive, much in the spirit of the first proof of
Theorem 2.10 we alluded to. Constructive proofs were obtained later, see [231, 228]
for more details. A really direct construction has so far been obtained only for finite
dimensional Hilbert spaces H (see Section 3.2.1), but one can lift this construction to
infinite dimensional spaces by Fock-space/geometric localization [8, 147].
3. The original theorem applies not only to bosonic states as stated here. The classical
symmetry assumption (1.13) is sufficient (boltzonic states), but then the measure lives
over mixed one-body states γ (positive trace-class operators) not only on pure states
(rank-one projectors). 
To use the above, it is necessary to obtain strong compactness of the density ma-
trices as in (3.1). This is easy for confined systems as mostly discussed in these notes,
but it can be useful to relax the assumption (see Section 3.1.3 below):
Theorem 3.3 (Weak quantum de Finetti limit).
Let H be a separable Hilbert space and (ΓN ) a sequence of (mixed) bosonic states on
HN :=
⊗N
symH. Let Γ
(k)
N , k ∈ N be the associated reduced density matrices, and assume
that (
N
k
)−1
Γ
(k)
N ⇀
N→∞
γ(k) (3.4)
weakly-⋆ in the trace-class, for all k ∈ N.
1Multiplication by a constant phase eiθ, θ ∈ R.
53
There exists a unique Borel probability measure µ ∈ P(BH) on the ball BH =
{u ∈ H, ‖u‖ ≤ 1} of H, invariant under the action2 of S1, such that
γ(k) =
∫
BH
|u⊗n〉〈u⊗n| dµ(u) (3.5)
for all k ≥ 0.
Comments.
1. The weak-⋆ convergence in (3.4) is the usual notion, the trace-class being the dual
of the compact operators one demands that(
N
k
)−1
TrHk
(
KkΓ
(k)
N
)
→ TrHk
(
Kkγ
(k)
)
for any compact operator Kk. Since the convergence needs not hold for Kk = 1Hk there
is generically a loss of mass in the limit
TrHkγ
(k) ≤ 1 = Tr
(
N
k
)−1
TrHkΓ
(k)
N . (3.6)
In fact, the convergence is strong if and only if there is equality in the above [68, 256],
which is not obvious since the trace-class is not reflexive.
2. Modulo a diagonal extraction from any sequence of bosonic states ΓN , one can
always assume that (3.4) holds. The theorem is thus generic in this sense.
3. In view of (3.6), it is fairly natural that the limit measure has to live over the unit
ball instead of the unit sphere. A remarkable consequence of the theorem is that, if
there is equality for one k in (3.6), the measure must live on the sphere, and hence,
since it does not depend on k, there must be equality in (3.6) for all k, and thus strong
trace-class convergence.
3. For the same reason as discussed in point 1, the limit hierarchy (γ(k))k is in general
not consistent. One can only get
Trk+1γ
(k+1) ≤ γ(k)
as operators. This is quite insufficient to obtain (3.5) as simple examples show, so
one must retain the information that γ(k) is a limit of states with increasing particle
numbers.
4. A semi-constructive proof of the result using Fock-space localization also yields
useful corollaries regarding the part of the sequences not described by the weak-⋆
limits [147]. 
2Multiplication by a constant phase eiθ, θ ∈ R.
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3.1.2. Proof of the mean-field theorem. We now give the proof of Theo-
rem 3.1, which originates in [87, 221, 272, 212]. The argument we follow is from [147].
Proof. The energy upper bound is straightforward, using trial states of the form
u⊗N . We focus on the energy lower bound and the convergence of states. For all this
proof we denote
h := (−i∇ +A)2 + V
the one-body operator.
Consider a ground state ΨN and denote ΓN = |ΨN〉〈ΨN | the associated density
matrix. Then
E(N)
N
=
1
N
〈ΨN , HNΨN〉HN = N−1TrH
(
hΓ
(1)
N
)
+
(
N
2
)−1
TrH2
(
w Γ
(2)
N
)
(3.7)
where w is identified with the multiplication operator by w(x−y) on the two-particles
space H2.
Denote
γ
(k)
N :=
(
N
k
)−1
Γ
(k)
N .
This is (for any k) a bounded sequence of trace-class operators. Hence, modulo a
diagonal procedure, we may extract a (not relabeled) subsequence such that (3.4)
holds. We apply Theorem 3.3 and obtain a measure satisfying (3.5). We want to
show that this measure lives over the unit sphere of H. In view of the comments after
Theorem 3.3 we only need to show that
Tr γ(1) = 1.
Under our assumptions on w we easily obtain the a priori bound
TrH
(
h γ
(1)
N
)
≤ C,
independently of N . Thus, the positive operator (we can shift the energy reference to
get h ≥ 0)
h1/2γ
(1)
N h
1/2
is bounded in trace-class. Modulo a further extraction we can assume that it converges
weakly star in trace-class, and the limit must be h1/2γ(1)h1/2 Then
1 = Tr γ
(1)
N = Tr
(
h−1h1/2γ
(1)
N h
1/2
)
→
N→∞
Tr γ(1)
because h−1 is compact (consequence of (1.42), by the Sobolev compact embedding
theorem directly for A ≡ 0 using [16] for non-trivial A).
Then, along the previous subsequences we can apply Theorem 3.2, which yields a
measure µ ∈ P(SH) describing the limit density matrices as per (3.2).
Next, the assumptions we make imply that there exists a constant Ch such that,
on the two-body space
H2 := hx + hy + w(x− y) + Ch ≥ 0.
55
We easily obtain the a priori bound
Tr
(
H2γ
(2)
N
)
≤ C
and may thus assume that the positive operator H
1/2
2 γ
(2)
N H
1/2
2 converges weakly-⋆ in
trace-class (modulo a further extraction). The limit must be H
1/2
2 γ
(2)H
1/2
2 with the pre-
viously obtained γ(2). Using Fatou’s lemma for operators (weak-⋆ lower semi-continuity
of the norm) and the cyclicity of the trace we deduce
lim inf
N→∞
Tr
(
H2γ
(2)
N
)
≥ Tr (H2γ(2)) .
But by definition
Tr
(
H2γ
(2)
N
)
=
E(N)
N
− Ch
and we have proved that γ(2) has unit trace. We can thus subtract CT to both sides of
the previous equation and get
lim inf
N→∞
E(N)
N
≥ Tr ((H2 + CT ) γ(2)) .
Inserting the representation (3.2) of γ(2) gives
lim inf
N→∞
E(N)
N
≥
∫
SH
EH[u]dµ(u) ≥ EH
because µ is a probability measure. This is the sought-after energy lower bound. Com-
bining with the upper bound shows that µmust be concentrated on Hartree minimizers,
and thus the convergence of density matrices follows. 
3.1.3. Non-trapped case. The weak quantum de Finetti theorem (together with
some corollaries of its proof) is well-suited to deal with systems who lack compactness at
infinity. Such a defect of compactness leads to the failure of (3.1) in the strong topology,
but one can still rely on Theorem 3.3. This is reviewed at length in [228, 231] so we
will here only state the main result generalizing Theorem 3.1, obtained in [147]. The
main point is to consider one-body potentials that decay instead of grow at infinity, so
that particles might escape from the trap.
Theorem 3.4 (Mean-field limit, non-trapped case).
Let A, V, w be (say smooth) functions such that HN , the many-body Hamiltonian (1.31)
makes sense as a self-adjoint operator on L2(RdN ,C). Let β = 0
Assume that V is non-trapping
V (x) →
|x|→∞
0. (3.8)
Let then E(N) be the bottom of the spectrum of HN (eigenvalue or bottom of essential
spectrum) and (ΨN)N a sequence of approximate ground states:
〈ΨN |HN |ΨN〉 ≤ E(N) + o(N)
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for N →∞.
Let EH, EH be respectively the mean-field (Hartree) functional and its infimum over
L2-normalized functions. Let MH be the set of weak limits of Hartree minimizing
sequences:
MH := {u ∈ L2(Rd) | ∃(un)n ∈ L2(Rd) such that un ⇀ u weakly in L2
‖un‖2L = 1, and EH[un]→ EH
}
(3.9)
We have, in the limit N → +∞:
Convergence of the energy:
E(N)
N
→ EH. (3.10)
Convergence of reduced density matrices: let Γ
(k)
N , k ≥ 0 be the reduced density
matrices of an approximate ground state ΨN . There exists a Borel probability measure
µ on MH (independent of k) such that(
N
k
)−1
Γ
(k)
N ⇀⋆
∫
MH
|u⊗k〉〈u⊗k|dµ(u) (3.11)
weakly-⋆ in the trace-class.
Comments. This is exactly saying that, in the mean-field limit, the binding of
bosonic particles is described to leading order by Hartree theory. In general, the limit
in (3.11) is only weak-⋆, for there will be a loss of mass at infinity. If it occurs, the
limits describing the set MH are only L2-weak.
One can describe in more details the limit set MH using binding inequalities and a
standard concentration-compactness analysis [188, 189, 266]. Again, see [228, 231]
for more comments. 
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3.2. Localization plus quantum de Finetti
We turn to methods allowing to prove Theorem 1.3 for β > 0, i.e. when the limit
object is a local non-linear Schro¨dinger functional. In this case there are two limits to
be taken at the same time:
• large particle number
• interaction potential converging to a Dirac mass.
This rules out compactness methods and calls for quantitative estimates. The general
philosophy however stays the same as in the previous section: generic many-particles
bosonic states can be represented as statistical superposition of factorized states. In-
serting such a representation in the many-body energy directly leads to the mean-field
energy. Our task is thus to control the error thus made, and now we turn quantitative.
Unfortunately, the known versions of Theorem 3.2 coming with quantitative esti-
mates on the convergence (3.2) are valid only in finite dimensional Hilbert spaces. Our
strategy shall thus be to first localize the problem to finite dimensions. The dimension
of the projected one-particle space must be chosen to minimize the sum of two errors:
that due to the use of the quantum de Finetti theorem in the projected space, and the
energy coming from particles living outside the projected space.
For pedagogical reasons we first mention a rough method for controlling the local-
ization error. As we will see below, one can improve the result a lot, e.g. by relying on
the variational PDE satisfied by minimizers to obtain a priori estimates. The following
theorem can however be proved in a fully variational way, Γ-convergence-style:
Theorem 3.5 (NLS limit of bosonic ground states).
Same general assumptions as in Theorem 1.3 plus (1.43) with some s > 0. Let
0 < β <
1
2d
. (3.12)
The conclusions of Theorem 1.3 hold in the N →∞ limit, with MF standing for nls.
Comments.
1. This is taken from [233]. A previous version with a worst (smaller) β was obtained
in [150]. The latter quantity controls the speed at which the interaction potential
converges to a Dirac delta. The larger it is, the more singular the limit. The threshold
obtained above is in the middle of the mean-field regime (the crossover to the dilute
regime occurs at β = 1/d). With additional tools one can do much better, see below.
2. The main novelty in the proof technique consists in the derivation of explicit,
quantitative if far from optimal, estimates on the energy. For this we use quantitative
versions of the quantum de Finetti theorem which apply to finite dimensional one-
particle Hilbert spaces (call D the dimension). The k-body density matrix of a N -body
bosonic state is approximated by a statistical superposition of factorized states with
an explicit error bound, function of D,N and k. The two versions (Subsections 3.2.1
and 3.2.2) we shall give differ both in the error bound they provide (order of magnitude,
norm in which it is expressed) and the construction of the approximating state
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3. In Subsection 3.2.3 we explain how to project the original one-body Hilbert space to
finite dimensions, and control the associated error. This is the part we shall optimize
more carefully later when dealing with dilute limits.
4. Although we shall not explain it here (see [150]), the method below allows to deal
with the dilute regime (in fact, any β > 0) in 1D. This is because the interaction is
sub-critical with respect to the kinetic energy in this case, more precisely we have the
Gagliardo-Nirenberg-Sobolev inequality
‖u‖2L∞(R) ≤ ‖u‖L2(R) ‖∇u‖L2(R) .
This allows for a much more efficient control of the localization error. 
3.2.1. Quantum de Finetti: semiclassical version. The following result is
taken from [56, 55, 148, 118], and is reminiscent of ideas of [8, 9]. It is extensively
discussed in [228, 231, Chapter 4], to which we refer for more details.
Theorem 3.6 (Semiclassical quantum de Finetti).
Let H be a complex Hilbert space of dimension D < ∞. Let ΓN be an associated N-
particle bosonic state, a positive trace-class operator on HN :=
⊗N
symH with unit trace.
Let Γ
(k)
N be the associated reduced density matrices, defined as in (1.22).
Define a measure µN on SH, the unit sphere of H in the manner
dµN(u) := DN
〈
u⊗N |ΓN |u⊗N
〉
du (3.13)
with du the normalized Lebesgue measure on SH and DN the dimension of the bosonic
space HN .
Then
Tr
∣∣∣∣∣
(
N
k
)−1
Γ
(k)
N −
∫
SH
|u⊗k〉〈u⊗k|dµN(u)
∣∣∣∣∣ ≤ CDkN (3.14)
for some universal constant C > 0.
Comments.
1. Note the particularly simple construction of the measure. In fact, by Schur’s lemma
we have
DN
∫
SH
|u⊗N〉〈u⊗N |du = 1HN (3.15)
and one may think of the above as a coherent state [57, 134] resolution of the identity.
In the vocabulary of semi-classical analysis, trying to represent a state in the form
ΓN =
∫
SH
|u⊗N〉〈u⊗N |dµN(u)
amounts to looking for an upper symbol. The object defined in (3.13) on the other
hand is the so-called lower symbol of ΓN . A rationale for the theorem is that, in a semi-
classical regime, upper and lower symbols have a strong tendency to coincide [161, 257]
(see Section 3.3 below). That the large N limit of bosonic systems can be interpreted as
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a semi-classical limit is a fact extensively used for the dynamical mean-field problem [8,
9, 10, 94, 96, 95, 101, 103, 104, 120].
2. A convenient way to prove the theorem (and bolster its semi-classical feel) is to
realize that, denoting
γ
(k)
N =
∫
SH
|u⊗k〉〈u⊗k|dµN(u),
we have
〈v⊗k|γ(k)N |v⊗k〉 =
(N +D − 1)!
(N + n+D − 1)!Tr
(
a(v)ka†(v)kΓN
)
(3.16)
where a, a† are annihilation and creation operators, see Section 1.3. In view of (1.30)
and the fact that γ
(k)
N is uniquely determined by the above expectation values, a proof of
the theorem (that of [148], see the aforementioned references for alternatives) consists
essentially in a repeated application of the CCR (1.26). The crux of the proof is that
commutators between annihilators and creators are bounded independently ofN , which
is much smaller than the “typical value” of a single such operator. When projected on
the N -body space such a typical value is of order
√
N as can be expected (cf (1.24)
and (1.28)) from the expression
N =
D∑
k=1
a†(uk)a(uk)
where (uk)
d
k=1 is an orthonormal basis of H.
3. A variant of the theorem, used for example in [8, 9, 10, 11, 149] works on the
bosonic Fock space (1.23) built on H. Namely, one uses the variant of (3.15) given by
π−D
∫
|ξ(u)〉〈ξ(u)|du = 1F
where
ξ(u) = e−‖u‖
2/2
∞⊕
N=0
u⊗N√
N !
(3.17)
is now a genuine coherent state in that it is of the form [134, Chapter 1]
ea
†(u)−a(u)|0〉 (3.18)
with |0〉 = 1 ⊕ 0 ⊕ . . . the vacuum state of Fock space. The error in the theorem is
then quantified in terms of the average particle number (expectation value of N ) of a
state on Fock space. The use of coherent states for dynamical mean-field problems has
a long history [120, 103, 226, 241, 242, 24].
4. In the applications to mean-field limits, the main limitation of the above theorem is
the dependence of the error term on the dimension of the one-body Hilbert space, D.
It leads to the necessity of projecting the full L2-space to a very small subspace, and
hence to a rather bad localization error. In the next section we give another version of
the quantum de Finetti theorem that has a much better dependence on D. 
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3.2.2. Quantum de Finetti: information-theoretic version. In [37, 160],
a variant of Theorem 3.6 has been obtained, where the error’s dependence on D is
only logarithmic (i.e., for practical purposes, almost non-existent). There are several
catches to be able to achieve this, that we will discuss after having stated the
Theorem 3.7 (Information-theoretic quantum de Finetti).
Let H be a complex Hilbert space of dimension D < ∞. Let ΓN be an associated
N-particle symmetric state, a positive trace-class operator on H⊗N with unit trace sat-
isfying (1.20). Let Γ
(k)
N be the associated reduced density matrices, defined as in (1.22).
For each k ∈ N there exists a probability measure µ(k)N on the set of one-body states
S := {γ ∈ S1(H), γ = γ† ≥ 0,Tr γ = 1} (3.19)
such that, for all self-adjoint operators A1, . . . , Ak on H
Tr
∣∣∣∣∣A1 ⊗ . . .⊗ Ak
((
N
k
)−1
Γ
(k)
N −
∫
S
γ⊗kdµ
(k)
N (γ)
)∣∣∣∣∣ ≤ Ck
√
logD
N
k∏
j=1
‖Aj‖ (3.20)
for some universal constant C > 0, where ‖Aj‖ stands for the operator norm.
Comments.
1. The formulation we give is less powerful than the originals [37, 160] where in
particular the error is expressed in the so-called LOCC (local operations and classical
communication) norm. See [233, 105] for the reformulation testing against tensorized
operators. Pedagogical discussions of the original proof are in [36, 233]. The first
obvious drawback of this result, as compared with Theorem 3.6 is the weaker way in
which the error is measured. Another point, worthy of note but not really annoying,
is that the constructed measures a priori depend on k.
2. Theorem 3.6 can also be extended from bosonic to general symmetric states [56].
In Theorem 3.7 above we state this generalization explicitly. The reason is that, even if
we start from a bosonic state (satisfying the stronger (1.19) on top of (1.20)) as needs
be done for the topics of this review, the constructed measure does not charge only
bosonic states. Namely, it a priori lives on the full one-body state space (3.19) instead
of just pure states γ = |u〉〈u|. This is a nuisance that has to be taken care of when
using the above for bosonic mean-field limits.
3. I chose to refer to the statement as an “information-theoretic” version of the quan-
tum de Finetti theorem because of its proof. Most of it proceeds by quantifying the
errors made using information-based quantities: relative entropies, mutual informa-
tions etc... Pinsker’s inequality is then used at the very end of the proof to recover
trace-norm-based measures of the error.
4. The N -dependence of the bound is worse than that from Theorem 3.6, but for the
applications we target this is more than made-up for by the excellent dependence on
D. 
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Here is a glimpse of the construction that leads to the result, which is only semi-
explicit. See the original references [37, 160] or [233, Appendix A] for more details.
More background on the notions and heuristics below are in the lecture notes [36].
One formalizes the idea of a measurement of the last N − k subsystems of our N
particles by associating to Γ = ΓN the family of states
Γµ :=
Trk+1→N
(
1
⊗k ⊗MµΓ
)
⊗ |eµ〉〈eµ|
pµ
, pµ := Tr
(
1
⊗k ⊗MµΓ
)
(3.21)
where (eµ)µ is an orthogonal basis of H
⊗(N−k) and the Mµ’s are positive matrices such
that ∑
µ
Mµ = 1
⊗(N−k).
Roughly, in quantum mechanics a measurement of an observable (self-adjoint operator)
with spectral decomposition ∑
µ
aµ|eµ〉〈eµ|
in a state γ leads to the value aµ with probability 〈eµ|γ|eµ〉. After the measurement the
system is in the pure state |eµ〉〈eµ|. For various reasons (in particular, if the measure-
ment is done over a subsystem only) one generalizes this by allowing the probability
to end up in the state |eµ〉〈eµ| to be of the form Tr (Mµγ) where, as above the positive
matrices Mµ add to the identity.
From this point of view, we associate the states Γµ in (3.21) to the original Γ by
performing a generalized measurement over N−k particles only. The out-coming state
is Γµ with probability pµ. Now we can form a statistical superposition of factorized
states as follows
Γ˜ =
∑
µ
pµ
(
N−1Γ(1)µ
)⊗N
(3.22)
and hope it will accurately approximate the original Γ. Namely, we are trying to
guess a good de Finetti representation of Γ by (fictitiously) making measurements on
N − k subsystems and using the so-obtained information to construct a measure over
one-body states.
Now, for each measurement (orthonormal basis (eµ)µ and positive matrices (Mµ)µ
adding to the identity) we can evaluate the error between the density matrices of the
associated Γ˜ and those of the original Γ. Clearly, for any choice of measurement
inf
ν∈P(S)
Tr
∣∣∣∣∣A1 ⊗ . . .⊗ Ak
((
N
k
)−1
Γ
(k)
N −
∫
S
γ⊗kdν(γ)
)∣∣∣∣∣
≤ Tr
∣∣∣∣∣A1 ⊗ . . .⊗Ak
(
N
k
)−1 (
Γ
(k)
N − Γ˜(k)
)∣∣∣∣∣ .
62
So if we can construct a trial measurement such that the right-hand side of the above
is bounded by the right-hand side of (3.20) there must exist a measure over one-body
states such that (3.20) holds. See the above references for details on this procedure.
The place where the construction ceases to be explicit is when the minimum error over
all measurements is bounded above by the maximum error within a certain sub-class
of factorized measurements.
3.2.3. Localization method. Now we sketch the proof of Theorem 2.3, mostly
by providing the localization (to finite dimensional spaces) needed to put Theorems 3.6
and 3.7 to good use. See also [228, 231, Chapter 7]
Localizing the Hamiltonian. Denote
h = (−i∇ +A)2 + V ≥ 0 (3.23)
the one-body Hamiltonian (assuming it is positive is just a shift of the energy reference).
Let Λ ≥ 0 be an energy cut-off that will ultimately be optimized over. Let
P = 1h≤Λ, Q = 1− P (3.24)
be spectral projectors associated to h, which we use as localizers in energy-space. We
refer to QH as the subspace of excited particles.
Our h has compact resolvent, hence
NΛ := dim(PL
2(Rd)),
the number of energy levels below the cut-off Λ, is finite. In fact we have
NΛ := dim(P ) ≤ CΛ ds+ d2 (3.25)
with s the exponent in (1.43). This goes under the name of a Cwikel-Lieb-Rosenblum
bound and is a particular case of
Lemma 3.8 (A Lieb-Thirring inequality).
Let λ1, . . . , λj, . . . be the eigenvalues of (3.23), counted with multiplicity. We have, for
any δ > 0, ∑
j,λj≤Λ
λδj ≤ CΛδ+d/s+d/2 (3.26)
for some constant C = C(d, s, γ) > 0 with s the exponent in (1.43) and d the spatial
dimension.
Comments. Statements of this type have a long history. See [150, Lemma 3.3] and
references therein for the proof of the particular version above, and [166, Chapter 4]
or [258, Chapters 3 and 5] for general background. 
The expectation value of the many-body energy per particle associated with (1.31)
in the state vector ΨN is given by
N−1 〈ΨN |HN |ΨN〉 =
(
N
2
)−1
1
2
Tr
(
H2Γ
(2)
N
)
(3.27)
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with the two-body density matrix Γ
(2)
N as in (1.22). The two-body Hamiltonian
isH2 := hx1 + hx2 + wN,β(x1 − x2) (3.28)
with wN,β(x) = N
dβw(Nβx). To obtain a lower bound to the energy we localize the
two-body Hamiltonian using the following simple lemma (this is [150, Lemma 3.6]):
Lemma 3.9 (Localized two-body Hamiltonian).
Assume that Λ ≥ Cε−1Ndβ for 0 < ε < 1 and a large enough constant C > 0. Then
we have, as operators on L2(R2d),
H2 ≥ P⊗2Hε2P⊗2 +
Λ
2
(Q⊗ 1+ 1⊗Q) (3.29)
where
Hε2 = H2 − εNdβ
∣∣w (Nβ (x− y))∣∣ . (3.30)
This says that if the cut-off is chosen large enough, the kinetic energy of excited par-
ticles outweighs their interaction energy (both the interaction between excited particles
and the interaction between excited and non-excited particles).
Localizing the state. The main term to be bounded from below is now(
N
2
)−1
Tr
((
P⊗2Hε2P
⊗2
)
Γ
(2)
N
)
=
(
N
2
)−1
Tr
(
Hε2
(
P⊗2Γ
(2)
N P
⊗2
))
and the next trick is to view it not as the expectation of a localized Hamiltonian in the
original state, but as the expectation of the original Hamiltonian in a localized state.
The idea has a long history, recalled and distillated in [144] to yield the method we
now sketch. See also [231, 228, Chapter 5] for more details and references.
We want to see the projected two-body density matrix P⊗2Γ
(2)
N P
⊗2 as the genuine
density matrix of a projected state. It is proved in [144] that this is doable, provided
the latter state is looked for on the Fock space (1.23). More precisely, there exists a
unique state ΓPN on the projected Fock space
F(PH) = C⊕ H⊕ H2 ⊕ . . .⊕ Hn ⊕ . . .
of the form
ΓPN = Γ
P
N,0 ⊕ ΓPN,1 ⊕ . . .⊕ ΓPN,N ⊕ 0⊕ . . .
such that, for all k ≤ N(
ΓPN
)(k)
:=
∑
n≥k
(
ΓPN,n
)(k)
= P⊗kΓ
(k)
N P
⊗k. (3.31)
Thus we write the quantity to be bounded below as(
N
2
)−1∑
n≥2
Tr
(
Hε2
(
ΓPN,n
)(2))
. (3.32)
64
We can similarly consider a Q-localized state, with Q = 1−P and estimate the second
term of (3.29) in a similar fashion. Very importantly, the P -localized and Q-localized
states are related by the equality
Tr ΓPN,n = TrΓ
Q
N,N−n (3.33)
which basically means that the probability of having n particles out of N P -localized
is the same as the probability of having N − n particles out of N (1 − P )-localized.
Certainly this is very reasonable to expect and the construction of these states does
reflect that the two events just mentioned really are the same. We shall only need that
they have the same probability.
Proof of Theorem 3.5. This is pretty much that given in Section 3.1.2, made
quantitative by inserting the above tools. We only sketch it.
1. The energy upper bound is the easy part. Take a factorized ansatz, and prove that
the so-obtained Hartree energy with wN,β potential converges to the NLS one when
N →∞. A short exercise in nonlinear analysis.
2. For the lower bound, we insert the localized states in the energy lower bound ex-
pressed by Lemma 3.9, e.g. (3.32) expresses the contribution of the first term in (3.29).
3. Now is the time to use the quantitative versions of the quantum de Finetti theorem
for the P -localized state. In view of (3.31) we can do this for the projection ΓPN,n of Γ
P
N
to each n-particles sector of Fock space, and obtain an approximation for P⊗2Γ
(2)
N P
⊗2
in the de Finetti form by summing the contributions of each n.
4. You might be worried that in the previous step we apply Theorems 3.6 or 3.7
to states with n ≤ N particles, a number that needs not be large. Then the error
estimates are not very efficient. But one can use the second term in (3.29). For large
Λ it will say that the Q-localized state does not want to have too many particles. As
per (3.33) this means that the P -localized state has many particles, so that the main
contributions in the above step come from sectors n ∼ N , and give a good error.
5. Then one needs to optimize Λ in order to balance the effects of P and Q terms. The
dependence on the dimension of the one-body Hilbert space in the quantum de Finetti
theorem is handled via (3.25). This final optimization gives an error term depending
on N and β and tells us how big we can afford the latter to be. The parameter ε from
Lemma 3.9 is sent to zero at the very end in order for the expectation of (3.30) in a
factorized state to converge to the NLS energy.
6. If Theorem 3.6 has been used, as in [150], the dependence on s (growth of the
confining potential) is pretty bad, as seen by combining (3.14) and (3.25). This leads
to a rather small, s-dependent β for which the energy can be proved to converge.
7. Using Theorem 3.7 instead, as in [233], gives access to much better values of β
(those stated in the Theorem), for now the number of states below the energy cut-off
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does not matter much. Of course one has then to decompose the interactions potential
in a form that permits the use of (3.20). This can be done via the Fourier transform
W (x− y) =
∫
Rd
Ŵ (p)eip·xe−ip·ydp
=
∫
Rd
Ŵ (p) (cos(p · x) cos(p · y) + sin(p · x) sin(p · y)) dp (3.34)
Each term in the integral can be handled separately, for the multiplication operators
in the integral indeed are of the form A⊗B.
8. Also, when using Theorem 3.7 one has to pass to the limit a bit carefully to recover
a measure that lives only on pure states in the end, as per Theorem 3.2.
9. Finally, a corollary of the energy convergence is that the final de Finetti measure
must be concentrated on minimizers of the mean-field functional, which gives conver-
gence of density matrices.
We shall not enter into more details. The main limitation of the method is in the
localization method, Lemma 3.9. It forces us to take the energy cut-off Λ ∝ Ndβ to
control the projection error. Then the final error in the energy is roughly that given
by applying the quantitative de Finetti theorem in the low-energy subspace:
• Theorem 3.6 gives an error ∼ NΛ/N in trace-class norm. This we must mul-
tiply by the operator norm of the projected Hamiltonian, which is ∼ Ndβ
because the one-body operator is projected to values . Λ and the interaction
potential has L∞ norm ∼ Ndβ too. The final error in the energy per particle
is then, using (3.25), of order Nα with
α = dβ(1 + d/s+ d/2)− 1.
We obtain energy convergence for α < 0, which puts a severe, s-dependent,
constraint on β.
• When applying Theorem 3.7, we decompose the interaction as in (3.34). At
fixed p we have an error ∝ N−1/2(log(NΛ))1/2. Integrating over p we multiply
this by ∫
p∈Rd
|ŵN,β(p)|dp ∝ Ndβ ,
whence a final error which is small if dβ < 1/2 (the logarithmic dependence
on NΛ plays no role).
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3.3. Coherent state method
Now we turn to a different approach to the bosonic mean-field limit, initiated
in [175, 165] with [184] and earlier papers [121, 120] as sources of inspiration. Con-
trarily to the de Finetti based method discussed in the two previous sections, that we
consider now proceeds by manipulating the Hamiltonian, not the state of the system.
The reasons which made me decide the method deserved a section of its own instead
of being included in Section 2.1 are two-fold:
• the method is very general, it does not rely on any particular property of the
Hamiltonian, as methods in Section 2.1 did.
• the method, as the de Finetti-based one, lends itself to generalizations to deal
with dilute and GP limits, see below.
As regards the second point, a “historical” remark is perhaps in order. The method
has actually been put to bear directly on the more difficult GP limit [165], without
being tried first on the MF limit as I shall do here for pedagogical reasons. Variants
and refinements of it have been used for different problems [176, 246, 247, 248].
I have not tried to give a complete proof here, and in particular I have not computed
the value of β (it will depend on s rather badly, as in [150]) it yields. The interested
reader should however have no difficulty filling in the gaps of the proof sketch we will
provide for the
Theorem 3.10 (NLS limit of bosonic ground states, restatement).
Same general assumptions as in Theorem 1.3 plus (1.43) with some s > 0.
There exists a β0(s) such that, for 0 < β < β0(s), (1.51) and (1.52) for k = 1 hold
in the N →∞ limit, with MF standing for nls.
Comments.
1. Again, the statement above does not reflect the full power of the method as it
was introduced in [165]. See Sections 4.1 and 5.7 below for this. Needless to say, the
method also applies at β = 0.
2. The only thing that was not explicit in [165] is the treatment of attractive interac-
tions. It is also conceivable that the method could be improved to give convergence of
higher density matrices, but we do not pursue this.
3. To some extent, the de Finetti based method and the coherent state method are
two sides of a same coin. More precisely they are somehow dual to one another. We
shall discuss this in Subsection 3.3.3. 
3.3.1. Coherent state formalism. Here we follow mainly [134, Section 1.3], but
see also [57], in particular Section 10.3 therein. We start from H, a finite-dimensional
complex Hilbert space with dimension D and an orthonormal basis u1, . . . , uD. Think
of H as a subspace of L2(Rd).
We work on the bosonic Fock space F = F(H) based on H, cf (1.23). Denote |0〉 its
vacuum vector, i.e.
|0〉 = 1⊕ 0⊕ . . . .
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Definition 3.11 (Bosonic coherent states).
Let Z = (z1, . . . , zD) ∈ CD and define the associated coherent state ΨZ ∈ F as
ΨZ = exp
(
D∑
j=1
zja
†(uj)− zja(uj)
)
|0〉
= e−
1
2
∑D
j=1 |zj |
2
e
∑D
j=1 zja
†(uj)|0〉
= e−‖uZ‖
2/2
∞⊕
n=0
u⊗nZ√
n!
(3.35)
where the annihilation/creation operators are defined as in Section 1.3 and
uZ =
D∑
j=1
zjuj.
That the first two definitions are equivalent follows from the Baker-Campbell-
Hausdorff formula (a† and a commute with their commutator). The third definition
makes contact with the form we have already encountered in (3.17)-(3.18). To see it is
equivalent to the first two, note that
D∑
j=1
zja
†(uj) = a
†(uZ).
Observe the crucial fact that coherent states are eigenvectors of annihilation operators:
a(uj)ΨZ = zjΨZ (3.36)
and more generally, for any v ∈ H,
a(v)ΨZ = 〈v|uZ〉ΨZ .
This will be used to perform so-called c-number substitutions in the Hamiltonian:
replacing creators/annihilators by numbers in the second quantized form (1.28).
One use of the coherent states is that they form an overcomplete basis of the Fock
space:
Lemma 3.12 (Coherent state partition of unity).
We have the closure relation
π−D
∫
CD
|ΨZ〉〈ΨZ|dZ = 1F (3.37)
and the overlap formula
〈ΨZ′|ΨZ〉F = exp
(
−1
2
D∑
j=1
(|zj |2 + |z′j |2 − 2z′jzj)
)
(3.38)
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Proof. A well-known direct computation, for which it is useful to recall the fac-
torization property of Fock space
F(H) = F (span(u1)⊕ . . .⊕ span(uD)) ≃ F (span(u1))⊗ . . .⊗ F (span(uD))
in the sense of unitary equivalence, see e.g. [117, Appendix A]. Computations can then
be reduced to the case where H is one-dimensional. Details for this case are in [134,
Section 1.3] 
We can represent an operator A on F in the coherent state basis as
A = π−2D
∫
CD×CD
〈ΨZ′|A|ΨZ〉|ΨZ′〉〈ΨZ|dZdZ ′.
In fact, the basis is overcomplete enough that A is fully characterized by the diagonal
elements 〈ΨZ|A|ΨZ〉. Then a desirable and, perhaps, not too unreasonable thing to
look for is a diagonal representation of A in the coherent state basis [26, 161, 257].
Definition 3.13 (Symbols).
If an operator A can be put in the form
A = π−D
∫
CD
Aup(Z) |ΨZ〉〈ΨZ|dZ (3.39)
we call the map
CD ∋ Z 7→ Aup(Z) ∈ C
its upper symbol.
For any operator A we call the map
CD ∋ Z 7→ Alow(Z) := 〈ΨZ|A|ΨZ〉F ∈ R+. (3.40)
its lower symbol.
Symbol is meant in the usual sense of semiclassical/microlocal analysis as a rep-
resentation of a quantum (perhaps pseudo-differential) operator as a function on
some classical (perhaps symplectic) phase-space. The words “upper” and “lower” re-
fer [26, 161, 257] to the fact that the former give upper bounds on quantum partition
functions, while the latter give lower bounds. This is the content of the Berezin-Lieb
inequalities [228, 231, Appendix B]. Other names used in the literature are: lower
symbol ≃ covariant symbol ≃ Husimi function ≃ anti-Wick quantization ≃ Toeplitz
quantization, and upper symbol ≃ contravariant symbol ≃ Wigner measure ≃ Wick
quantization.
What is the use of introducing two concepts with similar-looking names if they are
not closely related ? We have the
Lemma 3.14 (Relation between symbols).
Let A be an operator on F with upper symbol Aup (we assume it exists). Then its lower
symbol is given by
Alow(Z) = e∂Z ·∂ZAup(Z) (3.41)
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where
∂Z · ∂Z :=
D∑
j=1
∂zj∂zj
and ∂z =
1
2
(∂x − i∂y) , ∂z = 12 (∂x + i∂y) for a complex number z = x+ iy.
In addition, an operator A (and thus its upper symbol, if it has one) is uniquely
determined by its lower symbol.
Proof. See [134, Section 1.3]. The first claim is a consequence of the overlap
expression (3.38), which gives
|〈ΨZ′|ΨZ〉F|2 = exp
(
−1
2
D∑
j=1
|zj − z′j |2
)
.
A convolution with the above can be identified by a Fourier-side multiplication and
related to the heat flow e−∂Z ·∂Z . The second claim is a unique analytic continuation
argument from the lower symbol to all matrix elements 〈ΨZ′|A|ΨZ〉. 
Of course (3.41) goes in the wrong direction. We know the lower symbol exists,
and how to compute it. We want to infer that an upper symbol exists, and compute
it. In view of (3.41) this is tantamount to solving the heat flow backwards in time, a
dangerous undertaking (think of the regularizing properties of the forward heat flow).
Fortunately, for the operators we shall be interested in (recall (1.28)), this is doable:
Lemma 3.15 (Symbols of polynomial operators).
Pick any normal-ordered monomial in creation/annihilation operators, i.e. for any
i1, . . . , ik, j1, . . . , jℓ ∈ {1, . . . , D} denote
A = a†(ui1) . . . a
†(uik)a(uj1) . . . a(ujℓ).
We have
Alow(Z) = zi1 . . . zikzj1 . . . zjℓ (3.42)
and
Aup(Z) = e−∂Z ·∂ZAlow(Z). (3.43)
Proof. Note first than in (3.43) the exponential in fact acts as a polynomial of
finite degree, for the higher terms applied to the lower symbol give 0. Thus (3.43) is
just (3.41) in a case where it is legitimate to invert the relation and thus obtain the
existence of an upper symbol.
The expression (3.42) is a straightforward consequence of (3.36), of the fact that
coherent states are normalized and of a† being the adjoint of a.
We give the seed of the computation leading to (3.43). Consider the case where
A = a†(u1)a(u1).
Then define
A˜ := π−D
∫
CD
Aup(Z)|ΨZ〉〈ΨZ|
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with Aup(Z) as in (3.43). We do not know it is an upper symbol for A yet. To confirm
this we must prove A = A˜ and in view of Lemma 3.14 it suffices to compare the lower
symbols of these operators. In the case at hand
Aup = |z1|2 − 1,
thus
〈ΨZ|A˜|ΨZ〉 = π−D
∫
CD
|〈ΨZ|ΨZ′〉|2 |z′1|2dZ ′ − 1
= π−D
〈
ΨZ
∣∣∣a(u1) ∫
CD
|ΨZ′〉〈ΨZ′|dZ ′a†(u1)
∣∣∣ΨZ〉− 1
= 〈ΨZ|a(u1)a†(u1)|ΨZ〉 − 1
= 〈ΨZ|A|ΨZ〉
where we used (3.36), the closure relation (3.37) and the CCR (1.26). The general case
follows from similar considerations. 
3.3.2. Sketch of proof for the mean-field limit. To simplify the approach as
compared with the original [165] we start again from Lemma 3.9 to obtain a lower
bound to the energy. We focalize on the P -localized part (first term in the right-hand
side of (3.29)) and use again the Q-localized part to ensure that most particles in the
original state are P -localized.
Let ΓPN be the P -localization of a many-body ground state, as defined in Sec-
tion 3.2.3. We seek a lower bound to
Tr
(
P⊗2Hε2P
⊗2Γ
(2)
N
)
= Tr
(
Hε2
(
ΓPN
)(2))
= TrF(PH)
(
HPΓPN
)
(3.44)
where the last trace is over the Fock space generated from the P -projection of L2(Rd).
We have denoted (compare with (1.28))
HP =
D∑
j=1
〈uj|h|uj〉L2(Rd)a†(uj)a(uj)
+
1
N − 1
∑
1≤i,j,k,ℓ≤D
〈ui ⊗ uj|wN,β(x− y)|uk ⊗ uℓ〉L2(R2d) a†(ui)a†(uj)a(uk)a(uℓ). (3.45)
where the uj’s form a basis of L
2(Rd) made of eigenfunctions of the one-body Hamil-
tonian (3.23). Again, everything is now localized to the subspace h ≤ Λ and we denote
D = NΛ the number of eigenvalues of h below the cut-off.
Now we are working on the Fock space, but we are not at liberty to use the lowest
eigenvalue of HP as a lower bound to the energy. The latter is probably 0 and attained
by a state that has no particles at all. Instead we follow a trick of [165]. Suppose we
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know ΓPN has exactly N particles, namely it equals its projection on the N -particles
sector of Fock space. Then (3.44) would, for any constant K > 0, equal
TrF(PH)
(
HPΓPN
)
+
K
N
TrF(PH)
(
(N −N)2ΓPN
)
where N is the particle number operator (1.24). Of course our projected state ΓPN
needs not have (and in fact, will not have) exactly N particles. However, we can
ensure its projection on Fock-space sectors where the particle number is not ∼ N is
small by using the second, Q-localized term in (3.29) and (3.33) exactly as sketched in
the previous section.
With apologies for this lack of details, we will from now on take for granted that
ΓPN is almost a N -body state and continue our proof sketch by seeking a lower bound
to the modified Hamiltonian
H˜ = HP +
K
N
(N −N)2 (3.46)
acting on the projected Fock space F(PH). Now we introduce coherent states as dis-
cussed in the previous subsection. In view of (3.45), the above is a polynomial in
annihilation and creation operators. Using Lemma 3.15 it thus has an upper symbol
Hup in the coherent state basis built from the eigenfunctions u1, . . . , uD of h and we
can write
H˜ = π−D
∫
Z∈CD
Hup(Z)|ΨZ〉〈ΨZ|dZ ≥ inf
Z∈CD
Hup(Z)
in the notation introduced above, and using (3.37). We can thus bound the lowest
eigenvalue of H˜ from below by the minimum value of the upper symbol Hup. This we
shall estimate using Lemma 3.15.
Indeed, using (3.43) and (3.42) we have that
Hup(Z) =
(
1− ∂Z · ∂Z +
1
2
(∂Z · ∂Z)2
)
Hlow(Z)
Hlow(Z) =
D∑
j=1
hjzjzj +
1
N − 1
∑
1≤i,j,k,ℓ≤D
wijkℓzizjzkzl +
K
N
(
D∑
j=1
|zj |2 −N
)2
(3.47)
where we have used that Hlow is a quartic polynomial in the components of Z in the
first expression and simplified the notation in a hopefully transparent way in the second
(compare with (3.45)), setting
wijkℓ = 〈ui ⊗ uj|wN,β(x− y)|uk ⊗ uℓ〉L2(R2d) .
The crux of the energy lower bound is that the main contribution comes from
the first term in Hup, namely we expect that to compute the minimum in Z one can
approximate
Hup ≈ Hlow. (3.48)
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This yields what we aim at, for a simple computation gives
Hlow(Z) = 〈uZ|h|uZ〉L2(Rd) +
1
N − 1
∫∫
Rd×Rd
|uZ(x)|2wN,β(x− y)|uZ(y)|2dxdy
+
K
N
(
‖uZ‖2L2(Rd) −N
)2
(3.49)
where uZ is as in Definition 3.11. We leave the reader convince herself that if we
minimize the above with respect to Z, letting K be very large in the limit N → ∞
(this is part of the fine tuning of all parameters in the proof, which we do not pursue),
the minimum is attained for ‖uZ‖2 ∼ N and the infimum converges to the desired
mean-field energy (note the scaling properties of the functional to extract the needed
factor of N).
Thus what is left is to vindicate (3.48). What we learn from looking at the lower
symbol is that the minimum of Hup is likely to be attained where
∑D
j=1 |zj|2 ∼ N is
large. But clearly, because of the derivatives in Z it is made of, the difference∣∣Hup −Hlow∣∣≪ Hlow (3.50)
contains terms at most quadratic in Z and thus ought to be smaller than the leading
term Hlow. Let us have a look at the different terms one needs to estimate to confirm
this expectation. We have
Hup −Hlow = −∂Z · ∂ZHlow +
1
2
(∂Z · ∂Z)2Hlow. (3.51)
We list the contributions of the different terms below:
• In the first term of (3.51) we have the contribution
D∑
j=1
hj ≤ CΛ1+d/s+d/2
from the quadratic term of Hlow, i.e. the sum of the D first eigenvalue of h. This
we estimate using Lemma 3.8. Note that we need a bound ≪ N , the total energy’s
order of magnitude. In view of the choice of Λ in Lemma 3.9 we are already limited to
dβ < (1 + d/s+ d/2)−1.
• The quartic part of Hlow coming from the interaction potential contributes to the
first term of (3.51) a −(N − 1)−1 times∑
1≤i,j,k≤D
zjzk (wijik + wijki + wjiik + wjiki) =∑
1≤i≤D
〈ui ⊗ uZ + uZ ⊗ ui|wN,β(x− y)|ui ⊗ uZ + uZ ⊗ ui〉L2(R2d)
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with wN,β( . ) = N
dβw(Nβ . ) This can be bounded in absolute value e.g. by
C
N
‖wN,β‖L∞ ‖uZ‖2L2
∑
1≤i≤D
‖ui‖2L2 = CNΛNdβ−1 ‖uZ‖2L2 .
• The quartic part of Hlow coming from the interaction potential contributes to the
second term of (3.51) a (N − 1)−1/2 times∑
1≤i,j≤D
(wijij + wijji + wjiij + wjiji) ≤ N2ΛNdβ .
• The term we introduced to control the particle number contributes
2K
N
‖uZ‖2L2 − 2C
when hit by −∂Z · ∂Z and 2K/N when hit by (∂Z · ∂Z)2 /2.
The bottom line is that, if β is not too big, all the above error terms are either≪ N
independently of Z, or can be absorbed in the main term Hlow(Z) without changing
the asymptotics of the minimum thereof. A bit of work gives energy convergence for
small values of β.
The convergence of reduced density matrices (even just the first one as stated in
Theorem 3.10) is more tricky with this method. Consider adding a small multiple of a
arbitrary bounded self-adjoint k−particles operator to HN :
HN,η := HN + ηN
(
N
k
) ∑
1≤i1 6=...6=ik≤N
Ai1...ik . (3.52)
Here A acts on Hk and Ai1...ik acts on the i1, . . . , ik factors of HN . The Feynman-
Hellmann principle that we have already encountered in Lemma 2.8 tells us that, if
HN has a unique minimizer ΨN with reduced density matrices Γ
(k)
N , then
Tr
(
A
(
N
k
)−1
Γ
(k)
N
)
= N−1∂ηE(N, η)|η=0 (3.53)
where E(N, η) is the lowest eigenvalue of HN,η.
The method above directly applies to the perturbed HN,η when k = 1, 2 and gives
the convergence of N−1E(N, η) to a perturbed mean-field energy. Both functions of
η are concave as infima over linear functions. The derivative in η of N−1E(N, η) also
converges to the derivative of the mean-field energy. An analog of (3.53) for the mean-
field functional gives convergence of the 2-body density matrix. With a bit more sweat
one could perhaps obtain higher density matrices also.
There was an if above, namely we assumed the ground state to be unique. If
this does not hold, one can still proceed with a bit of non-trivial convex analysis.
The convergences of perturbed energies sketched above gives some information on the
structure of the (convex) set of limits of density matrices. In fact one can show that
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its extreme points are projectors onto mean-field minimizers, and conclude using the
Choquet-Rein-Milan theorem [259]. This is done in details in [165, Section 3] for the
one-body density matrix, and can probably be adapted to the k-body density matrix
(provided one can first show the corresponding perturbed energies converge). 
We have indicated only the crudest of bounds in the above sketch. We leave it to the
interested reader to figure out what combination of Ho¨lder/Young/Sobolev/Gagliardo-
Nirenberg/Lieb-Thirring inequalities yields the best estimate. But, if reaching large
values of β is the main concern, one should either rely on Section 3.2.2 (whose tools lead
to the claimed β < 1/(2d) in Theorem 3.5). Or better couple the present techniques
with those we shall describe later.
3.3.3. Coherent states versus de Finetti. In Sections 3.2 and 3.3 we have
described two complementary methods that allow to treat very general Hamiltonians
in the mean-field regime. Now we informally explain how they are related. Actually, it
is the de Finetti method based on Theorem 3.6 that is closely related to the coherent
states method. The variant based on Theorem 3.7 stays somewhat on its own.
Let us assume that, via localization as sketched previously, we are reduced to a
lower bound on some Hamiltonian H ≡ HP acting on the Fock space F ≡ F(PH), P
a dimension-D orthogonal projector. Also assume that HP already contains a term
penalizing the particle number so that its ground state is likely to be concentrated
around the sector with N particles. We thus seek a lower bound to
inf
Ψ∈F,‖Ψ‖=1
{〈Ψ|H|Ψ〉} = inf
Γ∈S(F),Tr Γ=1
{Tr (HΓ)} (3.54)
where the second infimum is over (mixed) states on the Fock space and the equality is
obtained via the correspondence |Ψ〉〈Ψ| = Γ for pure states
We introduce coherent states ΨZ , Z ∈ CD with the notation of Section 3.3.1 (and
emphasize the similarity with what has been discussed in the comments to Theo-
rem 3.6). We can now associate upper and lower symbols to essentially any operator,
using Lemmas 3.14 and 3.15. When estimating Tr (HΓ) we can thus either
• Use the upper symbol of H to write
Tr (HΓ) = Tr
(
π−D
∫
CD
Hup(Z)|ΨZ〉〈ΨZ|dZ
)
= π−D
∫
CD
Hup(Z)Γlow(Z)dZ
Then we observe that Hlow(Z) gives the mean-field energy and that Γlow(Z) is
a probability measure. Thus if we can replace Hup → Hlow in the above, we
have won. This is what we did in Section 3.3.2.
• Use the upper symbol of Γ to write
Tr (HΓ) = π−D
∫
CD
Hlow(Z)Γup(Z)dZ.
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Here we have made the mean-field energy Hlow(Z) appear already, but Γup(Z)
needs not have a sign. We would like to approximate it by a probability
measure, which essentially amounts to saying that its negative part is small.
This is in some sense the outcome of the quantum de Finetti theorem in
Section 3.2.1.
In both cases above, what we really want is to approximate
Tr (HΓ) ≈ π−D
∫
CD
Hlow(Z)Γlow(Z)dZ,
which gives the desired result. In one case we do it by approximating the Hamiltonian,
using its simple expression as a polynomial in annihilators/creators and Lemma 3.15.
In the other we approximate the state instead, but the algebra is very much related.
Observe indeed that the crucial step in the proof of (3.43) consists in normal-ordering
a polynomial in creators/annihilators. This is also the crucial step in a proof of Theo-
rem 3.6, see (3.16).
Thus the semi-classical approach to mean-field limits boils down to comparing nor-
mal ordered and anti-normal ordered polynomials in creators/annihilators (normal or-
der means all creators on the left, anti-normal order means all creators on the right).
Looking at things backwards, this is like comparing two different quantization proce-
dures leading from the mean-field functional to the many-body Hamiltonian: the Wick
quantization (normal order) and the anti-Wick quantization (anti-normal order). We
refer in particular to [8, 9, 10, 5] for more details on this point of view. Let us make
a hint in this direction by stating the
Definition 3.16 (Wick and Anti-Wick quantizations).
Let H be a complex Hilbert space of dimension D <∞. Let h be a self-adjoint operator
on H with spectral decomposition
h =
D∑
j=1
hj|uj〉〈uj|
and w be a self-adjoint operator on H⊗2. Define the polynomial of Z = (z1, . . . , zD) ∈
CD
E(Z) := 〈uZ|h|uZ〉H + 1
2
〈u⊗2Z |w|u⊗2Z 〉H2 (3.55)
=
D∑
j=1
hjzjzj +
1
N − 1
∑
1≤i,j,k,ℓ≤D
wijkℓzizjzkzℓ (3.56)
where uZ is as in Definition 3.11 and
wijkℓ = 〈ui ⊗ uj|w|uk ⊗ uℓ〉H⊗2.
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Define two operators on F(H): the Wick quantization of E
EW = E(a†, a) :=
D∑
j=1
hja
†
jaj +
1
N − 1
∑
1≤i,j,k,ℓ≤D
wijkℓa
†
ia
†
jakaℓ (3.57)
and its anti-Wick quantization
EAW = E(a, a†) :=
D∑
j=1
hjaja
†
j +
1
N − 1
∑
1≤i,j,k,ℓ≤D
wijkℓakaℓa
†
ia
†
j (3.58)
where the annihilation/creation operators are those defined by u1, . . . , uD.
The idea is to replace complex numbers by annihilation/creation operators in formal
expressions. Since the latter objects do not commute, a choice has to be made as regards
the order in which to put them, leading to the two cases (3.57) and (3.58). The former
is what we should start from to do many-body quantum mechanics (recall (1.28)).
The relation with what we have discussed previously is
Lemma 3.17 (Wick and Anti-Wick quantizations).
We use the notation of the previous definition and the concepts of Definition 3.13.
Then
• EW has Z 7→ E(Z) for lower symbol.
• EAW has Z 7→ E(Z) for upper symbol.
Proof. Only the second statement has not been discussed so far, but this is a
variant of (3.43). We hint at the proof by considering the case D = 1 and E(Z) = |Z|2.
Then we have to prove that
π−1
∫
C
ZZ|ΨZ〉〈ΨZ|dZ = aa†.
But
〈u|aa†|v〉 = 〈a†u|a†v〉
= π−1
∫
C
〈a†u|ΨZ〉〈ΨZ|a†v〉dZ
= π−1
∫
C
〈u|aΨZ〉〈aΨZ|v〉dZ
= π−1
∫
C
ZZ〈u|ΨZ〉〈ΨZ|v〉dZ
using the coherent state closure relation (3.37) and (3.36). 
As a final remark regarding semiclassics we mention the so-called Berezin-Lieb in-
equalities [26, 161, 257] that give bounds on free-energies/partition functions instead
of ground-state energies, i.e. on the problem with temperature instead of that at zero
temperature. See [231, 228, Appendix B] and [149, 154, 155] for further discussion
of this topic.
CHAPTER 4
Dilute limits
Now we move one step further as regards physical relevance (with application to
cold atomic gases in mind) and mathematical sophistication. Namely, we attack the
dilute regime, β > 1/d (cf the discussion in Section 1.4). Recalling the last comment
following Theorem 3.5, only the cases d = 2, 3 still require our attention.
This chapter presents extensions of the techniques introduced in Sections 3.2
and 3.3.
• In Section 4.1 we follow a method of [165] to deal with repulsive interac-
tions. This couples the coherent state method with a much better localization
technique than that of Lemma 3.9.
• In Section 4.2 we introduce a set of a priori estimates derived from the varia-
tional equation satisfied by energy minimizers. This is the first time we depart
from a purely variational treatment.
• In Section 4.3 we couple the moments estimates to the de Finetti-based method
in the case of repulsive interactions. The results will be improved later when
we discuss the Gross-Pitaevskii regime, but we continue with our motto or
introducing new tools one at a time.
• In Section 4.4 we state the best results known to date regarding interactions
with an attractive part. In 2D we thus obtain genuinely attractive (focusing)
mass-critical NLS functionals. In 3D the limit functionals need be repulsive
(defocusing) but we can work with potentials that are only classically stable
in the sense of Definition 1.2, instead of purely repulsive.
4.1. Better localization in the coherent states method
For purely repulsive interactions it turns out one can still work variationally by
being much more careful about the localization method, i.e. with the process of sep-
arating particles between low and high momenta and throwing away some interaction
energy for a lower bound. In fact, by retaining part of the interaction between low and
high momenta we will be able to prove the following using the methods of [165]:
Theorem 4.1 (Dilute limit in 3D, repulsive case).
Same general assumptions as in Theorem 1.3 plus (1.43) with some s > 0 and d = 3.
Let
0 < β < 2/3 (4.1)
and assume a purely repulsive interaction, w ≥ 0.
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Let MF stand for nls in Theorem 1.3. Then we have the energy convergence (1.51)
and the convergence of the first density matrix, (1.52) for k = 1, in the N →∞ limit.
Comments.
1. The technique we shall expose certainly also works in 2D. We leave it to the reader
to adapt the Sobolev exponents everywhere in [165] to figure out which β it allows to
reach.
2. We shall use the positivity of the interaction here. This prevents us from perturbing
the Hamiltonian by arbitrary k-body terms, k ≥ 2 as sketched in Section 3.3.2. Most
likely we thus may not hope to access higher density matrices with the method below.

In the rest of this section we sketch the proof of the above, following [165].
Extension to Fock space. As in Section 3.3.2, we want to use coherent states, and
thus extend the original N−body Hamiltonian to the Fock space. We trade the sharp
value of the particle number for a penalization thereof by writing
E(N) ≥ inf σF
(
HN +
K
N
(N −N)2
)
for any K > 0. Here E(N) is the ground state energy of the original Hamiltonian
acting on HN and on the right-hand side we have the bottom of the spectrum of the
Fock-space Hamiltonian inside the parenthesis: HN is the original HN extended to
Fock space using (1.28) (with w = N−1wN,β) and N is the particle number operator.
From now on we denote
G := HN +
K
N
(N −N)2 (4.2)
the Fock-space operator we shall concentrate on.
Coherent states, again. The first observation is that it is not necessary to first
project the Hamiltonian to finite dimensions before introducing coherent states. It is
still desirable to introduce coherent states only for finitely many modes of the one-body
Hamiltonian because it is not obvious what becomes of (3.37) when D =∞.
We carry on with the notation of Section 3.2.3, and split the one-body Hilbert space
H = L2(Rd) between low kinetic energy modes (PH with P = 1h≤Λ) and high kinetic
energy modes (QH with Q = 1 − P ). Then, as previously mentioned, the Fock space
F(H) tensorizes
F(PH⊕QH) ≃ F(PH)⊗ F(QH).
This precisely means that there is a unitary operator
U : F(PH⊕QH) 7→ F(PH)⊗ F(QH)
defined by its action on creation operators (with a similar formula for annihilation
operators)
U a†(f)U = a†(Pf)⊗ 1+ 1⊗ a†(Qf).
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See e.g. [117, Appendix A] or [4, 144] for more details. Any operator A acting on F(H)
(or at least, and this is all we need, any polynomial in annihilation/creation operators)
is customarily identified with its action U AU∗ on F(PH)⊗ F(QH).
Now we introduce coherent states for the modes u1, . . . , uD spanning PH as de-
scribed in Section 3.3.1. From (3.37) we have
1F(PH)⊗F(QH) = π
−D
∫
CD
|ΨZ〉〈ΨZ| ⊗ 1F(QH)dZ.
To an operator A on F(H) we can then associate a lower symbol
Alow(Z) = 〈ΨZ |A|ΨZ〉
= TrF(PH)
(|ΨZ〉〈ΨZ| ⊗ 1F(QH) U AU∗) (4.3)
where the first line is the usual notation and the second its actual meaning. This is now
a function from CD (or, equivalently, from PH) with values in operators on F(QH). If
there exists another function Aup satisfying
U AU∗ = π−D
∫
CD
Aup(Z)|ΨZ〉〈ΨZ| ⊗ 1HdZ (4.4)
we call it the upper symbol of A. The following consequences of Lemmas 3.14, 3.15
and 3.17 will be of use. First, for operators that one can express as polynomials in
annihilators/creators
Aup(Z) = e−∂Z ·∂ZAlow(Z). (4.5)
Next, somewhat schematically,
Alow(Z) = CnumF(PH) (NordA) . (4.6)
Here Nord denotes normal ordering: A is put in a form with all creation operators on
the left and all annihilation operators on the right1. Then we perform the classical
number substitution Cnum, by which we mean that the creation operator a†(uj) is
replaced by zj and the annihilation operator a(uj) by zj , this for all 1 ≤ j ≤ D.
Localization of symbols. Now we replace the use of Lemma 3.9 by lower bounds
to the symbols defined above, which are now operators on F(QH). This is our way
to keep track of the excited particles. If view of (4.4) what we really want is a lower
bound to the upper symbol, for it gives direct access to the original operator we are
interested in. We however start with the lower symbol. Hereafter we lighten notation
by setting, for u ∈ L2(Rd)
I[u] =
∫∫
Rd×Rd
|u(x)|2WN,β(x− y)|u(y)|2dxdy
WN,β(x) = N
3β−1w(Nβx) ≥ 0. (4.7)
1We will always use (4.6) with already normal-ordered expressions such as (1.28) anyway.
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Lemma 4.2 (Lower bound to lower symbol).
Denote hj the j-th eigenvalue of h (associated to the eigenfunction uj) and
T =
∑
j=D+1
hja
†(uj)a(uj) (4.8)
the kinetic energy operator restricted to F(QH) and let uZ be as in Definition 3.11. For
any δ > 0 we have, as operators on F(QH),
Glow(Z) ≥ 〈uZ|h|uZ〉+ I[uZ ]
(
1− δ − h−1/4D N−1T
)
+
K
N
(‖uZ‖2L2 −N)2
− C
(
N
β−1
2 +N−1/2h
−1/4
D
√
T +N−1
√
T
)
(〈uZ|h|uZ〉+ I[uZ ])− δ−1N3β−1.
(4.9)
Comments. This is an adaptation of [165, Equation (61)]. The positivity of the
interaction is used by writing that, as an operator on the two-body space,
WN,β ≥ P⊗2WN,βP⊗2 + (1− P⊗2)WN,βP⊗2 + P⊗2WN,β(1− P⊗2)
for the difference between left and right sides is
(1− P⊗2)WN,β(1− P⊗2) ≥ 0. (4.10)
Compared to Lemma 3.9 we keep track of the interaction between pairs of low energy
particles and pairs of high-low (or high-high) energy particles. This means that the
second quantized interaction
∑
ijkℓWijkℓa
†
ia
†
jakaℓ is bounded below by retaining terms
with at most two indices ≥ D. This leads, after using (4.6), to a lower bound to the
lower symbol in terms of a quadratic Hamiltonian (in the a, a† operators of the excited
space) that one can then, with some effort, control using the kinetic energy of the
excited modes (which is also quadratic).
The virtue of (4.9) is that it allows to pass to the limit first in N → ∞ and then
only D →∞, provided β < 2/3. Indeed, the main terms on the first line will be proved
to be of order N , and we should expect the kinetic energy T to be at most of this order
as well (namely, its expectation value in a ground state will be at most of this order).
Dividing the whole inequality by N we see that the errors are all either of the form
f(D)oN(1), a function of D times something becoming small when N →∞ or the form
f(N)oD(1), a bounded function of N times something becoming small when D → ∞.
The limiting term is the last one, which is ≪ N only provided β < 2/3. Under this
condition we can take the limit successively the limits N → ∞, D → ∞, δ → 0 and
isolate the leading order. 
Next we turn to the upper symbol. It follows from the considerations in Section 3.3.1
that G does have one, and that it is related to the lower symbol via (4.5). The main
part will come from the lower symbol itself, but we still have to bound the terms coming
from the Z,Z derivatives in (4.5).
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Lemma 4.3 (Lower bound to upper symbol).
Same notation as above, with in addition
NQ =
∞∑
j=D+1
a†(uj)a(uj)
the number (operator) of excited particles. We have, as operators on F(QH),
Gup(Z)−Glow(Z) & −
D∑
j=1
hj − KD
N
(NQ + ‖uZ‖2L2 + 1)
−N−1 (〈uZ|h|uZ〉+ T )
∑
j≤D
h
1/2
j
−N β−22 (〈uZ|h|uZ〉+NQ + 1)∑
j≤D
h
3/4
j (4.11)
where & e means “larger than a universal constant times e”.
Comments. In view of (4.5) and since G is quartic in annihilators/creators, this
is about bounding from below
−∂Z · ∂Z Glow +
1
2
(∂Z · ∂Z)2Glow.
The contribution of the interaction to the second term above is non-negative and can
thus be dropped from the lower bound. Essentially this is a rephrasing of the convexity
of the mean-field interaction energy and is based on w being non-negative.
Once this has been observed, the task left is to bound the term ∂Z · ∂ZGlow from
above. The end result we rephrased in the lemma is [165, Equation (71)]. The value
of (4.11) is that it is again possible to pass to the limit therein, first N →∞ and next
D →∞, to obtain a o(N). 
Conclusion. Using the two above lemmas and (4.4) yields an operator lower bound
on G (that we identify with U GU∗ since they are unitarily equivalent) of the form
G ≥ π−D
∫
CD
G˜(Z)|ΨZ〉〈ΨZ| ⊗ 1F(GH)dZ − δ−1N3β−1 −
D∑
j=1
hj (4.12)
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with
G˜(Z)− 〈uZ|h|uZ〉 − I[uZ ]
(
1− δ − h−1/4D N−1T
)
− K
N
(‖uZ‖2L2 −N)2
& − (〈uZ|h|uZ〉+ I[uZ ])
(
N
β−1
2 +N−1/2h
−1/4
D
√
T +N−1
√
T
)
− KD
N
(NQ + ‖uZ‖2L2 + 1)−N−1 (〈uZ|h|uZ〉+ T )∑
j≤D
h
1/2
j
−N β−22 (〈uZ|h|uZ〉+NQ + 1)∑
j≤D
h
3/4
j − Cδ−1N3β−1.
To conclude we need to take the expectation value of both sides of (4.12) in a ground
state of G, divide by N , and take the limits first N →∞ then D →∞, then δ → 0 and
finally K →∞. This gives the needed energy lower bound in terms of the NLS energy
(recall that the most stringent condition comes from the error δ−1N3β−1, which is≪ N
only for β < 2/3), provided we know some simple a priori bounds on the ground state.
But since the Hamiltonian G is made only of positive terms and its ground-state energy
can easily be bounded above by a multiple of N , there is no difficulty in obtaining
〈ΨG|T |ΨG〉F ≤ CN
for any ground state vector ΨG, with T the kinetic energy of the excited modes (4.8).
By concavity we also have
〈ΨG|
√
T |ΨG〉F ≤ C
√
N
and since
NQ ≤ h−1D T
we also have
〈ΨG|NQ|ΨG〉F ≤ Ch−1D N.
These are all the estimates needed to close the proof of the energy lower bound.
To deduce convergence of the one-body density matrix, the argument is the same
(Feynman-Hellmann-like) as that sketched in Section 3.3.2. The case of a non-unique
ground state (fairly common with non-trivial magnetic field, A 6= 0) requires refined
arguments, in particular some convex analysis. We do not reproduce the details.
4.2. Moments estimates
We saw in the previous section that the dilute regime could be reached by passing
to the limit first in the particle number N → ∞ and then only in the kinetic energy
cut-off Λ. This is the key to bypass the bad dependence of error estimates on the
dimension of the low-energy one-particle state-space in the semi-classical de Finetti
method and the coherent states method.
Next we turn to another set of tools that allows to take limits in this order or, at
least, to take the energy cut-off to infinity much more slowly than needed in Lemma 3.9.
The main virtue of these tools, compared to those of the previous section, is that they
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will allow us to deal with attractive interactions. For the first time in this review we
will exploit the variational equation satisfied by minimizers. The main idea is that,
whereas control of the many-body Hamiltonian itself gives bounds on the kinetic energy
Tr
(
hΓ
(1)
N
)
with h the one-particle Hamiltonian and Γ
(1)
N the one-particle reduced density matrix
of a ground state, control of higher powers of the Hamiltonian gives access to moments
of the kinetic energy, say the second
Tr
(
h⊗ hΓ(2)N
)
. (4.13)
This provides a much better control of the localization error when one projects the
problem to low kinetic energy modes.
For a ground state vector ΨN we have the variational equation
HNΨN = E(N)ΨN
and thus
H2NΨN = E(N)
2ΨN .
If we can show that H2N controls the non-interacting
(∑N
j=1 hj
)2
then we can deduce
a bound on (4.13). Our main task shall thus be such a control, which is non-trivial
because of the well-known fact that squaring (in fact [28] taking any power t > 1) is
not an operator/matrix monotone operation. Even in the case of repulsive interactions
where HN ≥
∑N
j=1 hj it certainly does not follow that H
2
N ≥
(∑N
j=1 hj
)2
.
The control we shall need is provided by a set of simple and much-less-simple
inequalities bearing on the interaction potential. The much-less-simple ones have their
origin in [86] where the control of higher moments of the Hamiltonian seems to have
been used for the first time, in a dynamical setting (see also [82, 84, 85]). We state
the inequalities in 2D and 3D only for these are the cases we are interested in. The
statement uses a smooth interaction potential but of course, by density, each inequality
can be extended to potentials for which the right side makes sense.
Lemma 4.4 (Operator inequalities for pair interactions).
Let W : Rd 7→ R be a smooth decaying function. Let W (x − y) be the associated
multiplication operator on L2(R2d). Let{
p ≥ 3/2, α > 3/4 if d = 3
p > 1, α > 1/2 if d = 2.
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We have that, as operators,
|W (x− y)| ≤ Cp ‖W‖Lp(Rd) (−∆x) (4.14)
|W (x− y)| ≤ C ‖W‖L1(Rd) (−∆x)α(−∆y)α (4.15)
(−∆x)W (x− y) +W (x− y)(−∆x) ≥
−Cp (‖W‖Lp + ‖W‖L2) (1−∆x)(1−∆y). (4.16)
Moreover, with A ∈ L2loc(Rd) and h = (−i∇+A)2
hxW (x− y) +W (x− y)hx ≥
− Cp (‖W‖Lp + ‖W‖L2) ((1−∆x)(1−∆y) + hx(1−∆y)) (4.17)
Comments. The simple part is (4.14) which is just the Sobolev inequality.
The much-less-simple part starts in (4.15), a version of which first appeared in [86,
Lemma 5.3]. Another is in [165]. The full statement is in [205, Lemma 3.2] and [151,
Lemma 6]. We refer to [205, Lemma 3.2] for the proof2.
The virtue of (4.15) is that, when used with potentials scaled in the manner (1.36),
the L1 norm is fixed (whereas the higher Lp norms blow up when N →∞). Thus the
pair interaction energy is controlled by a power < 1 of the second moment.
Likewise, in (4.16) if β is not too large one can use the inequality with potentials
scaled as in (4.7) and see that the operator on the left-hand side is controlled by
(1−∆x)(1−∆y). 
The second moments estimates are as follows. We state first a version for purely
repulsive potentials from [205] (this is a simpler version of Lemma 3.1 therein). A
version for potentials with no sign from [151, Lemma 5] will be given in Section 4.4
below. From now on we shall assume
h = (−i∇ +A)2 + V ≥ c (−∆+ V )− C (4.18)
for two positive constants c, C > 0. This is a mild but non-trivial assumption we shall
comment on below.
Lemma 4.5 (Second moment estimate, repulsive case).
Assume that the pair interaction potential is repulsive, w ≥ 0. Let β < 2/3 if d = 3 or
β < 1 if d = 2. Let ΨN be a ground state for (1.31) and Γ
(2)
N the associated two-particles
reduced density matrix. Denoting h the one-particle Hamiltonian in (1.31) we have(
N
2
)−1
Tr
(
h1 ⊗ h2 Γ(2)N
)
=
〈
ΨN
∣∣∣ ∑
1≤i<j≤N
hihj
∣∣∣ΨN
〉
≤ C (4.19)
for a constant C > 0 independent of N .
2The astute reader will notice a small gap in the proof of (4.17) in case W is allowed to have a
negative part. It is easily fixed by an additional use of (4.14).
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Comments. Assumption (4.18) allows to relate the magnetic Laplacian to the
usual one which appears in most inequalities of Lemma 4.4. A convenient way to
ensure its validity is to assume that for all x ∈ Rd (we are mostly concerned with the
behavior at infinity)
|A(x)|2 ≤ C (V (x) + 1) (4.20)
for some C > 0. It is desirable to be able to dispense with this, in particular because in
the emblematic case of a uniform magnetic field one wants to take |A(x)|2 = B2|x|2/4
and then (4.20) puts a unnecessary constraint on the growth of V at infinity. We do
not pursue the removal of (4.18) in this review, see [205, Step 2 in Section 4.2] for
this. 
Proof of Lemma 4.5. Using the variational equation we have
H2NΨN = E(N)
2ΨN
and thus, using the usual trial state argument to bound E(N),
〈ΨN |H2N |ΨN〉 ≤ CN2. (4.21)
On the other hand
H2N =
∑
1≤i,j≤N
hihj +
∑
1≤i,j,k≤N
(hiwN(xj − xk) + wN(xj − xk)hi)
+
∑
1≤i,j,k,ℓ≤N
wN(xi − xj)wN(xk − xℓ).
Here we assume wN ≥ 0, hence all the terms on the second line are positive operators
(multiplication operators by positive functions). Also, for all distinct indices i, j, k
hiwN(xj − xk) + wN(xj − xk)hi ≥ 0
because hi ≥ 0 and wN(xj − xk) ≥ 0 are commuting operators when they act on
different variables. Hence, using that wN is even,
H2N ≥
∑
1≤i,j≤N
hihj + 2
∑
1≤i,j≤N
(hiwN(xi − xj) + wN(xi − xj)hi) .
Inserting (4.17) and using (4.18) we deduce
H2N ≥
∑
1≤i,j≤N
hihj
(
1− CNdβ/2−1)
when wN is chosen as in (1.36). When β < 2/d the coefficient in the parenthesis is
positive for large N , and combining with (4.21) concludes the proof. 
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4.3. Dilute limit with moments estimates, repulsive case
Inserting the moments estimates in the basic scheme of Section 3.2 leads to notable
improvements of the main result. The method to deal with purely repulsive potentials is
from [205], although not explicitly formulated that way (see Remark 3.3 and Section 4.2
therein).
Theorem 4.6 (Dilute limit again, repulsive case).
Same general assumptions as in Theorem 1.3 plus (1.43) with some s > 0. We work
in dimensions d = 2, 3 and assume w ≥ 0. Let{
0 < β < 2/3 if d = 3
0 < β < 1 if d = 2.
(4.22)
Let MF stand for nls in Theorem 1.3. Then we have the energy convergence (1.51) and
the convergence of all density matrices (1.52) in the N →∞ limit.
Comments.
1. We have already obtained the 3D statement in Section 4.1, except for the con-
vergence of higher density matrices. The latter is particularly transparent using the
quantum de Finetti theorem.
2. The attractive case is more involved because of possible stability issues. We discuss
it in the next section. 
We give some elements of the proof. A first way to take advantage of the moments
estimates from Lemma 4.5 is to control the localization to low one-body energy modes
much more efficiently than in Lemma 3.9. The following, which is essentially a restate-
ment of [151, Equation (46)], goes in a different direction than what we presented in
Section 4.1. In particular, we no longer need the interaction potential to be repulsive
(which will be useful in the next section).
Lemma 4.7 (Localizing the Hamiltonian, again).
Let ΓN be a N-particle state with normalized reduced density matrices (compare
with (1.22))
γ
(2)
N = Tr3→NΓN , γ
(1)
N = Tr2→NΓN (4.23)
With the above notation, for any {
δ > 1/2 in 2D
δ > 3/4 in 3D
(4.24)
there exists a Cδ > 0 such that
Tr
((
H2 − P⊗2H2P⊗2
)
γ
(2)
N
)
≥
− CδΛ(δ−1)/2
(
Tr
(
hγ
(1)
N
))(1−δ)/2 (
Tr
(
h⊗ hγ(2)N
))δ
(4.25)
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where H2 is the two-body Hamiltonian (3.28), h the one-body Hamiltonian (3.23) and
P the associated projector (3.24) below the energy cut-off Λ.
Proof. Since h ≥ 0, PQ = 0 and P commutes with h we certainly have
h1 + h2 ≥ P⊗2 (h1 + h2)P⊗2.
The interaction term is then our only concern. Denote
Π = 1⊗2 − P⊗2
and write (W := wN,β is hereafter identified with the multiplication by wN,β(x1 − x2)
on the two-body space)
W − P⊗2WP⊗2 = 1
2
(
ΠW +ΠWP⊗2 +WΠ+ P⊗2WΠ
)
Separating W =W+ −W− and using the Cauchy-Schwarz inequality for operators we
have
W − P⊗2WP⊗2 ≥ −1
4
(
ε|W |+ ε−1Π|W |Π+ εP⊗2|W |P⊗2 + ε−1Π|W |Π) . (4.26)
Then, for any δ as in (4.24)
Tr
((|W |+ P⊗2|W |P⊗2) γ(2)N ) ≤ CδTr(h⊗ hγ(2)N )δ . (4.27)
Indeed, from Lemma 4.4 and Young’s inequality, for any δ as in (4.24) and η > 0,
|W | ≤ Cδhδ ⊗ hδ ≤ Cδ
(
η−1h⊗ h+ ηδ/(1−δ)) .
Taking the trace against γ
(2)
N and optimizing over η yields (4.27) (recall γ
(2)
N has trace
one, and observe that the P⊗2|W |P⊗2 term can be treated on the same footing).
On the other hand, using Lemma 4.4 again and the definition of Π, for any δ as
in (4.24)
Π|W |Π ≤ CδΠhδ ⊗ hδΠ ≤ CδΛδ−1
(
hδ ⊗ h+ h⊗ hδ) (4.28)
Using Young’s inequality again we have, for any η > 0,
hδ ≤ Cδ
(
η−1h+ ηδ/(1−δ)
)
.
Thus, taking the trace of (4.28) against γ
(2)
N , optimizing over η gives
Tr
(
Π|W |Πγ(2)N
)
≤ CδTr
(
h⊗ hγ(2)N
)δ
Tr
(
hγ
(1)
N
)1−δ
(4.29)
upon recalling that γ
(1)
N is the partial trace of γ
(2)
N .
There remains to take the trace of (4.26) against γ
(2)
N , insert (4.27) and (4.29),
optimize over ε and the result is proved. 
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Now we can give a
Sketch of proof for Theorem 4.6, repulsive case. As in Section 4.1 the goal is to
take the limits first N →∞ and then only Λ→∞. This requires a rather fine control
of the errors involved.
We assume w ≥ 0 and then may use Lemma 4.5. Inserting these estimates in (4.25)
we obtain that (
N
2
)−1
Tr
((
H2 − P⊗2H2P⊗2
)
Γ
(2)
N
)
≥ −CδΛ(δ−1)/2 (4.30)
where Γ
(2)
N is the two-particle reduced density matrix of a ground state of HN and δ
may be chosen strictly smaller than 1. The virtue of the above is that the localization
error is now small for Λ→∞, independently of N .
We use Theorem 3.6 to control the P⊗2-localized part of the interaction. Observe
that the operator norm of the projected two-body Hamiltonian satisfies∥∥P⊗2H2P⊗2∥∥ ≤ CΛ (4.31)
where the constant on the right-hand side depends only on Λ, not on N . For the
one-body term this is of course obvious, for the interaction term this follows from
Inequality (4.15).
Using Theorem 3.6 and the localization method of Section 3.2.3 we construct a de
Finetti measure µN for the projected states Γ
P
N associated to ΓN = |ΨN〉〈ΨN |, the
orthogonal projector onto a ground state. We skip some details here but observe that,
as per (3.14) and (4.31) we will essentially get(
N
2
)−1
Tr
(
P⊗2H2P
⊗2 Γ
(2)
N
)
≥
∫
Enls[u]dµN(u)− CΛoN(1) ≥ Enls − CΛoN(1) (4.32)
where oN (1)→ 0 when N →∞ and is independent of Λ.
We can now pass to the limit first in N → ∞ to make the error in (4.32) vanish
and then Λ → ∞ to make the error in (4.30) vanish, and deduce the desired energy
lower bound
lim inf
N→∞
(
N
2
)−1
Tr
(
H2 Γ
(2)
N
)
≥ Enls.
The corresponding energy upper bound is obtained as usual with a factorized trial
state. Note then that in (4.32) we have sandwiched∫
Enls[u]dµN(u)
in between the energy upper and lower bounds. With a bit extra effort we can prove
that the measure µN (obtained as sketched in Section 3.2) converges for large N to µ,
the measure associated to the sequence of states ΓN via Theorem 3.2 (given the bounds
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we have already collected so far it is easy to see that one can apply this theorem).
Moreover we will deduce from the energy bounds that∫
Enls[u]dµ(u) = Enls,
which implies that the limit measure is concentrated on NLS minimizers, and hence
the desired convergence of reduced density matrices. Observe that the only limitation
on β in this proof is that inherited from Lemma 4.5.

4.4. Dilute limit with moments estimates, attractive case
We conclude our discussion of dilute limits by turning to the attractive case. In 2D
this allows to obtain focusing mass-critical energy functionals in the limit, the result
is from [151, 203]. In 3D this allows to assume only classical stability instead of a
purely repulsive potential. The result is implicit in the more general study [268] of
Bose gases with dipole-dipole interactions.
Theorem 4.8 (Dilute limit again, attractive case).
Same general assumptions as in Theorem 1.3 plus (1.43) with some s > 0. We work in
dimensions d = 2, 3 and assume Hartree stability in the former case, classical stability
in the latter, cf Definition 1.2.
Let {
0 < β < 1
3
+ s
42s+45
if d = 3
0 < β < 1 if d = 2.
(4.33)
Let MF stand for nls in Theorem 1.3. Then we have the energy convergence (1.51) and
the convergence of all density matrices (1.52) in the N →∞ limit.
Comments.
In 2D a natural threshold is reached in [203], in that the result holds as long as second
moments estimates are available (Lemma 4.9 below). In 3D the values of β achieved
so far are not much larger than the diluteness threshold 1/3. This shows that allowing
even a small attractive part in the interaction potential makes proofs much harder.
See [138, 274] for results in this direction. 
We do not reproduce the proof, whose main ingredient is the following adaptation
of Lemma 4.5:
Lemma 4.9 (Second moment estimate, attractive case).
Let d = 2 and β < 1 or d = 3 and β < 2/3. Let ΨN be a ground state for (1.31) and
Γ
(2)
N the associated two-particles reduced density matrix. Let eN,ε be the ground state
energy per particle (N−1 times the lowest eigenvalue) of
HN,ε = HN − ε
N∑
j=1
hj.
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We have, for all 0 < ε < 1,(
N
2
)−1
Tr
(
h1 ⊗ h2Γ(2)N
)
≤ Cε
(
1 + |eN,ε|
ε
)2
(4.34)
for a constant Cε > 0 independent of N .
Comments.
1. This is stated as a “non-necessarily repulsive case”. The potential needs not be
(partially) attractive for the result to hold, but if it is not, one should rely on Lemma 4.5
instead.
2. Lemma 4.5 was a true a priori information on ground states and can be employed
directly to estimate error terms in the mean-field limit. Lemma 4.9 by contrast is a
conditional statement: it becomes most useful if we happen to know that |eN,ε| is of
order 1. In the attractive case this is not quite obvious, for it is precisely saying that
the system is stable (of the second kind, cf Definition 1.2) under our assumptions.
This is part of what we are aiming to prove, namely that the stability of the mean-field
problem implies that of the many-body one.
3. The proof of Lemma 4.9 follows from similar considerations as that of Lemma 4.5,
see [151] and [268].
4. To prove Theorem 4.8 one combines moments estimates with Lemma 4.7 again.
The conclusion is more subtle: the bounds in Lemma 4.9 not being truly a priori we
have to perform a bootstrap argument to improve energy estimates progressively, and
we cannot take limits N →∞ and Λ→∞ one after the other. 
CHAPTER 5
The Gross-Pitaevskii limit
So far we have justified, in situations of increasing generality and mathematical
difficulty, the absence of inter-particle correlations in the leading order contributions
to the ground state of the Bose gas. The increase in mathematical difficulty was
motivated by and correlated with an increase in physical relevance for dilute atomic
gases. As explained in Section 1.4, in the scaling limit corresponding to a dilute gas the
interaction becomes rather singular. If the gas is made very dilute, it in fact becomes
singular enough that inter-particle correlations can no longer be neglected, even at
leading order. This is the problem we now tackle, for repulsive interaction potentials
and in 3D. A review of this problem as of 2005 (and related topics) is in [168]. The
presentation below overlaps this text to some extent.
The Gross-Pitaevskii limit is that of largest physical relevance for dilute systems.
This is because the true scattering length of the interaction potential appears as effec-
tive coupling constant, not just it’s first Born approximation. In fact, physicists argue
that in a dilute system, the interactions are only via s-wave scattering, and replace the
interaction potential (recall the notation of Section 1.4) by a Dirac-like 4πawδ in the
many-body Schro¨dinger Hamiltonian before making any other sort of approximation,
mean-field or otherwise. This manipulation is hardly legitimate mathematically, for
delta interactions are seldom Kato-bounded perturbations of the kinetic energy opera-
tor (except in 1D [162, 252, 6, 227] or when projected in special spaces [159, 176]).
What the GP limit does is to provide a parameter regime where the final result of the
approximation, the GP energy functional, is recovered.
It will be important to realize that the effective GP interaction with the scattering
length in front is actually made of interaction energy and part of the (high frequency)
kinetic energy. Here is the plan:
• We start by discussing the two-body scattering process that dictates the short-
range pair correlations in the gas: Section 5.1.
• It is already rather non-trivial to come up with a good trial state, one that
looks physically relevant, does the job, and can be handled in a mathematically
rigorous fashion. See Sections 5.2 and 5.3 respectively for two versions of the
trial state, both yielding the sought-after energy upper bound.
• Perhaps the hardest part of the analysis reviewed in this chapter is to extract
the effect of pair correlations in order to derive an energy lower bound. The
tools to do that go under the name of Dyson lemmas: Section 5.4.
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• Sections 5.5 and 5.6 review a method which is specific to the Gross-Pitaevskii
limit1. It works in two steps: first one proves a formula for the ground state
energy of the homogeneous Bose gas in a thermodynamic/dilute limit. Then
one uses this formula to deal with the inhomogeneous gas by a local density
approximation method.
• In Section 5.7 we show how to combine the Dyson lemmas and the tools of
the previous chapter to provide different proofs and extend the results to the
case of magnetic fields.
• Finally in Section 5.8 we review other means than the Dyson lemma to extract
pair correlations in energy lower bounds. At the time of this writing this allows
to derive GP ground states only for unscaled potentials w with small enough
scattering length.
5.1. Pair correlations and the scattering length
For simplicity we henceforth work under the following assumptions:
Assumption 5.1 (The interaction potential in the GP limit).
The unscaled interaction potential w : R3 7→ R is smooth, non-negative, radial, and
with compact support in the ball of radius 0 < Rw <∞.
The above can be relaxed to a large extent. Probably the most annoying assumption
we make is that the potential be purely repulsive (see Section 4.4). It is pretty hard to
remove it, although some results are known [138, 275]. What is definitely not needed
is the smoothness. The potential could even have a hard-core, formally w = +∞ inside
a ball of radius Rhardw ≤ Rw, which we would materialize by changing the configuration
space from R3N to R3N \ {|xi − xj | ≤ Rhardw for some i 6= j} .
As hinted at in Sections 1.4-1.5 we should think that the state of our Bose gas
contains pair correlations to reduce repulsive interactions. The GP limit is2 the regime
where this has a leading order effect in the large N limit, but we do not need that
scaling to guess what the correlations should be.
We look for a wave-function f : Rd 7→ C describing the motion of the relative
coordinate of a pair of particles. This motion will happen on the length scale of the
interaction potential. In a dilute gas, this is much shorter than the extent of the
full system, thus we think that f should converge at infinity to a value dictated by
the macroscopics of the system. We shall take this value to be 1, without loss of
generality (see the next section where we connect the short-range pair correlations to
the macroscopic behavior of the system). A slightly different way to formulate what
we are looking for is that we consider a infinite homogeneous system, with reference
density 1 and ask how it gets modified if we insert a repulsive potential w.
1It could probably be of use also in the dilute limit of the previous chapter, but not the mean-field
limit.
2By definition !
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This discussion leads us to the following variational problem (the 1/2 in front of w
is because this is the energy in the relative coordinate of a pair of particles)
4πaw = inf
{∫
R3
|∇f |2 + 1
2
w|f |2, f(x) →
|x|→∞
1
}
(5.1)
with the associated variational equation
−∆f + 1
2
wf = 0. (5.2)
We record the main properties of this problem in the following
Theorem 5.2 (The scattering problem).
The variational problem (5.1) and the PDE (5.2) have a unique solution f . It is non-
negative, radial and satisfies
f(x) = 1− aw|x| for |x| > Rw (5.3)
where Rw is the radius of the support of w. Here aw is the scattering length of the
potential w and it is connected to the minimal scattering energy as indicated in (5.1).
Moreover, let fR be the unique minimizer of
E scatR [f ] :=
∫
B(0,R)
|∇f |2 + 1
2
w|f |2 (5.4)
with Dirichlet boundary condition fR = 1 on the circle of radius R. If R > Rw we have
EscatR = E scatR [fR] = 4πaw
(
1− aw
R
)
(5.5)
and, with f the solution to (5.2),
fR(x) =
f(x)
f(R)
(5.6)
for all |x| ≤ R.
Comments. See [168, Appendix C] for proofs. There the variational problem is
set first in a ball of radius R > Rw as in (5.4) but this is really a matter of convenience,
see in particular the first remark following [168, Theorem C.1]. In 2D however (a case
we are not concerned with) the restriction to a finite ball is necessary, for the limit
R→∞ is trickier.
The origin of (5.3) is clear: for |x| > Rw we have
−∆f = 0
and the right-hand side is the general form of a solution tending to 1 at infinity. The
scattering length is related to the value of f(Rw).
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To see that the two characterizations (5.1) and (5.3) of the scattering length are
indeed equivalent, multiply (5.2) by f and integrate by parts on a ball of radius R > Rw.
This yields ∫
B(0,R)
|∇f |2 + 1
2
w|f |2 =
∮
∂B(0,R)
f∂rf
=
∮
∂B(0,R)
(
1− aw
R
) aw
R2
= 4πaw − 4πa
2
w
R
and it suffices to let R → ∞ to see that the infimum in (5.1) is indeed 4πaw with aw
as in (5.3).
A further useful characterization is to define
g := wf
and observe that, integrating (5.2) by parts on B(0, R)
1
2
∫
B(0,R)
g =
∮
∂B(0,R)
∂rf =
∮
∂B(0,R)
f∂rf + oR(1)
with oR(1) → 0 when M → ∞. By the previous computation and taking the limit
R→∞ we deduce
8πaw =
∫
R3
g. (5.7)
The quantity aw can thus be interpreted
3 as the minimal energy of a two-particles
scattering process (5.1), as the typical length scale thereof (5.3) or as the integral (5.7)
of an effective interaction potential g incorporating the fine details of the process.
We finally discuss (5.6). Consider the function defined on R3 by
f˜(x) =
{
f(R)fR(x) if |x| ≤ R
f(x) if |x| ≤ R
with f the minimizer of the scattering energy in the full space and fR the minimizer in
the ball of radius R. Certainly f˜ is a valid trial state for the energy in the full space,
and by definition it minimizes the energy on the ball B(0, R) with boundary condition
f˜(R) = f(R), while having the same energy as f in the exterior of B(0, R). It thus
must be a minimizer over the full space, and by uniqueness one obtains f˜ = f , which
is (5.6). Then (5.5) is just another version of the calculation we did above. 
In the notation of Section 1.4, the Gross-Pitaevskii limit is d = 3, β = 1. Hence our
scaled interaction potential is
wN(x) = N
2w(Nx). (5.8)
By scaling it is easy to see from (5.1) that
awN = N
−1aw. (5.9)
3In our (absence of) units.
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The rationale for the scaling in the GP limit can thus be rephrased by saying that the
scattering length of wN measures the strength of interactions. This number we want to
be of order N−1 for a nice energy balance as in Section 1.4 and this is clearly achieved
by taking a fixed w.
To see that the cases β < 1 really correspond to a degenerate version of the GP
limit we state the
Theorem 5.3 (Born series for the scattering length).
Let
wN(x) = N
3β−1w(Nβx)
with 0 < β < 1. Let LN be the operator defined by
LN(g)(x) = wN(x)
∫
R3
1
|x− y|g(y)dy.
Then the scattering length of wN satisfies, for any K ∈ N
awN =
1
8π
∫
R3
wN−
K−1∑
k=2
1
(8π)k
∫
R3
Lk−1N (wN)−
1
(8π)K
∫
R3
LK−1N (wN)(1+oN(1)). (5.10)
Comments. This is considered folklore in the mathematical physics community,
because there is no real difficulty in rendering rigorous the derivation of physics text-
books. See [43, Remarks after Theorem 1.1] for more details.
The rationale is that, when β < 1, the solution of the scattering equation associated
with wN converges to 1 uniformly. This gives the first term straightforwardly, which is
just N−1 times the integral of w, i.e. the effective coupling constant we get in the NLS
limit discussed previously. 
A posteriori, the above result explains why we never saw the full scattering length
appear in the limits β < 1 considered before. The short-range correlations via the
scattering process may well be present, and lead to the scattering length being the
effective coupling constant. But its leading order when N →∞ is just the integral of
the potential, and our estimates were not refined enough to capture the corrections.
Instead of trying to improve those and see more terms of the Born series, we prefer
to work in a regime where all terms in the series weigh the same, and this is the GP
limit. Approaches where more terms of the Born series are captured for β < 1 are e.g.
in [106, 43].
5.2. Jastrow-Dyson trial states
In the previous section we defined the high-energy/short-range process that dictate
the pair correlations in our systems. Now we turn to the construction of trial states
that effectively incorporate those in order to modify the coupling constant from the
naive guess (integral of the unscaled potential) to the actual, smaller, value set by the
scattering length.
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This is the first subtlety we encounter in dealing with the GP limit: one cannot
obtain the correct energy by just using factorized states of the form u⊗N . Instead we
introduce the
Definition 5.4 (Jastrow-Dyson trial states).
Let R > 0 be a given radius and uGP a minimizer of the Gross-Pitaevskii func-
tional (1.47), under unit mass constraint. Let fR,N be the minimizer of the scattering
energy (5.4) in the ball of radius R, associated with the potential wN = N
2w(N ·).
Extend it to 1 outside of B(0, R) and define
• The Jastrow trial state
ΨJasN (x1, . . . ,xN) = cJas
N∏
j=1
uGP(xj)
∏
1≤i<j
fR,N (xi − xj) (5.11)
with cJas a L
2 normalization constant.
• The Dyson trial state
ΨDysN (x1, . . . ,xN ) = cDys
N∏
j=1
uGP(xj)
N∏
j=1
Fj(x1, . . . ,xj) (5.12)
with cDys a L
2 normalization constant and
Fj(x1, . . . ,xj) := fR,N (|xj − xk|, 1 ≤ k ≤ j − 1) .
By convention F1 ≡ 1.
Comments. Trial states of the form (5.11) originate in [76, 126] and are ubiqui-
tous for they seem the most natural way to incorporate pair correlations, the next
simplest thing after an uncorrelated trial state. Rigorously computing with them
is sometimes tricky however, which is why Dyson [78] came up with the more sub-
tle (5.12). The physical interpretation of this functions is that particles are inserted
one at a time in the trap, adapting their wave-function to the particles that are al-
ready there. This does not capture all pair-correlations, but turns out to be sufficient
for leading order asymptotics.
In practice it is sufficient to take R ≫ N−1, the range of the potential wN , by a
small amount. It could seem natural to impose R ≪ N−1/3, the typical inter-particle
distance, but that is not necessary, for the scattering solution quickly converges to 1
on length scales ≫ N−1 anyway. 
The above trial states seem like good guesses for the true ground state of the system.
This is confirmed by evaluating their energies:
Theorem 5.5 (Energy of Jastrow-Dyson trial states).
Take N−1 ≪ R ≪ 1 in the previous definition. Then the many-body ground state
energy for d = 3, β = 1 satisfies, in the N →∞ limit
E(N) ≤ min
(〈
ΨJasN |HN |ΨJasN
〉
,
〈
ΨDysN |HN |ΨDysN
〉)
≤ NEGP(1 + o(1)) (5.13)
97
with EGP the GP ground state energy, infimum of (1.47).
Comments. We do not try to control the error precisely, but this is certainly
doable, although one cannot hope for an optimal bound using only the trial states we
discussed. Rigorous estimates as above originate in [78], using the trial function (5.12).
This was improved and generalized much later in [186, 169, 245]. Later still it was
realized that the trial function (5.11) actually does the job, with somewhat simpler
computations [193]. We shall sketch only this latter estimate, and remark that the
Dyson trial state giving the same energy as the more natural Jastrow one is remarkable,
for it contains only special correlations.
Before actually sketching a computation, we note that the Dyson trial state is not
an obviously valid trial state when magnetic fields are present, A 6= 0. Indeed (5.12) is
not invariant under exchange of particles, thus it is not in our bosonic variational set.
Without magnetic fields this is of no concern: we are at liberty to use a non-symmetric
trial state, for Theorem 2.4 tells us that the bosonic ground state energy and absolute
ground state energy coincide. This is wrong for A 6= 0, as exemplified e.g. in [245].
However, the infimum of the many-body energy over trial states of the form
N∏
j=1
uGP(xj)F (x1, . . . ,xN)
with F real-valued and symmetric does coincide with the infimum over general real-
valued F . This is proved in [245, Section 4.3] and allows us to use the Dyson trial
state even when there is a magnetic field. The point is that a real-valued F does
not really see the magnetic field, so that one can extend Theorem 2.4 (following [166,
Section 3.2.4] rather than the proof sketch we provided). 
Proof. We sketch the calculation with the Jastrow trial state, which is clearly
bosonic. The details are in [193, Section 3.2]. As there we set A ≡ 0 for simplicity
but the generalization is straightforward.
We need the following facts about the scattering solution: there are constants
c, C > 0 such that
c ≤ fR,N ≤ 1, fR,N (x) ≥ 1− C
N |x| , |∇fR,N | ≤
C
N |x|2 . (5.14)
The upper bound fR,N ≤ 1 comes from the fact that, since ∆fR,N ≥ 0 as per (5.2),
fR,N must take its maximum on the boundary. The lower bound is a consequence of
Harnack’s inequality.
For the other two bounds observe that, by scaling, fR,N(N
−1 ·) must minimize the
scattering energy associated to w in the ball of radius RN . Thus, using (5.6),
fR,N(x) =
fw(Nx)
fw(RN)
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where fw is the solution of the scattering solution for the unscaled w, in the full space.
The desired estimates then follow because fw is a nice fixed function, and applying
Theorem 5.2 to it.
The main point in the calculation is that the kinetic energy −∆xj acting on the
trial state produces, in addition to the kinetic energy of uGP and cross terms that one
can bound using (5.14), the terms∑
k 6=j
∫
R3N
|∇xjfjk|2
|ΨJasN |2
|fjk|2
with fjk = fR,N(xj − xk). Grouping those with the interaction terms produces terms
of the form∫
R3N
|∇xjfjk|2
|ΨJasN |2
|fjk|2 +
1
2
wN(xj − xk)|ΨJasN |2
≤
∫
R3N
(
|∇xjfjk|2 +
1
2
wN(xj − xk)|fjk|2
)
|uGP(xj)|2|uGP(xk)|2|ΨJasN,jk|2
using fR,N ≤ 1 and with
ΨJasN,jk :=
ΨJasN
uGP(xj)uGP(xk)fjk
,
which is independent of xj and xk and can be shown, using (5.14), to satisfy∥∥ΨJasN,jk∥∥L2(R3(N−2)) ≥ 1− o(1).
Hence the integration in xj ,xk being independent from the rest, we obtain an effective
interaction energy term∫
R6
(
|∇xjfjk|2 +
1
2
wN(xj − xk)|fjk|2
)
|uGP(xj)|2|uGP(xk)|2.
There is a separation of scales in the above, since the scattering solution lives over
a length scale ∼ N−1 and uGP on the macroscopic length scale. This implies that
essentially the integral is located where xj ≃ xk and leads to it being asymptote to(∫
R3
|∇fR,N |2 + 1
2
wN |fR,N |2
)(∫
R3
|uGP|4
)
.
This is the desired quartic interaction energy of uGP and the prefactor is essentially
4N−1πaw because of (5.5). There are ∼ N2 such terms in the computation, summing
them leads to the correct GP interaction energy. All other terms can be estimated
similarly. 
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5.3. Bogoliubov-like trial states
Let us now discuss an alternative trial state, also giving the Gross-Pitaevskii energy
in the limit. The precise computation is rather trickier than what we saw in the previous
section, but it is also more systematic in that the trial state lends itself to modifications
allowing it to capture also the next-to-leading order in the energy, given by a modified
Bogoliubov-like Hamiltonian (see Section 1.8 for a brief discussion). This remark only
scratches the surface of new important developments in the field [29, 31, 32], namely
the study of fluctuations around Bose-Einstein condensation and the derivation of the
Bogoliubov excitation spectrum in the GP limit (see also [42, 43, 90]). Let us hint at
these developments by discussing an alternative way of enforcing pair correlations in a
trial state. We present two closely related constructions in two subsections
5.3.1. Take 1. The following discussion is a summary of [24, Appendix A]. The
trial state constructed there does not have a fixed particle number, i.e. it lives over the
Fock space (1.23) (see however [31, 32, 30, 29] for refinements). It is a trial state for
the second-quantized Hamiltonian
HN :=
⊕
HN,n, HN,n :=
n∑
j=1
hxj +
∑
1≤i<j≤n
wN(xi − xj) (5.15)
with the one-particle Hamiltonian
h = (−i∇ +A) + V.
Strictly speaking it thus does not give a variational upper bound to the N -body energy
we are concerned with. However, the state is very much concentrated around the N -
particles sector of Fock space, and such an upper bound could be obtained by either
projecting on the N -particle sector or considering modified energies as in Section 3.3:〈
Ψ|HN + C (N −N)2 |Ψ
〉
where Ψ is a normalized vector on the Fock space and N the particle number opera-
tor (1.24). Adjusting C as a function of N yields a ground state very much concen-
trated around particle number N , and this can be used to deduce an upper bound to
the N -body energy.
Basically we are trying to implement pair correlations by building a state whose
first and second density matrices (1.25) are related by (identifying them with their
kernels)
Γ(2)(x1,x2;y1,y2) ≃ fN (x1 − x2)fN (y1 − y2)Γ(1)(x1;y1)Γ(1)(x2;y2) (5.16)
with fN the solution of the scattering equation (1.40) associated with wN . There are
two aspects to this equation:
• The state is uncorrelated on macroscopic length scales, for fN (x) ≃ 1 for
|x| ≫ N−1 thus
Γ
(2)
N ≃ Γ(1)N ⊗ Γ(1)N (5.17)
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e.g. in the trace-class topology.
• On microscopic length scales, we recover the two-body scattering process. This
is a singular perturbation of (5.17) that will show up in any norm involving
derivatives. In particular this will modify the kinetic energy drastically.
We will implement the two aspects separately by unitary Fock-space operators. We
use the notation of Section 1.3 throughout. First, most particles will be in a condensed
state, generated by the
Definition 5.6 (Weyl operators).
For u ∈ L2(Rd) let the associated Weyl operator
W (u) = ea
†(u)−a(u) = e−‖u‖
2
L2 ea
†(u)e−a(u). (5.18)
It is unitary with W (u)−1 = W (u)∗ = W (−u) and generates a shift of creation and
annihilations operators:
W (u)∗a†(v)W (u) = a†(v) + 〈u|v〉
W (u)∗a(v)W (u) = a(v) + 〈v|u〉. (5.19)
You should compare with Definition 3.11 and in particular observe that a coherent
state is created by applying the Weyl operator to the vacuum vector.
ξ(u) := e−‖u‖
2⊕
n≥0
u⊗n√
n!
= W (u)|0〉 (5.20)
In particular, to create a coherent state with N particles in the normalized wave-
function ϕ one would apply W
(√
Nϕ
)
to the vacuum. This is the grand-canonical
analogue of a Bose-Einstein condensate. One easily computes from the CCR (1.26)
that the expected number of particles is N , with a much smaller variance
√
N :〈
ξ
(√
Nϕ
)
| N |ξ
(√
Nϕ
)〉
= N〈
ξ
(√
Nϕ
)
| (N −N)2 |ξ
(√
Nϕ
)〉
= N. (5.21)
The strategy to generate correlations is to apply a so-called Bogoliubov transforma-
tion to the vacuum before applying the Weyl operator. We stay basic on that matter
and refer to [262, Chapter 9] and [19] for more details.
Definition 5.7 (Bogoliubov transformation).
Let H be a separable complex Hilbert space. A Bogoliubov transformation is a unitary
operator T on the Fock space F(H) built from H as in (1.23) such that for all f ∈ H
T a†(f)T ∗ = a†(Uf) + a(V f) (5.22)
and a similar relation for annihilation operators, where U is a linear map and V an
antilinear map4 on H.
4V (λf + g) = λV f + V g
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Because T is unitary, the rotated annihilation and creation operators T a(f)T ∗ and
T a†(f)T ∗ still satisfy the CCR (1.26). This implies that the maps U, V are such that
the operator (
U V
V U
)
is unitary on H⊕ H.
Comments. We state a few “folkloric” facts about this concept, which might not
be exactly right but that you can bear in mind as basic rules of thumbs (see [19, 202]
and references therein for more rigor).
The origin of this concept is in [34, 269] where it is used to explicitly diagonalize
Hamiltonians that are quadratic polynomials in creation and annihilation operators.
Any expression quadratic in a†(u), a(u) for u ∈ H can be cast in the standard, exactly
soluble, form ∑
cja
†(uj)a(uj)
where the uj form an orthonormal basis of H, by conjugation with a Bogoliubov trans-
formation. This is particularly useful in Bogoliubov’s approach of the imperfect Bose
gas. The main point is to transform expressions that have non particle number con-
serving contributions such as a†(u)a†(v) or a(u)a(v).
A closely related concept is that of quasi-free state (Definition 5.11 below), meaning
a state that has its correlations in a standard “gaussian” form. This means that
the expectation in a quasi-free state of any monomial in annihilators/creators can be
explicitly computed from the expectations of monomials of order 2. In other words,
all the higher density matrices can be computed from the first one by an explicit
formula known as the (quantum) Wick theorem. These particular states play a crucial,
ubiquitous role, for they exhaust all the Gibbs states
Γβ,H =
e−βH
Tr (e−βH)
of quadratic (non-interacting or weakly interacting, basically) Hamiltonians H . Here
β > 0 is an inverse temperature and Γβ,H is positive-temperature equilibrium, mini-
mizing a free energy (energy - temperature × entropy).
In fact, there is an equivalence between quasi-free states, Bogoliubov transforma-
tions applied to the vacuum, and Gibbs states of quadratic Hamiltonians. 
We shall use a particularly well-chosen Bogoliubov transformation to define our trial
state. Keep in mind our last comments that Gibbs states of quadratic Hamiltonians
and Bogoliubov transformations are essentially the same.
Definition 5.8 (Bogoliubov-like trial state).
Let uGP be a minimizer of the GP functional (1.47), fN be the solution to the scattering
equation (1.40) associated with wN . Define the correlation function
k(x;y) := −N(1 − fN (x− y))uGP(x)uGP(y) (5.23)
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and the associated Bogoliubov transformation
T := exp
(
1
2
∫∫
R3×R3
(
k(x;y)a†xa
†
y − k(x;y)axay
)
dxdy
)
(5.24)
with the creation and annihilation operators in configuration space as in (1.27). The
Bogoliubov trial state is
ΨBogN := W
(√
NuGP
)
T |0〉 (5.25)
with W (·) the Weyl operator of Definition 5.6 and |0〉 the vacuum vector of the Fock
space (1.23).
Comments. The action of the Bogoliubov transformation on creators/annihilators
can be explicitly computed [22]:
T ∗a(g)T = a (coshk g) + a†(sinhk g)
T ∗a†(g)T = a† (coshk g) + a(sinhk g) (5.26)
with the operators (here the function k is identified with the operator of which it is
the convolution kernel and products are operator compositions)
coshk =
∑
n≥0
1
(2n)!
(
kk
)n
, sinhk =
∑
n≥0
1
(2n+ 1)!
(
kk
)n
k. (5.27)
This gives the maps U, V associated to T in Definition 5.7. See also [24, Chapter 5]
for more discussion.
It is not entirely obvious why this construction implements the desired correlations
on top of a mostly Bose-condensed state. A tentative rationale is to interpret the oper-
ator being exponentiated in T as removing pairs of particles in the state uGP(x)uGP(y)
and replacing them by pairs in the state fN(x−y)uGP(x)uGP(y). This enforces (5.16).
The exponentiation makes calculations tractable while keeping this essential building
block. 
We may now state the energy estimate obtained with the above. Again, it works
without fixing the particle number but there should be no difficulty in deducing an
upper bound on E(N) from this.
Theorem 5.9 (Energy of a Bogoliubov-like trial state).
With the Fock-space Hamiltonian as in (5.15) and ΨBogN as in the previous definition
we have 〈
ΨBogN |HN |ΨBogN
〉
≤ NEGP +O(
√
N). (5.28)
Proof. We present a very brief sketch. A less brief one can be found in [24,
Appendix A]. Supplemented with tools from [24, Chapter 5] and references therein, it
can be turned into a complete proof.
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One starts by writing (5.15) using position creators/annihilators, as in (1.29) and
neglecting the magnetic field for simplicity
H =
∫
Rd
a†x (−∆x + V (x)) axdx +
∫∫
Rd×Rd
wN(x− y)a†xa†yaxaydxdy.
With a repeated use of (5.19) and (5.26) together with the CCR (1.27) one can compute
T ∗W
(√
NuGP
)∗
HNW
(√
NuGP
)
T
and put it into normal order, with annihilators on the right and creators on the left. In
view of the trial state’s definition one then needs to take the expectation of the above
in the vacuum vector. After normal ordering, all terms that still contain annihilation
or creation operators will give a 0 expectation in the vacuum. Only the constants
produced by the normal ordering survive and yield (after a lengthy computation)
N
∫
R3
|∇uGP|2 +
∫
R3
‖∇x sinhx‖2L2
+N
∫
R3
V |uGP|2 +
∫
R3
V ‖sinhx‖2L2
+
1
2
∫∫
R3×R3
wN(x− y) |〈coshy | sinhx〉|2
+
1
2
∫∫
R3×R3
NwN(x− y)
(〈sinhx | coshy〉uGP(x)uGP(y) + c.c.)
+
N
2
∫∫
R3×R3
NwN(x− y)|uGP(x)|2|uGP(y)|2 (5.29)
where the terms on the first line come from the kinetic energy, those on the second line
from the external potential and the rest from the interaction. We have denoted
coshx(z) := coshk(x; z), sinhx(z) := sinhk(x; z)
the integral kernels of the operators appearing in (5.27). Because of (5.3) one should
think that
k(x;y) ∼ 1|x− y|+N−1
and thus approximate
coshx(z) ≃ δ(x− z), sinhx(z) ≃ k(x; z), (5.30)
which allows to show that the second term of the second line of (5.29) is negligible.
All the action lies in combining the second term of the first line (contributed by the
kinetic energy) with the interaction to reconstruct the GP interaction energy.
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Using (5.30) repeatedly and neglecting derivatives falling on uGP (much less singular
that those acting on the scattering solution) one finds∫
R3
‖∇x sinhx‖2 =
∫
R3
〈sinhx |∆x sinhx〉
≃ N4
∫∫
R3×R3
(1− fN (x− y))|uGP(x)|2|uGP(y)|2 (−∆f(x− y))
and there remains to use the scattering equation (5.2) for fN (recall it is associated
with the scaled potential wN) and insert (5.30) in the interaction terms of (5.29) to
obtain as recombination the effective interaction term
N
2
∫∫
R3×R3
N3w(N(x− y))fN(x− y)|uGP(x)|2|uGP(y)|2.
Observe now that as N →∞
N3w(N(x− y))fN(x− y) = N3w(N(x− y))f(N(x− y))⇀
(∫
fw
)
δ0
and use (5.7) to obtain the desired interaction energy. 
5.3.2. Take 2. A variant of the above construction is in [201]. It has the advan-
tages of working directly at fixed particle number, and to allow us to encounter other
tools of general interest, such as
Definition 5.10 (The excitation map).
Let H be a complex separable Hilbert space. Fix some u ∈ L2(Rd) and denote H⊥ its
orthogonal in H. Uniquely write a generic N-particle bosonic vector ΨN ∈ HN in the
manner
ΨN =
N∑
j=0
ϕk ⊗sym u⊗(N−k)
with bosonic k−particles vectors ϕk ∈ H⊥k . The map
UN :
{
HN 7→ F≤N
(
H⊥
)
ΨN 7→
⊕N
k=0 ϕk
(5.31)
is unitary from the N-particles space HN to the truncated Fock space
F≤N
(
H⊥
)
=
N⊕
k=0
H⊥k .
The definition is from [158]. The one-body state vector u is thought of a as a
reference low-energy state in which most particles reside, the orthogonal Hilbert space
then represents excited states. The idea is that ΨN ∈ HN is “close to” u⊗N if UNΨN ∈
F≤N
(
H⊥
)
has a low particle number expectation.
We will use UN (with u = uGP a GP minimizer) instead of the Weyl operator of
the previous section. It is then important to be able to conjugate typical Hamiltonians
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with UN , i.e. know the analogue of (5.19). We use the second quantized formula-
tion (1.28), and since UN is unitary, it is sufficient to know how to conjugate a single5
annihilator/creator. Denote N⊥ the number operator of F≤N (H⊥). The rule is then
UNa†(u)U∗N =
√
N −N⊥ (5.32)
and, for all v ∈ H⊥
UNa†(v)U∗N = a†(v). (5.33)
See [158, Section 4] for more details.
We construct a trial state by conjugating a mixed state on F≤N
(
H⊥
)
by UN . The
rationale is that (a) if the latter has few excitations, then the conjugated state is
essentially (uGP)⊗N and (b) if said particles are energetic enough, they modify the
Hamiltonian felt by the non-excited particles. Calculations are made tractable by
choosing an excited state of a special form (which we have alluded to already):
Definition 5.11 (Quasi-free/gaussian states).
Let Γ be a (mixed) state on the Fock space F(H) of a separable Hilbert space H with
finite particle number expectation (1.24). It is said to be quasi-free if, for any monomial
in annihilation/creation operators (a♯j)1≤j≤2J the Wick rule
Tr
(
a♯1 . . . a
♯
2JΓ
)
=
∑
σ
J∏
j=1
Tr
(
a♯σ(2j−1)a
♯
σ(2j)
)
Tr
(
a♯1 . . . a
♯
2J−1Γ
)
= 0 (5.34)
holds, where the sum is over all pairings, i.e. permutations of the 2J indices such that
σ(2j − 1) < min {σ(2j), σ(2j + 1)} for all j.
Comments. The Wick rule is the quantum generalization of the rule for comput-
ing higher moments of a random gaussian variable as a function of its first moment,
whence the name “gaussian” states. The name “quasi-free” comes from the fact that
essentially any equilibrium of a weakly interacting Hamiltonian (i.e. quadratic in an-
nihilators/creators) is quasi-free.
The definition says that a quasi-free state is fully determined (because all its density
matrices are) by its one-body density matrix γ : H 7→ H and its pairing matrix α :
H 7→ H defined by
〈f |γ|g〉 = Tr (a†(g)a(f)Γ)〈
f |α|g〉 = Tr (a†(g)a†(f)Γ) (5.35)
for all f, g ∈ H. We have encountered γ before, this is just the one-particle reduced
density matrix (1.22). The pairing matrix α looks at how Γ couples different sectors
of Fock space (it is zero for states with fixed particle number). The funny convention
5Write UNa†aU∗N = UNa†U∗NUNaU∗N , etc...
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that α : H 7→ H should not concern you too much, it is because one might prefer linear
to anti-linear operators (in contrast with the convention in Definition 5.7). 
Again, see [19, 262, 204] for a more complete discussion, in particular, for the
proof of the next lemma (Theorem 3.2 in [204], see also [158, Appendix A]).
Lemma 5.12 (Quasi-free reduced density matrices).
Let γ : H 7→ H and α : H 7→ H. There exists a unique mixed quasi-free Γ state with
these one-body and pairing density matrices if and only if
γ ≥ 0,Tr γ <∞, α = α∗
and (
γ α∗
α 1 + γ
)
≥ 0 on H⊕ H (5.36)
Here we denote A = JAJ with J the complex conjugation. If (and only if) moreover
αα∗ = γ(1 + JγJ∗) and γα = αJγJ∗
then Γ is pure (a orthogonal projector).
This suggests an appealing construction. First pick one-body and pairing density
matrices γ, α giving rise to the desired correlations (i.e. higher DMs) via the Wick
rule (5.34). Check that they satisfy (5.36). Then there exists a state for which one can
calculate everything, with the built-in desired correlations. This leads to the following
Definition 5.13 (Bogoliubov-like trial state, again).
Let uGP be a GP minimizer and fN the zero-energy scattering solution from Theo-
rem 5.2 associated with wN(x) = N
2w(Nx). Let k be the operator on L2(R3) with
integral kernel (cf Definition 5.8)
k(x,y) := uGP(x)N(1− fN(x− y))uGP(y) (5.37)
and Q be the orthogonal projector on H⊥, the orthogonal of span(uGP). Let
γ = Qk2Q, α = QkQ
where k2 is meant as an operator square. The above operators satisfy the requirements
of Lemma 5.12. Let Γ be the unique associated quasi-free state on F(H⊥) and
ΓN := U∗N1N⊥≤NΓ1N⊥≤NUN
with N⊥ the number operator on F(H⊥).
The result, from [201], is
Theorem 5.14 (Energy of a Bogoliubov-like trial state, again).
With ΓN as in the previous definition we have
E(N) ≤ Tr (HNΓN )
Tr ΓN
≤ NEGP + C (5.38)
for a constant C > 0 uniformly bounded in N .
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Comments. The trial state is mixed, but that is of no concern, the first inequality
holds because the energy is linear in the state ΓN = |ΨN〉〈ΨN |. Note that the order
of the remainder in the energy upper bound has been made explicit, and is in fact
optimal [31].
Details of the calculation are lengthy, and shall not be reproduced. The point
is that everything is rather explicit: one must conjugate the original Hamiltonian
with UN from Definition 5.10. This is conveniently done using the second-quantized
expression (1.28) and (5.32)- (5.33). There are cancellations because uGP satisfies the
GP variational equation, and others because Γ has a bounded number of particles
(replace N −N⊥  N each time it occurs.) Once this is done, what is left is compute
the expectation of the conjugated Hamiltonian in Γ. The latter being quasi-free, with
explicit one-body and pairing DMs, the Wick rule (5.34) takes care of the computation.
Now, why (as opposed to how) does this work ? To answer this, recall the corre-
lations (5.16) we want to enforce. In particular, to reduce the interaction energy we
would like to have
Γ
(2)
N (x,y;x,y) ≃ N2|uGP(x)|2|uGP(y)|2|fN(x− y)|2. (5.39)
From the action of UN and the Wick rule one can compute exactly for our trial state.
Let me mention only the salient points, which can be guessed by following (5.3) and
replacing
fN(x) 1− a
N |x| (5.40)
wherever it occurs.
Heuristically (we neglect all occurrences of Q)
Γ
(2)
N (x,y;x,y) ≃ N2|uGP(x)|2|uGP(y)|2 + Γ(2)(x,y;x,y)
= N2|uGP(x)|2|uGP(y)|2 + γ(x;x)γ(y;y) + |γ(x;y)|2 + |α(x;y)|2
≃ N2|uGP(x)|2|uGP(y)|2 + |α(x;y)|2.
The first line has simply the density matrix of the condensate plus that of Γ on its right-
hand side. Normally there would be cross-terms, but we neglect them for the following
reasons. (a) γ is fairly regular and does not contribute to the leading order. (b) There
is a singularity in α, and hence |α(x;y)|2 is typically much bigger that α(x;y). Thus
any linear term in α, γ does not contribute to the leading order. In the second line
we have expressed Γ(2) using the Wick rule. The three terms are known as “direct”,
“exchange” and “pairing”. In th third line we use again that γ is regular.
Inserting the expression for α we find
Γ
(2)
N (x,y;x,y) ≃ N2|uGP(x)|2|uGP(y)|2
(
1 + (1− fN (x− y))2
)
and if we use (5.40) we have that
1 + (1− fN (x− y))2 ≃ 1 + a
2
N2|x− y|2 ≃ fN (x− y)
2
108
as desired for (5.39). In the last approximation we use
1 +
a2
N2|x− y|2 − fN(x− y)
2 ≃ −2 a
N |x− y| .
The right-hand side is much smaller than the main terms for N |x − y| very small or
very large, and this is all we care about.
The above explains, I hope, how one can reproduce a Jastrow-like factor by using
quasi-free states with singular pairing density matrices. To obtain the final energy esti-
mates one must be careful that γ and α are negligible against |α|2 but their derivatives
are not : there are few excitations, but they are very energetic. Including their high
kinetic energy (due to them being dealing with short length scales) in the calculation
leads to the final estimate. 
5.4. Dyson lemmas
In the previous two sections we have seen how to extract the scattering length from
suitable trial states, and thus obtain the GP energy as an upper bound to the true
ground state energy in the GP limit. It is much harder to obtain the GP energy as a
lower bound, i.e. prove that the trial states just constructed are optimal. This is indeed
tantamount to finding a universal way of extracting short-range pair correlations from
a generic wave-function, in order for the original interaction to combine neatly with
part of the kinetic energy and reproduce the two-body scattering process. Our weapon
of choice to achieve this originates in [78] and goes under the name of Dyson lemma.
The first version of the lemma bounds from below the kinetic and interaction en-
ergies with a possibly very singular potential in terms of a potential energy in a much
softer new potential.
Lemma 5.15 (Dyson’s lemma).
Let w be as in Assumption 5.1, with finite range Rw. Let U : R
+ 7→ R be a function
with ∫
R+
U(r)r2dr = aw
where aw is the scattering length of w, as in Theorem 5.2. Assume that the support of
U is disjoint from that of w:
U(r) = 0 for all r < Rw.
Then, for any differentiable f : R3 7→ C and any convex domain Ω containing the
origin ∫
Ω
(
|∇f |2 + 1
2
w|f |2
)
≥
∫
Ω
U |f |2 (5.41)
Comments. Again, you should think of f as describing the relative motion of a
pair of particles. The whole point is that when we apply this to a scaled or singular
potential (e.g. w  wN as in the Gross-Pitaevskii limit) with fixed integral, Rw is
typically very small and hence w very large on its support. The (radial) function U we
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replace it with however lives outside the small support of w. We still want to fix its
integral, but that no longer implies that U needs be very large on its support. Thus
we have obtained a lower bound in terms of a softer potential whose integral gives the
scattering energy. Indeed, as a 3D function∫
R3
U = 4πaw.
For an energy lower bound we can then think of the GP limit with potential wN(x) =
N2w(Nx) as a mean-field limit with the potential U . In practice we will not be at
liberty to take U as soft as we like, and the limit shall rather be a dilute one. 
Proof. We follow [168, Lemma 2.5]. Let first R ≥ Rw and, for all σ on the unit
sphere S2, R(σ) be the length of the radial segment starting at the origin and included
in Ω. We have that∫
Ω
(
|∇f |2 + 1
2
w|f |2
)
≥
∮
σ∈S2
∫ R(σ)
0
(
|∂rf(r, σ)|2 + 1
2
w|f(r, σ)|2
)
r2drdσ
and we bound the integral over each radial segment at fixed σ in the manner∫ R(σ)
0
(
|∂rf(r, σ)|2 + 1
2
w|f(r, σ)|2
)
r2dr ≥
{
0 if R(σ) < R
aw|f(R, σ))|2 if R(σ) ≥ R.
Indeed, in the first case there is nothing to prove, for the integrand is non-negative. In
the second case, since the scattering problems considered in Theorem 5.2 have radial
solutions, we can bound from below by the ground state energy of (4π)−1 times (5.4),
with Dirichlet boundary condition f(R, σ). By calculations similar to those in the
proof of Theorem 5.2 we obtain that for R(σ) ≥ R > Rw, this lower bound is exactly
as in the right-hand side of the above.
Thus we have proved that, for any R > Rw∫
Ω
(
|∇f |2 + 1
2
w|f |2
)
≥
∮
σ∈S2
aw|f(R, σ))|21R(σ)≥Rdσ.
Let now U˜ = Uaw with U as in the statement. Multiplying the above by U˜(R) and
integrating with respect to R2dR proves the lemma (the left-hand side does not depend
on R). 
The previous lemma will not suffice for all our applications. A major drawback is
that it gives away all the kinetic energy to obtain a lower bound on the interaction.
One might fear that it thus also sacrifices the kinetic energy due to the gas’ density
varying at the macroscopic scale of the full system, which should however enter the
final energy. Sometimes this is harmless: if the system is homogeneous for instance,
there is no macroscopic kinetic energy to be recovered. Sometimes one can get away by
applying Lemma 5.15 after having extracted the macroscopic kinetic energy by some
neat trick.
110
In the general case however, since interactions happen on a short length scale, only
the high-frequency part of the kinetic energy should be used to control the scattering
process. The low-frequency part should be left untouched and used to reconstruct the
macroscopic variations of the density profile. The next lemma, from [167], does just
that6.
Lemma 5.16 (Generalized Dyson lemma).
Let χ : R+ 7→ R+ be a smooth function with 0 ≤ χ ≤ 1, χ(r) = 0 for r ≤ 1 and
χ(r) = 1 for r ≥ 2. Define
χK(x) := χ(Kx)
and let χK(p)(−∆)χK(p) denote the operator acting as the multiplication by χK(p)2|p|2
in the Fourier domain:
χK(p)(−∆)χK(p)ψ = F−1
(
χK(p)
2|p|2ψ̂(p)
)
.
Let U : R+ 7→ R+ be as in the previous lemma, with in addition U(r) ≡ 0 for some
R > Rw. For any ε > 0 we have that
χK(p)(−∆)χK(p) + 1
2
w(x) ≥ (1− ε)U − CawR
2K5
ε
. (5.42)
In fact for any differentiable function f∫
|x|≤R
|χK(p)∇f |2 + 1
2
w(x)|f |2 ≥
∫
R3
(
(1− ε)U − CawR
2K5
ε
)
|f |2 (5.43)
where χK(p)∇ acts as −iχK(p)p· on the Fourier side.
Comments. The proof is a variation on that we just discussed, which is the case
χ ≡ 1. See [167] for details. The full kinetic energy is (1 − χK(p))(−∆), so if we
take K →∞ we have indeed consumed only its high-frequency part to reconstruct the
scattering length via the integral of U . In applications one can afford to take K →∞
(and ε → 0) at the very end of the proof, which is a quite strong indication of the
separation of scales at work in the problem.
In applications, aw ∝ N−1 will be a small number in the limit N →∞. The range
Rw ∝ N−1 is also very small. What we want to do is replace w with a softer potential
U with fixed integral, which is possible if we can take R much larger than Rw. We also
want to take the frequency cut-off K to be large. The lemma tells us how to tune R
and K in order to make an affordable error. 
Next we turn to applying the above lemmas to the many-body problem. Let us
start with a consequence of Lemma 5.15:
6Originally it was introduced to deal with the low-density unpolarized Fermi gas. There the
density does not vary on the macroscopic scale, but the kinetic energy of the free system is non-trivial
(Pauli principle, Fermi sphere ...) and has to be recovered.
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Corollary 5.17 (Dyson’s lower bound to the full Hamiltonian).
Consider the many-body Hamiltonian (1.31), possibly restricted to a finite domain, and
with wN ≥ 0. Let
tj := min {|xj − xk|, 1 ≤ k ≤ N, k 6= j}
be the distance from xj to its nearest neighbor.
Let U be associated to wN as in Lemma 5.15. Then, as operators,
HN ≥
N∑
j=1
U(tj). (5.44)
Proof. By the diamagnetic inequality we can assume for this lower bound that
the magnetic field is 0. We also drop the one-body term. Consider then the part acting
on the first particle,
−∆x1 +
1
2
∑
1<j≤N
wN(x1 − xj).
Split the domain (Rd or a finite region) into Voronoi cells
Vk := {t1 = |x1 − xk|} .
These are convex sets and we may thus apply Lemma 5.15 in them, with x1 playing
the role of the origin. This yields, for any N -particle wave-function ΨN∫
Vk
|∇x1ΨN |2 +
1
2
∑
1<j≤N
wN(x1 − xj)|ΨN |2 ≥
∫
Vk
U(t1)|ΨN |2
where we use wN ≥ 0 to keep only the contribution of wN(x1 − xk) in Vk. Adding the
contribution of all Voronoi cells, and then the parts acting on particles 2, . . . N we get
the statement. 
A drawback of the above, besides that we have used all the kinetic energy, is that
the bound from below is in terms of a nearest neighbor potential instead of a genuine
pair interaction. As we will see, this can be circumvented in the applications we have
in mind.
Next, Lemma 5.16 leads to
Corollary 5.18 (Generalized Dyson lower bound).
Consider the many-body Hamiltonian (1.31), in GP scaling wN(x) = N
2w(Nx), with
w satisfying Assumption 5.1.
Let R ≥ 2N−1Rw and UR be associated to wN via Lemma 5.16, with UR(r) = 0 if
N−1Rw ≤ r ≤ R. Let χK also be as in Lemma 5.16. Then, for all ε > 0 and K > 0
HN ≥
N∑
j=1
(
hxj − (1− ε)χK(pj)(−∆xj )χK(pj)
)
+ (1− ε)2WN − CN
2R2K5
ε
(5.45)
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with
WN(x1, . . . ,xN) :=
∑
i 6=j
UR(xi − xj)
∏
k 6=i,j
Θ2R(xj − xk)
with Θ2R a radial smoothened Heaviside step-function:
0 ≤ Θ2R ≤ 1,Θ2R(r) = 0 for r ≤ 2R,Θ2R = 1 for r ≥ 4R.
Moreover,
WN ≥
∑
i 6=j
UR(xi − xj) −
∑
k 6=i 6=j 6=k
UR(xi − xj) (1−Θ2R(xj − xk)) . (5.46)
Proof. We work on the part of the Hamiltonian acting on x1. Consider fixing
x2, . . . ,xN ∈ Rd with |x1 − xj| ≥ 2R for all j = 2 . . . N . Then there can only be one
such point at a time with |x1 − xj | ≤ R. Therefore, for any function ψ of x1∫
Rd
|χK(p1)∇x1ψ|2+
1
2
N∑
j=2
wN(x1−xj)|ψ|2 ≥
N∑
j=2
∫
|x1−xj |≤R
|∇x1ψ|2+
1
2
wN(x1−xj)|ψ|2.
Applying Lemma 5.16 and integrating over the set |x1 − xj| ≥ 2R for all j = 2 . . . N
we find, for any L2 normalized function ΨN of the N coordinates∫
RdN
|χK(p1)∇x1ψ|2 +
1
2
N∑
j=2
wN(x1 − xj)|ΨN |2
≥ (1− ε)
∫
RdN
∑
j≤2≤N
UR(x1 − xj)
∏
2≤k 6=j≤N
Θ2R(xj − xk)− CN
2R2K5
ε
.
Multiplying by (1 − ε) and adding the contributions of the part of the Hamiltonian
acting on the N − 1 other particles leads to
HN ≥
N∑
j=1
(
hxj − (1− ε)χK(pj)(−∆xj )χK(pj)
)
+
(1− ε)2
(∑
i 6=j
UR(xi − xj)
∏
k 6=i,j
Θ2R(xj − xk)
)
− CN
2R2K5
ε
.
To conclude we note that∏
k,j 6=i
Θ2R(xj − xk) =
∏
k,j 6=i
(1− (1−Θ2R(xj − xk))) ≥ 1−
∑
k,j 6=i
(1−Θ2R(xj − xk))
because, for any choice of numbers 0 ≤ sj ≤ 1, j = 1 . . . J we have
J∏
j=1
(1− sj) ≥ 1−
J∑
j=1
sj
which can be proven by induction over J . 
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Combining (5.45) and (5.46) we have a lower bound with an unwanted three-body
term ∑
k 6=i 6=j 6=k
UR(xi − xj) (1−Θ2R(xj − xk)) .
But the summand is non-zero only for |xi−xj | ≤ R and |xj−xk| ≤ 4R, i.e. when three
particles are at distance / R from one another. To discard this term we shall choose
R≪ N−1/3, the typical inter-particle distance, and the latter event will intuitively have
very small probability. Proving it rigorously is not quite easy however. Having to choose
R ≪ N−1/3 means bounding from below the Gross-Pitaevskii scaling Hamiltonian by
a new Hamiltonian with dilute scaling: we cannot quite soften the potential as much
as we would like to.
It will turn out useful to recall (5.45), even though the combination with (5.46)
is simpler. The reason is that in (5.45) we keep memory of the fact that the original
interaction was positive, an information which is lost in (5.46)
5.5. Thermodynamic energy of the homogeneous dilute gas
We start our study of GP limits of bosonic ground states by considering the case
of a homogeneous gas in a square box, that is the one-body potential is set to 0 and
the Euclidean space RdN is replaced by ΛN where Λ is a square of side length L. The
reason this is simpler is that we do not have to worry about a non-trivial macroscopic
density profile: the minimizer of the GP energy functional is the constant function.
For later purposes (and mostly because this is an important result in itself) we shall
however be concerned with bounds whose error terms are uniform in the side length L
of the box, provided the total density ̺ = N/L3 satisfies the diluteness condition
̺a3 ≪ 1 (5.47)
where a is the scattering length of the interaction (which you may think of as setting
its effective range).
In other words, we are interested in the thermodynamic limit of the energy, and
want to be able to take this limit before we eventually play with the potential or the
particle number/density to achieve (5.47):
Theorem 5.19 (Energy of the homogeneous dilute Bose gas).
Consider
HN :=
N∑
j=1
−∆xj +
∑
1≤i<j≤N
wa(xi − xj)
acting on L2sym(Λ
N), Λ = [0, L]3 with periodic boundary conditions. Here
wa(x) = a
−2w(a−1x)
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with w fixed satisfying Assumption 5.1 (hence wa has scattering length a). Let E(N,L)
be the lowest eigenvalue of this operator, fix the density ̺ = NL−3 and define
e(̺) := lim
N,L→∞
E(N,L)
N
(5.48)
the energy density in the thermodynamic limit.
In the limit ̺a3 → 0
e(ρ) = 4πa̺(1 + o(1)). (5.49)
More precisely we have for any N,L the lower bound
E(N,L)
N
≥ 4π̺a (1− o(1)) (5.50)
where the o(1) goes to zero when Na3L−3 → 0.
Comments. An energy upper bound was derived in [78], but the corresponding
lower bound only some 40 year later [186]. More explicit estimates of the error terms
than what we state are known, and an upper bound matching (5.50). All of this
is already reviewed in [168] and we do not give further details. Note that one can
achieve the dilute limit either by scaling the potential with some a→ 0 or by lowering
the density ̺ → 0. The latter ways is usually preferred physically: one considers the
potential as given by the physics, and the density as the adjustable parameter.
The reason we emphasize the lower bound in (5.50) is that it will be used in the next
section, when we deal with the inhomogeneous gas via local density approximation. 
We do not comment on the energy upper bound, which works essentially as sketched
in Section 5.2. We focus on sketching the proof of (5.50), referring to [168] for a more
detailed exposition and references to original sources. Generalizations are in [138, 275,
187] Without any further comment we always ignore bosonic symmetry in the sequel,
as per Theorem 2.4.
The proof works in two steps that we present as two lemmas:
Lemma 5.20 (Energy in a small box).
Assume that L ≤ C(a̺2)−1/5 for a sufficiently small constant C > 0. We have for any
ε > 0 and R < L/2,
E(N,L)
N
≥ 4πaρ(1− ε)
(
1− 2R
L
)3(
1 +
4π
3
(R3 − a3R3w)
)−1
×
(
1− 3
π
aN
(R3 − a3R3w) (πεL−2 − 4aL−3N(N − 1))
)
. (5.51)
Comments. Here you should really think that a and ρ are of order 1 (they are
in the thermodynamic limit, and one of them is taken to 0 only afterwards). The
condition L ≤ C(a̺2)−1/5 is necessary for the denominator in the last factor to be
non-negative, for aL−3N(N − 1) is essentially aL3̺2.
115
The rationale behind this expression is that we apply Corollary 5.17 with
UR(r) =
{
a
3(R3−(aRw)3)−1
for aRw < r < R
0 otherwise,
the (appropriately normalized) indicator function of an annulus with inner radius the
range of the interaction potential (as required in Lemma 5.15) and an outer radius we
are free to choose. The result is that we need to bound from below
E(N,L) ≥
∫
ΛN
N∑
j=1
U(tj)|ΨN |2.
If we could replace the true interacting ground state ΨN by the (normalized) constant
wave-function (true ground state of the non-interacting problem) in the above, we
would get as lower bound
E(N,L) ≥ 4πaρ
(
1− 2R
L
)3(
1 +
4π
3
(R3 − a3R3w)
)−1
(5.52)
without any further correction, and we would be in extremely good shape. The extra
correcting factors come about when coping with the replacement ΨN  non-interacting
ground state.
Let us explain where (5.52) comes from. We bound from below
UR(t1) ≥ a
3(R3 − (aRw)3)−11x1∈ΛL−2R1∃k≥2,aRw≤|xk−x1|≤R (5.53)
where x1 is in the subcube at least at distance 2R from the boundary of the original
cube. We integrate this first in x2, . . . ,xN . We have made sure that the ball of radius R
around x1 always fits in the box so we have to estimate the probability (in the constant
wave-function) that there is a point within the annulus r ∈ [aRw, R] centered on x1:
P (∃k ≥ 2, aRw ≤ |xk − x1| ≤ R) = 1− P (∀k ≥ 2, |xk − x1| ≤ aRw or |xk − x1| ≥ R)
= 1− P (|x2 − x1| ≤ aRw or |x2 − x1| ≥ R)N−1
= 1−
(
1− 4π
3L3
(
R3 − (aRw)3
))N−1
≥ 1− 1
1 + (N − 1) 4π
3L3
(R3 − (aRw)3)
using (1−x)N ≤ (1+Nx)−1 for 0 ≤ x ≤ 1 (prove by induction on N). Insert in (5.53)
to estimate the x2, . . . ,xN integration, obtain a factor L
3(1 − 2R/L)3 from the x1
integration over the subcube, multiply by N for the contribution of the other particles.
This gives (5.52). 
In the above we have not explained how one can afford to estimate using the
constant function, minimizing the kinetic energy. The intuition is simple: the gap
in kinetic energy above the constant wave-function is ∼ L−2 (cost for putting one
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particle in a non-constant wave-function). If the cube is small enough, this is larger
than the typical interaction energy, and one can use perturbation theory to control
the discrepancy between the constant wave-function and the true, interacting one. We
do not give details: one uses Temple’s inequality, and the error is encoded in the last
factor of the second line of (5.51). Note however that this can clearly work only in a
very small cube, with the constraint that it still be much larger than the scattering
length and range of the potential (physically this is what sets the length scale over
which the ground state varies).
Clearly we cannot take the thermodynamic limit using only Lemma 5.20. Nor can
we fix the size of the box and take the GP limit a = N−1 → 0. The next step is thus
to split a big box into many sub-boxes where one can apply (5.51) efficiently. We use
Lemma 5.21 (Cell method).
Let ℓ ≤ L such that L/ℓ is an integer. Then
E(N,L) ≥ min
{∑
n≥0
cnE(n, ℓ)
∣∣ cn ≥ 0,∑
n≥0
cn =
L3
ℓ3
,
∑
n≥0
ncn = N
}
. (5.54)
Proof. Split Λ = [0, L]3 into J cubes (cells) Λj, j = 1 . . . J of side-length ℓ. Then
ΛN = ∪n1,...,nJΛn11 × . . .× Λnjj
with
∑J
j=1 nj = N and the union is disjoint. Denote generically α the multi-index
(n1, . . . , nJ) and
ΛNα = Λ
n1
1 × . . .× Λnjj .
Then, with ΨN the ground-state wave-function, XN = (x1, . . . ,xN), and W denoting
the full interaction
E(N,L) =
∑
α
∫
ΛNα
(|∇XNΨN |2 +W |ΨN |2)
≥ min
α
E(ΛNα )
∑
α
∫
ΛNα
|ΨN |2 = min
α
E(ΛNα )
where we denoted E(ΛNα ) the lowest eigenvalue of our N -body Schro¨dinger operator
restricted to ΛNα (with no boundary conditions, hence Neumann boundary conditions,
and no bosonic symmetry). Since the interaction potential is non-negative, on ΛNα ,
−∆XN ≥
J∑
j=1
−∆Xj + 12 ∑
xk 6=xℓ∈Xj
wa(xk − xℓ)

with Xj denoting the nj coordinates in Λj and we dropped the interaction across cells.
Hence
E(ΛNα ) ≥
J∑
j=1
E(nj , ℓ)
117
and we reorganize the sum
E(ΛNα ) ≥
J∑
n=1
cnE(n, ℓ)
where cn is the number of cells Λj containing exactly n particles (i.e. having nj = n).
Certainly these numbers satisfy the constraints stated in (5.54), for the total number
of particles is always N and the total volume occupied by the cells,
∑
n cnℓ
3 must equal
the volume of the big cube. 
The advantage is that we are now free to choose the size of the cell in which we
apply (5.51). Roughly, what we want is
a≪ R≪ ̺−1/3 ≪ ℓ≪ (ρa)−1/2
for the Dyson potential to have a range much larger than the scattering length, but
still correspond to a dilute interaction; for each cell to contain a macroscopic number
of particles, and for the gap of the kinetic energy in each cell to control the typical
interaction energy within the cell. There is bit of fine tuning to be done here, the
details of which we do not provide.
Note however that to apply Lemma 5.20 with a good error term in the small boxes
of side length ℓ, we have to make sure that essentially n ∼ ̺ℓ3 for the configuration
minimizing the right-hand side of (5.54), where ̺ is the density in the big box. This
is not for free, but can be (approximately) guaranteed using the subadditivity of the
ground state energy.
5.6. Local density approximation method
The estimates of the previous section are the basic input to the first derivation
of Gross-Pitaevskii ground states that we present, which is also [169, 164] the first
to have been obtained. This will work only in the absence of magnetic fields, for
the method ignores bosonic symmetry (see [245] for an application of the method to
systems with magnetic fields but no bosonic symmetry).
Now we know that
e(̺) ∼ 4πaρ
for the ground state energy density of an infinitely extended homogeneous Bose gas
with density ρ and scattering length a. The GP functional for an inhomogeneous Bose
gas can then be seen as a local density approximation (LDA)
EGP[u] ≈
∫
R3
(|∇u|2 + V |u|2)+ ∫
R3
|u(x)|2e (|u(x)|) dx.
In the first term we isolate the macroscopic kinetic energy and trapping energy, re-
sponsible for the overall profile of the gas. In the second term we approximate the
interaction energy using the energy of the homogeneous gas locally in space, obtaining
an energy density ̺(x)e(̺(x)).
Two remarks are in order:
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• This is more subtle than it looks, for the energy of the homogeneous gas uses
some7 kinetic energy. As we understood previously, this is a high-frequency
component, and we have to understand how it decouples from the rest.
• Such an approximation should be valid as soon as the gas is dilute, i.e. β > 1/3
in our convention. Then one can neglect the non-local nature of the original
interaction and make the LDA work.
As for the second point, we leave it to the reader to check that, indeed, the proof
of the theorem below could also be used to treat the dilute regime, without magnetic
field.
Theorem 5.22 (Gross-Pitaevskii limit, first statement).
Let HN be the many-body Hamiltonian (1.31) in GP scaling,
wN(x) = N
2w(Nx)
with w fixed, satisfying Assumption 5.1 and with scattering length a. Assume there is
no magnetic field, A ≡ 0 in (1.31).
The conclusions of Theorem 1.3 hold, with MF standing for GP.
Sketch of proof. Again, a more complete proof is already reviewed in [168].
This combines tools from [169] (energy convergence) and [164, 171, 173] (convergence
of states). See also [170] for the 2D case.
The energy upper bound is derived as in Section 5.2. We turn to the
Energy lower bound. We shall rely on Lemma 5.15, and since we now deal with
an inhomogeneous gas it is important to first extract the kinetic energy of the Gross-
Pitaevskii minimizer. Take a normalized ground-state wave-function and write it as
ΨN(x1, . . . ,xN) =
N∏
j=1
uGP(xj)F (x1, . . . ,xN ) (5.55)
where uGP is the GP minimizer (without magnetic field, it is unique, and can be chosen
strictly positive). Note that for three functions related by Ψ = UF , partial integration
gives∫
|∇Ψ|2 =
∫
|U |2|∇F |2+ |F |2|∇U |2+2
∫
UF∇U · ∇F =
∫
|U |2|∇F |2−
∫
|F |2∆U.
From the GP variational equation
−∆uGP + V uGP + 8πa|uGP|2uGP =
(
EGP + 4πa
∫
Rd
|uGP|4
)
uGP (5.56)
7When the interaction is a hard-core, it is even only made of kinetic energy.
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and the above identity8 we get
〈ΨN |HN |ΨN〉 = NEGP + 4πaN
∫
Rd
|uGP|4 +Q(F ) (5.57)
with the quadratic form
Q(F ) :=
N∑
j=1
∫
R3N
N∏
k=1
∣∣uGP(xk)∣∣2(|∇xjF |2 − 8πa|uGP(xj)|2|F |2 + 12∑
i 6=j
w(xi − xj)|F |2
)
.
Now the rationale is that the weights
∣∣uGP(xj)∣∣2 vary over a much larger length scale
than the content of the big parenthesis above, for we have gotten rid of the external
potential V that sets the GP length scale. Thus, locally in space, F will look like the
minimizing configuration of the homogeneous Bose gas and then, roughly
|∇xjF |2 +
1
2
∑
i 6=j
w(xi − xj)|F |2 ≈ 4πaN−2ρN(xj)2
where ρN is the density of a single particle
ρN (x) = N
∫
R3(N−1)
|ΨN(x,x2, . . . ,xN)|2dx2 . . . dxN .
Indeed we have seen in the previous section that the energy density of the homogeneous
gas is 4πaρ and we have to apply this with our potential that has scattering length
a/N . If we can justify the above local density approximation, then we find
Q(F ) ≈
N∑
j=1
4πa
∫
R3
(
N−2ρN(xj)
2 − 2N−1ρN (xj)|uGP(xj)|2
)
≥ −
N∑
j=1
4πa
∫
R3
|uGP(xj)|4 = −4πaN
∫
R3
|uGP|4
by completing the square. Inserting in (5.57) completes the lower bound.
To make the above rigorous, one applies a variant of the cell method of Lemma 5.21
to the quadratic form Q(F ), reducing to this functional with variables in small
boxes [255, Appendix B]. In these one can approximate |uGP|2 by a constant (from
elliptic PDE techniques the smoothness and decay at infinity of uGP are under control),
in which case bounding Q from below reduces to applying (5.50). One needs to ensure
there are sufficiently many particles in each box to do that, but that can be proven to
be the case, at least in a configuration optimizing the distribution of particles amongst
the cells.
Convergence of states. Since the Gross-Pitaevskii minimizer is unique, it is sufficient
to prove convergence of the first reduced density matrix, as explained at the end of
8This trick is extensively used when studying vortex patterns in Ginzburg-Landau and Gross-
Pitaevskii theory [2, 65]. In this context it originates in [137].
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Section 2.1.2. Roughly, a detailed inspection of the proof of energy convergence shows
that all the kinetic energy used to control the scattering process is contained in small
sets close to particle encounters. Thus we expect that F (defined in (5.55) by extracting
the GP profile from the ground state) is almost constant.
In the approach of [164] this is proved by considering the auxiliary function
f(x,XN−1) :=
Ψ(x,XN−1)
uGP(x)
where XN−1 = (x2, . . . ,xN). Because we have extracted from Ψ(x,XN−1) the GP
profile, the kinetic energy of f is located where x is close to one of the points in XN−1.
Hence ∇xf is small in L2 sense outside of a set of small measure. Using a Poincare´
inequality one can hence hope to control the deviation of f from its mean. A special
inequality [173] is needed because the set outside of which we control the gradient can
be irregular and disconnected. If we accept that f(x,XN−1) is roughly constant in x
we find (uGP and ΨN are real-valued)
1
N
〈
uGP|γ(1)N |uGP
〉
=
∫
uGP(x)uGP(y)ΨN(x,XN−1)ΨN(y,XN−1)dxdydXN−1
=
∫
|uGP(x)|2|uGP(y)|2f(x,XN−1)f(y,XN−1)dxdydXN−1
≈
∫
|uGP(x)|2|uGP(y)|2f(x,XN−1)2dxdydXN−1
=
∫
|uGP(y)|2dy
∫
|ΨN(XN)|2dXN = 1,
which implies
N−1γ
(1)
N → |uGP〉〈uGP|
in operator norm, and hence in trace norm because the limit is rank one. 
5.7. Coherent states/de Finetti method reloaded
In the previous section we have derived GP ground states from many-body quantum
mechanics with a special method (local density approximation) based on the diluteness
of the gas. Now we connect to more general methods, namely those of Sections 3.2
and 3.3. We have already explained in Chapter 4 how to extend these approaches
to the dilute regime. The Dyson lemmas of Section 5.4 will turn the GP limit in a
“dilute regime plus extra error terms”, and what we need now is explain how to control
those error terms, mostly due to spurious three-body terms due to the application of
Lemma 5.16. Unlike the previous two sections, we keep track of bosonic symmetry all
along, and thus provide a derivation that works even when external magnetic fields are
turned on.
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Theorem 5.23 (Gross-Pitaevskii limit, full statement).
Let HN be the many-body Hamiltonian (1.31) in GP scaling,
wN(x) = N
2w(Nx)
with w fixed, satisfying Assumption 5.1 and with scattering length a.
The conclusions of Theorem 1.3 hold, with MF standing for GP.
We are mostly after an efficient lower bound to the ground state energy. The idea
is to use Corollary 5.18 to turn the GP limit in a dilute limit with a potential whose
integral encodes the scattering length, and which is in a scaling R ∼ N−β ≫ N−2/3.
This allows to use the methods of Chapter 4 on this problem. We will have to discard
unwanted terms from the Dyson-like lower bound and, as hinted at at the end of
Section 5.4, this requires tacking R ∼ N−β ≪ N−1/3 i.e. we cannot reduce the GP
singularity all the way down to a mean-field one.
For convenience we always assume (4.18) in the rest of this section, as we did in
Section 4.3. This can be bypassed by ad-hoc arguments, see the original references we
will cite.
5.7.1. Take 1. Let us explain first how the three body term in (5.46) is dealt with
in [165]. Applying Corollary 5.18 we find that the energy is bounded from below as
E(N) ≥ EDys1 (N)− CN3 〈ΨN |UR(x1 − x2) (1−Θ2R(x2 − x3)) |ΨN〉 − C
N2R2K5
ε
(5.58)
where EDys1 (N) is the lowest eigenvalue of the “Dyson Hamiltonian”(
hxj − (1− ε)χK(pj)(−∆xj )χK(pj)
)
+ (1− ε)2
∑
i 6=j
UR(xi − xj) (5.59)
acting on bosonic functions and ΨN is any ground state of the original Hamiltonian
HN . The new potential UR has integral 4πaN
−1 and a range R which will play the
role of N−β in the notation of the rest of the notes.
An adaptation of the methods of Chapter 4 yields the lower bound
lim inf
K→∞
lim inf
ε→0
lim inf
N→∞
EDys1 (N)
N
≥ EGP
provided R ≫ N−2/3, i.e. β < 2/3 . We do not comment about how the limits ε → 0
and K →∞ are disposed of. This is in any event much simpler than we discussed so
far, and we can afford to take these limits after N → ∞. Observe then that the last
term in (5.58) is o(N) provided R≪ N−1/2, certainly compatible with R≫ N−2/3.
The crucial point is now to control the second term of (5.58) and prove it is o(N)
provided R is not too large. The key lemma is
Lemma 5.24 (Three particle expectations in ground states).
Let PN be the orthogonal projector onto the ground eigenspace of HN . Let ξ : R
9 7→
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R+ be an arbitrary positive function, identified with the corresponding multiplication
operator on the three-body space L2(R9) . Then, for any α > 0
Tr (ξ(x1,x2,x3)PN) ≤
Cα−6/2 sup
x1∈R3
(∫
R6
ξ(x1,x2,x3)dx2dx3
)
exp (αE(N − 3)− E(N)) . (5.60)
Comments. We do not discuss the proof of the above, which heavily relies on
path integrals ideas (the Trotter and the Feynman-Kac-Itoˆ formulas). It can be found
in [165, Lemma 2]. The reason why we get PN instead of |ΨN〉〈ΨN | for a single ground
state in the right-hand side of (5.60) is that one starts from estimates in positive
temperature equilibria of HN , and then lets the temperature go to zero. The Gibbs
state then converges to PN (all ground states are equally likely in this limit). Of course
if the ground state is unique, this is irrelevant.
The original inequality uses the heat kernel at time (or inverse temperature) α of
(V being the one-body potential in HN)
h3 =
3∑
j=1
(−∆xj + V (xj)) ,
whose kernel we identify with e−αh3 . Then Cα−9/2
(∫
R9
ξ
)
in the right-hand side
of (5.60) is replaced by Λα, the operator norm of the map L
2(R9) 7→ L2(R9) whose
integral kernel is
Kα,ξ (X;Y) :=
√
ξ (X)
(
e−αh3 (X;Y)
)√
ξ(Y)
Thus Λα is in fact the norm of the heat flow
∂tu3 = h3u3
at time α (whose Green function is e−αh3), seen as an operator from L2(R9,
√
ξ(X)
−1
dx)
to itself.
To see that the lemma we stated follows from this original formulation, observe
that the Feynman-Kac-Trotter formula [258] implies that for V ≥ 0
e−αh3 (x1,x2,x3;y1,y2,y3) ≤ kα(x1;y1)kα(x2;y2)kα(x3;y3)
with kα the heat kernel at time α of the free Laplacian on R
3. This is explicitly know,
but we only use that kα(x;y) ≤ Cα−3/2. Inserting in the above we find∣∣∣∣∫
X,Y∈R9
f(X)Kα,ξ (X;Y) f(Y)dYdx
∣∣∣∣ ≤ Cα−6/2 ∫
x,y∈R3
|Fξ(x)|kα(x;y)|Fξ(y)|dxdy
with
Fξ(x) :=
∫
x2,x3∈R2
f(x,x2,x3)
√
ξ(x,x2,x3).
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But the heat kernel kα is bounded from L
2 to L2, with bound 1, so∣∣∣∣∫
X,Y∈R9
f(X)Kα,ξ (X;Y) f(Y)dYdx
∣∣∣∣ ≤ Cα−6/2 ∫
R3
Fξ(x)
2dx
≤ Cα−6/2
∫ (∫
ξ(x1,x2,x3)dx2dx3
)(∫
f 2(x1,x2,x3)dx2dx3
)
dx1
where we used Cauchy-Schwarz to bound Fξ from above pointwise. This being so for
any f ∈ L2(R9) proves that
Λα ≤ Cα−6/2 sup
x1∈R3
∫
R6
ξ(x1,x2,x3)dx2dx3,
as used in (5.60). 
To conclude the proof of the energy lower bound, one first has to ensure that
E(N − 3) − E(N), which appears in the right-hand side of (5.60), stays finite when
N → ∞. This is intuitively true (this is the energy gain for removing three particles
from the system). An efficient a priori bound is not obvious but can be circumvented
by appropriate arguments that we do not reproduce. Let us thus assume that E(N −
3) − E(N) is bounded independently of N and see how the above lemma allows to
dispose of the three-body term in (5.58).
Averaging (5.58) with respect to |ΨN〉〈ΨN | we can freely replace
〈ΨN |UR(x1 − x2) (1−Θ2R(x2 − x3)) |ΨN〉
by
Tr (UR(x1 − x2) (1−Θ2R(x2 − x3))PN) ,
which is, in view of the above, bounded by a constant (depending on α > 0) times
sup
x1
∫
R6
UR(x1 − x2) (1−Θ2R(x2 − x3)) dx2dx3 ≤ CR3N−1.
Here we performed first the integral in x3 to obtain the factor R
3 (independently of
x1,x2), then the integral in x2, using that
∫
R3
UR is bounded by N
−1.
Thus the second term in (5.58) is bounded by CN2R3 ≪ N if we choose R≪ N−1/3,
the typical inter-particle distance. We are at liberty to do so, for this is compatible
with the requirement β < 2/3 in Chapter 4. Hence our sketch of the energy lower
bound is complete.
To deduce convergence of density matrices, one can apply all this machinery to a
perturbed Hamiltonian and use a Feynman-Hellmann-Griffith argument as mentioned
in Section 3.3.2. This is a bit long and strictly speaking has been considered only
for the first density matrix, see [165]. The convergence of density matrices is more
transparent with the de Finetti method, as we shall discuss at the end of the next
section.
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5.7.2. Take 2. Our second way of dealing with the three-body term is taken
from [205]. We replace (5.58) by
E(N) ≥ EDys2 (N)− C
N2R2K5
ε
(5.61)
where EDys2 (N) is the lowest eigenvalue of the “Dyson Hamiltonian”
H˜N :=
N∑
j=1
(
hxj − (1− ε)χK(pj)(−∆xj )χK(pj)
)
+(1−ε)2
∑
i 6=j
UR(xi−xj)
∏
k 6=i,j
Θ2R(xj−xk)
(5.62)
acting on bosonic functions. Compared with the previous section we have not yet
used (5.46). We do it now:
EDys2 (N) ≥ EDys1 (N)− CN3
〈
Ψ˜N |UR(x1 − x2) (1−Θ2R(x2 − x3)) |Ψ˜N
〉
(5.63)
where EDys1 (N) is the lowest eigenvalue of (5.59), that we can estimate as in Chapter 4
provided R ≫ N−2/3, as already explained. The main difference with the approach
in (5.58) is that we have to bound the expectation of the three-body term in a ground
state Ψ˜N of (5.62). Why is that useful ? We shall make two observations:
• Such a ground state Ψ˜N satisfies a second moment estimate akin to Lemma 4.5.
• The three-body term is controlled by the second moment of the kinetic energy.
Here it is important to (a) use the Dyson lemma to reduce the singularity of the
interaction and (b) consider a ground state of (5.62) and not (5.59) directly. Indeed,
we do not expect that a second moment estimate can hold for a true ground state of
the original Hamiltonian. We do expect that it holds for a ground state of (5.59), but
that would be harder to prove, because (5.59) contains attractive terms, unlike (5.62)
(cf Section 4.4).
We refer to [205] for more details and state these two observations as lemmas, whose
proofs are (lengthy) variations on the considerations of Sections 4.2-4.3. Essentially
you should think that (5.62) is not much different from a bona fine Hamiltonian with
pair interactions, in a dilute scaling. Computing with it is of course harder because of
the cut-off killing the pair interaction whenever three particles sit at the same place.
Denote
h˜ := h− (1− ε)χK(p)(−∆)χK(p)
the one-body Hamiltonian appearing in (5.62).
Lemma 5.25 (Second moment estimate for Dyson’s Hamiltonian).
For any ε,K > 0 in Corollary 5.18 and R satisfying R ≫ N−2/3 when N → ∞ we
have
H˜2N ≥
1
3
(
N∑
j=1
h˜xj
)2
as operators, where H˜N is as in (5.62).
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Clearly this implies that, for a ground state Ψ˜N ,〈
Ψ˜N |h˜x1h˜x2 |Ψ˜N
〉
≤ C
independently of N when N →∞, a convenient variant of (4.19).
The above is a crucial ingredient in the proof of
Lemma 5.26 (Three particles expectations in ground states, again).
With the same assumptions and notation as above
H˜N ≥
N∑
j=1
h˜xj + (1− ε)2
∑
i 6=j
UR(xi − xj)
∏
k 6=i,j
−Cε,K R
2
N2
H˜4N . (5.64)
This is stated as a bound on the full Hamiltonian (5.62) for conciseness, but this
is really obtained by first reducing to (5.59) using (5.46), and then estimating the
three-body term.
With this at our disposal, we are left with studying the Hamiltonian on the right-
hand side of (5.64), which follows the lines of Chapter 4 (remember that we take
R≫ N−2/3, which means β < 2/3). The extra error term in (5.64) is easily discarded:
evaluated in a ground state of H˜N
H˜Ψ˜N = E
Dys
2 (N)Ψt
it is bounded by a constant times N2R2 (because we easily have EDys2 (N) ≤ CN). This
is o(N) as needed provided R≪ N−1/2, which is compatible with our other desiderata.
We are now done with our sketch of the proof of the energy lower bound. Let us say
a few words of the convergence of reduced density matrices. The quantum de Finetti
theorem is very handy to avoid a non-trivial bit of convex analysis (or, better said, the
convex analysis part is included in the quantum de Finetti theorem).
Note that the energy convergence directly gives information on a ground state Ψ˜N
of (5.62), which is not we are after. The way out is to apply all the above to a modified
Hamiltonian (still acting on bosonic functions)
HN,v,ℓ := HN − ℓ!
N ℓ−1
∑
1≤i1<...<iℓ
≤ N |v⊗ℓ〉〈v⊗ℓ|i1,...,iℓ
for v ∈ L2 and ℓ ∈ N. The perturbation is a nice, bounded operator, so its inclusion
destroys none of the methods we used, and we get the lower bound
E(N, v, ℓ)
N
≥ inf
‖u‖
L2=1
(EGP[u]− |〈v|u〉|2ℓ|)− o(1)
for the lowest eigenvalue of HN,v,ℓ.
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Now, for a ground state ΨN of the original Hamiltonian HN and its ℓ-th reduced
density matrix Γ
(ℓ)
N(
N
ℓ
)−1 〈
v⊗ℓ|Γ(ℓ)N |v⊗ℓ
〉
= N−1 (〈ΨN |HN |ΨN〉 − 〈ΨN |HN,v,ℓ|ΨN〉)
≤ N−1 (E(N)− E(N, v, ℓ))
Passing to the limit N →∞ we deduce from energy estimates that∫
|〈u|v〉|2ℓdµ(u) ≤ EGP − inf
‖u‖
L2=1
(EGP[u]− |〈v|u〉|2ℓ|)
where µ is the de Finetti measure of the sequence (ΨN)N , cf Theorem 3.2. Fix v with
unit L2 norm and apply this to λv for small λ. Simple perturbative arguments yield
that a minimizer of
EGP[u]− λ2ℓ|〈v|u〉|2ℓ
must, modulo subsequence, converge to a GP minimizer when λ→ 0. Taking this limit
along all subsequences we find
λ2ℓ
∫
|〈u|v〉|2ℓdµ(u) ≤ λ2ℓ sup
u∈MGP
|〈v|u〉|2ℓ + o(λ2ℓ)
with MGP the set of all GP minimizers. Hence∫
|〈u|v〉|2ℓdµ(u) ≤
(
sup
u∈MGP
〈v|u〉|
)2ℓ
for all normalized v ∈ L2(Rd). This implies that the de Finetti measure µ is concen-
trated on MGP. To get a feel as to why, consider the possibility that µ has a wrongly
placed atom, i.e. assigns non-zero mass m to a v at finite L2 distance from MGP.
Then, for this choice of v, the sup on the right-hand side is < 1, whereas the left-hand
side is bounded below by m. Taking ℓ → ∞ leads to a contradiction. Details for the
general case are in [205, Section 4.3].
5.8. Bogoliubov methods for GP ground states
We finally present two alternative methods [32, 30, 201] to deal with the GP limit.
We shall not do them justice because we present them as ways of obtaining the
Theorem 5.27 (Gross-Pitaevskii limit, partial statement).
Let HN be the many-body Hamiltonian (1.31) in GP scaling,
wN(x) = λN
2w(Nx)
with w fixed, satisfying Assumption 5.1 and with scattering length a. Assume there is
no magnetic field, A ≡ 0.
There exists a λ0 such that, if 0 < λ ≤ λ0, the conclusions of Theorem 1.3 hold,
with MF standing for GP.
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Here we assume some smallness of the unscaled potential w, which is not needed
with the previous methods. Let me comment on this choice:
• One significant aspect of the methods of [32, 30, 201] is that they provide,
so far, the only alternative methods to the Dyson lemma to extract pair cor-
relations. This works only for small λ, but is significant enough.
• The actual goal of the papers we cited is to obtain an optimal rate for the
convergence of the first density matrix. Even with small λ this is not something
we can obtain with the previous methods.
• Actually, by using the previous results as starting point, one can bootstrap the
arguments and obtain BEC with an optimal rate without assuming small λ.
But then one has to use the Dyson lemma at least once.
• We shall encounter arguments that are crucial to the rigorous derivation of
Bogoliubov’s theory for the excitation spectrum [249, 111, 158, 70, 29, 31,
42, 43, 90]. While I chose not to discuss this in full details, this introduction
to the topic is worth knowing.
Without further ado, I’ll sketch in two subsections some of the methods of [32, 30]
and [201] for obtaining energy lower bounds in the GP regime. This treatment parallels
the two subsections of Section 5.3.
5.8.1. Conjugating with the correlation map. In the first part of Section 5.3,
appropriate correlations have been added to a condensed state by acting on it with the
unitary operator from Definition 5.7. It is very tempting then to un-act (i.e. act with
the conjugate) on the true many-body ground state, in the hope that this will extract
the correlations, and allow to treat the rest of the state in a mean-field like fashion.
This is basically what the Dyson lemma did for us in the above, but here we can do
this with another method. Basically this is one of the main ideas of [32, 30], that
we briefly sketch now. This philosophy can in fact be carried much further [29, 31],
something we do not pursue here.
What we discuss here certainly can be adapted to inhomogeneous systems, but to
follow [32, 30] we restrict to the homogeneous Bose gas in a fixed periodic box. As
in Section 5.5 we thus replace R3 by the unit torus T3 and set the external potential
V ≡ 0. The N -particles Hamiltonian is then
HN :=
N∑
j=1
−∆xj + λ
∑
1≤i<j≤N
w(N(xi − xj)) (5.65)
with w fixed as in Assumption 5.1, with scattering length a > 0. As in Theorem 5.27
the coupling constant λ > 0 will ultimately be small enough but fixed. By momentum
conservation (HN commutes with translations) we can write this in second-quantized
form as
HN =
∑
p∈(2πZ)3
|p|2a†pap +
λ
2N
∑
k,p,q∈(2πZ)3
ŵ
(
k
N
)
a†p+ka
†
q−kapaq
where a†p, ap create/annihilate a particle in the plane-wave state x 7→ eip·x.
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What was done in Section 5.3 was to conjugate the above by a Weyl operator
removing the condensate part (here, particles in the zero momentum mode p = 0, aka
the constant function), and with a Bogoliubov transformation to remove correlations.
Applying the so-obtained operator to the vacuum led to a nice energy upper bound.
To obtain a lower bound, it is more convenient to do the conjugations in such a way
that the resulting operator only talks to the excited particles. For that purpose the
Weyl operator from Definition 5.6 is conveniently replaced by the excitation map from
Definition 5.10, and associated calculations are not much more difficult, we merely
replace (5.19) by (5.32)-(5.33).
More difficult is the replacement of the Bogoliubov transformation, because we
want it to map the truncated Fock space F≤N(H⊥) from Definition 5.10 to itself, where
H⊥ is the orthogonal of the constant function. The following originates from [41]:
Definition 5.28 (Generalized Bogoliubov transformation).
Let the function η(p) be defined by
η(p) := − 1
N2
1̂− fN
( p
N
)
with fN the zero-energy scattering solution. Let the modified creators/annihilators of
excited particles be
b†p :=
√
N −N⊥
N
a†p, bp :=
√
N −N⊥
N
ap (5.66)
with N⊥ =∑p6=0 a†pap the number (operator) of excited particles.
The generalized Bogoliubov transformation is the unitary map from F≤N (H⊥) to
itself
Tb := exp
(∑
p6=0
η(p)
(
b†pb
†
−p − b†pb†−p
))
(5.67)
where H⊥ = spanp6=0(e
ip·x).
Comments. Compared to Definition 5.8 we have replaced the original cre-
ators/annihilators a†p, ap with (5.66). The point is that the latter operators conserve
the total number of particles. You should think that on the full Fock space
b†p :=
a0√
N
a†p, bp :=
a†0√
N
ap.
We expect most particles to be condensed and hence a†0, a0 ∼
√
N , which means that
b†p, bp almost satisfy the CCR (1.26). They do not satisfy it exactly however, and
dealing with the remainders is sometimes tedious. The idea can be traced back at least
to [178, 179, 261] and has been used repeatedly [106, 249, 111]. What we need here
is a very strong version of this “approximate CCR”, for we want to mimic (5.26) as
closely as possible:
T ∗b apT ≃ cosh(η(p))ap + sinh(η(p))a†−p
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in order to conjugate the Hamiltonian with Tb. 
The core of the proof of Theorem 5.27 in [32, 30] is given in the following:
Theorem 5.29 (Excitation Hamiltonian, correlations removed).
With the previous notation, let GN : F≤N(H⊥) 7→ F≤N(H⊥) be defined as
GN := T ∗b UNHNU∗NTb.
It is decomposed as
GN = 4λπaN +K +W + E (5.68)
where K and W are respectively the kinetic and interaction energies of the excitations
K =
∑
06=p∈(2πZ)3
|p|2a†pap, W =
λ
2N
∑
p,q,p+k,q−k 6=0
ŵ
(
k
N
)
a†p+ka
†
q−kapaq
and, as an operator,
± E ≤ λ (K +W) + Cλ (5.69)
with Cλ a constant, only depending on λ.
Comments. This is a simplified statement, as compared to the full result. In fact
E contains Bogoliubov pairing terms that are physically relevant, so not all of it has to
be discarded if one wants to continue in the direction of [31]. It contains also a term
due to interactions of triplets of excited particles. This can ultimately be taken care of
by another unitary transformation, this time of the form of the exponential of a cubic
operator in creators/annihilators. This goes far beyond the scope of this review. 
Using (5.69) the proof of the energy lower bound is complete, for small λ, because
K +W is a positive operator and the constant 4πaN in (5.68) is none other than the
GP energy of the homogeneous Bose gas in a fixed torus. By unitary equivalence with
HN we even deduce, for λ small enough
HN ≥ NEGP + cN⊥ − C
with c, C > 0, and this can be used to control the condensation rate (difference between
N−1Γ
(1)
N and |uGP〉〈uGP|).
5.8.2. Completing the square. The approach of [201] is inspired by the
works [42, 43, 90] on the thermodynamic limit of the Bose gas. We complete a
square by a variant of the simple observation (4.10):
(1H2 − P ⊗ PfN(x− y))wN(x− y) (1H2 − fN (x− y)P ⊗ P ) ≥ 0
with P = |uGP〉〈uGP| the projector on the GP ground state and fN the zero-energy
scattering solution. This gives (all multiplication operators are understood in the
variable x− y)
wN ≥ P ⊗ P
(
2fN − f 2N
)
wNP ⊗ P + (P ⊗ PfNwNQ⊗Q + h.c.)
+ (P ⊗ PfNwNP ⊗Q + P ⊗ PfNwNQ⊗+h.c.) (5.70)
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where
P = |uGP〉〈uGP|, Q = 1− P
and h.c. stands for “hermitian conjugate”.
The rationale for throwing away some terms from the lower bound is that
• particles in the condensate (in the range of P ) interact via the modified po-
tential fNwN .
• interactions of triples and quadruples of excited particles (in the range of Q)
do not contribute to the GP energy. Hence all terms with more than two Q’s
can be neglected.
• interactions between pairs of excited particles and pairs of condensed particles
are crucial to reconstruct the scattering length.
In short, we are trying to vindicate the guesses backing the construction of the trial
state from Definition 5.13. The first line of (5.70) will combine with the kinetic energy
of excited particles to reproduce the scattering process, while the second line will mostly
cancel when combined with terms
PhQ+QhP
from the kinetic energy, because of the variational equation satisfied by uGP. The
need to assume a small coupling constant (in this simplified presentation) arises when
controlling these “mostly cancellations”.
The method comes in two steps. We first define an operator that will be used to
take into account the contribution of excited particles:
HBog :=
∑
n,m>0
〈un|H|um〉 a†nam +
1
2
∑
n,m>0
〈un|K|um〉
(
a†na
†
m + aman
)
. (5.71)
This is a Bogoliubov-type9 Hamiltonian, meaning it is quadratic in annihila-
tors/creators and has a non particle number conserving a†a† + aa part. We have
denoted (un)n ≥ 0 an orthonormal basis of L2(Rd), with u0 = uGP and associated cre-
ators/annihilators an, a
†
n. Thus H
Bog acts on F(QH), the Fock space of excited particles
(cf Definition 5.10). The one-body operators it is made of are
H = Q
(
−∆+ V −
(
EGP + 4πa
∫
Rd
|uGP|4
))
Q
K = Q⊗QK˜
K˜(x,y) = NuGP(x)uGP(y)fN(x− y)wN(x− y) (5.72)
where in the last equation we identify integral kernel and operator, whereas in the
second we mean operator composition. The quantity EGP + 4πa
∫
Rd
|uGP|4 in the first
line appears as the GP chemical potential/Lagrange multiplier from (5.56).
9This is NOT the Bogoliubov Hamiltonian which gives the next-to leading order of the energy as
proven in [31].
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Lemma 5.30 (Lower bound with a Bogoliubov Hamiltonian).
Assumptions as in Theorem 5.27 (in particular there is a unique GP minimizer uGP).
There exists a λ0 > 0 and a c > 0 such that, for all 0 < λ ≤ λ0
HN ≥ N
∫
R3
(|∇uGP|2 + V |uGP|2)
+
N2
2
∫∫
R3×R3
|uGP(x)|2wN(x− y)
(
2fN(x− y)− f 2N (x− y)
) |uGP(y)|2dxdy
+ EBog + cN⊥ − C (5.73)
as an operator on HN , with N⊥ = N − a†(uGP)a(uGP) the number (operator) of par-
ticles outside the condensate and EBog the lowest eigenvalue of the Bogoliubov-type
Hamiltonian (5.71) acting on F(QH).
Comments. The interaction term on the first line comes from the first term on
the right of (5.70). The Bogoliubov-like energy EBog includes contributions from the
second term on the right of (5.70), plus the kinetic energy of the excited particles.
The rest has been disposed of, interestingly by making only a O(1) error, and keeping
handy the term cN⊥ that permits to finely control the condensation rate. 
There is still a piece of GP interaction energy to be extracted from the Bogoliubov-
like Hamiltonian:
Lemma 5.31 (Ground state energy of a Bogoliubov Hamiltonian).
With the previous notation, we have, as an operator on F(QH),
HBog ≥ −1
4
TrQH
(
H−1K2
)− C ‖K‖TrQH (H−2K2) . (5.74)
Comments. The whole point of Bogoliubov Hamiltonians is that they can be
solved explicitly, see [111] for the case at hand. It is however not always easy to
extract information from this explicit solution. In particular, it is here important to
get the first term on the right-hand side exactly right. The second one turns out to be
a remainder. 
One can further estimate the main term to find
TrQH
(
H−1K2
) ≃ 2N2 ∫∫
R3×R3
|uGP(x)|2 (wNfN(1− fN)) (x− y)|uGP(y)|2. (5.75)
Indeed, the main contribution is kinetic, so let us replace H  (−∆)−1. Let us also
ignore the Q operators for simplicity. We then find
TrQH
(
H−1K2
) ≃ N2Tr(uGP(x)f̂NwN(p)uGP(x)|p|−2uGP(x)f̂NwN(p)uGP(x))
where functions of x,p are understood as multiplication operators in posi-
tion/momentum space. One can then figure out that commuting uGP(x) and |p|−2
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yields a negligible remainder. Using the scattering equation (1.40) to express
|p|−2f̂NwN(p) (and using the cyclicity of the trace) then leads to
TrQH
(
H−1K2
) ≃ N2Tr(uGP(x)2f̂NwN(p)uGP(x)21̂− fN(p)) .
The operator in the trace has an explicit integral kernel O(x;y), the trace [222, Sec-
tion VI.6] is the integral of O(x;x), which leads to (5.75).
Then, combining (5.73) and (5.74) leads to
HN ≥ N
∫
R3
(|∇uGP|2 + V |uGP|2)
+
N2
2
∫∫
R3×R3
|uGP(x)|2wN(x− y)fN(x− y)|uGP(y)|2dxdy− C
and there only remains to recall that, as per the discussion after Theorem 5.2∫
wNfN = 8πaN
−1
and thus
NwNfN ⇀ 8πaδ0
as measures. This completes the proof of the GP energy lower bound, under a smallness
assumption on λ. As in the previous subsection one can finely estimate the rate of
convergence of the one-body density matrix to the (projector on the) GP minimizer,
because (5.73) has a term controlling the number of excited particles on the right-hand
side.
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