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This paper studies the differential equation (a/at) u(t, x) = 4 trace A(t, x) 
D%(t, x) A*(t, x) + (o(t, x), Du(t, x)> - V(x) u(t, x), ~(0, x) = +6(x) in infinite 
dimensional space. A Kac’s type representation of solution in terms of function 
space integral is proved. Kac’s method is modified to work nicely regardless 
of the dimensionality. 
1. INTRODUCTION 
In his celebrated papers, Kac [6, 71 obtained a representation of 
the solution of the heat equation 
(W) 44 x> = (W2Px2) u(t, x) - V(x) u(t, x), u(0, x) = +(A”) 
in terms of the Wiener integral, which is recognized as Kac’s formula 
nowadays. His results were carried over to the multidimensional 
spaces and generalized to include a wider class of functions V by 
Rosenblatt [13]. The proof of Kac’s formula has also been simplified, 
for instance, by introducing function space Fourier transform [2] 
and by using Trotter’s product formula [3]. The generalization of 
Kac’s formula to infinite dimensional spaces is almost straightforward. 
However, one has to choose a suitable Laplacian definition and 
consider a new kind of regularity problem, namely, given certain 
initial data 4 will the second derivative az2u(t, x) of u be of trace class 
or Hilbert-Schmidt type ? 
We will deal with, instead of the heat equation, the parabolic 
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equation with variable coefficients. We will also modify Kac’s method 
so that it works out nicely in infinite-dimensional spaces. The notation 
in [8] will be adopted here. Let (H, B) be an abstract Wiener space 
(see [4] for details). The norm and the inner product of H will be 
denoted by j * / and ( , ), respectively. jl . /I will denote the norm 
of B. As in [8] we assume that there exists an increasing sequence QQn 
of finite dimensional projections on B such that QJB) C B* and Qn 
converges to the identity strongly both in B and in H. Note that B* 
is embedded in B in a natural way. A function f from B into a Banach 
space (-% I * IE) is said to be H-differentiable at x E B if there exists 
a continuous linear transformation T from H into E such that 
j f(x + k) - f(x) - T(k)i, = o( j k I) for small K in H. T is easily 
seen to be unique and will be denoted by Of(x). Df(x) is called the 
H-derivative off at x. Inductively, we can define H-derivatives of 
higher order. In particular, if f is twice H-differentiable then D”f(x) 
denotes the second H-derivative off at x. If f is real-valued we always 
consider D2f (x) as a bounded operator of H. If D2f(x) is a trace class 
operator then we define the Laplacian Of(x) off at x to be trace 
D2f (x). f will be called B-Lip 1 if there is a constant oi such that 
if(x) -f (y)l < 01 /I x - y 11 for all x and y in B. 
Let A(t, x) = 1 + K(t, ) x , where K is a map from [0, T] x B to 
the Banach space LS(B, B*) of all bounded operators from B into B*. 
Let 0 be a map from [0, T] x B to H. In this paper we assume that 
A and a satisfy the following conditions, 
(i) there exists 6 > 0 such that (A(t, x)jH)(A(t, x)lH)* > 61 
for all t E [0, T] and x E B, where A(t, x)1,, is the restriction of 
A(t, x) as an operator of H. 
(ii) II K(t, x)/Ii and j a(t, x)1 are uniformly bounded, where 
Ij * j/r is the trace class norm. 
(iii) For each x E B the maps K(., x) and a(*, x) are continuous 
from [0, T] into L3’(B, B*) and H, respectively. 
(iv) K and a are twice Frechet differentiable with respect 
to x such that (1 K’(t, x)1/, 11 K”(t, x)11, I/ a’(t, x)1/ and I/ a”(t, x)/l are 
uniformly bounded. 
(v) For each x E B the derivatives K’(*, x), K”(*, x), a’(*, x) and 
a”(*, x) are all continuous functions of t. 
64 II W, 4 - K”(t, r)ll < Y II x - y II and 
II m, 4 - 44 Y)ll d y II x - y II for all t 
in [0, T] and x in B, where y is a constant independent of t and x. 
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Let V be a real-valued function in B. We are concerned with the 
differential equation 
(a/&) u(t, zc) = 4 traceH A(t, x) D%(t, 3) A*(t, x) + (a(t, x), Du(t, 3~)) 
- W) u(t, 4 (1) 
with the initial condition ~(0, x) = 4(x). The case A 3 I, CJ G 0 
and V = 0 was considered in [5] and the case CJ E 0 and V = 0 in 
ElOl- 
The above assumptions on A and (T allow us to use the results 
of [S, 10-121. F rom [8, Theorem 5.11 the stochastic integral equation, 
x(t) = x(o) + 1” A@, x(s)) dW(s) + Iot a(s, X(s)) ds, (2) 
0 
has a unique continuous solution which is nonanticipating with 
respect to (.A’J, w ere A’, is the a-field generated by {W(S); 0 < s < t>. h 
Here IV(t) is a Wiener process on (H, B). In the sequel X,Jt) denotes 
the solution of (2) starting at x E B. Let 
(3) 
THEOREM. If 4 and V are bounded B-Lip 1 functions then u(t, x) 
defined by (3) has the following properties: 
(a) (, )‘dfl t’bl u t x zs 1 wen za e with respect to t, twice H-dzjkrentiable 
with respect to x, and D2u(t, x) is of trace class; 
(b) u(t, LX) solves the dzgerential equation (1); 
(c) lin-h,, u(t, x) = #J(X) uniformly in x. 
In the forthcoming paper [93 we will discuss the regularity properties 
of the solution of Eq. (2) f rom a different point of view. There we will 
allow u to assume values in B so that the type of Eq. (2) includes the 
case A E I and o(t, z) = --x whose solution is known as the 
Uhlenbeck-Ornstein process. The corresponding differential operator 
fJof(4 = @f (4 - (x> Dfb>> considered as densely defined in 
P(B, pi/J ( p,i2 is the Wiener measure in B with parameter &) is 
known as the harmonic oscillator and has spectrum (0, -1, -2,...} 
which contracts with that of the Laplacian A which is the whole 
complex plane. In [9] we will show under slightly stronger conditions 
DIFFERENTIAL AND STOCHASTIC EQUATIONS 249 
on A and (T that u(t, x) is infinitely H-differentiable in case the initial 
data 4(x) is so. 
To conclude the introduction we remark that this paper is related 
to [l]. However, there the space B is a Hilbert space and the functions 
cj and V are assumed to be twice FrCchet differentiable with all the 
derivatives uniformly bounded and continuous. 
2. REGULARITIES OF u(t,x) 
We start with the following useful lemma. 
LEMMA 1. There exists a positive constant c such that 
8 II XT(t) - X&)ll < c II x -Y II, for all t E [0, T] and x,y E B. 
Proof. From the assumptions on A and u it is clear that there 
is a positive constant 01 independent of t and x, y such that 
II A(4 x> - A(t,y)llz d 01 IIx --y II and j u(t, x) - u(t, y)l < 01 IIx -y /I 
for all t E [0, T] and x, y E B. Here I/ * /I2 denotes the Hilbert-Schmidt 
norm of operators of H. 
xc(t) - Xl/(t) = x - Y + jot (4, X,(s)) - 4, X,(s))) dqs) 
+ jot (6 -G(4) - +, X,(s))) ds. 
Using, [S, Proposition 3.11 and the above remark about A and U, 
we can obtain the inequality 
8 II -L(t) - X&)l12 < 3 II x -Y II2 + 6a2P2 j’ 6 II X,(s) - &(s)l12 4
0 
where p is a constant such that 11 h 11 \< /3 1 h / for all h in H. 
By Gronwall’s lemma we have 
8 II X(t) - Xy(t)l12 < 3e6~2Bv II x - y 112, O<t<T. 
Hence, 
6 II 2&(t) - X&t)11 < 31/2e3@T lj x - y /I. Q.E.D. 
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We will now use Kac’s method to rewrite the function u(t, x) 
defined by Eq. (3). 
Clearly, 
= 1 + :I (-1)” 1’I ... i’-’ V(X(S,)) 
x V(X(s,)) . . . V/(X(&)) ds, ... ds, ds, 
Hence, u(t, x) = CzDEo (-1)” U%(t, x), where ~~(6 X) = 8J+(x(t))l 
and for n 3 1 
U&, x) = 8, [$(X(t)) St JS’ ... J‘- V(X(s,)) V(X(s,)) *.. WM) 0 0 0 
x ds, ... ds, ds, 
I 
. 
LEMMA 2. 
G, 4 = It ~G’(X(t - 4) ids, W - 41 4 n > 1. 
0 
Proof. Recall that ~2’~ is the u-field generated by {W(S); 0 f s < t]. 
6[. 1 J&‘J denotes the conditional expectation with respect to Ai. 
= I t ~,[W(s)) W(~))l ds 0 
z s t ~,i?v(4) ~xdW(~ - 41 ds 0 
= 
s 
t &,[V(X(s)) uo(t - s, X(s))] ds 
0 
= 
s 
t 6,[V(X(t - s)) uo(s, x(t - s))] as. 
0 
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Here we have made use of the Markov property of X(t) and a change 
of variables. 
since MS, C JISI . Using Markov property of X(t) twice, we find that 
By changing the order of integration first and then making a change 
of variables, we obtain 
uz(t, x) = j” E,[V(X(t - s)) ul(s, X(t - s))] ds. 
0 
It is obvious that this lemma follows inductively. 
Lemma 2 implies immediately the following lemma. 
Q.E.D. 
LEMMA 3. u(t, x) satisfies the integral equation 
u(t, x) = uo(t, x) - j” &T,{V(X(t - s)) U(S, X(t - s))} ds. 
0 
Let I4 I1 = sup,,23 I 4(x)1 + infk; I b(x) - TWI 6 c II x - Y II for 
all x and y in II>. For the convenience of notation let a = 1 I$ II and 
b = j VI, . Define v,(t, x; S) = cfz{V(X(t - s)) u,(s, X(t - s))}, n > 0. 
Thus u,(t, x) = J; vl,pl(t, x; s) ds. 
PROPOSITION 1. (i) u(t, x) and u,( t, x), n = 0, 1, 2 ,..., are all 
dz@erentiuble with respect to x, and all the second H-derivatives are of 
truce cluss. 
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(ii) / Du,(~, x)1 < ab”(c + c2 + ... + c”+l) P(t”/n!) for aEl x E B. 
... 
(iii) 11 D%,(t, x)ili < cab” 1 t c $- + c” 2.4 
... 
(272 
- 
2) (n - I)! 3.5 ... ( n - 1) 2tn-1,2 ’ 
where 5 is a constant indicated in Lemma 4 below. 
Proof. Let w(t, x) = cYZ{exp (- Ji V(X(s)) ds)}. Clearly w is uni- 
formly bounded in [0, T] x B. Moreover, 
I w(t, 4 - w(t, r)l < ebt& Lt I WGb)) - WW))I ds 
< bebtd 
s t II -KM - X?h)lI ds 0 
< bcebtt /Ix - y I/ 
< bcTebTllx -y(j. 
Hence, w(t, x) is B-Lip 1. It follows that u(t, x) is uniformly 
bounded and B-Lip 1. Therefore, the integrand 
~,VMt - 4) u(s, m - 4)) 
in Lemma 3 is uniformly bounded and B-Lip 1. From [ 11, Theorem 1; 
10, Theorem 31 and Lemma 3 it is obvious that u(t, x) is differentiable 
with respect to t, twice H-differentiable with respect to x, and 
D2U(t, x) is of trace class, 
I uo(t, 4 - uo(t, y)l < fd II X,(t) - -qt)ll < ac II x - y II 
by Lemma 1. 
Hence, 1 u,(t, x + h) - u,(t, x)1 < UC 11 h 11 < a@ I h /, h E H. This 
shows that I Du,(t, x)1 < a@. Moreover, / uo(t, x)1 < a for all t and x. 
Similarly, 
I u,(t, 4 - @, y)l < b St d I u,,(s, Xc& - s)) - uo(s, Xy(t - s))l ds 
0 
+ a Iot 8 I wG(t - 4) - WW - 411 ds 
G 4 + c2)t II x -Y II. 
Hence, / q(t, x + h) - u,(t, x)1 < ab(c + 3) /3t 1 h /, h E H. On the 
other hand from Lemma 2 
=,(t, 4 = St 8S’(X(t - s)) uo(s, X(t - s))) ds, 
0 
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which is clearly t-differentiable and twice x-H-differentiable with 
trace class D’%,(t, x) by [l 1, Theorem 1; 10, Theorem 31. Therefore, 
Inductively, the same theorems cited above show the assertion (i) 
for n = 2,3;... . 
Furthermore, 
/ Dun(t, x)1 < ub”(c + c2 + *.. 
Finally, let us consider the 
lemma is shown in [12]. 
+ c”+l) fqP/n!), for all x E B. 
operator D2u,(t, x). The following 
LEMMA 4. Suppose 4 is a bounded Lip-l function on B and 
w(t, x) = &.J#(X(t))). Then 11 D2w(t, x)lll < 5 I 4 I,, t-+ for all x E B, 
where I 4 j0 = inf{c; I #(x) - $(y)l < c 11 x - y II for all x andy in B} 
and 5 is an constant depending only on the abstract Wiener space (H, B) 
and the Lipschitzian constants of the d#usion coeficients A and u. 
Recall that uJt, x) = JA v&t, x; s) ds, where wnel(t, x; s) = 
&,{V(X(t - s)) u,-~(s, X(t - s))}. Using the similar argument as 
above, we have 
I w> %&, 4 - W) %& r)l 
< ab”(1 + c + c2 + *** + c”)[P-l/(n - l)!] II x -y 11. 
Thus, by Lemma 4, 
11 D2w,& x; s)& < [ab”(l + c + .** + c”)[s”-‘/(n - l)! (t - s)‘/“]. 
A simple calculation then shows that 
2p-112 . 
Q.E.D. 
Proposition 1 together with a standard analysis argument (e.g. 
DIEUDONNE, “Foundations of Modern Analysis”, p. 157) shows 
easily the following proposition. 
PROPOSITION 2 (i) Czz=, (-1)” u,(t, x) converges uniformZy to 
u(t, x) in [0, T] x B. 
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(4 CL-l)“D ( > u, t, x converges in H unzformly to Du(t, x) 
in [0, T] x B. 
(iii) XI==, (-1)” D2un(t, x) converges in gl(H) uniformly to 
D%(t, x) in [0, T] x B, where g?,(H) is the Banach space of all trace 
class operators of H. 
3. PROOF OF THE THEOREM 
It follows from un(t, x) = J i v,-l(t, x; s) ds and v,-l(t, x; s) = 
&,(V(X(t - s)) u,-1(s, X(t - s))) that 
a%& x) -- = w&t, x; t) + jot & w,-&, x; s) ds. at 
Apply [ 11, Theorem 1; 10, Theorem 31, n 3 1, 
P& WI = V(x) %&t, x) 
traceH A(t, x) LYz~,-~(~, x; S) A*(t, x) ds 
+ jt to@, 4, Den-dt, x; 4) ds. 
0 
(4) 
Now, Proposition 2 implies that CrC1 (- 1)” Dvmel(t, x; s) and 
cZ=~ D2vnPl(t, x; S) converge uniformly in [0, T] x B x [0, T], and 
I’1 t O” (-1)“D a, 1 ,x; s) ds = f (-1)” Dun@, x) = Du(t, x) - Du,(t, x) -(t 0 n=l n=l 
and 
SC t m (-1)” D%n-I(t , x; s) ds = ‘f (-l)n D%,(t, x) 0 ?a=1 0=1 
= Du(t, x) - IPuo(t, ix). 
Therefore, summing (- 1)” x Eq. (4) over n 3 1, we have 
[&(t, x)/at] - [auo(t, x)/at] = -V(x) u(t, x) + 4 trace, A(t, x) 
x [Pu(t, x) - D2u,(t, x)] A*@, x) 
+ <4,x), wt, 4 - Duo(t, 4). 
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But 
[au&, x)/at] = 4 t raceH 444 D%(t, 4 A*(4 x) + (~(t, x), Du&, x)); 
therefore, we have 
[&d(t, x)/at] = 4 traceH A(t, x) Pu(t, x) A*(t, x) 
+ (4,x>, w, 4) - V(x) 44 x), 
which is the assertion (b) of the theorem. 
Finally let us show that u(t, x) converges uniformly to c#(x) as t -+ 0. 
= ~,Gw(W + 6, j&w) [exp (- lot ww)) dsj - 111. (5) 
The first term of Eq. (5) on the right side converges uniformly to 
9(x) as t -+ 0 by [I 1, Theorem 1; 10, Theorem 31. Therefore, to 
complete our proof it is sufficient to show that the second term of 
Eq. (5) on the right side converges uniformly to 0 as t -+ 0. In fact, 
< abtebt + 0 as t --f 0. Q.E.D. 
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