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Abstract
We consider the isomorphism problem for groups specified by their multiplication tables.
Until recently, the best published bound for the worst-case was achieved by the nlogp n+O(1)
generator-enumeration algorithm. In previous work with Fabian Wagner, we showed an
n(1/2) logp n+O(logn/ log logn) time algorithm for testing isomorphism of p-groups by building
graphs with degree bounded by p + O(1) that represent composition series for the groups and
applying Luks’ algorithm for testing isomorphism of bounded degree graphs.
In this work, we extend this improvement to the more general class of solvable groups to
obtain an n(1/2) logp n+O(logn/ log logn) time algorithm. In the case of solvable groups, the compo-
sition factors can be large which prevents previous methods from outperforming the generator-
enumeration algorithm. Using Hall’s theory of Sylow bases, we define a new object that gener-
alizes the notion of a composition series with small factors but exists even when the composition
factors are large. By constructing graphs that represent these objects and running Luks’ algo-
rithm, we obtain our algorithm for solvable-group isomorphism. We also extend our algorithm
to compute canonical forms of solvable groups while retaining the same complexity.
∗A preliminary version of this work appeared as a portion of [22].
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1 Introduction
We study the group isomorphism problem in which we must decide if two finite groups given as
Cayley tables are isomorphic.
While efficient algorithms are known for testing isomorphism of various special types of groups [15,
24, 25, 12, 13, 19, 1, 6, 5, 2, 9], the class of p-groups, and hence the more general solvable groups, are
conjectured [1, 6, 5] to contain the hard case of the group isomorphism problem. For these classes,
the nlogp n+O(1) generator-enumeration bound [7, 15, 17], where p is the smallest prime dividing
the order of the group, has been the tightest worst-case result for several decades. Deriving this
bound is straightforward: such a group must have a generating set of size at most logp n; since any
isomorphism is defined by the image of any generating set, we can test isomorphism by considering
all nlogp n+O(1) possible images of the set. Obtaining an upper bound of n(1−) logp n+O(1) where
 > 0 for the class of p-groups was therefore a longstanding open problem [14].
In previous work with Wagner [23] (following [26, 22]), this was accomplished by showing a
square root speedup over generator enumeration for the class of p-groups1. However, this left the
problem of obtaining an improvement over the generator-enumeration algorithm for solvable groups
unresolved.
In the present paper, we show a similar upper bound for the class of solvable-groups. Our
construction is based on the techniques of [23] combined with Hall’s theory of Sylow bases [10].
For purposes of comparison, we review the algorithm of [23]. We say that two composition
series are isomorphic if there is an isomorphism that sends each subgroup in the first series to the
corresponding subgroup in the second series. The algorithm consists of two main steps:
1) an n(1/2) logp n+O(1) time Turing reduction from group isomorphism to composition-series iso-
morphism and
2) an algorithm for testing p-group composition series isomorphism in nO(p) time.
Step (1) follows by bounding the number of composition series. For step (2), we construct rooted
trees whose levels represent the factors in the composition series; the multiplication table is then
encoded by attaching gadgets to the leaves. Since the orders of the composition factors bound the
number of children at the corresponding levels of the tree and each leaf is connected to a constant
number of gadgets, the resulting graph has degree at most p+O(1). This yields a polynomial-time
Karp reduction from composition-series isomorphism to low-degree graph isomorphism. Combining
this with an nO(d) time algorithm [16, 4, 3] for testing isomorphism of graphs of degree at most d
yields an nO(p) time algorithm for p-group composition-series isomorphism as claimed in step (2).
Combining steps (1) and (2) yields an n(1/2) logp n+O(p) algorithm for p-groups (we will refer to
this as the graph-isomorphism component of the p-group algorithm). This algorithm is faster than
generator-enumeration when p is small and slower when it is large. (We consider a prime small if
it is at most α = log n/ log log n and large if it is greater than α.) By choosing between these two
algorithms according to the value of p, we obtain an n(1/2) logp n+O(logn/ log logn) time algorithm; this
gives a square root speedup over generator enumeration regardless of the value of p.
Our main result leverages Hall’s theory of Sylow bases [10] to extend this algorithm to solvable
groups.
1Subsequent to [23], James Wilson (personal communication) showed that the algorithm for p-group isomorphism
from [18] runs in at most nc logp n+O(1) time where c < 1/4. However, his analysis has not been published and is
limited to p-groups.
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Theorem 1.1. Solvable-group isomorphism is decidable in n(1/2) logp n+O(logn/ log logn) deterministic
time.
The algorithm for solvable groups follows the same framework but is more complicated. The
main conceptual challenge is because solvable groups can have composition factors of large order
as well as other composition factors of small order. This is problematic since both generator
enumeration and the graph-isomorphism based p-group algorithm just described will take roughly
nlogp n time for a group that has many small composition factors and one large composition factor.
In order to overcome this obstacle, we need a way to (in effect) apply the graph-isomorphism
component of the p-group algorithm to the part of the group that corresponds to the small prime
factors while applying the generator-enumeration algorithm to the part of the group that corre-
sponds to large prime factors. Since these two parts of a solvable group do not form a direct product
decomposition, we need a way of actually combining these two algorithms since we cannot separate
the group into independent parts and run the algorithms separately.
Wagner [27] gave a method for reducing the degree of the graph by restricting the isomorphism
to be fixed on the quotient of G by a subgroup Gi in the composition series. If there is a subgroup
Gi in the composition series whose prime divisors are all large, then the number of ways of fixing the
isomorphism on the quotient G/Gi is relatively small so we can test isomorphism of the composition
series. Thus, we could handle large composition factors if we had a way of moving all the large
primes to the top of the composition series.
Since it is not clear that there is always a composition series with all the large primes at the
top, we use a different structure. The key idea in our algorithm for solvable-group isomorphism
is to use Sylow bases to separate the large and small prime divisors 2 (according to the threshold
α = log n/ log logn) into subgroups P1 and P2 of G such that G = P1P2. We call the pair (P1, P2)
an α-decomposition for G and define it formally later. We also let (Q1, Q2) be an α-decomposition
for H. The correctness of this step is guaranteed by the following lemma which follows easily from
Hall’s theorems [10].
Lemma 1.2. For any α, solvable-group isomorphism is deterministic polynomial-time Turing-
reducible to testing isomorphism of α-decompositions of the group.
We then choose a composition series S2 for P2 and a composition series S
′
2 for Q2. There is no
need to choose composition series for P1 and Q1 since we plan to apply Wagner’s degree reduction
trick to these subgroups. We call the pairs (P1, S2) and (Q1, S
′
2) α-composition pairs for G and H.
We say that (P1, S2) is isomorphic to (Q1, S
′
2) if there is an isomorphism from G to H that restricts
to isomorphisms from P1 to Q1 and S2 to S
′
2. By enumerating all possible composition series as in
the case for p-groups, we can reduce the problem to α-composition pair isomorphism.
Lemma 1.3. Testing isomorphism of the α-decompositions (P1, P2) and (Q1, Q2) of the groups
G and H is n(1/2) logp n+O(1) deterministic time Turing reducible to testing isomorphism of α-
composition pairs for (P1, P2) and (Q1, Q2) where p is the smallest prime dividing the order of
the group.
It remains to show how to test if two α-composition pairs are isomorphic. Solving this problem
is the main challenge in generalizing the p-group algorithm to solvable groups. As before, we
2We thank Laci Babai for suggesting this simplification. An earlier version of this work broke G into many factors
which made it more complicated.
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accomplish this by constructing a graph. However, now our graph for G must represent both the
decomposition G = P1P2 and the composition series S2. We start by constructing a tree; the top
of the tree corresponds to the subgroup P1 while the bottom corresponds to S2. The degree of the
top part of the tree is reduced to a constant using Wagner’s trick at the cost of a factor of nα+O(1).
Extra gadgets are used to require any isomorphism to respect the decomposition G = P1P2. The
multiplication table is represented by attaching gadgets to the leaves in the same way as before. The
result is a graph that has degree α+O(1) and represents the isomorphism class of the α-composition
pair (P1, S2). Combining with the n
O(d) time algorithm [16, 4, 3] for testing isomorphism of graphs
of degree at most d completes the proof of Theorem 1.1.
As in the case of p-groups, we extend our algorithm for solvable-group isomorphism to compute
canonical forms of solvable groups within the same amount of time3.
In Section 2, we reduce solvable-group isomorphism to α-decomposition isomorphism and from
α-decomposition isomorphism to α-composition pair isomorphism. In Section 3, we present the
reduction from α-composition pair isomorphism to low-degree graph isomorphism. In Section 4,
we derive our algorithms for solvable-group isomorphism.
2 Reducing solvable-group isomorphism to α-composition pair iso-
morphism
In this section, we define the notions of α-decompositions and α-composition pairs and show
Turing reductions from solvable-group isomorphism to α-decomposition isomorphism and from
α-decomposition isomorphism to α-composition isomorphism. The first reduction can be done in
polynomial time using Hall’s theorems [10] while the second follows by counting the number of
composition series.
From now on, we assume for convenience that the groups G and H have the same order; if this
is not the case, then G and H are not isomorphic. We let α be a parameter that we will later set
to log n/ log logn. We start with the definition of an α-decomposition.
Definition 2.1. Let G be a group. An α-decomposition of G is a pair of subgroups (P1, P2) such
that
(a) G = P1P2,
(b) every prime dividing |P1| is greater than α and
(c) every prime dividing |P2| is at most α
We say that the α-decompositions (P1, P2) and (Q1, Q2) for the groups G and H are isomorphic
if there is an isomorphism φ : G→ H such that φ[Pi] = Qi for each i. In order to reduce solvable-
group isomorphism to α-decomposition isomorphism, we now recall two of Hall’s theorems. First,
we need to define a Sylow basis.
Definition 2.2. Let G be a group whose order has the prime factorization n =
∏`
i=1 p
ei
i . A Sylow
basis for G is a set {P ′i | 1 ≤ i ≤ `} where each P ′i is a Sylow pi-subgroup of G and P ′iP ′j = P ′jP ′i
for all i and j.
3In a follow-up paper [21], we show how to combine this canonization algorithm with a general collision detection
framework to reduce the 1/2 in the exponent of Theorem 1.1 to 1/4.
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In a Sylow basis {P ′i | 1 ≤ i ≤ `}, we will always assume that each P ′i is a Sylow pi-subgroup
of G. We say that the Sylow bases {Pi | 1 ≤ i ≤ `} of G and {Qi | 1 ≤ i ≤ `} of H are isomorphic
if there exists an isomorphism φ : G → H such that φ[Pi] = Qi for all i. It is easy to construct
an α-decomposition from a Sylow basis by letting P1 be the product of the Sylow subgroups that
correspond to primes that are greater than α and letting P2 be the product of the Sylow subgroups
that correspond to primes that are less than α.
The following theorem is useful for proving that the reduction from solvable-group isomorphism
to α-decomposition isomorphism takes polynomial time.
Theorem 2.3 (Hall [10], cf. [20]). A group G is solvable if and only if it has a Sylow basis.
Two Sylow bases {P ′i | 1 ≤ i ≤ `} and {Q′i | 1 ≤ i ≤ `} of G are conjugate if there exists g ∈ G
such that for all i, P ′gi = Q
′
i.
Theorem 2.4 (Hall [10], cf. [20]). Any two Sylow bases of a solvable group are conjugate.
Notice that this implies that the group G has at most n Sylow bases. We also require the ability
to compute a Sylow basis of a solvable group. This was shown by Kantor and Taylor [11] in the
setting of permutation groups so it also holds in our case where the group is specified by its Cayley
table.
Theorem 2.5 (Kantor and Taylor [11]). A Sylow basis of a solvable group can be computed deter-
ministically in polynomial time.
Armed with these results, it is now easy to reduce solvable-group isomorphism to α-decomposition
isomorphism. The following lemma from the introduction explains why our results are restricted
to the class of solvable groups.
Lemma 1.2. For any α, solvable-group isomorphism is deterministic polynomial-time Turing-
reducible to testing isomorphism of α-decompositions of the group.
Proof. Let G and H be solvable groups of order n =
∏`
i=1 p
ei
i . We compute a Sylow basis
{P ′i | 1 ≤ i ≤ `} for G. Define P1 =
∏
i:pi>α
P ′i and P2 =
∏
i:pi≤α P
′
i ; this is an α-decomposition
for G. We compute a Sylow basis {Q′i | 1 ≤ i ≤ `} for H and consider all of its n conjugates{
Q′hi
∣∣ 1 ≤ i ≤ `} where h ∈ H. For each of these, we define Q1 = ∏i:pi<αQ′i and Q2 = ∏i:pi≤αQ′i)
and test if the α-decompositions (P1, P2) and (Q1, Q2) are isomorphic. We claim that G ∼= H if
and only if (P1, P2) is isomorphic to one of the (Q1, Q2) computed above.
Clearly, if G and H are not isomorphic then no α-decomposition of G is isomorphic to an α-
decomposition of H. If φ : G→ H is an isomorphism, then {φ[P ′i ] | 1 ≤ i ≤ `} is a Sylow basis for
H. By Theorem 2.4, it is equal to some conjugate of {Q′i | 1 ≤ i ≤ `}. Then
(Q1, Q2) = (
∏
i:pi<α
φ[P ′i ],
∏
i:pi≤α
φ[P ′i ])
is an α-decomposition for H that is isomorphic to (P1, P2) and our reduction will test if (P1, P2) is
isomorphic to (Q1, Q2).
Next, we reduce α-decomposition isomorphism to α-composition pair isomorphism. First, we
define the notion of an α-composition pair.
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Definition 2.6. An α-composition pair for an α-decomposition (P1, P2) of a solvable group G is a
pair (P1, S2) where S2 is a composition series for P2.
For convenience, we will sometimes say that (P1, S2) is an α-composition pair for G. Let (P1, S2)
and (Q1, S
′
2) be a α-decompositions for G and H. Then (P1, S2) and (Q1, S
′
2) are isomorphic if
there is an isomorphism φ from (P1, P2) to (Q1, Q2) which restricts to an isomorphism
4 from S2 to
S′2.
The reduction from α-decomposition isomorphism to α-composition pair isomorphism, requires
an upper bound on the number of composition series for a group and a way to enumerate all
composition series. This was shown in [23]; we repeat it here for the convenience of the reader. The
argument is based on a suggestion by Laci Babai; previously, we used a more complex argument
to enumerate all composition series within a particular class.
Lemma 2.7 ([23]). Let G be a group. Then the number of composition series for G is at most
n(1/2) logp n+O(1) where p is the smallest prime dividing the order of the group. Moreover, one can
enumerate all composition series for G in n(1/2) logp n+O(1) time.
Proof. We show that one can enumerate a class of chains that contains all maximal chains of
subgroups in nlogp n+O(1) time. Since every maximal chain of subgroups contains at most one
composition series as a subchain, this suffices to prove the result.
We start by choosing the first nontrivial subgroup in the series. Each of these is generated by a
single element so there are at most n choices. If we have a chain G0 = 1 < · · · < Gk of subgroups
of G, then the next subgroup in the chain can be chosen in at most |G/Gk| ways since different
representatives of the same coset generate the same subgroup. Since each |Gi+1| ≥ p |Gi|, we see
that the number of choices |G/Gk| for Gk+1 is at most n/pk. Therefore, the total number of choices
required to construct a chain of subgroups in this manner is at most
blogp nc−1∏
k=0
(n/pk) ≤ p
∑dlogp ne
k=0 k
= p(1/2) log
2
p n+O(logp n)
≤ n(1/2) logp n+O(1)
Since the set of subgroup chains enumerated by this process includes all maximal chains of
subgroups, the result follows.
We are now ready to derive the algorithm discussed in the introduction.
Lemma 1.3. Testing isomorphism of the α-decompositions (P1, P2) and (Q1, Q2) of the groups
G and H is n(1/2) logp n+O(1) deterministic time Turing reducible to testing isomorphism of α-
composition pairs for (P1, P2) and (Q1, Q2) where p is the smallest prime dividing the order of
the group.
Proof. Let S2 be an arbitrary composition series for P2. For each composition series S
′
2 for Q2,
we test if the α-composition pairs (P1, S2) and (Q1, S
′
2) are isomorphic. If φ : (P1, P2)→ (Q1, Q2)
4Two composition series G0 = 1 / · · · / Gm = G and H0 = 1 / · · · / Hm′ = H are isomorphic if there exists an
isomorphism φ : G→ H such that each φ[Gi] = Hi.
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is an isomorphism, then (Q1, φ[S2]) is an α-composition pair for H that is isomorphic to (P1, S2).
Thus, the α-decompositions (P1, P2) and (Q1, Q2) are isomorphic if and only if the α-composition
pair (P1, S2) is isomorphic to (Q1, S
′
2) for some composition series S
′
2 for Q2. The order of Q2 is
at most n; the smallest prime dividing the order of Q2 is equal to the smallest prime dividing the
order of H by Definition 2.1. The complexity then follows from Lemma 2.7.
We can also prove Turing reductions from solvable-group canonization to α-decomposition can-
onization and from α-decomposition canonization to α-composition canonization. For the con-
venience of the reader, we explicitly define canonical forms of groups, α-decompositions and α-
decomposition pairs.
Definition 2.8. A map CanGrp is a canonical form for groups if for each group G, CanGrp(G) is
an n × n multiplication table with elements in [n] that is isomorphic to G, such that, if G and H
are groups, G ∼= H if and only if CanGrp(G) = CanGrp(H).
Definition 2.9. A map Canα-Decomp is a canonical form for α-decompositions if for each α-
decomposition (P1, P2) of a group G, Canα-Decomp(P1, P2) = (M,ψ[P1], ψ[M2]) such that the fol-
lowing hold.
(a) M is an n× n matrix with entries in [n].
(b) M is the multiplication table for a group that is isomorphic to G under the isomorphism
ψ : G→ [n].
(c) If (P1, P2) and (Q1, Q2) are α-decompositions then (P1, P2) ∼= (Q1, Q2) if and only if
Canα-Decomp(P1, P2) = Canα-Decomp(Q1, Q2).
Definition 2.10. A map Canα-Pair is a canonical form for α-composition pairs if for each α-
composition pair (P1, S2 = (P2,0 = 1 < · · · < P2,m = P2)) of an α-decomposition (P1, P2) of a group
G, Canα-Pair(P1, S2) = (M,ψ[P1], ψ[P2,0], . . . , ψ[P2,m]) such that the following hold.
(a) M is an n× n matrix with entries in [n].
(b) M is the multiplication table for a group that is isomorphic to G under ψ : G→ [n].
(c) If (P1, S2) and (Q1, S
′
2) are α-decompositions then (P1, S2)
∼= (Q1, S′2) if and only if
Canα-Pair(P1, S2) = Canα-Pair(Q1, S
′
2).
Our canonical form reductions now follow via similar techniques.
Lemma 2.11. Computing the canonical form of a solvable group is polynomial-time Turing re-
ducible to computing canonical forms of α-decompositions for the group where p is the smallest
prime dividing the order of the group.
Proof. Let G be a solvable group of order n =
∏`
i=1 p
ei
i . For each Sylow basis {P ′i | 1 ≤ i ≤ `}
of G, we let P1 =
∏
i:pi>α
P ′i and P2 =
∏
i:pi≤α P
′
i and compute Canα-Decomp(P1, P2). We de-
fine CanGrp(G) to be the multiplication table of the lexicographically least of these canonical
forms. Since two groups are isomorphic if and only if the sets of isomorphism classes of their α-
decompositions coincide, it follows that CanGrp is a canonical form. By Theorem 2.4, there are at
most n Sylow bases for G which can be enumerated in polynomial time. Thus, the reduction can
be performed in polynomial time.
Lemma 2.12. Computing the canonical form of an α-decomposition of a group is n(1/2) logp n+O(1)
time Turing reducible to computing canonical forms of α-composition pairs for the group where p
is the smallest prime dividing the order of the group.
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Proof. Let (P1, P2) be an α-decomposition of a group G. We use Lemma 2.7 to enumerate all
of the at most n(1/2) logp n+O(1) composition series S2 for P2. We define Canα-Decomp(P1, P2) =
(M,ψ[P1], ψ[P2,m]) where (M,ψ[P1], ψ[P2,0], . . . , ψ[P2,m]) is the lexicographically least canonical
form of the α-composition pairs (P1, S2) that result from this process. It follows from Definition 2.10
that Canα-Decomp is a canonical form.
3 α-composition-pair isomorphism and canonization
In this section, we show our reduction from α-composition pair isomorphism to low-degree graph
isomorphism. Our reduction also extends to reducing α-composition pair canonization to comput-
ing canonical forms of low-degree graphs. Our proofs follow an outline similar to the analogous
reduction from composition series isomorphism to low-degree graph isomorphism in the case of
p-groups [23], but are more complex due to the more general structure of solvable groups.
3.1 Isomorphism testing
At a high level, our algorithm consists of the following steps. First, we augment our α-composition
pair (P1, P2) by choosing an ordered generating set g for the subgroup P1 (which corresponds to
the large primes) to obtain the augmented α-composition pair (P1, S2,g). We say that a mapping
φ : G→ H is an isomorphism between the augmented α-decompositions (P1, S2,g) and (Q1, S′2,h)
for G and H if φ is an α-composition pair isomorphism for (P1, S2) and (Q1, S
′
2) and φ(g) = h. The
reason for choosing an augmented α-composition pair is so that we can reduce the degree of the
part of the graph we construct that corresponds to P1 using the trick due to Wagner [26] mentioned
in the introduction.
Since one can fix an ordered generating set g for P1 and consider all possible ordered generating
sets for Q1, it is easy to see that α-composition pair isomorphism is n
logα n+O(1) Turing-reducible
to augmented α-composition pair isomorphism. (Recall that we will later set α = log n/ log log n
so this is nO(logn/ log logn) time and is less than the complexity we are aiming for.) We state this in
the following lemma.
Lemma 3.1. Testing isomorphism of the α-composition pairs (P1, S2) and (Q1, S
′
2) for the solv-
able groups G and H is nlogα n+O(1) deterministic time Turing reducible to testing isomorphism of
augmented α-composition pairs for (P1, S2) and (Q1, S
′
2) where p is the smallest prime dividing the
order of the group.
We then construct a tree whose leaves represent the elements of G; by using the ordered gener-
ating set g chosen above, we are able to ensure that the degree of this tree is at most α+O(1). By
augmenting this tree with gadgets that represent the multiplication table of the group, we obtain
an object that represents the isomorphism class of the augmented α-composition pair (P1, P2,g).
The final step of the algorithm is to apply the following result for computing canonical forms of
low-degree graphs.
Theorem 3.2 (Babai and Luks [4, 3]). Canonization of colored graphs of degree at most d is in
nO(d) time.
The main challenge compared to p-group isomorphism [23] is dealing with the fact that some
of the prime divisors of a solvable group can be small while others may be large. This is the
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main reason why the correctness proof is significantly more complex than for p-groups. Since a
p-group has exactly one prime divisor, it was possible to handle the cases of small and large primes
separately using a graph-isomorphism based p-group algorithm [23] (which is fast when the prime
is small) and the generator-enumeration algorithm (which is fast when the prime is large). On the
other hand, for solvable groups, it is necessary to design a hybrid algorithm that is fast for both
cases simultaneously.
As mentioned above, the first step in the graph construction is to define a tree for an augmented
α-composition pair (P1, P2,g). We do this by constructing trees T1 and T2 whose leaves correspond
to the elements of P1 and P2. In order to define the part of the tree corresponding to P1, we need a
way to canonically order the elements of a group given an ordered generating set. For completeness,
we state and prove the required properties from [23].
Definition 3.3 ([23]). Let G be a group with an ordered generating set g = (g1, . . . , gk). Define a
total order ≺g on G by x ≺g y if wg(x) ≺ wg(y) where each wg(x) = (x1, . . . , xj) is the first word
in {g1, . . . , gk}∗ under the standard ordering such that x = x1 · · ·xj.
Lemma 3.4 ([23]). Let G and H be groups with ordered generating sets g = (g1, . . . , gk) and
h = (h1, . . . , hk), and let x, y ∈ G. Then
(a) ≺g is a total ordering on G.
(b) if φ : G → H is an isomorphism such that each φ(gi) = hi, then x ≺g y if and only if
φ(x) ≺h φ(y).
(c) we can decide if x ≺g y in O(n |g|) time.
Proof. Let S = {g1, . . . , gk}. For part (a), it is clear that ≺g is a total order since wg : G→ S∗ is
clearly injective and the standard ordering on S∗ is a total order.
For part (b), consider an isomorphism φ : G → H such that each φ(gi) = hi. Then if wg(x) =
(x1, . . . , xj), wh(φ(x)) = (φ(x1), . . . , φ(xj)). Thus, x ≺g y if and only if wg(x) ≺ wg(y) if and only
if wh(φ(x)) ≺ wh(φ(y)) if and only if x ≺h y.
For part (c), it suffices to show how to compute wg(x) in polynomial time. Consider the Cayley
graph Cay(G,S) for the group G with generating set S. Then the word wg(x) corresponds to the
edges in the minimum length path from 1 to x in Cay(G,S) that comes first lexicographically.
We can find this path in O(n |g|) time by visiting the nodes in breadth-first order starting with
1. At the jth stage, we know wg(y) for all y ∈ G at a distance of at most j from the root. We
then compute wg(x) for each x at a distance of j + 1 from the root by selecting the minimal word
wg(x) : gx,y over all edges (x, y) associated with an element gx,y of S.
Now we can define the tree that corresponds to P1. We do this by choosing a balanced binary
tree whose leaves are elements of P1. The choice of this tree is arbitrary so long as it depends
only on ≺g. The reason for constructing the trees for P1 and P2 separately is that this allows us
to ensure that the tree for P1 has only constant degree. Otherwise, it would have degree Ω(n) for
groups divisible by large primes which would result in a very slow algorithm. Later on, we will
combine the trees for P1 and P2 to obtain a tree whose leaves correspond to elements of G.
Definition 3.5. Let P1 be a group with ordered generating set g = (g1, . . . , gk). To construct
the rooted tree T (P1,g), we create a leaf node for each element of P1 and color each node by the
number that corresponds to its position in the ordering ≺g; we then arrange the nodes on a line from
smallest to largest according to their colors. We attach a parent node to each pair of adjacent leaves
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starting with the smallest pair; if |P1| is odd, we attach a single parent node to the last leaf. We
then arrange the parent nodes just generated on a line according to the ordering on their children
and add new parent nodes for them in the same way. We continue in this manner until we obtain
a single root node from which all the leaves are descended; this yields the tree T (P1,g).
Next, we define the tree for the S2 using a definition from [23]. We start by letting P2 be the
root of the tree. We then partition P2 into the cosets obtained by taking P2 mod the subgroup
before P2 in S2. These are the children of the node P2. We continue this partitioning process until
we obtain cosets in P2/1; these correspond to the leaves. We state the definition for general groups,
but in our case the groups will always be solvable.
Definition 3.6 ([23]). Let P2 be a group and consider the composition series S2 given by the
subgroups P2,0 = 1 / · · · / P2,m = P2. Then T (S2) is defined to be the rooted tree whose nodes
are
⋃
i (P2/P2,i). The root node is P2. The leaf nodes are {x} ∈ P2/1 which we identify with the
elements x ∈ P2. For each node xP2,i+1 ∈ P2/P2,i+1, there is an edge to each yP2,i such that
yP2,i ⊆ xP2,i+1.
In order to obtain a tree whose leaves correspond to elements of G, we need to combine the trees
for P1 and S2. For this, we require a variant of the rooted product [8] called a leaf product [23].
Given two rooted trees, their leaf product is obtained by identifying the root node of a copy of the
second tree with each leaf node.
Definition 3.7 ([23]). Let T1 and T2 be trees rooted at r1 and r2. Then the leaf product T1 T2 is
the tree rooted at r1 with vertex set
V (T1) ∪ {(x, y) | x ∈ L(T1) and y ∈ V (T2) \ {r2}}
The set of edges is
E(T1) ∪ {(x, (x, y)) | x ∈ L(T1) and (r2, y) ∈ E(T2)}
∪ {((x, y), (x, z)) | x ∈ L(T1) and (y, z) ∈ E(T2) where y, z 6= r2}
For convenience, we identify the tuples (x, (y, z)), ((x, y), z) with (x, y, z) in the vertex set so
that leaf products are associative. It is also useful to define leaf products of tree isomorphisms and
bijections between the leaves of two trees.
Definition 3.8 ([23]). For each 1 ≤ i ≤ k, let Ti and T ′i be trees rooted at ri and r′i and let φi :
L(Ti)→ L(T ′i ) be a bijection that extends to a unique isomorphism which we denote by φˆ : Ti → T ′i .
Then the leaf product
⊙k
i=1 φi :
⊙k
i=1 Ti →
⊙k
i=1 T
′
i sends each (x1, . . . , xj) to (φˆ1(x1), . . . , φˆj(xj))
where each xi ∈ L(Ti) for i < j, xj ∈ V (Tj) \ {rj} and j ≤ k.
It is easy to see that
⊙k
i=1 φi is a well-defined isomorphism from
⊙k
i=1 Ti to
⊙k
i=1 T
′
i . We are
now finally in a position to define the tree for a augmented α-composition pair.
Definition 3.9. Let (P1, S2,g) be an augmented α-composition pair for a solvable group G. We
define T (P1, S2,g) = T (P1,g) T (S2).
As in the case of p-groups, we cannot attach the aforementioned multiplication gadgets directly
to the tree T (P1, S2,g) because each leaf be attached to n gadgets and would thus have degree
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Ω(n); this would cause our algorithm to be extremely slow. We resolve this by utilizing the leaf
product of T (P1, S2,g) with itself so that each multiplication gadget is only attached to a constant
number of leaves.
The following notation is convenient as it allows us to easily associate elements of G with
nodes in the tree T (P1, S2,g). Let ∗ : {(x1, x2) | xi ∈ Pi} → G by ∗(x1, x2) = x1x2 and note
that this is a bijection. Similarly, we define • : {(x1, x2) | xi ∈ Qi} → H by •(x1, x2) = x1x2.
We can then represent each x ∈ G by the node ∗−1(x) in T (P1, S2,g) and attach the gadget for
each multiplication rule xy = z to the nodes ∗−1(x), ∗−1(y) and ∗−1(z). We formalize this in the
following definition.
Figure 1: The graph X(P1, S2,g) with the multiplication gadget for xy = z where z = xy, ∗−1(x) =
(x1, x2), ∗−1(y) = (y1, y2) and ∗−1(z) = (z1, z2)
Definition 3.10. Let (P1, S2,g) be an augmented α-composition pair for a solvable group G and
define M to be the tree with a root connected to three nodes ←, → and = with colors “left”,
“right” and “equals” respectively. We construct X(P1, S2,g) by starting with the tree T (P1, S2,g)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T (P1, S2,g) M and connecting multiplication gadgets to the leaf nodes. For each x, y ∈ G, we
create the path ((∗−1(x), ∗−1(y),←), (∗−1(y), ∗−1(x),→), (∗−1(xy), ∗−1(y),=)). We color each node
(x1, 1) where x1 ∈ P1 “second identity.” Finally, we color the remaining nodes “internal.”
The graph X(P1, S2,g) can be thought of a rooted tree with edges added between some nodes
at the same levels. The edges from the original tree are called tree edges and the edges between
nodes at the same level are called cross edges. We show X(P1, S2,g) in Figure 1.
The correctness of our reduction is based on the fact that two augmented composition pairs
(P1, S2,g) and (Q1, S
′
2,h) are isomorphic if and only ifX(P1, S2,g) andX(Q1, S
′
2,h) are isomorphic.
We prove this in the remainder of this subsection.
Some additional terminology is required for the proof. We define ACP to be the class of
augmented composition pairs for finite solvable groups and let ACPTree be the class of graphs
that are isomorphic to the graph X(P1, S2,g) for some augmented composition pair (P1, S2,g). We
overload the symbol X from Definition 3.10 by defining X(φ) : X(P1, S2,g)→ X(Q1, S′2,h) to be
φ
∣∣
P1
φ∣∣
P2
φ∣∣
P1
φ∣∣
P2
idM for each α-composition pair isomorphism φ : (P1, S2,g)→ (Q1, S′2,h).
In order to prove the correctness of our reduction, we need to show that the augmented α-
composition pairs (P1, S2,g) and (Q1, S
′
2,h) are isomorphic if and only if the graphs X(P1, S2,g)
and X(Q1, S
′
2,h) are isomorphic. The forward direction of the implication is equivalent to the
assertion that X(P1,S2,g),(Q1,S′2,h) : Iso((P1, S2,g), (Q1, S
′
2,h)) → Iso(X(P1, S2,g), X(Q1, S′2,h)) is
well-defined. Proving the converse is more difficult and is one of the main lemmas of this subsection.
Lemma 3.11. Let (P1, S2,g) and (Q1, S
′
2,h) be augmented α-composition pairs for the solvable
groups G and H. Then the map
X(P1,S2,g),(Q1,S′2,h) : Iso((P1, S2,g), (Q1, S
′
2,h))→ Iso(X(P1, S2,g), X(Q1, S′2,h))
is well-defined.
Before proceeding with the proof, it is convenient to introduce additional notation. Let x, y ∈ G.
Consider the sequence of nodes that starts at ∗−1(x), follows tree edges (away from the root) to a
node colored “left”, follows a cross edge to a node colored “right”, then follows tree edges (towards
the root) to ∗−1(y), follows tree edges (away from the root) back to the same node colored “right”
and finally follows a cross edge to a node colored “equal”; we call this a W -sequence from x to y to
xy since its shape resembles a W (see Figure 1). Since W -sequences correspond to multiplication
gadgets, there is exactly one W -sequence from ∗−1(x) to ∗−1(y): namely, the one that results from
the multiplication gadget
((∗−1(x), ∗−1(y),←), (∗−1(y), ∗−1(x),→), (∗−1(xy), ∗−1(y),=)).
Therefore, we denote the W -sequence from x to y to xy by W (x, y). We now proceed with our
proof.
Proof. Consider the augmented α-composition pairs (P1, S2,g) and (Q1, S
′
2,h) for the solvable
groups G and H. Let φ : (P1, S2,g)→ (Q1, S′2,h) be an isomorphism and let P2,0 = 1/ · · ·/P2,m =
P2 and Q2,0 = 1 / · · · / Q2,m = Q2 be the subgroup chains for S2 and S′2. Because φ(g) = h, it
follows from Lemma 3.4 that φ
∣∣
P1
extends to a unique isomorphism between the rooted colored trees
T (P1,g) and T (Q1,h). Moreover, since each φ[P2,i] = Q2,i, we see that φ
∣∣
P2
extends to a unique
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isomorphism from T (S2) to T (S
′
2). Thus, φ
∣∣
P1
 φ∣∣
P2
is an isomorphism from T (P1,g) T (S2) to
T (Q1,h) T (S′2); therefore, X(φ) = φ
∣∣
P1
 φ∣∣
P2
 φ∣∣
P1
 φ∣∣
P2
 idM is a tree isomorphism.
Let x, y ∈ G and let ∗−1(x) = (x1, x2). Then X(φ) maps ∗−1(x) to (φ(x1), φ(x2)) = •−1(φ(x)) as
φ(x) = φ(x1)φ(x2). Similarly, recalling that we identified expressions of the forms ((x1, x2), (y1, y2))
and (x1, x2, y1, y2), we see that X(φ) maps (∗−1(x), ∗−1(y)) to (•−1(φ(x)), •−1(φ(y)))
Consider the path
((∗−1(x), ∗−1(y),←), (∗−1(y), ∗−1(x),→), (∗−1(xy), ∗−1(y),=))
in X(P1, S2,g). The image of this path under X(φ) is
((•−1(φ(x)), •−1(φ(y)),←), (•−1(φ(y)), •−1(φ(x)),→), (•−1(φ(xy)), •−1(φ(y)),=)).
By Definition 3.10, this path is one of the multiplication gadgets in X(Q1, S
′
2,h). Thus, X(φ) maps
each W -sequence in X(P1, S2,g) to a W -sequence in X(Q1, S
′
2,h). Moreover, X(φ) maps each node
(x1, 1) to (φ(x1), 1), so it respects the “second identity” color. This implies that X(P1, S2,g) ∼=
X(Q1, S
′
2,h) since both graphs have the same number of multiplication gadgets (and hence the
same number of W -sequences).
In order to show if that if the graphs X(P1, S2,g) and X(Q1, S
′
2,h) are isomorphic then so are
the augmented α-composition pairs (P1, S2,g) and (Q1, S
′
2,h), it suffices to show that the map
X(P1,S2,g),(Q1,S′2,h) : Iso((P1, S2,g), (Q1, S
′
2,h))→ Iso(X(P1, S2,g), X(Q1, S′2,h)) is surjective. This
is the key to our correctness proof and implies that augmented α-composition pair isomorphism
reduces to testing isomorphism of the resulting graphs. To do this, we need to show that every
isomorphism from X(P1, S2,g) to X(Q1, S
′
2,h) can be written as a leaf product of group isomor-
phisms. We accomplish this by restricting the isomorphism between the graphs to certain subsets
of nodes and showing that the isomorphism is the leaf product of these restrictions (which turn out
to be group isomorphisms). An isomorphism θ : X(P1, S2,g)→ X(Q1, S′2,h) induces the bijection
φ = • ◦ θ ◦ ∗−1 : G→ H. We call this φ the induced bijection for θ.
Lemma 3.12. Let X(P1, S2,g) and X(Q1, S
′
2,h) be augmented α-composition pairs for the solvable
groups G and H, let θ : X(P1, S2,g) → X(Q1, S′2,h) be an isomorphism and let φ be its induced
bijection. Then
(a) φ : G→ H is a group isomorphism,
(b) φ1 = φ
∣∣
P1
: P1 → Q1 and φ2 = φ
∣∣
P2
: P2 → Q2 are group isomorphisms,
(c) θ = φ1  φ2  φ1  φ2  idM and
(d) φ : (P1, S2,g)→ (Q1, S′2,h) is an augmented α-composition pair isomorphism.
Proof. Let us start with part (a). It follows from the assumption that θ is an isomorphism (and
hence bijective) that φ is a bijection.
Let x, y ∈ G. Now, θ maps the nodes ∗−1(x) and ∗−1(y) in X(P1, S2,g) to •−1(φ(x)) and
•−1(φ(y)) by definition of φ. It follows that θ maps the W -sequence W (x, y) from x to y to xy
in X(P1, S2,g) to the W -sequence W (φ(x), φ(y)) in X(Q1, S
′
2,h). Now, since θ maps ∗−1(xy) to
•−1(φ(xy)), it follows that the W -sequence W (φ(x), φ(y)) in X(Q1, S′2,h) is from φ(x) to φ(y) to
φ(xy). Therefore, by Definition 3.10, φ(xy) = φ(x)φ(y) so φ is a group isomorphism.
Now we prove (b). Let x1 ∈ P1. Because θ respects the “second identity” color, it follows that
it maps (x1, 1) to (x
′
1, 1) for some x
′
1 ∈ Q1. Then x′1 = φ(x1) which implies that φ[P1] = Q1.
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Now let x2 ∈ P2. Because φ is an isomorphism, φ(1) = 1; thus, θ sends the node (1, 1) to (1, 1)
which implies that it maps 1 to 1. Thus, for some x′2 ∈ Q2,
θ(1, x2) = (1, x
′
2)
θ(∗−1(x2)) = •−1(x′2)
φ(x2) = x
′
2.
Thus, θ(1, x2) = (1, φ(x2)) so φ[P2] = Q2 and φ2 is a group isomorphism.
For part (c), let x, y ∈ G and ∗−1(x) = (x1, x2). By part (b), θ sends the node x1 to φ1(x1).
Therefore, for some x′2 ∈ Q2,
θ(x1, x2) = (φ(x1), x
′
2)
•(θ(x1, x2)) = φ(x1)x′2
φ(x) = φ(x1)x
′
2.
Since φ(x) = φ(x1)φ(x2), this implies that x
′
2 = φ(x2) so θ maps ∗−1(x) = (x1, x2) to •−1(φ(x)) =
(φ(x1), φ(x2)).
Now consider a node (∗−1(x), ∗−1(y), `) where x, y ∈ G and ` ∈ {←,→,=}. As (∗−1(x), ∗−1(y))
is in the subtree rooted at ∗−1(x), θ sends it to a node of the form (•−1(φ(x)), •−1(b)) for some
b ∈ H. Similarly, θ maps the node (∗−1(y), ∗−1(x)) to a node of the form (•−1(φ(y)), •−1(a)) for
some a ∈ H. Now, because (∗−1(x), ∗−1(y)) and (∗−1(y), ∗−1(x)) are in the W -sequence from x
to y to xy, (•−1(φ(x)), •−1(b)) and (•−1(φ(y)), •−1(a)) are in the W -sequence from φ(x) to φ(y)
to φ(xy). Then by Definition 3.10, a = φ(x) and b = φ(y). Therefore, θ maps (∗−1(x), ∗−1(y))
to (∗−1(φ(x)), ∗−1(φ(y))). Because of the coloring of the leaves in Definition 3.10, it follows that
θ = φ1  φ2  φ1  φ2  idM .
Finally, let us prove part (d). We already know that φ is a group isomorphism by part (a). By
part (b), we know that each φ[Pi] = Qi.
Let P2,0 = 1 / · · · / P2,m = P2 and Q2,0 = 1 / · · · / Q2,m = Q2 be the subgroup chains for S2
and S′2. We need to show that each φ[P2,i] = Q2,i. By part (c), θ maps (1, 1) in X(P1, S2,g) to
(1, 1) in X(Q1, S
′
2,h). Now the path from the root of X(P1, S2,g) to (1, 1) contains the nodes
(1, P2,m), . . . , (1, P2,0) (in that order). Moreover, the descendants of the node (1, P2,i) that are in
P1×P2 are {(1, x2) | x2 ∈ P2,i}. Similarly, the path from the root of X(Q1, S′2,h) to (1, 1) contains
the nodes (1, Q2,m), . . . , (1, Q2,0) (in that order) and the descendants of the node (1, Q2,i) that
are also in Q1 × Q2 are {(1, x′2) | x′2 ∈ Q2,i}. Therefore, θ maps each set {(1, x2) | x2 ∈ P2,i} to
{(1, x′2) | x′2 ∈ Q2,i}. Then, by definition of φ, φ[P2,i] = Q2,i and part (d) is proved.
We now prove that X(P1,S2,g),(Q1,S′2,h) is bijective. For isomorphism testing, we only need to
show that it is surjective. However, we will need it to be injective later when we discuss canonical
forms.
Theorem 3.13. Let (P1, S2,g) and (Q1, S
′
2,h) be augmented α-composition pairs for the solvable
groups G and H. Then X(P1,S2,g),(Q1,S′2,h) is a bijection. Moreover, both X(P1, S2,g) and X(φ)
where φ ∈ Iso((P1, S2,g), (Q1, S′2,h)) can be computed in polynomial time.
Proof. We know that X(P1,S2,g),(Q1,S′2,h) is well-defined by Lemma 3.11. Let θ : X(P1, S2,g) →
X(Q1, S
′
2,h) be an isomorphism. By Lemma 3.12, the induced bijection φ : (P1, S2,g)→ (Q1, S′2,h)
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is an isomorphism and θ = φ1  φ2  φ1  φ2  idM where each φi = φ
∣∣
Pi
. Then X(φ) = θ so
X(P1,S2,g),(Q1,S′2,h) is surjective.
Let φ, ψ : (P1, S2,g) → (Q1, S′2,h) be isomorphisms and suppose that X(φ) = X(ψ). Then
φ1  φ2  φ1  φ2  idM = ψ1  ψ2  ψ1  ψ2  idM where each φi = φ
∣∣
Pi
and each ψi = ψ
∣∣
Pi
.
Therefore, each φi = ψi so X(P1,S2,g),(Q1,S′2,h) is injective.
Correctness of our reduction now follows.
Corollary 3.14. Let (P1, S2,g) and (Q1, S
′
2,h) be augmented α-composition pairs for the solvable
groups G and H. Then (P1, S2,g) ∼= (Q1, S′2,h) if and only if X(P1, S2,g) ∼= X(Q1, S′2,h).
Because X is defined in terms of leaf products of structures that can be computed in polynomial
time, it is immediate that X can also be evaluated in polynomial time.
Lemma 3.15. Let (P1, S2,g) and (Q1, S
′
2,h) be augmented α-composition pairs for the solvable
groups G and H and let φ : (P1, S2,g) → (Q1, S′2,h) be an isomorphism. Then both X(P1, S2,g)
and X(φ) can be computed in polynomial time.
The last ingredient that we require for our algorithm for augmented α-composition pair isomor-
phism is a bound on the degree of the graph.
Lemma 3.16. Let (P1, S2,g) be an augmented α-composition pair for the solvable group G. Then
the graph X(P1, S2,g) has degree at most max{α+ 1, 4} and size O(n2).
Proof. The trees T (P1,g), T (S2) and M have degrees 3, at most α + 1 and 3 respectively. Since
|P1| |P2| = n, the size of T (P1,g) T (S2) is O(n). Thus, T (P1,g) T (S2) T (P1,g) T (S2)M
has size O(n2) and degree at most max{α+ 1, 4}.
Finally, we obtain our result for augmented α-composition pair isomorphism.
Theorem 3.17. Let (P1, S2,g) and (Q1, S
′
2,h) be augmented α-composition pairs for the solvable
groups G and H. Then we can test if (P1, S2,g) ∼= (Q1, S′2,h) in nO(α) time.
Proof. By Lemma 3.15, we can compute the graphs X(P1, S2,g) and X(Q1, S
′
2,h) in polynomial
time. By Lemma 3.16 and Theorem 3.2, we can decide if X(P1, S2,g) ∼= X(Q1, S′2,h) in nO(α)
time. Finally, Corollary 3.14 tells us that (P1, S2,g) ∼= (Q1, S′2,h) if and only if X(P1, S2,g) ∼=
X(Q1, S
′
2,h).
Using Lemma 3.1, we obtain the following corollary.
Corollary 3.18. Let (P1, S2) and (Q1, S
′
2) be α-composition pairs for the solvable groups G and
H. Then we can test if (P1, S2) ∼= (Q1, S′2) in nO(α)+logα n time.
3.2 Canonization
In this subsection, we extend our results for testing isomorphism of α-composition pairs to canon-
ization. This result can be leveraged to obtain faster algorithms for solvable-group isomorphism
via collision arguments [21]. Our canonization algorithm requires another map Y that reverses the
action of X by sending back to the augmented α-composition pairs from which they arise. We
start with the definition for Y . As with X, we overload notation so that Y can also be applied to
isomorphisms between graphs.
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Definition 3.19. For each augmented α-composition pair (P1, S2,g) for a solvable group G and
each graph A ∼= X(P1, S2,g), we fix an arbitrary isomorphism pi : X(P1, S2,g) → A. Let P2,0 =
1/ · · ·/P2,m = P2 be the subgroup chain for S2. Then we define Y (A) = (pi[P1×{1}], pi[{1}×P2,0]/
· · · / pi[{1} × P2,m], pi(g)).
Here, pi[{(x1, x2) | xi ∈ Pi}] is interpreted as a group containing each pi[{1}×P2,i] as a subgroup.
For each xi, yi, zi ∈ Pi, we define pi(x1, x2)pi(y1, y2) = pi(z1, z2) if and only if there exists a path
(api(x)api(y), api(z)) colored (“left”, “right”, “equals”), such that api(x), api(y) and api(z) are descendants
of the nodes pi(x1, x2), pi(y1, y2) and pi(z1, z2) in the image of the tree T (P1,g)T (S2)T (P1,g)
T (S2)M under pi.
Let (P1, S2,g) and (Q1, S
′
2,h) be augmented α-composition pairs for the groups G and H and
consider the graphs A ∼= X(P1, S2,g) and A′ ∼= X(Q1, S′2,h). Let pi : X(P1, S2,g) → A and pi′ :
X(Q1, S
′
2,h)→ A′ be the fixed isomorphisms chosen above. Then for each isomorphism θ : A→ A′,
we define Y (θ) : pi[{(x1, x2) | xi ∈ Pi}]→ pi′[{(x1, x2) | xi ∈ Qi}] to be θ
∣∣
pi[{(x1,x2) | xi∈Pi}].
As for X, we define YA,A′ : Iso(A,A
′)→ Iso(Y (A), Y (A′)) by θ 7→ Y (θ) for each pair of graphs
A,A′ ∈ ACPTree.
Our first step is to show that Y is well-defined. Once this is proved, we can leverage The-
orem 3.13 to show that each YA,A′ is bijective. This allows us to define a canonical form for
augmented α-composition pairs in terms of CanGraph, X and Y .
Lemma 3.20. Let (P1, S2,g) be an augmented α-composition pair for the solvable group G, let A
be a graph and let pi : X(P1, S2,g)→ A be an isomorphism. Then Y (A) is a well-defined augmented
composition pair and can be computed in polynomial time. Moreover, Y (pi) : (P1, S2,g)→ Y (A) is
an isomorphism.
Proof. We claim that pi[{(x1, x2) | xi ∈ Pi}] is indeed a group if interpreted according to Defini-
tion 3.19. Let xi, yi, zi ∈ Pi. Then pi(x1, x2)pi(y1, y2) = pi(z1, z2) if and only if there exists a path
(api(x)api(y), api(z)) colored (“left”, “right”, “equals”), such that api(x), api(y) and api(z) are descendants
of the nodes pi(x1, x2), pi(y1, y2) and pi(z1, z2) in A. Since pi is an isomorphism, this is equivalent
to the existence of a path (axay, az) colored (“left”, “right”, “equals”), such that ax, ay and az are
descendants of the nodes (x1, x2), (y1, y2) and (z1, z2) in X(P1, S2,g).
This is in turn equivalent to the existence of a W -sequence from x to y to z where x = x1x2,
y = y1y2 and z = z1z2. By definition, this W -sequence exists if and only if xy = z. Therefore,
pi[{(x1, x2) | xi ∈ Pi}] is a group and Y (pi) is a group isomorphism from G to pi[{(x1, x2) | xi ∈ Pi}].
It is immediate that Y (A) is an augmented α-composition pair and Y (pi) is an augmented α-
composition pair isomorphism.
Now we show how to compute Y (A) in polynomial time. Let ` = dlog |P1|e and let the subgroup
chain for S2 be P2,0 = 1 / · · · / P2,m. Then ` is the height of T (P1,g) and m is the height of T (S2).
Thus, by Definition 3.10, pi[P1×{1}] consists of the nodes in A colored “second identity” at a depth
of `+m from the root.
To compute each pi[{1}×P2,k], we first find the node pi(1, 1); this is the identity element of the
group pi[{(x1, x2) | xi ∈ Pi}]. The node pi(1, P2,k) is the node on the path from the root to pi(1, 1) in
A that is at a distance of `+ k from the root. Then, by Definition 3.10, each pi[{1}×P2,k] consists
of the nodes in A descended from pi(1, P2,k) that are at a distance of m− k from pi(1, P2).
Now we can show that each YA,A′ is surjective.
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Theorem 3.21. Consider the graphs A,A′ ∈ ACPTree. Then YA,A′ is a bijection and both Y (A)
and Y (θ) where θ ∈ Iso(Y (A), Y (A′)) can be computed in polynomial time.
Proof. Let (P1, S2,g) and (Q1, S
′
2,h) be augmented α-composition pairs for the solvable groups G
and H such that pi : X(P1, S2,g)→ A, pi′ : X(Q1, S′2,h)→ A′ and θ : A→ A′ are isomorphisms.
First, we observe that Y respects composition and let ψ = θpi : X(P1, S2,g)→ A′. Since θ and pi
are isomorphisms so is ψ; Lemma 3.20 then implies that Y (ψ) = Y (θ)Y (pi) is also an isomorphism.
Therefore, Y (θ) = Y (ψ)(Y (pi))−1 is an isomorphism and so YA,A′ is a well-defined function.
Now we prove that YA,A′ is a bijection. It follows from Definitions 3.10 and 3.19 that Y X =
IACP. By Theorem 3.13, X(P1,S2,g),(Q1,S′2,h) is bijective; this implies that YX(P1,S2,g),X(Q1,S′2,h) is
also bijective since the identity is bijective. Now we just need to show that YA,A′ is bijective. For
each isomorphism θ : A → A′, there exists an isomorphism ρ : X(P1, S2,g) → X(Q1, S′2,h) such
that θ = pi′ρpi−1. It follows that Y (θ) = Y (pi′)Y (ρ)Y (pi−1) from which we see that YA,A′ is indeed
bijective.
We already showed that Y (A) can be computed in polynomial time in Lemma 3.20 and it follows
easily from Definition 3.19 that Y (θ) can be computed in polynomial time.
While Theorem 3.21 is enough to obtain our canonization results, we point out that X and Y
form a category equivalence when viewed as functors. Moreover, the results of this section can be
derived from this more general fact.
To construct our canonical form for augmented α-composition pairs, we convert our augmented
α-composition pairs to graphs of degree at most α + O(1) by applying X. Then we compute the
canonical form of the resulting graph using Theorem 3.2 and convert it back into an augmented
α-composition pair by applying Y . We use CanGraph to denote the map from graphs to their
canonical forms from Theorem 3.2.
Theorem 3.22. Y ◦CanGraph ◦X is a canonical form for augmented α-composition pairs. More-
over, for any α-composition pair (P1, S2,g), we can compute (Y ◦CanGraph ◦X)(P1, S2,g) in nO(α)
time.
Proof. Consider two α-composition pairs (P1, S2,g) and (Q1, S
′
2,h) for the solvable groups G and
H. By Corollary 3.14, (P1, S2,g) ∼= (Q1, S′2,h) if and only if
X(P1, S2,g) ∼= X(Q1, S′2,h).
Thus, (P1, S2,g) ∼= (Q1, S′2,h) if and only if
CanGraph(X(P1, S2,g)) = CanGraph(X(Q1, S
′
2,h))
Now, clearly, if (P1, S2,g) ∼= (Q1, S′2,h),
Y (CanGraph(X(P1, S2,g))) = Y (CanGraph(X(Q1, S
′
2,h)))
On the other hand, if (P1, S2,g) 6∼= (Q1, S′2,h), then
CanGraph(X(P1, S2,g)) 6∼= CanGraph(X(Q1, S′2,h))
Y (CanGraph(X(P1, S2,g))) 6∼= Y (CanGraph(X(Q1, S′2,h)))
Y (CanGraph(X(P1, S2,g))) 6= Y (CanGraph(X(Q1, S′2,h))).
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Thus, Y ◦ CanGraph ◦ X is a complete invariant. Also, X(P1, S2,g) ∼= CanGraph(X(P1, S2,g))
so since Y X = IACP, we have (P1, S2,g) ∼= Y (CanGraph(X(P1, S2,g))) by Theorem 3.21. Thus,
Y ◦ CanGraph ◦X is a canonical form.
Lastly, we show that Y (CanGraph(X(P1, S2,g))) can be computed in n
O(α) time. By Theo-
rem 3.13, we can compute X(P1, S2,g) in polynomial time. By Lemma 3.16 and Theorem 3.2, it
takes nO(α) time to compute CanGraph(X(P1, S2,g)). Finally, by Theorem 3.21, we can compute
Y (CanGraph(X(P1, S2,g))) in polynomial time from CanGraph(X(P1, S2,g)).
4 Algorithms for solvable-group isomorphism and canonization
Armed with the results of Sections 2 and 3, it is easy to prove Theorem 1.1 as promised in the
introduction.
Theorem 1.1. Solvable-group isomorphism is decidable in n(1/2) logp n+O(logn/ log logn) deterministic
time.
Proof. Let α be a parameter to be chosen later. By Lemmas 1.2 and 1.3, we can reduce solvable-
group isomorphism to α-composition pair isomorphism in n(1/2 logp n+O(1)) where p is the smallest
prime dividing the order of the group. Now, by Lemma 3.1, α-composition pair isomorphism reduces
to augmented α-composition pair isomorphism in nlogα n+O(1). Thus, we can reduce solvable-group
isomorphism to augmented α-composition pair isomorphism in n(1/2) logp n+logα n+O(1) time.
Applying Theorem 3.17, we obtain an n(1/2) logp n+logα n+O(α) time algorithm for solvable-
group isomorphism. The optimal choice for α is α = log n/ log logn. The complexity is then
n(1/2) logp n+O(logn/ log logn) as claimed.
Our algorithm for solvable-group canonization follows by a similar argument.
Theorem 4.1. Solvable-group canonization is in n(1/2) logp n+O(logn/ log logn) deterministic time.
Proof. Let α be a parameter to be chosen later. By Lemmas 2.11 and 2.12, we can reduce solvable-
group canonization to α-composition pair canonization in n(1/2 logp n+O(1)) where p is the smallest
prime dividing the order of the group. α-composition pair canonization in turn reduces to aug-
mented α-composition pair canonization in nlogα n+O(1) time by enumerating all possible choices
of ordered generating sets and choosing the canonical form that comes first lexicographically.
Thus, we can reduce solvable-group canonization to augmented α-composition pair canonization in
n(1/2) logp n+logα n+O(1) time.
Applying Theorem 3.22, we obtain an n(1/2) logp n+logα n+O(α)) time algorithm for solvable-
group canonization. The optimal choice for α is α = log n/ log logn. The complexity is again
n(1/2) logp n+O(logn/ log logn) as claimed.
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