ABSTRACT In this paper, a novel algorithm is designed to detect the community structure of network systems in the smart city based on the biogeography-based optimization (BBO) algorithm and the Newman, Moore, and Watts (NMW) small-world network. We have incorporated the NMW small-world network to the BBO algorithm to enhance the ability of migration of the habitat by using the connection mechanism of the NMW small-world network. With the help of small-world network information sharing, the convergence speed of the BBO algorithm has significantly improved. The first step of the algorithm design is to generate an NMW small-world network containing nodes equal to the number of habitats with good connectivity, which facilitates better information exchange between the nodes. In the second step, the habitat in the BBO algorithm is dynamically assigned to the small world network, and then, the BBO algorithm migrates and mutates according to the connection relationship of the NMW small-world network. Finally, the new designed NMW-BBO algorithm is evaluated for community detection via four real networks and computer-generated networks, and one of them is exhibited the characteristics of a large network. The numeric simulations are also employed to demonstrate that the new algorithm exhibits better accuracy and robustness.
I. INTRODUCTION
The complex topological properties of network systems in smart city can affect the faults spreading behavior. The identification of critical nodes in the network through community detection algorithm, and protecting these nodes can effectively suppress the spreading of large-scale faults in the network [1] , [2] , such as cascading failure in a smart grid. More efficient district topological properties indicate stronger fault resistance ability [3] . Therefore, studies on community detection can have significant importance on securing smart cities [4] . Last decade has witnessed a substantial increase in scientific research focusing the vast areas of complex networks. Complex networks have been extensively studied The associate editor coordinating the review of this manuscript and approving it for publication was Rongbo Zhu. and successfully applied in many sub-disciplines such as electricity grids, neural networks, social networks and internet [6] . And it was found that the distribution of edges is not random, but there are some intrinsic rules for degree distribution in complex networks. The most significant rule exists commonly in networks is ''community structure'' [7] , which means that nodes in the same community are more closely connected, while nodes between the communities are relatively less closely connected.
The purpose of community detection is to find an appropriate method to expose the inner connections that exist in the network. After the detection of network community structure, it becomes easier to precisely elucidate the deeper structure, features and functions of the network. Due to the importance of the network community structure, the extensive and laborious studies have been conducted to propose a large number of effective algorithms, including the hierarchical clustering algorithms [8] , graph partitioning algorithms [11] , [13] , the heuristic algorithms [14] and the modularity-based algorithms [10] .
By considering the effectiveness of heuristic algorithms and the modularity-based algorithms, a novel algorithm is proposed and designed in this study by using a combination of the BBO algorithm and NMW small world network. The traditional heuristic algorithm follows some evolution rules to solve the community detection problems. Although those optimization methods can obtain the optimal solution, it does not maximize the use of the information interaction between different individuals and makes the convergence time of the algorithm longer with poor robustness [18] . In this study, we propose a new community detection algorithm that combines a small world network with a heuristic algorithm (BBO algorithm). The new algorithm can take advantage of the connectivity of small world networks to accelerate information sharing. Compared with general community recognition algorithms, the new algorithm has higher accuracy and faster speed. And because of the nature of the small world itself, the new algorithm is more suitable for large networks.
After precise introduction, this paper is further organized into four sections as follows: In Section 2, some preliminaries are introduced to highlight the theoretical basis of newly designed algorithm. Section 3 presents the insights to the NMW small world network and BBO algorithm, including how to integrate and apply these algorithms for network community detection. Section 4 reveals application of our novel algorithm on several real networks and a computer-generated network. Finally, Section 5 includes the concluding remarks.
II. PRELIMINARIES
The theoretical basis of this work includes graph theory, community structure and modularity. A brief view of these important terms is given below: G = (V , E) is usually used to represent an undirected graph consisting of n nodes and the edges connecting these nodes. Then, the set of nodes can be represented as V = {v 1 , v 2 , v 3 , ..., v n }, and the set of edges can be represented
, that denotes an edge between node v i and node v j . The adjacency matrix A is used to represent the connection relationship of nodes in the network, i.e. if there is an edge connection between nodes i and j, and the value of A ij represents the weight of edge e ij . For a network with a weight of 1, its adjacency matrix can be expressed by the following equation (1):
Additionally, all the elements on the main diagonal of matrix A are zero A ij = 0.
In our algorithm, we determined whether the algorithm converged via calculating the tightness of nodes between communities. Therefore, a function that accurately described the tightness between communities was a prerequisite for ensuring the accuracy of the algorithm. Importantly, it is established that the modularity function Q was an excellent evaluation function to measure the strength of community structure, i.e. a larger value of modularity Q implied a stronger community structure [17] . For a network that divided into k communities, its modularity was defined by the following equation (2):
where q s represented the fraction of edges, which connected the nodes in community S, and a s was fraction of the ends of edges joined to the nodes of community S. The positive modularity value suggests that there are more edges in the community, and the network community structure is more obvious. Otherwise, the negative value indicates that there are fewer inner edges. The simplified form of equation (2) is shown below:
where the l i represents the sum of weights of the inner edges of the i th community. Usually, the weight of the edge is 1. At this situation l i is also the total number of the inner edges of the community i. d i expresses the sum of all weights of membership in the i th community. M and K are respectively represents the edges number and the community number in the network. In addition to the modularity, which can detect the quality of community division, the normalized mutual information (NMI) [20] and the D-function comparison method [21] can measure the standard of network division. However, these two measurement methods need to know the real partition of the network.
III. NMW-BBO ALGORITHM FOR COMMUNITY DETECTION
This section highlights the composition and integration of NMW (Newman, Moore, & Watts) small world network and BBO algorithm to devise a novel community detection algorithm, by following the principles related to the small world network that have been described in the previous studies [23] . The NMW small world network is obtained by randomly adding the side on the basis of the WS (Watts & Strogatz) [25] small world network. In this method, the number of nodes of the NMW small world network is equal to the number of habitats in the BBO algorithm. Then, the NMW small world network is subjected to modification that dynamically limits the migration and mutation operation of the BBO algorithm. Following are several important aspects to design a new algorithm. VOLUME 7, 2019 A. BUILDING NMW SMALL COMMUNITY NETWORK The NMW model was proposed by Newman, Moore, & Watts [23] . They added edges to the WS small world network to create NMW small world network. An NMW small world network G = C (n, k) was obtained by randomly increasing the connected edges at a probability P on a ring with n number of nodes. Here, n is the number of nodes present in the network and k is the number of neighbors to the left and right of the nodes. In this way, the number of average edges of the NMW small world network model is nk + nkP. Newman et al. derived the characteristic length of the network as follows [23] .
In equation (4), the function f (x) is defined as follows.
In our algorithm, we needed to create a NMW small world network G = C (n, k) with n nodes, and each node exhibited a fixed number of k left and right neighbors. In order to display the NMW small world network, we generated a NMW small world network G = C (20, 4) , that contained 20 nodes and the minimum number of edges of each node was kept as 4. At the probability P = 0.5, the topology of the NMW network corresponds to the following Fig.1 . In Fig. 1 , the NMW small world network model was obtained by connecting edges on the basis of a ring network. Consequently, the connectivity of the network was relatively strong. The blue edges in Fig. 1 represents the edges of the initial network and green edges mean the increased edges with probability P. The diameter of the network is related to k and P. Generally, larger k and P values close to 1 are selected to generate a small world network. Therefore, the nodes in the network can be connected directly or through a few intermediate points.
B. PRELIMINARY BBO ALGORITHM
The BBO algorithm is a heuristic optimization algorithm, which is a bionic intelligent optimization algorithm [26] that imitates the migration of species in habitats. It is similar to other heuristic algorithms, such as Genetic Algorithm (GA) [26] , the Ant Colony Optimization (ACO) algorithm based on species genetic mechanism [27] algorithm based on ant foraging, and the Particle Swarm Optimization (PSO) algorithm based on bird flight [29] . Compared with GA algorithm, BBO algorithm has more diversity and individual updating mechanism, so it has better performance than GA algorithm.
The biological model of BBO algorithm originates from a group [34] of isolated islands (habitats), in which species can migrate between habitats in search of better living environment [31] . A set of Suitability Index Variables (SIVs) is used to characterize each island, including habitat characteristics SIVs, such as rainfall, geographical conditions, climate, and sunlight. Specifically, a matrix X X ij ∈ X |1 ≤ i ≤ H , 1 ≤ j ≤ V is used to represent a set of habitats. H and V are respectively stand for the number of habitants and the SIV number in habitants. The Habitat Suitability Index (HSI), an index directly associated with SIVs, was introduced to describe the habitat suitable for species to survive. The number of species inhabited in a habitat was closely related to HSI value. Generally, the islands with more species tend to have larger HSI values, while the low HSI values corresponded to fewer island species. However, the island species with larger HSI values were under greater pressure. So, they were more inclined to migrate to islands with the lower HSI values. As a result, the diversity of habitat species and the HSI value increased. However, if the migration of species did not lead to increase the HSI, the migrated species tend to extinct or migrate to other habitats.
C. BBO ALGORITHM COMBINED WITH DYNAMIC NMW MODEL
The convergence of the BBO algorithm could be improved by using the connectivity of NMW small world network to accelerate the information transmission of BBO algorithm. This study seeks a dynamic combination method for the NMW model and the BBO algorithm, which is named as the NMW-BBO algorithm. The process of dynamic integration of the NMW model into the BBO algorithm includes various steps, such as initialization, migration, and mutation of the algorithm, which are discussed in the following section.
1) NMW-BBO INITIALIZATION
When the NMW-BBO algorithm is initialized, the number of habitats should be equal to the number of nodes in the NMW small world network. Thus, each habitat in the NMW-BBO algorithm can be projected onto a node in the NMW network one by one. In this way, the initialized habitats are represented by matrix X , in which the elements are represented by X ij ( 
Here, i and j respectively represent the i th habitat and the j th dimensional SIV value. In addition, H represents the number of habitats, and V means the number of SIVs that a habitat contains. According to the previous description, the number of nodes contained in the NMW small world network model is H . Then, the NMW small world network is shown as G = C (H , k).
2) DYNAMIC MIGRATION STRATEGY OF NMW-BBO ALGORITHM
After the NMW-BBO algorithm is initialized, a node position in the NMW small world network dynamically allocated for each habitat. Moreover, the allocation rule is to find a node in the NMW small world network model for each habitat according to the fitness function of the habitat prior to the dynamic migration. Afterwards, it is necessary to determine whether the migration operation is performed among the habitats according to the connection relationship of the nodes in the NMW small world network. Since habitats are mapped to NMW small world network, the migration strategy needs to be based on the constraints of this NMW network model. At the same time, the immigration rate λ and number of species S have the opposite trends. While, there is a positive correlation between emigration µ and species number S. The relationship between them satisfies the following two equations (6) and (7)
where I max and E max represent the maximum immigration rate and the maximum emigration rate respectively; and S max is the maximum number of species that a habitat can survive. Note that the equations (6) and (7) are just one of the ways to calculate λ and µ. More similar methods can be found in the previous study [30] . The migration condition of NMW-BBO algorithm is not only related to the migration rate, but also to the topology of NMW small world network. The migration of two habitats should not only meet the restriction of immigration and emigration, but also be connected by two nodes in the NMW small world network. This constraining relationship indicates that data exchange between habitats is restricted, but in fact, it uses the connectivity of small-world network to terminate unnecessary migration between habitats without affecting the final result. The direct result of this is to accelerate the convergence of the algorithm, which has advantages in large-scale network community detection. In addition, it is not easy to get into the local optimal solution, because the unnecessary intermediate process is removed.
To understand the dynamic migration process of NMW-BBO, we selected an example to show the process. After habitat initialization, it was sorted out correspond to a node in the NMW small world network. Therefore, the correspondence relationship before dynamic migration was shown in the following Fig. 2 , when G = C (20, 4) and P = 0.5. Here, the number of nodes in the small world network is 20, which is equal to the number of habitats. The number of nodes in a small-world network may not be 20, as long as it is consistent with the number of habitats in the algorithm. Probability p represents the probability of random increase of edge in small-world network. If p = 1, there are edge connections between all nodes and migration operations can be carried out between any two corresponding habitats. In this case, small-world network is ineffective. When p = 0, it means that the network node of the small world only has edges with the neighbor node, and the network connectivity is the worst. Generally, when p = 0.5, network connectivity is very good. Therefore, p = 0.5 is selected in this paper.
In Fig. 2 , the corresponding habitat is X = (X 1 , X 2 , X 3 , ..., X 20 )
T , and each habitat has already correspondence to a node in the network. Before assigning those nodes to habitats, the habitats are sorted out according to the fitness function value. And then map the sorted habitats to the corresponding NMW small world topological nodes. For example, the nodes 2, 6, 9, 10, 11, 12, 13 are related to habitats X 2 , X 6 , X 9 , X 10 , X 11 , X 12 , X 13 after sorting based on fitness function. At the same time, the connection relationship of nodes affects the relationship between habitats. For example, node 11 is connected to nodes 2, 6, 9, 10, 12 and 13, which is represented by thick pink edges in Fig. 2 . As a result, the habitat X 11 can only migrate with habitats X 2 , X 6 , X 9 , X 10 , X 12 and X 13 . 
3) NMW-BBO MUTATION
Mutation is a dramatic change in the habitat, which changes environmental conditions of the habitat. In natural environment, the habitat mutation occurs as a result of drastic changes in rainfall, temperature, humidity, and geochemical reactions. The mutation rate is used to describe the speed dramatic change in habitat. Moreover, the mutation rate is inversely proportional to the species existence probability. If the habitat species has a higher survival rate Ps, the mutation probability will be lower and vice versa. In general, the habitats with higher HSI values have lower mutation rate and vice versa.
The relationship between the mutation rate M and the species existence probability Ps is shown in the follow equation (8):
where M (X i ) is the mutation rate of the i habitats; M max is the maximum mutation rate determined by the actual optimization problem; P max is the maximum survival rate.
D. NMW-BBO ALGORITHM FOR COMMUNITY DETECTION
The key of NMW-BBO algorithm for network community detection is to integrate network community partition information into the algorithm during initialization. Then, modularity function Q is used as the fitness function of NMW-BBO algorithm. In this study, we fused the community index of the nodes in the network into the individual element of the NMW-BBO. For example, the i th
represents the community detection result of 4 nodes complex network. When x i1 = x i2 , the nodes 1 and 2 reside in the same community. For instance, the initialized habitats X can be expressed by the following matrix.
where H represents the number of habitats and V is the SIV number in a habitat. The element x ij in the initialized matrix X represents the community index of the j th node in the i th community detection result. In particular, this initialization method is consistent with the initialization method previously used by Pizzuti et al. [36] . In the network G = (V , E), the number of nodes in the network is n = |V |, and the number of edges is m = |E|. After initialization, the number of nodes in the network is equal to the matrix dimension n = V . The methods to combine the NMW-BBO migration and mutation strategy have been described earlier. The NMW-BBO algorithm flow was obtained through initializing the relevant parameters, as shown in the following Table 1 .
IV. EVALUATING THE PERFORMANCE OF THE NMW-BBO ALGORITHM
In this study, four real networks (Zachary's karate club, Dolphin sociality, American college football and a large network The Protein-protein Interaction Network in Budding Yeast (PINBY)) and a computer-generated network were employed to evaluate the community detection performance of the newly designed algorithm. Moreover, the new algorithm was compared with traditional community detection algorithms, such as Fast Newman [10] , Label Propagation Algorithm (LPA) [33] and BBO algorith6. Here, we initialized some important parameters before proceeding with the test, such as the maximum mutation rate M max = 0.05, the maximum immigration rate I max = 1, emigration rate E max = 1 and the number of habitat H = 50. The corresponding NMW Small World Network was G = C (50, 2) at the selected probability P = 0.5. Modularity function Q was chosen as the fitness function of the NMW-BBO algorithm. In order to further improve the accuracy of our test, the normalized mutual information (NMI) [35] was employed to measure, if the proportion of the nodes were correctly detected. The range of NMI was between 0 and 1. The value of NMI = 1 expressed that the result of the division was exactly the same as the real result, otherwise the value of NMI < 1.
A. COMPUTER-GENERATED BENCHMARK NETWORKS
The computer-generated networks are artificial virtual networks, often used to test the community detection algorithms. Girvan and Newman's [10] planted l-partition model was employed in this study to further evaluate the performance of the NMW-BBO algorithm. In the computer-generated network, there are l groups and each group has g nodes. The connection probability of the same group nodes is p in , whereas the connection probability of nodes between groups is p out . The larger p in than p out revealed that the network has more obvious community characteristics. Then, we selected most widely used models in the computer-generated networks, i.e. l = 4 and g = 32, where each node was consisted of 16 edges. The number of connected edges between nodes in the same group was Z in , and the number of connected edges between nodes and nodes outside the group was Z out , satisfying the relationship Z in + Z out = 16.
The computer-generated network was identified by NMW-BBO, LPA and Fast Newman algorithms. Afterwards, one hundred experiments were performed on a computer and the mean NMI value was calculated. When Z out ∈ (1, 10) , the results for various algorithms are plotted in Fig. 3.   FIGURE 3 . The mean value of NMI in computer-generated network when applying Fast Newman, LPA and NMW-BBO algorithms.
In Fig. 3 , Fast Newman algorithm and our algorithm (NMW-BBO) have achieved very high precision when Z out ≤ 6, and the NMI value is equal to 1. In addition, the NMI value corresponding to NMW-BBO algorithm is higher than that of LPA and Fast Newman algorithm. We can see from the curve in Fig. 3 that our algorithm has higher stability. Finally, we draw the network partition topology diagram of NMW-BBO that is shown in the following Fig. 4 . Fig. 4 reveals that the nodes in the computer-generated network are completely and correctly divided into 4 communities, indicating that the algorithm test is successful.
B. THE ZACHARY'S KARATE CLUB NETWORK
The Zachary's karate club network is a real network that commonly used to test the recognition ability of community detection algorithms. It was designed by an American Sociology Professor Zachary who observed the social relations among 34 members of a karate club in an American University [37] . Due to the divergence of interests of the club, the supervisor (node 34) and the coach (node 1) became central figures in both factions. In the network, the faction where node 1 located represents a group, while the node 34 locates in another group. Fig. 6 shows topology of Zachary's karate club network.
Because the Zachary's karate club network has 34 nodes, the generated habitat matrix is X X ij ∈ X |1 ≤ i ≤ 50, 1 ≤ j ≤ 34). Therefore, we used newly designed NMW-BBO algorithm to identify the communities in the network, and drew the convergence curve of the fitness function in the algorithm optimization process as showed in Fig. 5 . 5 clearly shows that the NMW-BBO algorithm can effectively identify the Zachary's karate club network. Here, after 204 evolutions, the identified network has the highest modularity value of 0.4198, which is the same with the highest modularity function value of 0.4198 reported in the previous study [38] . Further, the NMW-BBO algorithm converges very quickly, and the actual simulation observation also shows that the algorithm converges faster. In order to study the topology of the network, the simulation results of Fig. 5 are selected, and the network topology is drawn in Fig. 6 . Fig. 6 showed that the network was divided into four communities when the modularity reached to its maximum VOLUME 7, 2019 FIGURE 6. The community detection result of the Zachary's karate club network by the NMW-BBO algorithm.
value. The network was divided into 4 groups represented by 4 medium colors and 2 large groups denoted by squares and triangles. The two large communities were consistent with the general knowledge, indicating that our algorithm exhibited the high accuracy.
C. THE DOLPHIN SOCIALITY NETWORK
The dolphin social network is another benchmark network for testing the community detection algorithms, which was constructed from the social relationship of 62 bottlenose dolphins in New Zealand by Lusseau et al. [41] . Due to the dolphins foraging, the Dolphin network was divided into two large groups, one containing 42 bottlenose dolphins and the other containing 20 bottlenose dolphins. To detect the community structure of dolphin social network by NMW-BBO algorithm, we generated a habitat matrix X X ij ∈ X |1 ≤ i ≤ 50, 1 ≤ j ≤ 62 . Then, the modularity function convergence curve of the network was obtained.
When the algorithm converges, the topology structure of the divided network is shown in Fig. 8 .
It can be seen from Fig. 8 that the dolphin social network is divided into 3 communities, which are denoted with 3 different colors. The green and red groups represent a large community, which is consistent with the actual network division. The sub community contains the nodes 4, 5, 9, 12, 16, 19, 24, 25, 30, 36, 40, 46, 52, 56 , and 60, which are represented by green color in the community (Fig. 8) .
D. COLLEGE FOOTBALL NETWORK
We further evaluated of our NMW-BBO algorithm by using college football network, which was based on the American football games during year 2000. This network was designed by Girvan and Newman [36] . The network contained 115 nodes and 613 edges that implied 115 teams played 613 games. The network was divided into 12 conferences, because teams were divided into 12 groups. Games were played more frequently within the same group than between the members of the different groups.
Analyzing the college football network by using the NMWBBO algorithm, we firstly initialized the habitats matrix X X ij ∈ X |1 ≤ i ≤ 50, 1 ≤ j ≤ 115 of the algorithm, and then calculate the modularity function value of the network in the evolution process. The convergence curve of modularity value is shown in Fig. 9 .
According to Fig. 9 , we selected the network partition result when the modularity function converges and at this point the topology figure of the partition network was obtained, as shown in Fig. 10 .
Our algorithm accurately identified 11 communities, which were all divided into correct communities except some nodes. Since, the number of in-group and component games are closes, these points are not clearly divided into any one community. For these points, other algorithms were also difficult to partition accurately, as reported previously [40] .
E. THE PINBY NETWORK
Finally, we used a large real-world network PINBY to test the performance of the NMW-BBO algorithm. The PINBY network is a relatively complex network of protein interactions, which contains 2361 nodes and 7182 edges [41] . The PINBY is a single-cell eukaryotic protein that is widely used in the field of biological research. And it is mainly used to study the structure and function of the DNA. Many of the protein-protein interactions are hidden in the network of protein-protein interactions and one-third of the protein functions are not shown. However, PINBY's topological structure can be used to predict its functions.
By applying NMW-BBO algorithm to PINBY network, we chose the initialized habitats matrix X X ij ∈ X |1 ≤ i ≤ 50, 1 ≤ j ≤ 2361). The number of algorithm evolutions has been increased from 1000 times to 10000 times. The convergence curve of network modularity value is shown in Fig. 11 and the final network topology obtained by our algorithm is shown in Fig. 12 . By using our algorithm, we detected 16 communities that represented by 16 colors in Fig. 12 , and each community contained more than 100 nodes. Since protein is a macromolecular network, its sub modules contain a large number of nodes, making the community relatively large.
At the same time, our algorithm found that the largest community contained 516 nodes, which was very close to the results of protein research in the previous study [44] . In addition, the network modularity value in Fig. 11 reaches 0.3782, indicating the network has strong community structure.
V. CONCLUSIONS
This study presents a novel community detection algorithm based on the BBO algorithm and the NMW small word network. We associated the NMW-BBO algorithm with the community structure. Moreover, the modularity function is VOLUME 7, 2019 selected as the standard to measure the detection of community. Thus, an individual in the NMW-BBO algorithm can represent a community detection result. Several real networks were used to test the performance of the algorithm and the results showed our algorithm has high effectiveness and precision for community detection is worthy to mention here that our algorithm has the ability of network stratification because it selects modularity function as its fitness function. This could be attributed to the maximum value of the network modularity, which may didn't necessarily express the result of the real partition, but the subdivision on the real network. Therefore, our NMW-BBO algorithm has potentials to detect hierarchanaical networks and can employ for multiple applications in urban computing, such as urban traffic network and power network [45] , [46] . But NMW-BBO algorithm is a kind of heuristic algorithm, and its fitness function selects the modularity function. Because the modularity function cannot measure the community characteristics of all networks, that is, the high modularity function of the network does not necessarily mean that the community characteristics of the network are the best. Therefore, the new algorithm also has some limitations, and the later research should find a more suitable community characteristics measurement function as the algorithm's fitness function.
