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1 Introduction
In this paper we shall consider the Navier–Stokes problem
−ν∆u+ (u · ∇)u+∇p = f in Ω,
div u = 0 in Ω,
u = a on ∂Ω,
lim
|x|→+∞
u(x) = u0
(1.1)
in the exterior domain of R3
Ω = R3 \ ( N⋃
j=1
Ω¯j
)
, (1.2)
where Ωi are bounded domains with connected C
2-smooth boundaries Γi and
Ω¯j ∩ Ω¯i = ∅ for i 6= j. In (1.1) ν > 0 is the viscosity coefficient, u, p are the
(unknown) velocity and pressure fields, a and u0 are the (assigned) boundary
data and a constant vector respectively, f is the body force density.
Let
Fi =
∫
Γi
a · n dS, i = 1, . . . N, (1.3)
where n is the unit outward normal to ∂Ω. Under suitable regularity hy-
potheses on Ω and a and assuming that
Fi = 0, i = 1, . . . N, (1.4)
in the celebrated paper [26] of 1933, J. Leray was able to show that (1.1) has
a solution u such that∫
Ω
|∇u|2 dx < +∞, (1.5)
and u satisfies (1.14) in a suitable sense for general u0 and uniformly for
u0 = 0. In the fifties the problem was reconsidered by R. Finn [12] and O.A.
Ladyzhenskaia [23], [24]. They showed that the solution satisfies the condi-
tion at infinity uniformly. Moreover, the condition (1.4) and the regularity
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of a have been relaxed by requiring
N∑
i=1
|Fi| to be sufficiently small [12] and
a ∈ W 1/2,2(∂Ω) [24].
In 1973 K.I. Babenko [3] proved that if (u, p) is a solution to (1.1), (1.5)
with u0 6= 0, then (u−u0, p) behaves at infinity as the solutions to the linear
Oseen system. In particular1,
u(x)− u0 = O(r−1), p(x) = O(r−2). (1.6)
However, nothing is known, in general, on the rate of convergence at infinity
for u0 = 0
2.
One of the most important problems in the theory of the steady–state
Navier–Stokes equations concerns the possibility to prove existence of a so-
lution to (1.1) without any assumptions on the fluxes Fi (see, e.g. [14]). To
the best of our knowledge, the most general assumptions assuring existence
is expressed by
N∑
i=1
max
Γi
|Fi|
|x− xi| < 8piν (1.7)
(see [35]), where Fi is defined by (1.3) and xi is a fixed point of Ωi (see also
[5] for analogous conditions in bounded domains).
The present paper is devoted to the above question in the axially symmet-
ric case. To introduce the problem we have to specify some notations. Let
Ox1 , Ox2 , Ox3 be coordinate axis in R3 and θ = arctg(x2/x1), r = (x21 +x22)1/2,
z = x3 be cylindrical coordinates. Denote by vθ, vr, vz the projections of the
vector v on the axes θ, r, z.
A function f is said to be axially symmetric if it does not depend on θ.
A vector-valued function h = (hθ, hr, hz) is called axially symmetric if hθ,
hr and hz do not depend on θ. A vector-valued function h = (hθ, hr, hz)
is called axially symmetric with no swirl if hθ = 0, while hr and hz do not
depend on θ.
1See also [14]. Here the symbol f(x) = O(g(r)) means that there is a positive constant
c such that |f(x)| ≤ cg(r) for large r
2For small ‖a‖L∞(∂Ω) existence of a solution (u, p) to (1.1) such that u = O(r−1) is
a simple consequence of Banach contractions theorem [34]. Moreover, one can show that
p = O(r−2) and the derivatives of order k of u and p behave at infinity as r−k−1, r−k−2,
respectively [39] (see also [14], [29]).
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Note that for axially-symmetric solutions u of (1.1) the vector u0 has
to be parallel to the symmetry axis. The main result of the paper is the
following
Theorem 1.1. Assume that Ω ⊂ R3 is an exterior axially symmetric do-
main (1.2) with C2-smooth boundary ∂Ω, u0 ∈ R3 is a constant vector
parallel to the symmetry axis, and f ∈ W 1,2(Ω) ∩ L6/5(Ω), a ∈ W 3/2,2(∂Ω)
are axially symmetric. Then (1.1) admits at least one weak axially symmet-
ric solution u satisfying (1.5). Moreover, if a and f are axially symmetric
with no swirl, then (1.1) admits at least one weak axially symmetric solution
satisfying (1.5) with no swirl.
Remark 1.1. It is well known (see, e.g., [24]) that under hypothesis of
Theorem 1.1, every weak solution u of problem (1.1) is more regular, i.e,
u ∈ W 2,2loc (Ω) ∩W 3,2loc (Ω).
Let us emphasize that Theorem 1.1 furnishes the first existence result
without any assumption on the fluxes for the stationary Navier–Stokes prob-
lem in an exterior domains.
Note that in the papers [20]–[21] existence of a solution to problem (1.11)–
(1.13) in arbitrary C
2-smooth bounded plane or axially symmetric spatial
domain Ω has been proved under the sole condition of zero total flux through
the boundary (for a historical review in the case of bounded domains see,
e.g., [20], [32]–[33]).
The proof of the existence theorem is based on an a priori estimate which
we derive using the classical reductio ad absurdum argument of J. Leray [26],
see Section 3. As well-known, after applying Leray’s argument one comes
along to a solution of Euler system satisfying zero boundary conditions. Such
solutions are studied in Section 4. The essentially new part here is the use of
Bernoulli’s law obtained in [16] for Sobolev solutions to the Euler equations
(the detailed proofs are presented in [17] and [20] for the plane and the
axially symmetric bounded domains, respectively). In Section 4 we present
the proof of the Bernoulli Law for unbounded domains (Theorem 4.2, see
also Lemma 4.5 and Remark 4.1). Furthermore, we prove here that the
value of the pressure on the boundary components intersecting the symmetry
axis coincides with the value of the pressure at infinity (see Corollary 4.2).
This phenomena is connected with the fact that the symmetry axis can be
approximated by stream lines, where the total head pressure is constant (see
Theorem 4.4).
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The results concerning Bernoulli’s law are based on the recent version of
the Morse-Sard theorem proved by J. Bourgain, M. Korobkov and J. Kris-
tensen [6], see also subsection 2.3. This theorem implies, in particular, that
almost all level sets of a function ψ ∈ W 2,1(R2) are finite unions of C1-curves
homeomorphic to a circle.
We obtain the required contradiction in Section 5 for the case u0 = 0. The
above mentioned results allow to construct suitable subdomains (bounded by
smooth stream lines) and to estimate the L2-norm of the gradient of the total
head pressure. We use here some ideas which are close (on a heuristic level)
to the Hopf maximum principle for the solutions of elliptic PDEs (for a more
detailed explanation see Section 5). Finally, a contradiction is obtained using
the Coarea formula, isoperimetric inequality (see Lemma 5.7–5.9), and some
elementary facts from real analysis (see Appendix). In Section 6 we show
how to modify our arguments for the case u0 6= 0.
The analogous result (by quite different methods) for symmetric exterior
plane domains was established in [19] under the additional assumption that
all connected components of the boundary intersects the symmetry axis.
2 Notations and preliminary results
By a domain we mean an open connected set. We use standard notations for
function spaces: W k,q(Ω), Wα,q(∂Ω), where α ∈ (0, 1), k ∈ N0, q ∈ [1,+∞].
In our notation we do not distinguish function spaces for scalar and vector
valued functions; it is clear from the context whether we use scalar or vector
(or tensor) valued function spaces.
For q ≥ 1 denote by Dk,q(Ω) the set of functions f ∈ W k,qloc such that
‖f‖Dk,q(Ω) = ‖∇kf‖Lq(Ω) < ∞. Further, D1,20 (Ω) is the closure of the set of
all smooth functions having compact supports in Ω with respect to the norm
‖ · ‖D1,2(Ω), and H(Ω) = {v ∈ D1,20 (Ω) : div v = 0}.
Let Ω ⊂ R3 be an exterior domain with C2-smooth boundary ∂Ω, defined
by (1.2). It is well known that functions u ∈ D1,20 (Ω) belong to L6(Ω) and,
hence tend (in some sense) to zero at infinity (see, e.g., [24]). Moreover, in
exterior domains Ω with C2-smooth boundaries any vector-field v ∈ H(Ω)
can be approximated in the norm ‖·‖D1,2(Ω) by solenoidal smooth vector-fields
with compact supports (see [25]).
Working with Sobolev functions we always assume that the ”best repre-
sentatives” are chosen. If w ∈ L1loc(Ω), then the best representative w∗ is
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defined by
w∗(x) =
{
lim
R→0
−
∫
BR(x)
w(z)dz, if the finite limit exists;
0 otherwise,
where −
∫
BR(x)
w(z)dz =
1
meas(BR(x))
∫
BR(x)
w(z)dz, BR(x) = {y ∈ R3 : |y −
x| < R} is a ball of radius R centered at x. Also we use the notation BR =
BR(0), SR = ∂BR.
2.1 Extension of the boundary values
The next lemma concerns the existence of a solenoidal extensions of boundary
values.
Lemma 2.1. Let Ω ⊂ R3 be an exterior axially symmetric domain (1.2). If
a ∈ W 3/2,2(∂Ω), then there exists a solenoidal extension A ∈ W 2,2(Ω) of a
such that A(x) = σ(x) for sufficiently large |x|, where
σ(x) = − x
4pi|x|3
N∑
i=1
Fi (2.1)
and Fi are defined by (1.3). Moreover, the following estimate
‖A‖W 2,2(Ω) ≤ c‖a‖W 3/2,2(∂Ω) (2.2)
holds. Furthermore, if a is axially symmetric (axially symmetric with no
swirl), then A is axially symmetric (axially symmetric with no swirl) too.
Proof. The proof is based on a standard technique. Let (us, ps) ∈(
H(Ω)∩W 2,2loc (Ω¯)
)× (L2(Ω)∩W 1,2loc (Ω¯)) be the solution (see, e.g., [24]) to the
Stokes system
∆us −∇ps = 0 in Ω,
divus = 0 in Ω,
us = a on ∂Ω,
lim
r→+∞
us(x) = 0.
(2.3)
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The solution us satisfies the estimate
‖us‖H(Ω) + ‖us‖W 2,2(Ω′) ≤ c‖a‖W 3/2,2(∂Ω) (2.4)
for any bounded Ω′ with Ω¯′ ⊂ Ω (see, e.g., [24]). Define
v(x) = us(x)− σ(x).
Take R > 0 such that ∂Ω b BR. Then∫
∂BR
v · n dS = 0 (2.5)
Let ζ = ζ(|x|) be a smooth cut-off function, equal to 1 inBR and vanishing
outside B2R. Then div(ζv) = ∇ζ · v ∈ W˚ 1,2(B2R \BR). Because of (2.5) the
equation
div ξ = − div(ζv), ξ|∂(B2R\BR) = 0 (2.6)
has a solution ξ ∈ W˚ 2,2(B2R \BR) (see [4]) and
‖ξ‖W˚ 2,2(B2R\BR) ≤ c‖v‖W˚ 1,2(B2R\BR) ≤ c‖a‖W 3/2,2(∂Ω). (2.7)
The field
A =

us, x ∈ BR ∩ Ω,
σ + ξ + ζv, x ∈ B2R \BR,
σ, x ∈ Ω \B2R
is the desired solenoidal extension of a in Ω. If a is axially symmetric (axially
symmetric with no swirl), then, according to results of Section 2.1 in [20], the
extension us and the solution ξ to the divergence equation (2.6) are axially
symmetric (axially symmetric with no swirl). Thus, in this case the extension
A is axially symmetric (axially symmetric with no swirl) too.
2.2 A uniform estimate of the pressure in the Stokes
system
This subsection is rather technical: the estimates below are not considered
as new or sharp, but they sufficient for our purposes.
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Lemma 2.2. Let Ω ⊂ R3 be an exterior axially symmetric domain (1.2),
f ∈ L3/2(ΩR) and a ∈ W 3/2,2(∂Ω). Take R0 > 0 such that ∂Ω b 12BR0 .
Suppose that R ≥ R0 and u ∈ W 1,2(ΩR) is a solution to the Stokes system
ν∆u−∇p = f in ΩR,
divu = 0 in ΩR,
u = a on ∂Ω,
u = σ on ∂BR,
(2.8)
where ΩR = Ω ∩BR and σ(x) is defined by (2.1). Then the estimates
‖u‖L6(ΩR) ≤ c
(‖∇u‖L2(ΩR) + ‖a‖W 3/2,2(∂Ω)), (2.9)
‖∇2u‖L3/2(ΩR) + ‖∇p‖L3/2(ΩR) ≤
≤ c(‖∇u‖L2(ΩR) + ‖f‖L3/2(ΩR) + ‖a‖W 3/2,2(∂Ω)) (2.10)
hold with the constant c independent of a,u, f , and R.
Proof. Rewriting the Stokes system (2.8) for the new function u′ =
u − A, where A is the solenoidal extension of a from Lemma 2.1, we can
assume, without loss of generality, that a = 0, i.e.,
ν∆u−∇p = f in ΩR,
divu = 0 in ΩR,
u = 0 on ∂ΩR.
(2.11)
Then the first estimate (2.9) follows easily from the well known inequality
‖g‖L6(R3) ≤ c‖∇g‖L2(R3) ∀g ∈ C∞0 (R3)
and (2.2).
Let us prove (2.10). Let R = 2lR0 with l ∈ N. Denote
ωk = {x ∈ R3 : R02k−1 ≤ |x| ≤ R02k}, k = 1, 2, . . . , l;ω0 = {x ∈ Ω : |x| ≤ R0},
ω̂k = {x ∈ R3 : R02k−2 < |x| < R02k+1}, k = 1, 2, . . . ; ω̂0 = {x ∈ Ω : |x| < 2R0}.
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Obviously, ωk b ω̂k and ΩR =
l⋃
k=0
ωk. Consider the system (2.11) in ω̂k,
k ≤ l − 1. After the scaling y = x
R02k
we get the Stokes equations in the
domain σ̂0 = {y : 14 < |y| < 2}:
−ν∆yu+∇yp˜ = f˜ , divy u = 0,
where p˜ = 2kR0p, f˜ = 2
2kR20f . Let σ0 = {y : 12 < |y| < 1}. By the local
estimate for ADN-elliptic problems ( see [1], [36]) we have
‖u‖
W 2,
3
2 (σ0)
+ ‖∇yp˜‖L 32 (σ0) ≤
≤ c
(
‖f˜‖
L
3
2 (σ̂0)
+ ‖u‖
L
3
2 (σ̂0)
+ ‖p˜− p˜0‖L 32 (σ̂0)
)
,
(2.12)
where p˜0 =
1
|σ̂0|
∫̂
σ0
p˜(y)dy.
Consider the functional
H(w) =
∫
σ̂0
(p˜(y)− p˜0) divw dy, ∀w ∈ W˚ 1,3(σ̂0).
Using Stokes equations and integrating by parts we obtain
|H(w)| =
∣∣∣∣ ∫
σ̂0
∇yp˜ ·w dy
∣∣∣∣ ≤ ν∣∣∣∣ ∫
σ̂0
∇yu · ∇yw dy
∣∣∣∣
+
∣∣∣∣ ∫
σ̂0
f˜ ·w dy
∣∣∣∣ ≤ c(‖f˜‖L 32 (σ̂0) + ‖∇yu‖L 32 (σ̂0))‖∇yw‖L3(σ̂0).
The norm of the functional H is equivalent to ‖p˜− p˜0‖L 32 (σ̂0) (see, e.g., [30],
[31]). Hence, the last estimate gives
‖p˜− p˜0‖L 32 (σ̂0) ≤ c
(
‖f˜‖
L
3
2 (σ̂0)
+ ‖∇yu‖L 32 (σ̂0)
)
and inequality (2.12) takes the form
‖u‖
W 2,
3
2 (σ0)
+ ‖∇yp˜‖L 3
2
(σ0) ≤ c
(
‖f˜‖L 3
2
(σ̂0) + ‖u‖W 1, 32 (σ̂0)
)
.
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In particular,
‖∇2yu‖L 32 (σ0) + ‖∇yp˜‖L 32 (σ0) ≤ c
(
‖f˜‖L 3
2
(σ̂0) + ‖u‖W 1, 32 (σ̂0)
)
.
Returning to coordinates x, we get
‖∇2xu‖L 32 (ωk) + ‖∇xp‖L 32 (ωk) ≤
≤ c
(
‖f‖
L
3
2 (ω̂k)
+ 2−2k‖u‖
L
3
2 (ω̂k)
+ 2−k‖∇xu‖L 32 (ω̂k)
)
.
(2.13)
Estimates (2.13) hold for 1 ≤ k ≤ l − 1. For k = l we obtain, by the same
argument, the following estimate
‖∇2xu‖L 32 (ωl) + ‖∇xp‖L 32 (ωl) ≤
≤ c
(
‖f‖
L
3
2 (ωl−1∪ωl)
+ 2−2l‖u‖
L
3
2 (ωl−1∪ωl)
+ 2−l‖∇xu‖L 32 (ωl−1∪ωl)
)
.
(2.14)
Furthermore, by local estimates (see [1], [36]) for the solution to (2.11) we
have
‖∇2xu‖L 32 (ω0) + ‖∇xp‖L 32 (ω0) ≤
≤ c
(
‖f‖
L
3
2 (ω0∪ω1) + ‖u‖L 32 (ω0∪ω1) + ‖∇xu‖L 32 (ω0∪ω1)
)
.
(2.15)
(recall that u|∂Ω = 0). Summing estimates (2.13)–(2.15) by k and taking
into account that r ∼ 2k for x ∈ ωk, we derive
‖∇2xu‖L 32 (ΩR) + ‖∇xp‖L 32 (ΩR) ≤
≤ c
(
‖f‖
L
3
2 (ΩR)
+ ‖|x|−2u‖
L
3
2 (ΩR)
+ ‖|x|−1∇xu‖L 32 (ΩR)
)
≤
≤ c′
(
‖f‖
L
3
2 (ΩR)
+ ‖|x|−1u‖L2(ΩR) + ‖∇xu‖L2(ΩR)
)
≤
≤ c′′
(
‖f‖
L
3
2 (ΩR)
+ ‖∇xu‖L2(ΩR)
)
,
(2.16)
where the constant c′′ is independent of R. Here we have used the Ho¨lder
inequality and the well know estimate∫
R3
|g(x)|2
|x|2 dx ≤ c
∫
R3
|∇g(x)|2dx ∀ g ∈ C∞0 (R3).
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The required estimate (2.10) for the solution of the nonhomogeneous
boundary value problem (2.8) follows from (2.16) and the estimate (2.2)
for the extension A constructed in Section 2.1.
Corollary 2.1. Let Ω ⊂ R3 be an exterior axially symmetric domain (1.2),
f ∈ L3/2(ΩR) and a ∈ W 3/2,2(∂Ω). Take R0 > 0 such that ∂Ω b 12BR0 and
R ≥ R0. Let u ∈ W 1,2(ΩR) be a solution to the Navier–Stokes system
−ν∆u+ (u · ∇)u+∇p = f in ΩR,
divu = 0 in ΩR,
u = a on ∂Ω,
u = σ on ∂BR,
(2.17)
where σ(x) is defined by (2.1). Then the estimates
‖u‖L6(ΩR) ≤ c
(‖∇u‖L2(ΩR) + ‖a‖W 3/2,2(∂Ω)), (2.18)
‖∇2u‖L3/2(ΩR) + ‖∇p‖L3/2(ΩR) ≤ c
(
‖f‖L3/2(ΩR) + ‖∇u‖L2(ΩR)+
+‖a‖W 3/2,2(∂Ω) +
(‖∇u‖L2(ΩR) + ‖a‖W 3/2,2(∂Ω))2) (2.19)
hold. Here the constant c is independent of a,u, f , R.
Proof. Estimate (2.18) follows by the same argument as (2.9). In order
to prove (2.19), we consider the Navier–Stokes system (2.17) as the Stokes
one with the right-hand side f ′ = f − (u · ∇)u. Since
‖(u · ∇)u‖L3/2(ΩR) ≤ ‖u‖L6(ΩR)‖∇u‖L2(ΩR) ≤ c‖∇u‖2L2(ΩR),
estimate (2.19) follows from (2.10).
2.3 On Morse-Sard and Luzin N-properties of Sobolev
functions from W 2,1
Let us recall some classical differentiability properties of Sobolev functions.
11
Lemma 2.3 (see Proposition 1 in [10]). Let ψ ∈ W 2,1(R2). Then the func-
tion ψ is continuous and there exists a set Aψ such that H
1(Aψ) = 0, and the
function ψ is differentiable (in the classical sense) at each x ∈ R2 \Aψ. Fur-
thermore, the classical derivative at such points x coincides with ∇ψ(x) =
lim
r→0
−
∫
Br(x)
∇ψ(z)dz, and lim
r→0
−
∫
Br(x)
|∇ψ(z)−∇ψ(x)|2dz = 0.
Here and henceforth we denote by H1 the one-dimensional Hausdorff mea-
sure, i.e., H1(F ) = lim
t→0+
H1t (F ), where H
1
t (F ) = inf{
∞∑
i=1
diamFi : diamFi ≤
t, F ⊂
∞⋃
i=1
Fi}.
The next theorem have been proved recently by J. Bourgain, M. Korobkov
and J. Kristensen [6].
Theorem 2.1. Let D ⊂ R2 be a bounded domain with Lipschitz boundary
and ψ ∈ W 2,1(D). Then
(i) H1({ψ(x) : x ∈ D¯ \ Aψ & ∇ψ(x) = 0}) = 0;
(ii) for every ε > 0 there exists δ > 0 such that for any set U ⊂ D¯ with
H1∞(U) < δ the inequality H
1(ψ(U)) < ε holds;
(iii) for H1–almost all y ∈ ψ(D¯) ⊂ R the preimage ψ−1(y) is a finite
disjoint family of C1–curves Sj, j = 1, 2, . . . , N(y). Each Sj is either a cycle
in D (i.e., Sj ⊂ D is homeomorphic to the unit circle S1) or it is a simple arc
with endpoints on ∂D (in this case Sj is transversal to ∂D ).
2.4 Some facts from topology
We shall need some topological definitions and results. By continuum we
mean a compact connected set. We understand connectedness in the sense
of general topology. A subset of a topological space is called an arc if it is
homeomorphic to the unit interval [0, 1].
Let us shortly present some results from the classical paper of A.S. Kron-
rod [22] concerning level sets of continuous functions. Let Q = [0, 1]× [0, 1]
be a square in R2 and let f be a continuous function on Q. Denote by Et
a level set of the function f , i.e., Et = {x ∈ Q : f(x) = t}. A component
K of the level set Et containing a point x0 is a maximal connected subset
of Et containing x0. By Tf denote a family of all connected components
of level sets of f . It was established in [22] that Tf equipped by a natural
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topology3 is a one-dimensional topological tree4. Endpoints of this tree5 are
the components C ∈ Tf which do not separate Q, i.e., Q \ C is a connected
set. Branching points of the tree are the components C ∈ Tf such that Q\C
has more than two connected components (see [22, Theorem 5]). By results
of [22, Lemma 1], the set of all branching points of Tf is at most countable.
The main property of a tree is that any two points could be joined by a
unique arc. Therefore, the same is true for Tf .
Lemma 2.4 (see Lemma 13 in [22]). If f ∈ C(Q), then for any two different
points A ∈ Tf and B ∈ Tf , there exists a unique arc J = J(A,B) ⊂ Tf
joining A to B. Moreover, for every inner point C of this arc the points
A,B lie in different connected components of the set Tf \ {C}.
We can reformulate the above Lemma in the following equivalent form.
Lemma 2.5. If f ∈ C(Q), then for any two different points A,B ∈ Tf , there
exists a continuous injective function ϕ : [0, 1]→ Tf with the properties
(i) ϕ(0) = A, ϕ(1) = B;
(ii) for any t0 ∈ [0, 1],
lim
[0,1]3t→t0
sup
x∈ϕ(t)
dist(x, ϕ(t0))→ 0;
(iii) for any t ∈ (0, 1) the sets A,B lie in different connected components
of the set Q \ ϕ(t).
Remark 2.1. If in Lemma 2.5 f ∈ W 2,1(Q), then by Theorem 2.1 (iii), there
exists a dense subset E of (0, 1) such that ϕ(t) is a C1– curve for every t ∈ E.
Moreover, ϕ(t) is either a cycle or a simple arc with endpoints on ∂Q.
Remark 2.2. All results of Lemmas 2.4–2.5 remain valid for level sets of
continuous functions f : D0 → R, where D0 ⊂ R2 is a compact set homeo-
morphic to the unit square Q = [0, 1]2.
3The convergence in Tf is defined as follows: Tf 3 Ci → C iff sup
x∈Ci
dist(x,C)→ 0.
4A locally connected continuum T is called a topological tree, if it does not contain a
curve homeomorphic to a circle, or, equivalently, if any two different points of T can be
joined by a unique arc. This definition implies that T has topological dimension 1.
5A point of a continuum K is called an endpoint of K (resp., a branching point of K)
if its topological index equals 1 (more or equal to 3 resp.). For a topological tree T this
definition is equivalent to the following: a point C ∈ T is an endpoint of T (resp., a
branching point of T ), if the set T \ {C} is connected (resp., if T \ {C} has more than two
connected components).
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3 Leray’s argument “reductio ad absurdum”
Let us consider the Navier–Stokes problem (1.1) with f ∈ W 1,2(Ω)∩L6/5(Ω) in
the C2-smooth axially symmetric exterior domain Ω ⊂ R3 defined by (1.2).
Without loss of generality, we may assume that f = curlb ∈ W 1,2(Ω) ∩
L6/5(Ω).6
We shall prove Theorem 1.1 for
u0 = 0.
The proof for u0 6= 0 follows the same steps with minor standard modifica-
tion, see Section 6.
By a weak solution of problem (1.1) we mean a function u such that
w = u−A ∈ H(Ω) and the integral identity
ν
∫
Ω
∇w · ∇η dx = −ν ∫
Ω
∇A · ∇η dx− ∫
Ω
(
A · ∇)A · η dx
− ∫
Ω
(
A · ∇)w · η dx− ∫
Ω
(
w · ∇)w · η dx
− ∫
Ω
(
w · ∇)A · η dx+ ∫
Ω
f · η dx
(3.1)
holds for any η ∈ J∞0 (Ω), where J∞0 (Ω) is a set of all infinitely smooth
solenoidal vector-fields with compact support in Ω. Here A is the extension
of the boundary data constructed in Lemma 2.1. We shall look for the
axially symmetric (axially symmetric with no swirl) weak solution of problem
(1.1). We find this solution as a limit of weak solution to the Navier–Stokes
problem in a sequence of bounded domain Ωk that in the limit exhaust the
unbounded domain Ω. The following result concerning the solvability of the
Navier-Stokes problem in axially symmetric bounded domains was proved in
[21].
Theorem 3.1. Let Ω′ = Ω0 \
( N⋃
j=1
Ω¯j
)
be an axially symmetric bounded
domain in R3 with multiply connected C2-smooth boundary ∂Ω′ consisting
6By the Helmholtz–Weyl decomposition, f can be represented as the sum f = curlb+
∇ϕ with curlb ∈ W 1,2(Ω) ∩ L6/5(Ω), and the gradient part is included then into the
pressure term (see, e.g., [24], [14]).
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of N + 1 disjoint components Γj = ∂Ωj, j = 0, . . . , N . If f ∈ W 1,2(Ω′) and
a ∈ W 3/2,2(∂Ω′) are axially symmetric and a satisfies∫
∂Ω′
a · n dS = 0,
then (1.11)–(1.13) with Ω = Ω
′ admits at least one weak axially symmetric
solution u ∈ W 1,2(Ω′). Moreover, if f and a are axially symmetric with no
swirl, then the problem (1.11)–(1.13) with Ω = Ω
′ admits at least one weak
axially symmetric solution with no swirl.
Consider the sequence of boundary value problems
ν∆ŵk − (ŵk +A) · ∇(ŵk +A) + ν∆A−∇p̂k = f in Ωk,
div ŵk = 0 in Ωk,
ŵk = 0 on ∂Ωk,
(3.2)
where Ωk = Bk ∩ Ω for k ≥ k0, Bk = {x : |x| < k}, 12Bk0 ⊃
N⋃
i=1
Ω¯i. By
Theorem 3.1, each problem (3.2) has an axially symmetric solution wk ∈
H(Ωk) satisfying the integral identity
ν
∫
Ω
∇ŵk · ∇ηdx=
∫
Ω
f · η dx− ν
∫
Ω
∇A · ∇ηdx−
∫
Ω
(
A · ∇)A · ηdx
−
∫
Ω
(
A · ∇)ŵk · η dx− ∫
Ω
(
ŵk · ∇
)
ŵk · η dx−
∫
Ω
(
ŵk · ∇
)
A · η dx
(3.3)
for all η ∈ H(Ωk). Here we have assumed that ŵk and η are extended by
zero to the whole domain Ω.
Assume that there is a positive constant c independent of k such that∫
Ω
|∇ŵk|2 ≤ c (3.4)
(possibly along a subsequence of {ŵk}k∈N). The estimate (3.4) implies the
existence of a solution to problem (1.1). Indeed, the sequence ŵk is bounded
in H(Ω). Hence, ŵk converges weakly (modulo a subsequence) in H(Ω) and
strongly in Lqloc(Ω) (q < 6) to a function ŵ ∈ H(Ω). Taking any test function
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η with compact support, we can find k such that suppη ⊂ Ωk. Thus, we
can pass to a limit as k → ∞ in (3.3) and we obtain for the limit function
ŵ the integral identity (3.1). Then, by definition, u = ŵ + A is a weak
solution to the Navier–Stokes problem (1.1). Thus, to prove the assertion of
Theorem 1.1, it is sufficient to establish the uniform estimate (3.4).
We shall prove (3.4) following a classical reductio ad absurdum argument
of J. Leray [26] and O.A. Ladyzhenskaia [24]. Indeed, if (3.4) is not true,
then there exists a sequence {ŵk}k∈N such that
lim
k→+∞
J2k = +∞, J2k =
∫
Ω
|∇ŵk|2.
The sequence wk = ŵk/Jk is bounded in H(Ω) and it holds
ν
Jk
∫
Ω
∇wk · ∇η dx = −
∫
Ω
(wk · ∇)wk · η dx+ 1
Jk
∫
Ω
(wk · ∇)η ·A dx
+
1
Jk
∫
Ω
(A · ∇)η ·wk dx+ 1
J2k
∫
Ω
(A · ∇)η ·A dx
− ν
J2k
∫
Ω
∇A · ∇η dx+ 1
J2k
∫
Ω
f · η dx
(3.5)
for all η ∈ H(Ωk). Extracting a subsequence (if necessary) we can assume
that wk converges weakly in H(Ω) and strongly in L
q
loc(Ω) (q < 6) to a vector
field v ∈ H(Ω) with∫
Ω
|∇v|2 ≤ 1. (3.6)
Fixing in (3.5) a solenoidal smooth η with compact support and letting
k → +∞ we get∫
Ω
(v · ∇)v · η dx = 0 ∀η ∈ J∞0 (Ω), (3.7)
Hence, v ∈ H(Ω) is a weak solution to the Euler equations, and for some
p ∈ D1,3/2(Ω) the pair (v, p) satisfies the Euler equations almost everywhere:
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
(
v · ∇)v +∇p = 0 in Ω,
div v = 0 in Ω,
v = 0 on ∂Ω.
(3.8)
Adding some constants to p (if necessary) by virtue of the Sobolev inequality
(see, e.g., [14] II.6) we may assume without loss of generality that
‖p‖L3(Ω) ≤ const. (3.9)
Put νk = (Jk)
−1ν. Multiplying equations (3.2) by 1
J2k
=
ν2k
ν2
, we see that
the pair
(
uk =
1
Jk
ŵk +
1
Jk
A, pk =
1
J2k
p̂k
)
satisfies the following system

−νk∆uk +
(
uk · ∇
)
uk +∇pk = fk in Ωk,
divuk = 0 in Ωk,
uk = ak on ∂Ωk,
(3.10)
where fk =
ν2k
ν2
f , ak =
νk
ν
A, uk ∈ W 3,2loc (Ω), pk ∈ W 2,2loc (Ω)7. From Corol-
lary 2.1 we have
‖uk‖L6(Ωk) ≤ const. (3.11)
For R > R0 denote ΩR = Ω ∩ B(0, R). Since by Ho¨lder inequality
‖f‖L3/2(ΩR) ≤ ‖f‖L2(ΩR)
√
R, Corollary 2.1 implies also
‖∇pk‖L3/2(ΩR) ≤ C
√
R ∀R ∈ [R0, Rk], (3.12)
where C does not depend8 on k,R. By construction, we have the weak
convergences uk ⇀ v in W
1,2
loc (Ω), pk ⇀ p in W
1,3/2
loc (Ω)
9.
In conclusion, we can prove the following lemma.
7The interior regularity of the solution depends on the regularity of f ∈ W 1,2(Ω), but
not on the regularity of the boundary value a, see [24].
8Of course, the above assumptions f ∈ W 1,2(Ω) ∩ L6/5(Ω) imply ‖f‖L3/2(ΩR) ≤ C and
‖∇pk‖L3/2(Ωk) ≤ C, but we prefer to use here weaker estimate (3.12) which holds also in
the general case u0 6= 0 to make our arguments more universal.
9The weak convergence in W 1,2loc (Ω) means the weak convergence in W
1,2(Ω′) for every
bounded subdomain Ω′ ⊂ Ω.
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Lemma 3.1. Assume that Ω ⊂ R3 is an exterior axially symmetric domain of
type (1.2) with C2-smooth boundary ∂Ω, and a ∈ W 3/2,2(∂Ω), f = curlb ∈
W 1,2(Ω) are axially symmetric. If the assertion of Theorem 1.1 is false, then
there exist v, p with the following properties.
(E) The axially symmetric functions v ∈ H(Ω), p ∈ D1,3/2(Ω) satisfy
the Euler system (3.8) and ‖p‖L3(Ω) <∞.
(E-NS) Condition (E) is satisfied and there exist a sequences of axially
symmetric functions uk ∈ W 1,2(Ωk), pk ∈ W 1,3/2(Ωk), Ωk = Ω∩BRk , Rk →∞
as k →∞, and numbers νk → 0+, such that estimates (3.11)–(3.12) hold, the
pair (uk, pk) satisfies (3.10) with fk =
ν2k
ν2
f , ak =
νk
ν
A (here A is solenoidal
extension of a from Lemma 2.1), and
‖∇uk‖L2(Ωk) → 1, uk ⇀ v in W 1,2loc (Ω), pk ⇀ p in W 1,3/2loc (Ω), (3.13)
ν =
∫
Ω
(v · ∇)v ·A dx (3.14)
Moreover, uk ∈ W 3,2loc (Ω) and pk ∈ W 2,2loc (Ω).
Proof. We need to prove only the identity (3.14), all other properties
are already established above. Choosing η = wk in (3.5) yields
ν =
∫
Ω
(wk · ∇)wk ·A dx+ 1
Jk
∫
Ω
A · ∇wk ·A dx
− 1
Jk
∫
Ω
∇A · ∇wk dx+ 1
Jk
∫
Ω
f ·wk dx.
(3.15)
By the Ho¨lder inequality∣∣∣∣∣∣
∫
Ω
A · ∇wk ·A dx
∣∣∣∣∣∣ ≤ ‖A‖2L4(Ω)‖∇wk‖L2(Ω) ≤ ‖A‖2L4(Ω),∣∣∣∣∣∣
∫
Ω
∇A · ∇wk dx
∣∣∣∣∣∣ ≤ ‖∇A‖L2(Ω)‖∇wk‖L2(Ω) ≤ ‖∇A‖L2(Ω),∣∣∣∣∣∣
∫
Ω
f ·wk dx
∣∣∣∣∣∣ ≤ ‖f‖L6/5(Ω)‖wk‖L6(Ω).
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Note that∫
Ω
(wk · ∇)A ·wk dx−
∫
Ω
(v · ∇)A · v dx =
∫
Ω
(
(wk − v) · ∇
)
A ·wk dx
+
∫
Ω
(v · ∇)A · (wk − v) dx = J (1)k + J (2)k → 0 as k →∞.
Indeed, by Cauchy’s and Hardy’s inequalities
|J (1)k | ≤
∣∣∣∣∣∣
∫
ΩR
(
(wk − v) · ∇
)
A ·wk dx
∣∣∣∣∣∣+ cR
∫
R3\BR
|wk − v||wk|
|x|2 dx
≤ ‖wk − v‖L4(ΩR)‖wk‖L4(ΩR)‖∇A‖L2(ΩR)
+
c1
R
‖∇(wk − v)‖L2(R3\BR)‖∇wk‖L2(R3\BR) ≤ c(R)‖wk − v‖L2(ΩR) +
2c1
R
,
where ΩR = BR ∩ Ω and c1 does not depend on R. Hence, letting first
k → +∞ and then R→ +∞, we conclude that
lim
k→+∞
J (1)k = 0.
Analogously, it can be shown that lim
k→+∞
J (2)k = 0. Consequently, we can let
k → +∞ in (3.15) to get the required identity (3.14).
4 Euler equation
In this section we assume that the assumptions (E) (from Lemma 3.1) are
satisfied. For definiteness, we assume that
(SO) Ω is the domain (1.2) symmetric with respect to the axis Ox3 and
Γj ∩Ox3 6= ∅, j = 1, . . . ,M ′,
Γj ∩Ox3 = ∅, j = M ′ + 1, . . . , N.
(We allow also the cases M ′ = N or M ′ = 0, i.e., when all components (resp.,
no components) of the boundary intersect the axis of symmetry.)
Denote P+ = {(0, x2, x3) : x2 > 0, x3 ∈ R}, D = Ω ∩ P+, Dj = Ωj ∩ P+.
Of course, on P+ the coordinates x2, x3 coincides with coordinates r, z.
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For a set A ⊂ R3 put A˘ := A ∩ P+, and for B ⊂ P+ denote by B˜ the set
in R3 obtained by rotation of B around Oz-axis. From the conditions (SO)
one can easily see that
(S1)D is an unbounded plane domain with Lipschitz boundary. Moreover,
Γ˘j is a connected set for each j = 1, . . . , N . In other words, the family
{Γ˘j : j = 1, . . . , N} coincides with the family of all connected components of
the set P+ ∩ ∂D.
Then v and p satisfy the following system in the plane domain D:
∂p
∂z
+ vr
∂vz
∂r
+ vz
∂vz
∂z
= 0,
∂p
∂r
− (vθ)
2
r
+ vr
∂vr
∂r
+ vz
∂vr
∂z
= 0,
vθvr
r
+ vr
∂vθ
∂r
+ vz
∂vθ
∂z
= 0,
∂(rvr)
∂r
+
∂(rvz)
∂z
= 0
(4.1)
(these equations are fulfilled for almost all x ∈ D ).
We have the following integral estimates: v ∈ W 1,2loc (D),∫
D
r|∇v(r, z)|2 drdz <∞. (4.2)
∫
D
r|v(r, z)|6 drdz <∞. (4.3)
Also, the inclusions ∇p ∈ L3/2(Ω), p ∈ L3(Ω) can be rewritten in the follow-
ing two-dimensional form:∫
D
r|∇p(r, z)|3/2 drdz <∞, (4.4)
∫
D
r|p(r, z)|3 drdz <∞. (4.5)
The next statement was proved in [15, Lemma 4] and in [2, Theorem 2.2].
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Theorem 4.1. Let the conditions (E) be fulfilled. Then
∀j ∈ {1, . . . , N} ∃ p̂j ∈ R : p(x) ≡ p̂j for H2−almost all x ∈ Γj. (4.6)
In particular, by axial symmetry,
p(x) ≡ p̂j for H1 − almost all x ∈ Γ˘j. (4.7)
We shall prove (see Corollary 4.2), that in the axially symmetric case
p̂1 = · · · = p̂M ′ = 0, i.e., these values coincide with the constant limit of
the pressure function p at infinity. To formulate this result, we need some
preparation. Below without loss of generality we assume that the functions
v, p are extended to the whole half-plane P+ as follows:
v(x) := 0, x ∈ P+ \ D, (4.8)
p(x) := p̂j, x ∈ P+ ∩ D¯j, j = 1, . . . , N. (4.9)
Obviously, the extended functions inherit the properties of the previous ones.
Namely, v ∈ W 1,2loc (P+), p ∈ W 1,3/2loc (P+), and the Euler equations (4.1) are
fulfilled almost everywhere in P+. Of course, for the corresponding axial-
symmetric functions of three variables we have v ∈ H(R3), p ∈ D1,3/2(R3),
and the Euler equations (3.8) are fulfilled almost everywhere in R3.
Lemma 4.1. For almost all r0 > 0
|p(r0, z)|+ |v(r0, z)| → 0 as |z| → ∞. (4.10)
Proof. This Lemma follows from the fact that for almost all straight
lines Lr0 = {(r, z) ∈ R2 : r = r0} we have the inclusion |p(r0, ·)|+ |v(r0, ·)|2 ∈
L3(R) ∩D1,3/2(R), see (4.2)-(4.5).
The main result of this Section is a weak version of Bernoulli Law for the
Sobolev solution (v, p) of Euler equations (4.1) (see Theorem 4.2 below). To
formulate and to prove it, we need some preparation.
The last equality in (4.1) (which is fulfilled, after the above extension
agreement, see (4.8)–(4.9), in the whole half-plane P+) implies the existence
of a stream function ψ ∈ W 2,2loc (P+) such that
∂ψ
∂r
= −rvz, ∂ψ
∂z
= rvr. (4.11)
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By (4.11), formula (4.3) can be rewritten in the following form:∫
P+
|∇ψ(r, z)|6
r5
drdz <∞. (4.12)
By Sobolev Embedding Theorem, ψ ∈ C(P+) (recall, that P+ is an open
half-plane, so here we do not assert the continuity at the points of singularity
axis Oz). By virtue of (4.8), we have ∇ψ(x) = 0 for almost all x ∈ Dj. Then
∀j ∈ {1, . . . , N} ∃ ξj ∈ R : ψ(x) ≡ ξj ∀x ∈ P+ ∩ D¯j. (4.13)
Denote by Φ = p +
|v|2
2
the total head pressure corresponding to the
solution (v, p). From (4.2)–(4.5) we get∫
P+
r|Φ(r, z)|3 drdz +
∫
P+
r|∇Φ(r, z)|3/2 drdz <∞. (4.14)
By direct calculations one easily gets the identity
vrΦr + vzΦz = 0 (4.15)
for almost all x ∈ P+. Identities (4.8)–(4.9) mean that
Φ(x) ≡ p̂j ∀x ∈ P+ ∩ D¯j, j = 1, . . . , N. (4.16)
Theorem 4.2 (Bernoulli Law for Sobolev solutions). Let the conditions (E)
be valid. Then there exists a set Av ⊂ P+ with H1(Av) = 0, such that for
any compact connected10 set K ⊂ P+ the following property holds : if
ψ
∣∣
K
= const, (4.17)
then
Φ(x1) = Φ(x2) for all x1, x2 ∈ K \ Av. (4.18)
10We understand the connectedness in the sense of general topology.
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Theorem 4.2 was obtained for bounded plane domains in [16, Theorem 1]
(see also [17] for detailed proof). For the axially symmetric bounded domains
the result was proved in [20, Theorem 3.3]. The proof for exterior axially
symmetric domains is similar. To prove Theorem 4.2, we have to overcome
two obstacles. First difficulty is the lack of the classical regularity, and here
the results of [6] have a decisive role (according to these results, almost all
level sets of plane W 2,1-functions are C1-curves, see Section 2.3). The second
obstacle is the set where ∇ψ(x) = 0 6= ∇Φ(x), i.e., where vr(x) = vz(x) = 0,
but vθ(x) 6= 0. Namely, if we do not assume the boundary conditions (3.83),
then in general even in smooth case (4.17) does not imply (4.18). For exam-
ple, if vr = vz = 0 in the whole domain, vθ = r, then ψ ≡ const on the whole
domain, while Φ = r2 6= const. Without boundary assumptions one can
prove only the assertion similar to Lemma 4.5 (see below). But Lemma 4.5
together with boundary conditions (3.83) imply Theorem 4.2.
First, we prove some auxiliary results.
Lemma 4.2. Let the conditions (E) be fulfilled. Then
p ∈ W 2,1loc (P+). (4.19)
Moreover, for any ε > 0 the inclusion
p ∈ D2,1(Pε) (4.20)
holds, where Pε = {(r, z) ∈ P+ : r > ε}.
Proof. Clearly, p ∈ D1,3/2(R3) is the weak solution to the Poisson equa-
tion
∆p = −∇v · ∇v> in R3 (4.21)
(recall, that after our agreement about extension of v and p, see (4.8)–(4.9),
the Euler equations (3.8) are fulfilled in the whole R3). Let
G(x) =
1
4pi
∫
Ω
(∇v · ∇v>)(y)
|x− y| dy.
By the results of [9], ∇v · ∇v> belongs to the Hardy space H1(R3).
Hence by Caldero´n–Zygmund theorem for Hardy’s spaces [38] G ∈ D2,1(R3)∩
D1,3/2(R3). Consider the function p∗ = p − G. By construction p∗ ∈
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D1,3/2(R3) and ∆p∗ = 0 in R3. In particular, ∇p∗ ∈ L3/2(R3) is a harmonic
(in the sense of distributions) function. From the mean-value property it
follows that p∗ ≡ const. Consequently, p ∈ D2,1(R3).
From inclusion (4.19) it follows that
∂2p
∂r∂z
≡ ∂
2p
∂z∂r
for almost all x ∈ P+.
Denote Z = {x ∈ P+ : vr(x) = vz(x) = 0}. Equations (4.1) yield the equality
∂p
∂z
= 0,
∂p
∂r
=
(vθ)
2
r
for almost all x ∈ Z,
and, using identity
∂2p
∂r∂z
≡ ∂
2p
∂z∂r
and equations (4.1), it is easy to deduce
that
∂Φ
∂z
(x) = 0 for almost all x ∈ P+ such that vr(x) = vz(x) = 0. (4.22)
In the assertion below we collect the basic properties of Sobolev functions
applied to v and Φ. Here and in the next statements we assume that the
conditions (E) are fulfilled and that all functions are extended to the whole
half-plane P+ (see (4.8)–(4.9), (4.13)–(4.16) ).
Theorem 4.3 (see, e.g., [20]). There exists a set Av ⊂ P+ such that:
(i) H1(Av) = 0;
(ii) For all x ∈ P+ \ Av
lim
R→0
−
∫
BR(x)
|v(y)− v(x)|2dy = lim
R→0
−
∫
BR(x)
|Φ(y)− Φ(x)|3/2dy = 0,
lim
R→0
1
R
∫
BR(x)
|∇Φ(y)|3/2dy = 0.
Moreover, the function ψ is differentiable at x ∈ P+ \ Av and ∇ψ(x) =
(−rvz(x), rvr(x));
(iii) For all ε > 0 there exists an open set U ⊂ R2 such that H1∞(U) < ε,
Av ⊂ U , and the functions v,Φ are continuous in P+ \ U ;
(iv) For each x0 = (r0, z0) ∈ P+ \Av and for any ε > 0 the convergence
lim
ρ→0+
1
2ρ
H1(E(x0, ε, ρ))→ 1 (4.23)
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holds, where
E(x0, ε, ρ) :=
{
t ∈ (−ρ, ρ) :
r0+ρ∫
r0−ρ
∣∣∣∣∂Φ∂r (r, z0 + t)
∣∣∣∣ dr +
z0+ρ∫
z0−ρ
∣∣∣∣∂Φ∂z (r0 + t, z)
∣∣∣∣ dz
+ sup
r∈[r0−ρ,r0+ρ]
|Φ(r, z0 + t)− Φ(x0)|+ sup
z∈[z0−ρ,z0+ρ]
|Φ(r0 + t, z)− Φ(x0)| < ε
}
.
(v) Take any function g ∈ C1(R2) and a closed set F ⊂ P+ such that
∇g 6= 0 on F . Then for almost all y ∈ g(F ) and for all the connected
components K of the set F ∩ g−1(y) the equality K ∩ Av = ∅ holds, the re-
striction Φ|K is an absolutely continuous function, and formulas (4.1), (4.15)
are fulfilled H1-almost everywhere on K.
Most of these properties are from [11]. The property (iv) follows directly
from the second convergence formula in (ii). The last property (v) follows
(by coordinate transformation, cf. [28, §1.1.7]) from the well-known fact that
any function f ∈ W 1,1 is absolutely continuous along almost all coordinate
lines. The same fact together with (4.22), (4.15) imply
Lemma 4.3. Denote Lr0 = {(r, z) ∈ P+ : r = r0}. Then for almost all
r0 > 0 the equality Lr0 ∩ Av = ∅ holds. Moreover, p(r0, ·), v(r0, ·) are
absolutely continuous functions (locally) and
∂Φ
∂z
(r0, z) = 0 for almost all z ∈ R such that vr(r0, z) = 0. (4.24)
We need also the following assertion which was proved in [20] (see Lemma
3.6).
Lemma 4.4. Suppose for r0 > 0 the assertion of Lemma 4.3 is fulfilled, i.e.,
the equality Lr0 ∩ Av = ∅ holds, p(r0, ·), v(r0, ·) are absolutely continuous
functions, and formula (4.24) is valid. Let F ⊂ R be a compact set such that
ψ(r0, z) ≡ const for all z ∈ F (4.25)
and
Φ(r0, α) = Φ(r0, β) for any interval (α, β) adjoining F (4.26)
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(recall that (α, β) is called an interval adjoining F if α, β ∈ F and (α, β)∩F =
∅ ). Then
Φ(r0, z) ≡ const for all z ∈ F. (4.27)
The next lemma plays the key role in the proof of the Bernoulli Law.
Lemma 4.5. Let P ⊂ P+ be a rectangle P := {(r, z) : r ∈ [r1, r2], z ∈
[z1, z2]}, r1 > 0, and K ⊂ P be a connected component of the set {x ∈
P : ψ(x) = y0}, where y0 ∈ R. Then there exists an absolute continuous
function f : [r1, r2]→ R such that
Φ(r, z) = f(r) for all (r, z) ∈ K \ Av. (4.28)
Moreover, for each r0 ∈ [r1, r2] if f(r) 6= const locally in any neighborhood
of r0, then
(r0, z) ∈ K ∀z ∈ [z1, z2]. (4.29)
In other words, if for r0 ∈ [r1, r2] the inclusion (4.29) is not valid, then there
exists a neighborhood U(r0) such that f |U(r0)∩[r1,r2] = const.
Remark 4.1. Notice that the above lemma is valid without assump-
tion (3.83) (that v|∂Ω = 0 ). It is enough to suppose that v ∈ W 1,2(P ),
p ∈ W 1,3/2(P ) satisfy Euler system (4.1) almost everywhere in P .
Proof of Lemma 4.5 splits into six steps (see below). Steps 1–4 coin-
cides (in essential) with the corresponding steps (having the same numbers)
from the proof of Theorem 3.3 in [20], where we assumed additionally that
v(x) = 0 ∀x ∈ ∂P \ {(r1, z) : z ∈ (z1, z2)}. (4.30)
The new arguments appear in Steps 5 and 6, where we cannot simply repeat
the arguments from [20] because of absence of boundary conditions (4.30).
Step 1. Put P ◦ = IntP = (r1, r2) × (z1, z2). Let Ui be the connected
components of the open set U = P ◦ \ K. In [20, Step 1 of the proof of
Theorem 3.3] it was proved that for any Ui there exists a number βi such
that
Φ(x) = βi for all x ∈ K ∩ ∂Ui \ Av. (4.31)
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Step 2. Using (4.31) and Lemma 4.4, in [20, Step 2 of the proof of
Theorem 3.3] it was proved that for almost all r ∈ (r1, r2) the identities
Φ(r, z′) = Φ(r, z′′) ∀ (r, z′), (r, z′′) ∈ K (4.32)
hold.
Step 3. Denote by Projr E the projection of the set E onto the r-axis.
From (4.31), (4.32) it follows that
Projr Ui ∩ Projr Uj 6= ∅ ⇒ βi = βj. (4.33)
Denote V = Projr(P
◦\K),11 and let (uk, vk) be the family of intervals adjoin-
ing the compact set [r1, r2]\V (in other words, (uk, vk) are the maximal inter-
vals of the open set V =
⋃
i Projr Ui ). Then, repeating the assertion (4.33),
we have
Projr Ui ⊂ (uk, vk) ⊃ Projr Uj ⇒ βi = βj. (4.34)
In other words, for any interval (uk, vk) adjoining the set [r1, r2] \ V there
exists a constant β(k) such that
Projr Ui ⊂ (uk, vk)⇒
(
Φ(x) = β(k) for all x ∈ K ∩ ∂Ui \Av
)
. (4.35)
By construction, for any r ∈ (uk, vk) there exists z ∈ (z1, z2) such that
(r, z) ∈ Ui for some component Ui with Projr Ui ⊂ (uk, vk). From this fact
and from the identities (4.35) and (4.32) it follows that
Φ(r, z) = β(k) for almost all r ∈ (uk, vk) and for any (r, z) ∈ K. (4.36)
Step 4. It was proved in [20, Step 4 of the proof of Theorem 3.3] that
the assertions (4.35) and (4.36) imply
r ∈ [uk, vk]⇒ Φ(r, z) = β(k) ∀(r, z) ∈ K \ Av. (4.37)
Note, that formulas (4.35) and (4.36) in our proof correspond to the formulas
(3.38) and (3.39) from [20]. Further, the role of the rectangle P from [20,
11By construction, the set [r1, r2] \ V coincides with the set of values r ∈ [r1, r2] such
that the whole segment {r} × [z1, z2] lies in K. The set V can be empty, but it can also
coincide with the whole [r1, r2]. For example, if K is a circle, then V = [r1, r2]. Further,
V = ∅ iff K = P .
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Step 4 of the proof of Theorem 3.3] is played in our proof by the rectangle
[uk, vk]× [z1, z2].
Step 5. By construction, for each r ∈ [r1, r2] \ V the whole segment
{r} × [z1, z2] is contained in K. On this step we shall prove that Φ(x) is
constant along each of these segments, i.e.,
∀r ∈ [r1, r2] \ V ∃β(r) Φ(r, z) = β(r) ∀(r, z) ∈ P \ Av. (4.38)
Indeed, if r is an endpoint of an adjoining interval, i.e., if r = uk or r = vk,
then (4.38) immediately follows from (4.37). Further, by Step 2 there exists
a set E˜ ⊂ [r1, r2] \ V such that H1([r1, r2] \ (V ∪ E˜)) = 0 and the assertion
(4.38) is true for any r ∈ E˜. But for any r ∈ [r1, r2] \ V there exists a
sequence of points rµ → r, µ = 3, 4, . . . , such that each rµ is an endpoint of
some adjoining interval (uk, vk) or rµ ∈ E˜, i.e., the assertion (4.38) is true
for each rµ. Finally, the assertion (4.38) follows for r = lim
µ→∞
rµ from the
continuity properties of Φ(·) (see Theorem 4.3 (ii)–(iv)).
Step 6. Define the target function f : [r1, r2] → R as follows: f(r) =
β(k) for r ∈ (uk, vk) (see Step 4) and f(r) = β(r) for r ∈ [r1, r2] \ V (see
Step 5). By construction (see (4.37) and (4.38) ) we have the identity (4.28).
Also by construction,
f(r) ≡ const on each adjoining interval (uk, vk). (4.39)
Take an arbitrary z0 ∈ (z1, z2) such that the segment [r1, r2]× {z0} does not
contain points from Av and Φ(·, z0) in an absolutely continuous function,
i.e., Φ(·, z0) ∈ W 1,1([r1, r2]). Then by construction, Φ(r, z0) = f(r) for each
r ∈ [r1, r2] \ V , in particular, f(r) coincides with an absolute continuous
function on the set [r1, r2] \ V . The last fact together with (4.39) implies
the absolute continuity of f(·) on the whole interval [r1, r2]. The Lemma is
proved completely.
Proof of Theorem 4.2. Suppose the conditions (E) are fulfilled and
K ⊂ P+ is a compact connected set, ψ|K ≡ const. Take the set Av from
Theorem 4.3. Let P be a rectangle P := {(r, z) : r ∈ [r1, r2], z ∈ [z1, z2]},
r1 > 0, such that K ⊂ P , and
ProjrK = [r1, r2]. (4.40)
We may assume without loss of generality that K is a connected component
of the set {x ∈ P : ψ(x) = y0}, where y0 ∈ R. Apply Lemma 4.5 to this
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situation, and take the corresponding function f(r). Then the target identity
(4.18) is equivalent to the identity f(r) ≡ const. We prove this fact getting
a contradiction. Suppose the last identity is false. Consider the nonempty
compact set R = {r0 ∈ [r1, r2] : f(r) 6= const in any neighborhood of r0}.
By assumption, R 6= ∅, thus f(R) = f([r1, r2]) is an interval of positive
length12 Since f is an absolute continuous function, it has Luzin N -property,
i.e., it maps sets of measure zero into the sets of measure zero. In particular,
the measure of R must be positive, moreover, there exists a set of positive
measure R′ ⊂ R such that f(r) 6= 0 for each r ∈ R′. So, by Lemma 4.1 there
exists r0 ∈ R′ such that Lr0 ∩ Av = ∅,
|p(r0, z)|+ |v(r0, z)| → 0 as |z| → ∞,
and
f(r0) 6= 0. (4.41)
Take a sequence of rectangles Pm = [r1, r2]×[zm1 , zm2 ] such that zm1 → −∞,
zm2 → +∞. Let Km be a connected component of the level set {x ∈ Pm :
ψ(x) = y0} containing K. From (4.40) it follows that
ProjrKm = [r1, r2]. (4.42)
Apply Lemma 4.5 to Km, Pm, and take the corresponding function fm(r).
By construction (see, e.g., (4.40), (4.42) ) functions fm do not depend on
m, i.e., f(r) = fm(r) for each r ∈ [r1, r2] and for all m = 1, 2, . . . . Then
by the second assertion of Lemma 4.5, the whole segment {r0} × [zm1 , zm2 ]
is contained in Km for each m, and Φ(r0, z) ≡ f(r0) for all z ∈ [zm1 , zm2 ].
Passing to a limit as m→∞, we get Φ(r0, z) ≡ f(r0) 6= 0 for all z ∈ R. The
last identity contradicts convergence (4.10). The Theorem is proved.
For ε > 0 and R > 0 denote by Sε,R the set Sε,R = {(r, z) ∈ P+ : r ≥
ε, r2 + z2 = R2}.
Lemma 4.6. For any ε > 0 there exists a sequence ρj > 0, ρj → +∞, such
that Sε,ρj ∩ Av = ∅ and
sup
x∈Sε,ρj
|Φ(x)| → 0 as j →∞. (4.43)
12Notice that the set R itself may have empty interior, for example, if f is a Cantor
staircase type function, i.e., if f is constant on each interval Ij , and the union of these
intervals is everywhere dense set, then R coincides with corresponding Cantor set and has
empty interior.
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Proof. Fix ε > 0. From the inclusion ∇Φ ∈ L3/2(R3) it follows that
there exists a sequence ρj →∞ such that Sε,ρj ∩ Av = ∅ and∫
Sε,ρj
|∇Φ(x)|3/2 dH1 ≤ 1
ρj
as j →∞.
By Ho¨lder inequality,∫
Sε,ρj
|∇Φ(x)| dH1 ≤
( ∫
Sε,ρj
|∇Φ|3/2 dH1
)2/3
(piρj)
1/3 ≤ ( pi
ρj
)1/3
,
consequently,
diam Φ(Sε,ρj)→ 0 as j →∞,
that in virtue of Lemma 4.1 implies the assertion of Lemma 4.6.
One of the main results of this Section is the following.
Theorem 4.4. Assume that conditions (E) are satisfied. Let Kj be a
sequence of continuums with the following properties: Kj ⊂ D¯ \ Oz,
ψ|Kj = const, and lim
j→∞
inf
(r,z)∈Kj
r = 0, lim
j→∞
sup
(r,z)∈Kj
r > 0. Then Φ(Kj)→ 0 as
j → ∞. Here we denote by Φ(Kj) the corresponding constant cj ∈ R such
that Φ(x) = cj for all x ∈ Kj \ Av (see Theorem 4.2).
Proof. Let the assumptions of the Theorem be fulfilled. We shall use
the Bernoulli law and the fact that the axis Oz is ”almost” a stream line.
More precisely, Oz is a singularity line for v, ψ, p, but it can be accurately
approximated by usual stream lines (on which Φ = const). Recall, that the
functions v, p,Φ, ψ are extended to the whole half-plane P+ (see (4.8), (4.9),
(4.16), (4.13)), and the assertion of the Bernoulli Law (Theorem 4.2) is true
for these extended functions.
By Lemma 4.1, there exists a constant r0 > 0 such that the straight line
Lr0 satisfies the assertion of Lemma 4.3 and
Lr0 ∩ Av = ∅, p(r0, z)→ 0, |v(r0, z)| → 0 as |z| → ∞,
v(r0, ·) ∈ L6(R), v(r0, ·) ∈ D1,2(R) ⊂ C(R),
p(r0, ·) ∈ D1,3/2(R) ⊂ C(R),
r0 < lim
j→∞
sup
(r,z)∈Kj
r.
(4.44)
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In particular, the function Φ(r0, ·) is continuous on R. In virtue of the
last inequality, we can assume without loss of generality that
Kj ∩ Lr0 6= ∅ ∀j ∈ N. (4.45)
Suppose that the assertion of Theorem 4.4 is false, i.e.,
Φ(Kj)→ p∗ 6= 0 as j →∞. (4.46)
Then by (4.441) there exists a constant C1 > 0 such that
sup
j∈N, (r0,z)∈Kj
|z| ≤ C1, (4.47)
consequently,
Kj ∩ {(r0, z) : z ∈ [−C1, C1]} 6= ∅ ∀j ∈ N. (4.48)
Take a sequence of numbers z˜i ∈ (C1,∞) with z˜i < z˜i+1 → +∞ as i→
∞. Since, by estimate (4.12),
z˜i∫
−z˜i
1∫
0
|∇ψ(r, z)|6
r5
dr dz <∞,
we conclude that there exists a sequence of numbers rik → 0+ such that
z˜i∫
−z˜i
|∇ψ(rik, z)|6
r5ik
dz <
1
rik
,
that is,
z˜i∫
−z˜i
|∇ψ(rik, z)|6 dz < r4ik → 0 as k →∞.
In particular, by Ho¨lder inequality
z˜i∫
−z˜i
|∇ψ(rik, z)| dz < 1
i
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for sufficiently large k. This implies the existence of sequences ri = riki ∈
(0, r0) with the following properties
ri > ri+1 → 0 as i→∞, (4.49)
z˜i∫
−z˜i
|∇ψ(ri, z)| dz → 0 as i→∞. (4.50)
Further, by the same estimate (4.12) and similar arguments, there exists a
sequence zi ∈ [z˜i − 1, z˜i] such that
r0∫
ri
|∇ψ(r, zi)| dr +
r0∫
ri
|∇ψ(r,−zi)| dr → 0 as i→∞. (4.51)
Thus,
zi∫
−zi
|∇ψ(ri, z)| dz +
r0∫
ri
|∇ψ(r, zi)| dr +
r0∫
ri
|∇ψ(r,−zi)| dr → 0 (4.52)
as i → ∞. Let Pi be the rectangle Pi = [ri, r0]× [−zi, zi]. Denote by Ai, Bi
the points Ai = (r0,−zi) ∈ Lr0 ∩ ∂Pi, Bi = (r0, zi) ∈ Lr0 ∩ ∂Pi. Denote
by [Ai, Bi] = {(r0, z) : z ∈ [−zi, zi]} the closed segment and by ]Ai, Bi[=
[Ai, Bi] \ {Ai, Bi} the corresponding open one. Put Ti = (∂Pi)\ ]Ai, Bi[. By
construction (see (4.52) )
diamψ(Ti)→ 0 as i→∞. (4.53)
Take R∗ >
√
r20 + C
2
1 such that
Sr0,R∗ ∩Kj = ∅ ∀j ∈ N. (4.54)
The existence of such R∗ follows from Lemma 4.6 and (4.46) ). Indeed,
Lemma 4.6 gives us sup |Φ(Sr0,Rk)| → 0 for some Rk →∞, and (4.46) means
that Φ(Kj)→ p∗ 6= 0.
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For x ∈ Pi denote by Kix the connected component of the level set {y ∈
Pi : ψ(y) = ψ(x)} containing x. Put Fi = {z ∈ [−zi, zi] : Ki(r0,z) ∩ Ti 6= ∅}.
Then for each i ∈ N there exists an index j(i) ≥ i such that
∀j ≥ j(i) {(r0, z) ∈ Kj : z ∈ Fi} 6= ∅. (4.55)
Indeed, the connected set Kj intersect Lr0 and Lri for sufficiently large j,
moreover, by (4.47) Kj ∩ Lr0 ⊂ {r0} × [−C1, C1] ⊂ [Ai, Bi] ⊂ Pi. From
the last assertions and (4.54), by obvious topological reasons, we derive the
existence of a connected set Kij ⊂ Kj ∩Pi which intersect both lines Lr0 and
Lri . This means validity of (4.55).
Now take a point zij(i) ∈ Fi such that (r0, zij(i)) ∈ Kj. Since the sequence of
points zij(i) is bounded (see (4.47) ), we may assume without loss of generality
that
zij(i) → z∗ as i→∞.
Then ψ(Kj(i)) → ψ(r0, z∗) as i → ∞. Denote ξ∗ = ψ(r0, z∗). Since by
construction Kj(i) ∩ Ti 6= ∅ and the convergence (4.53) holds, we have
sup
x∈Ti
|ψ(x)− ξ∗| → 0 as i→∞.
By construction we have also the following properties of sets Fi.
(I∼) Fi is a compact set, ±zi ∈ Fi.
Indeed, the set Fi ⊂ [zi, z0] is closed because of the following reason: if
Fi 3 zµ → z, then there exists a subsequence zµk such that the components
Ki(r0,zµk )
converge with respect to the Hausdorff distance13 to some set K. Of
course, K 3 (r0, z) is a compact connected set, ψ|K = const, and K ∩ Ti 6= ∅
(since by construction Ki(r0,zµ) ∩ Ti 6= ∅). Therefore, K ⊂ Ki(r0,z) (see the
definition of the sets Kix), hence z ∈ Fi.
Put Ui =]− zi, zi[ \Fi. For z ∈ Ui let (αi(z), βi(z)) be the maximal open
interval from Ui containing z. Of course, αi(z), βi(z) ∈ Fi. The next two
properties are evident.
13The Hausdorff distance dH between two compact sets A,B ⊂ Rn is defined as follows:
dH(A,B) = max
(
sup
a∈A
dist(a,B), sup
b∈B
dist(b, A)
)
(see, e.g., § 7.3.1 in [7]). By Blaschke
selection theorem [ibid], for any uniformly bounded sequence of compact sets Ai ⊂ Rn
there exists a subsequence Aij which converges to some compact set A0 with respect to
the Hausdorff distance. Of course, if all Ai are compact connected sets, then the limit set
A0 is also connected.
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(II∼) Ui is an open set, Ui ⊂ Ui+1.
(III∼) sup
x∈Ti
|ψ(x)− ξ∗| ≥ sup
z∈Fi
|ψ(r0, z)− ξ∗| → 0 as i→∞.
(IV∼) ∀z ∈ Ui ∃ a compact connected set K ⊂ Pi such that (r0, αi(z)) ∈
K, (r0, βi(z)) ∈ K and ψ|K = const.
Indeed, if the components Ki(r0,αi(z)), K
i
(r0,βi(z))
do not coincide, then, by
results of [22], there exists a compact connected set K ′ ⊂ Pi, ψ|K′ = const,
which separates them, i.e., points (r0, αi(z)), (r0, βi(z)) lie in the different
connected components of the set Pi \K ′. Then, by topological obviousness,
K ′ ∩ Ti 6= ∅ and K ′ ∩ {(r0, z) : z ∈ (αi(z), βi(z))} 6= ∅. But the last formulas
contradict the condition (αi(z), βi(z))∩Fi = ∅ and the definition of Fi. Thus
the property (IV∼) is proved.
The property (IV∼) together with the Bernoulli Law (Theorem 4.2) imply
the following identity:
(V∼) ∀z ∈ Ui Φ(r0, αi(z)) = Φ(r0, βi(z)).
Put U =
⋃
i
Ui, F = R \ U . Then we have
(VI∼) F is a closed set, z∗ ∈ F , U is an open set.
For z ∈ U put α(z) = lim
i→∞
αi(z), β(z) = lim
i→∞
βi(z). Notice that the limits
exist since the functions αi(z), βi(z) are monotone in virtue of (II∼). More-
over, if z < z∗, then β(z) is finite because of inequalities βi(z) ≤ z∗. Analo-
gously, if U 3 z > z∗, then α(z) ∈ [z∗, z). By construction, (α(z), β(z)) ⊂ U ,
and, if α(z) or β(z) is finite, then it belongs to F .
From (III∼), (V∼) and continuity of ψ and Φ(r0, ·) we have
(VII∼) ∀z ∈ F ψ(r0, z) = ξ∗.
(VIII∼) ∀z ∈ U if both values α(z) and β(z) are finite, then Φ(r0, α(z)) =
Φ(r0, β(z)).
Then Lemma 4.4 yields
∀z ∈ F Φ(r0, z) = Φ(r0, z∗), (4.56)
and from (4.46), (4.56) and the choice of (r0, z∗) we deduce that
∀z ∈ F Φ(r0, z) = p∗. (4.57)
Now to finish the proof of the Theorem, i.e., to receive a desired contradiction,
we need to deduce the identity
p∗ = 0 (4.58)
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(it will contradict the assumption (4.46) ). For this purpose, consider two
possible cases.
(i) Suppose that F is an unbounded set. Then by (4.44)
lim
F3z→±∞
Φ(r0, z) = 0, and the target equality (4.58) follows from (4.57).
(ii) Suppose that F is bounded. Then there exists z ∈ U , z < z∗, such
that α(z) = −∞. By definition, αi(z) → −∞ as i → ∞. By (4.44),
lim
i→∞
Φ(r0, αi(z)) = 0. On the other hand, by (V∼) we have
lim
i→∞
Φ(r0, αi(z)) = lim
i→∞
Φ(r0, βi(z)) = Φ(r0, β(z)) = p∗
(the last two equalities follow from (4.57) and from the finiteness of β(z) ∈
F ∩ (−∞, z∗]). Thus, the equality (4.58) is proved, but it contradicts the
assumption (4.46). The obtained contradiction finishes the proof of the The-
orem.
Corollary 4.2. Assume that conditions (E) are satisfied. Then Φ|Γj ≡ 0
whenever Γj ∩Oz 6= ∅, i.e.,
p̂1 = · · · = p̂M ′ = 0,
where p̂j are the constants from Theorem 4.1.
5 Obtaining a contradiction
From now on we assume that assumptions (E-NS) (see Lemma 3.1) are sat-
isfied. Our goal is to prove that they lead to a contradiction. This implies
the validity of Theorem 1.1.
First, we introduce the main idea of the proof (which is taken from [21])
in a heuristic way. It is well known that every Φk = pk +
1
2
|uk|2 satisfies the
linear elliptic equation
∆Φk = ω
2
k +
1
νk
div(Φkuk)− 1
νk
fk · uk, (5.1)
where ωk = curluk and ωk(x) = |ωk(x)|. If fk = 0, then by Hopf’s max-
imum principle, in a subdomain Ω′ b Ω with C2– smooth boundary ∂Ω′
the maximum of Φk is attained at the boundary ∂Ω
′, and if x∗ ∈ ∂Ω′ is a
maximum point, then the normal derivative of Φk at x∗ is strictly positive.
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It is not sufficient to apply this property directly. Instead we will use some
”integral analogs” that lead to a contradiction by using the Coarea formula
(see Lemmas 5.7–7.1). For sufficiently large k we construct a set Ek ⊂ Ω (see
the proof of Lemma 5.9) consisting of level sets of Φk such that Ek separates
the boundary components Γj where Φ 6= 0 from the boundary components
Γi where Φ = 0 and from infinity. On the one hand, the area of each of these
level sets is bounded from below (since they separate the boundary compo-
nents), and by the Coarea formula this implies the estimate from below for∫
Ek
|∇Φk| (see the proof of Lemma 5.9). On the other hand, elliptic equation
(5.1) for Φk, the convergence fk → 0, and boundary conditions (3.103) allow
us to estimate
∫
Ek
|∇Φk|2 from above (see Lemma 5.7), and this asymptoti-
cally contradicts the previous estimate. (We use also isoperimetric inequality,
see the proof of Lemma 5.9, and some elementary Lemmas from real analysis,
see Appendix).
Recall, that by assumptions (SO)
Γj ∩Oz 6= ∅, j = 1, . . . ,M ′,
Γj ∩Oz = ∅, j = M ′ + 1, . . . , N. (5.2)
Consider the constants p̂j from Theorem 4.1 (see also Corollary 4.2). We
need the following fact.
Lemma 5.1. The identity
−ν =
N∑
j=M ′+1
p̂jFj (5.3)
holds.
Proof. We calculate the integral
∫
Ω
(v · ∇)v ·A dx in the equality (3.14)
by using the Euler equations (3.81). In virtue of assumptions (E),
‖p‖L3(Ω) + ‖∇p‖L3/2(Ω) <∞, (5.4)
and by Theorem 4.1 and Corollary 4.2 we have
p(x)|Γj ≡ 0, j = 1, . . . ,M ′, p(x)|Γj ≡ p̂j, j = M ′ + 1, . . . , N.
From the inclusions (5.4) it is easy to deduce
sup
m∈N
∫
|x|=m
|p|2 dS <∞. (5.5)
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Indeed, for balls Bm = B(0,m) we have the uniform estimates∫
Bm\ 12Bm
p2 dx ≤
( ∫
Bm\ 12Bm
p3 dx
) 2
3
·
(
meas
(
Bm \ 1
2
Bm
)) 13 ≤ C1m, (5.6)
∫
Bm\ 12Bm
|p∇p| dx ≤
( ∫
Bm\ 12Bm
p3 dS
) 1
3
·
( ∫
Bm\ 12Bm
|∇p|3/2 dS
) 2
3
≤ C2. (5.7)
Denote σ1 = min
R∈[ 1
2
m,m]
∫
SR
p2 dS, σ2 = max
R∈[ 1
2
m,m]
∫
SR
p2 dS − σ1. Then
σ1 ≤ 2
m
∫
Bm\ 12Bm
p2 dx ≤ 2C1. (5.8)
Analogously, since(∫
SR
p2 dS
)′
R
=
2
R
∫
SR
p2 dS + 2
∫
SR
p∇p · n dS, (5.9)
by (5.6)–(5.7) we have
σ2 ≤ 4
m
∫
Bm\ 12Bm
p2 dx+ 2
∫
Bm\ 12Bm
|p∇p| dx ≤ 4C1 + 2C2. (5.10)
Because of inequality
∫
|x|=m
|p|2 dS ≤ σ1 + σ2, we have proved the required
uniform boundedness of these integrals.
Hence∫
|x|=m
|p||A| dS ≤
( ∫
|x|=m
|p|2dS
) 1
2
( ∫
|x|=m
|A|2dS
) 1
2
→ 0 as m→∞.
Multiplying equations (3.81) by A, integrating by parts in Ωm = {x ∈ Ω :
|x| < m} and passing to a limit as m→∞, we obtain∫
Ω
(v · ∇)v ·A dx = − ∫
Ω
∇p ·A dx = − lim
m→∞
∫
Ωm
div(pA) dx
= −
N∑
j=M+1
p̂jFj + lim
m→∞
∫
|x|=m
pA · n dS
= −
N∑
j=M+1
p̂jFj.
(5.11)
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The required equality (5.3) follows from the last identity and (3.14).
If p̂M+1 = . . . = p̂N = 0, we get
∫
Ω
(v · ∇)v · A dx = 0. However, this
contradicts the equality (5.3). Thus, there is p̂j 6= 0 for some j ∈ {M +
1, . . . , N}.
Further we consider separately three possible cases.
(a) The maximum of Φ is attained at infinity, i.e., it is zero:
0 = ess sup
x∈Ω
Φ(x). (5.12)
(b) The maximum of Φ is attained on a boundary component which does
not intersect the symmetry axis:
0 < p̂N = max
j=M ′+1,...,N
p̂j = ess sup
x∈Ω
Φ(x), (5.13)
(c) The maximum of Φ is not zero and it is not attained14 on ∂Ω:
max
j=M ′+1,...,N
p̂j < ess sup
x∈Ω
Φ(x) > 0. (5.14)
5.1 The case ess sup
x∈Ω
Φ(x) = 0.
Let us consider case (5.12). By Corollary 4.2,
p̂1 = · · · = p̂M ′ = ess sup
x∈Ω
Φ(x) = 0. (5.15)
Since the identity p̂M ′+1 = · · · = p̂N = 0 is impossible, we have that p̂j < 0
for some j ∈ {M ′ + 1, . . . , N}. Change (if necessary) the numbering of the
boundary components ΓM ′+1, . . . , ΓN so that
p̂j = 0, j = 0, . . . ,M, M ≥M ′, (5.16)
p̂M+1 = · · · = p̂N < 0. (5.17)
14The case ess sup
x∈Ω
Φ(x) = +∞ is not excluded.
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Recall, that in our notation P+ = {(0, x2, x3) : x2 > 0, x3 ∈ R}, D =
Ω ∩ P+. Of course, on P+ the coordinates x2, x3 coincides with coordinates
r, z, and Oz = Ox3 is a symmetry axis of Ω. For a set A ⊂ R3 put A˘ := A∩P+.
We receive a contradiction following the arguments of [20], [21]. Take the
positive constant δp = − sup
j=M+1,...,N
Φ(Γj). Our first goal is to separate the
boundary components where Φ < 0 from infinity and from the singularity
axis Oz by level sets of Φ compactly supported in D. More precisely, for any
t ∈ (0, δp) and j = M + 1, . . . , N we construct a continuum Aj(t) b P+ with
the following properties:
(i) The set Γ˘j lies in a bounded connected component of the open set P+\
Aj(t);
(ii) ψ|Aj(t) ≡ const, Φ(Aj(t)) = −t;
(iii) (monotonicity) If 0 < t1 < t2 < δp, then Aj(t1) lies in the unbounded
connected component of the set P+\Aj(t2) (in other words, the set Aj(t2)∪Γ˘j
lies in the bounded connected component of the set P+ \ Aj(t1), see Fig.1).
Fig. 1. The surface Sk(t1, t2, t) for the case of M = 1, N = 2.
For this construction, we shall use the results of Subsection 2.4. To do
it, we have to consider the restrictions of the stream function ψ to suitable
compact subdomains of P+.
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Fix j ∈ {M + 1, . . . , N}. Take rj > 0 such that Lrj ∩ Γj 6= ∅ and the
conditions (4.44) are satisfied with rj instead of r0. In particular,
Lrj ∩Av = ∅, Φ(rj, ·) ∈ C(R), and Φ(rj, z)→ 0 as z →∞. (5.18)
Take monotone sequences of positive numbers εi → 0+, ρi → +∞ such that
εi < inf
(r,z)∈Γ˘j
r and Sεi,ρi ∩ Av = ∅ ∀i ∈ N, (5.19)
lim
i→∞
sup |Φ(Sεi,ρi)| = 0, (5.20)
where Sε,ρ = {(r, z) ∈ P+ : r ≥ ε,
√
r2 + z2 = ρ} (the existence of such
sequences follow from Lemma 4.6).
By Remark 2.2, we can apply Kronrod’s results to the stream func-
tion ψ|D¯εi,ρi , where Dε,ρ = {(r, z) ∈ P+ : r > ε,
√
r2 + z2 < ρ}. Notice
that Γ˘j ⊂ Dεi,ρi . Accordingly, T iψ means the corresponding Kronrod tree for
the restriction ψ|D¯εi,ρi .
For any element C ∈ T iψ with C \ Av 6= ∅ we can define the value Φ(C)
as Φ(C) = Φ(x), where x ∈ C \Av. This definition is correct because of the
Bernoulli Law. (In particular, Φ(C) is well defined if diamC > 0.)
Take xi = (rj, zi) ∈ Sεi,ρi . Denote by Bxi and Bij the elements of T iψ with
xi ∈ Bxi and Γ˘j ⊂ Bij. Consider the arc [Bij, Bxi ] ⊂ T iψ. Recall, that, by
definition, a connected component C of a level set of ψ|D¯εi,ρi belongs to the
arc [Bij, Bxi ] iff C = Bxi , or C = B
i
j, or C separates Bxi from B
i
j in D¯εi,ρi ,
i.e., if Bxi and B
i
j lie in different connected components of D¯εi,ρi \ C. In
particular, since Bxi ∩ Lrj 6= ∅ 6= Bij ∩ Lrj , we have
C ∩ Lrj 6= ∅ ∀C ∈ [Bij, Bxi ]. (5.21)
Therefore, in view of equality
Lrj ∩ Av = ∅ (5.22)
the value Φ(C) is well defined for all C ∈ [Bij, Bxi ]. Moreover, we have
Lemma 5.2. The restriction Φ|[Bij ,Bxi ] is a continuous function.
Proof. The assertion follows immediately15 from the assumptions (5.21)–
(5.22), from the continuity of Φ(rj, ·), and from the definition of convergence
in T iψ (see Subsection 2.4 ).
15See also the proof of Lemma 3.5 in [21].
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Define the natural order on [Bij, Bxi ]. Namely, we say, that A < C for
some different elements A,C ∈ [Bij, Bxi ] iff C closer to Bxi than A, i.e., if the
sets Bxi and C lie in the same connected component of the set D¯εi,ρi \ A.
Put
Kεi = min{C ∈ [Bij, Bxi ] : C ∩ ∂Dεi,ρi 6= ∅}.
The next assertion is an analog of Lemma 4.6 from [21].
Lemma 5.3. Φ(Kεi)→ 0 as i→∞. In particular, |Φ(Kεi)| < |p̂j| = |Φ(Γj)|,
and, consequently, Bij < Kεi for sufficiently large i.
Proof. By definition, Kεi∩∂Dεi,ρi 6= ∅. By construction, ∂Dεi,ρi ⊂ Sεi,ρi∪
Lεi . If Kεi∩Sεi,ρi 6= ∅, then the smallness of Φ(Kεi) follows immediately from
the assumption (5.20). Now let
Kεi ∩ Lεi 6= ∅. (5.23)
Recall, that, by (5.21), we have also
Kεi ∩ Lrj 6= ∅. (5.24)
Now the smallness of Φ(Kεi) follows from Theorem 4.4.
In view of above Lemma we may assume without loss of generality that
|Φ(Kεi)| < |p̂j| = |Φ(Γj)| and Bij < Kεi ∀i ∈ N. (5.25)
By construction,
C ∩ ∂Dεi,ρi = ∅ ∀C ∈ [Bij, Kεi). (5.26)
In particular,
Bij ∩ ∂Dεi,ρi = ∅ ∀i ∈ N. (5.27)
Therefore, really Bij does not depend on i, so we have
Bij ≡ Bj ∀i ∈ N (5.28)
for some continuum Bj. Also, by equality
Kεi = sup{C ∈ [Bj, Bxi ] : C ∩ ∂Dεi,ρi = ∅}
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and by inclusions Dεi,ρi b Dεi+1,ρi+1 we have
[Bj, Kεi) ⊂ [Bj, Kεi+1) ∀i ∈ N, (5.29)
where, as usual, [Bj, Kεi) = [Kεi , Bj] \ {Kεi}. Denote
[Bj,∞) =
⋃
i∈N
[Bj, Kεi).
The set [Bj,∞) inherits the order and the topology from the arcs [Bj, Kεi).
Obviously, [Bj,∞) is homeomorphic to the ray [0,∞) ⊂ R.
By construction, we have the following properties of the set [Bj,∞).
(∗1) each element C ∈ [Bj,∞) is a continuum, C b P+, and the set Γ˘j
lies in a bounded connected component of the open set P+ \ C for C 6= Bj.
(∗2) ψ|C ≡ const for all C ∈ [Bj,∞).
(∗3) (monotonicity) If C ′, C ′′ ∈ [Bj,∞) and C ′ < C ′′, then C ′′ lies in the
unbounded connected component of the set P+ \C ′; i.e., the set C ′ ∪Bj lies
in the bounded connected component of the set P+ \ C ′′.
(∗4) (continuity) If Cm → C0 ∈ [Bj,∞), then sup
x∈Cm
dist(x,C0) → 0 and
Φ(Cm)→ Φ(C0) as m→∞. In particular, Φ|[Bj ,∞) is a continuous function.
(∗5) (range of values) Φ(C) < 0 for every C ∈ [Bj,∞). Moreover, if
[Bj,∞) 3 Cm →∞ as m→∞, then Φ(Cm)→ 0 as m→∞.
In the last property we use the following natural definition: for a sequence
Cm ∈ [Bj,∞) we say that Cm →∞ as m→∞ if for any i ∈ N there exists
M(i) such that Cm /∈ [Bj, Kεi) for all m > M(i).
We say that a set Z ⊂ [Bj,∞) has T -measure zero if H1({ψ(C) : C ∈
Z}) = 0.
Lemma 5.4. For every j = M + 1, . . . , N , T -almost all C ∈ [Bj,∞) are C1-
curves homeomorphic to the circle and C ∩ Av = ∅. Moreover, there exists
a subsequence Φkl such that Φkl |C converges to Φ|C uniformly Φkl |C ⇒ Φ|C
on T -almost all C ∈ [Bj,∞).
Below we assume (without loss of generality) that the subsequence Φkl
coincides with the whole sequence Φk.
Proof. The first assertion of the lemma follows from Theorem 2.1 (iii)
and (5.26). The validity of the second one for T -almost all C ∈ [Bj,∞) was
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proved in [17, Lemma 3.3].
Below we will call regular the cycles C which satisfy the assertion of
Lemma 5.4.
Since diamC > 0 for every C ∈ [Bj,∞), by [21, Lemma 3.6] we obtain
that the function Φ|[Bj ,∞) has the following analog of Luzin’s N -property.
Lemma 5.5. For every j = M + 1, . . . , N , if Z ⊂ [Bj,∞) has T -measure
zero, then H1({Φ(C) : C ∈ Z}) = 0.
From the last two assertions we get
Corollary 5.3. For every j = M + 1, . . . , N and for almost all t ∈ (0, |p̂j|)
we have (
C ∈ [Bj,∞) and Φ(C) = −t
)⇒ C is a regular cycle.
Below we will say that a value t ∈ (0, δp) is regular if it satisfies the
assertion of Corollary 5.3. Denote by T the set of all regular values. Then
the set (0, δp) \T has zero measure.
For t ∈ (0, δp) and j ∈ {M + 1, . . . , N} denote
Aj(t) = max{C ∈ [Bj,∞) : Φ(C) = −t}.
By construction, the function Aj(t) is nonincreasing and satisfies the prop-
erties (i)–(iii) from the beginning of this subsection. Moreover, by definition
of regular values we have the following additional property:
(iv) If t ∈ T , then Aj(t) is a regular cycle16.
For t ∈ T denote by V (t) the unbounded connected component of the
open set D\ (∪Nj=M+1Aj(t)). Since Aj1(t) can not separate Aj2(t) from infin-
ity17 for Aj1(t) 6= Aj2(t), we have
D ∩ ∂V (t) = AM+1(t) ∪ · · · ∪ AN(t).
16Some of these cycles Aj(t) could coincide, i.e., equalities of type Aj1(t) = Aj2(t) are
possible (if Kronrod arcs [Bj1 ,∞) and [Bj2 ,∞) have nontrivial intersection), but this
a priori possibility has no influence on our arguments.
17Indeed, if Aj2(t) lies in a bounded component of D \ Aj1(t), then by construction
Aj1(t) ∈ [Bj2 ,∞) and Aj1(t) > Aj2(t) with respect to the above defined order on [Bj2 ,∞),
but it contradicts the definition of Aj1(t) = max{C ∈ [Bj2 ,∞) : Φ(C) = −t}.
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By construction, the sequence of domains V (t) is increasing, i.e., V (t1) ⊂
V (t2) for t1 < t2. Hence, the sequence of sets (∂D)∩(∂V (t)) is nondecreasing:
(∂D) ∩ ∂V (t1) j (∂D) ∩ ∂V (t2) if t1 < t2. (5.30)
Every set (∂D) ∩ ∂V (t) \ Oz consists of several components Γ˘l with l ≤
M (since cycles ∪Nj=M+1Aj(t) separate infinity from Γ˘M+1, . . . , Γ˘N , but not
necessary from other Γ˘l ). Since there are only finitely many components Γ˘l,
using monotonicity property (5.30) we conclude that for sufficiently small t
the set (∂D) ∩ (∂V (t)) is independent of t. So we may assume, without loss
of generality, that (∂D) ∩ (∂V (t)) \ Oz = Γ˘1 ∪ · · · ∪ Γ˘K for t ∈ T , where
M ′ ≤ K ≤M . Therefore,
∂V (t) \Oz = Γ˘1 ∪ · · · ∪ Γ˘K ∪ AM+1(t) ∪ · · · ∪ AN(t), t ∈ T . (5.31)
Let t1, t2 ∈ T and t1 < t2. The next geometrical objects plays an im-
portant role in the estimates below: for t ∈ (t1, t2) we define the level
set Sk(t, t1, t2) ⊂ {x ∈ D : Φk(x) = −t} separating cycles ∪Nj=M+1Aj(t1)
from ∪Nj=M+1Aj(t2) as follows. Namely, take arbitrary t′, t′′ ∈ T such that
t1 < t
′ < t′′ < t2. From Properties (ii),(iv) we have the uniform convergence
Φk|Aj(t1) ⇒ −t1, Φk|Aj(t2) ⇒ −t2 as k → ∞ for every j = M + 1, . . . , N .
Thus there exists k◦ = k◦(t1, t2, t′, t′′) ∈ N such that for all k ≥ k◦
Φk|Aj(t1) > −t′, Φk|Aj(t2) < −t′′ ∀j = M + 1, . . . , N. (5.32)
In particular,
∀t ∈ [t′, t′′] ∀k ≥ k◦ Φk|Aj(t1) > −t, Φk|Aj(t2) < −t,
∀j = M + 1, . . . , N.
(5.33)
For k ≥ k◦, j = M + 1, . . . , N , and t ∈ [t′, t′′] denote by W jk (t1, t2; t) the
connected component of the open set {x ∈ V (t2) \ V (t1) : Φk(x) > −t} such
that ∂W jk (t1, t2; t) ⊃ Aj(t1) (see Fig.1) and put
Wk(t1, t2; t) =
N⋃
j=M+1
W jk (t1, t2; t), Sk(t1, t2; t) = (∂Wk(t1, t2; t))∩V (t2)\V (t1).
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Clearly, Φk ≡ −t on Sk(t1, t2; t). By construction (see Fig.1),
∂Wk(t1, t2; t) = Sk(t1, t2; t) ∪ AM+1(t1) ∪ · · · ∪ AN(t1). (5.34)
(Note that Wk(t1, t2; t)) and Sk(t1, t2; t) are well defined for all t ∈ [t′, t′′] and
k ≥ k◦ = k◦(t1, t2, t′, t′′).)
Since by (E–NS) each Φk belongs to W
2,2
loc (D), by the Morse-Sard theorem
for Sobolev functions (see Theorem 2.1) we have that for almost all t ∈ [t′, t′′]
the level set Sk(t1, t2; t) consists of finitely many C
1-cycles and Φk is differ-
entiable (in classical sense) at every point x ∈ Sk(t1, t2; t) with ∇Φk(x) 6= 0.
The values t ∈ [t′, t′′] having the above property will be called k-regular.
Recall, that for a set A ⊂ P+ we denote by A˜ the set in R3 obtained by
rotation of A around Oz-axis. By construction, for every regular value t ∈
[t′, t′′] the set S˜k(t′, t′′; t) is a finite union of smooth surfaces (tori), and∫
S˜k(t1,t2;t)
∇Φk · n dS = −
∫
S˜k(t1,t2;t)
|∇Φk| dS < 0, (5.35)
where n is the unit outward normal vector to ∂W˜k(t1, t2; t).
For h > 0 denote Γh = {x ∈ Ω : dist(x,Γ1 ∪ · · · ∪ ΓK) = h)}, Ωh = {x ∈
Ω : dist(x,Γ1 ∪ · · · ∪ ΓK) < h)}. Since the distance function dist(x, ∂Ω) is
C1–regular and the norm of its gradient is equal to one in the neighborhood
of ∂Ω, there is a constant δ0 > 0 such that for every h ≤ δ0 the set Γh is a
union of K C1-smooth surfaces homeomorphic to balls or torus, and
H2(Γh) ≤ c0 ∀h ∈ (0, δ0], (5.36)
where the constant c0 = 3H
2(Γ1 ∪ · · · ∪ ΓK) is independent of h.
By direct calculations, (4.1) implies
∇Φ = v × ω in Ω, (5.37)
where ω = curlv, i.e.,
ω = (ωr, ωθ, ωz) =
(−∂vθ
∂z
,
∂vr
∂z
− ∂vz
∂r
,
vθ
r
+
∂vθ
∂r
)
.
Set ω(x) = |ω(x)|. Since Φ 6= const on V (t), (5.37) implies ∫
V˜ (t)
ω2 dx > 0
for every t ∈ T . Hence, from the weak convergence ωk ⇀ ω in L2(Ω) (recall,
that ωk = curluk, ωk(x) = |ωk(x)| ) it follows
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Lemma 5.6. For any t ∈ T there exist constants εt > 0, δt ∈ (0, δ0) and
kt ∈ N such that for all k ≥ kt
Aj(t) b
1
2
Bk, Ωδt ∩ Aj(t) = ∅, j = M + 1, . . . , N,
Γj b
1
2
Bk, j = 1, . . . , N,
and ∫
V˜ (t)∩ 1
2
Bk\Ωδt
ω2k dx > εt. (5.38)
Here Bk = {x ∈ R3 : |x| < Rk} are the balls where the solutions uk ∈
W 1,2(Ω ∩Bk) are defined.
Now we are ready to prove the key estimate.
Lemma 5.7. For any t1, t2, t
′, t′′ ∈ T with t1 < t′ < t′′ < t2 there exists
k∗ = k∗(t1, t2, t′, t′′) such that for every k ≥ k∗ and for almost all t ∈ [t1, t2]
the inequality∫
S˜k(t1,t2;t)
|∇Φk| dS < Ft, (5.39)
holds with the constant F independent of t, t1, t2, t′, t′′ and k.
Proof. Fix t1, t2, t
′, t′′ ∈ T with t1 < t′ < t′′ < t2. Below we always
assume that k ≥ k◦(t1, t2, t′, t′′) (see (5.32)–(5.33) ), in particular, the set
Sk(t1, t2; t) is well defined for all t ∈ [t′, t′′]. We assume also that Rk > 2 and
k ≥ kt1 (see Lemma 5.6).
The main idea of the proof of (5.39) is quite simple: we will integrate the
equation
∆Φk = ω
2
k +
1
νk
div(Φkuk)− 1
νk
fk · uk (5.40)
over the suitable domain Ωk(t) with ∂Ωk(t) ⊃ S˜k(t1, t2; t) such that the cor-
responding boundary integrals∣∣∣∣ ∫(
∂Ωk(t)
)
\S˜k(t1,t2;t)
∇Φk · n dS
∣∣∣∣ (5.41)
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1νk
∣∣∣∣ ∫(
∂Ωk(t)
)
\S˜k(t1,t2;t)
Φkuk · n dS
∣∣∣∣ (5.42)
are negligible. We split the construction of the domain Ωk(t) into several
steps.
Step 1. We claim that for any ε > 0 the estimate
1
R2
∣∣∣∣∫
SR
Φk dS
∣∣∣∣ < ε (5.43)
holds for sufficiently large R uniformly with respect to k. Indeed, the weak
convergence Φk ⇀ Φ in W
1,3/2
loc (Ω) implies
1
R2∗
∣∣∣∣ ∫
SR∗
Φk dS
∣∣∣∣→ 1R2∗
∣∣∣∣ ∫
SR∗
Φ dS
∣∣∣∣ (5.44)
for any fixed R∗ > R0. Take Rε > R0 sufficiently large such that
1
R2ε
∣∣∣∣ ∫
SRε
Φ dS
∣∣∣∣ < ε2 (5.45)
(this inequality holds for sufficiently large Rε because of the inclusion Φ ∈
L3(Ω)∩D1,3/2(Ω), see the proof of (5.5) ). Take arbitrary R ∈ [Rε, Rk]. Then
R ≤ 2lRε for some l ∈ N. We have∣∣∣∣ 1R2
∫
SR
Φk dS − 1
R2ε
∫
SRε
Φk dS
∣∣∣∣ = ∣∣∣∣ ∫
|x|∈[Rε,R]
1
|x|3x · ∇Φk dx
∣∣∣∣
≤
∣∣∣∣ l−1∑
m=0
∫
|x|∈[2mRε,2m+1Rε]
1
|x|3x · ∇Φk dx
∣∣∣∣
≤
l−1∑
m=0
( ∫
|x|∈[2mRε,2m+1Rε]
|∇Φk| 32 dx
) 2
3
( ∫
|x|∈[2mRε,2m+1Rε]
1
|x|6 dx
) 1
3
≤ C
l−1∑
m=0
√
2mRε
1
2mRε
≤ C ′ 1√
Rε
,
(5.46)
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where the constants C, C ′ do not depend on l and k (here we have used the
estimate (3.12) ). Consequently, if we take a sufficiently large Rε, then∣∣∣∣ 1R2
∫
SR
Φk dS − 1
R2ε
∫
SRε
Φk dS
∣∣∣∣ < ε2
for all k ∈ N and R > Rε. Now the required estimate (5.43) follows from the
last inequality and formulas (5.45), (5.44) (with R∗ = Rε).
Step 2. By direct calculations, (3.10) implies
∇Φk = −νk curl ωk + ωk × uk + fk = −νk curl ωk + ωk × uk + ν
2
k
ν2
curl b.
By the Stokes theorem, for any C1-smooth closed surface S ⊂ Ω and g ∈
W 2,2(Ω) we have ∫
S
curlg · n dS = 0.
So, in particular,∫
S
∇Φk · n dS =
∫
S
(ωk × uk) · n dS. (5.47)
Since by construction for every x ∈ SRk = {y ∈ R3 : |y| = Rk} there holds
the equality
uk(x) ≡ νk
ν
A(x) ≡ −νk
∑N
i=1 Fi
4piν
x
|x|3 , (5.48)
we see that∫
SRk
∇Φk · n dS = 0. (5.49)
Indeed, by (5.48) the vector uk(x) is parallel to x for every x ∈ SRk , con-
sequently, ωk(x) × uk(x) is perpendicular to x for x ∈ SRk , and by virtue
of (5.47) we obtain (5.49).
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Furthermore, using (5.48) we get
1
νk
∣∣∣∣ ∫
SRk
Φkuk · n dS
∣∣∣∣ = CR2k
∣∣∣∣ ∫
SRk
Φk dS
∣∣∣∣. (5.50)
Thus applying (5.43) for sufficiently large k we have
1
νk
∣∣∣∣ ∫
SRk
Φkuk · n dS
∣∣∣∣ < ε. (5.51)
Step 3. Denote Γ0 = Γ1 ∪ · · · ∪ ΓK . Recall, that by the pressure nor-
malization condition,
Φ|Γ0 = 0. (5.52)
From uniform boundedness ‖Φk‖L3(Ωδ0 ) + ‖∇Φk‖L3/2(Ωδ0 ) ≤ C we easily have∫
Γh
Φ2k dS < σ0 ∀h ∈ (0, δ0] ∀k ∈ N, (5.53)
where σ0 > 0 is independent of k, h (recall, that Ωh = {x ∈ Ω : dist(x,Γ0) ≤
h}, Γh = {x ∈ Ω : dist(x,Γ0) = h} ). For r0 > 0 denote
Tr0 = {(x1, x2, x3) ∈ R3 : x21 + x22 < r20},
Cr0 = ∂Tr0 = {(x1, x2, x3) ∈ R3 : x21 + x22 = r20}.
We claim, that for every r0 > 0 and for any σ > 0 there exist constants
δr0(σ) ∈ (0, δ0), kr0(σ) ∈ N such that∫
Γh\Tr0
Φ2k dS < σ
2 ∀h ∈ (0, δr0(σ)] ∀k ≥ kr0(σ). (5.54)
Indeed, by the classical formula of changing variables in integral, there exists
a constant δ1 ∈ (0, δ0) such that for h′ < h′′ < δ1 the following formula∫
Γh′′
g2 dS ≤ C1(h′, h′′)
∫
Γh′
g2 dS+
+C2(h
′, h′′)
∫
Ωh′′\Ωh′
|g∇g| dx, ∀g ∈ W 1,3/2(Ωh),
(5.55)
49
holds. Here C1(h
′, h′′) → 1 and C2(h′, h′′) → 2 as |h′ − h′′| → 0. Then
the boundary conditions (5.52) and ‖Φ‖L3 + ‖∇Φ‖L3/2 < ∞ imply that for
every σ > 0 there exists hσ ∈ (0, δ1) such that∫
Γh
Φ2 dS <
1
6
σ2 ∀h ∈ (0, hσ], (5.56)
∫
Ωhσ
|Φ∇Φ| dx < 1
6
σ2. (5.57)
From the weak convergence ∇Φk ⇀ ∇Φ in L3/2(Ωhσ), the axial symmetry
and from the Sobolev embedding theorems for plane domains it follows that
Φk → Φ strongly in L3(Ωhσ \Tr0) for any fixed r0 > 0. Thus Φk∇Φk → Φ∇Φ
strongly in L1(Ωhσ \ Tr0) and, consequently,∫
Ωhσ\Tr0
|Φk∇Φk| dx < 1
6
σ2 for sufficiently large k. (5.58)
Moreover, the uniform convergence Φk|Γh\Tr0 ⇒ Φ|Γh\Tr0 holds18 as k → ∞
for almost all h ∈ (0, hσ) (see [2], [17]19; cf. also with Lemma 5.4 above). The
last assertion, together with (5.58), (5.56), and (5.55) implies the required
claim (5.54).
Our purpose on the next several steps is as follows: for arbitrary ε > 0 and
for sufficiently large k to construct a surface Sk(ε) ⊂ Ωh, h  1, separating
Γ0 from other boundary components and from infinity such that∣∣∣∣ ∫
Sk(ε)
∇Φk · n dS
∣∣∣∣ = ∣∣∣∣ ∫
Sk(ε)
(ωk × uk) · n dS
∣∣∣∣ < 3ε, (5.59)
1
νk
∣∣∣∣ ∫
Sk(ε)
Φkuk dS
∣∣∣∣ < 3ε. (5.60)
18The convergence holds possibly only over a subsequence, which we denote again by
Φk.
19In [2] Amick proved the uniform convergence Φk ⇒ Φ on almost all circles. However,
his method can be easily modified to prove the uniform convergence on almost all level
lines of every C1-smooth function with nonzero gradient. Such modification was done in
the proof of Lemma 3.3 of [17].
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This construction is more complicated because of the singularity axis Oz: we
do not have the uniform smallness of
∫
Γh
Φ2 dS near the singularity line; these
integrals are only uniformly bounded (see (5.53), (5.54) ).
Recall, that in our notation uk =
νk
ν
A + wk, where wk ∈ H(Ω),
‖wk‖H(Ω) = 1, and A is a solenoidal extension of a from Lemma 2.1.
Step 4. We claim that for arbitrary ε > 0 there exists a constant r0 =
r0(ε) > 0 such that
νk
ν
∫
Γh∩T2r0
(|A| · |∇A|+ |A| · |∇wk|+ |wk| · |∇A|) dS < ε ∀h ∈ (0, δ0], (5.61)
ν2k
ν2
∫
Γh∩T2r0
|A|2 dS < 1
3
εσ20 ∀h ∈ (0, δ0], (5.62)
where σ0 is a constant from (5.53). This claim is easily deduced from the
uniform estimates
‖A‖L∞(Ω) ≤ C‖A‖W 2,2(Ω) <∞, (5.63)
‖νkuk‖W 2,3/2(Ωδ0 ) ≤ C, (5.64)
where C is independent of k (the last inequality follows from the construction
(see (3.10) ) by well-known estimates [1], [36] for the solutions to the Stokes
system, see also formula (2.12) of the present paper). For example, prove
that for sufficiently small r0 the estimate
νk
ν
∫
Γh∩T2r0
|A| · |∇wk| dS < ε ∀h ∈ (0, δ0] (5.65)
holds for all k. Indeed, (5.64) implies ‖νk∇wk‖W 1,3/2(Ωδ0 ) ≤ C1, consequently,
by Sobolev Imbedding Theorem,∫
Γh
ν2k |∇wk|2 dS ≤ C2 ∀h ∈ (0, δ0], (5.66)
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where C2 does not depend on h, k. Thus
νk
ν
∫
Γh∩T2r0
|A| · |∇wk| dS
≤ 1
ν
‖A‖L∞(Ω)
(∫
Γh
ν2k |∇wk|2 dS
) 1
2
H2(T2r0 ∩ Γh)
1
2 ≤ C3√r0,
(5.67)
that gives the required estimate (5.65) (here H2 means the two-dimensional
Hausdorff measure, i.e., area of the set). Other estimates in (5.61)–(5.62) are
proved analogously.
Step 5. Take arbitrary ε > 0 and λ > 0. We claim that for sufficiently
large k there exists a distance h¯k = h¯k(ε, λ) such that
h¯k ∈ (λν2k , λν2kjε], (5.68)
∫
Γh¯k
|wk|2 < c1λν2kjε, (5.69)
∫
Γh¯k
|wk| · |∇wk| dS < ε, (5.70)
νk
ν
∫
Γh¯k
(|A| · |∇A|+ |A| · |∇wk|+ |wk| · |∇A|) dS < c2√
λ
, (5.71)
where jε ∈ N depends on ε only, and c1, c2 are independent of k, ε, λ.
To prove the above claim, fix λ > 0 and ε > 0 and put hj = λν
2
kj,
Uj = {x ∈ Ω : dist(x,Γ0) ∈ (hj−1, hj)}, ξj = sup
h≤hj
∫
Γh
w2k dS. Then
ξj ≤ c
∫
U1∪···∪Uj
|wk| · |∇wk| dx ≤ c
( ∫
U1∪···∪Uj
|wk|2 dx
) 1
2
( ∫
U1∪···∪Uj
|∇wk|2 dx
) 1
2
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≤ c(ξjhj) 12
(here we use the identities ‖∇wk‖L2(Ω) = 1 and
∫
U1∪···∪Uj
|wk|2 dx =∫ hj
0
dh
∫
Γh
w2k dS ). Hence ξj ≤ c1hj with c1 = c2, i.e.,∫
Γh
w2k dS ≤ c1λν2kj ∀h ≤ hj. (5.72)
Consequently,
∫
Uj
|wk| · |∇wk| dx ≤
(∫
Uj
|wk|2 dx
) 1
2
·
(∫
Uj
|∇wk|2 dx
) 1
2
≤ c3
(
λν2kj[hj − hj−1]
) 1
2
·
(∫
Uj
|∇wk|2 dx
) 1
2
= c3[hj − hj−1]
(
j
∫
Uj
|∇wk|2 dx
) 1
2
.
(5.73)
We need to find an index j ∈ N such that the right-hand side of the last
inequality is sufficiently small. To this end, denote jmax = min{j ∈ N :
c23j
∫
Uj
|∇wk|2 dx < 14ε2}, i.e.,
∫
Uj
|∇wk|2 dx ≥ ε
2
4jc23
∀j < jmax.
Therefore, by virtue of
∫
Ω
|∇wk|2 dx = 1 and 1 + 12 + · · · + 1jmax ∼ ln jmax we
have jmax < c4 exp
(4c23
ε2
)
+ 1. Denote the right-hand side of the last estimate
by jε, i.e., jε = c4 exp
(4c23
ε2
)
+ 1. By construction, jε is independent of k, λ.
We assume here that k is sufficiently large so that hjmax ≤ hjε < δ0. By
choice of jmax we get
1
hjmax − hjmax−1
∫
Uj
|wk| · |∇wk| dx < ε
2
. (5.74)
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We have also for arbitrary nonnegative function f ∈ L2(Ω)
νk
∫
Uj
f dx ≤ c5νk
(∫
Uj
f 2 dx
) 1
2
· [hj − hj−1] 12
= c5
1√
λ
[hj − hj−1]
(∫
Uj
f 2 dx
) 1
2
.
(5.75)
Applying this fact to the function in the left-hand side of (5.71), we obtain
νk
ν[hjmax − hjmax−1]
∫
Ujmax
(|A| · |∇A|+ |A| · |∇wk|+ |wk| · |∇A|) dS
<
c2
2
√
λ
.
(5.76)
Estimates (5.74) and (5.76) together with identity
∫
Ujmax
f dx =
hjmax∫
hjmax−1
dh
∫
Γh
f dS
imply the existence of h¯k ∈ (hjmax−1, hjmax) with the required properties
(5.70)–(5.71). By construction, the property (5.68) is fulfilled as well,
and (5.69) follows immediately from (5.72). This finishes the proof of the
claim of Step 5.
Step 6. Now let us define the target surface Sk(ε) with properties (5.59)–
(5.60). Take arbitrary ε > 0 and fix it. We apply the last Step 5 two times.
First, take λ′ > 0 sufficiently large in order to satisfy the condition
c2√
λ′
< ε, (5.77)
where c2 is a constant from the estimate (5.71). Let h¯
′
k be the corresponding
distance from Step 5. Take the parameter r0 > 0 from Step 4. Since h¯
′
k →
0 as k → ∞, from (5.54) and (5.69) we have for sufficiently large k the
inequality
1
νk
∣∣∣∣ ∫
Γh¯′
k
\Tr0
Φkuk dS
∣∣∣∣ < ε. (5.78)
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Furthermore, estimates (5.70)–(5.71) yield∫
Γh¯′
k
|uk| · |∇uk| dS < 2ε. (5.79)
Second, take λ′′ > 0 sufficiently small such that
λ′′jεσ0 <
1
3
ε2, (5.80)
where jε, σ0 are parameters from formulas (5.69) and (5.53). Let h¯
′′
k be the
corresponding distance from Step 4. Then, by formulas (5.69), (5.62) and
(5.53), we have
1
νk
∣∣∣∣ ∫
Γh¯′′
k
∩T2r0
Φkuk dS
∣∣∣∣ < ε (5.81)
for sufficiently large k. Moreover, from (5.61) and (5.70) it follows that∫
Γh¯′′
k
∩T2r0
|uk| · |∇uk| dS < 2ε. (5.82)
The required surface Sk(ε) will be the union of three parts (see Fig.2): Γh¯′k \
Tr1 with Γh¯′′k ∩ Tr1 and Cr1 ∩ Ωh¯′k \ Ωh¯′′k , where r1 ∈ [r0, 2r0] is such that the
following conditions∫
Cr1∩Ωh¯′
k
|uk| · |∇uk| dS < ε, (5.83)
1
νk
∣∣∣∣ ∫
Cr1∩Ωh¯′
k
Φkuk dS
∣∣∣∣ < ε (5.84)
hold (we want to achieve the required properties (5.59)–(5.60)).
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Fig. 2. The domain Ωk(t) for the case M = K = 1, N = 2, Γ0 = Γ1.
So, to finish the construction Sk(ε), we need to prove the existence
of r1 ∈ [r0, 2r0] with properties (5.83)–(5.84). By one dimensional Poincare`
inequality (applied on segments parallel to Oz-axis during the integration by
Fubini theorem) we have∫
T2r0∩Ωh¯′k
w2k dx < C(r0)(h
′
k)
2
∫
T2r0∩Ωh¯′k
|∇wk|2 dx ≤ C(ε, r0)ν4k (5.85)
(second inequality follows from the estimate h′k ≤ c(ε)ν2k , see (5.68) and the
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beginning of Step 6 ). Therefore,∫
T2r0∩Ωh¯′k
u2k dx ≤ C ′(ε, r0)ν4k , (5.86)
∫
T2r0∩Ωh¯′k
|uk| · |∇uk| dx ≤ C ′′(ε, r0)ν2k . (5.87)
Here we have used the identity uk = wk+
νk
ν
A and the estimate ‖A‖L∞ <∞ .
By Fubini Theorem, for an integrable function f the identity
∫
T2r0∩Ωh¯′k
f =
2r0∫
0
dr
∫
Cr∩Ωh¯′
k
f dS
holds. Therefore we can choose r1 ∈ [r0, 2r0] satisfying∫
Cr1∩Ωh¯′
k
u2k dS ≤
1
r0
C ′(ε, r0)ν4k , (5.88)
∫
Cr1∩Ωh¯′
k
|uk| · |∇uk| dS ≤ 1
r0
C ′′(ε, r0)ν2k . (5.89)
Since νk → 0 as k → ∞, but r0 and ε are fixed (they do not depend on k),
the estimates (5.86)–(5.87) imply (5.88)–(5.89) for sufficiently large k.
So, we have constructed the required Lipschitz surface Sk(ε) ⊂ Ω2h¯′k with
properties (5.59)–(5.60) which separates Γ0 = Γ1∪· · ·∪ΓK from other bound-
ary components and from infinity. Denote by Ωkε the bounded domain with
the boundary ∂Ωkε = Sk(ε). By construction, Γ0 b Ωkε and∫
Sk(ε)
|uk|2 dS → 0 (5.90)
as k →∞ (see (5.88), (5.69), (5.63) ).
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Step 7. Take arbitrary ε > 0 and fix it (the precise value of ε will
be specified below). Now, for t ∈ T ∩ [t′, t′′] and sufficiently large k (in
particular, such that the claims of previous Steps are fulfilled) consider the
domain (see Fig.2)
Ωk(t) =
[
V˜ (t1) ∪ W˜k(t1, t2; t)
] ∩Bk \ Ωkε.
Recall, Bk = {x ∈ R3 : |x| < Rk} are the balls where the solutions
uk ∈ W 1,2(Ω ∩ Bk) are defined, the sets V (t1) and Wk(t1, t2; t) were defined
previously (see text after Corollary 5.3), and for a set A ⊂ P+ we denote by
A˜ the set in R3 obtained by rotation of A around Oz-axis.
By construction (see Fig.2), ∂Ωk(t) = S˜k(t1, t2; t)∪SRk ∪Sk(ε). Integrat-
ing the equation
∆Φk = ω
2
k +
1
νk
div(Φkuk)− 1
νk
fk · uk (5.91)
over the domain Ωk(t), we have∫
S˜k(t1,t2;t)
∇Φk · n dS +
∫
SRk∪Sk(ε)
∇Φk · n dS =
∫
Ωk(t)
ω2k dx−
1
νk
∫
Ωk(t)
fk · uk dx
+
1
νk
∫
S˜k(t1,t2;t)
Φkuk · n dS + 1
νk
∫
SRk∪Sk(ε)
Φkuk · n dS
=
∫
Ωk(t)
ω2k dx−
1
νk
∫
Ωk(t)
fk · uk dx− tF¯ + 1
νk
∫
SRk∪Sk(ε)
Φkuk · n dS, (5.92)
where F¯ = 1
ν
(FK+1 + · · · + FN) (here we use the identity Φk ≡ −t on
S˜k(t1, t2; t) ). In view of (5.35), (5.49), (5.51) and (5.59)–(5.60) we can esti-
mate ∫
S˜k(t1,t2;t)
|∇Φk| dS ≤ tF + 8ε+ 1
νk
∫
Ωk(t)
fk · uk dx−
∫
Ωk(t)
ω2k dx (5.93)
with F = |F¯ |. By definition, 1
νk
‖fk‖L6/5(Ω) = νkν2‖f‖L6/5(Ω) → 0 as k → ∞.
Therefore, using the uniform estimate ‖uk‖L6(Ωk) ≤ const, we have∣∣∣ 1
νk
∫
Ωk(t)
fk · uk dx
∣∣∣ < ε
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for sufficiently large k. Then (5.93) yields∫
S˜k(t1,t2;t)
|∇Φk| dS < tF + 9ε−
∫
Ωk(t)
ω2k dx. (5.94)
Choosing ε sufficiently small so that 9ε < εt (see (5.38)) and a sufficiently
large k (with h¯′k < δt), we deduce from (5.38) that
9ε−
∫
Ωk(t)
ω2k dx ≤ 9ε−
∫
V˜ (t1)∩Bk\Ωh¯′
k
ω2k dx < 0.
Estimate (5.39) is proved.
We need the following technical fact from the one-dimensional real anal-
ysis.
Lemma 5.8. Let f : S → R be a positive decreasing function defined on
a measurable set S ⊂ (0, δ) with meas[(0, δ) \S ] = 0. Then
sup
t1,t2∈S
[f(t2)]
4
3 (t2 − t1)
(t2 + t1)(f(t1)− f(t2)) =∞. (5.95)
The proof of this fact is elementary, see Appendix.
Below we will use the key estimate (5.39) to prove some geometrical
relations that contradict Lemma 5.8.
For t ∈ T denote by U(t) the union of bounded connected components
(tori) of the set R3 \ (∪Nj=M+1A˜j(t)). By construction, U(t2) b U(t1) for
t1 < t2.
Lemma 5.9. For any t1, t2 ∈ T with t1 < t2 the estimate
measU(t2)
4
3 ≤ C t2 + t1
t2 − t1
[
measU(t1)−measU(t2)
]
(5.96)
holds with the constant C independent of t1, t2.
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Proof. Fix t1, t2 ∈ T with t1 < t2. Take a pair t′, t′′ ∈ T such that
t1 < t
′ < t′′ < t2. For k ≥ k∗(t1, t2, t′, t′′) (see Lemma 5.7) put
Ek =
⋃
t∈[t′,t′′]
S˜k(t1, t2; t).
By the Coarea formula (see, e.g, [27]), for any integrable function g : Ek → R
the equality
∫
Ek
g|∇Φk| dx =
t′′∫
t′
∫
S˜k(t1,t2;t)
g(x) dH2(x) dt (5.97)
holds. In particular, taking g = |∇Φk| and using (5.39), we obtain
∫
Ek
|∇Φk|2 dx =
t′′∫
t′
∫
S˜k(t1,t2;t)
|∇Φk|(x) dH2(x) dt
≤
t′′∫
t′
Ft dt = F
2
(
(t′′)2 − (t′)2). (5.98)
Now, taking g = 1 in (5.97) and using the Ho¨lder inequality we have
t′′∫
t′
H2
(
S˜k(t1, t2; t)
)
dt =
∫
Ek
|∇Φk| dx
≤
(∫
Ek
|∇Φk|2 dx
) 1
2 (
meas(Ek)
) 1
2 ≤
√
F
2
(
(t′′)2 − (t′)2)meas(Ek).
(5.99)
By construction (see property (iii) in the beginning of Subsection 5.1), each of
the sets Aj(t1) and Aj(t2) is a smooth cycle surrounding the component Γ˘j
for j = M + 1, . . . , N , moreover, the cycle Aj(t1) lies in the unbounded
connected component of the open set P+ \ Aj(t2). Furthermore, for almost
all t ∈ [t′, t′′] the set Sk(t1, t2; t) is a finite union of smooth cycles in P+
and Sk(t1, t2; t) separates Aj(t1) from Aj(t2) for all j = M + 1, . . . , N . In
particular, the set U(t2) is contained in the union of bounded connected
components of R3 \ S˜k(t1, t2; t). Then by the isoperimetric inequality (see,
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e.g., [11]), H2
(
S˜k(t1, t2; t)
) ≥ C∗(measU(t2)) 23 for t ∈ [t′, t′′]. Therefore,
(5.99) implies(
measU(t2)
) 4
3 (t′′ − t′)2 ≤ C((t′′)2 − (t′)2)meas(Ek). (5.100)
On the other hand, by definition, Sk(t1, t2; t) ⊂ V (t2) \ V (t1). Consequently,
S˜k(t1, t2; t) ⊂ U(t1) \ U(t2) for all t ∈ [t′, t′′], hence from (5.100) we get(
measU(t2)
) 4
3 ≤ C t
′′ + t′
t′′ − t′ meas
(
U(t1) \ U(t2)
)
= C
t′′ + t′
t′′ − t′
[
measU(t1)−measU(t2)
]
.
(5.101)
The last estimate is valid for every pair t′′, t′ ∈ (t1, t2). Taking a limit as
t′′ → t2, t′ → t1, we obtain the required estimate (5.96).
The last estimate leads us to the main result of this subsection.
Lemma 5.10. Assume that Ω ⊂ R3 is an exterior axially symmetric domain
of type (1.2) with C2-smooth boundary ∂Ω, and f ∈ W 1,2(Ω), a ∈ W 3/2,2(∂Ω)
are axially symmetric. Then assumptions (E-NS) and (5.12) lead to a con-
tradiction.
Proof. By construction, U(t1) ⊃ U(t2) for t1, t2 ∈ T , t1 < t2. Thus
the just obtained estimate (5.96) contradicts Lemma 5.8. This contradiction
finishes the proof of Lemma 5.10.
5.2 The case 0 < p̂N = ess sup
x∈Ω¯
Φ(x).
Suppose now that (5.13) holds, i.e., the maximum of Φ is attained on the
boundary component ΓN which does not intersect the symmetry axis. Re-
peating the arguments from the first part of the previous Subsection 5.1,
we can construct a C1 -smooth cycle AN ⊂ D such that ψ|AN = const,
0 < Φ(AN) < p̂N and Γ˘N = P+ ∩ ΓN lies in the bounded connected com-
ponent of the set P+ \ AN . Denote this component by Db. The cycle AN
separates Γ˘N from infinity and from the singularity line Oz. This means, that
we can reduce our case to the situation with bounded domain Db (surrounded
by AN), considered in [21]. Describe some details of this reduction.
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Let
Db ∩ Γj = ∅, j = 1, . . .M1 − 1,
Db ⊃ Γ˘j, j = M1, . . . , N
(the case M1 = N is not excluded). Making a renumeration (if necessary),
we may assume without loss of generality that
Φ(Γ˘j) < p̂N , j = M1, . . . ,M2,
Φ(Γ˘j) = p̂N , j = M2 + 1, . . . , N
(the case M2 = M1−1, i.e., when Φ attains maximum value at every bound-
ary component inside the domain Db, is not excluded). Apply Kronrod re-
sults from Subsection 2.4 to the restriction ψ|Db of the stream function ψ to
the domain Db (this is possible because of Remark 2.2). Let Tψ denote the
corresponding Kronrod tree for this restriction. Denote by B0 the element
of Tψ with B0 ⊃ AN . Similarly, denote by Bj, j = M1, . . . , N , the elements
of Tψ with Bj ⊃ Γ˘j. Adding a constant to the pressure p(x), we can assume
from this moment that
Φ(B0) = Φ(AN) < 0,
Φ(Bj) = Φ(Γ˘j) < 0 j = M1, . . . ,M2,
Φ(Bj) = Φ(Γ˘j) = 0 j = M2 + 1, . . . , N.
Now in order to receive the required contradiction, one need to consider the
behavior of Φ on the Kronrod arcs [Bj, BN ] and to repeat word by word the
corresponding arguments of Subsection 4.2.2 in [21] starting from Lemma 4.7.
The only modifications are as follows: now our sets B0 and BM1 , . . . , BM2
play the role of the sets CM ′ and CM ′+1, . . . , CM from [21, Subsection 4.2.2]
respectively. Also, the domain Db ∩ D from the present case plays the role
of the domain Dr∗ from [21, Subsection 4.2.2].
5.3 The case max
j=1,...,N
p̂j < ess sup
x∈Ω¯
Φ(x) > 0.
Suppose that (5.14) holds, i.e., the maximum of Φ is not zero and it is not
attained on ∂Ω (the case ess sup
x∈Ω
Φ(x) = +∞ is not excluded). We start from
the following simple fact.
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Lemma 5.11. Under assumptions (5.14) there exists a compact connected
set F ⊂ D such that diamF > 0, ψ|F ≡ const, and
0 < Φ(F ) > max
j=1,...,N
p̂j.
The proof of this Lemma is quite similar to the proof of [21, Lemma
3.10] which was done for the case of bounded plane domain. But since
the present situation has some specific differences, for reader’s convenience
we reproduce the proof with the corresponding modifications. Denote σ =
max
j=1,...,N
p̂j. By the assumptions, Φ(x) ≤ σ for every x ∈ P+ ∩ ∂D \ Av and
there is a set of a positive plane measure E ⊂ D \ Av such that Φ(x) > σ
at each x ∈ E. In virtue of Theorem 4.3 (iii), there exists a straight-line
segment I = [x0, y0] ⊂ D ∩ P+ with I ∩ Av = ∅, x0 ∈ ∂D, y0 ∈ E, such that
Φ|I is a continuous function. By construction, Φ(x0) ≤ σ, Φ(y0) ≥ σ+δ0 with
some δ0 > 0. Take a subinterval I1 = [x1, y0] ⊂ D such that Φ(x1) = σ + 12δ0
and Φ(x) ≥ σ + 1
2
δ0 for each x ∈ [x1, y0]. Then by Bernoulli’s Law (see
Theorem 4.2) ψ 6= const on I1. Take a closed rectangle Q ⊂ D such that
I1 ⊂ Q. By Theorem 2.1 (iii) applied to ψ|Q we can take x ∈ I1 such that
the preimage {y ∈ Q : ψ(y) = ψ(x)} consists of a finite union of C1-curves.
Denote by F the curve containing x. Then by construction Φ(F ) ≥ σ + 1
2
δ0,
F ⊂ Q ⊂ D and diamF > 0.
Fix a compact set F from Lemma 5.11. Using the arguments from the
first part of Subsection 5.1, we can construct a C1 -smooth cycle AF ⊂ D
such that ψ|AF = const, 0 < Φ(AF ) < Φ(F ) and F lies in the bounded
connected component of the set P+ \ AF , denote this component by Db (in
this procedure the set F plays the role of the set Γ˘j from the beginning of
Subsection 5.1, where the cycles Aj(t) were constructed with properties (i)–
(iii)). As before, AF separates F from infinity and from the singularity
line Oz. This means, that we can reduce our case to the situation with
bounded domain Db (surrounded by AF ), considered in [21]. Describe some
details of this reduction.
Let
Db ∩ Γj = ∅, j = 1, . . .M1 − 1,
Db ⊃ Γ˘j, j = M1, . . . , N
(the case M1 = N + 1, i.e., when Db ∩ ∂D = ∅, is not excluded). Apply
the Kronrod results from Subsection 2.4 to the restriction ψ|Db of the stream
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function ψ to the domain Db. Let Tψ denote the corresponding Kronrod
tree for this restriction. Denote by B0, BF the element of Tψ with B0 ⊃ AF ,
BF ⊃ F . Similarly, denote by Bj, j = M1, . . . , N , the elements of Tψ with
Bj ⊃ Γ˘j. Adding a constant to the pressure p(x), we can assume from this
moment that
Φ(B0) = Φ(AF ) < 0,
Φ(Bj) = Φ(Γ˘j) < 0 j = M1, . . . , N,
Φ(BF ) = Φ(F ) = 0.
Now in order to receive the required contradiction, one need to consider
the behavior of Φ on the Kronrod arcs [Bj, BF ] and to repeat almost
word by word the corresponding arguments of Subsection 3.3.2 in [21] af-
ter Lemma 3.10. The only modifications are as follows: now our sets B0,
BM1 , . . . , BN , and BF play the role of the sets B0, . . . , BN and F from [21,
Subsection 3.3.2] respectively. Also, the domain Db ∩ D from the present
case plays the role of the domain Ω from [21, Subsection 3.3.2], and on the
final stage we have to integrate identity (5.40) of the present paper over the
three–dimensional domains Ωik(t) with ∂Ωik(t) = S˜ik(t).
We can summarize the results of Subsections 5.2–5.3 in the following
statement.
Lemma 5.12. Assume that Ω ⊂ R3 is an exterior axially symmetric domain
of type (1.2) with C2-smooth boundary ∂Ω and f ∈ W 1,2(Ω), a ∈ W 3/2,2(∂Ω)
are axially symmetric. Let (E-NS) be fulfilled. Then each assumptions (5.13),
(5.14) lead to a contradiction.
Proof of Theorem 1.1. Let the hypotheses of Theorem 1.1 be satis-
fied. Suppose that its assertion fails. Then, by Lemma 3.1, there exist v, p
and a sequence (uk, pk) satisfying (E-NS), and by Lemmas 5.10, 5.12 these
assumptions lead to a contradiction.
Remark 5.1. Let in Lemma 3.1 the data f and a be axially symmetric
with no swirl. If the corresponding assertion of Theorem 1.1 fails, then that
conditions (E-NS) are satisfied with uk axially symmetric with no swirl as
well (see Theorem 3.1). But since we have proved that assumptions (E-NS)
lead to a contradiction in the more general case (with possible swirl), we get
also the validity of second assertions of Theorem 1.1.
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6 The case u0 6= 0
In the proof of Theorem 1.1 we have assumed that the assigned value of
the velocity at infinity is zero: u0 = 0. If u0 6= 0, we can use the same
arguments with some modifications. First, we need some additional facts on
Euler equations.
6.1 Some identities for solutions to the Euler system
Let the conditions (E) be fulfilled, i.e., axially symmetric functions (v, p)
satisfy to Euler equations (3.8) and
v ∈ L6(R3), p ∈ L3(R3),
∇v ∈ L2(R3), ∇p ∈ L3/2(R3), ∇2p ∈ L1(R3)
(these properties were discussed in Section 4).
For a C1-cycle S ⊂ P+ (i.e., S is a curve homeomorphic to the circle)
denote by ΩS the bounded domain in R3 such that ∂ΩS = S˜, where, recall, S˜
means the surface obtained by rotation of the curve S around the symmetry
axis.
Lemma 6.1. If conditions (E) are satisfied, then for any C1-cycle S ⊂ P+
with ψ|S ≡ const we have ∫
ΩS
v · ∂zv dx = 0.
Proof. By Bernoulli Law (see Theorem 4.2 ) we have Φ ≡ const on S,
therefore, ∫
ΩS
∂zΦ dx =
∫
ΩS
[
∂zp+ v · ∂zv
]
dx = 0.
Thus, to finish the proof of the Lemma, we need to check the equality∫
ΩS
∂zp dx = 0. (6.1)
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Denote by DS the open bounded domain in the half-plane P+ such that
∂DS = S. Of course, ΩS = D˜S . Then the required assertion (6.1) could be
rewritten in the following form∫
DS
r∂zp drdz =
∫
DS
r
[
vr∂rvz + vz∂zvz
]
drdz = 0, (6.2)
where we have used the Euler equation (4.11) for ∂zp. Since the gradient
of the stream function ψ satisfies ∇ψ ≡ (−rvz, rvr), we could rewrite (6.2),
using the Coarea formula, in the following equivalent form∫
R
dt
∫
ψ−1(t)∩DS
∇vz · l ds =
∫
R
dt
∫
ψ−1(t)∩DS
∂vz
∂s
ds = 0, (6.3)
where l =
1
|∇ψ|(rvr, rvz) is the tangent vector to the stream lines ψ
−1(t). The
last equality in (6.3) is evident because almost all level lines of ψ in DS are
C1-curves homeomorphic to the circle (see the Morse-Sard Theorem 2.1 (iii) ).
The Lemma is proved.
We need also the following simple technical fact.
Lemma 6.2. If u = (uθ, ur, uz) is C
1-smooth axially-symmetric vector field
in Ω with divu ≡ 0, then for any Lipschitz curve S ⊂ P+ ∩Ω such that S˜ is
a compact closed Lipschitz surface the identity∫
S˜
n · ∂zu dS = 0
holds.
Proof. There are two possibilities: S is homeomorphic to the circle, or S
is homeomorphic to the straight segments with endpoints on symmetry axis.
Consider the last case (the first case could be done analogously). By identity
divu = 0, we have
r∂zuz ≡ −∂r(rur).
Then by direct calculation we have∫
S˜
n · ∂zu dS =
∫
S
rn · ∂zu ds =
∫
S
r(−dz, dr) · ∂zu
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=∫
S
[−∂(rur)
∂z
dz+
∂(ruz)
∂z
dr
]
=
∫
S
[−∂(rur)
∂z
dz− ∂(rur)
∂r
dr
]
=
∫
S
d(rur) = 0.
The Lemma is proved.
6.2 The existence theorem
Let the hypotheses of Theorem 1.1 be satisfied. Suppose that its assertion
fails. Then, as in the first part of Section 3, we obtain the sequence of
solutions (u˜k, pk) to problems (3.10) with u˜k = wk +
νk
ν
(A + u0), where
A = a − u0 on ∂Ω, A = σ for sufficiently large |x|, ‖wk‖H(Ωk) ≡ 1, and
νk → 0 as k → ∞. Take uk = wk + νkν A and note that uk is a solution to
the Navier-Stokes system
−νk∆uk +
(
uk · ∇
)
uk +∇pk = fk + f˜k in Ωk,
divuk = 0 in Ωk,
uk = ak on ∂Ωk,
(6.4)
with fk =
ν2k
ν2
f , ak =
νk
ν
A, and
f˜k = −νk
ν
(u0 · ∇)uk = νkα∂zuk,
where α ∈ R is a constant. Since by Ho¨lder inequality ‖f‖L3/2(ΩR) ≤
‖f‖L2(ΩR)
√
R, and, consequently, ‖f˜k‖L2(ΩR) ≤ C
√
R, we conclude that Corol-
lary 2.1 implies the uniform estimate
‖∇pk‖L3/2(ΩR) ≤ C
√
R for all R ∈ [R0, Rk], (6.5)
i.e., the estimate (3.12) holds. The another needed estimate ‖uk‖L6(Ωk) ≤ C
follows from the Sobolev Imbedding Theorem. So, for the total head pressure
Φk = pk +
1
2
|uk|2 we have
‖∇Φk‖L3/2(ΩR) ≤ C
√
R for all R ∈ [R0, Rk]. (6.6)
By the same reasons as before,
uk ⇀ v in W
1,2
loc (Ω), pk ⇀ p in W
1,3/2
loc (Ω), (6.7)
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ν =
∫
Ω
(v · ∇)v ·A dx, (6.8)
where the limit functions (v, p) satisfy the Euler equation with zero boundary
conditions, i.e., condition (E) is fulfilled. Our goal is to receive a contradic-
tion.
We need to discuss only the case (5.12), since other cases (5.13)–(5.14) are
reduced to the consideration of bounded domains (see Subsections 5.2–5.3 )
and zero or nonzero condition at infinity has no influence on the proof.
The arguments in Section 5 up to the 7-th Step of the proof of Lemma 5.7
could be repeated almost word by word. But the 7-th Step of the proof of
Lemma 5.7 needs some modifications. Recall that the main idea there was
to use the identity∫
∂Ωk(t)
∇Φk · n dS =
∫
Sk(t1,t2;t)
∇Φk · n dS +
∫
SRk∪Sk(ε)
∇Φk · n dS
=
∫
Ωk(t)
∆Φk dx.
(6.9)
Since now
∇Φk = −νk curl ωk + ωk × uk + fk + f˜k, (6.10)
∆Φk = ω
2
k +
1
νk
div(Φkuk)− 1
νk
fk · uk − 1
νk
f˜k · uk, (6.11)
we need to prove the smallness of the following integrals generated by the
additional term f˜k: ∫
SRk∪Sk(ε)
f˜k · n dS, (6.12)
1
νk
∫
Ωk(t)
f˜k · uk dx = α
∫
Ωk(t)
uk · ∂zuk dx. (6.13)
The difficulty is, that the term f˜k = νkα∂zuk in the right-hand side of (6.4)
is not ”small enough” (it is of order O(νk) only, not of order O(ν
2
k) as fk).
However, this term has very good symmetry properties, and by Lemma 6.2
we immediately obtain that the integral (6.12) is negligible.
68
Corollary 6.1. The identity ∫
SRk∪Sk(ε)
f˜k · n dS = 0
holds.
Let us estimate the integral which is in formula (6.13). We need to use
the limit solution of the Euler equations.
For t ∈ T denote S(t) = ⋃Nj=M+1 Aj(t) (recall, that the set T and
the C1-cycles Aj(t) were defined in the beginning of Section 5). Denote by
ΩS(t) the bounded open set in R3 such that ∂ΩS(t) = S˜(t). Further, put
Ω′S(t) = Ω ∩ ΩS(t). Convergence (6.7) implies, in particular, that
uk → v in Lqloc(Ω) for any q ∈ [1, 6). (6.14)
Therefore, by Lemma 6.1 we obtain immediately
Lemma 6.3. For any t ∈ T the convergence∫
Ω′
S(t)
uk · ∂zuk dx→ 0
holds.
For t ∈ T denote µ(t) = meas Ω′S(t). By construction, the function µ(t)
is strictly decreasing, therefore it is continuous on T except for at most
countable set. Removing the discontinuity points from T , we could assume
without loss of generality that the function µ : T → (0,+∞) is continuous.
By constructions of Section 5, it is easy to see, that if t1, τ1, t, τ2, t2 ∈ T and
t1 < τ1 < t < τ2 < t2, then
Sk(t1, t2; t) = Sk(τ1, τ2; t) and Ω
′
S(τ2)
⊂ Ω′Sk(t1,t2;t) ⊂ Ω′S(τ1) (6.15)
for sufficiently large k. Using these facts, the continuity of µ(t), the conver-
gence (6.14) and Lemma 6.3, we obtain
Lemma 6.4. For any t1, t, t2 ∈ T with t1 < t < t2 the convergence∫
Ω′
Sk(t1,t2,t)
uk · ∂zuk dx→ 0
holds as k →∞.
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Moreover, since the function µ(t) is uniformly continuous on each compact
subset of T , we have by the same reasons that
Lemma 6.5. For any  > 0 and t1, t2 ∈ T with t1 < t2 the convergence
meas
{
t ∈ (t1, t2) :
∣∣∣∣ ∫
Ω′
Sk(t1,t2,t)
uk · ∂zuk dx
∣∣∣∣ > }→ 0
holds as k →∞.
On the other hand, by constructions of Section 5
∂
(
Ωk(t) ∪ Ω′Sk(t1,t2,t)
) ⊂ Sk(ε) ∪ ∂Ωk
and
‖uk‖L2(Sk(ε)∪∂Ωk) → 0
as k →∞ (see (5.90), (6.43) ). Therefore, for any t1, t, t2 ∈ T with t1 < t < t2
we have ∫
Ωk(t)∪Ω′Sk(t1,t2,t)
uk · ∂zuk dx→ 0
as k →∞. This fact together with Lemma 6.5 implies the required assertion
(the smallness of the integral (6.13) ):
Lemma 6.6. For any  > 0 and t1, t2 ∈ T with t1 < t2 the convergence
meas
{
t ∈ (t1, t2) :
∣∣∣∣ ∫
Ωk(t)
uk · ∂zuk dx
∣∣∣∣ > }→ 0
holds as k →∞.
Now repeating the arguments of Step 7 of the proof of Lemma 5.7, we
obtained its assertion with the following modification
Lemma 6.7. There exists a constant F > 0 such that for any t1, t2 ∈ T
with t1 < t2 the convergence
meas
{
t ∈ (t1, t2) :
∫
S˜k(t1,t2;t)
|∇Φk| dS ≥ Ft
}→ 0
holds as k →∞.
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It is easy to see that Lemma 6.7 allow us to obtain the assertion of
Lemma 5.9 (without any changes) with almost the same proof. We need
only to define the corresponding set Ek as
Ek =
⋃
t∈Tk
S˜k(t1, t2; t),
where
Tk =
{
t ∈ [t′, t′′] :
∫
S˜k(t1,t2;t)
|∇Φk| dS ≤ Ft
}
,
and to use the fact that, by Lemma 6.7, meas
(
[t′, t′′] \ Tk
) → 0 as k →
∞. Furthermore, Lemma 6.7 together with Lemma 5.8 give us the required
contradiction. This contradiction finishes the proof of the Existence Theorem
for the case u0 6= 0.
7 Appendix: Lemma from real analysis
We need the following elementary fact.
Lemma 7.1. Let f : (0, δ]→ R be a positive decreasing function. Then
ess sup
t∈(0,δ]
[f(t)]
4
3
t|f ′(t)| =∞. (7.1)
Proof. Recall that by the Lebesgue theorem, the derivative f ′(t) exists
almost everywhere. Suppose that the assertion (7.1) fails. Then, taking into
account that f ′(t) ≤ 0, we have
−f ′(t)[f(t)]− 43 ≥ C
t
for almost all t ∈ (0, δ], (7.2)
with some positive constant C independent of t. Put g(t) = [f(t)]−
1
3 . Then
g(t) is positive increasing function on (0, δ]. By the Lebesgue theorem,
g(t2)− g(t1) ≥
t2∫
t1
g′(t) dt (7.3)
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for any pair t1, t2 ∈ (0, δ] with t1 < t2. On the other hand, (7.2) implies
g′(t) ≥ C
3t
for almost all t ∈ (0, δ]. (7.4)
The estimates (7.3)–(7.4) contradict the boundeness of g: 0 < g(t) ≤ g(1)
for all t ∈ (0, δ]. This contradiction finishes the proof.
Proof of Lemma 5.8. We can extend the function f by one-sided
continuity rule to the whole interval (0, δ] and to apply Lemma 7.1.
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