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1. INTRODUCCIÓN
La teledetección  es  una  técnica  que  permite  obtener  información  acerca  de  algún 
objeto o fenómeno situado a grandes distancias. Está basada en la interacción de la materia 
con la energía electromagnética y comprende todo el  proceso de adquisición,  procesado e 
interpretación de los datos.
La utilidad y el interés por la teledetección ha experimentado un auge en los últimos 
años, especialmente con la posibilidad de realizar observaciones de la tierra desde el espacio a 
nivel planetario, mediante sensores situados en satélites o naves espaciales. La teledetección 
permite generar, por ejemplo, mapas y modelos digitales del terreno, que son de gran interés 
en la actualidad, pero la cantidad de información que se puede extraer mediante esta técnica 
no  sólo  se  queda  aquí  y,  constantemente,  aparecen  nuevos  sensores  y  aplicaciones. 
Actualmente se puede utilizar teledetección para realizar predicciones meteorológicas y de 
catástrofes naturales, para monitorizar gran cantidad de parámetros biológicos como pueden 
ser  el  inventario  forestal,  medidas  de  biomasa,  desertización,  etc.  También  es  posible 
monitorizar el tráfico marítimo y la evolución de las zonas urbanas, así como los efectos que 
produce el ser humano sobre su entorno.
Las distintas tecnologías empleadas en teledetección se pueden clasificar en función de 
diversos  criterios.  Por  un  lado,  se  pueden  clasificar  según  la  fuente  electromagnética  de 
iluminación  utilizada;  están  aquellos  sistemas  que  disponen  de  su  propia  fuente  de 
iluminación, también llamados activos, mientras que, si se utiliza otra fuente de iluminación 
externa al sistema, como puede ser el Sol, o bien simplemente se mide la radiación emitida 
por el blanco, entonces se denominan sistemas pasivos. Otra posible clasificación sería en 
función de la frecuencia de trabajo del sistema, que permite diferenciar, básicamente, sistemas 
de microondas, infrarrojos y ópticos. Este proyecto trata sobre los sistemas SAR (Synthetic  
Aperture Radar) o radares de apertura sintética, que se pueden clasificar, según los criterios 
anteriores, como sistemas activos que trabajan a frecuencia de microondas.
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La tecnología SAR nace a principios de los años 50, cuando se consigue aumentar en 
gran  medida  la  resolución  espacial  en  la  dirección  de  vuelo  de  los  radares  mediante  un 
registro coherente para su posterior procesado de los distintos ecos de radar que iluminan cada 
blanco.  Desde  entonces,  los  sistemas  SAR  se  han  popularizado  en  gran  medida  ya  que 
permiten monitorizar una gran cobertura, que puede llegar a ser planetaria si se embarcan 
sobre satélites, con una elevada resolución espacial. Además, al ser un sistema activo en la 
banda de microondas, es independiente de los ciclos de noche y día y de las condiciones 
atmosféricas, ya que ésta es transparente a las frecuencias de trabajo utilizadas para SAR. En 
un  principio,  estos  sistemas  tan  sólo  operaban  con  una  única  frecuencia  y  un  estado  de 
polarización.  Rápidamente  la  tecnología  SAR  ha  evolucionado  en  gran  medida  con  la 
introducción de sensores multidimensionales. Estos son capaces de adquirir simultáneamente 
varias  imágenes  del  terreno  en  las  que  varía  algún  parámetro,  cosa  que  ha  permitido  la 
aparición  de  la  interferometría  y  polarimetría.  El  presente  proyecto  se  ha  desarrollado 
utilizando datos SAR polarimétricos, también denominados PolSAR.
La polarización de una onda electromagnética hace referencia al carácter vectorial de 
los campos eléctricos y magnéticos que la componen. Es posible generar ondas en las cuales 
el campo eléctrico se mueva en planos distintos, de forma que interactuarán de forma distinta 
con los blancos en los que incidan, en función de su estructura y morfología. Los sistemas 
SAR polarimétricos, o PolSAR, obtienen imágenes multidimensionales combinando distintas 
polarizaciones de la onda incidente y de la onda reflejada.
En la mayoría de los casos, sucede que el tamaño de una celda de resolución es mucho 
mayor que el tamaño de la longitud de onda del sistema y, entonces, se obtiene un eco que es 
una combinación coherente de los distintos ecos de los blancos elementales presentes en dicha 
celda. Esta combinación coherente es tanto constructiva como destructiva, de forma que las 
imágenes SAR aparecen con un aspecto ruidoso denominado speckle. Como puede apreciarse, 
el speckle es una medida electromagnética real, aunque desde el punto de vista del sistema de 
adquisición de datos se considera como ruido, ya que no permite predecir con exactitud el 
valor de reflectividad de una celda de resolución particular. La información de interés debe 
extraerse, por tanto, de la estadística del speckle.
Existen muchas técnicas que tienen como objetivo extraer esta estadística y eliminar, 
en la medida de lo posible, el efecto contaminante del speckle en las imágenes SAR. La más 
básica y sencilla de todas consiste en promediar la imagen sobre una ventana, generalmente 
rectangular, y es conocida como multilook. Esta técnica se corresponde con el estimador de 
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máxima  verosimilitud  y,  aplicando  el  multilook,  el  factor  de  reducción  del  speckle es 
proporcional al número de muestras promediadas independientes e inversamente proporcional 
a la resolución obtenida. Entonces, existe un compromiso entre la reducción del speckle y la 
resolución obtenida. En este sentido no es una buena técnica, ya que implica una reducción en 
la  resolución  de  la  imagen  y  ésta  es,  precisamente,  una  de  las  mayores  ventajas  de  los 
sistemas SAR.
Las técnicas más modernas para realizar este cometido caminan en otro sentido, y es 
que sólo tiene sentido promediar píxeles de regiones homogéneas, donde la estadística del 
speckle sea la misma. Entonces, si se consigue delimitar correctamente estas regiones sobre la 
imagen,  es  posible  realizar  el  promediado  sólo  sobre  zonas  homogéneas,  obteniendo 
resultados de mayor calidad y preservando toda la resolución de los datos originales. Una de 
las técnicas propuestas en este sentido es conocida como IDAN (Intensity-Driven Adaptative 
Neighborhood) para datos SAR multicanal.
El IDAN realiza un promediado adaptativo distinto para cada píxel. Para ello define un 
vecindario adaptativo empleando técnicas basadas en el crecimiento de regiones, o  Region 
Growing,  para  cada  píxel,  también  llamado  semilla.  De  esta  forma,  intenta  localizar  los 
píxeles adyacentes que siguen la misma estadística para localizar una región homogénea sobre 
la que promediar, minimizando la pérdida de resolución. El IDAN ha sido analizado en detalle 
por un PFC anterior en el departamento, llegando a la conclusión de que es capaz de realizar 
un filtrado de calidad muy superior al multilook y con una pérdida de resolución mínima. Sin 
embargo, se detectaron graves problemas inherentes a esta técnica, ya que introduce un gran 
sesgo sobre los datos, de forma que imposibilita su utilización práctica para la mayoría de las 
aplicaciones SAR actuales.
En el  presente proyecto se propone otra técnica,  que sigue una filosofía similar  al 
IDAN, basada en la construcción de un árbol binario de particiones, o BPT por sus siglas en 
inglés  Binary Partition Tree, que representa toda la información estructural de la imagen a 
diferentes escalas de detalle. Esta técnica ha sido utilizada en algunos sistemas de procesado 
de imagen y ha dado muy buenos resultados, por eso se pretende adaptarla en el presente 
proyecto al procesado de datos SAR polarimétricos.  Mediante la poda sobre este árbol es 
posible obtener una segmentación de los datos originales, de forma que se puedan promediar 
regiones de tamaños muy distintos en función de su homogeneidad, gracias a la característica 
multiescalar del BPT. Esto posibilita un nivel de filtrado mayor que el IDAN para algunas 
regiones, a la vez que se mantiene la resolución espacial.
13
El objetivo de este proyecto es, por tanto, el diseño, la implementación y evaluación 
del  algoritmo de construcción del  BPT para una imagen SAR polarimétrica,  así  como su 
aplicación al caso concreto del filtrado de los datos PolSAR. 
Este estudio ha dado resultados muy positivos y esperanzadores, demostrando que es 
capaz de mantener la resolución espacial en gran medida a la vez que se realiza un filtrado de 
calidad superior al obteniendo mediante las técnicas de multilook e incluso IDAN. Además, 
esta técnica no tiene el inconveniente del IDAN, al no introducir sesgo apreciable sobre los 
datos, de forma que abre la puerta para la utilización de técnicas de filtrado basadas en el BPT 
para una gran cantidad de aplicaciones SAR, en las que puede resultar una herramienta de 
enorme utilidad. Además, el BPT contiene gran cantidad de información sobre la estructura de 
la imagen, lo que puede hacerle muy útil  para otro tipo de aplicaciones, muy distintas al 
filtrado, como pueden ser la clasificación, extracción de información, localización de blancos, 
etc.
A continuación se describirá como se ha estructurado el presente proyecto de fin de 
carrera, así como el contenido de cada uno de sus capítulos. 
El primer capítulo, a modo de introducción, pone en situación al lector del ámbito y 
propósito del mismo. El segundo capítulo describe los aspectos básicos de los sistemas SAR, 
tanto de un único canal como polarimétricos. En este capítulo también se describe con más 
detalle el speckle presente en estos tipos de datos, así como algunos de los principales filtros 
existentes en la actualidad a fin de reducir el efecto del speckle.
En el capítulo 3 se presenta el BPT, describiendo a fondo su estructura y proponiendo 
un  algoritmo  para  su  construcción.  A  lo  largo  del  mismo  se  describe  el  proceso  de 
construcción del BPT, tal y como se ha implementado, y se plantean las distintas funciones de 
similitud  propuestas  y  evaluadas  para  guiar  este  proceso,  a  fin  de  obtener  un  BPT que 
realmente refleje la estructura de la imagen SAR.
El capítulo 4 se dedica a la aplicación concreta del BPT al filtrado de datos SAR. Se 
describen en profundidad los  dos  modelos  distintos  propuestos  para obtener  las imágenes 
filtradas a partir del árbol. Se explica la motivación que lleva a cada uno de estos modelos así 
como su principales ventajas e inconvenientes. También se muestran algunos resultados de 
ambos procesos a modo de ejemplo.
El capítulo 5 está dedicado al análisis detallado de los resultados de filtrado obtenidos 
mediante las nuevas técnicas propuestas en el capítulo 4. En especial, se comparan con el 
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multilook y el IDAN. Para ello se describen, en primer lugar, una serie de medidas de error y 
de calidad que pueden ser evaluadas sobre datos sintéticos generados artificialmente. De esta 
manera se pueden comparar con gran precisión los resultados obtenidos con las diferentes 
técnicas de filtrado. Posteriormente se analizan los resultados de filtrado sobre datos reales, 
dónde no es posible  evaluar  las  medidas de error  anteriores,  ya que no se  dispone de la 
estadística real que sigue el speckle.
En el capítulo 6 se describen algunas de las posibles aplicaciones futuras que puede 
tener el BPT dentro del procesado de datos SAR polarimétricos. Para ello se analizan los 
resultados obtenidos para algunos de los datos reales disponibles y la capacidad del BPT de 
representar  la  estructura  de  las  mismas.  También  se  sugieren  las  líneas  de  investigación 
futuras a seguir.
Para finalizar, el capítulo 7 presenta las conclusiones más importantes a las que se ha 
llegado como resultado de la realización del presente proyecto.
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2. SAR Y POLARIMETRÍA SAR
2.1. SAR
Este capítulo está dedicado a hacer una introducción de los conceptos referentes a los 
sistemas SAR y PolSAR dentro de los cuales se enmarca el presente proyecto. En una primera 
parte se presentan las bases fundamentales de los sistemas SAR. Se define el  concepto y 
modelo de adquisición de imágenes de estos sistemas y la distribución estadística que rige los 
datos obtenidos. Se describe el concepto del ruido  speckle y como se modela en el caso de 
imágenes SAR con un solo canal.
En la segunda parte del capítulo se da el salto a los sistemas SAR polarimétricos, o 
PolSAR. Se describe como explotan la polarimetría de las ondas electromagnéticas para la 
extracción  de  datos  multicanal  y  como se  pueden  modelar.  Se  introduce  la  problemática 
asociada a los sistemas multicanal y la descripción estadística de estas señales polarimétricas. 
Se  definirán  los  conceptos  de  matrices  de  covarianza  y  coherencia,  que  son  las  piedras 
angulares sobre las que se establece el procesado de datos PolSAR y, por tanto, la técnica 
analizada en el presente proyecto. Finalmente se modela el ruido speckle para estos sistemas 
multidimensionales  y  algunos  conceptos  relacionados  con  la  clasificación  de  datos 
polarimétricos.
2.1.1. Conceptos básicos
Los sistemas SAR (Synthetic Aperture Radar o Radar de Apertura Sintética) se basan 
en una técnica coherente de generación de imágenes radar a frecuencia de microondas para 
producir imágenes de alta resolución espacial de la reflectividad compleja de la superficie de 
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la tierra a distancia.
La principal característica que hace diferente a los sistemas SAR de la mayoría de 
técnicas de teledetección, como por ejemplo los sistemas ópticos o de radiometría, es que se 
trata  de  un  sistema  activo.  Al  proporcionar  su  propia  fuente  de  iluminación  son 
independientes de la mayoría de procesos naturales, como los ciclos de noche/día o los efectos 
del clima. Además, al trabajar en la frecuencia de microondas, es capaz de detectar algunos 
fenómenos  que  sólo  se  manifiestan  a  estas  frecuencias  del  espectro  radioeléctrico.  Sin 
embargo, a pesar de estas diferencias, la técnica SAR ha de entenderse como un complemento 
a todo el resto de técnicas de teledetección.
Un sistema SAR es capaz de obtener información de la reflectividad de la  escena 
observada. Mediante una técnica compleja de procesado, es posible obtener esta información 
con  una  resolución  espacial  muy  elevada.  Por  tanto,  es  muy  importante  mantener  esta 
característica tan ventajosa independientemente del procesado posterior que se aplique sobre 
los datos,  a fin de poder disponer de gran resolución espacial  para el  potencial  usuario o 
aplicación final.
En un sistema radar convencional, un pulso radar de alta potencia es generado por un 
transmisor de pulsos y es conducido hasta la antena mediante un circulador. Desde allí es 
emitido en forma de onda electromagnética hacia el objeto de interés, el cual refleja parte de 
esta energía en dirección al mismo transmisor. Esta energía reflejada es de nuevo captada por 
la antena y dirigida hacia el receptor radar, mediante el mismo circulador, dónde puede ser 
procesada o almacenada.
Para el caso de sistemas SAR, este radar se encuentra sobre una plataforma móvil, 
generalmente en un avión o satélite. En este contexto se define la dirección acimut como la 
dirección de vuelo o movimiento del radar. A medida que éste se mueve genera una huella 
sobre el suelo, denominada swath. El haz del radar está orientado con una cierta inclinación 
respecto a la vertical y en una dirección perpendicular a la de vuelo, conocida como range.
La resolución en range se puede definir como la mínima separación entre dos puntos 
en esta dimensión que el sistema es capaz de diferenciar y distinguir.  Esta resolución  r  
depende de la duración del pulso radar   p  o, relacionado de forma inversa, del ancho de 
banda B de la señal:
r=c
 p
2
= c
2 B
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(2.1)
donde  c es la velocidad de propagación de las ondas electromagnéticas (EM). Para 
poder obtener una buena calidad en términos de relación señal a ruido (SNR) con tiempos  p  
cortos deben generarse pulsos de alta energía. En la práctica, con los transmisores reales, no 
es posible obtener pulsos cortos de alta energía. Sin embargo, se pueden emplear técnicas de 
compresión de pulsos para solucionar este problema. En lugar de emitir pulsos cortos de alta 
energía se generan pulsos de larga duración modulados, que luego son procesados mediante 
un filtro adaptado [7][8], comprimiendo este pulso largo a una duración 1/B. De esta forma se 
aumenta su energía y, simultáneamente, se mantiene una resolución en range elevada.
Todos  los  sistemas  radar  distinguen  los  blancos  en  la  dirección  range del  mismo 
modo, tal y como se ha explicado en le apartado anterior. Sin embargo, la forma en que los 
sistemas  SAR distinguen  los  blancos  en  la  dirección  acimut es  lo  que  los  caracteriza  y 
diferencia del resto de tipos de radar.
En el  caso del radar convencional,  el  haz emitido por la antena tiene una anchura 
angular a , en acimut proporcional a:
a ∝

Da
donde   es la longitud de onda y Da  representa la longitud de la antena en acimut. 
Por lo tanto, la resolución en la dimensión acimut a  sera:
a=r0

Da
donde r 0  representa la distancia en range entre la antena y el blanco observado. En 
aplicaciones  sobre  satélites  solo  se  pueden  obtener  resoluciones  elevadas,  del  orden  de 
decenas  de  metros,  con  antenas  demasiado  grandes  para  ser  prácticas,  del  orden  de 
kilómetros.
La resolución en acimut se puede mejorar utilizando el concepto de apertura sintética 
[9][10][11]. El concepto de SAR se basa en aprovechar este movimiento de la plataforma en 
la dirección  acimut para construir una agrupación de antenas equivalente a una antena de 
longitud efectiva mucho mayor. Cada elemento de esta agrupación larga es la misma antena 
real que es transportada a cada una de las posiciones de la misma. Este principio se muestra 
representado en la figura 2.1.
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Fig. 2.1: Principio de apertura sintética (SAR)
De forma similar a un radar de apertura real, el ancho de haz sa  correspondiente a 
una antena sintética de longitud Le  en acimut, a una distancia range r 0  particular, es:
sa=

2 Le
.
El factor 2 que aparece se debe al desfase producido por el trayecto de ida y vuelta de 
la  antena al  blanco.  Por  tanto,  la  resolución  a  en  acimut que  se  podrá  alcanzar  con la 
apertura sintética será:
a=r0

2 Le
.
La longitud máxima  Le  de la apertura sintética, para un blando a una distancia en 
range r 0 , queda limitada por la cantidad de tiempo que el haz radar emitido por la antena 
transmisora ilumina el blanco. Esta longitud máxima, entonces, se puede acotar de la forma:
Le
 r 0
Da
.
Esta  limitación  sobre  la  longitud  máxima  de  la  apertura  sintética  limita, 
consecuentemente, la resolución en acimut a  máxima que puede alcanzarse:
a=
Da
2
.
Nótese que para un sistema SAR la resolución en acimut a  no viene limitada ni por 
la distancia range r 0  al blanco ni por la longitud de onda  . Esta resolución sólo depende 
del tamaño de la antena en la dimensión acimut Da , de forma que, a menor antena, mayor 
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resolución.  Este resultado tan sorprendente se explica por el  hecho de que, cuanto menor 
tamaño de antena, mayor es la anchura angular  a  del haz transmitido y el tiempo que el 
blanco que es iluminado, lo que posibilita un tamaño de apertura sintética mayor. Lo mismo 
sucede para los blancos lejanos respecto a los más cercanos.
2.1.2. Respuesta impulsional de un sistema SAR
En todo el proceso de obtención de una imagen SAR se pueden distinguir dos fases. 
La primera es la adquisición de datos, dónde un transmisor radar emite pulsos EM por la 
antena que son reflejados por la escena de interés, luego son captados de nuevo por el sistema 
y son finalmente registrados. En este punto se dispone de la señal conocida como raw data, o 
datos en bruto. Esta señal, como se explicará más adelante, no tiene aún nada que ver con la 
reflectividad de la escena. Para obtener la imagen de reflectividad deseada es necesario un 
proceso de enfoque sobre la señal de raw data, que es conocido como el proceso de formación 
de la imagen.
Para  poder  definir  correctamente  el  proceso  de  obtención  de  una  imagen  SAR 
compleja es conveniente obtener la respuesta impulsional, es decir, la respuesta del sistema a 
un blanco puntual,  incluyendo ambos procesos, el de adquisición y el de formación de la 
imagen. Una vez obtenida, una imagen completa puede interpretarse como una superposición 
de las contribuciones de un número arbitrario de objetos puntuales, suponiendo un modelo de 
difusión electromagnética de primer orden. En esta sección se considerará una geometría strip  
map para el sistema SAR, tal como se ha representado en la figura 2.2.
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Fig. 2.2: Geometría strip map
En esta configuración se considera que el sensor radar se mueve a velocidad constante 
v a lo largo de una trayectoria rectilínea, a una altura fija  H (es decir, se asume que no hay 
errores de altitud), en la dimensión  x (acimut o dimensión  slow-time). El radar apunta a un 
lado de la línea de vuelo, en dirección perpendicular a esta, de forma que define la dimensión 
r (range, o dimensión fast-time). No obstante, otras configuraciones de SAR son posibles, a 
fin  de  mejorar  la  resolución  espacial,  como  el  modo  spotlight  [12],  o  para  mejorar  la 
cobertura, como el modo ScanSAR [13].
Los  datos  SAR estan  definidos  en un espacio  bidimensional,  pero  existen  muchas 
formas  de  definir  sus  dimensiones  ortogonales.  Una  primera  convención  trata  con 
coordenadas temporales, definiendo el espacio como t , , es decir, coordenadas slow-time 
y fast-time respectivamente. Otra convención tiene en cuenta las coordenadas espaciales. En 
este caso el espacio de la señal se define sobre  x , r  ,  acimut y  range,  tal como se han 
definido anteriormente. A partir de ahora se utilizará la notación espacial, ya que facilita la 
relación de las expresiones con un objeto generador. De todas formas, ambas convenciones 
estan relacionadas mediante las expresiones:
r=c 2
x=v t .
Las escalas temporales de las dos dimensiones difieren entre sí en varios órdenes de 
magnitud, cosa que permite tratarlas como mutuamente independientes y, además, despreciar 
el efecto del movimiento del sensor durante el tiempo del viaje de un pulso EM. A estas dos 
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suposiciones se las conoce como aproximación start-stop.
De esta  manera,  podemos definir  un blanco puntual  en las  coordenadas espaciales 
bidimensionales x , r   como una delta de Dirac en la posición del blanco x0 , r 0 :
0 x0, r0= e jx− xo , r−r 0
donde   x , r   es la función delta de Dirac bidimensional.  La función  0 x0 , r 0  
denota la amplitud compleja de reflexión, o  scattering, donde    es la sección recta radar 
(RCS) compleja [14][15][16] y   es la fase de scattering. La RCS es una medida de potencia 
reflejada por blancos discretos, de forma que su valor depende de su tamaño, del material, de 
su geometría, de la longitud de onda y de la polarización.
El sistema SAR emite una serie de pulsos EM a una determinada PRF (frecuencia de 
repetición de pulsos), modulados a una frecuencia portadora 0 . Tal como se ha explicado 
anteriormente se emplea pulsos EM codificados en fase para obtener una resolución alta en 
range, de forma que la señal transmitida por la antena se puede expresar como:
st t =At e
j0t t 
donde  At   representa la amplitud del pulso y  t   es la codificación de fase del 
mismo. Entonces, s tt   denota la representación compleja del pulso transmitido. Ahora si el 
pulso que se define en la ecuación (2.11) interacciona con un blanco puntual, descrito en la 
ecuación (2.10), situado en x0 , r 0 . Asumiendo el modelo de propagación de las ondas EM 
en el espacio libre, el eco recibido se puede definir como:
sr x , r ;r 0= s x0 , r0 x−x0 , r0A 2c  r−Rx− x0 ;r0⋅
⋅exp  j 0 2c r−Rx− x0 ; r0 j 2c  r−R x− x0 ; r0
donde R x−x0 ;r 0  representa la distancia entre el sensor y el blanco, x−x0 ; r0  
denota la iluminación proporcionada por el  diagrama de la antena,  incluyendo también la 
atenuación en  range,  las  pérdidas del sistema, la ganancia del mismo, etc.  Después de la 
down-conversion en cuadratura, la frecuencia portadora 0  es eliminada y el pulso recibido 
pasa a ser:
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sr x , r ; r0= sx0 , r0x− x0 , r0 A 2c r−R x−x0 ; r0⋅
⋅exp  j  2c r−R x− x0 ;r 0exp − j 4 R x−x0 ;r 0
.
La expresión anterior (2.13) muestra la señal codificada por un sistema SAR frente a 
un blanco puntual situado en la posición  x0 , r 0 . Entonces, la respuesta al blanco puntual 
por parte del sistema de adquisición de datos SAR será:
hax , r ;r 0= x , r0 A 2c r−R x−x0 ;r 0⋅
⋅exp  j 2c  r−R x−x0 ; r0exp− j 4 R x− x0 ;r0
.
La expresión anterior se puede descomponer en una convolución de dos funciones más 
simples:
hax , r ;r 0=ha1x , r ; r0∗ha2 r 
donde ∗  denota el operador de convolución, y ha1  y ha2  se definen como:
ha1x , r ;r0=x , r0exp − j 4 Rx− x0 ;r 0r−Rx , r0
ha2r =A 2 rc exp  j 2 rc  .
La función de transferencia  ha2r   depende únicamente de la dimensión range. Por 
otro lado, se observa en ha1x , r ;r0  como la distancia sensor-blanco R x ;r0  introduce un 
acoplamiento entre la dimensión  range r y la dimensión  acimut x. El primer efecto de esta 
doble dependencia es que el eco recibido no seguirá una linea recta en la posición r 0 , sino 
que se situará  sobre una curva hiperbólica definida por  R x ;r0 .  Esta  desviación de las 
líneas rectas que sucede sobre la señal raw data se denomina Range Cell Migration (RCM). 
La distancia sensor-blanco  R x ;r0  también introduce otro efecto sobre  ha1x , r ;r0 ,  ya 
que introduce un término de fase dependiente en azimut muy sensible, llamado azimut chirp. 
El proceso de formación de la imagen SAR explota esta característica sobre la fase, realizando 
una deconvolución en azimut para poder diferenciar en esta dimensión los diferentes blancos 
bajo la apertura sintética. Este acoplamiento observado entre las dimensiones range y azimut 
hace que el procesado de datos SAR sea un problema bidimensional no separable.
La  respuesta  impulsional  del  sistema  de  adquisición  de  datos  SAR  a  un  blanco 
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puntual,  ecuación  (2.14),  extiende  la  información  de reflectividad  compleja  de  un  blanco 
simple a una región del plano x , r  . De ahí que la señal de raw data, de la ecuación (2.13), 
tenga poca relación con la reflectividad del blanco según la ecuación (2.10). Para calcular la 
reflectividad de un blanco puntual es necesario extraer el efecto introducido por el proceso de 
adquisición  (2.15),  es  decir,  concentrar  y  agrupar  todas  las  contribuciones  del  blanco  en 
particular.
Este proceso de concentración es el enfoque de los datos SAR, que se suele dividir en 
dos fases: compresión en range y compresión en azimut [9][17]. Para estos dos procesos de 
compresión se suelen usar técnicas basadas en filtros adaptados [7][8], ya que se conoce con 
precisión la función de transferencia a compensar, la ecuación (2.14). Bajo la aproximación 
start-stop y asumiendo que no hay efecto Doppler en los pulsos individuales, la compensación 
en  range puede  realizarse  fácilmente  pulso  a  pulso,  correlando  el  pulso  recibido  con  la 
respuesta compleja ha2 r   en la posición correcta:
Ac t =∫
−∞
∞
ha2t− Aexp  jd  .
Generalmente  se  suelen  usar  pulsos  chirp  lineales  [14],  caracterizados  por  una 
variación lineal de la frecuencia instantánea a lo largo del tiempo:
st t =1[0,]exp  j0t
 t 2
2

donde 1[0,]  es un pulso rectangular de amplitud 1 y duración   y   es el chirp rate, 
que se relaciona con el ancho de banda del pulso B  por ≈B . Para este caso, la respuesta 
del filtro adaptado sería:
Ac t =
sin  t −∣t∣
 t
,∣t∣≈
≈
sin  t 
 t = sinc t 
.
La expresión sin x/ x  es la función sinc(x), con una separación entre ceros igual a 
2 /B .
Una vez realizado el proceso de compresión en  range, ecuación 2.18, sobre la señal 
raw data se obtiene:
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srcx , r ; r0= sx0 , r0x− x0 ; r0Ac  2c r−Rx− x0 ;r 0⋅
⋅exp − j 4 R x−x0 ; r0
.
El siguiente paso para la formación de la imagen SAR es la compresión en  acimut. 
Este  paso  ha  de  compensar  el  histórico  de  fase  asociado  a  la  dependencia  entre  las 
dimensiones range y acimut, ecuación (2.15). La distancia sensor-blanco R x ;r0 , para una 
posición de azimut particular, tiene la expresión:
R x−x0 , r0=r 02x−x02= r02v2t−t 02
donde  la  dimensión  en  acimut está  expresada  en  coordenadas  temporales  t.  Esta 
función define una hipérbola en el plano t ,  con un máximo para t 0 . Esta expresión se 
puede simplificar mediante su aproximación por el desarrollo en serie de Taylor en el punto 
t0 , r0 , que se corresponde con el blanco situado en el centro del haz de la antena:
R x−x0 , r0≈r 0
v 2
2r 0
t−t0
2
donde t0 , r0  se conocen como las coordenadas zero-Doppler.
Para  realizar  el  procesado  en  acimut se  correla  la  señal  recibida,  definida  en  la 
ecuación  (2.21),  con  la  esperada  para  un  punto  determinado  ha1x , r ;r0  descrita  en  la 
ecuación (2.15). Entonces, para un punto determinado x1 , r1 , la imagen de salida compleja 
S x1 , r1  se obtiene:
S x1 , r1=∫
−∞
∞
∫
−∞
∞
srcx , r ; r0ha1
∗ x−x1 , r , r 1dxdr
=∫
−∞
∞
∫
−∞
∞
 sx0, r0x− x0 , r0Ac  2c r−Rx− x0: r0exp − j 4 R x−x0 ; r 0
⋅ref  x−x1 ; r1 r−Rx−x1 ;r1exp j 4 Rx−x1 ; r1dxdr
= sx0, r 0∫
−∞
∞
ref x− x1 ;r1x− x0 , r 0 Ac  2c Rx−x1 ;r1−R x−x0 ; r0
⋅exp  j 4 R x− x1 ; r1−Rx− x0 ;r 0 dx
donde ref  representa la función de ponderación de referencia en acimut y S x , r   
representa  la imagen SAR final.  Si  se asume que  r 1  y  r 0  son prácticamente iguales,  la 
diferencia en range puede obtenerse mediante la ecuación (2.23):
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R x−x1 ; r 1−R x−x0 ; r0≈r−
x x
r0
 1
2r0
x1
2− x0
2
donde r=r 1−r 0  y  x= x1−x0 .
Para obtener la respuesta impulsional del sistema SAR, se van a asumir las siguientes 
aproximaciones [24]:
• El ancho de banda de la antena es mucho mayor que el de la respuesta impulsional, 
por tanto:
x−x0 , r0ref  x−x1 ; r 1≈x−x0 , r 0ref x− x0 ;r0=eff x− x0 , r 0
• Se puede utilizar el desarrollo en serie de la distancia sensor-blanco para evaluar el 
histórico de fase de la dependencia range-acimut:
exp  j 4 R x− x1 ; r1−Rx− x0 ;r 0 
• El primer término de la distancia sensor-blanco sirve para describir la diferencia en 
range cuando x0, r 0  y x1, r1  son similares:
Ac  2c R x−x1 ;r 1−R x−x0 ; r0=Ac 2c r 
Entonces, si se aplican estas aproximaciones a la señal de salida S x1 , r1  se obtiene:
S x1 , r1=s x0 , r 0 Ac  2c  r exp  j 4 r ∫−∞
∞
eff x− x0 , r 0exp − j 2 fx dx
donde f =2 x / r0 . Como se puede observar en la ecuación (2.29), la respuesta en 
acimut depende de la transformada de Fourier del producto de los anchos de banda real y del 
procesador. Para simplificar el problema se asume que el ancho de banda de la antena es 
rectangular y, entonces, una antena de dimensión en acimut Da , trabajando a una longitud de 
onda de  , tiene una transformada de Fourier del haz:
∫
−r 0
2 Da
 r0
2 Da
eff x− x0 , r 0exp− j 2 f xdx=
 r0
Da
sin  f
r 0
Da

 f
 r0
Da
=
 r 0
Da
sinc2 xDa .
Combinando las  ecuaciones (2.20),  (2.29) y (2.30) y aplicando las  definiciones de 
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resolución en range, ecuación (2.1), y acimut, ecuación (2.7), la imagen SAR compleja que se 
obtiene a la salida del sistema para un blanco puntual en las coordenadas x0 , r 0  sería:
S x , r = sx0 , r0exp  j 4 r−r 0 sinc r−r 0r sincx− x0a  ,
de donde se deduce que la respuesta impulsional del sistema SAR, incluyendo todo el 
proceso de adquisición de datos y de formación de imagen, es proporcional a:
h x , r  ∝ exp  j 4 r  sinc rr  sinc xa  .
De la ecuación (2.32) se deduce, por tanto, que la respuesta impulsional del sistema 
SAR puede entenderse como un filtro  rectangular  con anchos de banda en  range igual  a 
2 B /c  y en acimut 2 /Da  [9][17][25]. En la ecuación (2.32) se puede asignar el término de 
fase asociado al retardo en  range exp  j 4 r /  a la escena, en vez de al sistema SAR, 
quedando la respuesta impulsional proporcional a:
h x , r  ∝ sinc  rr sinc xa 
2.1.3. Estadística de las imágenes SAR
En la sección anterior se ha llegado a la conclusión que la respuesta impulsional de un 
sistema SAR puede verse como un filtro paso-bajo sobre la reflectividad de la escena. El 
concepto  de  celda  de  resolución  viene  íntimamente  ligado  con  el  área  de  esta  respuesta 
impulsional, siendo, por tanto, de área a×r . En una situación real, este área de resolución 
es mucho mayor que la longitud de onda   y, entonces, el eco recibido es una combinación 
de los ecos de todos los blancos puntuales presentes en la celda de resolución[16][26], como 
se  muestra  en  la  figura  2.3.  Además,  estos  pequeños  blancos  se  encuentran  distribuidos 
aleatoriamente  dentro  de  la  celda  de  resolución.  El  valor  obtenido  para  cada  celda  de 
resolución es, por tanto, la suma de cada una de las reflexiones complejas de cada blanco, 
como se representa en la figura 2.4.
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Fig. 2.3: Esquema de múltiples blancos distribuidos a lo largo de la celda de resolución.
Por tanto, la suma compleja recibida para una celda de resolución, representada como 
r exp  j , puede expresarse como [29][30]:
r exp  j=∑
k=1
N
Ak exp  j sk 
ℜ{S }=∑
k=1
N
Ak cos sk 
ℑ{S }=∑
k=1
N
Ak sin sk
Fig. 2.4: El eco recibido para una celda de resolución es la suma de los ecos complejos de todos los  
blancos presentes.
Dada la complejidad que involucra este proceso de reflexión,  o  scattering,  sólo es 
posible  su  caracterización  estadística  [16][24][27].  A estos  objetos,  que  forman  múltiples 
blancos situados aleatoriamente, se les denomina blancos distribuidos o parciales, al contrario 
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que  ocurre  con  los  blancos  puntuales,  definidos  en  la  ecuación  (2.10),  dónde  el 
comportamiento de la reflexión es completamente determinista.
Para obtener la estadística de la imagen SAR compleja S x , r   se toman una serie de 
suposiciones que tienen que ver con el  comportamiento de las ondas reflejadas complejas 
elementales A k exp  jsk  [28][26]:
• La amplitud  Ak  y la fase  sk  del fasor  k-ésimo, es decir, de la onda reflejada, son 
estadísticamente independientes entre sí y entre el resto de fasores elementales. Esto 
quiere decir que los centros de scattering elementales se encuentran incorrelados y que 
la intensidad no tiene relación con la fase.
• La fase de cada una de las contribuciones se asume uniformemente fistribuida en el 
intervalo [− ,  .
Las dos suposiciones anteriores son correctas siempre y cuando las dimensiones de la 
celda de resolución sean mucho mayores que la longitud de onda. El primer punto es cierto ya 
que el retardo de propagación de fase es independiente de la intensidad de la onda reflejada. 
El segundo parece razonable si el  tamaño de la celda de resolución es grande,  ya que se 
introduce un margen muy amplio de desplazamiento de fase  para los distintos blancos a lo 
largo de la misma.
Si,  además,  el  número de objetos puntuales N dentro de la celda de resolución es 
suficientemente grande, entonces  A k cossk   y  A k sin sk   satisfacen el Teorema Central 
del Límite [32] y ℜ{S }  y ℑ{S }  siguen una distribución normal de media nula [26][28][31]
[32]. Sus valores medios se pueden calcular como:
E {ℜ{S }}=∑
k=1
N
E {Ak cos sk }=∑
k=1
N
E {Ak}E {cos sk}=0
E {ℑ{S }}=∑
k=1
N
E {Ak sin sk }=∑
k=1
N
E {Ak}E {sin sk }=0
donde E {·}  representa el operador esperanza.
Del mismo modo, los valores de varianza se pueden obtener mediante:
E {ℜ2{S }}=∑
k=1
N
E {Ak
2}E {cos2sk}=
N
2
E {Ak
2}
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E {ℑ2{S }}=∑
k=1
N
E {Ak
2}E {sin2 sk}=
N
2
E {Ak
2} .
La correlación entre ambos sería:
E {ℜ{S }ℑ{S }}=∑
k=1
N
∑
l=1
N
E {Ak Al}E {cos sk sin sl}=0 .
Llamando x a ℜ{S }  y y a ℑ{S } , se pueden expresar sus pdfs como:
p x x=
1
 2
exp − x 
2 x∈−∞ ,∞
p y  y =
1
 2
exp − y 
2 y∈−∞ ,∞
donde 2 /2=N /2 E {A k
2 } . 
Por  tanto,  p x x  y  p y  y   son distribuciones  gaussianas  de media  nula,  también 
expresadas como N 0, 2/2 . También se pueden obtener las pdfs de la amplitud pr r   y 
de la fase p , donde r= x2 y2  y =arctan  y / x  :
pr , r ,=
2 r
2 2
exp−r 2 2 
pr r =
2 r
 2
exp −r 2 2  r∈[0,∞ 
p=
1
2
∈[− ,  .
Como se puede observar, las distribuciones de amplitud y fase son separables; pr r   
se conoce como distribución de Rayleigh, mientras que p  es una distribución uniforme. 
Esto  indica  que  la  fase  de  un  blanco  no  tiene  información  acerca  del  mismo.  Para  una 
distribución Rayleigh, como  pr r  , el valor medio vale  E {r}= 2/2 , mientras que la 
varianza vale  r
2=1−/4 2 . Otro parámetro estadístico empleado habitualmente es el 
Coeficiente de Variación (CV), que se define como la desviación estándar dividida por la 
media [33]. De las expresiones anteriores se deduce, entonces, que para la amplitud r el CV 
tiene un valor de 4/−1 .
Generalmente, el interés en el estudio de los datos SAR se centra en la intensidad  I, 
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(2.44)
(2.45)
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definida como I=r 2 . Si se realiza este cambio de variable en la ecuación (2.44) se obtiene 
que la distribución estadística de la intensidad será:
p I  I =
1
 2
exp −I 2  I∈[0,∞ 
lo cual denota que la intensidad sigue una distribución exponencial. El valor medio de 
la misma es E {I }=2  y su desviación estándar  I
2=2 . Por tanto, el CV de la intensidad 
será igual a 1. La figura 2.5 muestra las distribuciones de densidad de probabilidad para la 
amplitud r (a), intensidad I (b) y fase   (c) para imágenes SAR complejas.
Fig. 2.5: Representación de las distribuciones de densidad de probabilidad para varios valores de  .  
(a) Amplitud, (b) intensidad y (c) fase.
2.1.4. Modelo multiplicativo de ruido speckle en imágenes SAR
En el apartado anterior se ha modelado la escena de reflectividad mediante un gran 
número de blancos puntuales, independientes y situados aleatoriamente sobre el espacio. Esto 
permite modelar un coeficiente de backscattering por área u x , y  :
u x , y =∑
k=1
N
 k exp jsk  x−xk , r−r k 
donde   x , r   es  la  función  delta  de  Dirac  bidimensional  y  N es  el  número  de 
elementos  en  un  área  particular  de  la  escena.  Con  el  fin  de  describir  la  potencia  media 
reflejada se define el coeficiente de scattering diferencial o scattering promedio por unidad de 
área:
0=E { A }
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donde A  representa un área espacial y la esperanza E {·}  se calcula en el dominio 
espacial.
Entonces,  introduciendo la expresión de la respuesta impulsional del sistema SAR, 
descrita  en  la  ecuación  (2.33),  e  integrando  para  el  espacio  completo,  el  backscattering 
promedio para un píxel determinado de la imagen SAR puede expresarse como [24][32]:
=∫
−∞
∞
∫
−∞
∞
∣H  f x , f r∣
2 0 df x df r=
0xr .
Por tanto, el valor obtenido de cada píxel de la imagen SAR tiene dos contribuciones. 
Primero,  hay  un  término  que  contiene  un  valor  de  tipo  RCS  de  tipo  determinista    
proporcional  al  backscattering promedio,  ponderado  por  las  dimensiones  de  la  celda  de 
resolución, como muestra la ecuación (2.50). En segundo lugar, este valor del píxel tiene una 
contribución aleatoria, el speckle, caracterizado por N c 0,
2/ 2 .
Aquí cabe destacar, de nuevo, que el ruido speckle no es un proceso aleatorio, sino una 
medida electromagnética real. Sin embargo, debido a la complejidad del proceso de reflexión, 
no puede predecirse para un píxel determinado y se interpreta como un proceso ruidoso que 
degrada la componente determinista  .
En la ecuación (2.47) se ha descrito la distribución de densidad de probabilidad para 
una imagen SAR en intensidad. Si se introduce el cambio de variable I=2 z , se obtiene la 
siguiente distribución:
p z z =exp −z  z∈[0,∞  .
De esta ecuación se puede considerar el valor en intensidad de un píxel como un valor 
determinista  que  contiene  información  acerca  de  la  potencia  reflejada  incoherente 
multiplicada por el ruido  speckle, que sigue una distribución exponencial de media unidad. 
Por  esta  razón  el  ruido  speckle suele  considerarse  como  una  componente  de  ruido 
multiplicativo respecto a la intensidad en una imagen SAR [31][34][35][9]. Por otro lado, la 
fase está distribuida uniformemente, tal y como se ha descrito en el apartado 2.1.3. Entonces, 
no tendría mucho sentido introducir un término de fase referente a la reflectividad compleja, 
ya que sería totalmente aleatoria. Por tanto, la imagen SAR S x , r   puede describirse en un 
área homogénea como:
S x , r =0 nexp  j 
donde  n denota la componente multiplicativa referente al ruido  speckle en amplitud, 
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caracterizada por E {n}=1  y var {n }=1 , mientras que   denota la componente aditiva de 
fase uniformemente distribuida asociada al ruido speckle. La información útil está contenida 
en   y es independiente del ruido nexp  j .
2.2. Polarimetría SAR y sistemas SAR multidimensionales
Los sistemas SAR polarimétricos, o PolSAR, consiguen obtener un incremento en la 
cantidad de información recogida sobre la  escena mediante  la  adquisición de más de una 
imagen SAR referente a la misma zona. 
La principal característica de una onda electromagnética transversal es la naturaleza 
vectorial  de  su  campo  electromagnético,  que  se  conoce  como  polarización.  Por  tanto, 
utilizando combinaciones de las polarizaciones de la onda incidente y recibida por la antena 
se puede incrementar el número de canales de información obtenidos. Esta opción, además, 
tiene la ventaja de la síntesis de polarización [36], que permite obtener la respuesta del blanco 
a cualquier polarización conociendo la respuesta a dos estados de polarización ortogonales.
2.2.1. Polarización de onda
De las  ecuaciones  de  Maxwell  para  el  campo  electromagnético  se  pueden  extraer 
soluciones que conforman ondas progresivas, que representan el transporte de energía de un 
punto a otro  [37][38]. Si se emplea un sistema de coordenadas cartesianas  [ x , y , z ]  para 
describir el campo eléctrico de una onda propagándose en la dirección z  se obtiene:
E z ,t =E xz , t  xE y z ,t  y=E0xcos  t−k z−x  xE0y cos  t−k z− y y
donde  x  y  y  son dos  términos  de fase constantes,  E0x  y  E0y  representan la 
amplitud del campo eléctrico en las direcciones x  y y  y k se define como:
k=2=

c .
La ecuación (2.53) también se puede expresar en forma vectorial:
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E z ,t =[E xE y ]=[E0x cos  t−k zxE0y cos  t−k zy] .
Las componentes E x  y E y  verifican la ecuación:
 E xE 0x 
2
 E yE 0y 
2
−2
Ex E y
E0x E0y
=sin2
donde  =x− y . Esta ecuación define el lugar geométrico de los puntos descritos 
por el extremo del vector campo eléctrico E z ,t   a lo largo del tiempo para cualquier valor 
de z. Este lugar geométrico, en el caso más general, tiene forma de elipse, llamada elipse de 
polarización, cuya forma no depende del espacio ni del tiempo. La elipse de polarización se 
muestra representada en la figura 2.6:
Fig. 2.6: Elipse de polarización genérica para una onda propagándose en dirección z .
Un estado de polarización elíptico viene definido por los siguientes parámetros:
• Orientación en el espacio del plano en el que esta situada la elipse de polarización. 
Viene determinada por su vector normal que es la dirección de propagación de la onda. 
Aquí, por simplicidad, se ha asumido que es z .
• Ángulo de orientación   del eje mayor de la elipse con la dirección x  positiva. El 
valor de este parámetro esta en el intervalo [−/2,/ 2] .
• Ángulo de elipticidad   . Representa la apertura de la elipse y se halla en el rango 
[−/4,/4] .
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• Sentido  de  polarización.  Indica  el  sentido  hacia  el  que  se  describe  la  elipse  de 
polarización. Viene expresado por el signo del ángulo de la elipticidad  . Este sentido 
viene determinado por la convención del IEEE [39], la polarización es a derechas si la 
punta del vector campo eléctrico rota en el sentido de las agujas del reloj, cuando se 
observa la onda en la dirección del sentido de propagación. En caso contrario será a 
izquierdas.  Para  el  caso  de  0  denotará  polarización  a  derechas,  mientras  que 
0  implicará a izquierdas.
• La amplitud de la elipse de polarización A, definida como A=a2b2  donde a y b 
son las amplitudes de los ejes mayor y menor, respectivamente.
• Fase  inicial    respecto  al  origen  de  fase  para  t=0 ,  definida  dentro  del  rango 
[− ,  .
La tabla 2.1 muestra los valores de los parámetros de la elipse de polarización para un 
conjunto  de  estados  de  polarización.  En  sentido  amplio,  el  estado  de  polarización  queda 
completamente caracterizado por tres parámetros independientes: el ángulo de polarización 
 , el ángulo de elipticidad   y la amplitud de la elipse A.
Lineal Horizontal Lineal Vertical Circular a derechas Circular a izquierdas
 0 /2 [−/2,/ 2] [−/2,/ 2]
 0 0 −/4 /4
Tabla 2.1: Algunos estados de polarización y sus parámetros.
2.2.2. La matriz de scattering
Para  definir  formalmente  la  matriz  de  scattering es  necesario  primero  definir  el 
escenario  global  en  el  que  se  va  a  describir.  Para  empezar,  se  define  un  sistema  de 
coordenadas cartesianas  [ x , y , z ]  con origen en el blanco de interés. El sistema SAR, por 
otro lado, puede entenderse como un sistema formado por dos antenas, una transmisora y otra 
receptora, que pueden estar situadas en cualquier punto del espacio. Cuando estas dos antenas 
están  situadas  en  puntos  diferentes  el  proceso  de  reflexión  se  denomina  configuración 
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biestática, mientras que si están situadas en el mismo punto se conoce como backscattering. 
Un caso particular de configuración biestática es cuando la antena receptora está detrás del 
blanco de interés, sobre la línea que va de la antena transmisora al blanco. Este caso se conoce 
como forward scattering.
El vector de campo eléctrico transversal se puede describir mediante dos estados de 
polarización  ortogonales  [40].  Se  va  a  asumir  que  estos  estados  de  polarización  son  la 
polarización lineal horizontal,  h , y la polarización lineal vertical  v , que definen una base 
lineal de polarización { h , v } . 
Entonces  el  campo  incidente  tiene  dos  componentes  Eh
i  y  E v
i ,  las  componentes 
transversales  del  mismo  se  refieren  al  sistema  de  coordenadas  centrado  en  la  antena 
transmisora  [ hi , vi , k i ] .  Para  el  campo  reflejado  [ hs , vs , k s ] ,  o  scattered,  existen  dos 
convenciones diferentes en función del tipo de sistema SAR. Una convención es llamada 
Forward  Scattering  Alignment o  FSA,  que  es  relativa  a  la  onda  propagada.  La  otra 
convención, llamada Backward Scattering Alignment o BSA, se define respecto a las antenas 
radar, de acuerdo con el estándar IEEE [39], que define un estado de polarización también 
para la antena receptora. La figura 2.7 muestra ambas convenciones para el campo reflejado 
así como para el campo incidente.
Fig. 2.7: Sistema de referencia para la convención (a) FSA y (b) BSA.
De lo anteriormente descrito se deduce que, las equivalencias entre los sistemas de 
coordenadas para los campos incidentes y reflejados en la dirección de  backscattering son, 
para la convención FSA: hs=− hi , v s= v i  y k s=− k i ; mientras que para la convención BSA 
serían: hs= hi , v s= v i  y k s= k i .
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Bajo la convención BSA, por tanto, las componentes de los campos eléctricos de las 
ondas incidente y reflejada se expresan bajo el mismo sistema de coordenadas. Además, si se 
tiene  en  cuenta  la  base  lineal  de  polarización  { h , v }  seleccionada,  la  onda  incidente  y 
reflejada pueden expresarse como:
E i=Eh
i hiEv
i v i
E s=Eh
s h sEv
s vs .
Para  relacionar  las  distintas  componentes  de  las  ondas  incidente  y  reflejada, 
asumiendo la hipótesis de campo lejano, se puede utilizar una matriz 2x2 [S] adimensional 
compleja, característica del objeto de interés, conocida como matriz de  scattering  [41][42]
[43][44]:
[EhsEvs ]= exp − jkrr [S hh S hvSvh S vv ] [E h
i
E v
i ]
o, de forma equivalente, en notación matricial:
E s= exp− jkr 
r
[S ] E i
donde  r representa la distancia entre la antena receptora y el objeto de interés. A la 
ecuación (2.60) se la conoce como ecuación de campo. El término referente a la propagación 
exp − jkr/r  se  eliminará  de  aquí  en  adelante,  ya  que  no  afecta  a  la  información  de 
polarización. También se asumirá a partir de ahora que [S] se expresa bajo la convención 
BSA, ya que es el caso en la mayoría de los sistemas SAR, incluyendo los analizados en el 
presente  proyecto.  Por  el  teorema  de  reciprocidad  [45][46],  es  posible  obtener  las 
equivalencias:
Svh=S hv
para la convención BSA, y:
Svh=−S hv
para el caso FSA. Por tanto, una de las magnitudes de esta matriz [S] de fuera de la 
diagonal es redundante. Para expresar la misma información de reflexión sobre el blanco de 
interés,  pero  sin  información  redundante,  se  puede  utilizar  el  vector  de  scattering,  que 
contiene la información relevante de la matriz [S]:
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k3L=[S hh ,2S hv , S vv ]
T .
Un parámetro importante de los vectores de scattering es su norma al cuadrado ∥k∥2 , 
que recibe el nombre de span, y representa la potencia reflejada, que debe ser independiente 
de la base en la cual se representa la información de scattering. Por eso aparece un término 
en la definición del mismo. Otro vector de scattering es el conocido como vector de Pauli:
k3P=
1
2 [
S hhS vv , S hh−S vv , 2 Shv ]
T
que  tiene  la  ventaja  de  que  sus  componentes  pueden  relacionarse  de  forma  más 
sencilla con los mecanismos físicos de reflectividad elementales. Los dos vectores pertenecen 
al espacio ℂ3 .
2.2.3. Las matrices de covarianza y coherencia
Hasta ahora se ha descrito la matriz de scattering, que relaciona las componentes de la 
onda reflejada con la incidente. Esta matriz, por tanto, es capaz de describir las propiedades 
del blanco siempre y cuando se trate de un blanco puntual. Generalmente, esto no es así, como 
se ha explicado en el apartado 2.1.3, sino que en la celda de resolución hay un conjunto de 
blancos arbitrario situado aleatoriamente y la onda reflejada obtenida es la suma coherente 
todas las reflexiones de los objetos presentes.
En  los  sistemas  SAR  polarimétricos  cada  uno  de  los  elementos  de  la  matriz  de 
scattering puede verse como una imagen SAR distinta.  En la  sección 2.1.3 se llegó a la 
conclusión que una imagen SAR compleja se puede modelar mediante  N c 0,
2/ 2 . Por lo 
tanto,  cada  uno  de  los  canales  de  la  matriz  [S]  puede  modelarse  como  una  distribución 
gaussiana compleja de media nula y varianza 2 /2 .
Entonces,  la información relevante sobre la  escena,  como sucedía en las imágenes 
SAR de un solo canal, está en la estadística de los datos obtenidos. Si se denota k  como el 
vector de scattering, que contiene toda la información acerca de la reflectividad obtenida de la 
celda de resolución,  éste sigue una distribución de densidad de probabilidad gaussiana de 
media nula y varias variables, caracterizada por su matriz de covarianza [C] adecuadamente 
definida [47][48][49]:
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pk k =
1
Q∣[C ]∣
exp−kH [C ]−1k 
donde Q=3  para una configuración monostática k 3L  y H  denota el transpuesto y 
conjugado.  La  pdf  gaussiana compleja  de media  nula  y  varias  variables,  expresada en la 
ecuación (2.65), se denota como N 0, [C ]  y está completamente determinada por su matriz 
de covarianza [C], que es hermítica y semidefinida positiva [32]. Esta matriz se define como:
[C ]=E {k3Lk 3L
H }=[ E {Shh S hh
∗ } 2 E {S hh Shv∗ } E {S hh Svv∗ }
2 E {S hv S hh∗ } E {S hv Shv∗ } 2 E {S hv Svv∗ }
E {S vv S hh
∗ }  2E {S vv S hv∗ } E {S vv S vv∗ } ] .
Nótese que  E {k }=0  y,  por  tanto,  no puede extraerse información directamente a 
partir de la matriz o el vector de scattering. La información está contenida en los momentos 
estadísticos de orden mayor, que quedan completamente caracterizados mediante [C] [32][50]
[51]. Esta matriz contiene, en su diagonal, el valor RCS de la región en la base polarimétrica, 
es decir,  ∥ hh∥
2 ,  ∥ hv∥
2  y ∥ vv∥
2 , pero además, en los elementos de fuera de la diagonal, 
contiene información acerca de la correlación entre los diferentes elementos de la matriz de 
scattering, que son de gran importancia para la interpretación de los datos PolSAR.
De forma similar, se puede definir la matriz de coherencia [T], utilizando el vector de 
Pauli, definido en la ecuación (2.64), en lugar del vector de scattering convencional [52]:
[T ]=E {k3P k3P
H } .
La ventaja de esta matriz es, del mismo modo que sucedía con el vector de Pauli, que 
puede relacionarse más fácilmente con mecanismos físicos de reflexión.  De todos modos, 
como tanto el vector de scattering convencional como el vector de Pauli salen de la misma 
matriz de scattering, las matrices de covarianza y coherencia contienen la misma información 
y están relacionadas mediante la siguiente expresión [52]:
[T ]=1
2 [1 0 11 0 −10 2 0 ] [C ] [
1 1 0
0 0 2
1 −1 0 ] .
Aquí es importante destacar que para que estas matrices tengan rango completo, es 
decir, rango 3, se debe realizar un proceso de promediado, el cálculo de E {k kH } , de como 
mínimo 3 valores distintos. Al realizar un proceso de promediado, la relación simétrica entre 
la matriz de scattering y las matrices de coherencia y covarianza se pierde [52]. Una matriz de 
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covarianza o coherencia tiene hasta nueve parámetros reales independientes, mientras que la 
matriz de  scattering contiene tan sólo cinco. Esto evidencia la incapacidad de la matriz de 
scattering para  describir  correctamente  el  proceso  de  reflexión  en  el  caso  de  blancos 
distribuidos.
2.2.4. Ruido speckle en datos SAR polarimétricos
Para  blancos  distribuidos,  la  caracterización  de  los  mismos  sólo  puede  realizarse 
mediante los momentos de segundo orden ya que, como se ha visto en la sección anterior, el 
vector de  scattering sigue una distribución  N 0, [C ] . En este apartado se hará referencia 
principalmente a las matrices de covarianza [C], sin embargo, el desarrollo y las conclusiones 
serían  equivalentes  para  la  matriz  de  coherencia  [T],  ya  que  ambas  están  relacionadas 
linealmente, como muestra la ecuación (2.68).
El proceso de estimación de los elementos de la matriz de covarianza, que se realiza 
mediante el promediado de las matrices [C] de N píxeles, se denomina multilook, siendo éste 
el  estimador de máxima verosimilitud para las matrices de covarianza.  Sin embargo, este 
proceso tiene una serie de inconvenientes importantes. En primer lugar, el resultado de los 
valores estimados depende del número de píxeles  N promediados, de forma que a mayor  N 
mejor será la estimación de la matriz de covarianza [23] o, de forma equivalente, mayor será 
la  reducción  de  varianza  y  del  ruido  speckle presente  en  los  datos.  Por  otro  lado,  este 
promediado  sólo  puede  realizarse  sobre  zonas  homogéneas,  es  decir,  con  la  misma 
distribución de blancos sobre su superficie,  ya que sino induce una pérdida de resolución 
espacial sobre la imagen. Esta pérdida será mayor cuanto mayor sea el número de píxeles N 
promediados.
La matriz de covarianza estimada [Z] sobre N píxeles independientes para una imagen 
SAR monostática con base de polarización lineal { h , v }  se define como [33][47][48][53]:
[Z ]= 1
N ∑k=1
N
[C k ]= 〈k3L k 3LH 〉=[ 〈S hh S hh
∗ 〉 2 〈S hh S hv∗ 〉 〈S hh S vv∗ 〉
 2〈 Shv S hh∗ 〉 〈S hv Shv∗ 〉 2 〈 Shv S vv∗ 〉
〈S vv S hh
∗ 〉 2 〈S vv S hv∗ 〉 〈S vv S vv∗ 〉 ]
donde [C k ]=k3L k k3Lk
H  es la matriz de covarianza del píxel k-ésimo promediado. A esta 
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matriz  [Z]  se  la  suele  conocer  como datos  PolSAR  N-look.  Basándose en la  distribución 
gaussiana  de  media  nula  multidimensional  del  vector  k ,  se  puede  extraer  que  la  matriz 
estimada [Z] sigue una distribución estadística Wishart compleja W [C ] , N   [53]:
p [Z ][Z ]=
N QN∣[Z ]∣N−Q exp−N tr [C ]−1[Z ]
K N ,Q∣[C ]∣N
donde tr() y ∣.∣  denotan, respectivamente, la traza y el determinante de una matriz y 
K N ,Q  es la función:
K N , Q=1 /2 Q Q−1 N N−Q1
donde  Q  representa la dimensión del vector  k  y    es la función gamma. Para el 
caso de un sistema SAR monostático  Q=3 . Nótese que en el denominador de la ecuación 
(2.70)  aparece  el  determinante  de  la  matriz  de  covarianza  y  que,  como  se  ha  explicado 
anteriormente, es necesario un promedio inicial de al menos 3 píxeles para que esta matriz 
tenga rango 3. La distribución Wishart del ruido speckle, por tanto, no está definida si no se 
realiza un filtrado inicial, ya que se obtendría que el determinante de [C] es igual a 0.
Del apartado 2.1.4 se puede extraer que cada uno de los elementos de la matriz de 
scattering se puede definir como: 
S pq= pq n pq exp j pq
donde n es el ruido speckle,   pq  es la RCS local,  pq  representa la medida de fase 
verdadera y p y q pertenecen a la base de polarización lineal ortogonal { h , v } . Entonces, para 
los elementos de la matriz de covarianza:
〈 S pq Srs∗ 〉=〈 pqrs exp  j  pq−rs 〉 〈n pq nrs∗ 〉 .
Para  poder  recuperar  la  información  útil  a  partir  del  proceso  de  promediado  o 
multilook, es necesario que 〈n pq nrs∗ 〉=1  cuando pq=rs  y cero en cualquier otro caso. Una 
variable  gaussiana  con  estas  características  sería  definida  por  una  matriz  de  covarianza 
diagonal, lo que produciría que el ruido speckle fuese el mismo para todas las imágenes SAR, 
lo cual no es cierto [33]. Esta aproximación, por tanto, no es válida.
En [54] se propone un modelo de ruido speckle para imágenes SAR multicanal basado 
en el estudio del producto hermítico complejo de un par de imágenes SAR. Dado el par de 
imágenes S1 y S2, la matriz de covarianza single-look [Z] se define como:
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[Z ]=[ S1 S 1∗ S 1 S 2∗S 2 S 1∗ S 2 S 2∗] .
Cada elemento de esta matriz se puede expresar como:
Sk S l
∗=∣S k S l∗∣exp  j k−l= z e j
cuya amplitud z  y fase   siguen distribuciones de densidad de probabilidad [67]:
p z z =
4 z
2 1−∣∣2
I 0 2∣∣z1−∣∣2 K 0 2 z21−∣∣2 
p=
1−∣∣2
2   12arcsin 1−23 /2  11−2 
donde    es  el  coeficiente  de correlación  complejo  entre  el  par  de imágenes,    
representa la potencia media entre ambos canales, de valor =1 2 , siendo 1  y 2  los 
coeficientes de backscattering de las imágenes S1 y S2,   se define como =∣∣cos −x   
con  x  como  la  diferencia  de  fase  efectiva  entre  el  par,  I 0  es  la  función  de  Bessel 
modificada de primera clase mientras que K 0  es la función de Bessel modificada de tercera 
clase.
Si  se  introduce el  modelo  de ruido  del  fasor  diferencia  de fase  [55][56] se  puede 
observar como las partes real e imaginaria del producto hermítico de un par de imágenes SAR 
se dividen en tres términos aditivos:
z e j=[zN c zv ' 1 jzv ' 2]exp jx  .
Analizando por separado la contribución de cada uno de los términos al ruido global se 
llega a un modelo de ruido speckle para el producto hermítico de un par de imágenes SAR:
Sk S l
∗=N c zn nm e
j x∣∣−N c z ne
jxnar j nai
donde nm  es una componente de ruido multiplicativo asociada al primer término, nar  
y  nai  son componentes de ruido aditivo asociadas a la parte real e imaginaria del producto 
hermítico,  z n  es la esperanza de la amplitud normalizada del producto hermítico, obtenida 
para el caso =1 , y N c  contiene aproximadamente la misma información que la coherencia 
∣∣ . Los términos de la ecuación (2.79) se pueden clasificar como:
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Sk S l
∗=N c zn nm e
j x∣∣−N c z ne
jxnar j nai
Entonces,  al  primer  término  de  la  ecuación  (2.79)  se  le  denomina  término 
multiplicativo ya que la señal útil está multiplicada por un término de ruido speckle nm . El 
segundo y tercer término, en cambio, están contaminadas por componentes aditivas de ruido 
speckle nar  y nai .
La ecuación (2.79) se puede ver como una generalización de los modelos de ruido 
speckle ya  descritos.  Para  el  modelo  multiplicativo  descrito  en  el  apartado  2.1.4,  dónde 
únicamente  se  utilizaba  una  imagen SAR en intensidad,  se  tiene  que  k=l  y,  por  tanto, 
∣∣=1  y x=0  rad. Entonces se puede obtener:
Sk S k
∗=∣S k∣
2=nm
donde =E {∣S k∣2 } . Este resultado, por tanto, coincide con el modelo multiplicativo 
descrito en 2.1.4.
2.2.5. Descomposición H / Alpha / A
Existen  gran  cantidad  de  descomposiciones  polarimétricas  para  la  extracción  de 
información útil a partir de los datos SAR, como por ejemplo: Huynen [57], Krogager [58], 
Cameron [59], Freeman-Durden [60] o TSVM [61]. En [62], Cloude y Pottier proponen una 
descomposición basada en la proyección de la matriz de coherencia [T] en la base formada 
por sus vectores propios. De esta forma se puede expresar la matriz de coherencia como la 
suma de tres matrices unitarias de rango 1, es decir,  tres mecanismos de  scattering puros 
[T  i] :
[T ]=∑
i=1
3
i [v ]i[v ]i
H=∑
i=1
3
i[T
i ]
donde  123  son  los  autovalores  ordenados  y  v i  son  los  correspondientes 
autovectores.
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La entropía H y la anisotropía A se definen como:
H=∑
i=1
3
−P i log3 Pi
A=
2−3
23
donde las pseudoprobabilidades P i  se obtienen mediante:
P i=
i
∑
j=1
3
 j
.
Por otro lado, el parámetro    hace referencia a la media ponderada de los distintos 
mecanismos de scattering puros i :
=∑
i=1
3
P ii
donde el ángulo i  se corresponde al tipo de reflexión, desde scattering de superficie 
i=0º ,  pasando  por  reflexión  bipolar  i=45º  hasta  doble  reflexión  en  superficies 
conductoras i=90º .
2.3. Técnicas de filtrado SAR multidimensional
Como se  ha visto  en  apartados  anteriores,  es  necesario  promediar  un  conjunto  de 
píxeles de la imagen SAR polarimétrica a fin de obtener una estimación de los elementos de 
la matriz de covarianza o coherencia. Sin embargo, esto sólo tiene sentido cuando los píxeles 
promediados  pertenecen  a  la  misma  clase  estadística  o,  de  forma  equivalente,  han  de 
pertenecer a una misma zona homogénea de la imagen.
A este  proceso de estimación de las  matrices [C]  o [T]  a  partir  de los datos SAR 
también se le conoce como filtrado, ya que disminuye el efecto del ruido  speckle sobre la 
información útil de la imagen, contenida en estas matrices.
En este apartado se van a introducir algunas de las técnicas de filtrado más utilizadas 
en la actualidad para realizar esta estimación de las matrices de covarianza o coherencia de los 
datos PolSAR.
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2.3.1. Multilook y filtrado Boxcar
En el apartado 2.2.4 ya se introdujo el concepto de  multilook,  como el  proceso de 
estimación de los valores de la matriz de covarianza o coherencia a partir del promediado de 
las matrices de  N píxeles distintos. El filtrado Boxcar consiste en realizar esta estimación 
mediante una ventana de  N píxeles, generalmente cuadrada, centrada en el píxel de interés 
[23].
Sin embargo, tal y como se ha comentado anteriormente, esta técnica de poda tiene 
dos grandes inconvenientes. En primer lugar, el resultado obtenido depende en gran medida 
del número de píxeles N promediados, a mayor N mejor filtrado y reducción de la varianza del 
ruido speckle. En segundo lugar, produce una gran pérdida de resolución ya que en caso de 
situarse la ventana sobre una zona no homogénea o sobre un contorno entre dos regiones, los 
resultados que se obtendrán no serán válidos al mezclar píxeles de distribuciones estadísticas 
diferentes. Esto produce, por ejemplo, que los blancos puntuales brillantes se extiendan según 
la forma de la ventana o que los contornos entre los objetos de la escena se vuelvan borrosos. 
En este tipo de filtrado siempre existe un compromiso entre el nivel de filtrado y la pérdida de 
resolución obtenida.
2.3.2. Filtrado adaptativo de Lee
Para  el  filtrado  de  imágenes  SAR multicanal  se  introdujo  en  [63] una  técnica  de 
filtrado adaptativo para obtener mejor precisión a la hora de estimar la coherencia. Se definen 
8  ventanas  direccionales  para  localizar  el  área  más  homogénea  dentro  de  un  vecindario 
determinado para cada píxel.  Para seleccionar la sub-ventana más homogénea se utiliza el 
promedio del span, es decir, tan sólo se utiliza la información de la diagonal de la matriz de 
covarianza. Los píxeles de la sub-ventana seleccionada se emplean para calcular la matriz de 
covarianza filtrada, a partir del estimador de mínimo error cuadrático medio localmente lineal 
(LLMMSE) de la matriz de covarianza:
[ C ]=[ C ]b  [C ]−[ C ] 
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donde [ C ]  denota el valor promedio de la matriz de covarianza calculada en la sub-
ventana dada, mientras que b∈[0,1]  es un factor de ponderación calculado mediante el grado 
de estacionariedad local. Suponiendo ruido multiplicativo:
y=xn
donde y es el valor del píxel central, x es el valor que se quiere estimar y n representa 
el ruido multiplicativo, de media unidad y varianza n
2 . Entonces, el factor de ponderación b 
puede calcularse como:
b= var x 
var  y
y:
var x =
var y −y2n
2
1−n
2
donde y=E {y} . En áreas homogéneas var x =0 , b=0  y, entonces [ C ]=[ C ] . Por 
el contrario, para blancos puntuales o zonas muy heterogéneas se obtendrá b=1  y, por tanto,
[ C ]=[C ] . En este caso no se afecta a la intensidad del píxel bajo análisis. Para reducir la 
sensibilidad del coeficiente de filtrado adaptativo  b se emplean máscaras direccionales, las 
sub-ventanas mencionadas anteriormente, para determinar la parte más homogénea dentro de 
la ventana deslizante, dentro de la cual se estima el valor del píxel actual [ C ] . Esto permite 
reducir la pérdida de resolución que obtiene el filtrado Boxcar, de forma que cerca de los 
contornos  se  selecciona  una  sub-ventana  con  píxeles  homogéneos.  Sin  embargo,  sigue 
teniendo el inconveniente de la dependencia con el tamaño de la ventana. Además, las sub-
ventanas son fijas, lo que limita en gran medida su capacidad de filtrado o de preservación de 
contornos en función de la forma de las regiones presentes en la imagen.
2.3.3. Filtrado IDAN
El  IDAN  (Intensity-Driven  Adaptative-Neighborhoog)  [20] es  una  técnica  para  la 
estimación de las matrices de coherencia adaptativa en el espacio. Para cada píxel se define a 
su alrededor un vecindario adaptativo (AN), utilizando la técnica de crecimiento de regiones, 
o Region Growing (RG), de forma que puede obtenerse un vecindario homogéneo de forma 
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mucho más flexible  y precisa  que con las  sub-ventanas  del  filtro  de Lee.  Luego,  para la 
estimación de la matriz de coherencia del píxel pueden utilizarse sólo los píxeles presentes en 
el vecindario adaptativo.
El concepto de vecindario adaptativo (AN) se introduce en [64] para aplicaciones con 
imágenes médicas. Para cada píxel, llamado semilla, mediante el crecimiento de regiones se 
construye un vecindario de forma y dimensiones variables, que contiene únicamente píxeles 
pertenecientes a la misma clase estadística que la semilla. Para la primera estimación de la 
semilla se calcula la mediana del conjunto de píxeles inmediatamente adyacentes al inicial 
[20]. Esto se hace así para intentar evitar la pérdida de resolución que conlleva el uso de la 
media.  Sin  embargo,  al  no  seguir  las  imágenes  SAR  en  intensidad  una  distribución  de 
probabilidad  simétrica,  introduce  un  sesgo  importante  sobre  los  datos  [66].  Esto  hace 
imposible  la  utilización  del  IDAN  para  aquellas  aplicaciones  SAR  que  hacen  un  uso 
cuantitativo de la información estimada. La principal ventaja de esta técnica es que permite 
acumular un gran número de muestras homogéneas en el vecindario adaptativo.
El IDAN utiliza únicamente la información de la diagonal de la matriz [T]:
p m ,n=[ [T ]11m ,n[T ]22m , n[T ]33m ,n]=[
p1m ,n
p2m ,n
p3m ,n]
donde m y n son las coordenadas de los píxeles de la imagen.
Del mismo modo que en el filtro sigma de Lee  [65], sólo se añaden en el AN los 
píxeles que difieren de la semilla en menos de dos veces el coeficiente de variación CV del 
ruido. El intervalo ±2/  asegura que población en el AN sea significativa. Se sigue este 
criterio para ir agregando píxeles al vecindario para todas las componentes:
∥pik , l − pi m , n∥
∥p im ,n∥
≤2
donde  p ik , l  representa el píxel a añadir,  p im , n  es la semilla y el subíndice  i 
hace referencia a cada una de las tres imágenes de intensidad. El coeficiente de variación CV 
/  es  un  parámetro  conocido  para  imágenes  SAR,  como  se  ha  visto  en  apartados 
anteriores, y es constante para zonas homogéneas, dónde toma el valor de 1/Leq , con Leq  
siendo el número de píxeles independientes promediados o número de looks.
Para  evitar  que  el  AN  se  extienda  excesivamente  y  ocupe  zonas  con  estadística 
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distinta, el proceso de construcción del vecindario adaptativo suele realizarse en dos pasos. En 
un primer paso se añaden los píxeles que cumplen:
∥pik , l − pi m ,n∥
∥p im ,n∥
≤2
3


y, en un paso posterior, se añaden los que cumplen la ecuación (2.91), pero sólo se 
contemplan aquellos que han sido rechazados por la ecuación (2.92), que serán, a su vez, 
vecinos de algún píxel del AN.
Una  vez  se  conoce  el  vecindario  adaptativo  para  cada  píxel  se  puede  obtener  la 
estimación de la matriz de coherencia [T] promediando los mismos mediante el proceso de 
multilook, o bien, mediante el estimador LLMMSE dentro del vecindario adaptativo, de forma 
que se pondere el promedio del AN en función de su homogeneidad.
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3. BPT. ASPECTOS TEÓRICOS Y DESCRIPTIVOS
La estructura del BPT (de sus siglas en inglés Binary Partition Tree) [18] utilizada en 
el  presente  proyecto  es  una  representación  jerárquica  de  la  información  estructural  de  la 
imagen. Se podría definir como una herramienta de extracción de características de la imagen 
basada en regiones y multiescalar. 
Una aproximación basada en regiones asume la imagen como una realización de un 
proceso aleatorio no estacionario.  Para poder tratarlo,  toma la hipótesis de que la imagen 
puede descomponerse en distintas regiones conexas separables dentro de las cuáles el proceso 
sí  puede  considerarse  estacionario.  El  término  de  región  conexa  se  refiere  a  que  entre 
cualquier par de píxeles de su interior se puede establecer un camino que no sale de la misma, 
mientras que separables hace referencia a que tienen intersección nula. La clave del problema 
está, por tanto, en hallar y diferenciar correctamente estas regiones.
Una  representación  multiescalar  es  capaz  de  diferenciar  y  extraer  las  diferentes 
características a diferentes escalas del problema. En el caso del procesado basado en regiones 
multiescalar, se trata de separar en regiones los distintos aspectos de la imagen que suceden a 
diferentes escalas espaciales de detalle. Por tanto, se requerirá una separación en regiones a 
diferentes escalas de  la imagen.
Este  capítulo  está  dedicado  a  realizar  una  introducción  de  la  estructura  y  del 
mecanismo de construcción del BPT y los diferentes aspectos teóricos que intervienen en sus 
distintas fases.  Posteriormente se describirán algunas aplicaciones basadas en este modelo 
para el filtrado de imágenes SAR polarimétricas.
Primero se estudiará la representación de la información obtenida mediante el BPT 
explicando algunas nociones básicas sobre la teoría de grafos. En este capítulo tan solo se 
darán algunas pinceladas sobre esta extensa área, con el fin de poder entender las estructuras 
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de datos que representan las relaciones jerárquicas del BPT.
Posteriormente se explicará el proceso de generación de esta representación a partir de 
la imagen y se describirá el algoritmo implementado en el presente proyecto. Finalmente, se 
analizarán algunas técnicas de filtrado basadas en el BPT.
3.1. El BPT como representación jerárquica de la imagen
El BPT tiene como objetivo generar una representación de las regiones homogéneas de 
la  imagen  a  diferentes  escalas.  Sobre  estas  regiones  a  diferentes  niveles  de  detalle  se 
establecen relaciones jerárquicas, de forma que la estructura completa del BPT mantiene la 
información  referente  a  todas  las  escalas.  Por  tanto,  es  una  representación  bastante  más 
completa  que  una  segmentación  concreta,  ya  que  se  mantiene  toda  la  información  de  la 
imagen original y, además, de su estructura a las diferentes escalas.
En los siguientes apartados se explicará brevemente en qué consiste esta estructura de 
datos y como es modelada la representación jerárquica de la imagen en el BPT.
3.1.1. Grafos y árboles
Se  conoce  como  grafo  a  una  estructura  matemática  formada  por  un  conjunto  de 
vértices, o nodos, y una selección de pares de nodos, llamadas aristas, o arcos, que pueden ser 
orientadas o no. La disciplina que estudia los grafos se conoce como teoría de grafos.
Más  formalmente  un  grafo  es  un  conjunto G :=V , E  ,  donde  V representa  el 
conjunto de vértices y E el conjunto de aristas, de la forma {u ,v}∣u , v∈V .
El  artículo  escrito  por  Leonhard  Euler  [1] sobre  el  problema  de  los  puentes  de 
Königsberg y publicado en 1736 se considera el primer resultado en la historia de la teoría de 
grafos.
Gráficamente, un grafo se suele representar con una serie de puntos, que representan 
los vértices, conectados por unas lineas, representando las aristas.
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Fig. 3.1: Representación esquemática de un grafo.
3.1.1.1. Tipos de grafos según sus aristas
La definición de grafo dada anteriormente es bastante genérica y la información y 
estructura del mismo puede variar según su aplicación. En este apartado se va a hacer una 
clasificación de los distintos tipos de grafos en función de las relaciones representadas por sus 
aristas:
• Grafo  dirigido:  Se  considera  un  grafo  dirigido  o  digrafo  cuando  las  aristas 
representan pares ordenados, es decir, se considera que  {u ,v}≠{v ,u},∀ u , v∈V . 
Por el  contrario,  se considera un  grafo no dirigido cuando las  aristas  representan 
conjuntos de dos vértices, sin importar el orden. Los grafos dirigidos se representan 
con una flecha en cada arista indicando la dirección de la misma.
 
        
          a)           b)
Fig. 3.2: Representación gráfica de un grafo dirigido, a), y no dirigido, b).
• Grafo valuado: Un grafo valuado, ponderado o etiquetado, es un grafo en el que se 
atribuye a cada arista un valor específico,  llamado valuación,  ponderación o coste, 
según el contexto. Es decir, en este grafo el conjunto E se define como un conjunto de 
valores {u , v , c }∣ u , v∈V ;c∈ℜ . Generalmente se representa indicando el valor al 
lado de la arista.
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Fig. 3.3: Representación de un grafo valuado. Al lado de las aristas se representa su coste.
3.1.1.2. Propiedades de grafos según su forma
Para  poder  clasificar  según la  forma  los  distintos  grafos  es  interesante  definir  los 
conceptos de cadena y ciclo sobre un grafo:
• Cadena y camino: En [2] se distingue entre cadenas (chains) y caminos (path), según 
sean  aplicados  a  grados  no  dirigidos  o  digrafos,  respectivamente.  Una  cadena  o 
camino es una sucesión de vértices y aristas pertenecientes al grafo que conectan dos 
vértices. Más formalmente, un camino sobre un grafo G :=V , E   se define como 
C={N ,R}∣N={n1, n2,... , nk1}, R={r1, r 2,... , rk}, r i={n i , n i1} ,N∈V , R∈E .  Si  no 
existen aristas múltiples entre pares de nodos se puede escribir sin ambigüedad como 
una sucesión de vértices consecutivos adyacentes.
• Ciclo y circuito: Un ciclo es una cadena cerrada, es decir, el vértice inicial y final es el 
mismo, pero con todos los restantes vértices distintos. Del mismo modo, un circuito es 
un camino cerrado con todos los vértices distintos excepto inicial y final.
Una  vez  definidos  estos  dos  conceptos,  ya  se  puede  hacer  una  distinción  de  los 
distintos grafos en función de su conectividad:
• Conectividad: Se dice que un grafo es conexo si existe una cadena (o camino) entre 
cualquier  par  de  vértices.  Por  el  contrario,  de  no  ser  así  se  dice  que  el  grafo  es 
inconexo o no conexo.
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Fig. 3.4: Grafo inconexo (a) y grafo conexo (b).
3.1.1.3. Árboles y bosques como grafos
Mediante las definiciones dadas en los apartados anteriores, se puede definir un árbol 
como un grafo conexo, en el que cualquier par de nodos esta conectado por un único camino. 
Nótese  que  cualquier  grafo  conexo sin  ciclos  tiene  la  forma  de  un  árbol,  como el  grafo 
representado en la figura 3.5.
Un bosque,  de  forma análoga,  es  un grafo en  el  que  cualquier  par  de nodos está 
conectado por como máximo un camino. Generalmente se suele representar un bosque como 
un conjunto de árboles, de ahí le viene su nombre.
Fig. 3.5: Grafo que cumple las propiedades de un árbol, sin una raíz definida.
Un árbol recibe el nombre de  árbol con raíz (rooted tree) si uno de sus nodos se 
designa como raíz. En este caso, se suele representar por niveles, con las aristas orientadas 
hacia o desde la raíz. Los nodos finales del árbol, aquellos que sólo tienen una arista, se les 
denomina los nodos hoja del árbol, por analogía con los árboles vegetales.
Cuando para cada nodo se define un grado máximo, es decir,  número máximo de 
aristas que conectan con el nodo, se obtiene un árbol regular, que en el caso de 3 aristas se 
llama árbol binario (arista hacia el nodo superior más dos hacia abajo), en el caso 4 se conoce 
como árbol ternario y en el caso general como árbol n-ario. En la figura 3.6 se muestra este 
representación para un árbol regular binario con raíz, pintada en rojo. Las hojas del mismo se 
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han pintado en verde.
Fig. 3.6: Estructura de árbol regular binario con raíz. En rojo se representa el nodo raíz y en verde 
las hojas.
Este tipo de estructuras son muy utilizadas para representar relaciones jerárquicas. Por 
eso en estas estructuras, a los nodos a un nivel inferior de cada nodo se les llama los hijos del 
mismo, mientras que al nodo de un nivel inmediatamente superior se le llama padre. En el 
caso del árbol binario los hijos se denominan hijo izquierdo e hijo derecho y se dice que dos 
nodos son hermanos cuando comparten padre.
3.1.2. El BPT de una imagen SAR
En una imagen [18], la estructura de árbol binario se utiliza para representar todas las 
regiones encontradas en su interior, de forma que cada nodo representa una región conexa de 
la imagen, entre las cuales se establecen las relaciones jerárquicas. Esta estructura, por tanto, 
guarda toda la información de partición de la imagen a lo ancho del árbol y almacena también 
toda la información multiescalar a lo alto de la estructura.
Esto es lo que le aporta toda la riqueza en cuanto a cantidad de información respecto a 
otras técnicas de partición o segmentación de la imagen, en las que sólo se dispone de la 
información correspondiente a una segmentación concreta. Una segmentación de la imagen 
puede obtenerse mediante un corte o una poda sobre el mismo, pero a partir de un árbol 
pueden obtenerse gran cantidad de segmentaciones distintas, gracias a toda la información 
multiescalar que contiene. El BPT, entonces, aporta sobre el resto de representaciones basadas 
en regiones toda la información guardada en vertical.
En los siguientes apartados se analizará con más detalle la estructura interna del BPT 
explicando  toda  la  información  contenida  en  cada  elemento  del  grafo  y  qué  representa 
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respecto a la imagen SAR.
3.1.2.1. Información contenida en los nodos
En el BPT, cada nodo representa una región conexa de la imagen PolSAR, por lo tanto 
debe  contener  toda  la  información  correspondiente  para  caracterizar  dicha  región. 
Concretamente, cada nodo contiene un modelo que caracteriza la región de la imagen que 
representa.
En  polarimetría  SAR  se  suele  utilizar  la  matriz  de  covarianza  o  coherencia  para 
representar la estadística que sigue el vector de scattering bajo una zona homogénea  [19], 
tanto  para  su  modelado  como  para  otros  procesos  de  extracción  de  información.  En  la 
implementación  evaluada  en  el  presente  proyecto  se  ha  seguido  esta  misma  idea.  Sin 
embargo, es importante destacar que esta representación asume que la zona representada es 
homogénea y no es un buen modelo cuando ésto no se cumple, como sucede en los nodos más 
altos del árbol, como se verá más adelante.
3.1.2.2. Relaciones entre nodos que conforman la estructura del BPT
Como ya  se  ha  explicado,  el  BPT contiene  toda  la  información  estructural  de  la 
imagen a diversas escalas en forma de árbol binario. Ahora bien, tanto para el proceso de 
construcción del mismo como para su posterior análisis, también se incluyen sobre este árbol 
las relaciones de vecindad entre nodos, generando una estructura más completa. Por tanto, se 
pueden distinguir dos tipos de relaciones sobre la estructura de datos final de la imagen:
• Relaciones jerárquicas: Son las que conforman el árbol de la imagen como tal. La 
relación de un nodo hacia sus hijos es de inclusión. La región representada por el nodo 
padre se compone de dos, correspondientes a sus hijos. Desde los nodos hijos hacia el 
padre,  por  tanto,  hay  una  relación  de  fusión  de  regiones.  En  la  definición  de  la 
estructura de datos como árbol, no se establece ningún tipo de regla para determinar 
cuál es el hijo izquierdo o derecho, por lo que son asignados indistintamente. Esta 
relación de inclusión se propaga hacia arriba y abajo, de forma que el nodo raíz es el 
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que representa la región más grande, que comprende toda la imagen, ya que no se 
puede fusionar más, mientras que los nodos hoja son los que representan regiones 
formadas por píxeles aislados de la imagen, es decir, sólo incluyen un píxel.
Desde  el  punto  de  vista  del  grafo  resultante,  estas  relaciones  se  consideran  como 
aristas  no  dirigidas,  ya  que  representan  una  relación  jerárquica  en  ambos  sentidos.  Otra 
posible representación equivalente seria representarlas mediante dos aristas dirigidas, una en 
cada sentido, diferenciando las aristas hacia abajo para simbolizar la inclusión y hacia arriba 
para la fusión de regiones. Sin embargo, se ha optado por la primera opción, para simplificar 
la representación.
En la figura 3.7 se muestra una estructura de árbol muy simple a fin de plasmar la 
representación gráfica del BPT con sus relaciones jerárquicas. En la figura 3.8 se muestra el 
contenido de los nodos del árbol, junto con la representación sobre la imagen de las relaciones 
de fusión. Cada imagen representa un nodo de la parte superior del árbol, comenzando desde 
la raíz. En cada uno de estos nodos se han pintado las dos regiones fusionadas, en azul la 
región  perteneciente  al  nodo  izquierdo  y  en  rojo  la  perteneciente  al  derecho.  Las  aristas 
jerárquicas  se han pintado en azul  y  rojo,  según se correspondan con la  relación de hijo 
izquierdo o derecho, a fin de ser fácilmente identificadas con el color de las regiones del nodo 
padre. Los datos de entrada se corresponden con una imagen simulada filtrada, que consta de 
4 regiones homogéneas. Se puede observar como en diferentes nodos del árbol es capaz de 
separar las 4 regiones.
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Fig 3.7: Representación de la estructura del BPT. El nodo raíz (en rojo) representa toda la imagen y  
los nodos hoja (en verde) representan píxeles de la misma.
Fig. 3.8: Representación de las dos regiones fusionadas en cada nodo del árbol. En rojo el hijo  
derecho y en azul el izquierdo.
• Relaciones de vecindad: Dentro de la estructura, aunque no formen parte del BPT 
como  tal,  también  se  establecen  relaciones  de  vecindad  entre  diferentes  regiones 
siempre y cuando algunos píxeles de entre las mismas sean vecinos. Se dice entonces, 
que  las  regiones  son  vecinas  o  adyacentes.   Adicionalmente,  sobre  dos  nodos 
adyacentes vecinos se define un parámetro de similitud o semejanza. Gráficamente las 
relaciones  de  vecindad  se  representarán  como  aristas  etiquetadas  con  el  valor  de 
similitud.  Estas  relaciones  juegan  un  papel  muy  importante  en  el  proceso  de 
construcción del árbol, ya que una región sólo puede ser fusionada con alguna región 
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vecina,  para así  mantener la conectividad de las regiones.  Además,  el  valor de las 
aristas etiquetadas sirve como guía para el algoritmo de construcción del BPT.
3.2. Proceso de generación del BPT
En los apartados anteriores se ha explicado la representación jerárquica de la imagen 
que  conforma  el  BPT en  el  presente  proyecto.  En  los  siguientes  puntos  se  describirá  el 
proceso de construcción del árbol binario tal y como se ha definido en apartados anteriores.
A la hora de plantear un algoritmo que a partir de una imagen en dos dimensiones 
genere un árbol binario de particiones aparecen dos planteamientos fundamentales contrarios:
• Construcción de arriba a abajo: En este planteamiento se parte de la situación inicial 
en que toda la imagen se considera una única región. Esta región, por tanto, será la raíz 
del  árbol  resultante.  A partir  de  aquí  cada  región  ha  de  partirse  en  dos  de  forma 
recursiva, hasta llegar a las regiones que únicamente contienen un píxel, que serán las 
hojas del árbol.
• Construcción de abajo a arriba: Este es el planteamiento inverso al anterior. Se parte 
de la situación en que cada píxel de la imagen forma una región. En este caso, por 
tanto,  se  parte  de  las  hojas  del  árbol  que  se  han de ir  fusionando de dos  en dos, 
manteniendo las relaciones de vecindad, para formar regiones de tamaño mayor, hasta 
llegar a una única región que será la raíz del árbol.
3.2.1. Algoritmo de generación del BPT
El esquema que sigue el algoritmo de generación del BPT que se ha evaluado en este 
proyecto sigue una topología de abajo a arriba, tal y como se ha explicado en el apartado 
anterior. Por tanto, desde el punto de vista de la construcción del árbol puede dividirse en dos 
etapas, la generación del estado inicial del BPT y la evolución desde éste hacia el estado final:
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• Construcción  del  estado  inicial:  Deben  generarse  tantas  regiones  aisladas  como 
píxeles  contenga  la  imagen,  inicializando  todos  nodos  con  sus  valores 
correspondientes.  También  se  han  de  generar  todas  las  aristas  ponderadas 
correspondientes a las relaciones de vecindad. Por tanto, deben definirse el vecindario 
o conjunto  de píxeles  vecinos  de  otro.  En este  proyecto  se  ha  contemplado la  4-
conectividad y la 8-conectividad, tal y como vienen representadas en la figura 3.9. 
Para dar un valor de similitud entre nodos vecinos se utiliza una función de similitud, 
que evalúa la similitud entre las diferentes regiones y que será descrita con más detalle 
en los apartados posteriores.
Fig. 3.9: Casos de conectividad evaluados. En rojo el píxel a evaluar y en gris los vecinos de éste.
• Evolución  hasta  el  estado  final  o  construcción  del  árbol:  Este  es  un  proceso 
iterativo, que a cada paso fusionará las dos regiones más similares de la imagen, que 
serán las obtengan un valor menor al ser comparadas mediante la función de similitud, 
dando lugar a una nueva región que englobará a las otras dos fusionadas y que será 
representada  por  el  nodo  padre  de  las  mismas.  Deben  establecerse  las  relaciones 
jerárquicas  de esta  nueva región  y se  deben recalcular  todas  las  relaciones  con el 
vecindario de la nueva región, utilizando la función de similitud. El vecindario de la 
región padre siempre será la unión del vecindario de sus dos hijos.
3.2.1.1. Construcción del estado inicial
La primera fase del algoritmo consiste en la generación del estado inicial, de la misma 
manera que se ha explicado anteriormente. En una primera iteración se recorrerán todos los 
píxeles de la imagen y se generarán todos los nodos hoja del árbol correspondientes. En otra 
iteración posterior se recorrerán todos los nodos y se generarán todas las aristas del vecindario 
de cada nodo, calculando la semejanza entre nodos vecinos mediante la función de similitud.
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4-conectividad 8-conectividad
Esta fase se simplifica si se asume la simetría de la función de similitud. En ese caso, 
durante la segunda iteración, para cada nodo sólo deben considerarse las relaciones hacia los 
nodos vecinos que restan por procesar, ya que el resto de relaciones ya han sido procesadas en 
iteraciones anteriores.
Para la descripción en pseudocódigo del algoritmo de inicialización y construcción del 
BPT se va a utilizar la siguiente notación:
• T(N, H, V): Representa el conjunto del árbol de la imagen, compuesto por los nodos y 
las relaciones jerárquicas, más el conjunto de las relaciones de vecindad, donde:
• N: Representa el conjunto de nodos del árbol.
• H: Representa el conjunto de relaciones jerárquicas entre los nodos. Se corresponde a 
las aristas no dirigidas que forman el BPT.
• V: Representa el conjunto de relaciones de vecindad entre nodos. Cabe remarcar que 
estas aristas son dirigidas y ponderadas por el valor de semejanza.
Nótese que el BPT como tal solo incluiría las relaciones jerárquicas sobre los nodos, 
por lo que podría denotarse como Tb(N,H).
Con  esta  notación  el  algoritmo  de  inicialización  puede  describirse  de  la  siguiente 
forma:
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función inicializar_árbol(imagen I)
N ← Ø
H ← Ø
V ← Ø
para cada píxel px en I hacer
añadir_nodo(N, crear_nodo(px))
fin para
para cada nodo ni en N hacer
X ← vecindario(ni)
X ← X – {nj | nj < ni}
para cada nodo nk en X hacer
añadir_arista_ponderada(V, ni, nk, función_similitud(ni, nk))
fin para
fin para
devolver T(N, H, V)
fin función
Esta función toma como entrada la imagen I inicial. Genera el conjunto de nodos N a 
partir  de  sus  píxeles  y  establece  todas  las  relaciones  de  vecindad  en  V.  La  función 
vecindario() devolverá  4  u  8  regiones  vecinas  en función  de  la  conectividad,  de  las  que 
posteriormente  se  eliminarán  los  nodos  ya  procesados,  denotados  por  {nj |  nj <  ni}.  La 
creación  de  las  aristas  ponderadas  entre  regiones  vecinas  se  hace  mediante  el  valor  que 
produce la función de similitud a través de la llamada a función_similitud().
En  la  figura  3.10  se  muestra  el  resultado  obtenido  después  del  proceso  de 
inicialización de un conjunto de 5 nodos sobre una única dimensión, a fin de simplificar la 
representación.
Fig. 3.10: Representación en 1 dimensión del estado del árbol después de la inicialización.
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3.2.2.2. Construcción del árbol jerárquico
Una  vez  inicializada  la  estructura  de  datos  mediante  la  función  anterior,  se  debe 
generar el árbol binario, ya que en este punto el conjunto de relaciones jerárquicas H está 
vacío. Para el proceso de construcción juega un papel muy importante el valor de similitud 
que  pondera  las  aristas  de  vecindad,  ya  que  guiará  al  algoritmo para  decidir  qué  par  de 
regiones serán fusionadas a cada iteración.
Para  seguir  la  evolución  del  algoritmo  se  generarán  dos  nuevos  conjuntos 
correspondientes a los nodos y aristas de vecindad que restan por procesar, a fin de poder 
diferenciarlas de las propias del árbol.
Siguiendo la misma notación anterior, el algoritmo de construcción del BPT sería el 
siguiente:
función generar_árbol(T(N, H, V))
AN ← copia(N)
AV ← copia(V)
mientras tamaño(AN) > 1 hacer
vi ← min(AV)
L ← vértices(vi)
X ← vecindario_región(L1) U vecindario_región(L2) – {L1, L2}
p ← crear_nodo_fusión(L1, L2)
añadir_nodo(N, p)
AN ← AN U {p} – {L1, L2}
E ← vecindario_aristas(L1) U vecindario_aristas(L2)
AV ← AV – E
V ← V – E
añadir_arista(H, L1, p)
añadir_arista(H, L2, p)
para cada nodo ni en X hacer
añadir_arista_ponderada(V, ni, p, función_similitud(ni, p))
añadir_arista_ponderada(AV, ni, p, función_similitud(ni, p))
fin para
fin mientras
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devolver T(N, H, V)
fin función
Esta segunda función toma como entrada la estructura inicializada anteriormente y 
genera todas las relaciones jerárquicas, los nodos superiores hasta llegar a la raíz y el conjunto 
de relaciones de vecindad entre ellos. Es decir, esta función es la encargada de generar el BPT 
mediante la construcción de abajo a arriba.
La función vecindario_región() devuelve el conjunto de regiones vecinas de un nodo, 
mientras que  vecindario_aristas() devuelve el conjunto de aristas desde todas las regiones 
vecinas hacia el nodo, excepto las correspondientes a su hermano. El par de nodos a fusionar 
(L1, L2) es extraído a partir de la arista de vecindad mínima (la que relaciona los dos vecinos 
por procesar más similares), obtenida mediante la función  min(), mientras que el nodo que 
representa  la  fusión  (p)  es  obtenido  mediante  crear_nodo_fusión().  Una  vez  generado  el 
nuevo nodo se establece la relación jerárquica asignándolo como padre de ambas regiones 
mediante  añadir_arista() a  H.  Finalmente  han  de  actualizarse  todas  las  relaciones  del 
vecindario de L1 y L2 para que apunten hacia la nueva región p. 
Nótese que se actualizan las relaciones del vecindario de estas dos regiones, pero no 
sus propias relaciones de vecindad. Cada región, por tanto, mantendrá en la estructura final el 
vecindario que tenía en el momento inmediatamente anterior a su fusión. Esta información 
puede ser útil para que otros algoritmos de procesado basados en regiones puedan acceder a 
información referente al entorno de cada región del árbol a su mismo nivel de detalle.
Al final del proceso de construcción T contendrá toda la información del árbol y el 
último nodo de  N será  la  raíz  del  mismo.  Del  mismo modo,  al  terminar  el  algoritmo el 
conjunto de nodos por procesar AN solo tendrá un nodo, correspondiente a la raíz del árbol, 
mientras que el conjunto de aristas de vecindad AV estará vacío.
En la figura 3.11 se representa la evolución del algoritmo de construcción del BPT a 
partir  del estado inicial.  Se han representado en color azul el conjunto de nodos y aristas 
presentes en los conjuntos AN y AV respectivamente, mientras que se han representado en 
negro los que sólo están presentes en la estructura final. Las relaciones jerárquicas que se van 
añadiendo en cada iteración se han pintado en color verde para facilitar su diferenciación 
respecto a las aristas de vecindad y las regiones fusionadas en rojo.
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Fig. 3.11: Evolución del proceso de generación del BPT. Cada imagen representa una iteración del  
algoritmo.
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Fig. 3.12a: Estructura final T(N, H, V) obtenida. Las aristas de H son pintadas en verde y las de V en 
negro. Las flechas de las mismas indican la dirección de la relación de vecindad.
Fig. 3.12b: Estructura final Tb(N, H) obtenida. Esta estructura conforma el árbol binario de 
particiones (BPT).
Finalmente, hay que destacar que la estructura Tb(N, H) conforma el árbol binario de 
particiones  de  la  imagen,  pero  el  conjunto  de  la  estructura  T(N,  H,  V)  generada  por  el 
algoritmo descrito no es un árbol, sino un grafo más complejo, ya que, pese a seguir siendo 
conexo, cualquier par de nodos no está conectado por un camino único y, por lo tanto, no es 
un grafo acíclico.
3.2.2. Funciones de similitud
Las funciones de similitud son las encargadas de evaluar la semejanza o similitud entre 
las distintas regiones o, más concretamente, entre los modelos de las regiones presentes en los 
nodos del BPT. Como se ha visto en el apartado anterior, la función de similitud es utilizada 
para guiar el proceso de construcción del árbol binario de la imagen y, por lo tanto, de ella 
depende en gran medida el resultado obtenido. El hecho de que el árbol resultante refleje en 
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su estructura las características de la imagen que se quieren obtener radica en la capacidad de 
la función de similitud para detectar y evaluar esas características sobre las distintas regiones 
que se van obteniendo durante su generación.
Frecuentemente,  las  funciones  de  similitud  se  confunden  con  las  funciones  de 
distancia.  Es  cierto  que  una  función  de  distancia  puede  utilizarse  como  una  función  de 
similitud, pero se ha utilizado un término distinto para éstas ya que el conjunto de propiedades 
matemáticas exigibles es más relajado que en el caso de una distancia, de forma que una 
función de similitud puede no ser una distancia. En los siguientes apartados se hará un estudio 
de  las  propiedades  matemáticas  que  deben  cumplir  las  funciones  de  similitud  y  qué  las 
diferencia de las distancias.
3.2.2.1. Propiedades de las distancias
Matemáticamente,  se  define  una  distancia  sobre  un  espacio  X  como  una  función 
d : X×X ℝ con las siguientes propiedades:
• No negatividad: d a , b≥0∀ a , b∈X
• Simetría: d a ,b=d b ,a∀a ,b∈X
• Desigualdad triangular: d a , b≤d a ,cd c ,b∀a ,b , c∈X
Sobre  la  mayoría  de  las  distancias  físicas  también  se  definen  las  siguientes 
propiedades adicionales:
• ∀ x∈X : d x , x =0
• Si x , y∈X  son tales que d x , y=0  entonces x= y .
3.2.2.2. Propiedades exigibles sobre la función de similitud
Desde el punto de vista del algoritmo de construcción del BPT, la función de similitud 
es utilizada a través de una comparación, para establecer un orden entre la similitud de todos 
los nodos respecto a sus vecinos. 
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Para  cada  par  de  nodos  adyacentes,  se  establece  una  relación  de  vecindad  y  un 
parámetro de similitud. El proceso de construcción del BPT consiste en ir fusionando a cada 
paso  los  dos  nodos  raíz  vecinos  más  similares.  Para  este  propósito,  entonces,  sólo  serán 
exigibles aquellas propiedades que permitan generar esta ordenación de manera correcta.
1. No negatividad: No es una propiedad necesaria, ya que para establecer un orden entre 
elementos no es requerida.
2. Simetría:  Esta  propiedad sí  es  necesaria,  ya que entre  dos nodos se  establece una 
relación de vecindad en ambos sentidos,  añadiendo dos aristas  dirigidas simétricas 
ponderadas por el valor de la función de similitud, mediante el cual es posible ordenar 
cada par de nodos vecinos por similitud.
3. Desigualdad triangular:  En principio no es necesaria para la construcción del BPT, ya 
que sólo se establecen relaciones de vecindad y similitud entre pares de nodos.
4. ∀ x∈X : d x , x =0 : No es exigible, ya que tampoco se ha exigido la propiedad de 
no negatividad. Sin embargo, es deseable que la función de similitud entre dos nodos 
idénticos sea un mínimo absoluto de la misma, a fin de que el resultado de la función 
refleje correctamente la similitud entre nodos.
5. Si  x , y∈X son  tales  que d x , y=0 entonces x= y :  Tampoco  es  exigible, 
como  en  el  caso  anterior,  aunque,  del  mismo  modo,  puede  ser  deseable  para  la 
mayoría de aplicaciones.
3.2.2.3. Propiedades de equivalencia de la función de similitud
La  función  de  similitud,  usada  en  el  BPT para  establecer  un  orden  basado  en  la 
similitud sobre todas las relaciones de vecindad existentes entre las regiones de la imagen, 
cumple  una  serie  de  propiedades  de  equivalencia.  Estas  propiedades  de  equivalencia  se 
derivan del  concepto que asume que dos funciones  son equivalentes si  definen el  mismo 
orden sobre cualquier conjunto de regiones. En este aspecto, se considera dos funciones de 
similitud definidas sobre un espacio X, f y g equivalentes si:
∀ a ,b , c , d∈X , f a ,b  f c , d ⇔g a ,bg c ,d 
Entonces se considera que las funciones de similitud f y g son equivalentes, ya que 
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definen una misma ordenación sobre pares de nodos, y se denotará como
f ∝ g .
Teniendo en cuenta este concepto, se pueden definir una serie de propiedades de 
equivalencia entre funciones de similitud:
• d ' x , y =d x y c ∝ d x , y ,∀ c∈ℝ . Al sumar un valor constante a una función de 
similitud se obtiene una función equivalente, ya que establece la misma ordenación sobre las 
aristas de vecindad de la imagen.
• d ' x , y =d x , y ⋅c ∝ d x , y  ,∀ c∈ℝ∣ c0 . Al multiplicar una función por cualquier 
número positivo se obtiene una equivalente.
• d ' x , y =h d x , y ∝ d  x , y ,∀ h :ℝ×ℝℝ∣∀ j , k∈ℝ , jk⇒h j h k  .  Al 
componer una función de similitud con otra función monótona creciente se obtiene otra que 
establece la misma ordenación. De hecho, los dos casos anteriores son un caso particular de 
éste.
3.2.2.4. Funciones de similitud relativas
Las funciones de similitud son encargadas de evaluar la semejanza entre dos modelos 
de  regiones.  En  este  sentido,  ya  que  las  regiones  se  modelan  mediante  sus  matrices  de 
covarianza o coherencia, se trata de una distancia entre los valores de estas matrices.
Sin embargo, las funciones de similitud entre dos nodos también pueden entenderse 
como  estimadores  de  la  probabilidad  de  que  ambas  regiones  pertenezcan  a  la  misma 
distribución estadística.  Esto es lo que enlaza directamente con el  concepto de procesado 
basado en regiones, asumiendo que la imagen esta formada por regiones conexas separables, 
dónde cada una sigue una distribución estadística de valores distinta.
Siguiendo el  concepto anterior,  parece lógico que las funciones de similitud deban 
adaptarse  a  la  estadística  de  la  señal.  Por  lo  tanto,  una  función  de  distancia  puede  ser 
demasiado genérica ya que al no incluir este tipo de información no será capaz de diferenciar 
de forma correcta la naturaleza estadística de la señal.
El principal obstáculo para definir la similitud entre regiones de imágenes SAR es que 
la  intensidad  de  la  señal  radar  está  contaminada  con  ruido  speckle,  de  naturaleza 
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multiplicativa sobre la señal recibida. Entonces, si se establece una distancia basada en la 
diferencia de energía percibida entre regiones tendrá el problema de presentar unos valores de 
similitud diferentes dentro de regiones homogéneas en función de su nivel de energía. La idea 
de las  funciones  relativas  es,  por  un lado,  contrarrestar  el  efecto  multiplicativo del  ruido 
speckle y por otro, evitar que la similitud entre regiones homogéneas dependa de su nivel de 
energía.
Entonces, se quiere conseguir que la similitud entre dos regiones venga referida en 
función de sus energías. Se evalúan distintas formas de conseguir esto, que son mostradas en 
los siguientes apartados.
Similitud relativa normalizada
Una manera de calcular la similitud entre dos componentes de regiones de distinta 
energía es hacer la relación entre la distancia de ambas componentes y su energía media. El 
nombre de similitud relativa normalizada es adoptado ya que esta función está normalizada en 
el sentido de que su imagen se define en el intervalo acotado [0,1] cuando se establece sobre 
elementos  positivos,  como es  el  caso  de  los  elementos  de  la  diagonal  de  una  matriz  de 
covarianza o coherencia. Se calcula de la siguiente manera:
d rnx , y=
∣x− y∣
1
2
∣x y∣
∝
∣ x− y∣
∣x y∣
donde  x e  y representan valores de una componente de la diagonal de la matriz de 
covarianza y, por tanto, se asume que son reales positivas y mayores que 0.  ∣.∣  denota el 
valor absoluto.
Para conseguir la medida de similitud relativa se calcula la diferencia entre las dos 
magnitudes en relación a la media de ambas. En la figura 3.13 se muestra una representación 
tridimensional de esta similitud en función de x e y.
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Fig. 3.13: Representación tridimensional de la función de similitud relativa normalizada en función 
de los valores de x e y. Esta función esta acotada en el intervalo [0,1].
Similitud relativa no normalizada
Esta función se basa en hacer simétrica la similitud relativa de un píxel a otro:
d rx , y=
y−x
x .
Para  hacerla  simétrica  se  calcula  la  media  de  las  distancias  recíprocas  entre  cada 
componente de los dos nodos, que es equivalente a la suma de distancias. Si se aplican las 
propiedades de equivalencia de las funciones de similitud descritas anteriormente y se asume 
que las componentes x e y son siempre positivas mayores que cero entonces se plantean dos 
formas de hacer simétrica la función:
d rnn
1  x , y=d rnn
1  y , x =1
2 ∣d r x , y∣∣d r y , x ∣ ∝
∝ ∣d r x , y∣∣d r y , x ∣ = ∣y−x∣x 
∣x− y∣
y
,
d rnn
2 x , y =d rnn
2  y , x=1
2 ∣d r x , yd r  y , x∣ ∝
∝ ∣d r x , y d r  y , x ∣= ∣ y−xx  x− yy ∣=  x− y 
2
xy
.
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a)         b)
Fig. 3.14: Representación tridimensional de la función de similitud relativa no normalizada en 
función de los valores de x e y. En a) se representa la función (3.5) y en b) la (3.6). Se aprecian las 
asíntotas cuando x → 0 o y → 0 y una recta no derivable cuando x=y en a).
Esta función de similitud, a diferencia de la anterior, tiene su imagen sobre  [0,∞   
cuando se establece sobre elementos positivos, por eso, para diferenciarla de la anterior, se 
denomina similitud relativa  no normalizada. En la figura 3.14 se representan gráficamente 
estas funciones en función de los valores de x e y.
Similitud relativa logarítmica
Las anteriores aproximaciones para referir las funciones de similitud en relación a su 
energía no dejan de ser funciones relativas en adición, es decir, dada una potencia media para 
las regiones, es equivalente el aumento de una cantidad   que su decremento, o expresado 
matemáticamente d rx , x=d r x , x− .
Dado  que  el  ruido  es  multiplicativo  para  los  elementos  de  la  diagonal,  parece 
interesante definir una función de similitud relativa de forma que:
d x ,⋅x=d x , x

 .
Siguiendo esta idea se define la función de similitud relativa logarítmica entre dos 
vectores vx y vy n-dimensionales como:
v x=x1, x2,... , xn; v y= y1, y2,... , yn
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d log vx , v y=∑i=1
n
log 2
x i
y i
 .
Esta función está definida siempre y cuando los valores de las componentes de los 
vectores x e  y sean siempre positivos y mayores que 0, como sucede en los elementos de la 
diagonal de la matriz de covarianza o coherencia. Esta función se representa en la figura 3.15.
Fig. 3.15: Representación tridimensional de la función de similitud relativa logarítmica para una 
componente en función de los valores de x e y. Se aprecian las asíntotas cuando x → 0 o y → 0.
Similitud relativa de una matriz
Las medidas de similitud relativa vistas hasta ahora sólo son aplicables a los elementos 
de la diagonal de la matriz de coherencia o covarianza, ya que los elementos de fuera de la 
diagonal, que representan las correlaciones entre las medidas del vector de scattering, son 
valores complejos que, además, siguen una estadística distinta y más compleja que los valores 
de la diagonal de la matriz.
Para poder aplicar medidas de similitud que tengan en cuenta todos los elementos de la 
matriz y que además sean relativos hace falta definir una forma de normalizar la matriz en 
función de las energías de sus componentes.
Dado un vector de tres componentes aleatorias complejas v de media nula, se define su 
matriz de covarianza como: 
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v= z1, z 2, z3
T ;C v=E {v v
H }=[ 1
2 1212e
j12 1313e
j13
1212e
− j12 2
2 2323e
j23
1313e
− j13  2 323 e
− j 23 3
2 ]
dónde  T denota  transpuesto,  H transpuesto  conjugado  y  E{.}  denota  el  operador 
esperanza. El parámetro ij  es un número real que indica el coeficiente de correlación entre 
las componentes i y j del vector v, que toma valores en el intervalo [0, 1]. Entonces se puede 
definir la matriz de normalización N de la siguiente manera
N C v=[
1
1
0 0
0 1
 2
0
0 0 1
 3
] .
De tal forma que al multiplicar la matriz de normalización delante y detrás de la matriz 
de covarianza se obtiene
S=N Cv C v N C v
H=[ 1 12e
j12 13 e
j13
12e
− j12 1 23 e
j23
13e
− j13 23 e
− j 23 1 ] .
Entonces, se dice que N es la matriz de normalización de la matriz Cv,  ya que ha 
eliminado todos los términos referentes a la energía de esta matriz. 
Para normalizar la similitud entre dos regiones X e Y, con matrices de covarianza CX y 
CY, se calculará primero la matriz media de ambas regiones   para normalizar a través de su 
matriz de normalización la distancia entre CX y CY:
=
C x⋅nxC y⋅ny
nxn y
d xy=∥N C x−C y N H∥
donde  nx y  ny denotan  el  número  de  píxeles  incluidos  en  las  regiones  x  e  y 
respectivamente, N   denota la matriz de normalización de   y ∥ .∥  denota la norma de la 
matriz.
El cálculo anterior se ha realizado para matrices de covarianza pero es igualmente 
válido para matrices de coherencia, ya que ambas matrices están relacionadas mediante una 
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transformación lineal.
3.2.2.5. Introduciendo el tamaño de las regiones en las funciones de similitud
Cuando se aplica la función de similitud para guiar el proceso de construcción del 
árbol de particiones, se van fusionando progresivamente regiones homogéneas para formar 
otras de tamaño mayor. A medida que las regiones aumentan de tamaño se conoce con mayor 
precisión su estadística, al disponer de un número de muestras mayor. Esta información puede 
introducirse en las medidas de similitud, para modificar su comportamiento en función de la 
precisión con que se pueden estimar los modelos de las regiones.
       a)        b)
Fig. 3.16: La dispersión de los modelos estadísticos estimados en torno a los reales disminuye a 
medida que se promedia sobre un número de muestras mayor. En b) se conocen las características de 
la región con mayor precisión que en a).
La figura 3.16 a) muestra la distribución de la estimación de un parámetro del modelo 
de dos regiones, una en rojo y otra en verde, para distintas realizaciones y calculado sobre un 
determinado número de muestras N. Esta distribución está centrada en el valor real, pero tiene 
una  cierta  dispersión  en  torno  al  mismo.  Para  simplificar  el  dibujo  se  ha  asumido  una 
distribución gaussiana. A medida que se promedia sobre un número de muestras mayor, la 
desviación  estándar  del  parámetro  disminuye,  por  lo  que  se  conoce  su  valor  con  mayor 
precisión, como se muestra en 3.16 b), donde el parámetro ha sido calculado con 9N muestras.
Para reflejar esto se puede referir la función de similitud calculada al coeficiente de 
variación CV, o desviación estándar normalizada, que se define como
CV= .
Nótese que se utiliza el término CV, o desviación estándar normalizada, ya que se 
asume que  las  funciones  de  similitud  son relativas,  es  decir,  están  referidas  a  su  energía 
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media. De no ser así, sería equivalente referirlas a su desviación estándar. Para calcular este 
parámetro se asume que la región es homogénea y, entonces, las componentes complejas del 
vector  de  scattering  s se  comportan  en  parte  real  y  parte  imaginaria  como dos  procesos 
aleatorios gaussianos independientes:
S=S r jS i ; S r=ℜS ~N 0,
2
2
; S i=ℑS ~N 0,
 2
2
 .
Al calcular el módulo del proceso complejo s se obtiene una distribución de Rayleigh:
A=∣S∣; f a ;= a
2
e
−a222  ; A~Rayleigh  .
El  hecho  de  utilizar  las  matrices  de  covarianza  para  poder  estimar  los  momentos 
estadísticos de segundo orden del vector de scattering hace que los elementos presentes en su 
diagonal se correspondan con los módulos al cuadrado de cada componente de este vector. 
Por tanto, estas componentes seguirán una distribución exponencial:
I=∣S∣2 ; f i ;= 1

e
−i
  ; I~Exponencial  1

 .
Sobre esta distribución exponencial se calcula el promedio sobre un conjunto de  N 
muestras, para realizar una estimación I N  de su valor  , por lo tanto:
E {I N}=
E { I N−E {I N}
2}=
2
N .
El  coeficiente  de  variación,  por  tanto,  se  puede  calcular  mediante  las  expresiones 
anteriores, de la siguiente manera:
CV=

=

 N

= 1
 N
SCV =CV 2= 1
N
.
donde N representa el  número de looks equivalente, es decir, el número de muestras 
independientes sobre las que se ha promediado el valor de la región.
Este término simboliza la dispersión de las muestras de una distribución estadística y 
como se observa depende del tamaño de las regiones. Por tanto, se pueden definir funciones 
de similitud referidas a esta medida de dispersión de las regiones de la siguiente manera:
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(3.16)
(3.21)
(3.19)
d CV  x , y=
d rx , y
CV
=d r x , y  nxn y
d SCV x , y=
d r x , y
SCV
=d rx , y nxny 
.
donde x e y representan componentes del modelo de las regiones X e Y, dr representa 
un función de similitud relativa y nx y ny representan el número de muestras de las regiones X 
e Y, respectivamente.
Estas  medidas  se  interpretan  como  que  al  aumentar  el  número  de  muestras 
promediadas o, de forma equivalente, el tamaño de la región, ésta se caracteriza con mayor 
precisión y, por tanto, la misma diferencia sobre los parámetros respecto a otra región tiene 
menor probabilidad de pertenecer a la misma estadística.
En  la  práctica  se  ha  observado  que  las  funciones  de  similitud  basadas  en  SCV 
producen resultados ligeramente mejores que las basadas en CV.
Los  resultados  obtenidos  en  este  apartado  cuadran  con  los  de  otras  funciones  de 
similitud que, por su naturaleza, ya contienen incluida la información referente al tamaño de 
las regiones, como es el caso de la función de similitud Ward, que se explicará en el apartado 
3.2.3.2, en la cual por otros principios se llega a un resultado similar.
3.2.3. Funciones de similitud evaluadas
En este apartado se introducirán las medidas de similitud que se han evaluado en el 
presente  proyecto  presentando  su  expresión  matemática  y  justificando  brevemente  la 
motivación del planteamiento de cada una de ellas.
3.2.3.1. Funciones sobre los elementos de la diagonal
Las primeras funciones de similitud planteadas se basan únicamente en los elementos 
de la diagonal, ya que su estadística es más sencilla de tratar y, al ser matrices de covarianza, 
se trata de números reales y positivos.
Estas funciones tienen la ventaja de ser más simples que las que utilizan toda la matriz 
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y también que pueden ser utilizadas directamente, sin ningún tipo de filtrado inicial sobre la 
imagen. Por el contrario, tienen la desventaja de que, al no utilizar los elementos de fuera de 
la  diagonal,  están  desaprovechando  esta  información.  Concretamente  ignoran  toda  la 
información de correlaciones entre los diferentes canales, que en ocasiones puede ser útil para 
diferenciar algunos aspectos de las imágenes.
Para  representar  las  expresiones  matemáticas  de  las  funciones  de  similitud  se 
supondrán  dos  regiones  con  matrices  de  covarianza  X e  Y y  número  de  píxeles  nx y  ny, 
respectivamente.  El  elemento  i,j de  la  matriz  X se  representará  como  xij.  Además,  en las 
expresiones  siguientes  se  ha  incluido  el  término  referente  al  tamaño  de  las  regiones, 
basándose en el término SCV como se ha definido en la ecuación (3.22), a fin de representar 
las funciones de similitud tal cual se han utilizado en el proceso de construcción del BPT.
Funciones de similitud relativa normalizada
Este grupo de funciones aplica el concepto de similitud relativa normalizada explicada 
en el apartado 3.2.2.4.1 y representada en la figura 3.13, a los elementos de la diagonal de la 
matriz. En este sentido se puede aplicar directamente al módulo del vector diagonal:
d R X ,Y =
∥diag  X −diag Y ∥
∥diag  X diag Y ∥
donde diag(X) representa la diagonal de la matriz  X. De esta manera se obtienen las 
funciones de similitud siguientes, en función de si se aplica la norma 1, también llamada de 
Manhattan, o la norma euclidiana al vector diagonal:
d R1 X , Y =∑i=1
3
∣x ii− y ii∣
∑
i=1
3
∣x ii y ii∣⋅nxny 
d R2X ,Y = ∑i=1
3
 x ii− y ii 
2
1/2
∑i=1
3
 x ii y ii 
2
1/2 ⋅nxn y .
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(3.23)
(3.24)
(3.25)
El problema que conlleva aplicar la norma directamente sobre el vector diagonal de las 
matrices de covarianza es que cuando una de sus componentes es mucho mayor que las demás 
ésta se vuelve dominante en la expresión, de forma que se obtiene una medida de error sólo 
referente a esta componente.
Una manera de solucionar el problema es hacer que cada componente sea relativa a su 
energía,  y  no  a  la  del  vector  diagonal,  de  forma  que  se  haga  una  medida  relativa  por 
componentes.  Aplicando  esta  idea,  las  expresiones  (3.24)  y  (3.25)  se  transforman, 
respectivamente, en
d CR1 X ,Y =∑i=1
3 ∣x ii− y ii∣
∣x ii y ii∣⋅nxny 
d CR2 X ,Y =∑i=1
3  x ii− y iix ii y ii 
2
1/2
⋅nxny  .
Estas funciones de similitud son igual de sensibles a las variaciones de estadística de 
las  tres  componentes  del  vector  de  scattering  y,  por  tanto,  aprovechan  mejor  toda  la 
información  polarimétrica  de  los  datos  PolSAR  que  las  anteriores.  Este  efecto  se  puede 
apreciar en las figuras 3.17 y 3.18. En estas imágenes se ha construido el  árbol hasta un 
número  determinado  de  regiones,  a  fin  de  ver  cuales  son  las  regiones  consideradas  más 
diferentes por la función de similitud. Este proceso se detallará en el capítulo 4, dedicado a la 
aplicación del BPT para el filtrado de datos SAR. Lo que sería interesante es obtener regiones 
que  representen  correctamente  los  distintos  campos  de  la  imagen,  es  decir,  regiones  que 
respeten los  contornos de éstos. Por eso de las siguientes figuras se puede deducir que los 
árboles generados con las funciones de similitud de componentes relativas (3.27) y (3.26) 
representan mejor la estructura de la imagen que los generados con (3.25) y (3.24).
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(3.26)
(3.27)
a)      b)           c)
Fig. 3.17: Proceso de construcción del BPT hasta 50 regiones: a) Imagen original filtrada, b) Imagen 
generada con la función de similitud relativa normalizada (3.25), c) Imagen generada con la misma 
función relativa por componentes (3.27). Cada región se ha pintado con su valor medio.
a)      b)           c)
Fig. 3.18: Proceso de construcción del BPT hasta 50 regiones: a) Imagen original filtrada, b) Imagen 
generada con la función de similitud relativa normalizada (3.24), c) Imagen generada con la misma 
función relativa por componentes (3.26). Cada región se ha pintado con su valor medio.
Funciones de similitud relativa no normalizada
Estas funciones se derivan del concepto de similitud relativa no normalizada, que se ha 
explicado en el apartado 3.2.2.4.2. Se puede definir una función de similitud aplicando la 
ecuación (3.5) o (3.6), siguiendo la idea de la función relativa por componentes explicada y 
justificada en el apartado anterior:
d RN1 X ,Y =∑i=1
3 ∣x ii− y ii∣∣y ii∣ ∣y ii−x ii∣∣x ii∣ ⋅nxny
d RN2 X ,Y =∑i=1
3  x ii− y iiy ii  y ii− x iix ii 
2
1 /2
⋅nxny  .
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(3.28)
(3.29)
La función (3.28) se basa en la ecuación (3.5) para cada componente y en una norma 1 
o de Manhattan, mientras que la (3.29) se basa en la (3.6) con norma euclidiana.
La  función  de  similitud  relativa  no  normalizada  es  mucho  más  sensible  que  la 
normalizada a las variaciones de las componentes de la matriz de covarianza, ya que, por el 
hecho de no estar  normalizada en un intervalo acotado,  las variaciones de similitud entre 
regiones pueden ser mucho mayores.
Estas funciones tienen la ventaja de preservar mejor todos los pequeños detalles de 
gran contraste  de la  imagen hasta  escalas  mucho mas altas del  árbol,  debido a su mayor 
sensibilidad a las diferencias de las regiones, como se puede observar en la figura 3.14. Por el 
contrario,  tienen  la  desventaja  de  que  esta  misma  característica  las  hace  mucho  más 
vulnerables  al  ruido,  de  tal  manera  que  es  necesario  un  buen  filtrado  inicial  para  poder 
utilizarlas. Además, la gran capacidad de discriminación de detalles conlleva que, en bastantes 
ocasiones, nunca consiga aislar una zona homogénea en un único nodo.
En las figuras 3.19 y 3.20 se muestra el resultado del proceso de construcción del árbol 
hasta 100 regiones. Se observa como las función de similitud (3.29) y (3.28) son capaces de 
diferenciar correctamente los contornos y de detectar y aislar correctamente algunos detalles 
pequeños como los dos puntos brillantes en la parte inferior izquierda de la imagen. También 
se  observa  por  esta  zona  como  han  fusionado  ya  algunas  regiones  no  homogéneas.  Las 
funciones normalizadas, por el contrario, no separan estos dos puntos a este nivel de detalle. 
Sin  embargo,  a  pesar  de  haber  comenzado  a  fusionar  regiones  no  homogéneas,  con  las 
funciones de similitud no normalizada también se detectan muchos detalles pequeños incluso 
dentro de zonas homogéneas, como puede observarse en el interior de los campos, que son 
debidos, seguramente, al ruido speckle presente en los datos.
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a)      b)           c)
Fig. 3.19: Proceso de construcción del BPT hasta 100 regiones: a) Imagen original filtrada, b)  
Imagen generada con la función de similitud relativa normalizada (3.27), c) Imagen generada con la  
función relativa no normalizada (3.29). Cada región se ha sustituido por su valor medio.
a)      b)           c)
Fig. 3.20: Proceso de construcción del BPT hasta 100 regiones: a) Imagen original filtrada, b)  
Imagen generada con la función de similitud relativa normalizada (3.26), c) Imagen generada con la  
función relativa no normalizada (3.28). Cada región se ha sustituido por su valor medio.
Función de similitud relativa logarítmica
En el apartado 3.2.2.4.3 se presenta una alternativa a la función de similitud relativa no 
normalizada.  En este  caso  se  plantea  una  función  que  aumente  según el  logaritmo de  la 
relación entre componentes, tal y como se expresa en la ecuación (3.9). De esta manera se 
consigue una función no acotada, para una mayor diferenciación de los detalles brillantes, 
pero con un crecimiento asintótico más lento que la anterior, a fin de paliar los defectos que 
presenta la función presentada en el apartado anterior.
La función de similitud relativa logarítmica se obtiene a partir de la ecuación (3.9), 
pero hay que añadir el término referente al tamaño de las regiones, como se indica en (3.22). 
Sin embargo, al tratarse de una función de crecimiento logarítmico,  se debe conseguir  un 
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crecimiento de la función también logarítmico en función del tamaño de las regiones, por lo 
tanto, puede definirse la función de similitud logarítmica como:
d log  X ,Y =∑i=13 log2 x iiyii log nxn y  .
Esta función sigue siendo más sensible a los detalles que las funciones de similitud 
normalizadas,  pero  no  detecta  tantos  detalles  dentro  de  las  zonas  homogéneas  ni  es  tan 
vulnerable al ruido como las presentadas en el apartado anterior.
La figura 3.21 muestra las 75 regiones más significativas según la función de similitud 
relativa por componentes (3.27) y la logarítmica (3.30) sobre la imagen de los campos. Ambas 
detectan  correctamente  los  contornos  de  los  campos,  pero  la  logarítmica  preserva  mejor 
algunos  detalles  pequeños.  En  la  figura  3.22  se  representa  el  resultado  del  proceso  de 
generación del BPT hasta 100 regiones sobre una imagen más compleja en la que aparece una 
carretera en diagonal, con tres regiones alargadas muy estrechas. Se comparan la función de 
similitud relativa no normalizada (3.28) y la logarítmica (3.30). Se puede observar como la 
función  logarítmica  propaga  hasta  niveles  más  superiores  del  árbol  los  detalles  más 
significativos, como las tres zonas alargadas de la carretera central, mientras que la similitud 
relativa no normalizada propaga otros detalles no significativos dentro de zonas homogéneas, 
como se puede observar en los bosques de la parte izquierda de la imagen.
a)      b)           c)
Fig. 3.21: Proceso de construcción del BPT hasta 75 regiones: a) Imagen original filtrada, b) Imagen 
generada con la función de similitud relativa por componentes normalizada (3.27), c) Imagen 
generada con la función relativa logarítmica (3.30). Cada región se ha sustituido por su valor medio.
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(3.30)
a)      b)           c)
Fig. 3.22: Proceso de construcción del BPT hasta 100 regiones: a) Imagen original filtrada, b)  
Imagen generada con la función de similitud relativa no normalizada (3.28), c) Imagen generada con 
la función relativa logarítmica (3.30). Cada región se ha sustituido por su valor medio.
3.2.3.2. Funciones sobre toda la matriz
Las funciones de similitud presentadas en apartados anteriores sólo tienen en cuenta 
los elementos de la diagonal de la matriz de covarianza. Por tanto, sólo son sensibles a los 
niveles de energía recibidos en cada una de las polarizaciones de onda, o componentes del 
vector  de scattering.  En los elementos  de fuera de la  diagonal  hay información relevante 
correspondiente  a  las  correlaciones  entre  las  diferentes  polarizaciones  de  onda,  que  las 
funciones anteriores están desaprovechando. 
Las funciones de similitud siguientes intentan introducir esta información, de forma 
que también sean capaces de discriminar regiones de la imagen en base a estos parámetros.
Función de similitud de Bartlett
En  [3] se define la función de similitud de Bartlett,  que está basada en un test de 
hipótesis para comprobar si dos matrices de covarianza pertenecen a la misma distribución 
estadística [4]. Esta función se define en base a X, Y y XY como la matriz media ponderada 
de ambas regiones:
XY=
nx⋅Xny⋅Y
nxn y
.
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Entonces se define en [3] la función de Bartlett como:
d b X ,Y =log ∣ XY∣∣X ∣  log ∣ XY∣∣Y∣  .
donde ∣.∣ denota el  determinante  de la  matriz.  Ahora  bien,  esta  función  no tiene 
incorporada la información del tamaño de las regiones, ya que era utilizada para aplicaciones 
de clasificación. Siguiendo el desarrollo del test de hipótesis en  [4] se ha modificado esta 
función para incluir dicha información:
d bm X ,Y =nx⋅log ∣ xy∣∣X ∣ ny⋅log ∣ xy∣∣Y∣  .
Hay que destacar que esta función de similitud puede aplicarse en este contexto ya que 
las matrices X e Y son matrices de covarianza provenientes del promedio sobre los diferentes 
nx , ny  píxeles de las regiones y, entonces, estas matrices son semidefinidas positivas, por lo 
tanto  sus  autovalores  son  siempre  positivos  y  su  determinante  es  siempre  mayor  que  0, 
excepto en el caso de que el rango de la matriz sea menor que 3. Para evitar este caso es 
necesario un filtrado inicial sobre la imagen. El tema del filtrado inicial es un punto muy 
importante  para  la  correcta  construcción  del  BPT  y  será  tratado  con  más  detalle 
posteriormente, en el capítulo 4.
En la Fig. 3.23 se puede observar el comportamiento de esta función, que no ha sido 
tan satisfactorio como en las anteriores, ya que, a pesar de que a bajas escalas del árbol más o 
menos  mantiene  los  contornos,  a  medida  que  se  siguen  fusionando  regiones  mezcla 
rápidamente regiones no homogéneas y no define nada bien la información de los contornos.
a)      b)           c)
Fig. 3.23: Proceso de construcción del BPT con la función de similitud de Bartlett (3.33): a) Imagen 
original filtrada, b) Construcción del árbol hasta 1000 regiones, c) Construcción del árbol hasta 100 
regiones. Cada región se ha sustituido por su valor medio.
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Función de similitud Wishart
La  función  de  similitud  Wishart  es  utilizada  en  [5] como  un  test  de  máxima 
verosimilitud entre una matriz de covarianza muestra y un conjunto de muestras conocidas 
que siguen una distribución Wishart compleja conocida. Si se tiene una muestra con matriz de 
covarianza X y un conjunto de muestras que sigue una distribución Wishart caracterizada por 
la matriz Y entonces la función de Wishart se define como
d w X ,Y =ln∣Y∣tr Y
−1 X 
donde tr .  representa la traza de la matriz. Como puede observarse, esta función no 
cumple  la  propiedad  de  simetría,  es  decir  d w  X ,Y ≠d wY , X  ,  y  esta  propiedad  era 
requerida  por  las  funciones  de  similitud  en  el  BPT.  Por  tanto,  se  plantea  en  [3] una 
modificación de la misma para hacerla simétrica
d ws X ,Y =d w  X ,Y d w Y , X =ln∣X ∣ln∣Y∣tr Y
−1 X tr X −1Y  .
A esta nueva función, entonces, sólo le falta incluir el término referente al tamaño de 
las regiones, que utilizando la idea el SCV definida en (3.22) se obtiene
d wc X ,Y = ln∣X∣ln∣Y∣tr Y−1 X tr  X−1Y    nxn y .
Función revisada de Wishart
En [3] se define una modificación a la función de Wishart (3.34) para hacer relativo el 
primer término de esta ecuación y poder definir un mínimo igual a cero sobre esta función
d rw  X ,Y =ln∣X ∣∣Y∣ tr X −1 Y −p
donde p es la dimensión de la distribución Wishart, en este caso 3, y tr() representa la 
traza de la matriz. De todos modos, el término p es irrelevante desde el punto de vista de las 
funciones de similitud para el BPT, ya que por las propiedades de equivalencia definidas en el 
apartado 3.2.2.3 este término se puede eliminar al ser una constante.
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(3.34)
(3.35)
(3.36)
(3.37)
Igual que en el caso anterior, se trata de una función no simétrica y para generar un 
función de similitud hay que hacerla simétrica
d rws=
drw  X ,Y drw Y , X 
2
∝ d rw X ,Y drw Y , X =tr  X
−1Y tr Y−1 X 
y al añadirle el término SCV referente al tamaño
d rwc= tr X−1Y tr Y−1 X  nxny  .
En la Fig. 3.24 se puede observar la construcción del BPT hasta 25 regiones mediante 
las  funciones  de  similitud  Wishart  y  revisada  de  Wishart.  El  comportamiento  de  ambas 
funciones en las primeras etapas de construcción del árbol es muy similar, pero a medida que 
avanza el proceso de generación se aprecia como la función revisada de Wishart preserva 
mejor los contornos.
a)      b)           c)
Fig. 3.24: Proceso de construcción del BPT hasta 25 regiones: a) Imagen original filtrada, b) Imagen 
generada con la función de Wishart (3.36), c) Imagen generada con la función revisada de Wishart  
(3.39). Cada región se ha sustituido por su valor medio.
Estas funciones basadas en la distribución Wishart dan muy buenos resultados y tienen 
la ventaja de que aprovechan toda la información de las matrices de covarizanza o coherencia.
Función de similitud Ward
La función de similitud Ward proviene de la disciplina de Data Mining, de una técnica 
similar  al  BPT basada  en  agrupaciones  jerárquicas  aplicada  al  clustering,  conocida  como 
Hierarchical Clustering [6]. Se define esta distancia en base al momento de inercia, utilizado 
en Data Mining para medir cantidad de información. El momento de inercia se define como
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(3.38)
(3.39)
I=m⋅r2
donde m es la masa y r es la distancia al centro de rotación o centro de masa. En este 
sentido al fusionar dos regiones y sustituirlas por su centroide se está perdiendo su momento 
de inercia respecto a los datos originales. Considerando las dos regiones  X e  Y a fusionar 
como dos masas de masa nx y ny, respectivamente, se define su momento de inercia como la 
suma de los momentos de cada una:
I xy=d Ward  X ,Y =nx⋅∥X− XY∥
2ny⋅∥Y− XY∥
2
donde XY es el centro de masas de ambas regiones, definido en la ecuación (3.31) y 
∥X−XY∥  representa la distancia de X al centro de masas. Para calcular esta distancia sobre 
la matriz resultante se ha aplicado la norma 2, euclidiana o norma de Frobenius de la matriz
∥ A∥=∑i=1
3
∑
j=1
3
∥a ij∥
2
donde ∥.∥  denota el módulo del número complejo. El hecho de ir minimizando a cada 
iteración del algoritmo Ixy puede interpretarse como minimizar la pérdida de información en 
cada fusión, asumiendo que el criterio de la inercia es utilizado para medir la cantidad de 
información contenida entre dos regiones.
Es importante remarcar que esta función de similitud es simétrica y lleva incorporado, 
por definición, el tamaño de las regiones en su ecuación y, por lo tanto, no es necesario añadir 
un término adicional correspondiente al SCV como en otras funciones anteriores. También 
hay que destacar que, aunque esta función usa todos los elementos de la matriz, no se está 
utilizando toda la información contenida en la matriz de covarianza, ya que, por definición de 
la norma de la matriz, se están ignorando las fases de los elementos complejos de fuera de la 
diagonal.
Esta función de similitud tiene el inconveniente de que no está adaptada a los datos 
SAR, donde, por la naturaleza estadística de éstos, para poder compararlos la información 
debe ser referida a la energía de los mismos, como se ha explicado en el apartado 3.2.2.4. 
Entonces se puede redefinir una función de similitud Ward normalizada mediante la siguiente 
expresión:
d WardR X , Y =nx⋅∥N   X− XY N H∥
2
ny⋅∥N  Y− XY  N H∥
2
donde N   representa la matriz de normalización de XY , tal como se ha definido en 
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(3.40)
(3.41)
(3.42)
(3.43)
la ecuación (3.11).
En la figura 3.25 se comparan ambas versiones de la función Ward. En la imagen 
generada con la función (3.41), al no estar normalizada, se aprecia como el nivel de detalles 
preservado en este nivel del árbol depende del nivel de energía de las regiones. Las zonas 
oscuras, al tratarse de regiones de menor energía, han sido filtradas en mayor medida que los 
campos de la parte superior. En la función de similitud Ward normalizada (3.43) se observa 
como se ha corregido este problema y, con el mismo número de regiones, todas las zonas se 
han conservado con el mismo nivel de detalle.
a)      b)           c)
Fig. 3.25: Proceso de construcción del BPT hasta 50 regiones: a) Imagen original filtrada, b) Imagen 
generada con la función Ward (3.41), c) Imagen generada con la función Ward normalizada (3.43).  
Cada región se ha sustituido por su valor medio.
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4. EL BPT COMO HERRAMIENTA PARA EL FILTRADO 
SAR
Hasta ahora se ha analizado el BPT como una representación de la imagen SAR. En el 
capítulo  3  se  ha  descrito  en  detalle  esta  estructura  y  su  interpretación.  También  se  ha 
explicado el proceso de construcción de abajo a arriba del mismo, utilizado en el presente 
proyecto para su generación. Finalmente se han enumerado y descrito las distintas funciones 
de similitud evaluadas para su construcción.
Esta representación jerárquica de la imagen, como se ha explicado anteriormente, es 
un buen punto de partida para una gran cantidad de aplicaciones de procesado basadas en 
regiones  [18],  como  pueden  ser:  segmentación,  clasificación,  detección  de  cambios  o 
contornos, caracterización de escenas, etc. En el capítulo 6 se darán algunos ejemplos de las 
diversas  aplicaciones  que  podría  tener  el  BPT como  lineas  futuras.  El  objetivo  de  este 
proyecto es, sin embargo, la utilización y evaluación de esta representación para la aplicación 
concreta del filtrado de los datos SAR.
En  este  capítulo  se  presentarán  algunos  modelos  de  filtrado  basados  en  la 
representación jerárquica BPT y se mostrarán algunos resultados. En el capítulo siguiente se 
procederá a  su análisis  y comparación con el  resto  de técnicas actuales más comunes de 
filtrado de datos SAR. 
4.1. Segmentación y poda sobre el árbol
El objetivo a  la  hora de filtrado es  conseguir  una caracterización estadística  de la 
imagen mediante  su matriz  de covarianza o coherencia.  Para lograr  un buen resultado es 
necesario  promediar  el  máximo número de muestras  para obtener  una estimación lo  más 
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precisa posible de su estadística. Sin embargo, este promediado sólo tiene sentido sobre zonas 
homogéneas de la imagen, es decir, sobre zonas que sigan la misma distribución. Esta razón 
es la que produce que el filtrado Boxcar, al no diferenciar las zonas homogéneas, no sea una 
buena herramienta de filtrado para zonas pequeñas de la imagen, en relación al tamaño del 
filtro, o a la hora de definir los contornos.
El BPT puede ser construido mediante funciones de similitud que intenten reflejar esta 
homogeneidad, de forma que zonas homogéneas obtengan un valor menor y, por tanto, sean 
fusionadas en primer lugar. Esta es la idea que se ha seguido para la construcción del árbol en 
el  capítulo  3  y  el  concepto  que  se  intenta  reflejar  en  todas  las  funciones  de  similitud 
introducidas en el apartado 3.2.3 dedicado a las mismas.
Si el BPT es construido de esta manera, entonces, se irán fusionando, a cada paso del 
proceso de generación, las zonas vecinas más homogéneas, formando, a su vez, regiones de 
un tamaño mayor con la mayor homogeneidad posible. En este caso, si se parte de un nodo 
hoja del árbol, correspondiente a un píxel de la imagen, a medida que se va subiendo en el 
árbol se irán obteniendo regiones homogéneas de tamaño mayor que contienen el píxel de 
partida, hasta llegar a un punto en que la región se fusione con otra que no pertenece a la 
misma estadística, debido a que ninguna de las regiones vecinas es homogénea con ella y se 
está  forzando  la  construcción  del  árbol  hasta  llegar  a  la  raíz,  donde  toda  la  imagen  se 
encuentra bajo una única región.
En la figura 4.1 se intenta representar este concepto para una zona en concreto. En 
cada imagen de esta figura se representa el proceso de fusión que va construyendo el árbol 
desde una región relativamente pequeña hasta un nodo que cubre gran parte de la superficie 
de la imagen. Cada ilustración de la figura representa una nueva fusión de la misma región, en 
azul, con otra vecina, en rojo. Si el objetivo es caracterizar el campo más claro de la parte 
superior izquierda de la imagen, interesa obtener la región más grande posible que quede 
dentro de esta zona. En este caso bastaría con quedarse con el  nodo correspondiente a la 
región que se genera después de la fusión representada en la figura 4.1 e), ya que en la 4.1 f) 
se fusionaría con otras regiones que no pertenecen al mismo campo, dando lugar a regiones 
no homogéneas.
92
a)     b)         c)
d)     e)         f)
Fig 4.1: a-f) Proceso de fusión de regiones a medida que se sube sobre el árbol. En cada imagen se 
representa en color azul la región anterior y en rojo la región con la que se fusiona al ascender un 
nivel sobre el BPT.
La  idea  que  motiva  el  uso  del  BPT para  el  filtrado  de  datos  SAR  está  basada, 
precisamente, en esta capacidad del BPT de identificar regiones homogéneas de la imagen a 
diferentes escalas. El objetivo es, por tanto, detectar estos nodos del árbol que representas las 
regiones  homogéneas  de  la  imagen,  tan  grandes  como sea  posible,  para  así  obtener  una 
caracterización lo más precisa posible mediante el promediado sobre todos los píxeles de las 
mismas.
El hecho de seleccionar determinadas regiones representadas por distintos nodos del 
árbol, a diferentes escalas según algún criterio de homogeneidad, conforma una determinada 
poda sobre el árbol binario de particiones. A su vez, esta poda sobre el BPT representa una 
determinada segmentación sobre la imagen SAR original.  La calidad del filtrado obtenido 
dependerá, entonces, tanto de la capacidad del árbol construido para detectar y separar estas 
regiones homogéneas en su estructura como de la exactitud del mecanismo de poda a la hora 
de seleccionar estas regiones en el interior de toda su estructura.
En los siguientes apartados se presentan dos formas de realizar esta poda sobre el árbol 
y, por tanto, dos formas de segmentación y filtrado basadas en el BPT.
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4.2. Construcción del árbol hasta un número de regiones
Como se ha explicado en el proceso de generación del BPT, en el apartado 3.2, la 
pieza clave para la construcción del mismo y para la separación de las regiones homogéneas 
es explotar la información que aporta la función de similitud a diferentes escalas. Entonces, 
parece  lógico  utilizar  el  mismo concepto  para  medir  la  homogeneidad  de  las  regiones  y 
detectar el momento en el cuál se considerará que las regiones dejan de ser homogéneas.
Un primer mecanismo de poda sobre el BPT podría ser, entonces, fusionar regiones 
hasta  que  todas  las  medidas  de  similitud  superen  cierto  umbral,  denominado  umbral  de 
similitud,  momento  en  el  que  se  considerará  que  todas  las  regiones  restantes  son 
suficientemente diferentes como para detener el proceso de construcción, ya que continuar 
fusionando nodos del árbol implicaría la generación de zonas no homogéneas.
Sin embargo, este sistema de poda es muy dependiente de los datos de entrada, ya que 
los valores de las funciones de similitud dependen de los datos de entrada y del tamaño de las 
regiones encontradas sobre la imagen. Por tanto, es muy difícil fijar un valor a priori o definir 
un umbral de similitud sin analizar los valores de las funciones de similitud para unos datos 
de entrada concretos. Otra forma de detener el proceso de generación, de forma similar pero 
más predecible, es construir el árbol hasta un número determinado de regiones. El número de 
regiones óptimo para unos determinados datos SAR también depende de éstos, pero es más 
fácil  de  identificar  visualmente  y,  además,  resulta  un  concepto  más  intuitivo  y  fácil  de 
manejar.
Una vez fijado el número de regiones N R  a generar, se procederá a la generación del 
árbol, tal y como se ha descrito en el apartado 3.2.1, pero esta vez, se detendrá el proceso al 
llegar a N R  regiones, en vez de 1, como se describe en 3.2.1.2.
Como resultado de  este  proceso,  entonces,  ya no se  obtiene un árbol,  es  decir,  la 
estructura  Tb(N, H) ya no representa un árbol binario de particiones, debido a que no se ha 
construido hasta llegar a la raíz y, por tanto, no existe un camino que conecte cualquier par de 
nodos. En este caso Tb(N, H) lo que representa es un bosque, tal como se ha definido en el 
apartado 3.1.1.3. Este bosque contiene N R  árboles y al finalizar el proceso de construcción el 
conjunto  AN contendrá  las  N R  raíces  de  los  mismos,  que  representan  las  regiones 
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homogéneas reconocidas por el proceso de poda y conforman la segmentación de la imagen 
SAR generada.
En  las  figuras  4.2  y  4.3  se  muestra  este  proceso  de  segmentación  basado  en  la 
construcción del árbol hasta un número determinado de regiones. La Fig. 4.2 se corresponde a 
una zona urbana, con regiones de bosque en la parte izquierda y superior de la misma. La Fig. 
4.3, por el contrario, se corresponde a una zona de campos de cultivo atravesada por una 
carretera en diagonal, que aparece como una zona oscura. Como imagen de entrada para todo 
el proceso de filtrado se ha utilizado un filtrado Boxcar 3x3 sobre los datos originales, Fig 4.2 
a) y 4.3 a). Este filtrado inicial es necesario para obtener unos buenos resultados. El efecto del 
filtrado inicial se analizará mas adelante en este capítulo, en el apartado 4.4. En estas dos 
figuras se observa la influencia del parámetro del número de regiones en la segmentación y 
filtrado mediante esta técnica. También se puede apreciar como el número de regiones que 
puede parecer óptimo depende en gran medida de la naturaleza de la imagen. En los datos de 
la zona urbana, al tener una estructura mucho más compleja que la zona de campos el número 
de regiones a las que se debe detener el proceso de construcción es mucho mayor. En las 
figuras 4.2 f) y 4.3 f) se representa un filtrado Boxcar 9x9 sobre los datos originales. Se puede 
observar la gran diferencia en cuanto a preservación de contornos de este filtrado respecto al 
Boxcar.
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a)      b)           c)
d)      e)           f)
Fig 4.2: Proceso de construcción del BPT mediante distancia de Ward normalizada (ec. 3.43). a)  
Imagen original con un filtrado Boxcar 3x3 utilizada como entrada. b), c), d) y e) son las 
segmentaciones generadas al construir el árbol hasta 1000, 250, 50 y 10 regiones, respectivamente. f)  
Imagen original con un filtrado Boxcar 9x9. Cada región se ha representado por su valor medio.
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a)     b)         c)
d)     e)         f)
Fig 4.3: Proceso de construcción del BPT mediante distancia de Ward normalizada (ec. 3.43). a)  
Imagen original con un filtrado Boxcar 3x3 utilizada como entrada. b), c), d) y e) son las 
segmentaciones generadas al construir el árbol hasta 1000, 250, 50 y 10 regiones respectivamente. f)  
Imagen original con un filtrado Boxcar 9x9. Cada región se ha representado por su valor medio.
Nótese que este proceso de generación hasta N R  regiones no es equivalente a cortar 
el árbol a un determinado nivel. El hecho de detener el proceso de construcción llegado a un 
número de nodos implica que las N R  regiones obtenidas son las más diferentes en términos 
de la función de similitud. Esto es muy distinto a hacer un corte a un determinado nivel sobre 
el árbol, ya que la altura sobre el árbol no implica necesariamente esta relación sobre las 
funciones de similitud, es decir, las  N R  regiones más distintas del árbol no tienen por qué 
estar en el mismo nivel respecto a la raíz.
4.3. Poda basada en homogeneidad de regiones
En el apartado anterior se ha descrito la poda sobre el árbol basada en la construcción 
del mismo hasta un número determinado de regiones. Este criterio de poda tiene la ventaja de 
ser muy simple y fácil de calcular, ya que sólo implica cambiar un parámetro sobre el mismo 
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proceso de generación del árbol binario de particiones. Sin embargo, por el hecho de basarse 
en  las  mismas  funciones  de  similitud  utilizadas  para  su  construcción,  tiene  algunos 
inconvenientes que motivan la introducción de un criterio de poda algo más complejo:
1. Las funciones de similitud son altamente dependientes del tamaño de las regiones, ya 
que han de ser capaces de diferenciarlas en todos los niveles de detalle del árbol, lo 
que implica que las regiones más pequeñas del árbol tengan menos probabilidades de 
aparecer cuando se realiza una construcción del árbol hasta un número determinado de 
regiones.  Esto  afecta  especialmente  a  los  denominados  corner  reflectors,  que  son 
estructuras puntuales muy brillantes de la imagen que interesa conservar.
2. El número de regiones necesario para evitar que se generen zonas no homogéneas es 
altamente dependiente de la imagen y la función de similitud utilizada, ya que algunas 
funciones de similitud preservan hasta niveles mucho más altos las pequeñas regiones 
brillantes  u oscuras  de la  imagen y,  por tanto,  necesitarán un número de regiones 
mayor que otras que lo hagan en menor medida.  Esto se aprecia  especialmente al 
comparar  funciones  de  similitud  normalizadas  y  no  normalizadas,  como  se  ha 
explicado en el capítulo anterior.
3. A la  hora  de  comparar  diversas  regiones  se  hace  siempre  a  partir  de  su  modelo 
contenido  en  el  nodo  del  árbol,  lo  cual  implica  una  pérdida  de  información, 
especialmente  cuando  la  región  representada  por  el  nodo  es  compleja.  En  la 
implementación evaluada en el presente proyecto, en cada nodo del árbol se guarda un 
modelo de la región representada basado en su matriz de covarianza o coherencia. Sin 
embargo, es un modelo bastante simple, ya que sólo es útil para caracterizar regiones 
homogéneas  de  la  imagen.  En el  momento  en  que  se  fusionan  diversas  zonas  de 
estadística distinta su caracterización mediante la matriz de covarianza media es una 
descripción incompleta de la misma, lo cual afectará a todas las métricas de similitud, 
que están basadas en este modelo, y, especialmente, a las que asumen una determinada 
estadística sobre los datos.
Para intentar subsanar estos inconvenientes, se presenta un nuevo modelo de poda. 
Para  solucionar  el  punto  3  anterior,  este  nuevo  sistema  de  poda,  no  se  basará  en  la 
comparación de los modelos de regiones contenidos en los nodos del árbol, es decir, no se 
apoyará en la comparación de dos regiones en base a sus matrices de covarianza o coherencia 
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medias. Para solucionar los puntos 1 y 2, no se utilizarán las funciones de similitud empleadas 
para la construcción del BPT, sino que se utilizarán otras métricas más genéricas, es decir, no 
tan adaptadas a la estadística de la señal, ya que no se puede suponer la homogeneidad de las 
regiones, y también, sin tener influencia directa del tamaño de las regiones, para evitar que las 
regiones pequeñas sean filtradas rápidamente.
Entonces, para realizar esta poda hace falta definir un criterio de homogeneidad de 
regiones, que tomará como entrada todos los píxeles de la región representada por el nodo del 
BPT, en lugar de los modelos contenidos en el mismo, para evitar la pérdida de información 
que esto puede conllevar. Por lo tanto, dado un nodo N i  del árbol, que representa una región 
X ,  compuesta  de  nx  píxeles,  cuyas  matrices  de  covarianza  son  X 1, X 2, , X n x  
respectivamente, hay que definir una función de homogeneidad   que tome como entrada el 
conjunto de píxeles de la región. Entonces, el criterio de poda se podrá definir aplicando un 
umbral  p  sobre esta función de homogeneidad, de forma que, empezando por cada píxel de 
la imagen se evalúe este criterio a medida que se va subiendo por el mismo y se pode sobre el 
árbol la región X  de mayor tamaño que contenga el píxel y que cumpla:
X 1 , X 2 , , X nxp .
Para evitar que esta métrica tenga el inconveniente número 1 explicado anteriormente, 
es necesario que esta función    no tenga dependencia con el número de píxeles  nx  de la 
región.  Para  conseguir  esto,  esta  métrica  podría  descomponerse  en  otra  métrica   ,  que 
tomara como entrada un único píxel  X i  de la región  X  y, entonces, la función    podría 
reescribirse como:
X 1 , X 2 , , X nx=
1
nx
∑
i=1
nx
 X i .
Finalmente, para conformar el filtrado, una vez se disponga de la poda y, por tanto, de 
la segmentación de la imagen según el criterio de homogeneidad marcado por  , se 
sustituirá cada zona de esta segmentación por su matriz de covarianza o coherencia media, tal 
como se hacía en el filtrado basado en la construcción del árbol hasta un número de regiones.
En los siguientes apartados se presentan dos formas de realizar esta poda en función de 
dos criterios de homogeneidad.
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(4.1)
(4.2)
4.3.1. Poda basada en error relativo
En apartados anteriores se ha explicado que en cada nodo se representa una región 
mediante un modelo basado en su matriz de covarianza o coherencia y que este modelo no 
tiene mucho sentido cuando las regiones representadas no son homogéneas. Entonces, parece 
que a partir de una métrica que mida lo bien representadas que están las regiones mediante 
este modelo se pueda determinar si son o no homogéneas.
La idea es medir el error cometido al representar cada región  X  por su matriz de 
covarianza media X , es decir, se podría definir  E  como el error cometido al representar 
cada píxel X i  por X :
E X i=∥X i− X∥
2 .
Donde ∥.∥  representa la norma 2 de la matriz o norma de Frobenius, definida en la 
ecuación (3.42).
Sin  embargo,  como  se  ha  explicado  anteriormente,  debido  a  la  estadística  de  las 
señales SAR, estas métricas han de referirse a la energía de la misma, por lo que podría 
definirse una medida relativa R  como:
R X i=
E  X i
∥X∥
2 =
∥X i− X∥
2
∥ X∥
2 .
Por  tanto,  sustituyendo la  ecuación (4.4)  en  la  (4.2)  se  obtiene la  expresión de  la 
función de homogeneidad relativa R  como:
RX 1 , X 2 , , X n x=
1
nx
∑
i=1
n x
RX i=
1
nx∥X∥
2∑
i=1
nx
∥ X i− X∥
2
.
Si se fija un umbral de poda  p , entonces se puede definir el criterio de poda a partir 
de un píxel como la región más grande del árbol que lo contenga y que cumpla:
1
nx∥ X∥
2∑
i=1
nx
∥ X i− X∥
2 p .
Sin embargo, este umbral de poda  p  suele darse en escala logarítmica, en decibelios, 
por lo tanto se redefine el criterio de poda como:
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(4.3)
(4.4)
(4.5)
(4.6)
10⋅log10 1nx∥ X∥2∑i=1
n x
∥ X i− X∥
2 pdB .
4.3.2. Poda basada en el error relativo normalizado
En la  ecuación  (4.4)  se  ha  definido  la  función  R  que  mide  el  error  relativo  al 
representar un píxel determinado con la matriz de covarianza media de la región  X .  Sin 
embargo, esta métrica se basa en la norma 2 de la matriz  X i− X  , de forma que si hay 
mucha  diferencia  entre  las  distintas  componentes  de  la  misma  los  errores  sobre  las 
componentes  de mayor energía de la misma enmascaran el resto.
Se puede definir una métrica basada en la ecuación (4.4) en la que se normalice cada 
componente de la matriz, mediante la matriz de normalización de la matriz media  X , tal 
como se ha definido en la ecuación (3.11):
RN X i=
∥N  X  X i−X  N  XH ∥
2
∥N X  X N XH ∥
2
donde N X  representa la matriz de normalización de X . 
Sustituyendo  esta  ecuación  en  (4.2)  se  obtiene  la  expresión  de  la  función  de 
homogeneidad relativa normalizada RN :
RN  X 1 , , X n x=
1
nx
∑
i=1
n x
RN  X i=
1
nx∥ N X  X N XH ∥
2∑
i=1
nx
∥ N  X  X i− X  N  XH ∥
2
.
Una vez se ha fijado el umbral   p  se obtiene el  criterio de poda expresado en la 
ecuación (4.10), o bien (4.11) si se da el umbral en decibelios
1
nx∥ N  X  X N  XH ∥
2∑
i=1
n x
∥N  X  X i− X  N XH ∥
2
p
10⋅log10∑
i=1
n x
∥N X  X i− X  N  XH ∥
2−10⋅log10  nx∥ N  X  X N  XH ∥2 pdB .
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(4.7)
(4.9)
(4.8)
(4.10)
(4.11)
4.3.3. Influencia de la altura de poda
En los apartados anteriores se ha definido un modelo de poda basado en una función 
de homogeneidad   que se aplica sobre todos los píxeles de cada región y sobre la que se 
fija un umbral de poda  p .
Una  posible  descripción  en  pseudocódigo  del  algoritmo  de  poda  podría  ser  la 
siguiente, con la misma notación con la que se ha descrito el proceso de construcción del 
BPT, en el apartado 3.2.1:
función poda_homogeneidad_baja(imagen I, umbral δp)
T ← inicializar_árbol(I)
T ← generar_árbol(T)
Ifilt ←  Ø
para cada píxel px en I hacer
nx ← nodo(T, px)
npoda ← nx
σx ← Φ(pixels(nx))
mientras  σx < δp y npoda ≠ raíz(T) hacer
npoda ← nx
nx ← padre(nx)
σx ← Φ(pixels(nx))
fin mientras
añadir_píxel(Ifilt, px, valor_promedio(npoda))
fin para
devolver Ifilt
fin función
Esta  función  se  encarga  de  realizar  el  filtrado  de  la  imagen  inicial  I  mediante  la 
representación de la misma en un árbol binario de particiones, T, y retorna la imagen filtrada 
Ifilt.  Este  árbol  se  genera  mediante  las  funciones  descritas  en  el  apartado  3.2.1, 
inicializar_árbol() y generar_árbol(). Para cada píxel de I se decide cuál es la región mayor 
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que lo caracteriza en función del criterio de homogeneidad  , que puede ser cualquiera de 
los explicados anteriormente, sobre el  que se fija un umbral   p ,  que es un parámetro de 
entrada.
La búsqueda de la región más grande que caracteriza el píxel px se realiza en el bucle 
más  interno,  subiendo  en  el  árbol  mediante  la  llamada  a  padre(),  mientras  las  regiones 
representadas por los nodos encontrados cumplan el criterio de homogeneidad. Esta función, 
por tanto, detendrá el ascenso sobre el árbol en el primer nodo que deje de cumplir el criterio 
de poda y npoda será el nodo anterior, el último que cumplía el criterio. Una vez encontrado 
npoda se sustituye el valor del píxel px sobre la imagen filtrada por el promedio de esa región, 
mediante añadir_píxel().
Nótese que esta búsqueda de la región a podar se detiene ante la primera región que 
deja de cumplir el criterio de poda, pero también es posible que más arriba de este nodo que 
no lo cumple existan otros, más altos en el árbol y de tamaño mayor, que sí cumplan este 
criterio. Entonces, para un mismo umbral de poda  p , aparecen varios nodos candidatos y, 
por  tanto,  surge  un nuevo problema que  consiste  en determinar  cuál  de  estos  candidatos 
escoger  para  realizar  la  poda.  También  cabe  destacar  aquí  que,  sea  cual  sea  el  criterio 
escogido, debe ser consistente, es decir, si un píxel px se caracteriza mediante una región X de 
la  imagen,  cualquier  otro píxel  py que  también pertenezca  a  X debe caracterizarse  por  la 
misma región y, por tanto, tendrá el mismo valor sobre la imagen filtrada.
En este proyecto se han analizado dos criterios para seleccionar el nodo candidato a 
podar de entre estos candidatos:
• El nodo más bajo: en este caso se selecciona el candidato más bajo sobre el árbol, es 
decir, el nodo inmediatamente anterior al primero que deja de cumplir el criterio de 
poda.  Se  corresponde  con  la  función   poda_homogeneidad_baja() descrita 
anteriormente.
• El nodo más alto: según este criterio se escoge el nodo más alto del árbol que cumpla 
el criterio de poda. Entonces, la búsqueda no se detiene al primer nodo que deja de 
cumplir el criterio, sino que siempre se continúa hasta la raíz del árbol y se selecciona 
el último nodo de este camino sobre el BPT que ha cumplido el criterio de poda.
La aproximación basada en la selección como candidato del nodo más bajo puede 
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interpretarse como que, dado un umbral de poda  p , se intenta mantener el máximo número 
de detalles sobre la imagen filtrada, mientras que en la aproximación basada en el nodo más 
alto lo que se intenta es filtrar al máximo posible los datos, dado el mismo umbral de poda.
Una descripción del algoritmo de poda basado en el criterio de selección del candidato 
más alto  podría  ser  la  siguiente,  que se  ha  obtenido  haciendo mínimos  cambios  sobre la 
función poda_homogeneidad_baja():
función poda_homogeneidad_alta(imagen I, umbral δp)
T ← inicializar_árbol(I)
T ← generar_árbol(T)
Ifilt ←  Ø
para cada píxel px en I hacer
nx ← nodo(T, px)
npoda ← nx
σx ← Φ(pixels(nx))
mientras nx ≠ raíz(T) hacer
nx ← padre(nx)
σx ← Φ(pixels(nx))
si  σx < δp entonces
npoda ← nx
fin si
fin mientras
añadir_píxel(Ifilt, px, valor_promedio(npoda))
fin para
devolver Ifilt
fin función
En comparación con el mecanismo de poda basado en la construcción del BPT hasta 
un número determinado de regiones, este es un proceso bastante más complejo y con una 
carga computacional mayor, ya que además de la construcción del árbol requiere un recorrido 
sobre el mismo por cada píxel de la imagen SAR a filtrar. Por el contrario, tiene la ventaja de 
no presentar de forma tan acusada los inconvenientes del otro método comentados al principio 
de este apartado.
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En las figura 4.4 y 4.5 se muestran los resultados de este proceso de filtrado sobre las 
mismas imágenes que en las figuras 4.2 y 4.3, generadas a partir de la misma función de 
similitud, la Ward normalizada, definida en la ecuación (3.43). Ambos procesos, por tanto, 
definen una poda sobre el mismo árbol, pero basada en criterios distintos, lo que facilita la 
comparación de los mismos. Como criterio de homogeneidad se ha utilizado la medida de 
error  relativo  normalizado  RN ,  definido  en  la  ecuación  (4.9).  Como  método  para  la 
selección de candidatos se ha seleccionado el nodo más alto del árbol en cumplir el criterio de 
poda. 
En la figura 4.5 c) se observa este filtrado con un umbral de poda suficientemente alto 
como para detectar  la  homogeneidad dentro de los distintos  campos de la  imagen de los 
campos. Sin embargo, a pesar de que estos campos han sido segmentados en una única región, 
los puntos brillantes de la parte inferior izquierda se han preservado, lo que demuestra que 
este  criterio  de  poda  tiene  gran  capacidad  para  detectar  zonas  homogéneas  de  la  imagen 
independientemente de su tamaño, es decir, no presenta el inconveniente número 1. Por otro 
lado, al comparar las imágenes 4.4 c) y 4.5 c), que han sido generadas con el mismo umbral 
de poda, 0.5dB, se observa de forma mucho más acusada este efecto. En 4.4 c) se han filtrado 
en gran medida las zonas homogéneas, como los bosques de la parte izquierda y superior, que 
prácticamente  aparecen en una única región,  como en 4.5 c).  Sin embargo,  las  zonas  no 
homogéneas como las estructuras de la zona urbana se han conservado en mayor medida. Esto 
favorece que el criterio de poda pueda ser independiente de la complejidad del escenario a 
filtrar,  es  decir,  este  mecanismo  de  poda  no  presenta  el  inconveniente  2  respecto  a  la 
construcción del árbol hasta un número de regiones. Las figuras 4.4 b) y 4.5 b) representan un 
proceso de filtrado con un umbral de poda inferior, para ver como el factor de poda afecta en 
mayor medida sobre las zonas homogéneas de la imagen, mientras que las zonas heterogéneas 
siguen manteniendo en gran medida sus detalles.
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a)      b)           c)
Fig 4.4: a) Imagen original de zona urbana con filtrado Boxcar 3x3 utilizada como entrada. b) y c)  
Resultado del filtrado basado en homogeneidad de regiones mediante la función RN . Se ha 
seleccionado el candidato más alto sobre el árbol que cumple el criterio de poda. Para la 
construcción del árbol se ha utilizado la función de similitud Ward normalizada (3.43). El umbral de 
poda es -1dB en b) y 0.5dB en c).
a)      b)           c)
Fig 4.5: a) Imagen original de zona de campos con filtrado Boxcar 3x3 utilizada como entrada. b) y  
c) Resultado del filtrado basado en homogeneidad de regiones mediante la función RN . Se ha 
seleccionado el candidato más alto sobre el árbol que cumple el criterio de poda. Para la 
construcción del árbol se ha utilizado la función de similitud Ward normalizada (3.43). El umbral de 
poda es -1dB en b) y 0.5dB en c).
4.4. El filtrado inicial de la imagen
Hasta  ahora  se  han  analizado  los  métodos  para  construir  un  árbol  binario  de 
particiones a partir de una imagen SAR y los métodos para realizar un filtrado de la misma 
basado en una poda sobre el árbol, sin embargo, no se ha prestado mucha atención al filtrado 
inicial que se realiza sobre los datos originales.
En las imágenes que se han mostrado en este capítulo y en capítulos anteriores se ha 
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utilizado como entrada al proceso de construcción del BPT un filtrado Boxcar 3x3. El filtrado 
inicial de los datos es necesario por dos motivos:
• El nivel de ruido de los datos iniciales suele ser muy alto, de forma que resulta mucho 
más difícil  la correcta detección de los contornos y de zonas homogéneas en unos 
datos tan ruidosos, por lo que el árbol binario construido tiene una calidad muy baja en 
cuanto a representación de la estructura de la imagen.
• Las matrices  de covarianza o coherencia  utilizadas  para representar  las  regiones y 
también los píxeles de la imagen son medidas estadísticas de 2º orden, de forma que 
no tiene sentido definirlas para un único píxel. Matemáticamente, estas matrices tienen 
rango 1 cuando sólo se definen en base a un píxel, lo que impide la utilización de la 
mayoría de funciones de similitud basadas en toda la matriz. En este caso sólo tienen 
sentido los elementos de la diagonal de la matriz, por lo que sólo estas funciones de 
similitud pueden ser utilizadas sin filtrado inicial.
Por otro lado, el hecho de realizar el filtrado inicial paso-bajo implica, básicamente, 
una  pérdida  de  resolución  a  la  hora  de  determinar  los  contornos.  Los  objetos  puntuales 
brillantes,  como  los  corner  reflectors, no  son  eliminados  con  este  filtrado,  sino  todo  lo 
contrario, ya que al tener valores muy elevados en comparación con los del entorno aparecen 
ensanchados, según la forma del filtro aplicado.
En la figura 4.6 se muestra el efecto del filtrado y su repercusión sobre la construcción 
del  BPT hasta  50  regiones.  El  árbol  se  ha  construido  mediante  la  función  de  similitud 
normalizada de componentes relativas, definida en la ecuación (3.27). La imagen 4.6 a) se 
corresponde con la representación de los datos originales sin ningún tipo de filtrado inicial. Se 
puede observar como la gran intensidad de ruido presente en este caso impide la correcta 
detección del contorno del campo inferior en la construcción del BPT, imagen 4.6 d). En 4.6 
b) se muestra un filtrado Boxcar 3x3, que es el filtrado que se ha utilizado en los ejemplos 
anteriores. La pérdida en cuanto a resolución de contornos es relativamente baja y se reduce el 
nivel de ruido suficientemente como para que el proceso de construcción del árbol, figura 4.6 
e),  llegue a diferenciar correctamente los campos presentes en la imagen. Si se aplica un 
filtrado mayor, como en 4.6 c), dónde se ha aplicado un filtrado Boxcar 9x9, la pérdida de 
resolución en los contornos es considerablemente mayor y, además, se introduce un efecto 
negativo en la estructura del árbol, ya que detecta varias zonas sobre la transición que se 
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produce en los contornos filtrados.  Esto se aprecia  en 4.6 f),  donde los contornos  de los 
campos  más  brillantes  de  la  parte  superior  aparecen  rodeados  por  regiones  finas,  que  no 
pertenecen a la estructura de la imagen original, sino que han sido introducidas por el proceso 
de filtrado.
a)      b)           c)
d)      e)           f)
Fig 4.6: Efecto del filtrado inicial. a) Imagen original, b) Imagen original con filtrado Boxcar 3x3, c)  
Imagen original con filtrado Boxcar 9x9. d), e) y f) Construcción del BPT hasta 50 regiones a partir  
de las imágenes de entrada a), b) y c), respectivamente. Se ha empleado la función de similitud 
normalizada de componentes relativas (3.27).
El  objetivo  es,  entonces,  encontrar  un  filtrado  inicial  suficientemente  conservador 
como para evitar al máximo la pérdida de resolución sobre los contornos, pero a su vez, que 
filtre el ruido presente en los datos lo suficiente como para permitir que el BPT identifique los 
máximos contornos posibles. Este filtrado inicial, además, no ha de introducir ningún tipo de 
sesgo sobre los datos, ya que sino no se obtendrán buenos modelos de las regiones para su 
posterior análisis.
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4.4.1. El filtrado gaussiano
El filtrado gaussiano es un filtrado paso-bajo que permite solucionar el problema del 
rango de las matrices de covarianza, igual que el filtrado Boxcar, pero tiene una ventaja sobre 
éste, ya que la frecuencia de corte puede ajustarse mediante un parámetro  . Por tanto, en el 
filtrado gaussiano, puede controlarse la pérdida de resolución sobre los contornos mediante 
este parámetro. La respuesta impulsional del filtro gaussiano puede definirse como:
G i , j=c⋅e
−
 i2 j2
22 .
donde c es la constante de normalización y se calcula para que la suma de todos los 
coeficientes sea igual a 1 y (i, j) representan las coordenadas de los coeficientes respecto al 
centro del filtro. Como la respuesta impulsional del filtro tiene infinitos coeficientes distintos 
de 0, se realiza un enventanado sobre el mismo y se sitúa el centro del filtro sobre el centro de 
la ventana. Esta ventana ha de ser suficientemente grande como para que predomine el efecto 
del filtrado gaussiano sobre el filtrado de la ventana cuadrada. Generalmente se dice que el 
tamaño de la ventana ha de ser, al menos, alrededor de 5 .
La  frecuencia  de  corte  del  filtro  está  relacionada  con  1/ ,  por  lo  que  se  puede 
controlar fijando este parámetro del mismo; a mayor    mayor filtrado sobre la imagen y 
mayor pérdida de resolución sobre los contornos, y viceversa. A modo de ejemplo, el filtro de 
tamaño 5x5 y la constante c para un parámetro =1  sería:
G5x5 ,=1=c⋅0.0183 0.0821 0.1353 0.0821 0.01830.0821 0.3679 0.6065 0.3679 0.08210.1353 0.6065 1.0000 0.6065 0.13530.0821 0.3679 0.6065 0.3679 0.0821
0.0183 0.0821 0.1353 0.0821 0.0183

c= 1
6.1689
Se observa como este filtro da un peso mayor a las muestras próximas al centro que a 
las lejanas. Por otro lado, este filtro es separable, ya que es simétrico respecto a su centro, por 
tanto puede reescribirse como:
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(4.12)
(4.13)
(4.14)
G5x5 ,=1=
1
6.1689 0.13530.60651.00000.6065
0.1353
⋅0.1353 0.6065 1.0000 0.6065 0.1353 
La figura 4.7 muestra una representación tridimensional de este filtro gaussiano. La 
figura 4.8 muestra el efecto de   sobre el filtrado de una imagen SAR. Se observa como a 
medida que se aumenta este parámetro aumenta la pérdida de resolución sobre los contornos y 
el filtrado del ruido.
Fig. 4.7: Representación tridimensional de un filtro gaussiano.
a)      b)           c)
Fig. 4.8: Filtrado gaussiano 9x9 sobre una imagen de campos de cultivos con diferente parámetro  ,  
a) =0.5 , b) =1 , c) =2 .
Este  filtrado  gaussiano  soluciona  parcialmente  el  problema,  ya  que  permite  la 
utilización de las funciones de similitud basadas en toda la matriz, debido a que el rango de la 
matriz de covarianza o coherencia es 3 después del filtrado, con una pérdida de resolución en 
los contornos tan baja como se quiera, ajustando  . Sin embargo, si este parámetro toma un 
valor muy bajo sigue existiendo el problema de que el nivel de ruido es muy elevado y el BPT 
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(4.15)
no es capaz de detectar algunos contornos de la imagen.
En este proyecto, al no formar parte de los objetivos del mismo, no se ha analizado a 
fondo el problema del filtrado inicial. Para todas las pruebas y imágenes que se han realizado 
se ha utilizado un filtrado inicial Boxcar 3x3, ya que ha demostrado ser un buen compromiso 
en cuanto a pérdida de resolución sobre los contornos y a la cantidad de ruido filtrado, a fin de 
obtener una buena representación de la estructura de la imagen en el BPT.
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5. ANÁLISIS CUANTITATIVO DE RESULTADOS
En el capítulo 3 se ha descrito la representación jerárquica de la imagen SAR en forma 
de árbol binario de particiones. Se ha analizado todo el proceso de generación del mismo, 
desde el  proceso de construcción de abajo a  arriba hasta  las funciones  de similitud,  para 
conseguir un BPT que represente correctamente la estructura de la imagen a diferentes niveles 
de detalle y se han mostrado resultados donde se demuestra la capacidad del mismo para 
representar esta información. En el capítulo 4 se ha explicado la utilidad y motivación del uso 
de esta estructura para el filtrado de imágenes SAR. Se han descrito distintos modelos de 
filtrado basados en el BPT que, a primera vista, producen resultados muy prometedores.
En este capítulo se va a realizar una evaluación detallada de las distintas técnicas de 
filtrado basadas en el BPT. Esta evaluación se realizará, principalmente, en comparación con 
las  otras  técnicas  de  filtrado  SAR  más  comunes,  como  son  el  filtrado  Boxcar,  también 
conocido como n-look, y el filtrado IDAN [20], ya que es otro mecanismo de filtrado con una 
idea similar, también orientado a regiones.
Para realizar esta evaluación de forma objetiva, se ha intentado definir una serie de 
medidas de error respecto a los datos sin ruido esperado o ground truth. El problema de estas 
métricas es que el ground truth no es conocido para una imagen SAR real. Por eso también se 
han realizado pruebas y medidas sobre datos simulados, donde los resultados esperados sí se 
pueden determinar con precisión y, además, se puede observar la evolución del filtrado a lo 
largo de distintas realizaciones del mismo escenario. Finalmente, se ha comprobado que no 
toda la información relevante del filtrado puede agruparse en una métrica de error, por lo 
tanto,  también  se  han  tenido  en  cuenta  una  serie  de  evaluaciones  visuales  sobre  algunos 
aspectos de los resultados del filtrado.
En la primera parte de este capítulo se describirán con más en detalle las métricas de 
error propuestas. Luego se analizarán los datos SAR simulados que se han generado para este 
proyecto y los resultados sobre ellos. Finalmente, se presentará también una evaluación sobre 
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datos reales y los resultados del filtrado correspondientes.
5.1. Métricas de error evaluadas
Con  el  fin  de  poder  evaluar  la  calidad  del  filtrado  de  forma  cuantitativa  y  no 
únicamente cualitativa, se han introducido una serie de métricas para medir  el error de la 
imagen filtrada respecto al filtrado ideal, que se correspondería con el ground truth.
Concretamente,  estas  métricas  miden  el  error  cometido  sobre  las  matrices  de 
covarianza, después de todo el proceso de filtrado, respecto a los valores reales asociados a las 
mismas.  Para poder utilizar  estas medidas se necesitarán los  datos  correspondientes  a  los 
valores sin ruido  speckle de los datos y su distribución sobre la imagen, que no se puede 
conocer en las imágenes reales. La utilidad de estas métricas es, por tanto, su evaluación sobre 
datos  simulados,  de  los  cuales,  además,  se  pueden  obtener  tantas  realizaciones  como  se 
quieran.
En  los  siguientes  apartados  se  describirán  estas  métricas  y  la  motivación  para  su 
utilización.
5.1.1. Error absoluto
Esta  métrica es  la  medida directa  del  error  de la  matriz  resultante  del  proceso  de 
filtrado sobre la matriz ideal, es decir, la matriz que se obtendría en ausencia de ruido speckle. 
El error se calcula mediante la norma 2 o norma euclidiana sobre la matriz diferencia. Es 
importante  remarcar que,  debido a la naturaleza multiplicativa del  ruido speckle,  el  ruido 
sobre  regiones  de  mayor  energía  será  mayor  y,  por  tanto,  también  será  mayor  el  ruido 
resultante sobre éstas si se aplica el mismo proceso de filtrado sobre toda las regiones. Esto 
implica  que  la  medida  de  error  absoluto  está  relacionada  con  el  nivel  de  energía  de  las 
regiones, es decir, el error absoluto será mayor sobre regiones de mayor span.
Para un píxel  i de la imagen filtrada  X,  con matriz de covarianza  Xi y cuyo valor 
esperado, o valor ideal, viene representado por la matriz de covarianza  Yi, perteneciente al 
mismo píxel  sobre  la  imagen  del  ground  truth Y,  el  error  absoluto  sobre  el  píxel  viene 
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definido por 
∥X i−Y i∥
2
donde  ∥.∥  representa  la  norma 2 o norma euclidiana de la  matriz,  definida en la 
ecuación (3.42).
Sin embargo, aunque la métrica de error absoluto se define, generalmente, sobre toda 
la imagen, también puede calcularse sobre una región Z y, por lo tanto, el error absoluto total 
será la media de los errores absolutos para cada uno de los nz  píxeles de la región:
E A X ,Y ; Z =
1
nz
∑
i=1
nz
∥X i−Y i∥
2 .
El acople con el nivel de energía de los píxeles de la imagen hace que ésta no sea una 
buena medida, ya que el resultado obtenido estará determinado, en su mayor parte, por las 
zonas más brillantes, mientras que el resto de zonas estarán escasamente representadas en la 
medida. Sin embargo, se ha mantenido esta métrica para poder realizar una comparación entre 
las distintas medidas de error.
Generalmente estas métricas se presentan en formato logarítmico, por tanto:
E A X ,Y ; Z dB=10 log10∑
i=1
nz
∥X i−Y i∥
2−10 log10nz
Nótese que esta  métrica utiliza  toda  la  matriz  para  medir  el  error  y,  por  lo  tanto, 
también es sensible al error sobre los elementos de fuera de la diagonal.
5.1.2. Error relativo
La medida de error relativo intenta corregir el efecto negativo de la dependencia con el 
nivel de span que presenta el error absoluto. Para ello, hace la medida de error relativa al nivel 
de  energía de  la  matriz  esperada  o  ideal.  Siguiendo la  misma  notación  anterior,  para  un 
determinado píxel con matriz de covarianza Xi se puede definir su error respecto a Yi como
∥X i−Y i∥
2
∥Y i∥
2 .
Entonces, del mismo modo, se puede definir para una zona de la imagen  Z con las 
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(5.1)
(5.2)
(5.3)
(5.4)
siguientes expresiones, ya sea en formato lineal o logarítmico:
E R X ,Y ; Z =
1
nz
∑
i=1
nz ∥X i−Y i∥
2
∥Y i∥
2
E R X ,Y ; Z dB=10 log10∑i=1nz ∥X i−Y i∥
2
∥Y i∥
2 −10 log10nz .
Como se puede observar, esta métrica es la misma que ha sido utilizada en el capítulo 
anterior para realizar la poda basada en regiones homogéneas  R , definida en la ecuación 
(4.5), sustituyendo el valor medio de la región X  por el valor correspondiente del ground 
truth Y i . Se han utilizado las mismas métricas del proceso de poda como medidas de error ya 
que, aplicadas a este proceso, han demostrado ser buenos indicadores capaces de medir el 
error  cometido  al  representar  una  región  mediante  su  matriz  de  covarianza  o  coherencia 
correspondiente.
5.1.3. Error relativo normalizado
El error relativo es un buen indicador, que no tiene dependencia con el nivel de energía 
de  los  datos,  tal  y  como  se  ha  descrito  en  el  apartado  anterior.  Sin  embargo,  tiene  el 
inconveniente  de  no  tener  en  igual  consideración  todos  los  parámetros  de  la  matriz  que 
representa  cada  píxel,  ya  que  en  la  norma  de  la  matriz  influyen  en  mayor  medida  las 
componentes de mayor valor, tal y como se ha comentado en el capítulo anterior, en la sección 
4.3.2.
Entonces,  si  se  desea  una  métrica  que  no  tenga  este  inconveniente,  se  han  de 
normalizar las matrices correspondientes antes de calcular el error relativo:
∥N Y i  X i−Y i  N Y iH∥
2
∥N Y iY i N Y iH∥
2
donde N Y i  es la matriz de normalización de Y i .
De esta manera se puede calcular el error para una región Z de la imagen:
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E RN X ,Y ;Z =
1
nz
∑
i=1
n z ∥N Y i  X i−Y i  N Y iH∥
2
∥N Y i Y i N Y iH∥
2
E RN X ,Y ;Z dB=10 log10∑i=1nz ∥N Y i  X i−Y i  N Y iH∥
2
∥N Y i Y i N Y iH∥
2 −10 log10nz .
Esta  métrica  también  es  la  misma  que  RN ,  definida  en  la  ecuación  (4.9),  pero 
tomando los datos del ground truth para establecer la comparación en cada píxel, como en el 
caso anterior.
5.1.4. Índice MSSIM
El índice SSIM, de Structural Similarity [21], es una medida de error entre dos píxeles 
que intenta tener en cuenta la percepción visual humana de la diferencia entre ellos. Para 
hacerlo, esta medida intenta comparar la información estructural de ambas imágenes, por lo 
que es más sensible a los contornos que las medidas anteriores. Esta técnica fue propuesta en 
[21] para imágenes ópticas en escala de grises, por lo que debe adaptarse para su uso a datos 
SAR polarimétricos.
El índice SSIM toma en cuenta tres componentes de error: la luminancia, el contraste 
y la estructura. En el siguiente esquema se puede ver la estructura del sistema de medida del 
índice SSIM:
Fig.5.1: Estructura del sistema de medida del índice SSIM [21].
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Cuando se da la misma importancia a las tres componentes, entonces el índice SSIM 
para el píxel de coordenadas (x, y) sobre dos imágenes X e Y puede expresarse como
SSIM x , y =
2x yC12 xyC 2
x
2 y
2C1 x
2 y
2C2
donde x  y  x  son estimadores de la media local y la desviación estándar local del 
píxel sobre la imagen X, basados en su entorno, del mismo modo que sucede con  xy ,   y  y 
 y .  Para realizar  estas estimaciones  locales en función de su entorno se utiliza  un filtro 
gaussiano  de  tamaño  11x11  y  =1.5 ,  tal  como  se  ha  definido  en  la  ecuación  (4.12). 
Entonces,  si  los  coeficientes  del  filtro  son  w={w i∣i=1,2 , , N }  pueden  definirse  las 
estadísticas locales x ,  x  y  xy  como
x=∑
i=1
N
wi xi
 x=∑i=1
N
w ix i−x 
2
1
2
 xy=∑
i=1
N
wi x i− x yi− y  .
Las  constantes  C1  y  C2  son  incluidas  para  evitar  inestabilidades  de  la  medida 
cuando x
2 y
2   o  x
2 y
2   son muy pequeños. Estas constantes se definen como
C1=K1 L
2
C2=K 2 L
2
donde K 1≪1  y K 2≪1  son constantes pequeñas y L  es el margen dinámico de los 
datos, que para el caso de una imagen óptica suele ser 255. Los valores propuestos en [21] 
para  K 1  y  K 2  son  K 1=0.01  y  K 2=0.03 .  Sin embargo, para el  caso de señales SAR, 
debido a su elevado margen dinámico y al trabajar con valores reales y no enteros, se han 
utilizado  valores  más  pequeños.  En  este  proyecto,  para  evaluar  imágenes  SAR  se  han 
utilizado K 1=0.0001  y K 2=0.0003  y se ha tomado el valor L  como el margen de valores 
con el que se representan las componentes en una imagen, no el de los datos SAR, ya que 
sería mucho mayor. El motivo de escoger este valor de L  es que, generalmente, el margen de 
valores  que  se  visualiza  en  una  imagen  es  donde  está  contenida  la  mayor  parte  de  la 
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información. Si en lugar de utilizar el margen de visualización se utilizara el margen dinámico 
de la imagen tan sólo serían visibles unos pocos puntos, debido a la distribución exponencial 
que siguen las imágenes SAR en intensidad,  y,  como la medida SSIM tiene en cuenta la 
percepción de los errores en función de su visibilidad, la mayoría de la imagen sería muy poco 
visible resultando en una medida muy poco sensible a la mayoría de la imagen.
El SSIM define un valor de error para cada píxel pero, generalmente,  interesa una 
medida de error sobre toda la imagen o sobre una zona de la misma. Con este motivo se 
define el MSSIM o índice SSIM medio, que se define entre dos imágenes X e  Y, sobre una 
región Z que contiene nz  píxeles como
MSSIM X ,Y ; Z = 1
nz
∑
j=1
nz
SSIM x j , y j .
El MSSIM se define sobre una imagen de escala de grises, entonces, para adaptarlo al 
caso de matrices de covarianza o coherencia se ha aplicado a cada elemento de la diagonal por 
separado. Como resultado se obtiene un valor de MSSIM para cada elemento de la diagonal, 
que se han llamado MSSIM11,  MSSIM22 y  MSSIM33, correspondientes, por ejemplo, al valor 
MSSIM de los elementos C11, C22 y C33 de la matriz de covarianza, respectivamente. 
Nótese que el MSSIM es un término acotado, que como máximo tomará el valor 1, es 
decir,  ∣MSSIM∣≤1 , y que mide la similitud entre dos regiones y, por tanto, a mayor valor 
implicará una mayor similitud y un error menor.
5.1.5. Sesgo
Otro parámetro muy importante a tener en cuenta a la hora de evaluar el filtrado es si 
éste  introduce algún tipo  de sesgo sobre los  datos.  De hecho,  un buen filtrado  no puede 
introducir sesgo, ya que estaría eliminando gran parte de la información que contienen los 
datos y sería imposible su posterior procesado para la extracción de características geofísicas 
o biofísicas del terreno.
Para  que  tenga  sentido,  la  medida  de  sesgo  se  ha  de  evaluar  sobre  una  zona 
homogénea de la imagen suficientemente grande, a fin de promediar el sesgo sobre el máximo 
número de muestras. 
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Para dos imágenes X e  Y, siendo Y la imagen ideal, se define el sesgo relativo sobre 
una región homogénea Z, de nz  píxeles como
B X , Y ;Z = 1
nz
∑
i=1
n z  X i−Y i 
Y i
donde la  división  representa  una  división  elemento  a  elemento  de  las  matrices  de 
covarianza o coherencia. Nótese que el resultado obtenido de esta medida es una matriz de 
sesgo, donde los elementos de la diagonal pueden ser positivos o negativos. En este proyecto 
sólo se han analizado en detalle el sesgo sobre los elementos de la diagonal de la matriz, por 
lo tanto, se tendrán tres medidas B11 , B22  y B33 , correspondientes a los tres elementos de la 
diagonal de la matriz de sesgo B.
A veces  es  más  útil  analizar  el  sesgo  en  forma  de  histograma.  Esto  consiste  en 
representar en un histograma los valores de un elemento de la diagonal de la matriz sesgo 
entre  X e  Y,  a  lo  largo de  toda la  región  Z.  Es  decir,  para  representar  el  histograma del 
elemento k de la diagonal, se hace el histograma de (Xkk – Ykk) / Ykk sobre todos los píxeles de 
la región Z.
Mediante estos histogramas se puede ver la distribución de los valores que toma el 
elemento  de  la  matriz  de  sesgo.  La  representación  en  forma  de  histograma  aporta  más 
información que el valor del error medio cometido, pero debe ser interpretada.
En cuanto a los elementos de fuera de la diagonal no han sido analizados en detalle, ya 
que,  aparte  de  ser  números  complejos,  su  correcta  estimación  está  ligada  también  a  la 
estimación de los elementos de la diagonal.
5.2. Análisis del filtrado sobre datos simulados
En la siguiente sección se presentarán los datos SAR polarimétricos simulados que se 
han evaluado en el presente proyecto y el resultado obtenido sobre los mismos con diferentes 
mecanismos de filtrado. Estos datos simulados han sido diseñados para intentar representar 
los  diferentes  aspectos  a  evaluar  sobre  los  mecanismos  de  filtrado,  como  pueden  ser  la 
capacidad  de  separar  las  diferentes  zonas  homogéneas  de  la  imagen,  la  preservación  de 
contornos, el sesgo, etc.
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La metodología a seguir para este análisis es primero evaluar las diferentes métricas de 
error presentadas en el apartado 5.1 y luego realizar una interpretación visual de los resultados 
del filtrado, ya que estas métricas tampoco han sido capaces de representar todos los aspectos 
y efectos a evaluar en su resultado.
Los datos simulados se han generado según el modelo gaussiano polarimétrico para 
zonas homogéneas  presentado en  [22].  Según este  modelo,  se asumen datos  con simetría 
azimutal y, entonces, la matriz de covarianza de una región homogénea   , que representa 
una distribución gaussiana conjunta de las componentes polarimétricas complejas HH, HV y 
VV, presenta la siguiente forma:
=HH  1 0 0  0∗ 0  
donde
HH=E {∥HH∥2 }
=
E {∥HV∥2 }
E {∥HH∥2 }
=
E {∥VV∥2 }
E {∥HH∥2 }
=
E {HH⋅VV ∗ }
E {∥HH∥2 }E {∥VV∥2 }
y donde  E {.}  denota el operador esperanza,  ∥.∥  denota el módulo de un número 
complejo y ∗  denota el complejo conjugado.
5.2.1. Discriminación según la información de fuera de la diagonal
En el capítulo 3, dedicado al BPT, se han descrito distintas funciones de similitud y, 
concretamente, en el apartado 3.2.3.2 se han descrito funciones de similitud que utilizan toda 
la información de la matriz de covarianza o coherencia. Entonces, resulta interesante realizar 
unas  pruebas  para  detectar  si,  realmente,  el  BPT construido  mediante  estas  funciones  de 
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similitud es capaz de detectar la información que representan los elementos de fuera de la 
diagonal y separar las diferentes zonas de la imagen en función de estos elementos, ya que 
ninguna de las técnicas evaluadas es capaz de utilizar esta información de la matriz.
Con este propósito se generará una imagen sintética con 4 zonas de igual tamaño, 
cuyas matrices de covarianza tendrán los mismos valores sobre la diagonal, y dónde tan solo 
variará el parámetro  . Concretamente, la matriz de covarianza tendrá la forma
i= 1 0  i0 0.1 0i∗ 0 1 
donde  i  tomará  los  valores  i={0.15, 0.40 e
j 2 , 0.65e j , 0.90e
j 32 } , 
respectivamente, en cada una de las cuatro regiones que se muestran y numeran en la figura 
5.1 a). En la figura 5.1 b) se muestra una imagen sintética generada siguiendo este esquema, 
en la que se representan los elementos de la diagonal de la matriz de covarianza, asignando al 
color azul  C11, al rojo  C22 y al verde  C33. Como se observa, no se pueden diferenciar las 4 
zonas, ya que los elementos de la diagonal de la matriz son los mismos para todas las zonas. 
En 5.1 c)  se muestra la misma imagen pero representando los elementos de la  matriz  de 
coherencia. En este caso sí se observa alguna diferencia entre las zonas debido a que en esta 
matriz se hace una combinación entre HH y VV, de forma que los valores que toman HH+VV 
y HH-VV sí  dependen de la correlación entre ambos.  En 5.1 d) se representa  ∥C13∥  sin 
filtrado inicial, donde no se llegan a apreciar las diferencias entre las regiones, ya que los 
elementos de fuera de la diagonal de la matriz no tienen sentido si se definen sobre un único 
píxel.  En 5.1 e),  en  cambio,  se  ha realizado un filtrado  Boxcar  3x3 y ya  se  empiezan a 
observar las distintas zonas según ∥C13∥ .
         a)  b)       c)            d)     e)
Fig. 5.1: Imagen sintética generada con cuatro zonas que sólo se diferencian en el coeficiente de 
correlación  . a) Las 4 zonas sobre la imagen, b) representación en base a la diagonal de la matriz  
de covarianza, c) representación en base a la diagonal de la matriz de coherencia, d) y e)  
representación de ∥C13∥ : d) sobre la imagen original y e) con filtrado Boxcar 3x3
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Si se utiliza como entrada al proceso de construcción del BPT la imagen representada 
por su matriz de covarianza filtrada sólo se podrá diferenciar las cuatro zonas a partir de la 
información de fuera de la diagonal.
La  figura  5.2  muestra  las  regiones  que  forman  los  niveles  más  altos  del  árbol, 
separando las dos zonas de las que se componen, representadas con color rojo y azul.  Se 
observa  como  las  funciones  de  similitud  que  sólo  tienen  en  cuenta  los  elementos  de  la 
diagonal, en este caso la logarítmica, no son capaces de detectar los contornos de las cuatro 
zonas, por lo que ven la imagen como homogénea, y las regiones obtenidas son separadas 
indistintamente. El resto de funciones de similitud que utilizan toda la matriz son capaces de 
detectar, en mayor o menor medida, los contornos de las cuatro zonas sobre la imagen. Se 
observa como la función revisada de Wishart da mejores resultados que la Wishart, ya que 
separa mejor las regiones 3 y 4 del resto. Sin embargo, ambas tiene dificultades para separar 
las regiones 1 y 2. Las funciones de similitud Ward dan mejores resultados en este caso, ya 
que son capaces de diferenciar las cuatro zonas, aunque es cierto que los contornos de las 
regiones son bastante ruidosos, especialmente al comparar el de la región 4 con el mismo 
contorno utilizando la función de similitud revisada de Wishart.
123
Fig. 5.2: Zonas detectadas en los niveles más altos del árbol binario de particiones. La columna de la 
izquierda indica las funciones de similitud utilizadas en cada fila, el resto muestran la separación de 
cada una de las 4 zonas. Se ha aplicado un filtrado inicial Boxcar 3x3 sobre la imagen.
A la  vista  de  estos  resultados,  se  puede  decir  que  las  funciones  de  similitud  que 
utilizan toda la información de la matriz son capaces de diferenciar regiones en base a los 
elementos  de  fuera  de  la  diagonal,  aunque  han  demostrado  tener  mayor  facilidad  para 
diferenciar regiones en función de  , cuanto mayor sea su valor en módulo. Esto es debido a 
que un filtrado inicial Boxcar 3x3 puede ser escaso para estimar los elementos de fuera de la 
diagonal, especialmente cuando el valor de    es pequeño. En  [23] se analiza en detalle el 
proceso de estimación de los elementos de fuera de la diagonal de la matriz de covarianza y se 
describe que, para la estimación del módulo de  , hay un sesgo que varía en función de su 
magnitud y del número de muestras independientes  promediadas L, tal como se representa en 
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la figura 5.3. En las pruebas anteriores se ha realizado un filtrado Boxcar 3x3, por tanto, el 
número de muestras independientes promediadas es L=9. Se observa como la pendiente de la 
recta del parámetro ∥∥  estimado es menor a medida que disminuye el valor real de ∥∥ , 
por lo que la sensibilidad sobre este parámetro es menor a medida que disminuye su valor. 
Este efecto, junto con el hecho de que a medida que ∥∥  es menor hay menos información 
fuera  de  la  diagonal,  son los  responsables  de que  las  zonas  1  y 2  sean  más difíciles  de 
diferenciar que las 3 y 4, en las imágenes anteriores.
Fig. 5.3: Sesgo sobre la estimación de ∥∥  en función de su valor y del número de muestras 
independientes promediadas L [23].
A fin de observar la discriminación de estas funciones de similitud según el módulo y 
la fase del elemento   por separado, se han realizado dos pruebas más, una variando entre las 
cuatro regiones únicamente el módulo y la otra con diferentes valores para la fase de   pero 
manteniendo su módulo constante.
En la figura 5.4 se muestran los mismo resultados para una imagen sintética donde   
toma los valores i={0.15, 0.40, 0.65, 0.90} , es decir, sólo varía  el valor de ∥∥  y la fase 
permanece constante e igual a 0. Se observa el comportamiento similar al anterior para el caso 
de la función de similitud revisada de Wishart, que separa mejor las regiones 3 y 4, con mayor 
valor de  ∥∥  que el resto, sin embargo, las funciones de similitud Ward parecen tener un 
comportamiento contrario, es decir, diferencian mejor las regiones con menor  ∥∥  que las 
otras, aunque lo hacen sin detectar los contornos con precisión.
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Fig. 5.4: Zonas detectadas en los niveles más altos del árbol binario de particiones que separan las 
cuatro regiones, que sólo se diferencian en ∥∥ . La columna de la izquierda indica las funciones de 
similitud utilizadas en cada fila, el resto muestran la separación de cada una de las 4 zonas. Se ha 
aplicado un filtrado inicial Boxcar 3x3 sobre la imagen.
En la figura 5.5 se muestran los mismos resultados para una imagen sintética donde   
toma los valores  i={0.5, 0.5e
j 2 , 0.5 e j , 0.5 e
j 32 } , es decir, el valor de ∥∥  permanece 
constante y la fase de   es lo único que diferencia las diferentes regiones. Se ha escogido un 
valor  intermedio  para  ∥∥ .  Se  observa  como  las  funciones  de  similitud  Ward  separan 
correctamente  las  cuatro  regiones,  mientras  que  la  revisada  de  Wishart  comete  errores 
importantes en su separación.
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Fig. 5.5: Zonas detectadas en los niveles más altos del árbol binario de particiones que separan las 
cuatro regiones, que solo se diferencian en la fase de  . La columna de la izquierda indica las  
funciones de similitud utilizadas en cada fila, el resto muestran la separación de cada una de las 4  
zonas. Se ha aplicado un filtrado inicial Boxcar 3x3.
A la vista de los resultados mostrados por la figura 5.5, la función de similitud Ward es 
mucho más sensible que la revisada de Wishart a la hora de separar regiones en función de la 
fase del parámetro  .
Hasta ahora se ha observado que las anteriores funciones de similitud son capaces de 
utilizar  la  información  de los  elementos  de  fuera de la  diagonal.  El  árbol  de  particiones, 
entonces, puede reflejar esta información en su estructura. Por tanto, un filtrado basado en la 
construcción del BPT hasta un número de regiones sería capaz de reconocer varias zonas en 
función de estos elementos, cosa que no sucedería con el filtrado de Lee o el IDAN. Falta por 
comprobar si la poda basada en homogeneidad de regiones, tal como se ha definido en los 
apartados 4.3.1 y 4.3.2, también es capaz de detectar esta información a la hora de realizar la 
poda sobre el árbol.
En  la  figura  5.6  se  observa  el  resultado  del  filtrado  mediante  la  poda  basada  en 
homogeneidad  de  regiones  para  la  imagen  simulada  cuando  i  toma  los  valores 
i={0.15, 0.40 e
j 2 , 0.65 e j , 0.90 e
j 32 } . En estas imágenes se ha representado  ∥C13∥ , ya 
que sino no se podrían observar los contornos. En las figuras 5.6 a), b) y c) se observa el 
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filtrado  basado  en  el  error  relativo  R  sobre  el  árbol  construido  con  las  funciones  de 
similitud revisada de Wishart, Ward y Ward normalizada, respectivamente. En la segunda fila 
se observa el mismo proceso utilizando la función RN  sobre los mismo árboles. Se observa 
como con el criterio de poda basado en el error relativo R  y el basado en el error relativo 
normalizado RN  obtienen el mismo resultado, ya que, a pesar de que son criterios distintos, 
las regiones sobre las que pueden podar son las mismas, las que están representadas en la 
estructura del BPT, y ambas funciones reconocen la homogeneidad de las cuatro zonas de la 
imagen generada con el umbral dado.
 a)       b)            c)
 d)       e)             f)
Fig. 5.6: Representación de ∥C13∥  después de la poda basada en homogeneidad de regiones. a), b) y  
c) generadas mediante el criterio basado en el error relativo (4.7) con un umbral de -6dB. d), e) y f)  
generadas mediante el criterio del error relativo normalizado (4.11) con un umbral de -4.75dB. En 
ambos casos se ha seleccionado el candidato más alto en el árbol que cumple el criterio. En cada fila 
el BPT ha sido generado mediante las funciones de similitud revisada de Wishart, Ward y Ward 
normalizada, respectivamente.
En este apartado se ha analizado la capacidad de las funciones de similitud basadas en 
toda la matriz para discriminar distintas regiones sobre la imagen en función de los elementos 
de fuera de la diagonal. Se ha observado que es más sencilla la separación cuanto mayor sea 
el módulo de estos elementos, especialmente para la función de similitud Wishart. Por otro 
lado, se puede decir que la capacidad de discriminación según la fase de estos elementos es 
mayor para las funciones de similitud Ward, como se ha visto en la figura 5.5. En cualquier 
caso, queda demostrada la capacidad del BPT de detectar y separar regiones sobre la imagen a 
partir  de  toda  la  información  polarimétrica  que  aportan  las  matrices  de  covarianza  o 
coherencia de los datos PolSAR, no sólo sobre los elementos de la diagonal, como sucede en 
el caso del filtrado IDAN.
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5.2.2. Análisis exhaustivo de las funciones de similitud
En este apartado se pretende hacer un análisis más exhaustivo del comportamiento de 
las distintas funciones de similitud sobre diferentes regiones homogéneas, para determinar su 
capacidad de discriminación y la calidad de preservación de contornos. En este apartado se 
realiza la comparación de todas las funciones de similitud, no sólo de las que utilizan toda la 
matriz de covarianza o coherencia. Con este motivo, se han diseñado unos datos con cuatro 
zonas  homogéneas,  similares  a  los  anteriores,  pero  con  estadística  caracterizada  por  las 
siguientes matrices de covarianza:
i=i 1 0 0.10 0.1 00.1 0 1 
donde i  toma los valores en el intervalo i={1, 9, 25, 49} . En la figura 5.7 a) se 
muestra una de estas imágenes sintéticas, dónde se ha representado la diagonal de su matriz 
de covarianza,  asignando al  color azul  C11,  al  rojo  C22 y al  verde  C33, en un intervalo de 
valores (0-50) para todos los canales. En la figura 5.7 b) se representan los valores de las 
matrices de covarianza i  generados.
 a)       b)             c)
Fig. 5.7: Imagen simulada con cuatro zonas homogéneas. a) Una realización de la imagen sintética  
generada, b) Representación de la imagen ideal sin ruido, es decir, en cada zona se representan los 
valores de la matriz de covarianza i  simulada. c) Zona homogénea para las medidas de sesgo.
5.2.2.1. Análisis del filtrado Boxcar e IDAN
Para evaluar las diferentes técnicas de filtrado se van a utilizar las medidas de error 
que se han introducido en este capítulo, en el apartado 5.1. Para las medidas de sesgo, que 
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(5.24)
deben realizarse sobre zonas homogéneas, se calcula la media de la diferencia con la imagen 
ideal sobre una de las 4 regiones, con suficiente margen lateral hasta los contornos como para 
evitar  que en los filtrados Boxcar  de gran tamaño el  suavizado que se produce sobre los 
contornos llegue a afectar dentro de la región de medida, como se observa en la figura 5.7 c). 
El resto de métricas de error se evalúan sobre toda la imagen, para que tengan en cuenta el 
error sobre los contornos.
En la figura 5.8 se representan los resultado del filtrado Boxcar de distintos tamaños y 
del filtrado IDAN. Se puede observar como a medida que aumenta el tamaño del filtrado 
Boxcar se elimina el ruido en mayor medida de las zonas homogéneas, figuras 5.8 a), b) y c), 
de forma que se parecen más a la imagen 5.7 b). Sin embargo, también se observa a medida 
que aumenta este filtrado también se difuminan los contornos y se pierde resolución espacial 
en su localización. Con el filtrado IDAN se mantiene muy bien la resolución espacial, aunque 
el  nivel de filtrado no es muy elevado en comparación con algunos tamaños elevados de 
Boxcar. En el filtrado IDAN-LLMMSE, en vez de sustituir cada píxel por el valor medio de 
su región asociativa, se utiliza el mismo concepto que en el filtrado de Lee [63] para sustituir 
cada píxel por un promedio entre su valor y el valor de la región asociativa en función de su 
homogeneidad. En este caso, por tanto, el nivel de filtrado es menor que en IDAN, pero la 
preservación de detalles y contornos es mayor.
        a)       b)       c)             d)     e)
Fig. 5.8: Resultrados para el filtrado Boxcar con tamaños a) 3x3, b) 9x9 y c) 19x19. d) Filtrado IDAN 
y e) Filtrado IDAN-LLMMSE
En la tabla 5.1 se presentan los distintos resultados para las medidas de error sobre el 
filtrado Boxcar de diferentes tamaños. Nótese que el filtrado Boxcar de tamaño 1 se refiere a 
la imagen original, ya que equivale a no realizar ningún filtrado. La medida MSSIM se ha 
separado para cada uno de los tres elementos de la diagonal de la matriz de covarianza, como 
se ha explicado en el apartado 5.1.4. En la tabla 5.2 se muestran los mismos resultados para el 
filtrado IDAN e IDAN-LLMMSE.
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Tabla 5.1: Resultados de las medidas de error sobre toda la imagen para diferentes tamaños de  
filtrado Boxcar.
Tabla 5.2: Resultados de error de filtrado IDAN sobre toda la imagen.
En la  figura  5.9  se  analizan  los  resultados  de  error  los  resultados  para  el  filtrado 
Boxcar a medida que se aumenta su tamaño. En este gráfico se muestran los errores absoluto, 
relativo y relativo normalizado. Se observa como el error absoluto es siempre decreciente, 
mientras  que  los  errores  relativos  presentan  un  mínimo sobre  el  tamaño de  9x9.  Esto es 
debido a que el error absoluto mide, principalmente, la reducción de ruido sobre las zonas más 
brillantes, mientras que los errores relativos miden también la pérdida de resolución sobre los 
contornos, ya que, al difuminarlos, la influencia de una zona de más energía sobre otra vecina 
hace aumentar su energía media, y esto provoca un aumento del error relativo, ya que éste se 
refiere siempre a la energía media de los datos ideales.
Fig. 5.9: Gráfica de los errores absoluto y relativos en función del tamaño del filtrado Boxcar. Los 
errores relativos presentan un mínimo para el tamaño de 9x9.
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Tipo Filtrado
IDAN 9,33 -5,5 -5,16 0,059 0,163 0,060
IDAN-LLMMSE 10,31 -4,41 -3,9 0,065 0,140 0,068
Error Absoluto 
(dB)
Error Relativo 
(dB)
Error Relativo 
Normalizado (dB)
MSSIM sobre 
C11
MSSIM sobre 
C22
MSSIM sobre 
C33
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Métricas de error
Error Absoluto (dB)
Error Relativo (dB)
Error Relativo Normalizado (dB)
Tamaño filtrado Boxcar
E
rro
r (
dB
)
1 15,82 1,03 1,83 0,036 0,046 0,039
3 11,48 -2,96 -2,16 0,072 0,121 0,074
5 9,47 -4,37 -3,68 0,076 0,185 0,074
7 8,27 -4,84 -4,28 0,072 0,222 0,073
9 7,52 -4,83 -4,39 0,069 0,238 0,070
11 7,06 -4,62 -4,26 0,069 0,250 0,069
13 6,79 -4,3 -4,01 0,073 0,257 0,074
15 6,66 -3,93 -3,68 0,082 0,264 0,081
17 6,64 -3,52 -3,31 0,084 0,272 0,085
19 6,68 -3,11 -2,93 0,085 0,266 0,091
Tamaño Filtrado 
Boxcar
Error Absoluto 
(dB)
Error Relativo 
(dB)
Error Relativo 
Normalizado (dB)
MSSIM sobre 
C11
MSSIM sobre 
C22
MSSIM sobre 
C33
Las medidas MSSIM, representadas en la figura 5.10, indican una mayor similitud con 
la imagen ideal, o sin ruido, a medida que se aumenta el tamaño del filtrado Boxcar. Esto es 
debido a  que,  como esta  medida compara la  información estructural  de ambas imágenes, 
penaliza  en  gran  medida  la  gran  cantidad  de  contornos  que  introduce  el  ruido  sobre  las 
distintas regiones. Entonces, a mayor nivel de filtrado se obtienen resultados mejores. Sin 
embargo, presentan un mínimo local también en torno a los tamaños 9x9 y 11x11, que pueden 
ser debidos a los contornos principales. También se observa como para la componente C22 de 
la matriz de covarianza se obtienen valores mayores que para el resto. Estos resultados no son 
debidos a que el error sobre esta componente sea mucho menor, sino que son causados porque 
C22 tiene un valor mucho menor que C11 y C33 (0.1 frente a 1) y, entonces, la medida SSIM 
los considera menos visibles, ya que está basada en la visibilidad de los mismos.
Fig. 5.10: Gráfica de las medidas MSSIM en función del tamaño del filtrado Boxcar.
Para el  filtrado IDAN se obtienen mejores resultados en el  error relativo que para 
cualquier tamaño del filtrado Boxcar, lo cuál tiene sentido, ya que el filtrado IDAN realiza un 
filtrado sobre la imagen manteniendo sus contornos. Comparando el filtrado IDAN con el 
IDAN-LLMMSE se obtienen resultados ligeramente superiores con el primero, debido a que 
realiza un filtrado mayor del ruido. Las medidas de error absoluto y MSSIM no son muy 
buenas debido a que no elimina mucho ruido sobre la imagen.
En cuanto al sesgo, podemos ver los resultados para el filtrado Boxcar e IDAN en las 
tablas 5.3 y 5.4, respectivamente. En estas medidas se ha promediado sobre 25 realizaciones 
de la imagen sintética. Además, en la figura 5.11 se muestra un gráfico con la representación 
del  sesgo en función del  filtrado Boxcar.  Se puede observar  como el  sesgo toma valores 
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positivos y negativos pero muy próximos a cero. En estas tablas se ha representado el valor 
medio del sesgo para cada componente, calculado en tanto por ciento sobre la región Z:
B X ,Y ;Z = 1
nr
∑
k=1
nr  1nz∑i=1
n z
 X ik−Y 
Y
⋅100
donde  B  representa  la  matriz  de  sesgo,  X i
k  representa  la  matriz  de  covarianza 
correspondiente al píxel i de la imagen filtrada para la realización k y Y representa la matriz 
ideal de la zona homogénea, que consta de  nz píxeles. El resultado es promediado para  nr 
realizaciones.
Tabla 5.3: Resultados de las medidas de sesgo sobre una zona homogénea de la imagen para 
diferentes tamaños de filtrado Boxcar. Las medidas de sesgo están representadas en tanto por ciento.
Tabla 5.4: Resultados de las medidas de sesgo sobre una zona homogénea de la imagen para los  
diferentes tipos de filtrado IDAN. Las medidas de sesgo están representadas en tanto por ciento.
Fig. 5.11: Gráfica del sesgo para las diferentes componentes de la diagonal de la matriz de 
covarianza en función del tamaño del filtrado Boxcar. Las medidas de sesgo están representadas en 
tanto por ciento.
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Sesgo C11 (%) Sesgo C22 (%) Sesgo C33 (%)
1 0,356 0,134 0,016
3 0,378 0,118 0,032
5 0,327 0,101 0,026
7 0,254 0,107 0,004
9 0,212 0,109 -0,043
11 0,160 0,127 -0,078
13 0,127 0,153 -0,075
15 0,103 0,181 -0,074
17 0,065 0,189 -0,077
19 0,040 0,198 -0,078
Tamaño Filtrado 
Boxcar
Tipo Filtrado Sesgo C11 (%) Sesgo C22 (%) Sesgo C33 (%)
IDAN -19,360 -24,336 -18,697
IDAN-LLMMSE -16,330 -21,377 -15,265
(5.25)
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En la tabla 5.4 se puede observar como el  sesgo es un gran problema del filtrado 
IDAN. El sesgo llega a valores en torno al 20% para todas las componentes, lo cual impide su 
utilización para la mayoría de aplicaciones SAR. Este sesgo es introducido, principalmente, 
por el hecho de utilizar la mediana en lugar de la media para calcular el representante de cada 
vecindario, que introduce un error ya que la distribución estadística de los elementos de la 
matriz de covarianza no es simétrica [66], y, en menor grado, por definir una región asociativa 
distinta para cada píxel, de forma que el vecindario adaptativo de un píxel no tiene por qué ser 
el mismo para el resto de píxeles presentes en él. Éste es un aspecto que se evita en la poda 
sobre el BPT, tal como se ha explicado en el capítulo 4 y, además, los modelos de las regiones 
son calculados a partir de la media de los píxeles presentes en la misma.
Un análisis estadístico más detallado de los distintos valores que ha tomado el sesgo a 
lo largo de las 25 realizaciones es mostrado en la figura 5.12. El eje horizontal se corresponde 
con el  tamaño del  filtrado  Boxcar,  como en  los  gráficos  anteriores.  En el  eje  vertical  se 
representan los valores de sesgo, relativo y promediado sobre 25 realizaciones, como se ha 
definido en la ecuación (5.25). Las líneas indican todo el rango de valores que ha tomado el 
sesgo, mientras que la parte más gruesa indica los valores comprendidos entre el primer y 
tercer cuartil. Con un punto negro se ha marcado la media de la distribución, mientras que la 
mediana se representa con una línea negra horizontal. Se puede observar como el margen de 
valores del sesgo disminuye ligeramente a medida que aumenta el tamaño del filtrado, y como 
la media queda centrada aproximadamente en cero.
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Fig. 5.12: Representación de la estadística de los valores del sesgo de las componentes de la matriz  
de covarianza C para diferentes tamaños del filtrado Boxcar.
5.2.2.2. Análisis del filtrado basado en la construcción del BPT
En  este  apartado  se  pretende  realizar  un  análisis  detallado  de  los  mecanismos  de 
filtrado  basados  en  la  representación  BPT.  A la  hora  de  analizar  este  filtrado  aparece  el 
problema de que existen gran cantidad de variables y parámetros que intervienen en este 
proceso, en comparación con el resto de técnicas de filtrado:
1. El filtrado inicial: Como se ha explicado en el capítulo 4, un filtrado inicial suave es 
muy importante para obtener buenos resultados en el BPT y para poder utilizar las 
funciones de similitud que explotan toda la información de las matrices de covarianza 
o coherencia. Entonces, un parámetro a fijar es este filtrado inicial de la imagen.
2. Función de similitud a utilizar: En el capítulo 3 se han descrito varias funciones de 
similitud basadas en distintos principios y se han descrito algunas de sus ventajas e 
inconvenientes. A la hora de realizar el filtrado mediante el BPT, por tanto, la función 
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de similitud utilizada para su construcción es otro parámetro a fijar.
3. Parámetros de poda: El proceso de filtrado a partir del árbol binario de particiones 
pasa por realizar una segmentación de la imagen mediante una poda sobre el mismo. 
Entonces, todos los parámetros que afectan a este proceso de poda también deben ser 
fijados. En el caso de la construcción del árbol hasta un número de regiones se ha de 
fijar dicho número, mientras que en el caso de la poda basada en homogeneidad de 
regiones se ha de fijar el umbral de poda, el criterio de homogeneidad y, seguramente, 
el criterio de selección de candidatos, como se ha explicado en el capítulo 4.
Como se ha explicado anteriormente,  en este  proyecto no se  ha hecho un análisis 
detallado del proceso del filtrado inicial, ya que tampoco era un objetivo del proyecto. Por eso 
en los análisis presentados en este capítulo se va a realizar siempre un filtrado inicial Boxcar 
3x3, que ha resultado ser un buen compromiso entre filtrado y preservación de contornos para 
la correcta construcción BPT. 
Entonces, en este apartado se va a hacer un análisis más detallado de las diferentes 
funciones de similitud. Para realizarlo se utilizará la poda basada en la construcción del BPT 
hasta un número de regiones que variará desde 50 hasta 1. De esta manera se podrá evaluar el 
proceso de construcción del BPT en su parte final. En este sentido, lo ideal sería obtener las 
cuatro regiones de la imagen cuando se realiza la construcción del BPT hasta cuatro regiones. 
Para la construcción hasta cada número de regiones se evaluarán todas las métricas de error 
definidas y se harán medidas de sesgo sobre la región homogénea de la figura 5.7 c). Este 
proceso se realizará para cada una de las funciones de similitud definidas en el capítulo 3. 
Además,  al  tratarse  de  una  imagen  sintética,  se  pueden  repetir  el  proceso  para  varias 
realizaciones de la misma, de forma que se puede conocer de forma mucho más precisa el 
comportamiento estadístico de las distintas funciones de similitud.
Análisis de las medidas de error
En la figura 5.13 se muestra la evolución de las distintas medidas de error definidas en 
este capítulo en función del número de regiones. En estos gráficos, se representa desde 50 
regiones, a la izquierda, hasta una única región, que se corresponde a toda la imagen, a la 
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derecha.  También  se  ha  representado  con  una  línea  recta  azul  las  medidas  de  error 
correspondientes al filtrado Boxcar 9x9, para tener una referencia. En estos gráficos todos los 
resultados  se  han obtenido sobre un promedio de 25 realizaciones  distintas  de la  imagen 
sintética.  En  este  gráfico  las  funciones  de  similitud  que  aparecen  en  la  leyenda  se 
corresponden con las explicadas en el capítulo 3 según las siguientes equivalencias:
• RevisedWishartDistance:  Se  corresponde  a  la  función  de  similitud  revisada  de 
Wishart, definida por la ecuación (3.39).
• DiagonalCVCRelDistance1:  Corresponde  a  la  función  de  similitud  relativa 
normalizada de componentes relativas con norma 1, definida en (3.26).
• DiagonalCVCRelDistance2:  Función  de  similitud  relativa  normalizada  de 
componentes relativas con norma 2, definida en (3.27).
• DiagonalCVSimRelDistance1:  Función  de  similitud  relativa  no  normalizada  con 
norma 1, definida por la ecuación (3.28).
• DiagonalCVSimRelDistance2:  Función  de  similitud  relativa  no  normalizada  con 
norma 2, definida por la ecuación (3.29).
• WardNormDistance: Función de similitud Ward, definida en (3.41).
• WardRelNormDistance: Función de similitud Ward relativa, definida en (3.43).
• DiagonalLogDistance: Función de similitud logarítmica, que se define en la ecuación 
(3.30).
Se observa como, para todo el  margen en número de regiones evaluado,  todas las 
medidas  están  por  debajo  del  filtrado  Boxcar,  lo  cual  implica  que  se  obtienen  mejores 
resultados de filtrado. Además, si se comparan con los resultados mostrados en la tabla 5.2, 
los resultados obtenidos en las distintas medidas de error también son mejores que para el 
filtrado IDAN.
Además,  si  se  analiza  en  detalle  el  comportamiento  de  las  distintas  funciones  de 
similitud en estos gráficos, se pueden distinguir dos grupos de funciones. Por un lado están las 
que tienen un comportamiento muy plano cuando el número de regiones es relativamente 
grande, en la parte izquierda de la gráfica, y las medidas de error crecen rápidamente antes de 
llegar a las cuatro regiones. Dentro de este grupo se pueden incluir las funciones de similitud 
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no normalizadas, en azul claro y lila.  Estas funciones de similitud, por tanto, no llegan a 
separar correctamente las cuatro regiones de la imagen como las más diferentes. Por otro lado 
están las funciones que crecen rápidamente después de las cuatro regiones, donde ya no es 
posible hacer una segmentación de la imagen en regiones homogéneas. Estas sí que llegan a 
diferenciar correctamente las cuatro zonas cuando se construye el árbol hasta cuatro regiones. 
Dentro de este grupo están las funciones de similitud relativa normalizada, la logarítmica y las 
Ward. La revisada de Wishart está entre medio de ambos grupos, ya que crece rápidamente 
después de cinco regiones.
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50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
Fig. 5.13: Gráficas de las métricas de error para las distintas funciones de similitud en función del  
número de regiones. Los resultados se han obtenido promediando 25 realizaciones de la imagen 
sintética.
En  las  figuras  5.14  y  5.15  se  pueden  observar  los  resultados  obtenidos  para  una 
determinada  realización  de  los  datos  sintéticos.  Se  muestran  las  imágenes  obtenidas  en 
función  del  número  de  regiones.  En  la  figura  5.14  se  muestran  los  resultados  para  las 
funciones de similitud relativas normalizadas y relativas no normalizadas, mientras que en 
5.15 se presentan los resultados para las funciones revisada de Wishart, logarítmica, Ward y 
Ward normalizada, respectivamente. En estas figuras se puede observar el comportamiento 
anteriormente observado en las gráficas de las medidas de error.
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Fig. 5.14: Evolución del proceso de construcción del BPT, desde 40 hasta 4 regiones, para una 
realización concreta de la imagen sintética. Se muestran los resultados para las funciones de similitud 
relativa normalizadas, a la izquierda, y a la derecha las funciones de similitud relativa no 
normalizadas.
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Fig. 5.15: Evolución del proceso de construcción del BPT, desde 40 hasta 4 regiones, para una 
realización concreta de la imagen sintética. Se muestran los resultados para las funciones de  
similitud, de izquierda a derecha: revisada de Wishart, logarítmica, Ward y Ward normalizada.
En la figura 5.14 se observa como las funciones de similitud relativa no normalizada 
no llegan a separar las cuatro zonas de la imagen cuando se construye el BPT hasta cuatro 
regiones, tal como se había deducido de las gráficas de medidas de error mostradas en la 
figura 5.13.
Viendo las imágenes generadas con ambas funciones de similitud se puede dar una 
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interpretación a los dos comportamientos vistos en estas gráficas. Las funciones de similitud 
relativa no normalizadas, al tener una gran sensibilidad, separan las cuatro zonas de la imagen 
en cuatro grandes regiones  ya desde la  construcción hasta 40 regiones.  El resto  de zonas 
detectadas son pequeños detalles dentro de las mismas, que son debidos al ruido de los datos, 
ya que al ser una imagen sintética se conoce el ground truth y no existen dichos detalles. Las 
métricas de error,  por otro lado,  dan medidas muy bajas ya desde 50 regiones,  ya que la 
imagen se corresponde, prácticamente, con la de las cuatro zonas excepto por unos pocos 
píxeles que se corresponden a los detalles detectados. Cuando el proceso de construcción del 
BPT continúa, estos pequeños detalles se van fusionando con las grandes regiones pero, como 
son  detalles  muy  pequeños,  apenas  afectan  a  las  medidas  de  error.  Esto  explica  el 
comportamiento bastante plano en la parte izquierda de las gráficas para estas funciones de 
similitud y por qué se obtienen resultados mejores que el resto de funciones de similitud en 
esta parte de las mismas.
Este comportamiento de las funciones de similitud relativas no normalizadas no es 
deseado en el proceso de construcción del BPT, ya que sería más lógico obtener, dentro de 
regiones homogéneas, zonas de tamaños similares para un determinado nivel de detalle. Por 
otro lado, desde el punto de vista de la discriminación de zonas de diferentes tamaños, estas 
funciones de similitud tienen un índice muy elevado de falsas detecciones, ya que detectan 
una gran cantidad de detalles dentro de zonas homogéneas, debido al ruido speckle presente 
en los datos SAR.
El efecto observado anterior,  pone de manifiesto la incapacidad de las métricas de 
error descritas para dar una medida correcta de la calidad del filtrado. Estas medidas, como se 
ha  observado,  deben  ser  interpretadas  y  comparadas  con  las  imágenes  obtenidas  como 
resultado del proceso de filtrado. Actualmente, no existe ninguna medida objetiva capaz de 
medir con precisión todos los aspectos deseables del proceso de filtrado de datos SAR, y las 
métricas de error introducidas en este proyecto tampoco lo han conseguido. Sin embargo, son 
un apoyo importante para comparar distintos mecanismo de filtrado.
En la figura 5.15 también se puede observar como la función de similitud Ward, al no 
ser relativa, mantiene diferentes niveles de detalle en las distintas regiones, en función de su 
nivel de energía. Para la tercera columna, correspondiente a la función de similitud Ward, ya 
desde las 40 regiones las dos zonas de la parte superior de la imagen sintética, es decir, las de 
menor energía,  están contenidas en una única región mientras que las de la parte inferior 
tienen gran cantidad de detalles  en su interior.  También se  puede observar  como la  zona 
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inferior izquierda se acaba fusionando en una única región antes que la inferior derecha. Por 
el  contrario,  en las  imágenes  obtenidas del  proceso de construcción del  BPT mediante  la 
función  de  similitud  Ward  normalizada  esto  no  sucede  y se  preserva  un nivel  de  detalle 
similar en todas las zonas de la imagen.
Análisis de las medidas MSSIM
En la figura 5.16 se muestran las medidas de calidad MSSIM de la imagen filtrada 
sobre la ideal.  Se muestran tres  gráficas,  una para cada componente de la diagonal de la 
matriz de covarianza. Para todas las componentes se observan resultados similares, siendo 
algo mayores los valores obtenidos para la componente C22 ya que su valor es inferior y esta 
medida  la  considera  menos  visible.  Estos  gráficos  se  parecen  bastante,  en  cuanto  a  la 
evolución de los valores para las distintas funciones de similitud, a los obtenidos para las 
medidas de error en la figura 5.13 pero invertidos, ya que esta es una medida de calidad, no de 
error, y, por tanto, a mayor valor mejor calidad y menor error. Se ha representado con una 
línea azul, como en las gráficas anteriores, la medida obtenida para el filtrado Boxcar 9x9. Se 
puede observar como se obtiene mucha mayor calidad para el filtrado basado en BPT que para 
el  Boxcar.  También  se  pueden  distinguir  los  dos  grupos  de  funciones  comentados 
anteriormente, aunque quizás de forma no tan clara como en las medidas anteriores. En este 
caso,  además,  la  medida  MSSIM  penaliza  bastante  más  a  las  funciones  de  similitud  no 
normalizadas en el tramo a la izquierda de las gráficas, donde son claramente inferiores al 
máximo obtenido en torno a las cuatro regiones.
Comparando las medidas MSSIM con las imágenes obtenidas en las figuras 5.14 y 
5.15  se  puede  observar  como esta  medida  detecta  mejor  los  defectos  de  las  medidas  de 
similitud no normalizadas que las métricas de error. Sin embargo, no penaliza en gran medida 
el  hecho de fusionar  dos  regiones  homogéneas.  Esto se puede percibir  cuando,  con estas 
mismas funciones de similitud, se fusionan las dos regiones de la parte inferior de la imagen, 
donde la medida MSSIM sólo decrece ligeramente. Esta medida, por tanto, tampoco es capaz 
de medir correctamente la calidad del proceso de filtrado sobre los datos SAR.
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Fig. 5.16: Gráficas de las medidas MSSIM para las distintas funciones de similitud en función del  
número de regiones. Los resultados se han obtenido promediando 25 realizaciones de la imagen 
sintética.
A la vista de los resultados de las medidas de error y MSSIM se puede destacar la 
función de similitud logarítmica como una de las que obtiene mejores resultados. Ésta alcanza 
los mejores valores en las medidas MSSIM y los menores índices de error relativo. Además, a 
la  vista  de  los  resultados  mostrados  en  la  figura  5.15,  tiene  una  buena  detección  de  los 
contornos  y  mantiene  regiones  de  tamaños  similares  sobre  zonas  homogéneas  en  niveles 
inferiores de detalle. Tal como se explicó en el capítulo 3, esta función de similitud tiene una 
sensibilidad intermedia entre las funciones relativas normalizadas y las no normalizadas, de 
forma que es más sensibles a los contornos que las primeras pero no tiene un índice de falsas 
detecciones tan alto como las segundas. La única pega que se le puede achacar a esta función 
es que no utiliza toda la información de la matriz de covarianza, ya que tan sólo emplea los 
elementos de la diagonal de la misma.
De  las  funciones  que  utilizan  toda  la  información  de  la  matriz  de  covarianza  o 
coherencia, tal como se ha explicado en el apartado 5.2.1, las más destacables son la Ward 
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normalizada y la revisada de Wishart.  En las gráficas  de error ambas obtienen resultados 
similares, aunque la Ward normalizada tiene un mínimo pronunciado en las 4 regiones. La 
Ward también obtiene buenos resultados, aunque no debería ser una opción a considerar, ya 
que el  nivel  de filtrado depende de la  energía  de las  regiones,  como ya se  ha observado 
anteriormente.
En la figura 5.17 se pueden observar las imágenes obtenidas mediante la construcción 
del  BPT  hasta  cuatro  regiones  con  estas  tres  funciones  de  similitud  para  diferentes 
realizaciones de los datos sintéticos. La única que consigue separar las cuatro regiones al final 
de este proceso para todas las realizaciones es la Ward normalizada. La función de similitud 
logarítmica  consigue  separarlas  en  la  mayoría  de  los  casos,  mientras  que las  revisada  de 
Wishart sólo lo consigue la mitad de las veces. Las realizaciones en que no se obtienen las 
cuatro regiones  de la  imagen suele  ser debido a  que se detecta  una zona adicional  en la 
transición entre dos regiones, introducida, seguramente, por el proceso de filtrado inicial.
Fig. 5.17: Representación de las imágenes obtenidas mediante la construcción del BPT hasta 4  
regiones para distintas realizaciones de los datos sintéticos con las funciones de similitud revisada de 
Wishart, logarítmica y Ward normalizada.
Nótese que el hecho de no separar las cuatro zonas al construir el árbol hasta cuatro 
regiones no significa necesariamente una peor calidad de las funciones de similitud, ya que las 
cuatro zonas de la imagen pueden seguir siendo detectadas con gran precisión en otros niveles 
del BPT.
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Análisis del sesgo
Hasta ahora se ha analizado la calidad del filtrado a partir de las distintas medidas de 
error definidas en este capítulo y en función de un análisis visual de las imágenes obtenidas. 
Sin embargo, es muy importante tener en cuenta también el sesgo obtenido sobre los datos 
ideales, ya que, pese a tener una calidad de filtrado buena, el filtrado basado en el BPT podría 
adolecer del mismo problema del sesgo que tiene el IDAN, imposibilitando su uso para la 
mayoría de aplicaciones SAR.
Para analizar el sesgo introducido sobre los datos se ha medido de la misma forma que 
en las tablas 5.3 y 5.4, en tanto por ciento, como se describe en la ecuación (5.25). A fin de 
realizar  este  análisis  se  han  generado  unos  gráficos  con  la  representación  de  los  valores 
estadísticos  para  las  25 realizaciones  del  valor  del  sesgo para  la  construcción  hasta  cada 
número de regiones, similares a la figura 5.12. Estos gráficos se muestran en las figuras 5.19, 
5.20  y  5.21  para  la  componente  C11.  El  eje  horizontal  se  corresponde con el  número  de 
regiones,  como  en  los  gráficos  anteriores,  y  va  desde  50  hasta  1.  En  el  eje  vertical  se 
representan los  valores  de sesgo relativo,  en tanto por ciento,  como se ha definido en la 
ecuación  (5.25).  La  línea  roja  indica  todo  el  rango  de  valores  que  ha  tomado  el  sesgo, 
mientras que la parte más gruesa indica los valores comprendidos entre el primer y tercer 
cuartil.  Con un  punto  negro  se  ha  marcado  la  media  de  la  distribución,  mientras  que  la 
mediana se representa con una línea negra horizontal. A la hora de mostrar el rango de valores 
y los cuartiles se han separado los outliers, que vienen representados como puntos fuera del 
margen de valores, pero el cálculo de la media tiene en cuenta todos los valores. Se puede 
observar  como la  distribución  de  valores  se  mueve  en  torno  al  cero  y,  generalmente,  se 
mantiene en valores bajos, especialmente a medida que decrece el número de regiones. En el 
Anexo A se pueden encontrar estas gráficas para todas las componentes de la diagonal de la 
matriz de covarianza C y para cada una de las funciones de similitud analizadas.
148
Fig. 5.18: Representación de la estadística de los valores del sesgo de la componente C11 a lo largo de 
las distintas  realizaciones para la función de similitud revisada de Wishart.
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Fig. 5.19: Representación de la estadística de los valores del sesgo de la componente C11 a lo largo de 
las distintas  realizaciones para la función de similitud logarítmica.
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Fig. 5.20: Representación de la estadística de los valores del sesgo de la componente C11 a lo largo de 
las distintas  realizaciones para la función de similitud Ward normalizada.
A diferencia de lo que sucedía para las medidas de error, en las gráficas de sesgo no se 
aprecian diferencias importantes en cuanto a las diferentes funciones de similitud, teniendo 
todas  ellas  un  nivel  de  sesgo  medio  muy  similar,  próximo  a  cero.  La  conclusión  más 
importante que se puede extraer de estas gráficas es que esta técnica de filtrado no presenta el 
inconveniente del sesgo que tiene el  IDAN, manteniendo un sesgo que tiende a cero,  del 
mismo orden  que  con  el  filtrado  Boxcar,  pero  eso  sí,  siempre  y  cuando  no  se  fusionen 
regiones homogéneas. Este último aspecto es muy importante, ya que no siempre puede ser 
tan  sencillo  de  determinar  el  número  de  zonas  necesario  para  que  no  se  produzca  un 
incremento  del  sesgo.  Aquí  es  donde  entra  en  juego  el  mecanismo  de  poda  basado  en 
homogeneidad de regiones,  facilitando el  hecho de obtener  en una segmentación sólo las 
zonas homogéneas de la imagen.
Si se intenta analizar la desviación del sesgo sobre estas gráficas, resulta complicado 
ya  que  tan  sólo  se  representan  algunos  valores  estadísticos.  Además  algunos  valores  son 
considerados como outliers y aparecen como puntos fuera del margen de valores marcados. 
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Este  efecto  se  aprecia  especialmente  en  la  gráfica  5.18.  Para  realizar  una  medida  de  la 
dispersión de valores del sesgo se introduce una nueva medida, definida sobre una zona de la 
imagen homogénea Z:
D jj  X ,Y ;Z =
1
nr
∑
k=1
nr ∣ 1nz∑i=1
nz
 X jji , k−Y jj 
Y jj
⋅100∣
donde  D jj  representa la desviación media del sesgo,  en tanto por ciento,  sobre la 
componente  jj de la matriz de covarianza,  Y jj  representa la componente  jj de la matriz de 
covarianza ideal de la zona homogénea y X jj
i , k  representa la componente jj de la matriz de la 
imagen filtrada para el píxel i de la realización k. Esta medida se obtiene promediando el valor 
absoluto del sesgo relativo sobre los nz  píxeles de la zona Z para las nr  realizaciones de la 
imagen.
En la figura 5.21 se muestra esta medida para las tres componentes de la diagonal de la 
matriz  de  covarianza.  Se  comparan  las  medidas  obtenidas  con  las  distintas  funciones  de 
similitud obtenidas. También se ha representado con una línea azul el valor de la medida para 
el caso del filtrado Boxcar 9x9, a modo de referencia. En estas gráficas se puede observar 
como la dispersión del sesgo en el filtrado BPT es del mismo orden que en el caso del filtrado 
Boxcar, o incluso mejor en la mayoría de los casos, manteniéndose entre el uno y el dos por 
ciento.  Hay  que  destacar  que  en  estas  gráficas  se  observa  el  crecimiento  de  la  medida 
producido en el momento en que se fusionan dos regiones no homogéneas, después de las 3 
regiones. Esto es debido a que se está midiendo el sesgo sobre una zona homogénea en el 
interior de la zona superior derecha de la imagen, tal como se muestra en la figura 5.7 c) y, 
generalmente, las primeras zonas que se fusionan son las dos de la parte inferior de la imagen, 
ya que su diferencia relativa es menor.
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Fig. 5.21: Gráficas de la medida de dispersión del sesgo para las distintas funciones de similitud en 
función del número de regiones. Los resultados se han obtenido sobre una zona homogénea y 
promediando 25 realizaciones de la imagen sintética.
5.2.2.3. Análisis del proceso de poda basada en homogeneidad de regiones
En los apartados anteriores se ha examinado en detalle la fase final del proceso de 
construcción del BPT, que también puede entenderse como un proceso de filtrado, como se ha 
explicado en el capítulo 4. En este apartado se pretende mostrar algunos resultados del filtrado 
mediante la poda sobre el árbol utilizando los mismos datos sintéticos como entrada. En esta 
imagen simulada el proceso de poda basado en la homogeneidad de regiones no aporta mucho 
beneficio,  ya  que  todas  las  regiones  son  del  mismo  tamaño  y  están  bien  definidas,  sin 
embargo, se va analizar como varían los resultados en función del umbral de poda utilizado.
En la figura 5.22 se muestran los resultados del filtrado mediante la poda sobre el BPT 
basada en la homogeneidad de regiones. En estas imágenes se ha utilizado el error relativo 
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normalizado como criterio de homogeneidad y se ha seleccionado el candidato más alto en el 
árbol que cumple el criterio. Se muestran los resultados del filtrado utilizando las funciones de 
similitud relativa no normalizada, la logarítmica, la revisada de Wishart y la Ward relativa 
normalizada, respectivamente.
Se puede observar el efecto del umbral de poda, de forma que con un umbral menor se 
obtienen más detalles de la imagen, mientras que a medida que se incrementa este parámetro 
aumenta el efecto de filtrado sobre los datos, hasta llegar al punto en torno a -4dB, donde se 
obtienen prácticamente las 4 zonas de la imagen. Nótese que también se obtienen para el caso 
de la función de similitud relativa no normalizada, que no era capaz de separarlas al construir 
el árbol hasta 4 regiones, ya que se realiza la poda sobre un nivel inferior del árbol, antes de 
fusionar estas cuatro regiones. En cambio, si se aumenta el umbral de poda hasta -2dB ya se 
fusionan las regiones de la parte inferior, debido a que la unión de ambas regiones obtiene un 
valor de homogeneidad inferior al umbral.
En la figura 5.23 se representan los resultados para la poda sobre el BPT basada en el 
criterio del error relativo. El método de selección de candidatos es el mismo que en el caso 
anterior, es decir,  el  nodo más alto del árbol que cumpla el  criterio de poda. El rango de 
valores se ha movido 1dB hacia abajo para obtener resultados similares a los de la figura 5.22 
y facilitar su comparación. Se puede observar como las diferencias obtenidas mediante los dos 
criterios de poda son nulas cuando el umbral de poda es relativamente alto, ya que se obtienen 
las regiones más altas del árbol. Sin embargo, a medida que decrece el umbral de poda y 
aparecen más regiones sobre la imagen sí que se pueden observar algunas diferencias, aunque 
no muy significativas.
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Fig. 5.22: Representación de los resultados de la poda basada en homogeneidad de regiones mediante 
el criterio del error relativo normalizado y seleccionando el nodo más alto que cumple el criterio de 
poda. Se presentan los resultados para diferentes umbrales de poda y funciones de similitud.
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Fig. 5.23: Representación de los resultados de la poda basada en homogeneidad de regiones mediante 
el criterio del error relativo y seleccionando el nodo más alto que cumple el criterio de poda. Se  
presentan los resultados para diferentes umbrales de poda y funciones de similitud.
Análisis de las medidas de error
Al  analizar  los  resultados  con  las  medidas  de  error  definidas  en  este  capítulo  se 
obtienen  los  resultados  mostrados  en  las  figuras  5.24  y  5.25,  para  las  funciones  de 
homogeneidad basadas en el error relativo normalizado y error relativo, respectivamente. Se 
puede observar como en este caso la función de similitud utilizada no tiene tanto efecto como 
en el caso de la construcción del BPT hasta un cierto número de regiones, ya que se obtienen 
comportamientos muy similares para todas las curvas de los gráficos. En torno a los -6dB para 
la  figura  5.24  y  -7dB  para  la  5.25  se  empiezan  a  obtener  resultados  considerablemente 
mejores que para el filtrado Boxcar, en términos de error relativo. Luego se observa una zona 
plana en las gráficas, correspondiente al mínimo nivel de error. Esta zona se corresponde al 
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momento en que al realizar la poda se obtienen las 4 regiones de la imagen, como se ha 
mostrado en las figuras 5.22 y 5.23. Durante un margen de valores del factor de poda en torno 
a 1dB se obtiene este mismo resultado hasta que, si se sigue aumentando el factor de poda, se 
acaban fusionando las regiones inferiores de la imagen sintética.
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Fig. 5.24: Gráficas de error para el proceso de filtrado mediante la poda sobre el BPT basada en el  
criterio del error relativo normalizado. Se ha seleccionado el candidato más alto en el árbol que 
cumple el criterio de poda. Los resultados se han obtenido promediando 25 realizaciones de la  
imagen sintética.
Comparando las figuras 5.24 y 5.25 se observa como ambos criterios de poda obtienen 
resultados  muy similares,  desplazados  aproximadamente  1dB para  el  factor  de  poda.  Las 
medidas de error obtienen valores y comportamientos muy semejantes, siendo algo mejores 
para  la  poda  basada  en  el  error  relativo  normalizado,  presentado  en  la  figura  5.24.  Sin 
embargo, esta pequeña diferencia no se debe al criterio de poda, sino que son producidos por 
la variación de los datos sintéticos utilizados, ya que las 25 realizaciones han sido generadas 
aleatoriamente y son distintas para ambos casos. El mínimo error obtenido se corresponde a la 
poda sobre las cuatro regiones de la imagen y, como se puede observar en las figuras 5.22 y 
5.23,  ambos  criterios  de  poda  obtienen  las  cuatro  zonas  y,  por  tanto,  estas  pequeñas 
diferencias no son debidas a los distintos criterios de poda sino a la estructura del árbol, que 
para ambos casos ha sido generada de la misma forma.
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Fig. 5.25: Gráficas de error para el proceso de filtrado mediante la poda sobre el BPT basada en el  
criterio del error relativo. Se ha seleccionado el candidato más alto en el árbol que cumple el criterio  
de poda. Los resultados se han obtenido promediando 25 realizaciones de la imagen sintética.
Análisis de las medidas MSSIM
En las figuras 5.26 y 5.27 se representan los resultados de las medidas MSSIM para 
estos mismos procesos de poda, obtenidas promediando sobre las mismas 25 realizaciones 
que para los  casos  anteriores.  Los  resultados  obtenidos  son muy similares  para  todas  las 
funciones de similitud, más aún que para las medidas de error mostradas en las figuras 5.24 y 
5.25. Las diferencias sólo se aprecian notablemente en la zona plana correspondiente al valor 
máximo, dónde los mejores resultados se obtienen para la función de similitud logarítmica, tal 
y  como sucedía  en el  caso de la  construcción del  BPT hasta  un número  determinado de 
regiones.
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Fig. 5.26: Gráficas de la medida MSSIM para los elementos de la diagonal de la matriz de covarianza 
del proceso de filtrado mediante la poda sobre el BPT basada en el criterio del error relativo 
normalizado. Se ha seleccionado el candidato más alto en el árbol que cumple el criterio de poda. Los  
resultados se han obtenido promediando 25 realizaciones de la imagen sintética.
Como en el caso de la poda basada en la construcción del BPT hasta un número de 
regiones,  se puede observar como en el  momento en que se empiezan a fusionar algunas 
regiones homogéneas de la imagen las medidas MSSIM tan sólo reflejan un decremento muy 
leve en su valor, que se produce en la parte derecha del gráfico, sobre los -3dB para el factor 
de poda en la figura 5.26 y -4dB para la 5.27. Esto pone de manifiesto, como ya se había 
comentado anteriormente, la incapacidad de las medidas utilizadas para reflejar correctamente 
la calidad del filtrado sobre los datos SAR.
164
Cut Factor (dB)
-7            -6                       -5                 -4           -3
165
Cut Factor (dB)
Cut Factor (dB)
-7            -6                       -5                 -4           -3
-7            -6                       -5                 -4           -3
Fig. 5.27: Gráficas de la medida MSSIM para los elementos de la diagonal de la matriz de covarianza 
del proceso de filtrado mediante la poda sobre el BPT basada en el criterio del error relativo. Se ha 
seleccionado el candidato más alto en el árbol que cumple el criterio de poda. Los resultados se han 
obtenido promediando 25 realizaciones de la imagen sintética.
Análisis del sesgo
Las figuras 5.28 y 5.29 muestran las gráficas de la estadística para los valores que 
toma el sesgo para la componente C11 a lo largo de las 25 realizaciones utilizando la función 
de similitud revisada de Wishart para la construcción del BPT. El sesgo, como en los casos 
anteriores, se ha calculado en tanto por ciento y relativo, tal como se describe en la ecuación 
(5.25), y sobre una región homogénea de la imagen, que se muestra en la figura 5.7 c). La 
figura 5.28 se corresponde a la poda basada en la homogeneidad de regiones con el criterio 
del  error  relativo  normalizado  mientras  que  la  5.29  se  corresponde  al  criterio  del  error 
relativo. No se observa gran diferencia entre ambas gráficas. En la figura 5.29 parece haber 
una dispersión de valores menor, aunque también se detectan un número mayor de outliers. 
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Como se ha comentado anteriormente, esta diferencia es poco significativa y es debida a la 
utilización de realizaciones distintas para la generación de cada uno de los gráficos mostrados.
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Fig. 5.28: Representación de la estadística de los valores del sesgo de la componente C11 a lo largo de 
las distintas realizaciones utilizando la función de similitud revisada de Wishart y el filtrado mediante 
la poda sobre el árbol basada en el criterio del error relativo normalizado.
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Fig. 5.29: Representación de la estadística de los valores del sesgo de la componente C11 a lo largo de 
las distintas realizaciones utilizando la función de similitud revisada de Wishart y el filtrado mediante 
la poda sobre el árbol basada en el criterio del error relativo.
En  las  figuras  5.30  y  5.31  se  muestran  gráficos  similares  a  los  anteriores,  que 
representan  la  estadística  de los  valores  del  sesgo para la  componente  C11,  pero  esta  vez 
utilizando la función de similitud logarítmica. Ambas figuras se han generado con el criterio 
de poda del error relativo normalizado y del error relativo, respectivamente. Como sucedía 
para la función de similitud revisada de Wishart, ambos resultados son muy similares, con 
algunas variaciones debidas a la utilización de realizaciones distintas. Sin embargo, se puede 
observar que el número de outliers para la función de similitud logarítmica es menor que para 
la revisada de Wishart,  comparando las figuras 5.29 y 5.31,  que sí son obtenidas con las 
mismas realizaciones y mismo criterio de poda. Se podría concluir, entonces, que la función 
logarítmica es más estable que la revisada de Wishart, ya que no obtiene tantos resultados 
muy separados del cero para los valores del sesgo. No obstante, esto debería ser comprobado 
más detalladamente con un número de realizaciones mucho mayor y, por falta de tiempo, no 
se ha podido simular.
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Fig. 5.30: Representación de la estadística de los valores del sesgo de la componente C11 a lo largo de 
las distintas realizaciones utilizando la función de similitud logarítmica y el filtrado mediante la poda 
sobre el árbol basada en el criterio del error relativo normalizado.
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Fig. 5.31: Representación de la estadística de los valores del sesgo de la componente C11 a lo largo de 
las distintas realizaciones utilizando la función de similitud logarítmica y el filtrado mediante la poda 
sobre el árbol basada en el criterio del error relativo.
Otra forma de analizar la estadística del sesgo es mediante el histograma de los valores 
obtenidos para el sesgo a lo largo de una región homogénea. Esto es lo que se muestra en las 
figuras 5.32 y 5.33, correspondientes al proceso de poda con el criterio del error relativo y 
seleccionando siempre el candidato más alto sobre el árbol. Se muestran los histogramas del 
sesgo  para  la  región  homogénea  de  la  figura  5.7  c),  promediado  a  lo  largo  de  las  25 
realizaciones,  utilizando  las  funciones  de  similitud  revisada  de  Wishart  y  logarítmica, 
respectivamente. Es decir, se corresponden a los histogramas para los casos de las figuras 5.29 
y 5.31. Comparando ambos histogramas se puede ver el hecho anteriormente observado, ya 
que el histograma de la función de similitud logarítmica tiene un máximo en torno al cero más 
pronunciado y estrecho. En ambos casos se obtiene el máximo para un factor de poda de 
-5dB. Sin embargo, el histograma para la función revisada de Wishart es más simétrico, no 
sólo para este factor de poda sino también para los inferiores. Esta última diferencia puede ser 
debida  a  la  utilización  de  la  información  extra  que  aportan  los  elementos  de fuera  de  la 
diagonal, ya que, en general, se observan histogramas del sesgo algo más simétricos para las 
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funciones de similitud que utilizan toda la información de la matriz de covarianza.
Fig. 5.32: Representación del histograma de los valores del sesgo de la componente C11 a lo largo de 
las distintas realizaciones utilizando la función de similitud revisada de Wishart y el filtrado mediante 
la poda sobre el árbol basada en el criterio del error relativo.
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Fig. 5.33: Representación de la estadística de los valores del sesgo de la componente C11 a lo largo de 
las distintas realizaciones utilizando la función de similitud logarítmica y el filtrado mediante la poda 
sobre el árbol basada en el criterio del error relativo.
En este apartado se ha analizado el proceso de construcción y poda del BPT y se ha 
comprobado como es capaz de separar correctamente las 4 zonas de la imagen sintética. Se ha 
verificado como en las métricas diseñadas para medir la calidad del proceso de filtrado se 
obtienen resultados muy superiores a los obtenidos mediante el filtrado Boxcar e IDAN. El 
análisis visual de las imágenes también respalda estos resultados, ya que se puede observar la 
gran preservación de los contornos y la gran capacidad de filtrado obtenidas con esta técnica, 
llegando a  obtener  únicamente  las  4  regiones  de  la  imagen.  También  es  muy importante 
remarcar  que  la  técnica  no  incluye  ningún  tipo  de  sesgo  apreciable  sobre  los  datos,  al 
contrario de lo que le ocurre al IDAN. En esta imagen simulada tan simple, no se ha apreciado 
mucha diferencia entre el filtrado basado en la construcción del árbol hasta un número de 
regiones y la poda sobre el BPT, sin embargo, se ha podido observar como con el proceso de 
poda es más sencillo predecir  los resultados y escoger los parámetros óptimos,  ya que el 
resultado no depende tanto de la imagen ni del comportamiento de la función de similitud 
empleada para la construcción del árbol. De entre todas las funciones de similitud planteadas, 
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se han seleccionado tres como las que obtienen mejores resultados: la función de similitud 
logarítmica,  la  revisada  de  Wishart  y  la  Ward  normalizada.  La  primera  tiene  muy buena 
sensibilidad y detección de contornos, pero sólo utiliza la información de la diagonal de la 
matriz de covarianza, mientras que las dos últimas utilizan toda la matriz. La revisada de 
Wishart  está  muy  adaptada  al  ruido  speckle mientras  que  la  Ward  normalizada  es  más 
genérica, pero ambas obtienen muy buenos resultados.
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5.3. Análisis del filtrado sobre datos reales
En el capítulo anterior se ha mostrado el funcionamiento de las técnicas de filtrado 
basadas en el  BPT, realizando un análisis  exhaustivo de la  misma en base a las medidas 
definidas en el apartado 5.1. Esto ha sido posible ya que se conocían de antemano los valores 
estadísticos reales, es decir, el ground truth. En los datos reales no se conoce esta información 
y, por tanto, no es posible realizar estas medidas. Sin embargo, en el apartado 5.3.2 se intenta 
realizar algunas medidas de sesgo sobre datos reales, intentando estimar el valor real de los 
mismos, aunque, como es de esperar, estos resultados no tendrán la fiabilidad ni precisión de 
los  análisis  sobre  datos  simulados.  En este  capítulo,  entonces,  se  pretende  analizar  si  las 
conclusiones extraídas sobre datos simulados siguen siendo válidas para imágenes PolSAR 
reales, tanto para sistemas aerotransportados como para sistemas orbitales.
5.3.1. Análisis con datos aerotransportados
En este proyecto se han analizado un conjunto de datos reales tomados en la región de 
Oberpfaffenhofen, en Alemania, perteneciente al Centro Aeroespacial Alemán (DLR). Estos 
datos han sido tomados mediante el sistema ESAR monoestático polarimétrico en banda L y 
tienen un tamaño de 2816x1540 píxeles.  La representación visual  de los  elementos  de la 
diagonal de la matriz de coherencia se muestran en la figura 5.21, asignando al color azul T11, 
al rojo T22 y al verde T33. Se ha representado escalado el margen de valores [0-200] para estos 
tres elementos.
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Fig. 5.34: Imagen PolSAR en banda L original de Oberpfaffenhofen empleada en el análisis del  
filtrado basado en el BPT de datos reales.
Debido al gran tamaño de estos datos y con el fin de caracterizar más fácilmente el 
comportamiento de las técnicas de filtrado basadas en el árbol binario de particiones, se han 
seleccionado  sobre  los  datos  reales  tres  sub-zonas  correspondientes  a  tres  situaciones 
distintas: una zona de bosque cruzada por una carretera en diagonal, a la que en el texto se 
hará referencia mediante el término  carretera, una zona urbana con edificios, denominada 
ciudad, y una zona de campos de cultivo, a la que se hará referencia como  campos. Todas 
estas imágenes son recortes de la original, de tamaño 256x256, y son mostradas en la figura 
5.35, representadas con el mismo código de colores que la figura 5.16 y con un margen de 
valores de [0-150].
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Fig. 5.35: Imágenes PolSAR utilizadas para la evaluación del filtrado basado en el BPT. a) carretera,  
b) ciudad y c) campos.
Estas tres imágenes tienen características muy diferentes y, tal y como se ha explicado 
en el capítulo 4, no tendría sentido hacer un análisis del filtrado basado en la construcción del 
BPT hasta  un  número  determinado  de  regiones,  ya  que  la  complejidad  de  las  distintas 
imágenes es muy distinta y, además, el valor óptimo de este número depende en gran medida 
de la función de similitud utilizada. En este apartado, entonces, se va hacer un análisis del 
filtrado de estas tres imágenes según la poda sobre el BPT basada en la homogeneidad de 
regiones, tal como se ha descrito en el apartado 4.3.
La  figura  5.36  muestra  los  resultados  de  aplicar  este  proceso  de  filtrado  sobre  la 
imagen de la carretera.  Se comparan las tres funciones de similitud que obtienen mejores 
resultados  para  los  datos  simulados:  función  logarítmica,  revisada  de  Wishart  y  Ward 
normalizada.  Se  ha  utilizado  el  criterio  del  error  relativo  normalizado  como  función  de 
homogeneidad y se ha seleccionado el candidato más alto en el árbol que cumple el criterio de 
poda. Según los análisis realizados en el apartado 5.2.2.3 para las imágenes sintéticas, el valor 
del umbral de poda óptimo, para el que se obtenían los mejores resultados utilizando este 
mecanismo de poda, estaba en torno a los -4dB. Sin embargo, al observar los resultados de la 
primera fila de la figura 5.36, correspondientes a un umbral de poda de -4dB, parece que este 
umbral de poda es demasiado bajo, es decir,  el nivel de filtrado obtenido con este umbral 
parece muy débil, manteniendo demasiados detalles de la imagen original. A la vista de los 
resultados parece más lógico utilizar un umbral de poda en torno a los 0dB para datos reales. 
Este  hecho  pone  de  manifiesto  que  quizás  el  contexto  de  las  imágenes  simuladas 
anteriormente es demasiado optimista, ya que parece ser que en las imágenes SAR reales no 
existen zonas completamente homogéneas, en cuanto a distribución estadística, de un tamaño 
tan grande como en las imágenes sintéticas.
177
Fig. 5.36: Resultados del filtrado mediante la poda sobre el BPT de la imagen de la carretera. Se ha 
utilizado el criterio del error relativo normalizado y se ha podado el nodo más alto del árbol que 
cumple este criterio. Cada fila corresponde a un umbral de poda, respectivamente, de -4dB, -2dB,  
0dB y 1dB.
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En las figuras 5.37 y 5.38 se puede observar los resultados para el mismo proceso de 
filtrado  que  en  la  figura  5.36  aplicado  a  las  imágenes  de  la  ciudad  y  de  los  campos, 
respectivamente. Es interesante comparar estos dos resultados ya que ambas imágenes tienen 
una estructura y complejidad muy distintas. Al subir el umbral de poda en los datos de la 
ciudad no se  obtienen grandes  regiones  en  la  zona  urbana,  manteniéndose  las  estructuras 
internas de esta zona. En la imagen de los campos, por el contrario, los distintos campos son 
considerados zonas homogéneas y para umbrales en torno a los 0dB ya se obtienen grandes 
zonas que conforman los distintos campos. Este efecto también se aprecia en los bosques de la 
parte superior e izquierda de la imagen de la ciudad, que son detectados como grandes zonas 
homogéneas mientras se preservan las pequeñas estructuras urbanas.
Comparando los resultados obtenidos para las distintas funciones de similitud en las 
figuras 5.36, 5.37 y 5.38 cabe destacar la gran capacidad de la función logarítmica en la 
detección y separación de contornos. Se puede apreciar en la imagen de los campos, donde los 
contornos  obtenidos  con esta  función son más precisos y  menos ruidosos.  La función de 
similitud  Ward  normalizada  tiene  gran  capacidad  de  preservación  de  los  detalles  muy 
pequeños o puntuales, como se puede observar en las ultimas filas de las figuras 5.37 y 5.38, y 
es capaz de mantener los contornos de las grandes estructuras, aunque con algo más de ruido 
que con la función logarítmica. La función revisada de Wishart funciona muy bien con niveles 
de filtrado bajos, cuando el umbral de poda es relativamente pequeño. Con esta función se 
obtienen resultados que, visualmente, parecen más suavizadas que con el resto. Por ejemplo, 
en  la  imagen  de  los  campos,  con  un  umbral  de  poda  de  -2dB,  las  distintas  regiones 
encontradas en el interior de los campos tienen menos contraste entre sí, dando la sensación 
de un filtrado más suave. Sin embargo, a medida que se incrementa el umbral de poda el 
comportamiento del filtrado con esta función de similitud empeora, fallando en la detección 
de algunos contornos con poco contraste, como sucede con el campo inferior de la imagen de 
los campos.
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Fig. 5.37: Resultados del filtrado mediante la poda sobre el BPT de la imagen de la ciudad. Se ha 
utilizado el criterio del error relativo normalizado y se ha podado el nodo más alto del árbol que 
cumple este criterio. Cada fila corresponde a un umbral de poda, respectivamente, de -4dB, -2dB,  
0dB y 1dB.
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Fig. 5.38: Resultados del filtrado mediante la poda sobre el BPT de la imagen de los campos. Se ha 
utilizado el criterio del error relativo normalizado y se ha podado el nodo más alto del árbol que 
cumple este criterio. Cada fila corresponde a un umbral de poda, respectivamente, de -4dB, -2dB,  
0dB y 1dB.
181
DiagonalLogDistance WardRelNormDistanceRevisedWishartDistance
5.3.2. Análisis cuantitativo sobre datos reales
Como se ha comentado anteriormente, es necesario conocer los datos reales, o ground-
truth, para poder aplicar las métricas de error definidas en este capítulo. Sin embargo, para 
poder obtener algún dato cuantitativo sobre el filtrado con datos reales, se ha realizado una 
segmentación manual de la imagen de los campos para poder realizar algunas medidas sobre 
ella. Esta segmentación es mostrada en la figura 5.39 a), mientras que en 5.39 b) se muestra la 
imagen obtenida al sustituir cada una de las regiones segmentadas por su valor medio, que 
será utilizada como  ground-truth.  Para las medidas de sesgo se ha seleccionado una zona 
dentro  del  campo  brillante  situado  en  la  zona  superior  izquierda  de  la  imagen,  que  es 
mostrado en la figura 5.39 c).
a)      b)           c)
Fig. 5.39: Segmentación manual realizada sobre la imagen de los campos. a) Regiones segmentadas 
manualmente. b) Imagen obtenida al sustituir cada región segmentada por su valor medio. c) Zona 
homogénea seleccionada para realizar las medidas de sesgo.
No obstante, este análisis debe interpretarse con cautela, ya que su fiabilidad es muy 
inferior al realizado sobre datos simulados, por las siguientes razones:
• La segmentación realizada manualmente no es muy precisa ni fiable y, además, es 
demasiado simple,  ya que tan solo se han separado las  regiones  más grandes  que 
conforman los campos, mientras que detalles puntuales o estructuras más pequeñas no 
se han contemplado.
• Sólo se dispone de una realización para estos datos, por lo que los resultados obtenidos 
tendrán una gran incertidumbre.
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En la figura 5.40 se muestran los resultados obtenidos mediante la poda sobre el BPT 
basada en el criterio del error relativo normalizado con las funciones de similitud logarítmica, 
revisada de Wishart y Ward Normalizada, respectivamente, para un umbral de poda de 0,5 dB. 
En todos los casos se ha seleccionado el candidato más alto del árbol que cumple el criterio de 
poda. Se puede observar la gran similitud en cuanto a contornos y colores respecto a la figura 
5.39 b).
a)      b)           c)
Fig. 5.40: Resultados del filtrado mediante la poda sobre el BPT de la imagen de los campos con un 
umbral de poda de 0,5 dB. Se ha utilizado el criterio del error relativo normalizado y se ha podado el  
nodo más alto del árbol que cumple este criterio. Se han utilizado las funciones de similitud a)  
logarítmica, b) revisada de Wishart y c) Ward normalizada.
Las medidas de sesgo,  obtenidas sobre la  zona mostrada en la  figura 5.39 c),  son 
mostradas en las gráficas de la figura 5.41. Se muestra el valor del sesgo relativo en tanto por 
ciento, como se define en la ecuación (5.25). Como se ha explicado anteriormente, de estas 
gráficas no se pueden extraer grandes conclusiones respecto a los valores obtenidos, debido a 
la gran variabilidad, sin embargo, sí que se puede observar la tendencia del sesgo en función 
del umbral de poda. Para valores muy pequeños del umbral de poda el sesgo es prácticamente 
nulo. Esto se debe a que con un umbral tan bajo se realiza muy poco filtrado y apenas se 
afecta a la información original de la imagen. Nótese que los valores ideales se han estimado 
promediando la imagen original según la segmentación generada y,  por lo tanto,  si no se 
realiza ningún filtrado se obtendrá sesgo 0. A medida que aumenta el umbral de poda el sesgo 
va  aumentando,  hasta  llegar  a  un  punto,  en  torno  a  1dB,  donde se  dispara  para  algunas 
funciones de similitud. Estos resultados son coherentes con lo observado visualmente, ya que 
se obtenían los mejores resultados en torno a 0dB, justo antes de que se dispare el sesgo.
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Fig. 5.41: Representación de los valores del sesgo relativo y en tanto por ciento de las componentes  
T11, T22 y T33, respectivamente, en función del umbral de poda y de la función de similitud utilizada. Se 
ha medido el sesgo sobre la región mostrada en la figura 5.39 c).
De  los  resultados  anteriores  se  puede  intuir   que  sobre  los  datos  reales  el 
comportamiento es similar al obtenido sobre los datos simulados, donde se observa que no se 
introduce sesgo. Si se comparan los  resultados con el filtrado Boxcar 9x9, que se mueve en 
valores entre el 0 y el 4% de error, se obtienen resultados similares para valores del umbral de 
poda en torno a los 0dB, por lo tanto, al ser el filtrado Boxcar un estimador insesgado, estos 
valores de sesgo parecen aceptables.
A modo comparativo, se ha calculado el valor promedio de los diferentes elementos de 
la diagonal de la matriz de coherencia [T] para la región mostrada en la figura 5.39 c), tanto 
en la imagen original como después de realizar un filtrado Boxcar 9x9, IDAN y poda sobre el 
BPT, correspondiente al mostrado en la figura 5.40 a). Los resultados se muestran en la tabla 
5.5. Se puede observar el gran sesgo que se obtiene para el IDAN, que siempre subestima los 
valores  de  la  matriz  de  coherencia,  mientras  que  las  otras  técnicas  de  filtrado  obtienen 
resultados muy similares al promedio sobre la original.
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Tabla 5.5: Valores promedio de los elementos de la diagonal de la matriz de coherencia [T]  
calculados sobre la región mostrada en la figura 5.39 c) después de aplicar distintos procesos de 
filtrado.
En la figura 5.42 se muestran las imágenes obtenidas para los procesos de filtrado 
analizados. Cada columna se corresponde, respectivamente, a las imágenes de la carretera, la 
ciudad  y  los  campos.  Las  filas  se  corresponden  a  distintos  procesos  de  filtrado:  imagen 
original, filtrado Boxcar 9x9, IDAN y poda sobre el BPT. La poda se ha generado con el 
criterio del error relativo normalizado y con un umbral de poda de 0.5 dB. Se ha utilizado la 
función de similitud logarítmica y se ha seleccionado el candidato más alto en el árbol que 
cumple el criterio de poda.
Se puede observar como en el filtrado Boxcar 9x9, correspondiente a la segunda fila, 
se consigue una reducción considerable del ruido.  Sin embargo, también se pierde mucha 
resolución espacial que se aprecia especialmente en los contornos, que aparecen difuminados, 
y en los blancos puntuales, que aparecen como cuadrados brillantes debido a la forma de la 
ventana.  El  filtrado  IDAN,  mostrado  en  la  tercera  fila,  mantiene  una  buena  resolución 
espacial, manteniendo todos los contornos, y consigue una ligera reducción del  speckle. El 
principal  problema  del  IDAN es  la  introducción  de  un  sesgo  considerable,  que  tiende  a 
subestimar  los  valores  de  la  matriz  de  coherencia.  Este  sesgo  se  puede  apreciar  incluso 
visualmente,  al  aparecer las imágenes procesadas con IDAN más oscuras que el  resto.  El 
filtrado basado en el BPT, que aparece en la última fila, es capaz de realizar un filtrado del 
ruido mucho mayor que las técnicas anteriores, con un umbral de poda relativamente alto. En 
el caso de grandes regiones homogéneas, como sucede en la imagen de los campos o en el 
bosque en la parte superior de la ciudad, es capaz de delimitarlas correctamente y promediar 
sobre toda su área. Ésta es, por tanto, la mejor estimación posible que se puede realizar de 
esas regiones con los datos disponibles. Sin embargo, también es capaz de preservar todos los 
detalles  de tamaño reducido,  como blancos  puntuales,  edificios  de la  ciudad o las  líneas 
brillantes  sobre  la  carretera.  Estos  pequeños  detalles  aparecen  ligeramente  ensanchados 
debido al filtrado inicial Boxcar 3x3 que se ha realizado. Este filtrado inicial es necesario, 
como se describe en el capítulo 4, y conlleva una ligera pérdida de resolución.
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Valores Original Boxcar 9x9 IDAN BPT
T11 110,21 108,63 73,77 109,18
T22 111,85 111,00 75,34 109,93
T33 24,73 24,36 16,64 22,76
Fig. 5.42: Representación de las imágenes de la carretera, la ciudad y los campos con diferentes  
técnicas de filtrado. Cada fila representa, respectivamente, las imágenes originales, filtrado Boxcar  
9x9, filtrado IDAN y filtrado basado en la poda sobre el BPT.
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5.3.3. Preservación de la información H / Alpha / A
Como se ha explicado en el apartado 2.2.5, la descomposición  H / Alpha / A es una 
descomposición polarimétrica de las matrices de coherencia para la extracción de información 
útil de las mismas. En este capítulo sería interesante también comprobar si esta información se 
mantiene después de todo el proceso de filtrado basado en la poda sobre el BPT. Para realizar 
este análisis se va a utilizar un recorte de la imagen de Oberpfaffenhofen, similar a la imagen 
de los campos pero de un tamaño de 512x512. Este recorte es mostrado en la figura 5.43.
Fig. 5.43: Imagen de un recorte de Oberpfaffenhofen, utilizada para el análisis de preservación de la  
información H / Alpha / A.
Se ha  utilizado esta  imagen para  este  análisis  porque  contiene  en  la  parte  central 
grandes zonas homogéneas, correspondientes a los campos de cultivo anteriores, en la parte 
superior una pequeña zona urbana y en la parte inferior algunas carreteras que aparecen como 
zonas oscuras. De esta forma es posible observar la información H / Alpha / A sobre diversos 
tipos de terreno en una sola imagen.
La descomposición H / Alpha / A utiliza toda la información de la matriz de coherencia 
y, por lo tanto, es necesario un filtrado inicial para poder obtener matrices de rango 3 bien 
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definidas, como se ha explicado en el capítulo 2. En las figuras 5.44, 5.45 y 5.46 se muestran 
las imágenes correspondientes a la entropía H, anisotropía A y Alpha, respectivamente, con un 
filtrado inicial Boxcar 9x9.
Fig. 5.44: Entropía H sobre la imagen 5.43 filtrada con Boxcar 9x9.
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Fig. 5.45: Anisotropía A sobre la imagen 5.43 filtrada con Boxcar 9x9.
Fig. 5.46: Alpha sobre la imagen 5.43 filtrada con Boxcar 9x9.
A continuación, en las figuras 5.47 y 5.48 se muestra la entropía  H para los datos 
filtrados  mediante  la  poda  sobre  el  BPT con un  umbral  de  0dB.  En  ambos  casos  se  ha 
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utilizado el criterio del error relativo normalizado y se ha seleccionado el candidato más alto 
en el árbol que cumple el criterio de poda. En la figura 5.47 se ha utilizado la función de 
similitud logarítmica mientras que en 5.48 la función revisada de Wishart. Se puede observar 
como con la revisada de Wishart aparecen más detalles para la entropía, sobre todo en la zona 
central correspondiente a los campos de cultivo. En los datos originales aparecen también 
estos detalles, como muestra la figura 5.44, por lo tanto, el filtrado con la función de similitud 
logarítmica  los  está  eliminando  y,  entonces,  la  revisada  de  Wishart  preserva  mejor  la 
información original. Esto es debido a que la entropía es una magnitud que utiliza toda la 
información de la matriz de coherencia, mientras que la función de similitud logarítmica sólo 
tiene en cuenta los elementos de la diagonal. Este resultado puede servir para concluir que las 
funciones de similitud que utilizan toda la información de la matriz de coherencia preservan 
mejor la información polarimétrica de los datos en la estructura del BPT construido.
Aparte de estos pequeños detalles que son preservados mejor con la función revisada 
de Wishart,  ambos procesos de filtrado mantienen los mismos valores de entropía que se 
muestran  en  la  figura  5.44,  por  lo  tanto,  la  información  de  entropía  es  preservada 
correctamente por esta técnica de filtrado.
Fig. 5.47: Entropía H del filtrado mediante la poda sobre el BPT de la imagen 5.43 con un umbral de  
poda de 0dB. Se ha utilizado el criterio del error relativo normalizado y se ha seleccionado el nodo 
más alto del árbol que cumple el criterio de poda. Se ha utilizado la función de similitud logarítmica y  
un filtrado inicial Boxcar 3x3.
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Fig. 5.48: Entropía H del filtrado mediante la poda sobre el BPT de la imagen 5.43 con un umbral de  
poda de 0dB. Se ha utilizado el criterio del error relativo normalizado y se ha seleccionado el nodo 
más alto del árbol que cumple el criterio de poda. Se ha utilizado la función de similitud revisada de 
Wishart y un filtrado inicial Boxcar 3x3.
Las  figuras  5.49  y  5.50  muestran  los  niveles  de  anisotropía  A para  estos  mismos 
procesos de filtrado. Los resultados son muy similares a los obtenidos para la entropía H en 
las figuras anteriores, con una preservación de algunos detalles de la zona de los campos 
superior para la función de similitud revisada de Wishart.
Finalmente, las figuras 5.51 y 5.52 muestran los valores de  Alpha para los mismos 
casos anteriores. Este parámetro se corresponde con el ángulo del mecanismo de reflexión 
ponderado, como se explicó en el apartado 2.2.5. En estas imágenes del parámetro Alpha es 
más difícil detectar diferencias o regiones bien definidas, sobretodo en la imagen 5.46. Sin 
embargo, en los datos procesados mediante la poda sobre el BPT se pueden diferenciar los 
blancos puntuales, que aparecen como pequeños puntos azules o rojos, dependiendo de si se 
trata  de  scattering de  superficie,  con  =0º ,  o  bien  doble  reflexión  sobre  superficies 
conductoras,  con  =90º ,  respectivamente.  Esto  demuestra  la  buena  capacidad  de 
preservación de los pequeños detalles de esta técnica de filtrado respecto al filtrado Boxcar. 
Aquí se puede observar una mejor preservación de los blancos puntuales para la función de 
similitud logarítmica frente a la revisada de Wishart.
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Fig. 5.49: Anisotropía A del filtrado mediante la poda sobre el BPT de la imagen 5.43 con un umbral  
de poda de 0dB. Se ha utilizado el criterio del error relativo normalizado y se ha seleccionado el nodo 
más alto del árbol que cumple el criterio de poda. Se ha utilizado la función de similitud logarítmica y  
un filtrado inicial Boxcar 3x3.
Fig. 5.50: Anisotropía A del filtrado mediante la poda sobre el BPT de la imagen 5.43 con un umbral  
de poda de 0dB. Se ha utilizado el criterio del error relativo normalizado y se ha seleccionado el nodo 
más alto del árbol que cumple el criterio de poda. Se ha utilizado la función de similitud revisada de 
Wishart y un filtrado inicial Boxcar 3x3.
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Fig. 5.51: Alpha del filtrado mediante la poda sobre el BPT de la imagen 5.43 con un umbral de poda 
de 0dB. Se ha utilizado el criterio del error relativo normalizado y se ha seleccionado el nodo más 
alto del árbol que cumple el criterio de poda. Se ha utilizado la función de similitud logarítmica y un 
filtrado inicial Boxcar 3x3.
Fig. 5.52: Alpha del filtrado mediante la poda sobre el BPT de la imagen 5.43 con un umbral de poda 
de 0dB. Se ha utilizado el criterio del error relativo normalizado y se ha seleccionado el nodo más 
alto del árbol que cumple el criterio de poda. Se ha utilizado la función de similitud revisada de 
Wishart y un filtrado inicial Boxcar 3x3.
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Aparte  de  las  pequeñas  diferencias  comentadas  antes  entre  ambas  funciones  de 
similitud, cabe destacar la gran capacidad del proceso de poda sobre el BPT para preservar los 
blancos puntuales,  que aparecen como puntos azules en las imágenes de entropía y como 
puntos rojos en las de anisotropía, mientras es capaz, a la vez, de detectar grandes regiones 
homogéneas para los campos de cultivo que, por tanto, quedarán muy bien caracterizadas. 
Entonces,  en  la  descomposición  H /  Alpha  /  A se  observan  las  mismas  características  y 
ventajas de esta técnica de filtrado que se han observado anteriormente sobre las matrices de 
covarianza y coherencia, lo que la convertirá en una técnica muy útil para la extracción de 
información de los datos SAR polarimétricos.
5.3.4. Análisis con datos orbitales
En los  apartados  anteriores  se  han observado los  resultados  obtenidos  sobre datos 
reales  aerotransportados,  sin  embargo,  en  el  presente  proyecto  también  sería  interesante 
observar los resultados obtenidos por las técnicas de filtrado propuestas sobre datos orbitales, 
es decir, sistemas SAR embarcados sobre satélites que orbitan nuestro planeta. En general, 
estos datos tienen un nivel de ruido superior al de los aerotransportados, por eso tiene gran 
interés observar el comportamiento sobre dichos datos.
Para realizar este análisis se dispone de dos imágenes tomadas con RADARSAT-2, un 
satélite SAR polarimétrico canadiense. Estas imágenes se muestran en las figuras 5.53 y 5.54, 
con el mismo código de colores que las anteriores, asignando al color azul T11, al rojo T22 y al 
verde  T33  y  se  ha  representado  escalado  el  margen  de  valores  [0-0.45]  para  estos  tres 
elementos. La figura 5.53 se corresponde con una imagen de Barcelona, en la que aparece la 
parte  norte  de  esta  ciudad,  el  río  Besòs  y  Badalona.  Estos  datos  tienen  un  tamaño  de 
1500x2500 píxeles.
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Fig. 5.53: Imagen PolSAR obtenida por RADARSAT-2 de Barcelona. Se representan los elementos de 
la diagonal de la matriz de coherencia escalados en un rango [0-0.45].
La figura 5.54 se corresponde con una imagen de Nápoles, en la que aparecen una 
península  y una isla  rodeadas por el  mar  Mediterráneo.  Estos  datos  tienen un tamaño de 
2001x2401 píxeles.
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Fig. 5.54: Imagen PolSAR obtenida por RADARSAT-2 de Nápoles. Se representan los elementos de la 
diagonal de la matriz de coherencia escalados en un rango [0-0.45].
Como el tamaño de estos datos es bastante grande ha sido necesario reducir su tamaño 
para poder procesar las imágenes completas, tal y como se explica en el apartado 5.4. Para 
realizar esta reducción de tamaño se han dividido en bloques de 4x4 píxeles y se ha sustituido 
cada bloque por su promedio en la imagen escalada. De esta forma se realiza una reducción de 
tamaño de la imagen a la cuarta parte en cada una de sus dimensiones a la vez que se hace un 
promediado inicial. Cabe remarcar aquí que este proceso de filtrado y escalado no afecta a las 
conclusiones que se pueden obtener de los resultados. La imagen de Barcelona, entonces, pasa 
a tener un tamaño de 375x625, mientras que la de Nápoles pasa a 500x600. Estas imágenes se 
muestran en las figuras 5.55 y 5.56.
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Fig. 5.55: Imagen RADARSAT-2 de Barcelona escalada y promediada.
Fig. 5.56: Imagen RADARSAT-2 de Nápoles escalada y promediada.
En la figura 5.57 se muestran los resultados de filtrado de la imagen de Barcelona 
utilizando la poda sobre el BPT basada en el criterio del error relativo normalizado, con un 
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umbral de poda de 0dB y seleccionando el candidato más alto del árbol que cumple el criterio 
de poda. En la figura 5.57 a) se muestran los resultados utilizando la función de similitud 
logarítmica,  mientras que en 5.57 b) se ha utilizado la revisada de Wishart.  En estas dos 
imágenes las diferencias observadas  son menores,  debido a  que el  filtrado inicial  ha sido 
superior a los ejemplos anteriores: 4x4 píxeles, para su escalado, frente a 3x3 en los casos 
anteriores. Se pueden observar pequeñas diferencias entre ambas, sobre todo en la línea de 
costa,  dónde  la  revisada  de  Wishart  es  capaz  de  detectar  mejor  algunos  detalles,  como 
pequeños rompeolas. En cambio, con la función logarítmica, algunos detalles de la ciudad 
como  algunas  calles  estrechas  no  muy  resaltadas  son  preservadas  mejor.  Esto  puede  ser 
debido a que el mar es una zona de grandes dimensiones muy homogénea, que sigue una 
estadística Wishart con gran precisión, por eso una función de similitud tan adaptada a esta 
distribución estadística como la revisada de Wishart es capaz de detectar con mejor precisión 
su contorno. Las figuras 5.57 c) y d) son zonas ampliadas de las mismas, donde se puede 
apreciar con más detalle la capacidad de preservar los detalles de los edificios y las calles, 
mientras otras zonas, en la parte inferior derecha, son promediadas sobre regiones mucho 
mayores, especialmente el mar. También es importante remarcar que, como en los resultados 
anteriores,  la  información  referente  al  color,  es  decir,  la  información  polarimétrica,  se 
mantiene inalterada, ya que no se modifican de forma apreciable los colores de la imagen 
original. 
199
     a)  b)
     c)  d)
Fig. 5.57: Resultados de filtrado de la imagen RADARSAT-2 de Barcelona, escalada y promediada. Se 
ha utilizado el criterio del error relativo normalizado con un umbral de poda de 0dB y se ha 
seleccionado el candidato más alto en el árbol que cumple el criterio. En a) y c) se ha utilizado la 
función de similitud logarítmica mientras que en b) y d) la revisada de Wishart. c) y d) son imágenes 
de zona urbana ampliada.
En las  figuras  5.58  y  5.59  se  muestran  los  mismos  resultados  para  la  imagen  de 
Nápoles, filtradas con el mismo proceso y parámetros que la imagen de Barcelona. Se pueden 
observar  los  mismos  efectos  que  en  las  imágenes  de  la  figura  5.57  sobre  Barcelona. 
Utilizando la función de similitud logarítmica se preservan mejor los detalles de la zona de 
tierra, mientras que la zona de mar es aislada y detectada con mejor precisión por la revisada 
de Wishart. Se puede apreciar como los detalles muy pequeños son preservados, como los 
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rompeolas de la costa, del orden de un píxel, o algunos puntos brillantes en el mar, que se 
corresponden a barcos; en el mar, en cambio, tan sólo hay una gran región, ya que se trata de 
una gran zona homogénea. La región del mar, entonces, estará muy bien caracterizada en los 
datos filtrados, a la vez que se está manteniendo la resolución espacial. Este ejemplo muestra 
la gran capacidad del mecanismo de poda para detectar y seleccionar regiones de tamaños 
muy distintos del árbol, en función de su homogeneidad, así como la capacidad del proceso de 
construcción del BPT de detectar los contornos y la estructura de la imagen.
Fig. 5.58: Resultados de filtrado de la imagen RADARSAT-2 de Nápoles, escalada y promediada,  
usando la función de similitud logarítmica. Se ha utilizado el criterio del error relativo normalizado 
con un umbral de poda de 0dB y se ha seleccionado el candidato más alto en el árbol que cumple el  
criterio.
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Fig. 5.59: Resultados de filtrado de la imagen RADARSAT-2 de Nápoles, escalada y promediada,  
usando la función de similitud revisada de Wishart. Se ha utilizado el criterio del error relativo 
normalizado con un umbral de poda de 0dB y se ha seleccionado el candidato más alto en el árbol  
que cumple el criterio.
Otra forma de solucionar el problema de tratar con imágenes tan grandes es recortar 
una zona concreta  de la  misma,  de tamaño notablemente menor,  y  evaluar  el  proceso de 
filtrado  sobre  esa  zona  de  la  imagen,  tal  y  como  se  ha  realizado  sobre  los  datos 
aerotransportados. Para las siguientes pruebas se ha recortado una imagen de 512x512 píxeles 
de los datos de Barcelona, correspondiente a la zona del barrio de l'Eixample, que se muestra 
en la figura 5.60.
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Fig. 5.60: Imagen original RADARSAT-2 del barrio de l'Eixample de Barcelona.
Las figuras 5.61 y 5.62 muestran los resultados del filtrado mediante la poda con el 
criterio del error relativo normalizado con un umbral de poda de -1dB y seleccionando el 
candidato más alto en el árbol que cumple el criterio de poda. En la figura 5.61 se ha utilizado 
la función de similitud logarítmica mientras que en 5.62 se ha utilizado la función revisada de 
Wishart. En ambas imágenes se ha realizado un filtrado inicial Boxcar 3x3. 
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Fig. 5.61: Resultados de filtrado de la imagen de l'Eixample, usando la función de similitud 
logarítmica. Se ha utilizado el criterio del error relativo normalizado con un umbral de poda de -1dB 
y se ha seleccionado el candidato más alto en el árbol que cumple el criterio.
Fig. 5.62: Resultados de filtrado de la imagen de l'Eixample, usando la función de similitud revisada 
de Wishart. Se ha utilizado el criterio del error relativo normalizado con un umbral de poda de -1dB y  
se ha seleccionado el candidato más alto en el árbol que cumple el criterio.
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Se puede observar una gran reducción de ruido speckle, tanto en 5.61 como en 5.62, 
respecto  a  los  datos  originales,  mostrados  en  la  figura  5.60;  sin  embargo,  las  principales 
estructuras y contornos que forman los edificios y las calles se mantienen. También se separa 
con precisión la línea de costa entre la tierra y el mar. Precisamente en el mar se pueden 
observar  regiones  de  tamaño  mucho  mayor,  al  tratarse  de  una  región  muy  homogénea. 
También hay regiones  de mayor tamaño en la parte central  inferior  de la imagen,  que se 
corresponde a un parque, el Parc de la Ciutadella. Comparando los resultados obtenidos con 
las dos funciones de similitud se llegan a las mismas conclusiones que con las imágenes 
escaladas. Se puede observar una mejor preservación de contornos y detalles para la función 
logarítmica en todo el entorno urbano. La función revisada de Wishart también preserva las 
estructuras del entorno urbano, como los edificios y las calles, pero la localización de los 
contornos es menos precisa, dando la sensación de un ligero ensanchamiento de las regiones 
más brillantes de la imagen.
5.4. Cuestiones de eficiencia
En los apartados anteriores de este capítulo se ha realizado un análisis exhaustivo de 
los resultados obtenidos aplicando las técnicas de filtrado basadas en el BPT. En este apartado 
se van a comentar algunos aspectos relacionados con la eficiencia en tiempo y en espacio de 
esta técnica, en comparación con el multilook y el IDAN.
La técnica analizada en este proyecto consiste en la generación del árbol binario de 
particiones  de  la  imagen,  o  BPT.  Como  se  ha  explicado  en  el  capítulo  3,  este  árbol  de 
particiones  contiene  toda  la  información  referente  a  la  estructura  de la  imagen,  todas  las 
regiones  encontradas  en  su  interior  y  todas  las  relaciones  jerárquicas  y  de  vecindad 
establecidas entre ellas. Esta estructura tiene un gran tamaño, muy superior al tamaño de los 
datos originales, que sólo se corresponden a las hojas del mismo. El proceso de construcción 
del BPT tiene, por tanto, un coste muy elevado en espacio. Al implementar este proceso, si 
esta  estructura  de  datos  se  mantiene  en  la  memoria  del  computador,  supone  una  gran 
limitación  en  cuanto  al  tamaño  máximo  de  los  datos  que  se  pueden  procesar.  En  la 
implementación realizada para el  presente proyecto se mantiene el  BPT en la memoria y, 
entonces,  el  tamaño  máximo  de  los  datos  que  se  pueden  procesar  viene  limitado  por  la 
cantidad de memoria disponible, que ha resultado estar en torno a 512x512 para no superar 
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1,5Gb  de  memoria.  Esta  limitación  puede  subsanarse  en  gran  medida  mediante 
implementaciones más eficientes en memoria, pero para datos de tamaños muy grandes será 
necesaria  una  implementación  que  trabaje  con el  espacio  de  disco  en  lugar  de  memoria. 
Además, en memoria también se guardan estructuras auxiliares de datos a fin de ordenar y 
organizar  las  relaciones  entre  las  distintas  regiones  por  procesar  para  obtener  una  mejor 
eficiencia en tiempo.
Por otro lado, la complejidad de este proceso es mucho mayor que para otras técnicas 
de filtrado como pueden ser el filtrado Boxcar o incluso el IDAN, lo que conlleva un tiempo 
de  proceso  bastante  mayor.  En  el  filtrado  mediante  la  poda  basada  en  homogeneidad  de 
regiones este tiempo de proceso mayor es aún más acusado ya que debe generarse, en primer 
lugar, el BPT completo de la imagen para, posteriormente, ser recorrido en profundidad para 
localizar  las  regiones  homogéneas  sobre  las  que  se  realizará  la  poda  para  obtener  una 
determinada segmentación de la imagen.
Sin embargo, esta mayor complejidad no es en vano, ya que el BPT es una estructura 
que aporta mucha información acerca de la estructura de la imagen a diferentes niveles de 
detalle y puede tener muchas más aplicaciones aparte del filtrado, algunas de las cuales se 
presentan en el capítulo 6.
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6. OTRAS APLICACIONES Y LÍNEAS FUTURAS
En los apartados anteriores se ha analizado en detalle las aplicaciones del BPT para el 
caso concreto del filtrado de datos SAR polarimétricos. Sin embargo, como se ha descrito en 
el capítulo 3 y en apartado 5.4, el BPT contiene gran cantidad de información adicional sobre 
la  imagen,  más  concretamente,  datos  sobre  su  estructura  interna  a  diferentes  escalas  de 
detalle. Toda esta información puede ser muy útil para gran cantidad de aplicaciones SAR, 
aparte del filtrado.
En este capítulo se pretende comentar algunas de las aplicaciones que podría tener el 
BPT  en  un  futuro  cercano,  así  como  dar  una  idea  de  las  posibles  líneas  futuras  de 
investigación a seguir a partir de los resultados obtenidos en este trabajo de investigación.
6.1. Otras aplicaciones
Ya desde su planteamiento,  el  BPT parece tener gran utilidad a la hora de separar 
regiones  homogéneas  de  la  imagen manteniendo al  máximo la  resolución  espacial.  Estas 
características hacen que sea una herramienta especialmente valiosa para la segmentación y 
clasificación de los datos SAR. 
A modo de ejemplo, en las imágenes orbitales presentadas en el capítulo 5, se podría 
utilizar para separar el mar de la tierra, detectando con gran precisión la línea de costa, que 
sería el  contorno entre ambas regiones.  Estos resultados se muestran en la figura 6.1.  La 
imagen  6.1  a)  muestra  los  datos  de  Barcelona  escalados  y  promediados,  tal  como se  ha 
descrito en el capítulo 5. La figura 6.1 b) muestra los dos hijos del nodo raíz del BPT, es decir, 
las dos regiones de mayor nivel en el árbol, que coinciden con las zonas de tierra y mar. Para 
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construir el BPT se ha utilizado la función de similitud revisada de Wishart, que ha dado muy 
buenos resultados al tratarse de una zona tan homogénea como puede ser el mar.
     a)  b)
Fig. 6.1: a) Imagen original de Barcelona escalada y promediada, como se describe en el capítulo 5.  
b) Las dos regiones de mayor nivel del BPT, utilizando la función de similitud revisada de Wishart,  
que se corresponden  a las regiones de tierra y mar.
En estas imágenes cabe destacar la gran preservación de contornos al separar ambas 
regiones. A modo de ejemplo, se muestra en la figura 6.2 una pequeña zona ampliada para ver 
con más detalle cómo estructuras muy finas de la costa, correspondientes a rompeolas, con un 
tamaño del  orden de  un  píxel,  son preservadas  con gran detalle  a  la  hora de  detectar  el 
contorno entre ambas regiones.
Fig. 6.2: Detalle de la detección de la linea de costa como el contorno entre ambas regiones. Se puede 
observar la gran capacidad de preservación de contornos, al mantener estructuras del orden de un 
píxel.
En los datos de Nápoles no hay una única zona de mar y tierra, ya que hay una isla 
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rodeada de agua, además de la península principal. Entonces, es de esperar que el BPT sea 
capaz de separar en diferentes niveles las distintas regiones de mar de las de tierra.
Fig. 6.3: Imagen original de Nápoles escalada y promediada, como se describe en el capítulo 5.
Fig. 6.4: En la imagen de Nápoles, separación de la península principal del mar, utilizando la 
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construcción del BPT mediante la función de similitud revisada de Wishart. Se puede observar 
también la gran capacidad de preservación de contornos, al mantener estructuras del orden de un 
píxel.
Fig. 6.5: En la imagen de Nápoles, separación de la isla inferior del mar, utilizando la construcción 
del BPT mediante la función de similitud revisada de Wishart. De nuevo se observa una gran 
preservación de los contornos.
En las figuras 6.4 y 6.5 se observa la separación que realiza el BPT de la península 
principal y de la isla en los datos de Nápoles. Se aprecia también una gran resolución espacial, 
sobre todo por la capacidad de preservar pequeñas estructuras, como los rompeolas, tanto en 
la península como en la isla.
Finalmente, a modo de ejemplo de la capacidad de segmentación que tiene el BPT 
sobre las imágenes SAR, se muestra un ejemplo de la imagen de Barcelona, donde es capaz 
de separar en gran medida la estructura de las calles de la ciudad en una única región. Las 
zonas pintadas en rojo y azul representan parte de las calles, sobre todo en la parte inferior, 
correspondiente al barrio de l'Eixample, donde la estructura es más regular.
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Fig. 6.6: En la imagen de Barcelona, separación de la mayoría de la estructura de las calles de la  
ciudad, utilizando la construcción del BPT mediante la función de similitud logarítmica. De nuevo se  
observa una gran preservación de los contornos.
6.2. Líneas futuras de investigación
En el presente proyecto se ha realizado una adaptación de la técnica de procesado de 
imagen descrita en  [18] para la construcción de árboles binarios de particiones sobre datos 
SAR polarimétricos. Para lograrlo se ha generado un nuevo modelo para la caracterización de 
las distintas regiones y también se han definido una serie de funciones de similitud, véase el 
apartado  3.2.2,  adaptadas  a  estos  modelos  de  regiones,  procurando  que  sean  capaces  de 
discriminar  las  características  que  diferencian  las  distintas  regiones,  a  fin  de  obtener  una 
buena representación de la estructura de las mismas. En el capítulo 5 se muestran algunos 
resultados obtenidos, así como en el apartado 6.1, dónde se muestra cómo se consigue una 
buena representación de la estructura de la imagen en el BPT obtenido. Sin embargo, en estos 
dos aspectos se podrían mejorar algunas deficiencias.
Tradicionalmente, las regiones PolSAR se modelan a partir de su estadística, mediante 
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las matrices de covarianza o coherencia, como se ha explicado en el capítulo 2. Este modelo 
contiene  toda  la  información  necesaria  para  caracterizar  completamente  una  región 
homogénea que sigue una distribución gaussiana compleja multidimensional. Sin embargo, 
debido a la característica multiescalar, inherente al BPT, en algunos niveles de detalle siempre 
llegan  a  fusionarse  regiones  no  homogéneas  de  la  imagen.  Estas  regiones,  al  no  ser 
homogéneas,  dejan  de  estar  correctamente  caracterizadas  por  su  matriz  de  covarianza  o 
coherencia  media.  Del  mismo  modo,  este  modelo  es  demasiado  simple  para  caracterizar 
regiones que siguen una determinada textura. Esto implica la incapacidad del árbol generado 
de caracterizar correctamente la estructura de la imagen en los niveles más altos, siendo este 
problema más dramático cuanto mayor sea la complejidad de la imagen. Para solucionar este 
problema  se  podrían  utilizar  modelos  de  regiones  más  complejos,  como  por  ejemplo 
histogramas de los valores presentes. Esto permitiría una caracterización correcta aún cuando 
se  fusionan  regiones  no  homogéneas,  consiguiendo  que  los  niveles  más  altos  del  árbol 
también sean correctos en cuanto a representación de la estructura de la imagen.
Por otro lado, cualquier modificación del modelo de caracterización de las regiones 
implicaría la definición de nuevas funciones de similitud sobre estos modelos. Además, se ha 
observado que la naturaleza de los datos presentes en el árbol varía mucho a medida que se 
van obteniendo regiones de tamaño mayor. En los niveles más bajos del árbol se encuentras 
regiones  muy pequeñas,  dónde domina  el  ruido  speckle,  por  lo  que  tiene  sentido  utilizar 
funciones de similitud adaptadas a la estadística del mismo, como por ejemplo las funciones 
Wishart.  Sin embargo, a medida que las regiones crecen en tamaño, el  ruido es cada vez 
menor y el interés se centra más en medir las diferencias presentes en las matrices [C] o [T] 
que  caracterizan  las  regiones,  es  decir,  sería  conveniente  la  utilización  de  funciones  de 
similitud más genéricas, no tan adaptadas al ruido speckle. Por esta razón, se podría plantear 
un proceso de construcción del BPT en el que el criterio de similitud variara en función del 
tamaño de las regiones.
El capítulo 4 se ha dedicado a la aplicación del BPT para el filtrado de datos SAR 
polarimétricos. Se ha definido un proceso de poda sobre el mismo, basado en unos criterios de 
poda que intentan reflejar la homogeneidad de las distintas regiones encontradas. Este es un 
punto clave en el que pueden desarrollar gran cantidad de medidas alternativas para encontrar 
otro  tipo  de  regiones  o,  en  otras  aplicaciones,  más  especializadas  para  localizar  aspectos 
específicos dentro de las distintas regiones. Por otro lado, se ha observado que al definir un 
criterio de poda aparecen varios candidatos para cada píxel. En este proyecto tan sólo se han 
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descrito dos criterios consistentes en seleccionar el primer o último candidato, que pueden ser 
demasiado simples en algunos casos.
Otro aspecto importante es el filtrado inicial a realizar sobre la imagen, que no se ha 
tratado en este proyecto, al no formar parte de los objetivos iniciales del mismo. A fin de 
disponer  de  las  matrices  de  covarianza  o  coherencia  correctamente  caracterizadas,  es 
necesario  realizar un promediado inicial,  que puede producir  una pérdida de resolución y 
difuminar contornos o blancos puntuales, como se ha explicado en el capítulo 2. Este es un 
problema aún a día de hoy sin resolver, que puede ayudar en gran medida a mejorar tanto la 
capacidad de representar correctamente la estructura de la imagen como la preservación de 
resolución en las técnicas de filtrado basadas en el BPT.
En cuanto a la implementación realizada, se ha detectado el gran volumen de datos que 
implica  la  generación  del  BPT,  como  se  explica  en  el  apartado  5.4,  por  lo  que  una 
implementación donde esta información se guarde en la memoria, pese a ser más rápida, no 
podrá procesar grandes imágenes. Para tratar  estas imágenes de gran tamaño es necesario 
realizar una implementación del BPT utilizando espacio de disco, a pesar del incremento en 
tiempo de proceso que puede conllevar. Este aspecto es aún más necesario si se plantea un 
modelo de caracterización de regiones más complejo, que aún incrementaría más el volumen 
de datos generados.
Respecto a la evaluación de los resultados, en el apartado 5.1 se han descrito una serie 
de  métricas  para  evaluar  de  forma  precisa  la  calidad  de  los  datos  filtrados  obtenidos  y 
cuantificar el error cometido. Estas medidas han resultado ser de gran ayuda a la hora de 
interpretar los resultados obtenidos por los distintos mecanismos de filtrado. Sin embargo, 
ninguna  medida  ha  resultado  ser  definitiva,  ya  que  ninguna  es  capaz  de  representar 
correctamente la calidad de filtrado que resulta intuitiva para el ojo humano, siendo necesaria 
siempre alguna interpretación visual y cualitativa de los resultados. Si se pudiera disponer de 
una medida capaz de plasmar estos aspectos correctamente, sería más sencillo el proceso de 
optimizar la gran cantidad de parámetros presentes en el proceso de filtrado mediante el BPT.
Finalmente, también cabe destacar que el BPT aporta gran cantidad de información 
muy valiosa referente a la estructura de la imagen. Esto lo hace muy apropiado para una gran 
variedad de aplicaciones SAR, aparte del filtrado, que en un futuro podrían ser desarrolladas. 
En el apartado 6.1 de este capítulo se ha mostrado algún ejemplo de aplicaciones que podría 
tener en el futuro.
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7. CONCLUSIONES
El  presente  proyecto  tenía  como  objetivo  principal  evaluar  el  uso  de  técnicas  de 
representación jerárquica basadas en árboles binarios de partición de la imagen o BPT para el 
filtrado de datos SAR polarimétricos. En esta evaluación se pretendía hacer una comparación 
con algunas técnicas como ejemplo del estado del arte, especialmente el filtrado Boxcar y el 
filtrado IDAN. El  IDAN había sido analizado en detalle por un proyecto final  de carrera 
anterior en el departamento [66]. Este proyecto demostró la utilidad del IDAN para el filtrado 
de datos SAR, pero se detectaron una serie de inconvenientes, principalmente la obtención de 
datos  sesgados,  que  imposibilitan  su  uso  para  la  mayoría  de  aplicaciones,  especialmente 
aquellas destinadas a la estimación cuantitativa de información geofísica o biofísica. Como 
existen algunas similitudes en el  planteamiento del IDAN y de la técnica propuesta en el 
presente proyecto, había especial interés en comprobar si también adolecía de los mismos 
defectos  que el  IDAN. Después de realizar  el  proyecto,  se puede concluir  que la  técnica 
basada  en  el  BPT es  capaz  de  obtener  muy  buenos  resultados,  que  en  algunos  aspectos 
superan  con  creces  a  las  técnicas  actuales  evaluadas.  Además,  después  de  un  análisis 
exhaustivo, véase el capítulo 5, se ha demostrado que no posee problemas de sesgo, lo que 
permite su amplia utilización para un gran abanico de aplicaciones PolSAR.
En primer lugar, ha sido necesario definir los elementos presentes en el proceso de 
construcción del árbol de particiones para el  caso de las imágenes SAR  polarimétricas. Se 
han definido una serie de funciones de similitud, que han demostrado ser capaces de guiar el 
proceso de construcción del BPT para obtener buenas representaciones de la estructura de la 
imagen. Se han desarrollado funciones que sólo utilizan los elementos de la diagonal de la 
matriz de covarianza o coherencia  y funciones que utilizan toda las información de estas 
matrices.  Dentro de las funciones de similitud sobre los elementos de la diagonal  se han 
distinguido tres grupos. En primer lugar están las funciones de similitud relativa normalizada, 
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que tienen una sensibilidad baja a los contornos y una tasa de falsas detecciones de contornos 
también muy baja. La sensibilidad a los contornos se puede aumentar en gran medida, como 
demuestran  las  funciones  de  similitud  relativa  no  normalizada,  pero  a  costa  de  aumentar 
también  considerablemente  la  tasa  de  falsas  detecciones.  Finalmente,  se  ha  definido  una 
función  de  similitud  logarítmica,  que se  sitúa  en  un término medio  entre  los  dos  grupos 
anteriores,  con  una  buena  sensibilidad  a  los  contornos  y  una  tasa  de  falsas  detecciones 
bastante baja,  siendo la que obtiene los mejores resultados en detección y localización de 
contornos. También se ha demostrado la capacidad del BPT de separar y detectar regiones 
utilizando los elementos de fuera de la diagonal de las matrices de covarianza, cuando se hace 
uso de las funciones de similitud que utilizan toda la información de la matriz. Este es un 
aspecto muy importante ya que, a día de hoy, existen muy pocas técnicas de filtrado capaces 
de explotar esta información. Dentro de este grupo de distancias se encuentran las Wishart, 
muy adaptadas al ruido speckle, y las Ward, más genéricas. Las Wishart funcionan mejor en 
los niveles más bajos del árbol, mientras que las Ward obtienen mejores resultados para los 
niveles superiores del BPT, al no depender tanto de la estadística del ruido.
En el  capítulo 4 se ha introducido el  mecanismo de poda sobre el  árbol,  a fin  de 
obtener una segmentación de la imagen en base a regiones homogéneas. Esta técnica facilita 
y mejora en gran medida el  proceso de filtrado de imágenes  SAR, ya que desacopla los 
parámetros de filtrado con la complejidad de la escena y el comportamiento de la función de 
similitud empleada y permite, a la vez, la obtención de regiones homogéneas de tamaños muy 
distintos. En este proyecto se han descrito dos criterios de homogeneidad bastante genéricos, 
basados en el error relativo cometido al representar una región por su modelo. También se ha 
apreciado como en el proceso de poda, una vez fijado el criterio de homogeneidad, aparecen 
varios  nodos  candidatos  para  la  poda,  lo  que  hace  necesario  definir  otro  criterio  para  la 
selección  de  candidatos.  De  todos  modos,  se  ha  observado  que  las  diferencias  entre  los 
distintos criterios de homogeneidad y de selección de candidatos son pequeñas, de forma que 
los resultados obtenidos no varían en gran medida.
Para evaluar los resultados de forma cuantitativa se han definido una serie de medidas 
de error que intentan reflejar la calidad del filtrado obtenido. Estas medidas han sido de gran 
utilidad para poder comparar los distintos resultados obtenidos y para ver el comportamiento 
de los distintos parámetros presentes en el proceso de filtrado. Sin embargo, se ha observado 
que ninguna de ellas es capaz de reflejar de forma definitiva la calidad obtenida, por lo que 
siempre ha sido necesaria una inspección cualitativa de los resultados. Al analizar el filtrado 
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basado  en  el  BPT  en  comparación  con  multilook e  IDAN,  los  resultados  son  muy 
prometedores, obteniendo mayor flexibilidad y calidad de filtrado que estas técnicas, como 
queda plasmado en el capítulo 5.
Finalmente, hay que destacar que esta técnica también tiene algunos inconvenientes. 
Para empezar hay una gran cantidad de parámetros que intervienen tanto en el proceso de 
construcción (filtrado inicial, función de similitud), como en el proceso de poda (criterio de 
homogeneidad, umbral de poda, criterio de selección de candidatos). No se ha podido fijar 
ninguno de ellos ya que su valor óptimo depende en gran medida de la imagen y la aplicación 
concretas. Por otro lado, el proceso de construcción y poda del BPT es bastante más complejo 
que el resto de técnicas analizadas, resultando en un tiempo de proceso mayor y, sobretodo, 
un gran consumo en espacio, ya que el árbol binario de particiones es una estructura de gran 
volumen,  con  un  tamaño  muy  superior  al  de  la  propia  imagen  SAR.  Sin  embargo,  esta 
estructura contiene gran cantidad de información relevante sobre la estructura de la imagen, 
siendo  la  pieza  clave  para  la  obtención  de  buenos  resultados  de  filtrado  en  el  presente 
proyecto y, en un futuro, podría ser de gran utilidad para una gran cantidad de aplicaciones 
SAR muy distintas, como se ha mostrado en el capítulo 6.
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ANEXO A: RESULTADOS DEL ANÁLISIS DE 
CONSTRUCCIÓN DEL BPT
En este anexo se presentan todas las gráficas correspondientes a los resultados del 
análisis de construcción del BPT para las distintas distancias.
219
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
220
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
221
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
222
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
A.1. DiagonalCVCRelDistance1
223
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
224
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
225
-2.5                                  0                        2.5
A.2. DiagonalCVCRelDistance2
226
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
227
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
228
-2.5                                  0                        2.5
A.3. DiagonalCVSimRelDist1
229
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
230
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
231
-2.5                                  0                        2.5
A.4. DiagonalCVSimRelDist2
232
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
233
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
234
-2.5                                  0                        2.5
A.5. DiagonalLogDistance
235
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
236
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
237
-2.5                                  0                        2.5
A.6. RevisedWishartDistance
238
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
239
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
240
-2.5                                  0                        2.5
A.7. Ward
241
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
242
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
243
-2.5                                  0                        2.5
A.8. WardRelativaNormalizada
244
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
245
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
50  45   40    35     30      25       20        15         10 9  8  7 6  5  4  3  2  1
246
-2.5                                  0                        2.5
8. BIBLIOGRAFÍA
[1] Biggs, N.; Lloyd, E. and Wilson, R. (1986). Graph Theory, 1736-1936. Oxford University 
Press.
[2] R.A. Brualdi. Introductory Combinatorics, Elsevier North- Holland, 1977. 
[3] P.R.  Kersten,  Jong-Sen Lee  and Thomas  L.  Ainsworth.  Unsupervised  Clasification of  
Polarimetric Synthetic Aperture Radar Images Using Fuzzy Clustering and EM Clustering,  
IEEE Transactions on geoscience and remote sensing, Vol. 43, No. 3, March 2005.
[4] K. Conradsen, A.A. Nielsen, J.  Schou and H. Skriver.  A Test Statistic in the Complex  
Wishart Distribution and Its Application to Change Detection in Polarimetric Sar Data, IEEE 
Transactions on geoscience and remote sensing, Vol. 41, No. 1, January 2005.
[5] J.S.  Lee,  M.  R.  Grunes,  T.L.  Ainsworth,  Li-Jen  Du,  D.L.  Schuler  and  S.R.  Cloude, 
Unsupervised  Classification  Using Polarimetric  Decomposition  and the  Complex  Wishart  
Classifier, IEEE Transactions on geoscience and remote sensing, Vol. 37, No. 5, September 
1999.
[6] T. Aluja, Hierarchical Clustering, DM Course, 03-Clustering, p17-21
[7] A.B. Carlson, Communication Systems. Third Edition, McGraw-Hill, Singapore, 1986. 
[8] G.L. Turin, “An introduction to digital matched filters”,  Proc. IEEE, vol. COM-30, pp. 
855-884, May 1976. 
[9] J.C.  Curlander  and  R.N.  McDonough,  Syntetic  Aperture  Radar:  Systems  and  Signal  
Processing, John Wiley & Sons, New York, 1991. 
[10] W.M. Brown, “Syntetic aperture radar”,  IEEE Trans. Aerospace Electron. Systems, vol. 
AES-3, no.2, pp.217-229, Mar. 1967. 
[11] C. Elachi, Spaceborne Radar Remote Sensing: Applications and Techniques, IEEE Press, 
New York, 1988. 
247
[12] W.G. Carrara, R.S. Goodman and R.M. Majewski, Spotlight Synthetic Aperture Radar:  
Signal Processing Algorithms, Artech House, Norwood, MA, 1995. 
[13] K.  Tomiyasu,  Conceptual  performance  of  a  satellite  borne,  wide  swath  synthetic  
aperture radar, IEEE Trans. Geosci. Remote Sensing, vol. GE-19, pp. 108-116, 1981. 
[14] M.I. Skolnik, Introduction to Radar Systems, McGraw-Hill, Singapore, 1981.
[15] A.  Cardama,  L.  Jofre,  J.M. Rius,  J.  Romeu and S.  Blanch,  Antenas,  Edicions  UPC, 
Barcelona, Spain, 1993. 
[16] F.T. Ulaby, R.K. Moore and A.K. Fung, Microwave Remote Sensing: Active and Passive,  
vol. II, Artech House, Norwood, MA, 1986. 
[17] G. Franceschetti and R. Lanari, Synthetic Aperture Radar Processing, CRC Press, Boca 
Ratón, Florida, 1999. 
[18] P. Salembier and L. Garrido,  Binary Partition Tree as an Efficient Representation for 
Image Processing,  Segmentation,  and Information Retrieval  ,  IEEE transactions on image 
processing, vol. 9, no. 4, April 2000.
[19] R. Touzi,  W.M. Boerner,  J.S.  Lee and E. Lueneburg, A review of polarimetry in the  
context  of  synthetic  aperture  radar:  concepts  ans  information  extraction,  Can.  J.  Remote 
Sensing, Vol. 30, No. 3, pp. 380-407, 2004.
[20] G.  Vasile,  E.  Trouvé,  J.S.  Lee  and  V.  Buzuloui,  Intensity-Driven  Adaptative-
Neighborhood Technique for Polarimetric and Interferometric SAR Parameters Estimation, 
IEEE Trans. Geosci. Remote Sensing, vol. 44, no. 6, June 2006.
[21] Z. Wang, A.C. Bovik, H.R. Sheikh and E.P. Simoncelli, Image Quality Assessment: From 
Error Visibility to Structural Similarity, IEEE Trans. Image Processing, vol. 13, no. 4, April 
2004.
[22] L. M. Novak, M. C. Burl, Optimal speckle reduction in polarimetric SAR imagery, IEEE 
Transactions on Aerospace and Electronic Systems, vol. 26, no. 2, pp. 293-305, Mar. 1990
[23] R.  Touzi,  A.  Lopes,  J.  Bruniquel  and  P.W.  Vachon,  Coherence  Estimation  for  SAR 
Imagery, IEEE Trans. Geosci. Remote Sensing, vol. 37, no. 1, January 1999.
[24] S.N. Madsen, Modelling, Analysis and Applications Related to Synthetic Aperture Radar  
Data, Ph.D. Thesis, Technical University of Denmark, Nov. 1986. 
[25] F.K. Li and R.M. Goldstein, Studies of multibaseline spaceborn interferometric synthetic  
248
aperture radars, IEEE Trans. Geosci. Remote Sensing, vol. 28, no. 1, pp. 88-97, Jan. 1990. 
[26] P. Beckmann and A. Spizzichino, The Scattering of Electromagnetic Waves from Rough  
Surfaces, Artech House, Norwood, MA, 1987. 
[27] J.A. Ogilvy,  Theory of  Wave Scattering from Random Rough Surfaces,  Adam Hilger, 
New York, 1991. 
[28] J.W. Goodman, Statistical Optics, John Wiley & Sons, New York, 1984.
[29] W.H. McCrea and F.J.W. Whipple,  Random paths in two and three dimensions, Proc. 
Roy. Soc. Edinburgh, vol. 60, pp. 281-298, 1940. 
[30] J.L. Doob, L.S. Ornstein, G.E. Uhlenbeck, S.O. Rice, M. Kac and S. Chandrasekhar, 
Selected Papers on Noise and Stochastic Processes, Dover Publications, New York, 1954. 
[31] J.W. Goodman, Some fundamental properties of speckle, J. Opt. Soc. Amer., vol. 66, no. 
11, pp. 1145-1149, Nov. 1976. 
[32] A. Papoulis,  Probability,  Random Variables and Stochastic Processes,  McGraw- Hill, 
1984. 
[33] C.  Oliver  and  S.  Quegan,  Understanding  Synthetic  Aperture  Radar  Images,  Artech 
House, Boston, USA, 1998. 
[34] J.S. Lee, Speckle analysis and smoothing of synthetic aperture radar images, Computer 
graphics and image processing, vol. 17, pp. 24-32, 1981. 
[35] A. Lopes, R. Touzi and E. Nezry, Adaptive speckle filters and scene heterogeneity, IEEE 
Trans. Geosci. Remote Sensing, vol. 28, no. 6, pp. 992-1000, Nov. 1990. 
[36] W.M. Boerner, Optimal polarization concept in radar imaging, in Proc. ESA- EARSeL 
Workshop. ESA, 1981. 
[37] C.A. Balanis, Advanced Engineering Electromagnetics, John Wiley & Sons, New York, 
1989. 
[38] J.D. Jackson, Electrodinámica Clásica, Alhambra S.A., Madrid, Spain, 1966.
[39] IEEE standard number 145-1983, IEEE Trans. Antennas and Propagation, vol. AP-31, 
no. 6, Nov. 1983. 
[40] Federico Dios et al., Campos Electromagnéticos, Edicions UPC, Barcelona, 1998.
[41] H.C. Van de Hulst, Light Scattering by Small Particles, Dover, New York, 1981.
249
[42] R.M.A.  Azzam  and  N.  M.  Bashara,  Ellipsometry  and  Polarized  Light,  Elsevier 
Science, Amsterdam, 1987. 
[43] G. Sinclair,  The transmission and reception of elliptically polarized waves, Proc. IRE, 
vol. 38, pp. 148-151, 1950. 
[44] E. M. Kennaugh, Effects of the type of polarization on echo characteristics, Tech. Rep., 
Antenna Laboratory, Ohio State university, 1951. Report 389-9. 
[45] F.T. Ulaby and C. Elachi, Radar Polarimetry for Geoscience Applications, Artech House, 
Norwood, MA, 1990. 
[46] L. Tsang, J.A. Kong and R.T. Shin,  Theory of Microwave Remote Sensing, Wiley and 
Sons., New York, 1985. 
[47] J.S.  Lee,  K.W.  Hoppe  and  S.A.  Mango,  Intensity  and  phase  statistics  of  multilook  
polarimetric and interferometric SAR imagery, IEEE Trans. Goesci. Remote Sensing, vol. 32, 
no. 5, pp. 1017-1027, Sept. 1994. 
[48] R.J.A. Tough, D. Blacknell and S. Quegan, A statistical description of polarimetric and 
interferometric synthetic aperture radar data, Proc. R. Soc. Lond. A, pp. 567-589, 1995. 
[49] I.R. Joughin,  D.P.  Winebrenner and D. B. Percival,  Probability  density functions for  
multilook polarimetric signatures, IEEE Trans. Geosci. Remote Sensing, vol. 32, no. 3, pp. 
562-574, May 1994. 
[50] A.H.  Nuttall,  High-order  covariance  functions  for  complex  gaussian  processes,  IRE 
Trans. on Information Theory, pp. 255-256, Apr. 1962. 
[51] I.S.  Reed,  On  a  moment  theorem  for  complex  gaussian  processes,  IRE  Trans.  on 
Information Theory, pp. 194-195, Apr. 1962. 
[52] S.R.  Cloude  and  E.  Pottier,  A  review  of  target  decomposition  theorems  in  radar  
polarimetry, IEEE Trans. Geosci. Remote Sensing, vol. 34, no. 2, pp. 498-518, Mar. 1996. 
[53] N.R. Goodman,  Statistical analysis based on a certain multivariate complex gaussian  
distribution (an introduction), Ann. Mathemat. Statist., vol. 34, pp. 152- 177, 1963. 
[54] C. López-Martínez, Multidimensional Speckle Noise, Modelling and Filtering Related To  
SAR Data, Ph.D. Thesis, Technical University of Catalonia, Barcelona, June 2003.
[55] J.S. Lee, K P. Papathanassiou, T.L. Alinsworth, M.R. Grunes and A. Reigber,  A new 
technique  for  noise  filtering  of  SAR  interferometric  phase  images,  IEEE  Trans.  Geosci. 
250
Remote Sensing, vol. 36, no. 5, pp. 1456-1465, Sept. 1998 
[56] J.S.  Lee,  T.L.  Ainsworth,  M.R.  Grunes  and  R.M.  Goldstein,  Noise  filtering 
interferometric SAR images in SPIE European Symposium, Rome, Italy, Sept. 1994, pp. 735-
742. 
[57] J.R. Huynen, Measurement of the target scattering matrix, Proc. IEEE, vol. 53, no. 8, pp. 
936-946, Aug. 1965. 
[58] E. Krogager,  New decomposition of the radar target scattering matrix, Electron. Lett., 
vol. 26, no. 18, pp. 1525-1527, 1990. 
[59] W.L.  Cameron  and  L.K.  Leung,  Feature  motivated  polarization  scattering  matrix  
decomposition, in Proc. IEEE Radar Conf., Arlington, VA, USA, 1990, pp.549- 557. 
[60] A. Freeman and S.L. Durden, A three-component scattering model for polarimetric SAR 
data, IEEE Trans. Geosci. Remote Sens., vol. 36, no. 3, pp. 963- 973, May 1998. 
[61] R. Touzi,  Target scattering decomposition of one-look and multilok SAR data using a 
new coherent scattering model: The TSVM, in Proc. IEE Int. Geosci. Remote Sens. Symp., 
vol. IV, 2004, pp. 2491-2494. 
[62] S.R. Cloude and E. Pottier, An entropy based classification scheme for land applications  
of polarimetric SAR, IEEE Trans. Geosci. Remote Sens., vol. 35, no. 1, pp.68-78, Jan. 1997. 
[63] J.S.  Lee,  M.R.  Grunes  and  G.  Grandi,  Polarimetric  SAR  speckle  filtering  and  its  
implication for classification, IEEE Trans. Geosci. Remote Sens., vol. 37, no. 5, pp. 2363-
2373, Sept. 1999. 
[64] R. Gordon and R.M. Rangayyan, Feature enhancement of film mamograms using fixed  
and adaptive neighborhoods, Appl. Opt., vol. 23, no. 4, pp. 560-564, Feb. 1984. 
[65] J.S.  Lee,  Digital  noise  smoothing  and the  sigma filter,  Comput.  Vis.,  Graph.  Image 
Process., vol. 21, pp. 255-269, 1983.
[66] D. Gonzalez-Asensio, Análisis de técnicas basadas en crecimiento de regiones aplicadas  
a datos SAR multidimensionales, PFC, Universitat Politècnica de Catalunya, Barcelona, 2008.
[67] R. J. A. Tough, D. Blacknell and S. Quegan,  A Statistical Description of Polarimetric  
and Interferometric Synthetic Aperture Radar Data, Proc. R. Soc. Lond. A, pp. 567-589, 1995
251
