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L’époque où seuls une souris et un clavier nous permettaient d’interagir avec un ordinateur
semble aujourd’hui révolue. De nombreux et innovants modes d’interactions entre l’Homme et
l’ordinateur se sont rapidement développés, se fondant ainsi dans notre vie de tous les jours
(sélection tactile d’item, reconnaissance vocale, ...). Au cours des dernières décennies, le déve-
loppement d’interfaces Homme-Ordinateur (IHO) s’est imposé comme un domaine de recherche
porteur, attirant une communauté de chercheurs toujours plus nombreux. Parmi les interfaces
Homme-Ordinateur, les interfaces les plus ambitieuses sont les Interfaces Cerveau-Ordinateur
(BCI pour Brain Computeur Interface). L’objectif de ces interfaces est de permettre à un indi-
vidu d’interagir avec un système artificiel par le seul biais de son activité électrique cérébrale.
D’abord conçues avec une visée médicale (restauration de fonctions motrices [15] [16] ou de
fonctions de communication [9] par exemple), ces interfaces ont été adaptées au grand pu-
blic au moyen d’applications ludiques (visite virtuelle de musée [17], contrôle de jeux vidéos
[11] [18], ...). L’approche la plus courante pour concevoir une interface Cerveau-Ordinateur est
d’analyser, classer et interpréter des signaux recueillis par électroencéphalographie (EEG) afin
d’agir sur un ordinateur. Ces interfaces profitent ainsi du caractère non invasif et portatif de
l’électroencéphalographie, de son coût relativement faible et de sa résolution temporelle extrê-
mement précise.
L’électroencéphalographie désigne la mesure de l’activité cérébrale à l’aide de capteurs (élec-
trodes) positionnés sur le scalp. Depuis sa première utilisation en 1929, l’usage de l’électroen-
céphalographie s’est largement répandu afin d’établir des relations entre les enregistrements et
le fonctionnement cérébral et/ou le comportement des individus. Initialement, l’un des objec-
tifs de ces recherches consistait à caractériser les enregistrements cérébraux propres à certaines
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pathologies. C’est ainsi qu’à partir de 1950, l’électroencéphalographie s’est imposée comme un
examen incontournable pour le diagnostic de l’épilepsie.
Depuis le début des années 1990, l’analyse des rythmes oscillatoires de l’électrogénèse cor-
ticale, un temps délaissée, connait un regain d’intérêt pour appréhender les états mentaux des
individus et, notamment, pour mieux cerner l’état fonctionnel du cerveau et ses corrélations
avec le niveau de vigilance ainsi que l’état émotionnel de l’individu dans un contexte donné.
Dans ce cadre, de nombreux chercheurs se sont attachés à établir des liens entre les enregistre-
ments électroencéphalographiques et l’état d’un sujet ([19], [20], [21]).
Contexte général du travail
Les travaux réalisés au cours de cette thèse s’inscrivent dans le cadre d’un projet plus large.
Ce dernier vise à créer une interface Cerveau-Ordinateur permettant de modifier l’état de vigi-
lance d’un individu à l’aide de stimuli musicaux générés en temps réel. Ces stimuli sont adaptés
à l’état de vigilance de l’individu qui doit être déduit automatiquement et en temps réel à
partir de l’étude du signal électroencéphalographique recueilli. L’objectif est ainsi de pouvoir
amener une personne vers un état psyscho-physiologique cible (état de vigilance haute ou basse
en fonction de l’objectif fixé) à partir de musiques synthétisées en temps réel et personnalisées.
La partie centrale de cette interface consiste en l’obtention de la mesure de l’état de vigi-
lance. C’est autour de la résolution de ce problème que vont s’articuler les travaux réalisés dans
le cadre de cette thèse. Dans ce but, une expérience a été réalisée pour recueillir des données
électroencéphalographiques permettant de spécifier ces deux états de vigilance. L’analyse de ce
jeu de données va permettre d’en apprécier la qualité prédictive et de construire un modèle de
prédiction de l’état de vigilance.
Contributions
Les principales contributions proposées dans ces travaux s’articulent autour de deux axes
majeurs : l’extraction de caractéristiques dans les signaux électroencéphalographiques et la sé-
lection d’électrodes pour la construction des modèles de classification.
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Lorsque le signal électroencéphalographique est utilisé pour concevoir une interface Cerveau-
Ordinateur, une étape consiste à extraire des caractéristiques, à partir de ce signal, afin de
simplifier la tâche de classification. Dans ce travail, une approche fondée sur le calcul par
décomposition en ondelettes discrète des énergies du signal électroencéphalographique dans
certaines fréquences est proposée. Dans un premier temps, une régression linéaire est calculée
sur les énergies de la bande de fréquences associée à l’apparition des ondes α, connues dans la
littérature du domaine pour être spécifiques à l’état de veille passive. Dans un second temps,
la plage de fréquences, sur laquelle la régression est calculée, est optimisée par un algorithme
génétique. Celui-ci est également utilisé afin de sélectionner une unique électrode. Le couple
électrode/plage de fréquences permet ainsi d’obtenir une caractéristique. Le critère optimisé
dans l’algorithme génétique est fondé sur une mesure de la qualité de la prédiction obtenue en
utilisant une méthode de classification sur les caractéristiques extraites.
Dans la suite des travaux réalisés, la méthode du Common Spatial Pattern (CSP) a été
utilisée. Cette méthode permet de créer des signaux synthétiques par combinaison linéaire des
variables initiales. L’extraction de caractéristiques est alors réalisée en considérant la variance
de ces signaux synthétiques (transformation « log-var »). Dans une première approche, cette
méthode d’extraction de caractéristiques est couplée à un algorithme génétique afin de sélec-
tionner un sous-ensemble de variables. Des méthodes de recherche séquentielle sont également
proposées afin de sélectionner un groupe de variables.
Une seconde approche est ensuite développée consistant à éliminer directement des variables
lors du calcul des filtres spatiaux par la méthode du common spatial pattern en introduisant
une contrainte dans son problème d’optimisation. Cette approche a abouti à l’obtention d’une
méthode du common spatial pattern dite parcimonieuse.
Plan de la thèse
Le Chapitre I retrace le parcours de l’influx nerveux, de sa naissance à son recueil. Il contient
une synthèse bibliographique concernant les méthodes de recueil de l’activité cérébrale. Une at-
tention particulière est portée sur l’électroencéphalographie, méthode centrale de ces travaux
de thèse. Ce chapitre introduit également les interfaces Homme-Ordinateur fondée sur l’utilisa-
tion du signal électroencéphalographique en présentant une synthèse bibliographique de leurs
principales applications.
Le Chapitre II est consacré à la présentation du protocole expérimental utilisé au cours de
cette étude afin de recueillir les signaux d’électroencéphalographie. Les principales étapes de
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ce protocole ainsi que la procédure de validation des données feront l’objet d’une description
détaillée.
Le Chapitre III va permettre de se familiariser avec les concepts d’extraction de caracté-
ristiques et de classification des signaux électroencéphalographiques. Dans une dernière partie,
les méthodes de sélection de caractéristiques et/ou d’électrodes ayant été utilisées dans des
interfaces Cerveau-Ordinateur fondées sur l’électroencéphalographie sont présentées. Ce cha-
pitre permet de poser les bases des principales méthodes qui seront exploitées au cours de ces
travaux. À l’aide de cette synthèse des recherches dans le domaine, les principaux apports de
ces travaux, comparativement à ceux qui ont déjà été menés, sont soulignés.
Le Chapitre IV présente une approche d’extraction de caractéristiques qui s’appuie sur une
décomposition en ondelettes discrète du signal électroencéphalographique et sur le calcul des
énergies. Une régression linéaire des énergies calculées pour les fréquences correspondant aux
ondes α est réalisée. Un algorithme génétique est également utilisé afin d’optimiser la sélection
d’une électrode et d’une bande de fréquences sur laquelle la régression est réalisée.
Le Chapitre V propose une approche qui vise à sélectionner un sous-ensemble d’électrodes
par algorithme génétique. La méthode d’évaluation de cet algorithme génétique est fondée sur
l’obtention de signaux synthétiques par common spatial pattern et transformation « log-var »
et sur la classification de ces derniers par une analyse linéaire discriminante. Dans ce même
chapitre, une autre approche fondée sur la combinaison d’une méthode de recherche séquen-
tielle (de type sequential forward search ou sequential backward search) avec une évaluation
identique à celle utilisée dans l’algorithme génétique est présentée. Les différentes approches
développées sont ensuite comparées sur la base de leurs résultats de classification et sur leurs
coûts computationnels respectifs.
Le Chapitre VI propose un algorithme de common spatial pattern parcimonieux fondé sur
l’utilisation des travaux existants portant sur l’analyse en composantes principales parcimo-
nieuse. Cet algorithme, par le biais d’une pénalisation introduite dans le problème d’optimisa-
tion, permet d’annuler le poids de certaines variables et ainsi éliminer ces dernières.
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I.1 Structure cérébrale
Le cerveau est l’organe central de notre système nerveux. Il est sans doute l’organe le
plus complexe et le plus étudié du corps humain. Il est composé de cellules nerveuses qui
communiquent entre elles : les neurones. L’étude de son fonctionnement a donné naissance aux
Neurosciences.
1 Structure cérébrale
Le cerveau est composé de deux hémisphères quasi symétriques (droit et gauche) séparés
par la fissure inter-hémisphérique (voir Figure I.1(a)). Globalement, l’hémisphère droit contrôle
le côté gauche du corps et inversement. Le cortex cérébral est composé, tout comme la mœlle
épinière ou les noyaux sous corticaux, d’une matière organique appelée substance grise qui
constitue la couche externe du cerveau, recouvrant les deux hémisphères cérébraux. Chaque
hémisphère est lui même divisé en quatre parties (voir Figure I.1(b)), appelées lobes cérébraux,
impliqués dans différentes fonctions :
– Les lobes frontaux : situés à l’avant du cerveau, ils sont impliqués dans la motricité, la
production du langage, le raisonnement (résolution de problèmes, organisation), certains
aspects de la personnalité et des fonctions dites « exécutives » (prise de décision, jugement,
...).
– Les lobes pariétaux : localisés derrière les lobes frontaux, ils sont dévolus au contrôle du
langage (lecture, écriture, compréhension), au calcul et au traitement des informations
sensorielles, notamment tactiles (reconnaissance de textures, formes, tailles, ...).
– Les lobes temporaux : situés sous les lobes frontaux et pariétaux, ils interviennent dans
la mémoire (visuelle pour le lobe droit et verbale pour le lobe gauche), le repérage dans
l’espace, et les émotions.
– Les lobes occipitaux : localisés à l’arrière du cerveau, ils supportent essentiellement les
fonctions visuelles (reconnaissance des formes, couleurs et autres signaux visuels).
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(b) Visualisation des différents
lobes cérébraux.
Figure I.1 – Représentation des deux hémisphères du cerveau et des différents lobes qui les composent.
D’après [1].
2 Genèse de l’activité électromagnétique cérébrale
2.1 Les neurones
Le cerveau humain est composé d’environ 100 milliards de petites cellules excitables ap-
pelées neurones. Le neurone constitue l’unité fonctionnelle élémentaire du système nerveux. Il
est en charge du traitement et de la diffusion de l’information. Sa structure particulière lui
permet d’acheminer un signal bioélectrique appelé influx nerveux et d’établir des connexions
avec d’autres neurones. Ces connexions permettent la transmission du message d’un neurone à
l’autre grâce à des messagers chimiques : les neurotransmetteurs.
2.2 Structure du neurone
Le neurone est une cellule nerveuse dont la structure, représentée en Figure I.2, est compo-
sée :
– du soma qui est le corps du neurone, contenant le noyau. Il a pour rôle de synthétiser les
composants chimiques nécessaires à son fonctionnement ;
– d’un axone qui est un prolongement du soma et qui se termine par des ramifications
permettant de lier le neurone à d’autres neurones au moyen d’une jonction particulière
appelée synapse ;
– des dendrites qui sont des prolongements généralement plus courts du soma. Ils sont
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souvent très nombreux et permettent de récolter un nombre important d’informations
provenant d’une multitude d’autres neurones.
Figure I.2 – Schéma représentant la structure d’un neurone. Crédits : Chantal Proulx
2.3 Origine de l’influx nerveux
Lorsqu’une stimulation d’une intensité suffisamment importante intervient à l’intérieur ou
à l’extérieur du corps humain, celle-ci est détectée à l’aide de capteurs, constitués de neurones
sensitifs, appelés « récepteurs ». Cette stimulation peut être de nature mécanique, chimique
ou encore thermique. Le récepteur va alors coder le stimulus détecté sous forme d’un train
d’impulsions électriques appelées potentiels d’actions (ou influx nerveux). L’intensité de la
stimulation du neurone est codée en fréquence de potentiels d’actions.
2.4 Transmission de l’influx nerveux
Une fois créé, l’influx nerveux est transmis de neurone en neurone. L’influx nerveux a un
sens de parcours prédéfini au sein du neurone. Un neurone reçoit les messages en provenance
d’autres neurones au niveau de ses dendrites. Un signal généré dans le soma parcourt ensuite
l’axone avant d’être transmis à d’autres neurones par le biais des connexions synaptiques. Ainsi,
le fonctionnement cérébral repose sur des transmissions d’impulsions électriques qui permettent
de véhiculer l’information. Les synapses et leurs messagers biochimiques jouent aussi un rôle
essentiel dans la transmission du message nerveux.
La synapse est la zone d’interface entre deux neurones. Chaque neurone possède de 1 à
100 000 (en moyenne 10 000) synapses, lui permettant autant de connexions avec d’autres
neurones. Ces zones d’interface sont composées d’un élément pré-synaptique localisé sur l’axone
du neurone parcouru par le train de potentiels d’actions (neurone 1), d’une fente synaptique
séparant les deux neurones et d’un élément post-synaptique positionné sur un dendrite du
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neurone qui va recevoir le message nerveux (neurone 2). Il existe deux types de synapses :
les synapses électriques (peu courantes chez l’être humain) et les synapses chimiques. Seul
le fonctionnement des synapses chimiques est détaillé ici. Le fonctionnement d’une synapse











Terminaison du neurone présynaptique
Neurone postsynaptique
Figure I.3 – Représentation du fonctionnement d’une synapse chimique.
Les éléments pré et post-synaptiques ont la forme de boutons. Lorsque l’influx nerveux
arrive au bouton pré-synaptique, il déclenche la libération de molécules chimiques dans la fente
synaptique : les neurotransmetteurs. La fréquence des potentiels d’action est alors codée en
concentration de neurotransmetteurs. Ce neurotransmetteur traverse la fente synaptique et est
alors détecté par l’élément post-synaptique à l’aide de récepteurs membranaires. Selon la nature
du neurotransmetteur pré-synaptique, le neurone 2 va alors être soit excité, soit inhibé. S’il est
excité, il va déclencher à son tour un train de potentiels d’actions identique à celui provenant
du neurone 1. S’il est inhibé, il va produire un train de potentiels d’actions identique d’intensité
moins importante que celui du neurone 1.
Ainsi, l’activité électromagnétique cérébrale enregistrée en surface est la résultante des com-
munications entre neurones. Afin que celle-ci puisse être décelée au niveau du scalp d’un indi-
vidu, il faut qu’un grand nombre de neurones soient excités simultanément.
10
I.3 Les différentes méthodes d’acquisition de l’activité cérébrale
3 Les différentes méthodes d’acquisition de l’activité cé-
rébrale
Il existe de nombreuses méthodes permettant le recueil de l’activité cérébrale qui diffèrent en
fonction de leur résolution spatiale, temporelle, de leur coût ou encore de leur degré d’invasivité.
Les principales méthodes d’acquisition qui vont être présentées seront classées en méthodes
non invasives ou méthodes invasives.
3.1 Les méthodes non invasives
Ces méthodes d’acquisition sont privilégiées pour le recueil de l’activité cérébrale. Elles sont
indolores et n’entraînent tout au plus qu’une gêne provisoire du sujet durant le recueil. Dans
les prochaines sections, l’électro-encéphalographie, la magnéto-encéphalographie, l’imagerie par
résonance magnétique et la tomographie par émission de positons vont être présentées. Parmi
ces méthodes, que nous allons présenter ci-après, l’électro-encéphalographie fera l’objet d’un
développement plus important car c’est la méthode d’acquisition qui a été utilisée pour recueillir
l’activité cérébrale dans le cadre de ce travail.
3.1.1 L’électro-encéphalographie (EEG)
L’électro-encéphalographie est la méthode la plus courante pour le recueil de l’activité élec-
trique cérébrale est l’électro-encéphalographie. En 1929, le physiologiste allemand Hans Berger
a été le premier à enregistrer un signal électrique provenant de l’activité cérébrale à partir
d’électrodes placées sur le scalp. L’activité électrique cérébrale capturée par EEG est représen-
tée sous forme d’un tracé appelé électroencéphalogramme. Un exemple de tracé, recueilli au
cours de ces travaux chez un individu sain, est montré en Figure I.4.
Depuis, l’électroencéphalogramme (EEG) a été largement étudié afin d’établir des liens
entre ces enregistrements et le fonctionnement cérébral et/ou le comportement des individus.
Un intérêt particulier a rapidement porté sur le fait de pouvoir caractériser les enregistrements
cérébraux propres à certaines pathologies. C’est ainsi qu’à partir de 1950, l’électroencéphalo-
graphie est devenue un examen incontournable pour le diagnostic de l’épilepsie.
L’EEG permet de capter le champ électrique résultant de l’activité neuronale globale. La
principale limite de l’EEG réside dans le fait que des électrodes placées sur le scalp ne per-
mettent pas d’obtenir une très bonne résolution spatiale. En effet, elles ne donnent que peu
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Figure I.4 – Electroencéphalogramme d’un sujet sain, acquis par 58 électrodes positionnées selon le
système international 10/10 [2].
d’indications sur la localisation et la distance de la ou des source(s) d’activité. Il est ainsi
difficile d’identifier finement les zones cérébrales activées à un instant t, du fait notamment
de l’hétérogénéité des milieux traversés par les champs électriques dans la boîte crânienne et
des orientations diverses des dipôles électriques constitués par les populations neuronales ac-
tives. Ainsi, la cartographie de surface, en 2D, de l’activité intracrânienne recueillie en EEG
ne permet pas de reconstruire un modèle 3D fiable des activations cérébrales générées à un
moment donné. Néanmoins, l’EEG reste une méthode très utilisée du fait de son coût faible,
d’une résolution temporelle extrêmement précise, de l’ordre de la milliseconde, ainsi que pour
des raisons pratiques car elle est portative et non-invasive. Il faut cependant noter que certains
travaux visent à pallier le manque de résolution spatiale [22], [23], [24]. Par ailleurs, le couplage
de l’EEG et de la MEG (pour Magnétoencéphalographie, plus récente et bien plus coûteuse)
a été développé. La méthode MEG repose sur l’enregistrement des champs magnétiques émis
par l’activité cérébrale (voir Section 3.1.2). En effet, champs électriques et champs magnétiques
étant orthogonaux, ils permettent donc, par croisement, d’obtenir une position dans l’espace.
Dans les prochains paragraphes, le positionnement des électrodes en EEG, les différents
montages et artéfacts existants ainsi que le matériel d’acquisition vont être présentés.
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3.1.1.1 Positionnement des électrodes
Le signal EEG est recueilli à l’aide d’électrodes positionnées sur le scalp. Suivant les be-
soins et la précision que l’on souhaite obtenir, le nombre d’électrodes peut varier d’une dizaine
d’électrodes à plusieurs centaines. Elles sont placées sur le scalp selon des règles de position-
nement répondant à une nomenclature standard. Le système international 10/20 a été proposé
par Jasper en 1958 [3] et a couramment été adopté dans les travaux qui ont suivis. Ce système
définit les positions de 21 électrodes, standardisation permettant la comparaison simple des
travaux fondés sur le recueil de signaux EEG dans différents laboratoires. Au cours du temps,
les méthodes d’analyse des signaux EEG se perfectionnant, le nombre d’électrodes utilisées a
augmenté et des systèmes de positionnements et de nomenclatures étendus ont vu le jour (sys-
tème 10/10 [2] pour un maximum de 81 électrodes, système 10/5 [4] pouvant aller jusqu’à 345
électrodes). Une représentation des trois systèmes de positionnements est proposée en Figure
I.5.
Figure I.5 – Représentation des systèmes internationaux de positionnements d’électrodes pour la capture
de signaux EEG. Positions des électrodes dans les systèmes respectifs 10/20 (cercles noirs) [3] ; 10/10 (ajout
des cercles gris) [2] et 10/5 (ajout des cercles blancs) [4]. D’après [4].
Dans ces systèmes, la nomenclature des électrodes est composée d’une ou plusieurs lettres et
d’un nombre. Les lettres correspondent à la zone corticale au dessus de laquelle l’électrode est
positionnée (F, T, C, P et O désignant respectivement les zones Frontale, Temporale, Centrale,
Pariétale et Occipitale) et les chiffres en indice caractérisent plus finement le positionnement
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du centre vers la périphérie (les chiffres pairs désignant les électrodes positionnées au-dessus
de l’hémisphère droit et les impairs celles au-dessus de l’hémisphère gauche). Les électrodes
portant l’indice ’z’ sont positionnées sur la ligne médiane « inion-nasion », du nez à l’arrière de
la tête.
3.1.1.2 Artéfacts
Les signaux EEG qui sont enregistrés à la surface du scalp sont relativement faibles (de
l’ordre de quelques µV ) et sont donc sensibles à des perturbations qui viennent se superposer
au signal d’origine. Ces perturbations, appelées artéfacts, peuvent être de deux types : induites
par le sujet (physiologiques) ou par l’environnement (extra-physiologiques). Les principaux
artéfacts de l’EEG vont être détaillés dans les prochains paragraphes.
Les artéfacts musculaires : Les neurones cérébraux ne sont pas les seules cellules du
corps à avoir une activité bioélectrique. En effet, les muscles du corps, lors de leurs contrac-
tions, produisent également une activité électrique. La technique permettant d’enregistrer l’ac-
tivité électrique musculaire est l’électromyographie (EMG). Le type d’électromyogramme le
plus connu est l’électrocardiogramme, décrivant l’activité du muscle cardiaque. Les artéfacts
musculaires de l’EEG sont d’autant plus importants que l’amplitude du mouvement est grande
ou que les muscles impliqués sont proches du scalp. Le signal électrique musculaire étant d’am-
plitude bien plus importante que le signal électrique cérébral, ces artéfacts couvrent totalement
le signal provenant de l’activité neuronale. C’est pourquoi de nombreux travaux ont été consa-
crés à leur détection et leur élimination automatique du signal EEG impacté [25], [26], [27]. Un
exemple d’artéfact musculaire contaminant un signal EEG est représenté en Figure I.6
Les artéfacts oculaires : Il s’agit d’artéfacts EMG particulièrement gênants lors d’ac-
quisition EEG. Ils ont deux causes distinctes : les clignements des paupières et les saccades
(mouvements) oculaires. Les clignements perturbent localement le signal par l’apparition d’un
pic, surtout visible sur les électrodes préfrontales et frontales. Les saccades oculaires appa-
raissent quant à elles lorsque le sujet change la position de son regard. Ces mouvements sont
plus compliqués à détecter et à éliminer de l’EEG car ils forment des perturbations plus aléa-
toires (signaux carrés, dérives lentes du signal,...). Afin de se prémunir contre ces artéfacts,
il est d’usage d’enregistrer, en complément de l’électroencéphalogramme, l’EMG oculaire, que
l’on nomme Électrooculogramme (EOG). Les signaux EOG sont recueillis à l’aide d’électrodes
placées sur les orbites, en général en dessous (pour les mouvements verticaux, dont les cligne-
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Artéfact musculaire
Figure I.6 – Représentation d’un artéfact musculaire contaminant l’électroencéphalogramme d’un sujet
sain enregistré à l’aide de 58 électrodes placées selon le système international 10/10. La partie encadrée en
bleu correspond au bruit généré par un artéfact musculaire.
ments) et sur le côté extérieur (pour les mouvements horizontaux comme les saccades) de l’œil.
On calcule alors la différence des deux signaux obtenus. Lorsqu’aucun artéfact n’intervient, le
tracé obtenu est plat. Lorsqu’un clignement intervient, il se traduit par un pic de forte am-
plitude sur le tracé. Lorsqu’il s’agit d’une saccade oculaire, un signal créneau est obtenu. Un
exemple des deux types d’artéfacts oculaires est donné en Figure I.7.
Artéfact secteur : Il s’agit d’un artéfact lié à l’environnement. Il est généré par le courant
secteur qui alimente les ordinateurs, haut parleurs, ou autres appareils électriques branchés
dans la salle d’enregistrement. Ce courant parasite les enregistrements EEG en introduisant
des signaux d’une fréquence fixe (généralement 50 Hz). Il est donc important de protéger les
connectiques permettant l’acquisition de données EEG afin d’éviter de récupérer cet artéfact
dans les enregistrements EEG. Dans ce but, l’enregistrement se déroule parfois dans un local
expérimental où matériel d’acquisition et participant sont placés dans une cage de Faraday
[28]. Lorsque les fréquences supérieures à 50 Hz ne présentent pas d’intérêt pour l’étude, ces
artéfacts sont facilement éliminés à l’aide d’un filtrage passe bas.
3.1.1.3 Montage
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Clignement d'œil  
Saccade oculaire
 
Figure I.7 – Représentation de l’électroencéphalogramme d’un sujet sain enregistré à l’aide de 58 élec-
trodes placées selon le système international 10/10 lors de l’apparition d’un clignement (entouré en trait
plein bleu) et d’une saccade oculaire (entourée en trait pointillé rouge). Le troisième tracé en partant du
bas correspond au tracé d’EOG.
Le signal EEG est une différence de potentiel électrique (ddp). Une électrode seule ne
donnant qu’un potentiel électrique, il faut coupler plusieurs électrodes afin d’obtenir une ddp.
La manière de coupler les électrodes est appelée montage. Il existe de nombreux montages tels
que le montage référentiel, le bipolaire ou encore le référence moyen. Il existe d’autres types
de montage, tels que le montage Laplacien, qui ne seront pas discutés ici car ils sont beaucoup
moins couramment utilisés.
Le montage référentiel : Dans ce montage, chaque électrode placée sur le scalp est
couplée avec une électrode (ou plusieurs) dite(s) de référence afin d’obtenir une ddp. Les élec-
trodes du scalp sont alors dites actives. Il existe de nombreuses façons de choisir l’électrode de
référence. L’idéal est d’en choisir une dont le potentiel est le plus proche de 0 possible afin que
la ddp obtenue corresponde uniquement au signal enregistré sous l’électrode active. Ainsi, il
faut absolument éviter de choisir une électrode du scalp comme référence car celle-ci recueille
un potentiel électrique correspondant à l’activité neuronale. De fait, il est courant de choisir
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une électrode placée sur le corps à bonne distance du scalp (appelée alors extra-céphalique)
mais cette option présente l’inconvénient de la sensibilité aux émissions électriques issues de
l’activité du muscle cardiaque.
Lorsque l’électrode de référence est placée sur la tête du sujet (alors dite céphalique), les
emplacements privilégiées sont le bout du menton, le nez, les lobes des deux oreilles ou encore les
os mastoïdes. Dans les deux derniers cas, deux électrodes sont utilisées. Le signal de référence est
obtenu en réalisant la moyenne des signaux des deux électrodes. L’avantage de ces deux derniers
emplacements est que la valeur de référence ainsi calculée simule l’activité d’une électrode de
référence virtuelle qui se situerait au centre de la boîte crânienne, donc à équidistance de toutes
les autres électrodes du scalp. Ainsi, aucune zone cérébrale n’est privilégiée par rapport aux
autres. De plus, les os mastoïdes, situés derrière les oreilles, sont des emplacements pertinents
d’une électrode de référence en raison de leur épaisseur importante qui permet de stopper la
grande majorité de l’activité électrique cérébrale.
Le montage référentiel moyen : Ce montage est un dérivé du montage référentiel
précédemment présenté. Dans celui-ci, la référence correspond à la moyenne des potentiels
enregistrés par toutes les électrodes actives du scalp.
Le montage bipolaire : Le montage bipolaire est un montage dans lequel chaque élec-
trode est couplée à une électrode adjacente, permettant ainsi de calculer une ddp. Plusieurs
montages bipolaires existent (longitudinal, transverse, circonférentiel) ayant chacun son propre
sens de parcours du scalp. Par exemple, le montage longitudinal couple les électrodes deux à
deux, d’avant en arrière, tandis que le montage transverse couple les électrodes de droite à
gauche.
Enfin, quel que soit le montage choisi, le système d’acquisition nécessite l’utilisation d’une
électrode de masse (terre). Il est courant d’utiliser une électrode du scalp afin de remplir ce rôle
(généralement FCz).
3.1.1.4 Matériel de recueil de l’EEG
Le système d’acquisition de données EEG suppose le recours à des électrodes, un boîtier
de connexion appelé boîte têtière, un amplificateur, un convertisseur analogique/numérique et
un ordinateur. Les électrodes sont généralement placées sur un bonnet élastique permettant de
garantir le respect du système de positionnement des électrodes quelles que soient la conforma-
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tion et la taille du crâne de l’individu enregistré. Les électrodes sont le plus souvent en argent
chloruré (AgCl). Les électrodes complémentaires de celles placées sur le scalp (référence, EOG)
sont généralement des électrodes cupules maintenues sur la peau à l’aide de sparadrap (voir
Figure I.8(a)). Il convient d’avoir le meilleur contact possible entre l’électrode et l’épiderme.
Dans le cas contraire, l’électrode va enregistrer le signal électrique ambiant et non plus l’acti-
vité cérébrale générée par les neurones situés sous elle. Afin de faciliter la capture des signaux
électriques cérébraux, un gel électrolytique très conducteur est utilisé. Le gel facilite le contact
entre l’électrode et la peau. La qualité de ce contact est caractérisée par son impédance, c’est-à-
dire sa résistance (l’impédance est une résistance qui, de surcroît, déphase le signal). La mesure
de l’impédance est réalisée par rapport à l’électrode de terre. On considère qu’en deçà de 5
kOhms, la valeur d’impédance est acceptable. Le câblage des électrodes sort du bonnet par le
biais de deux nappes terminées par des connecteurs à broches permettant de les relier à la boîte
têtière. Une photographie d’un casque à électrode branché à la boîte têtière est proposée en
Figure I.8(b). La boîte têtière fait office de boîtier d’amplification (amplificateurs miniaturisés
Brainbox dans notre système d’acquisition) qui permet d’augmenter l’amplitude des signaux
recueillis.
Anciennement, chaque électrode était connectée à un amplificateur propre, lui-même relié
à une plume, dont le mouvement était proportionnel à l’amplitude du signal reçu. Ce système
permettait d’inscrire le signal EEG recueilli sur des feuilles enroulées sur un rouleau en rotatif.
Ces systèmes à plume ont été progressivement remplacés par des systèmes informatiques. Au-
jourd’hui, l’amplificateur est relié à un convertisseur analogique/numérique qui traduit le signal
électrique en un signal numérisé (série de bits). Une photographie d’un convertisseur analogique
est donnée en Figure I.8(c). Enfin, le convertisseur est relié à un ordinateur qui, au moyen d’un
logiciel dédié, permet la visualisation des tracés et le stockage du signal. Enfin, il faut noter
que pour garantir qu’aucun courant ne revienne vers le scalp du sujet, un boitier jouant le rôle
de disjoncteur est utilisé (voir Figure I.8(d)).
3.1.1.5 Les rythmes cérébraux
L’activité synchrone de neurones, à des échelles spatiales et temporelles variées, a pour
effet l’émergence de rythmes cérébraux couvrant un large spectre de fréquence. Ces rythmes
cérébraux correspondent à des oscillations électromagnétiques dans des bandes de fréquences
données. Chaque bande de fréquence peut caractériser l’état du sujet. On distingue quatre
principaux rythmes cérébraux :
– Les ondes δ (delta) incluant les fréquences entre 1 et 3.5Hz.
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(a) Photographie d’une électrode cu-
pule.
(b) Photographie d’un casque à 60 élec-
trodes. Chaque plot blanc abrite une
électrode. Le casque est relié à la boîte
têtière.
(c) Photographie d’un convertisseur
analogique. Son rôle est de convertir




Figure I.8 – Représentation de l’équipement usuel pour l’enregistrement de signaux en EEG.
– Les ondes θ (thêta) ayant des fréquences comprises entre 4 et 8Hz.
– Les ondes α (alpha), dont les fréquences sont comprises entre 8 et 12Hz.
– Les ondes β (bêta) qui ont une très basse amplitude et une haute fréquence. Elles varient
entre 19 et 26Hz.
Une représentation de ces rythmes cérébraux est donnée en Figure I.9. À noter que l’on parle
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(a) Représentation d’ondes Delta. (b) Représentation d’ondes Thêta.
(c) Représentation d’ondes Alpha. (d) Représentation d’ondes Bêta.
Figure I.9 – Principaux rythmes oscillatoires de l’EEG humain. D’après H. Gamboa.
également parfois de rythmes gamma. Ils ont une fréquence comprise entre 30Hz et 40Hz. Ils
accompagneraient les activités cognitives intenses et seraient notamment caractéristiques du
sommeil dit paradoxal. Il y a toutefois une polémique au sujet de la pertinence de la distinction
entre oscillations de haute fréquence de type bêta et gamma.
Bouffée d'ondes alpha
Figure I.10 – Électroencéphalogramme d’un sujet sain dans un bas niveau de vigilance enregistré à l’aide
de 58 électrodes placées selon le système international 10/10. La partie encadrée correspond à une bouffée
d’ondes α.
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3.1.1.6 Les états non altérés de conscience
La nature des rythmes cérébraux est intimement liée à l’état de conscience du sujet. Cette
partie va permettre de définir les principaux niveaux de conscience et les rythmes cérébraux
correspondants. Dans ce travail, seuls les états de conscience d’un sujet sain seront présentés.
La conscience peut être définie comme la capacité d’un être humain à s’auto-percevoir et à
percevoir son environnement. Les changements d’état de conscience rythment la vie de l’être
humain. Les trois principaux états de conscience sont l’état d’éveil, le sommeil lent et le sommeil
paradoxal. Chacun de ces états est lié à l’apparition de rythmes cérébraux qui lui sont propres.
L’état d’éveil : Il est caractérisé par un maintien de l’activation cérébrale permettant un
traitement rapide et correct de l’information. On distingue deux types d’éveil : l’éveil actif et
l’éveil passif. Lors d’une période d’éveil, l’être humain oscille de manière plus ou moins rapide
entre ces deux types d’état. L’éveil actif correspond à un état de vigilance élevé. Au cours de
cet état, l’émission d’ondes β est importante. L’état passif correspond à un état de vigilance
plus bas (sujet inactif, détendu, relaxé). Il s’accompagne d’une émission d’ondes α. L’apparition
de ces ondes a tendance à être plus marquée lorsque le sujet a les yeux fermés. Leur grande
amplitude, comparée au tracé EEG usuel, permet de les repérer facilement à l’œil nu sur les
tracés EEG. Elles apparaissent sous forme de bouffées. Un exemple de bouffée d’ondes α est
donné en Figure I.10. Le rythme α est surtout retrouvé dans les régions occipitales du cerveau,
et à moindre échelle dans les zones antérieures.
Le sommeil : Cet état se traduit par une conscience réduite, une relative immobilité cor-
porelle et une perception très amoindrie des stimuli usuels. Cet état diffère du coma notamment
par son côté réversible. On distingue plusieurs phases dans le sommeil : le sommeil lent (stades
I,II,III et IV) et le sommeil paradoxal.
Le sommeil lent : Il doit son nom à un ralentissement généralisé des ondes cérébrales.
Il est caractérisé par 4 stades distincts allant du sommeil le plus léger (stade I) au sommeil le
plus profond (stade IV). Le stade I correspond à l’état de somnolence. Ce dernier est l’étape
de transition entre l’éveil et le sommeil, soit l’endormissement. Cet état est caractérisé par une
forte baisse de la vigilance. Le sommeil lent de stade II correspond au sommeil léger. Durant
ce stade, le sujet peut encore être réveillé par des stimuli d’intensité modérée. Au cours de ces
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deux premiers stades apparaissent les ondes θ.
Les deux derniers stades du sommeil lent (III et IV) correspondent au sommeil profond. Ils sont
caractérisés par l’apparition d’ondes δ.
Le sommeil paradoxal : C’est durant cette période qu’apparaissent les rêves (on parle de
sommeil du rêve mais aussi de sommeil REM pour Rapid Eye Movements). Durant le sommeil
paradoxal, l’EEG d’un sujet endormi est presque indistinguable de l’EEG d’un sujet éveillé et
actif.
3.1.1.7 Classification des états de conscience
Une classification des différents états de conscience en fonction de l’état de vigilance a été
proposée dans [5]. Présentée sous forme de graphique, elle permet de résumer les précédents

































Figure I.11 – Classification des différents états de conscience en fonction du niveau de vigilance. Les
états de conscience normaux apparaissent en bleu tandis que les états de conscience altérés apparaissent
en rouge. Le rouge foncé correspond à l’état de mort cérébrale (noté M). Ce schéma est adapté à partir de
celui proposé dans [5].
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3.1.1.8 Intérêt de l’étude des rythmes cérébraux
À la lecture de ce qui vient d’être présenté, l’intérêt de l’étude des rythmes cérébraux pa-
rait évidente. Il s’agit de distinguer dans quel état de conscience se trouve un sujet. Cela peut
permettre de repérer et/ou d’identifier certains troubles du sommeil (hypersomnie, insomnie,
apnée du sommeil) et donc de les traiter.
De plus, la distinction entre certains états altérés de conscience peut être délicate à établir
lors d’une simple consultation du sujet. L’EEG apparaît donc, au travers de l’étude des rythmes
cérébraux, comme une méthode complémentaire pour diagnostiquer un état de conscience altéré
chez un sujet.
3.1.1.9 Les potentiels évoqués
L’étude des potentiels évoqués est une méthode fondée sur l’analyse, au moyen de l’EEG,
de la réponse cérébrale d’un sujet à un stimulus qui lui a été présenté. Un potentiel évoqué
est un changement bref de l’activité électrique cérébrale qui apparaît en réponse à un stimulus
extérieur (stimulus visuel, olfactif, sonore,...) ou interne (préparation d’une action cognitive
ou motrice). Les potentiels évoqués ont la particularité d’être synchronisés sur l’apparition
du stimulus déclencheur. Ils apparaissent sous forme d’un pic positif ou négatif, dans une
fenêtre de temps couvrant plusieurs centaines de millisecondes (ms) après le stimulus. On
distingue plusieurs types de potentiels évoqués, identifiés grâce à leur temps de latence ainsi
qu’au type de stimulus qui les suscitent. La nomenclature des composantes constitutives des
potentiels évoqués est généralement la suivante : une lettre (P pour les composantes positives et
N pour les négatives) suivie d’un nombre correspondant à la latence approximative (exprimée en
ms). Quelques exemples de composantes couramment observées sont donnés dans les prochains
paragraphes. La variation contingente négative, composante exploitée au cours de cette thèse,
sera détaillée de manière plus approfondie.
La composante N100 : La N100 est un pic négatif qui apparaît lorsqu’un stimulus
(visuel, sonore, olfactif,...) est présenté au sujet sans qu’une réponse à ce stimulus ne lui soit
demandée. Comme son nom l’indique, la N100 apparaît environ 100 ms après la présentation
du stimulus. La N100 est un potentiel exogène, c’est-à-dire très précoce et fortement lié à la
nature physique du stimulus (son intensité, sa modalité sensorielle). On considère généralement
qu’elle correspond au traitement de l’information par les aires sensorielles. L’apparition de la
23
Chapitre I. L’activité cérébrale humaine : genèse, acquisition et utilisation
N100 est couplée à celle de la P200 dans le cas d’un stimulus auditif. On parle alors de complexe
N1-P2 (où N1 et P2 sont les raccourcis pour N100 et P200).
La composante P200 : Cette composante, lorsqu’elle est provoquée par un stimulus
auditif, traduit la réaction cérébrale de traitement du stimulus, le cerveau cherchant à associer
le stimulus qui vient d’être perçu à un stimulus qu’il a déjà traité par le passé. Il semble donc
que la P200 soit liée à l’accès à la mémoire. L’amplitude maximale de la P200 est généralement
enregistrée au dessus de la zone centrale (électrodes commençant par C sur la Figure I.5).
La composante P300 : Elle apparaît lorsque le sujet a détecté un stimulus inattendu
ou inhabituel. Le procédé le plus courant pour la faire apparaître est appelé le paradigme du
stimulus discordant [29] (Oddball en anglais). Cela consiste à présenter au sujet une série de
stimuli composée de deux types de stimuli différents. L’un est le stimulus cible que le sujet
doit détecter (appui sur un bouton, comptage, ...) et l’autre joue le rôle de stimulus distrac-
teur. Dans la série présentée, le stimulus distracteur apparaît de manière très fréquente tandis
que le stimulus cible n’apparaît que rarement. Cette composante est donc liée à la mémoire,
l’évaluation, la catégorisation et la prise de décision.
La composante N400 : La N400 est liée au traitement linguistique et sémantique. Le
procédé le plus courant pour la susciter est de faire lire au sujet des phrases contenant un mot
sémantiquement incongru (par exemple : « tous les matins, il boit un réverbère »). La N400 est
principalement visible sur les électrodes centro-pariétales (électrodes commençant par CP sur
la Figure I.5).
La Variation Contingente Négative (VCN) : La VCN [30] est une composante du
potentiel évoqué un peu différente de celles qui viennent d’être présentées, d’abord par sa
nomenclature puis par son paradigme expérimental. Son appellation est liée à la forme de
ce potentiel, apparaissant comme un grand plateau négatif. Le procédé expérimental pour
son recueil nécessite non pas un stimulus comme pour les précédents, mais deux. Le premier
stimulus présenté au sujet est nommé « signal avertisseur » et noté S1. Il peut s’agir d’un
stimulus visuel ou sonore. Ce stimulus prévient le sujet de l’imminence d’un second stimulus,
dit « signal impératif » et noté S2. À l’apparition de S2, le sujet a pour consigne de fournir une
réponse le plus vite possible (en général, il s’agit d’appuyer sur un bouton). La VCN traduit
donc la façon dont le cerveau se prépare à effectuer la tâche. La latence de ce potentiel varie
entre 250 et 450 ms selon les conditions expérimentales. La VCN est composée d’au moins 2
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sous-composantes : la VCN précoce et la VCN tardive. La VCN précoce, plutôt fronto-centrale
(FC sur le graphique II.3), est associée à un processus d’orientation par rapport au stimulus.
La VCN tardive, centro-pariétale (CP sur le graphique II.3), semble, elle, traduire l’attente et
la préparation de la réponse à S2.
Recueil et mise en évidence des potentiels évoqués : Malgré la synchronie des
potentiels évoqués avec le stimulus déclencheur, ces derniers ne sont pas simples à détecter. En
effet, les potentiels évoqués ne sont pas visibles à l’échelle d’un seul tracé EEG. Ces derniers
sont fondus au milieu des autres activités électriques cérébrales concomitantes. Ainsi, pour les
isoler du bruit de fond du cerveau, la méthode consiste à réaliser une moyenne sur plusieurs
dizaines d’essais [31]. Il est donc nécessaire de répéter l’enregistrement du signal EEG après
la présentation répétée du stimulus ou de stimuli jugés équivalents au regard des processus de
traitement étudiés, afin de pouvoir extraire ensuite le potentiel évoqué recherché. Pour cela, les
signaux EEG recueillis vont être superposés en prenant le stimulus déclencheur comme instant
initial (t = 0) et une courbe moyenne de tous ces tracés va être calculée. Les signaux cérébraux
reflétant l’ensemble du fonctionnement cérébral hormis celui consacré au traitement des stimuli
qui nous intéressent vont être aléatoires car ils ne sont pas seront pas « déclenchés » par ces
stimuli, donc pas synchrones sur leurs instants d’apparition. Leur moyenne sur l’ensemble des
époques d’acquisitions toutes synchronisées sur les instants de présentation des stimuli tendra
donc vers 0. Cette activité cérébrale non liée au traitement des stimuli à l’étude va donc dis-
paraitre du tracé moyen. À l’inverse, les potentiels évoqués, synchronisés sur l’apparition du
stimulus déclencheur, vont se sommer et croître en amplitude au fur et à mesure des répéti-
tions, jusqu’à ce qu’il ne reste plus qu’eux. On considère qu’il faut au minimum une trentaine
d’essais pour arriver à un « filtrage » suffisant du bruit constitué par l’activité générale corticale
pour pouvoir voir apparaître les composantes spécifiques des potentiels évoqués par les stimuli
à l’étude. Une représentation de l’influence du nombre d’essais sur l’émergence des potentiels
évoqués est donnée en Figure I.12. Le protocole expérimental utilisé pour le recueil du tracé
EEG moyen présenté en Figure I.12 correspond à celui décrit en Section 3.1.1.9 pour l’obtention
de la VCN. Le signal avertisseur est un stimulus sonore et le signal impératif est un stimulus
visuel. L’apparition des deux stimuli est représentée par des lignes verticales bleues. Les Fi-
gures I.12(a), I.12(b), I.12(c), I.12(d), I.12(e) et I.12(f) représentent les tracés moyens obtenus
respectivement à partir de 1, 5, 10, 20, 30 et 50 essais. Il apparaît que les tracés deviennent de
plus en plus « lisses » au fur et à mesure que le nombre d’essais utilisés pour le calcul du tracé
moyen augmente. Grâce à ce lissage, trois potentiels évoqués émergent nettement : la N100,
la P200 et la VCN (encadrée par les lignes verticales jaunes). Il est important que les tracés
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EEG impliqués dans le calcul du tracé moyen ne présentent aucun artéfact (oculaire, musculaire
ou secteur). En effet, un artéfact, du fait de son amplitude, pourrait masquer l’émergence des
potentiels évoqués.
(a) Tracé d’un essai VCN. (b) Tracé de la moyenne de 5 essais VCN.
(c) Tracé de la moyenne de 10 essais VCN. (d) Tracé de la moyenne de 20 essais VCN.
(e) Tracé de la moyenne de 30 essais VCN. (f) Tracé de la moyenne de 50 essais VCN.
Figure I.12 – Représentation de l’apparition des potentiels évoqués par la technique du moyennage.
La VCN comme indicateur de l’état de vigilance : La VCN a la propriété de
diminuer en amplitude quand le sujet est moins vigilant, que cela soit parce qu’il est distrait
[32], privé de sommeil [33] ou en train de s’endormir [34]. Ce résultat fondamental est illustré
par la figure I.13. Sur cette figure, la VCN d’un sujet dans un état de vigilance normal (état
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de veille active) est représentée par une ligne en pointillé et celle d’un sujet dans un bas niveau
de vigilance (veille passive ou somnolence) est en trait plein. On peut ainsi constater que
l’amplitude de la VCN est proportionnelle à la vigilance du sujet. C’est pourquoi nous avons
choisi cette VCN comme marqueur électrophysiologique pertinent de l’état de vigilance d’un
sujet. En comparant les amplitudes des VCN d’un même sujet placé dans différentes conditions
expérimentales, il devrait en effet être possible de déduire l’effet de ces conditions sur le niveau
de vigilance du sujet. L’utilisation précise de ce marqueur de la vigilance qu’est la VCN dans

















État de vigilance normal
État de vigilance faible100 300
Figure I.13 – Représentation de la variation d’amplitude de la VCN en fonction de l’état de vigilance
du sujet.
Remarque : le paradigme expérimental utilisé pour recueillir la composante VCN peut en-
traîner un léger changement de l’état de vigilance du sujet (diffusion de signaux sonores ou
visuels, sollicitation de mouvements). Cependant, ce protocole d’acquisition, couramment uti-
lisé dans la littérature ([32], [33] ou encore [34]), a permis de mettre en évidence un lien entre
une baisse de la vigilance et une diminution en amplitude de la VCN. Ainsi, ces perturbations
ne semblent pas être trop préjudiciables.
Intérêt des potentiels évoqués : Comme cela vient d’être évoqué avec la VCN, l’étude
des potentiels évoqués, à l’instar de l’étude des rythmes cérébraux, peut permettre de déterminer
l’état de conscience d’un sujet. En particulier, elle peut être utile pour établir un pronostic
de réveil chez des sujets comateux. Les potentiels évoqués sont également très utilisés pour
vérifier l’intégrité du système nerveux d’un sujet. En particulier, ils permettent de détecter la
présence de lésions cérébrales chez le patient, d’en préciser l’ampleur ainsi que d’en apprécier
les répercussions sur le fonctionnement cognitif du patient. Cette méthode est complémentaire
des méthodes d’imagerie cérébrale qui vont être présentées.
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3.1.2 La magnétoencéphalographie (MEG)
La MEG est une méthode d’imagerie cérébrale, initiée par Cohen en 1958 [35], visant à enre-
gistrer les champs magnétiques émis par l’activité cérébrale. Ces champs cérébraux naissent des
déplacements d’ions générés par l’activité électrique neuronale. La complexité de l’enregistre-
ment vient du fait que les champs magnétiques, que l’on cherche à mesurer, sont extrêmement
faibles en comparaison du champ électrique terrestre (environ 10 milliards de fois plus faibles).
Ainsi, durant l’enregistrement, la tête du patient est placée à l’entrée d’un cylindre imposant
(voir Figure I.14(a)). L’entrée de ce cylindre est équipée de capteurs (de 50 à 306 capteurs pour
les machines les plus élaborées) spéciaux appelés SQUIDs (Superconducting Quantum Inter-
ference Devices) permettant d’enregistrer le champ magnétique cérébral (voir Figure I.14(b)).
Le cylindre est rempli d’hélium afin de conserver en permanence les capteurs immergés dans le
liquide. Cette température permet aux capteurs SQUIDS de préserver leur caractère supracon-
ducteur et de maintenir un très faible bruit électronique. Contrairement à l’EEG, les capteurs
ne sont pas en contact avec le sujet mais seulement disposés autour de sa tête. Cela fait de
la MEG la moins invasive des techniques d’acquisition de l’activité cérébrale. Les champs ma-
gnétiques n’étant quasiment pas déformés par leur passage au travers des tissus organiques,
la MEG permet d’obtenir des signaux moins bruités que ceux issus de l’EEG. La MEG dis-
pose également d’une très bonne résolution temporelle. Malgré tous ces points positifs, cette
méthode reste peu répandue en raison de son coût très élevé (environ 2 millions d’euros pour
l’achat du système d’acquisition et environ 80 000 euros par an pour l’entretien).
3.1.3 L’imagerie par résonance magnétique (IRM)
Il existe trois types d’imageries par résonance magnétique : l’IRM anatomique (IRMa),
l’IRM fonctionnelle (IRMf) et l’IRM de diffusion (IRMd). Ces trois techniques vont être dé-
taillées dans les prochains paragraphes.
L’IRM anatomique : Il s’agit d’une méthode d’imagerie médicale permettant de vi-
sualiser à l’aide d’images en 2D ou 3D des parties du corps d’un patient. L’IRM exploite une
caractéristique structurelle du corps humain : 63% des atomes qui le composent sont des atomes
d’hydrogène [36]. L’hydrogène présente l’intérêt d’avoir des propriétés magnétiques. Ainsi, le
principe de l’IRM est le suivant : le patient est placé dans un cylindre ayant la forme d’un
tunnel dans lequel est généré un champ magnétique. Sous l’action de ce champ magnétique,
tous les atomes d’hydrogène vont s’orienter dans la même direction. Des ondes radios sont
alors émises par une antenne afin de perturber l’orientation des atomes d’hydrogène et ainsi
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(a) Représentation d’un
appareil de mesure utilisé
en MEG. Crédits : NIMH
Image library.
(b) Représentation des capteurs ins-
tallés à l’intérieur du cylindre durant
les enregistrements de MEG.
Figure I.14 – Représentation de l’appareil de mesure utilisé en MEG ainsi que des capteurs. Crédits :
Inserm-CERMEP.
les exciter. Lorsque cette stimulation cesse, les atomes d’hydrogène vont retrouver leur posi-
tion d’origine tout en restituant l’énergie emmagasinée. Ce processus va entraîner l’émission de
signaux électromagnétiques qui vont permettre d’obtenir une image. L’hydrogène étant princi-
palement présent dans l’eau et les graisses du corps humain, l’image va en quelque sorte donner
un aperçu de la distribution anatomique d’eau et de graisse dans l’organe observé.
L’IRM est notamment utilisée lors du diagnostic des maladies de Parkinson et d’Alzheimer.
Même si le diagnostic de ces maladies est avant tout clinique, il existe plusieurs pathologies
qui peuvent avoir des symptômes similaires à chacune de ces deux maladies. L’IRM est donc
utilisée comme un examen complémentaire afin d’éliminer une à une ces pathologies et donc
confirmer la présence de la maladie de Parkinson ou de la maladie d’Alzheimer.
L’IRM fonctionnelle : L’IRM fonctionnelle (IRMf) est une méthode dérivée de l’IRM
anatomique. Elle est dite fonctionnelle car elle permet d’obtenir des images qui mettent en
évidence le fonctionnement du cerveau. L’IRMf est fondée sur le fait que lorsque les neurones
d’une région cérébrale sont activés, ils consomment davantage d’oxygène. Le débit sanguin va
alors augmenter dans ces régions afin de fournir l’oxygène nécessaire. Contrairement à l’IRM
anatomique, qui utilise les propriétés de l’hydrogène, le fonctionnement de l’IRMf est fondé sur
les propriétés de l’hémoglobine. L’hémoglobine est une protéine, située à l’intérieur des globules
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rouges sanguins, capable de se lier aux atomes d’oxygène. De cette façon, l’hémoglobine est
impliquée dans le transport de l’oxygène au sein du corps. Elle a des propriétés magnétiques
légèrement différentes selon qu’elle est liée ou non à l’oxygène. Ainsi, l’IRMf permet d’obtenir
une cartographie 3D des zones irriguées (activées) dans le cerveau.
L’IRM de diffusion : L’IRM de diffusion (IRMd) est une autre méthode dérivée de
l’IRMa. Elle s’appuie sur la détection des mouvements (considérés comme aléatoires et modé-
lisés par un mouvement brownien) des molécules d’eau. Ces molécules d’eau ont des mouve-
ments perturbés par les obstacles qu’elles rencontrent. Ainsi, les images recueillies permettent
de mettre en évidence la position et la nature des obstacles rencontrés (fibres, membranes
cellulaires, macromolécules, ...).
Alors que la MEG est parfois combinée avec l’EEG, l’IRM ne peut pas l’être du fait de
l’incompatibilité de l’utilisation concomitante des différents capteurs. Il existe cependant des
méthodes tentant de fusionner des images IRMf et des données EEG recueillies séparément,
mais leur recours est limité du fait d’un travail long, coûteux et malgré tout entaché de faiblesses
méthodologiques.
3.1.4 Tomographie par émission de positons (TEP)
La tomographie par émission de positons est une technique d’imagerie médicale qui permet
de visualiser le fonctionnement d’un organe. Le principe est le suivant : un traceur, marqué par
un élément radioactif à courte durée de vie, est injecté par intraveineuse au patient. Le traceur
est choisi en fonction de sa capacité à se fixer sur les récepteurs de l’organe que l’on cherche à
visualiser. Le sujet est alors placé sous une caméra TEP, ressemblant à un anneau. L’élément
radioactif, en se désintégrant, va émettre un positron. Ce positron va alors entrer en collision
avec un électron du milieu. Ce contact va produire deux photons. La caméra TEP va permettre
de détecter la position de ces photons et donc de mettre en évidence la localisation du traceur.
Lorsque la TEP est utilisée en imagerie cérébrale, le traceur utilisé est un dérivé du glucose.
Il va venir se fixer au niveau des tissus cérébraux qui, en passant d’un état de repos à un état
activé, consomment davantage de glucose. Ainsi, lorsque le composé radioactif marquant le
traceur va se désintégrer, il va indirectement révéler la position des cellules cérébrales actives.
Un exemple d’acquisition d’une TEP cérébrale est donné en Figure I.16.
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L’utilisation de rayons X et l’injection d’iode nécessitent quelques 
précautions d’emploi, notamment en cas d’allergie à l’iode, de 
grossesse, d’insuffisance rénale ou de prise de metformine (un 
médicament utilisé pour traiter le diabète). Il est important de signaler 
au médecin si vous êtes dans l’une de ces situations. 
 
Une IRM
Une IRM (imagerie par résonance magnétique) est réalisée grâce à un 
grand appareil en forme de cylindre. Cet appareil est composé d’un 
aimant très puissant (d’où le terme de magnétique). Il produit des 
ondes radio qui sont projetées sur le cerveau et permettent d’obtenir 
des images « en coupe ». 
Les images sont ensuite 
assemblées par un ordi-
nateur pour obtenir 
une reproduction très 
précise du cerveau. 
Pendant l’examen, un 
produit de contraste 
est injecté dans une 
veine du bras. Il permet 
de mettre en évidence 
certains aspects du 
cerveau, comme les 




ralement entre 15 et 
30 minutes. Il n’est 
pas douloureux, mais 
bruyant. 
IRM du cerveau
(a) Représentation d’un appareil de me-




Figure 1.3: MRI of brain. (a) T1-weighted image without contrast enhancement. (b)
T1-weighted image with contrast enhancement. (c) T2-weighted image. (d) FLAIR
image [Armstrong et al., 2004].
metastasis brain tumors take their origin from tumor cells which spread to the brain
from another location in the body. Most often cancers that spread to the brain to cause
secondary brain tumors originate in the lumy, breast, kidney or from melanomas in
the skin.
Each primary brain tumor, in addition to the solid portion of the tumor, may have
other associated parts such as edema and necrosis as in Figures 1.3 and 1.4. Edema is
one of the most important factors leading to mortality associated with brain tumors.
By definition, brain edema is an increase in brain volume resulting from increased
sodium and water content and results from local disruption of the blood brain barrier
(BBB). Edema appears around the tumor mainly in white matter regions [Prastawa
et al., 2005]. Tumor associated edema is visible in MRI, as either hypointense (darker
than brain tissue) or rarely isointense (same intensity as brain tissue) in T1-weighted
scans, or hyperintense (brighter than brain tissue) in T2-weighted and FLAIR MRI
(Figure 1.4). Necrosis is composed of dead cells in the middle of the brain tumor and
are seen hypointense in T1-weighted images (Figure 1.4). A brain tumor may also
infiltrate the surrounding tissues or deform the surrounding structures.
In this text we study primary brain tumors and we consider the brain tumor as
the primary brain tumor.
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(b) Représentation d’un enre-
gistrement IRMa sur un sujet
sain. Image i sue de [37].
(c) Représentation d’un
enregistrement IRMf sur
un sujet sain. Crédits :
Washington irving.
(d) Représentation d’un enregistrement
IRMd sur un sujet sain. Image issue de
[38].
Figure I.15 – Représentation de l’appareil de mesure utilisé en IRM ainsi que de différentes images
provenant de l’IRMa, l’IRMf et de l’IRMd.
3.2 Les méthodes invasives
Ces méthodes sont exclusivement mises en œuvre lorsque le sujet est atteint d’une pathologie
cérébrale (épilepsie par exemple). Elles nécessitent l’insertion d’un ou plusieurs capteurs dans
la boîte crânienne du sujet. Dans le cadre de ce travail, seule la stéréo-électro-encéphalographie
va être décrite.
3.2.1 La stéréo-électro-encéphalographie (SEEG)
Cette méthode, développée par Talair ch et Bancaud à l’hôpital Sainte-Anne de Paris,
consiste à enregistrer l’activité cérébrale à l’aide d’électrodes dites intracrâniennes, c’est-à-dire
implantées, par acte chirurgical, en profondeur dans les structures cérébrales du patient (voir
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(a) Représentation d’un appareil de mesure
utilisé en TEP.
(b) Image cérébrale obtenue
par TEP chez un sujet sain.
Figure I.16 – Représentation de l’appareil de mesure utilisé en TEP ainsi que d’un exemple d’image
cérébrale obtenue par TEP. Les images proviennent de la thèse de J. Langner [6].
(a) Exemple d’électrode utilisée en stéréo-
électro-encéphalographie. Cette image pro-
vient du site http://www.alcis.net
(b) Radiographie de face montrant l’im-
plantation des électrodes dans le cerveau
pour l’acquisition de données de stéréo-
électro-encéphalographie. Les points qui ap-
paraissent en blanc sont les capteurs. Image
issue de [39]
Figure I.17 – Représentation de capteurs utilisés en SEEG ainsi que d’une implantation d’électrodes.
Figure I.17(b)). Une électrode présente la forme d’une tige sur laquelle 5 à 18 capteurs sont
placés en ligne (voir Figure I.17(a)). En général, 10 à 15 électrodes sont utilisées par patient.
Un exemple d’électrodes implantées afin d’enregistrer des signaux de SEEG est donné en Figure
I.17.
Cette pratique est principalement adaptée à des patients atteints d’épilepsies résistantes aux
traitements (pharmaco-résistantes) afin de localiser les tissus cérébraux contenant les foyers de
la survenue des crises épileptiques. Une fois ces foyers localisés, une intervention chirurgicale
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est réalisée afin de les retirer.
Les enregistrements issus de la SEEG sont très similaires à ceux issus de l’EEG. Il s’agit
de potentiels électriques induits par l’activité neuronale. Cependant, le principal avantage de
la SEEG réside dans la proximité des électrodes avec les sources de l’activité électrique. Ceci
résout de fait les problèmes de résolution spatiale et donc d’identification de sources rencontrés
en enregistrements EEG de surface, donc à distance de ces sources. De plus, contrairement à
l’EEG, les électrodes étant à l’intérieur de la boîte crânienne, le signal recueilli par la SEEG
n’est pas perturbé par le passage à travers différents milieux susceptibles d’altérer le signal,
comme l’os crânien par exemple.
3.3 Classification des méthodes d’acquisition
À partir des descriptions précédentes, il est possible de classer les différentes méthodes
d’acquisition en fonction de leur degré d’invasivité et de leur résolutions spatiale et temporelle.













































Figure I.18 – Illustration schématique des différentes méthodes d’acquisitions de données cérébrales
présentées en fonction de leur résolution spatiale, temporelle et de leur degré d’invasivité. Ce schéma est
adapté à partir de celui de [7].
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4 Interface Cerveau-Machine
Une interface Cerveau-Machine est un système qui permet à une personne de contrôler
une machine (ordinateur, appareil électronique, ...) à l’aide de signaux qui proviennent de
son activité cérébrale. Le fonctionnement général d’une ICM est représenté par la Figure I.19
provenant de [8].
Figure I.19 – Représentation du fonctionnement d’une interface cerveau-machine. Schéma issu de [8].
Une ICM relie donc un sujet à une machine. Le but est que ce sujet puisse envoyer des
ordres (déplacement de curseur, sélection d’items, ...) à cette machine par le biais de son acti-
vité cérébrale. Ainsi, l’activité cérébrale du sujet va être recueillie afin de pouvoir en extraire
un « ordre ». Après ce recueil, les données sont pré-traitées et des caractéristiques sont extraites
des signaux sur lesquelles reposera la tâche de classification. Cette dernière va permettre de
déterminer l’ordre émis par le sujet. Cet ordre va alors être traduit en une commande pour
l’appareil. Les conséquences de l’ordre émis sur sa réalisation par la machine vont alors pouvoir
être perçues et analysées par le sujet qui va pouvoir ensuite émettre un nouvel ordre, éventuelle-
ment « recalibré ». Lorsque la machine qui est pilotée par l’activité cérébrale est un ordinateur,
on parle d’interface cerveau ordinateur (BCI en anglais pour Brain Computer Interface).
Parmi les différentes méthodes permettant le recueil de l’activité cérébrale, l’EEG est la
méthode la plus couramment utilisée en BCI du fait de sa nature peu invasive, de son coût
faible, de sa très bonne résolution temporelle et de son transport facile. Compte-tenu, de plus,
de l’utilisation de signaux EEG dans le cadre de cette thèse, nous nous limiterons aux ICM
fondées sur les signaux EEG dans le reste de ce chapitre. Les méthodes permettant l’extraction
de caractéristiques et la classification seront présentées dans le Chapitre III. Nous allons ici nous
intéresser aux domaines d’applications des ICM. Le principal domaine d’application des ICM est
le domaine médical. Beaucoup de travaux visent à créer des outils permettant à des personnes
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souffrant de graves atteintes cérébrales (dues par exemple à une maladie ou à un accident
vasculaire cérébral sévère) de retrouver la possibilité de communiquer avec leur entourage ou
de se déplacer. Par exemple, la Sclérose latérale amyotrophique (SLA) est une maladie neuro-
dégénérative qui entraîne une paralysie totale du patient sans que le fonctionnement du système
cérébral gérant les autres fonctions du patient ne soit atteint. Cette maladie mène le patient
dans un état dit « d’enfermement » caractérisé par un éveil et une conscience non altérés mais
également par une incapacité de mouvement ou de communication (seuls les mouvements des
paupières et des yeux sont parfois possibles). Les ICM offrent donc un moyen d’améliorer la
qualité de vie de ces patients dont les facultés de déplacement ou de communications ont été
détériorées. Quelques applications des ICM vont être détaillées dans les prochains paragraphes,
allant du domaine médical au contrôle de jeux vidéos.
4.1 Communication
La restauration de la capacité de communication par le biais des ICM a fait l’objet d’une
littérature abondante. Dans la plupart des cas, il s’agit de présenter au sujet un écran sur le-
quel apparaît un clavier virtuel. L’analyse de son activité cérébrale va permettre de déterminer
le caractère qu’il veut sélectionner. Au cours du temps, plusieurs types de claviers virtuels et
plusieurs moyens pour le sujet d’envoyer l’ordre de sélection du caractère ont été développés.
Dans [40], le caractère sélectionné par le sujet est déterminé par choix dichotomiques suc-
cessifs. Pour chacun des trois sujets de l’étude, une première étape consiste à déterminer quelles
sont les deux tâches les plus faciles à différencier parmi les 5 suivantes : mouvement imaginé de
la main droite, de la main gauche, des deux jambes en même temps, de la langue et une tâche
de calcul arithmétique. Une fois que ces deux tâches sont sélectionnées, l’expérience du clavier
virtuel peut commencer. Lors de la première étape, 32 caractères, répartis en 2 groupes, sont
présentés au sujet sur un écran. Une tâche est associée à chacun des deux groupes. Le sujet peut
choisir le groupe contenant la lettre qu’il souhaite sélectionner en réalisant la tâche qui lui est
associée. Les 26 caractères du groupe sélectionné vont alors se scinder en deux sous groupes. Le
sujet va une nouvelle fois choisir le groupe qu’il souhaite en réalisant la tâche correspondante
et ainsi de suite jusqu’à ce qu’il ne reste qu’une seule lettre. Le processus se répète alors pour
la lettre suivante. Ainsi, 5 étapes sont nécessaires pour sélectionner un caractère. D’autres type
de claviers sont proposés par exemple dans [41] (clavier déroulant de 5 lettres par 5 lettres
choisies par des mouvements imaginé des deux mains) et dans [42] (clavier virtuel composé
de caractères répartis sur 3 lignes et 9 colonnes). Dans ces deux travaux, les caractères sont,
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Virtually any sensory modality such as auditory, visual, somato-
sensory, olfactory, or even taste stimulation can be used to elicit the re-
sponse [7]. The shape and latency of the P300 differs with each modal-
ity. For example, auditory stimulation creates shorter latency than that
in visual stimulation. This indicates that the sources generating the
P300 differ and depend on the stimulus modality. The maximum am-
plitude of the P300 wave is seen at the parieto-occipital and fronto-
central leads [7].
In a P300-based BCI system, character recognition is based on P300
detection from EEG signals. Different phenomena can affect the am-
plitude and latency of the P300 and therefore the performance of the
BCI system. In this paper, a perceptual phenomenon that creates an
error in the P300 and has not been fully addressed in the literature is
described. It is shown that flashing of adjacent rows and columns is the
major source of error in target P300 generation. Experimental evidence
for this phenomenon is also presented. To overcome this problem, a
new region-based paradigm has been designed. Experimental results
show that the proposed P300 paradigm can achieve a good accuracy.
It is hoped that this paradigm will bring P300 BCI into the realm of
practicality.
This paper is organized as follows. In the next section, methods in-
cluding the old and proposed P300 BCI paradigms, datasets, and fea-
ture extraction and classification are described. Section III presents and
discusses the results. Finally, in the last section, concluding remarks
are made.
II Methods and materials
II.A Farwell-Donchin paradigm
Farwell and Donchin [8] designed a BCI speller which is based on the
visual oddball paradigm, as shown in Fig. 1. Their speller has been the
most widely used P300-based BCI since its original design in 1988. In
this speller, a 6× 6 matrix of symbols, comprising all 26 letters of the
alphabet and 10 digits (0–9), is presented to the user on a computer
screen and intensified randomly at high speed. At any given moment,
the user focuses on the character he/she wishes to communicate and
mentally counts the number of times the selected character flashes. In
response to the counting of this oddball stimulus, the row and column
of the selected character elicit a P300 wave, while the other 10 rows
and columns do not. Detection of the P300 makes it possible to match
the responses to one of the rows and one of the columns, and thus to
identify the target character.
This paradigm was an enormous step toward P300-based BCIs and
has been a benchmark for P300 BCI systems. One of the greatest ad-
vantages of the P300-based BCI is that it does not require intensive
user training, as P300 is one of the brain’s “built-in” functions. How-
ever, P300 detection for real-time applications is not easy. Several is-
sues will need to be addressed before any P300-based BCI can be taken
outside the research laboratory and put to practical use. One of the im-
portant issues is that EEG signal patterns change in response to factors
such as motivation, frustration, level of attention, fatigue, mental state,
learning, and other nonstationarities that exist in the brain. In addition,
different users may provide different EEG patterns. All these factors
create a need for advanced digital signal processing algorithms to de-
tect the P300 accurately and quickly. In spite of all the advanced signal
processing algorithms applied to this paradigm, its use in real-world
applications has been limited. One of the obstacles has been low accu-
racy in P300 detection in real time. Several human perceptual phenom-
ena such as attentional blink, repetition blindness, and habituation are
potential sources of error in P300 detection and have been addressed
in the literature.
Reference [10] showed that attentional blink occurs if the interval
between two targets is less than 500ms. In such a case, the first tar-
get is correctly identified, while the second one is not detected at all.
This can be a source of P300 speller error if a target flashes twice in
Figure 1: Farwell-Donchin speller paradigm based on the P300 [8].
Figure 2: The proposed region-based paradigm: (a) The first level of intensification. Each
group contains up to seven characters. (b) One region is expanded in the second level.
less than 500ms. Attentional blink can be another source of error in
this paradigm. Reference [11] showed the effect of repetition blind-
ness. This work demonstrated that if two identical targets in a stream
of non-targets are flashed at intervals of less than 500ms, the second
target may be missed. This can be a source of error whenever a target
row (column) is flashed less than 500ms after a target column (row)
is flashed. Reference [12] showed that target probability changes the
P300 amplitude. It has been shown that the P300 amplitude is related
to the probability of oddball occurrence (target row/column flashing).
The less probable the oddball event, the larger the P300 amplitude. Al-
though the probability of creating the P300 wave is low (2/12 = 0.17)
in the Farwell-Donchin paradigm, the P300 amplitude can be increased
by decreasing the oddball probability. Reference [13] showed that at-
tention decreases with repeated presentation of the same stimulus. This
phenomenon, known as habituation, happens when the user loses fo-
cus on the target character. As a result, the P300 is not elicited and the
system error increases with time.
The purpose of this paper is to provide empirical evidence of an-
other possible human perceptual error in this paradigm; that is, the
effect of adjacent rows and columns in generating the P300. A new
P300-based BCI speller which is based on dividing the monitor screen
into several regions is proposed. Experimental results show that the
new paradigm reduces the effect of this perceptual error. The proposed
region-based paradigm is introduced in the next section.
II.B Region-based paradigm
The idea of the new paradigm is to have several regions flash instead of
using rows and columns. Character recognition is done on two levels.
In the first level, the characters are placed into seven groups in differ-
ent parts of the screen, as shown in Fig. 2. As in the Farwell-Donchin
paradigm, the user is asked to focus on a specific character within a
(a) Représentation du clavier virtuel
proposé dans [9].
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Virtually any sensory modality such as auditory, visual, somato-
sensory, olfactory, or even taste stimulation can be used to elicit the re-
sponse [7]. The shape and latency of the P300 differs with each modal-
ity. For example, auditory stimulation creates shorter latency than that
in visual stimulation. This indicates that the sources generating the
P300 differ and depend on the stimulus modality. The maximum am-
plitude of the P300 wave is seen at the parieto-occipital and fronto-
central leads [7].
In a P300-based BCI system, character recognition is based on P300
detection from EEG signals. Different phenomena can affect the am-
plitude and latency of the P300 and therefore the performance of the
BCI system. In this paper, a perceptual phenomenon that creates an
error in the P300 and has not been fully addressed in the literature is
described. It is shown that flashing of adjacent rows and columns is the
major source of error in target P300 generation. Experimental evidence
for this phenomenon is also presented. To overcome this problem, a
new region-based paradigm has been designed. Experimental results
show that the proposed P300 paradigm can achieve a good accuracy.
It is hoped that this paradigm will bring P300 BCI into the realm of
practicality.
This paper is organized as follows. In the next section, methods in-
cluding the old and proposed P300 BCI paradigms, datasets, and fea-
ture extraction and classification are described. Section III presents and
discusses the results. Finally, in the last section, concluding remarks
re mad .
II Methods and materials
II.A Farwell-Donchin paradigm
Farwell and Donchin [8] designed a BCI speller which is based on the
visual oddball paradigm, as shown in Fig. 1. Their speller has been the
most widely used P300-based BCI since its original design in 1988. In
this speller, a 6× 6 matrix of symbols, comprising all 26 letters of the
alphabet and 10 digits (0–9), is presented to the user on a computer
screen and intensified randomly at high speed. At any given moment,
the user focuses on the character he/she wishes to communicate and
mentally counts the number of times the selected character flashes. In
response to the counting of this oddball stimulus, the row and column
of the selected character elicit a P300 wave, while the other 10 rows
n columns do not. Detection of the P300 makes it possible to match
the responses to one of the rows and one of the columns, and thus to
identify the target character.
This paradigm was an enormous step toward P300-based BCIs and
has been a benchmark for P300 BCI systems. One of the greatest ad-
vantages of the P300-based BCI is that it does not require intensive
user training, as P300 is one of the rain’s “built-in” functions. How-
ever, P300 detection for real-time applications is not easy. Several is-
sues will need to be addressed before any P300-based BCI can be taken
outside the research laborat ry nd p t to practical use. O e of the im-
portant issues is that EEG signal patt rns change in response to factors
such as motivation, frustration, level of attention, fatigue, mental state,
learning, and other nonstationarities that exist in the brain. In addition,
diff rent us rs may provide different EEG patterns. All these factors
create a need for advanced digital signal processing algorithms to de-
tect the P300 accurately and quickly. In spite of all the advanced signal
processing algorithms applied to this paradigm, its use in real-world
applications has been limited. One of the obstacles has been l w accu-
racy in P300 detection in real time. Several human perceptual phenom-
ena such as attentional blink, repetition blindness, and habituation are
potential sources of error in P300 detection a d have been addr ssed
in the literature.
R ference [10] showed that attentional blink occurs if the interval
between two targets is less than 500ms. In such a case, the first tar-
get is correctly identified, while the second one is not detected at all.
This can be a source of P300 speller error if a target flashes twice in
Figure 1: Farwell-Donchin speller paradigm based on the P300 [8].
Figure 2: The proposed region-based paradigm: (a) The first level of intensification. Each
group contains up to seven characters. (b) One region is expanded in the second level.
less than 500ms. Attentional blink can be another source of error in
this paradigm. Reference [11] showed the effect of repetition blind-
ness. This work demonstrated that if two identical targets in a stream
of non-targets are flashed at intervals of less than 500ms, the second
target may be missed. This can be a source of error whenever a target
row (column) is flashed less than 500ms after a target column (row)
is flashed. Reference [12] showed that target probability changes the
P300 amplitude. It has been shown that the P300 amplitude is related
to the probability of oddball occurrence (target row/column flashing).
The less probable the oddball event, the larger the P300 amplitude. Al-
though the probability of creating the P300 wave is low (2/12 = 0.17)
in the Farwell-Donchin paradigm, the P300 amplitude can be increased
by decreasing the oddball probability. Reference [13] showed that at-
tention decreases with repeated presentation of the same stimulus. This
phenomenon, known as habituation, happens when the user loses fo-
cus on the target character. As a result, the P300 is not elicited and the
system error increases with time.
The purpose of this paper is to provide empirical evidence of an-
other possible human perceptual error in this paradigm; that is, the
effect of adjacent rows and columns in generating the P300. A new
P300-based BCI speller which is based on dividing the monitor screen
into several regions is proposed. Experimental results show that the
new paradigm reduces the effect of this perceptual error. The proposed
region-based paradigm is introduced in the next section.
II.B Region-based paradigm
The idea of the new paradigm is to have several regions flash instead of
using rows and columns. Character recognition is done on two levels.
In the first level, the characters are placed into seven groups in differ-
ent parts of the screen, as shown in Fig. 2. As in the Farwell-Donchin
paradigm, the user is asked to focus on a specific character within a
(b) Représentation du clavier virtuel proposé
dans [10].
Figure I.20 – Représentation du clavier virtuel proposé dans [9] et [10]. Les images sont issues de [10].
une fois ncore, sélectionnés par la réalisation de tâch m ntales (mouvements imagi és des
membres, calcul mental, ...).
Enfin, il est courant d’utilise la composante de potentiel évoqué P300 en ICM. En effet,
[9] propose l’expérience suivante : un clavier composé de 6 lignes et 6 colonnes est présenté
u sujet. Aléatoirement, une colonne ou une ligne de ce clavier virtuel est « flashée » (les
car ctères de c te ligne ou colonne app raissant dans une couleur plus vive). Lorsque la ligne
ou la col nne contenant la let r que le sujet souhaite sélectionner est flashée, cela génère une
omposa te P300 sur le t acé EEG du sujet. L rsqu la ligne et la colonne sont id ntifiées
(2 nregistrements de P300 sont donc nécessair s par caractère), l car ctère qui se trouve
à la croisé des deux est sélectionné. Il est à noter que la composante P300 est ici obtenue à
l’ ide d’ n seul e regi treme t EEG contrairement à ce qui a été présenté en Section 3.1.1.9. On
p rle alors de Single-trial event-related potentials. L’utilisation de cette méthode est uniquement
possible lorsque l’on sait à l’avance quelle composante du potentiel évoqué on souhaite étudier
et que la latenc de c lle-ci st très peu variable et nécessite l’utilisation de méthodes de
traitement du signal particulières qui ne seront pas détaillés ici. L’avantage de ce type d’ICM
est que l’apparition du potentiel P300 ne nécessite pas d’entraînement. Le principal désavantage
du protocole décrit dans [9] est que des P300 peuvent apparaître lorsqu’une colonne ou une ligne
proche de celle contenant le caractère souhaité est flashée. Afin de palier ce risque d’erreur, [10]
propose de séparer l’écran en 7 régions. Chacune des régions contient 7 caractères. Les régions
sont flashées aléatoirement comme les lignes et les colonnes dans [9], provoquant l’apparition
d’une P300 lorsque la bonne région est flashée. Celle-ci est alors sélectionnée et les 7 caractères
correspondants sont flashés aléatoirement jusqu’à ce qu’une nouvelle P300 soit déclenchée. Les




Enfin, [43] propose une amélioration permettant de réduire le taux d’erreur sur les mots
obtenus par une ICM fondée sur les travaux de [9]. Cette amélioration consiste à inclure un
dictionnaire qui va proposer des corrections automatiques au sujet lorsque le mot obtenu est
mal orthographié (à cause de lettres mal sélectionnées).
4.2 Locomotion
En ICM, les travaux visant à améliorer les capacités de locomotion de patients paralysés
sont principalement axés sur le contrôle de chaises roulantes par le biais de leurs enregistrements
EEG. Par exemple, [44] propose de discrétiser une pièce en 28 rectangles de 60 centimètres par
90 centimètres, organisés en 4 lignes et 7 colonnes. Le sujet peut alors se déplacer sur ce damier
à l’aide de mouvements imaginés des membres droits et gauches. Dans un autre travail, [45]
propose une approche fondée sur l’utilisation de la composante P300 des potentiels évoqués.
Dans cette étude, des chemins prédéfinis menant à des pièces distinctes d’un appartement ou à
des points dans l’une de ces pièces sont préalablement enregistrés dans le système. Les différents
chemins sont alors proposés aléatoirement au sujet. Lorsque le chemin désiré est proposé, cela
fait naître une composante P300 qui peut être détectée. La chaise se met alors en mouvement
en suivant ce trajet ainsi sélectionné. Le sujet peut, à tout moment, arrêter la progression de
la chaise.
La limite de ces approches repose sur le manque d’adaptabilité à un environnement inconnu.
Une solution à ce problème est proposée par [15]. Dans ce travail, les lieux sont modélisés à
l’aide d’un scanner laser. Un maillage de la pièce (4 lignes et 5 colonnes) est alors représenté
au sujet avec des points accessibles (intersections entre les lignes et les colonnes). Le système
est fondé sur l’analyse des composantes P300. Au lieu d’afficher les points un par un (problème
de classification à 20 essais), les lignes et les colonnes sont présentées de la même façon que le
clavier virtuel proposé par [9] et présenté précédemment. Ce procédé limite alors le problème à
deux classifications de 4 et 5 essais. Ce travail a abouti à de très bons résultats (aucune collision
et une vitesse de parcours de 0.16 mètre par seconde).
4.3 Restauration de mouvements
La paralysie partielle ou totale entraîne une forte dégradation des conditions de vie d’un
patient et le rend dépendant de son entourage. La restauration de la capacité de mouvement
est donc un axe de recherche très important. La Stimulation Électrique Fonctionnelle (SEF) est
une technique qui consiste à activer artificiellement un muscle par le bais de signaux électriques
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qui se substituent à ceux qui devraient être émis par les neurones du patient. Depuis la première
utilisation de la SEF en 1961 [46], des développements visant à la coupler avec une ICM ont
été réalisés. Par exemple, [47] a réalisé des travaux permettant à des patients tétraplégiques de
saisir un cylindre à l’aide d’un bras paralysé. Cette approche est fondée sur la détection d’ondes
β dans l’électroencéphalogramme provoquées par des mouvements imaginés des pieds.
L’utilisation de la SEF est concevable lorsque l’intégrité des membres que l’on cherche à
contrôler est préservée. Lorsque ce n’est pas le cas, des ICM pour contrôler des prothèses
remplaçant un membre perdu ont été élaborées. Ainsi, une approche fondée sur l’utilisation
d’une prothèse de bras (de l’avant bras aux doigts) contrôlé par une ICM est proposée dans
[16]. Cette ICM s’appuie sur l’utilisation d’un potentiel évoqué particulier, appelé Steady State
Visually Evoked Potential (SSVEP). Ce potentiel est évoqué par des stimuli visuels présentés
à une fréquence fixe (entre 3.5 Hz et 75Hz). Lorsqu’il se concentre sur ces stimuli, le sujet va
générer une activité électrique cérébrale caractéristique de la fréquence des stimuli présentés.
Lorsque plusieurs stimuli sont présentés à différentes fréquences, il est possible de distinguer
celui sur lequel le sujet a porté son attention en analysant le SSVEP qui a été généré par
ce stimulus. Ainsi, dans [16], quatre signaux lumineux clignotant à des fréquences distinctes
sont présentés au sujet. Chacun de ces quatre stimuli est associé à une commande spécifique.
En effet, les lumières clignotant à la fréquence de 6 et 7 Hz sont associées respectivement
à un mouvement pivotant du poignet vers la gauche ou vers la droite tandis que les lumières
clignotant à la fréquence de 8 et 13 Hz sont associées respectivement à l’ouverture et la fermeture
de la main artificielle. Pour choisir l’un de ces mouvements, le sujet doit focaliser son attention
sur la lumière correspondante.
4.4 Applications ludiques
4.4.1 Contrôle de jeux vidéos
Les premiers jeux vidéos ont vu le jour dans les années 1950. La qualité de ces jeux n’a cessé
de s’améliorer permettant une immersion de plus en plus importante du joueur. Le contrôle du
jeu vidéo a évolué de façon continue. Il s’est d’abord fait par des manettes contenant de plus
en plus de boutons, permettant donc de plus en plus de possibilités d’interactions. En 2006, un
nouveau système fondé sur l’utilisation d’une caméra a permis une avancée majeure dans le do-
maine du contrôle des jeux. Avec ce système, le joueur peut commander un personnage virtuel
à l’aide de mouvements qui sont captés par la caméra et traduits en mouvements virtuels. Les
ICM en jeu vidéo s’inscrivent dans la lignée de ces améliorations. Elles permettent de contrôler
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un personnage virtuel sans manette, à l’aide de son activité cérébrale.
Un exemple de jeu vidéo contrôlé par ICM est donné dans [11]. Le jeu, appelé « Mind-
Balance », consiste à faire avancer un personnage funambule et de parvenir à lui faire garder
son équilibre. Le personnage porte un balancier avec un drapeau à damier de chaque côté. Le
personnage avance le long du fil et perd l’équilibre au bout d’un temps aléatoire (entre 1.5 et 5
secondes) en penchant vers un côté choisi aléatoirement. Une image issue du jeu présenté dans
[11] est montrée en Figure I.21. Le joueur doit donc tenter de maintenir l’équilibre du person-
nage en se concentrant sur le drapeau positionné à l’extrémité du balancier du côté opposé à
celui vers lequel penche le personnage. Ce système de contrôle est fondé sur le SSVEP. En effet,
les deux drapeaux du personnage sont présentés avec une fréquence de scintillement de l’image
sur l’écran différente (17 Hz pour l’un et 20 Hz pour l’autre). La focalisation de l’attention
du joueur sur l’un des deux drapeaux va entraîner l’émergence d’un SSVEP. En analysant les
caractéristiques de ce SSVEP, il est en effet possible de déterminer sur lequel des deux drapeaux
le sujet se concentre et de modifier en conséquence l’équilibre du personnage virtuel représenté
à l’écran .
Figure I.21 – Représentation du jeu MindBalance. Le but de ce jeu est de maintenir l’équilibre du
personnage qui se déplace le long d’un fil. Cette image provient de [11].
D’autres ICM appliquées au contrôle de jeux vidéos ont été développées. On peut par
exemple citer les travaux de [48], également fondés sur les SSVEP, dans lesquels le joueur
de contrôle les mouvements vers la droite et la gauche d’un avion ou les travaux de [18] qui
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proposent de contrôler un vaisseau spatial de l’univers de Star Wars. Dans cette application,
appelée « Use-the-force » et utilisant la plateforme OpenVibe 1, le contrôle du vaisseau se fait
à l’aide de mouvements imaginés des pieds.
4.4.2 Visite virtuelle de musée
Une ICM appliquée à la visite virtuelle d’un musée a été développée par [17]. Dans celle-
ci, deux modes de navigation sont proposées : une navigation assistée et une navigation non
assistée. Dans le mode de navigation assistée, des points d’intérêts (tableaux, sculptures, points
dans une pièce afin de changer de position,... ) sont proposés au « visiteur » sur sa droite
ou sa gauche, qu’il peut choisir à l’aide de mouvements imaginés de la main droite ou de la
main gauche. Le mode de navigation non assistée (sans proposition de points d’intérêts) est
accessible, à partir du mode de navigation assistée, en réalisant un mouvement imaginé des
deux pieds. Dans ce mode, le sujet peut changer l’orientation de la caméra vers la droite ou la
gauche, par un mouvement imaginé de la main correspondante, afin de localiser les positions
des points d’intérêts qu’il souhaite rejoindre et d’adapter ainsi son déplacement à l’intérieur du
musée. Une illustration de cette application est représentée en figure I.22.
Figure I.22 – ICM permettant de réaliser une visite virtuelle de musée. Image provenant de https:
//team.inria.fr/potioc/fr/scientific-subjects/bci-2/.
4.5 Jeux de données des compétitions BCI
Les recherches sur les méthodes utilisant le traitement des données cérébrales dans le but
de créer une BCI sont très actuelles. Afin de susciter des avancées rapides de la communauté
1. Pour plus de renseignements, voir http://openvibe.inria.fr/
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de chercheurs intéressés par ces interfaces et les problèmes concrets qui se posent dans leur
développement, des compétitions de BCI ont été organisées. Des bases de données sont égale-
ment mises à disposition permettant de tester de nouveaux outils en BCI et de comparer une
nouvelle idée à des approches déjà existantes (voir par exemple [14], [49] ou encore [50]).
Quatre compétitions, avec plusieurs jeux de données correspondant à des problèmes diffé-
rents, ont été organisées. Les jeux de données sont accessibles à l’adresse : http://www.bbci.
de/activities. Du fait de la diversité des problèmes posés et du nombre de travaux proposés
en réponse, les bases de données des compétitions BCI constituent un atout majeur pour le
développement de nouveaux outils en BCI.
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Chapitre II. Acquisition de données d’Electro-EncéphaloGraphie
La recherche d’un critère permettant de déterminer l’état de vigilance d’une personne a
donné lieu à une expérience. Le but de cette expérience était d’obtenir un jeu de données
réelles afin de rechercher ce critère. Le protocole expérimental est composé de 6 étapes qui sont





















Figure II.1 – Diagramme représentant la procédure d’acquisition des données EEG. Les cinq étapes clés
de la procédure sont encadrées.
Environ deux heures trente sont nécessaires pour installer le casque à électrodes, réaliser
l’expérience et avoir un bref entretien avec le sujet. Cet entretien, réalisé à la fin de l’expérience
pour ne pas affecter les résultats, permet de recueillir les impressions du sujet et de lui expliquer
a posteriori les attendus de l’expérience.
Julien Clauzel, Nidal El Yacoubi, Vérane Faure, Émilie Drouineau, Frédérique Faïta-Aïnseba,
Pierrick Legrand et moi-même, avons administré en binôme le protocole expérimental. Les
quatre premières personnes sont des étudiants stagiaires de niveau Master encadrés par Frédé-
rique Faïta-Aïnseba.
1 Recrutement des sujets et conditions expérimentales
1.1 Recrutement des sujets
Les sujets ont été recrutés en respectant certains critères d’inclusion, permettant d’éviter
certains biais expérimentaux. Ainsi, ils ont tous moins de trente-cinq ans, afin d’éviter les mo-
difications des caractéristiques de l’EEG liées à l’âge, et sont tous droitiers, afin de contrôler la
variabilité de résultats due à des différences de latéralisation hémisphérique (« inversion » des
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aires cérébrales droites et gauches entre cerveaux de droitiers et de gauchers).
De cette façon, la localisation des électrodes montrant les activités les plus significatives
pourra se faire en limitant les risques d’hétérogénéité spatiale due aux variabilités inter-individuelles
de conformation cérébrale.
Enfin, les sujets étaient non-fumeurs afin de limiter le stress pouvant être généré par une
éventuelle envie de fumer au cours de l’expérience. Avant de procéder à tout recueil de signaux
EEG, le sujet était invité à lire et signer une feuille de consentement éclairé pour s’assurer de
sa compréhension de la nature de l’expérience et de son accord pour y participer. Il y était
notamment précisé que l’expérience pouvait être interrompue à tout moment si le participant
en ressentait la nécessité.
Au cours de ces travaux, deux campagnes d’acquisitions ont été menées. La première, en
2011, a permis de recueillir les signaux EEG de 44 sujets. En 2012, la seconde campagne
d’acquisition permis de réaliser des enregistrements chez 14 sujets supplémentaires. Au total,
58 sujets (35 femmes et 23 hommes) ont participé à cette étude.
1.2 Environnement de l’acquisition
Deux pièces, représentées en Figure II.2, sont utilisées lors des acquisitions. Les participants
viennent en binôme assister à l’expérience. L’un des deux est le sujet et l’autre assiste les ex-
périmentateurs, dans le cadre d’une participation volontaire à une expérience venant illustrer
un cours de « bases biologiques du comportement » dispensé en Licence MASS à l’Université
Bordeaux Segalen. Deux membres de l’équipe sont également présents en tant qu’expérimenta-
teurs. Lorsque la procédure d’enregistrement des signaux EEG débute, les expérimentateurs se
situent dans la pièce A tandis que le sujet est seul dans la pièce B. De cette manière, le sujet
n’est pas perturbé par la présence d’autres personnes dans la pièce. Une caméra avec un micro
intégré (5), reliée en wifi à l’ordinateur 3, permet de visualiser la pièce B afin de s’assurer du
bon déroulement de l’expérience et de pouvoir l’interrompre en cas de demande du sujet ou de
problème majeur. L’ordinateur 1 pilote les enregistrements des signaux EEG. L’ordinateur 2
gère l’interface avec le participant (affichage sur l’écran placé devant le participant (4), lance-
ment du protocole géré sous Matlab, etc). Dans la pièce B, des hauts parleurs permettent de
diffuser une bande sonore au sujet (lors de la séance de relaxation). L’écran 4 permet quant à
lui d’afficher les consignes visuelles, lancées par les expérimentateurs depuis l’ordinateur 2.
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Figure II.2 – Schéma représentant les deux pièces utilisées lors des acquisitions.
2 Préparation du sujet
Lors de son arrivée, le participant est invité à retirer tout objet qui pourrait interférer avec
le champ électrique environnant (bijoux, barrettes métalliques, téléphone portable, etc). Si le
participant porte des lunettes, il peut les conserver une fois le casque posé.
La première étape consiste à poser des électrodes cupules (voir Figure I.8(a) dans le Cha-
pitre I) au niveau des yeux et derrière les oreilles. Pour ce faire, la peau du sujet doit être
nettoyée et dégraissée à l’alcool afin d’améliorer le contact entre la peau et les électrodes et
diminuer ainsi leur impédance.
Une fois que la peau a été préparée, un gel électrolytique est disposé dans chaque électrode-
cupule pour favoriser son contact. L’électrode est alors posée directement sur la peau du sujet
où elle est maintenue à l’aide de sparadrap.
Les électrodes oculaires permettent d’enregistrer un Electro-OculoGramme (EOG). L’ana-
lyse de l’EOG permet de détecter les mouvements oculaires ainsi que les clignements (voir
Section 3.1.1.2 dans le Chapitre I). Ces artéfacts nettement visibles sur l’électroencéphalo-
gramme recueilli perturbent la future exploitation de celui-ci (voir la Figure I.7 du Chapitre
I). Pour certains signaux, il peut donc être intéressant de savoir à quel moment un artéfact
oculaire est apparu afin de pouvoir retirer la portion de signal EEG impactée. Les électrodes
oculaires permettent donc d’obtenir cette information. Afin de capter à la fois les clignements
et les saccades oculaires, une électrode est placée en dessous de l’œil gauche du sujet et une
autre électrode est placée à droite de son œil droit.
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Dans la présente expérience, un montage référentiel est utilisé (voir section 3.1.1.3 dans
le Chapitre I). Dans le montage utilisé, la référence est obtenue en moyennant les signaux
enregistrés par les deux électrodes placées sur les os mastoïdes (situés derrière l’oreille).
3 Pose du casque
Une fois les quatre électrodes servant de référence et au recueil de l’EOG placées, un casque
à 58 électrodes (Electrocap) est placé sur le crâne du sujet. Le casque est connecté au système
d’acquisition via la boîte têtière (voir Section 3.1.1.4 du Chapitre I). Afin de limiter la cap-
tation de signaux électriques ambiants, l’ensemble des branchements des matériels électriques
du box expérimental où se trouve le sujet (écrans, haut-parleurs, caméra, etc) se fait sur des
prises situées dans la pièce de contrôle adjacente (grâce au passage des câbles par une ouverture
pratiquée dans le mur).
Ainsi, dans ce travail, 58 électrodes actives sont utilisées pour le recueil du signal EEG. Elles
sont fixées au casque et ainsi positionnées sur le scalp selon le système international 10/10, qui
répond à des règles de placement et une nomenclature standard. La répartition des électrodes
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Figure II.3 – Représentation de la répartition des électrodes lors des acquisitions.
La nomenclature associée à ce système a été détaillée en Section 3.1.1.1 dans le Chapitre I.
La Figure II.3(b) montre la numérotation des électrodes utilisée dans cette étude. Cette numé-
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rotation va permettre de simplifier les représentations des résultats dans la suite de ce travail.
Elle se fait dans la direction antéro-postérieure, en commençant par les électrodes placées en
région pré-frontale (notée FP) et en augmentant jusqu’aux électrodes placées à l’arrière de la
tête (zone occipitale notée O). L’acquisition nécessite l’utilisation d’une électrode de masse
(terre), constituée ici de l’électrode AFz (voir Figures II.3 et I.5).
Le logiciel Cohérence 3NT (Deltamed, http://www.natus.com/) est utilisé dans ce travail
pour le recueil des signaux EEG. Il a une fonctionnalité qui permet en cours de pose de vi-
sualiser l’impédance des électrodes, et de s’assurer ainsi du bon contact électrique de celles-ci.
L’expérimentateur va donc, grâce à une seringue munie d’une canule pouvant s’introduire dans
les plots enchâssant les électrodes, écarter les cheveux du sujet et ajuster la quantité de gel
et sa répartition dans la cupule, jusqu’à obtenir la meilleure impédance possible (idéalement
inférieure à 5KOhms). La pose des 58 électrodes nécessite environ 45 minutes.
Ces précisions sont importantes pour expliquer un des intérêts de ce travail de thèse. En
effet, on comprend bien que la pose des électrodes, du fait qu’elle nécessite beaucoup de temps,
peut réduire le champ des applications possibles de l’EEG en BCI. Il s’avère donc utile, dans des
perspectives d’applications ultérieures (cliniques, commerciales ...) d’effectuer une réduction de
variables en minimisant le nombre d’électrodes nécessaires ce qui réduira de la pose d’un casque
ou d’éventuelles électrodes libres en nombre restreint.
Après la pose du casque, le sujet est renseigné sur les contraintes imposées pour garantir la
qualité du signal EEG. Les consignes sont de ne pas bouger, d’être le plus décontracté possible,
de respirer par la bouche pour éviter toute crispation des maxillaires, et de garder les bras et
les jambes décroisées afin d’éviter au maximum les artefacts musculaires (voir la Figure I.6 du
Chapitre I). Une fois les consignes données, le sujet est laissé seul dans le box expérimental, les
expérimentateurs se placent dans la pièce de contrôle voisine et l’expérience peut débuter.
4 Enregistrement de signaux EEG
Durant l’expérience, il y a deux enregistrements EEG. Le premier enregistrement intervient
au début de l’expérience avant toute activité préalable du sujet. Il vise à recueillir l’EEG du
sujet considéré comme étant dans un état de vigilance de « référence », dit état « normal ».
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Le second enregistrement, intervenant après une séance de relaxation, vise à recueillir l’activité
cérébrale du sujet dans un état de basse vigilance, dit état « relaxé ».
Chacune de ces périodes d’enregistrement dure trois minutes durant lesquelles le sujet doit
fixer une croix blanche, située au centre d’un écran, pour éviter toute saccade oculaire. Le sujet
garde donc les yeux ouverts et peut cligner des yeux sans contrainte particulière. Une photo-
graphie d’un membre de notre équipe, prise afin d’illustrer les conditions d’enregistrements des
signaux EEG, est donnée en figure II.4.
Figure II.4 – Photographie représentant les conditions d’enregistrement des signaux EEG.
Les enregistrements EEG ont été réalisés à une fréquence d’échantillonnage de 256 Hz. Ainsi,
chaque tracé obtenu pour une électrode dans chaque épisode enregistré contient plus de 46000
points.
Remarque : Le fait que le sujet garde les yeux ouverts peut être un point discutable car
les ondes alpha, caractéristiques d’un état de veille passif, apparaissent principalement lorsque
le cerveau du sujet n’est pas sollicité pour analyser un contenu sensoriel. Elles sont ainsi plus
marquées lorsque le sujet a les yeux fermés. Cependant, le but de notre étude est de pouvoir
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prédire l’état de vigilance d’une personne sans que cette dernière n’ait forcément les yeux fermés.
C’est pourquoi, afin de ne pas restreindre les domaines d’applications de ce travail, il a été choisi
que les sujets aient les yeux ouverts durant les acquisitions.
5 Séance de relaxation
Le but de la séance de relaxation est d’abaisser le niveau de vigilance du sujet afin de
l’amener dans un état dit « relaxé ». Durant la séance, le sujet est guidé par une bande son,
diffusée par les haut-parleurs de la salle B (voir Figure II.2). La séance comprend trois exercices
d’auto-relaxation fondés sur de la relaxation musculaire et de la visualisation mentale 1. Le pre-
mier exercice est issu de la méthode du training autogène [51]. Durant celui-ci, le sujet doit
se répéter mentalement des phrases qui favorisent l’auto-hypnose. Le deuxième exercice s’ap-
parente à la méthode de la relaxation progressive [52]. Le sujet doit successivement contracter
et décontracter certains muscles, en particulier ceux des bras et des jambes. Enfin, un exercice
de visualisation mentale clôture la séance. Le sujet doit alors imaginer qu’il se trouve dans un
lieu qui lui est familier et qu’il affectionne et se concentrer sur les sensations éprouvées (odeurs,
bruits, couleurs). Durant l’intégralité de la séance de relaxation, aucun enregistrement EEG
n’est réalisé.
6 Recueil de la variation contingente négative (VCN)
Si nous nous étions contentés de recueillir l’EEG du sujet avant et après la séance de re-
laxation, il aurait été impossible de savoir si cette séance a permis d’atteindre le but recherché,
c’est-à-dire a effectivement abaissé le niveau de vigilance du sujet. C’est donc dans le but de
vérifier l’efficacité de la relaxation sujet par sujet qu’une tâche permettant de recueillir la VCN
a été introduite dans le protocole expérimental. Cette tâche a été effectuée avant et après la
séance de relaxation.
La VCN est une composante des potentiels évoqués qui se développe lorsqu’un sujet se pré-
pare à réaliser une tâche. Cette composante a la particularité d’avoir une amplitude qui varie
en fonction de l’état de vigilance du sujet (voir Section 3.1.1.9 dans le Chapitre I). L’analyse
des amplitudes des VCN obtenues avant et après la séance de relaxation va donc permettre de
1. Les textes qui ont permis l’enregistrement des trois méthodes de relaxation sont disponibles sur la page
internet http://www.sommeil-mg.net/spip/Techniques-de-relaxation
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déterminer si la séance de relaxation a eu l’effet escompté sur l’état de vigilance du sujet.
Le protocole expérimental est le suivant : le sujet est assis devant un écran d’ordinateur
présentant une croix blanche en son centre, sa main droite posée sur la barre « espace » d’un
clavier (voir Figure II.2) sur laquelle il doit appuyer le plus rapidement possible, à chaque appa-
rition d’un carré venant se substituer à la croix blanche sur l’écran. Un signal d’avertissement
sonore (bip) précède, avec un délai de 2.5 secondes, chaque apparition du carré, ce qui permet
ainsi au sujet de préparer son appui. L’EEG du sujet est enregistré pendant toute la durée de la
tâche, qui comprend 50 paires de stimuli « S1 : bip - S2 : carré ». Le temps entre deux paires de
stimuli est aléatoire. Durant la tâche, le sujet a pour consigne d’éviter au maximum de cligner
des yeux entre S1 et S2 pour éviter tout artefact oculaire (voir Section 3.1.1.2 du Chapitre I).
Il peut en revanche cligner des yeux entre les essais. Un schéma représentant le protocole de
recueil de la VCN est fourni en Figure II.5.
S1 S2




Figure II.5 – Schéma représentant le protocole de recueil de la VCN. La tâche est composée de 50 paires
de stimuli « S1 : bip - S2 : carré » durant lesquels le signal EEG du sujet est enregistré.
Comme évoqué dans la remarque de la section 3.1.1.9 du Chapitre I, le paradigme expé-
rimental permettant de recueillir la composante VCN inclut des perturbations susceptibles de
modifier l’état de vigilance du sujet (diffusion de signaux sonores, sollicitation de mouvements).
Dans cette étude, les amplitudes des VCN recueillies dans les deux états de vigilance vont être
comparées pour vérifier que l’état de vigilance du sujet a baissé après la séance de relaxation.
Ainsi, on peut considérer que si l’état de vigilance du sujet est suffisamment bas après cette
dernière, les perturbations dues au protocole d’acquisition de la composante VCN n’auront pas
d’effets sur notre étude. Le traitement des signaux EEG afin d’extraire la VCN ainsi que les
résultats obtenus seront détaillés en Section 8.
7 Remarques sur le protocole expérimental
Le protocole expérimental qui vient d’être présenté correspond au protocole définitif grâce
auquel les signaux EEG de notre étude ont été recueillis. Cependant, avant d’entériner ce proto-
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cole, une étape de validation a été nécessaire. Elle a permis de déterminer, en passant plusieurs
sujets « pilotes », les conditions optimales de réalisation du protocole (minimisation du temps
de pose du casque, ajustement de la durée de chaque exercice de relaxation, détermination du
nombre minimal d’essais requis pour l’extraction de tracés de VCN corrects, etc).
8 Validation des données
Dans cette partie, les signaux EEG enregistrés lors des deux phases de recueil de la VCN
vont être traités pour en extraire la composante. L’étude des composantes VCN ainsi obtenues
est réalisée sur les 58 sujets de l’étude afin de déterminer si la séance de relaxation a permis
d’abaisser leur niveau de vigilance. Seuls les enregistrements EEG pré- et post-relaxation des
sujets pour lesquels cette baisse de vigilance aura été constatée pourront être conservés pour la
suite de nos travaux.
8.1 Pré-traitement des signaux
Pour un individu donné, 100 signaux EEG enregistrés entre les stimuli S1 et S2 sont obtenus
(50 récoltés avant la séance de relaxation et 50 après). Afin d’éliminer les signaux contenant
des artéfacts oculaires (essais durant lesquels le sujet a cligné des yeux), les enregistrements
subissent un test automatique de détection des clignements. Comme évoqué en Section 3.1.1.2
du Chapitre I, lorsqu’un clignement intervient, un pic est mesuré sur l’électrode oculaire placée
sous l’œil du sujet. Ainsi, la différence entre le signal mesuré sur l’électrode oculaire droite
et celui mesuré sur l’électrode oculaire gauche est considérée. Si, dans un intervalle allant de
200ms avant S1 à S2, un pic dépassant 400 µ V est détecté, l’enregistrement est automatique-
ment rejeté. Un exemple d’essai présentant un artéfact oculaire et de la différence des électrodes
oculaires est donné en figure II.6. L’intervalle allant de 200ms avant S1 à S1 est inclus dans le
test car il permet de calculer la ligne de base de l’essai. Celle-ci correspond au signal EEG qui
aurait été enregistré si aucun stimulus avait été présenté au sujet. Elle est obtenue pour chaque
essai en réalisant la moyenne de la portion de signal allant de 200ms avant S1 à S1. La valeur
obtenue est alors retranchée à toute la séquence afin de recaler l’essai.
Sur les 58 sujets de l’étude, 14 sujets ont été éliminés après le retrait des artéfacts oculaires.
En effet, ces derniers ne présentaient plus assez d’essais valides dans au moins une des phases
de test VCN après le rejet des artefacts.
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(a) Tracé d’un essai VCN (signal EEG entre S1 et S2
lors de la tâche de recueil de la VCN) durant lequel
le sujet a cligné des yeux. Ce signal est recueilli par
l’électrode AF4.
















(b) Tracé du signal correspondant à la différence des
signaux mesurés sur les électrodes oculaires durant
un essai VCN présentant un clignement. La ligne en
pointillé représente le seuil de détection des cligne-
ments.
Figure II.6 – Représentation de la gestion des artéfacts oculaires.
8.2 Extraction de la VCN et règle de décision
Pour un sujet donné, l’analyse de la VCN va permettre de vérifier si la séance de relaxation
a bien eu l’effet escompté sur son état de vigilance. Le recueil de la VCN a été détaillé en
Section 6. L’extraction de la VCN est réalisée en appliquant la méthode des potentiels évoqués
détaillée en Section 3.1.1.9 du Chapitre I. Cette méthode consiste à moyenner, par électrode
et par sujet, tous les tracés EEG exempts d’artefact recueillis entre S1 et S2. Ainsi l’on fait
émerger les composantes du potentiel évoqué par S1, dont la VCN.
Pour déterminer si la séance de relaxation a bien permis d’abaisser le niveau de vigilance
d’un sujet donné, les amplitudes de la VCN enregistrée avant et après la séance de relaxation
vont être comparées. Comme évoqué en Section 3.1.1.9 du Chapitre I et représenté sur la Figure
I.13, la séance de relaxation est supposée entraîner une baisse de l’amplitude de la VCN.
Pour comparer les amplitudes des VCN, la méthode utilisée est de calculer les aires sous les
courbes VCN. Pour cela, il faut déterminer la période entre S1 et S2 qui est significative (période
sur laquelle calculer l’aire) et les électrodes sur lesquelles il faut calculer l’aire (électrodes
discriminantes).
8.2.1 Sélection de la période pour le calcul de l’aire
Afin de déterminer la période sur laquelle étudier la VCN, les tracés moyens dans les deux
états de vigilance chez les 44 sujets retenus ont été soumis à une exploration visuelle. La Figure
II.7 représente ces tracés pour les deux états de vigilance et pour l’électrode FCz. Cette Figure
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montre que la VCN semble débuter à partir de 300 ms après S1, lorsque le tracé moyen devient
négatif. Contrairement à certaines VCN obtenues dans la littérature, après 1000ms le signal
revient à la ligne de base. Ce résultat, bien qu’inattendu, semble relativement robuste. En effet,
le même constat est obtenu chez tous les sujets, sur toutes les électrodes et pour les deux états
de vigilance. Il pourrait être dû à l’intervalle de temps conséquent entre S1 et S2. Des études
se sont d’ailleurs intéressées à l’influence de ce temps inter stimuli sur la VCN obtenue (voir
notamment [53]). Dans notre travail, la VCN semble donc se développer entre 300ms et 1000ms.
Afin d’être sûrs de cibler la partie commune aux composantes de tous les sujets, l’aire de la
VCN sera calculée entre 360ms et 900ms. Cet intervalle est représenté sur la Figure II.7 par
des lignes verticales jaunes.
























Figure II.7 – Représentation de tracés EEG moyens obtenus dans le protocole de recueil de la VCN dans
les deux états de vigilance (courbe bleue pour l’état avant relaxation et rouge pour l"état après relaxation).
Ces tracés sont ceux de l’électrode FCz.
8.2.2 Sélection des électrodes par test statistique
Dans cette partie, une approche visant à isoler les électrodes qui présentent une différence
notable entre les aires des VCN pour les deux phases d’enregistrement (avant et après relaxa-
tion) va être proposée. Il s’agit de construire un test statistique visant à vérifier la présence de
cette différence.
Étant donné que les mesures des aires sont répétées sur le même sujet (avant / après relaxa-
tion), le test utilisé est apparié. Pour réaliser ce test, la différence des aires mesurées dans ces
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Fz FCz FC1 F1 F2 F3 FC2 FC3 F4 AF3 FC4
0.00942 0.01259 0.01426 0.01612 0.02294 0.02869 0.03113 0.04711 0.05999 0.06892 0.07882
FPz AF4 F5 FC5 FP1 C3 C1 Cz F6 C2 T3
0.09964 0.11253 0.11479 0.12413 0.16086 0.16662 0.17853 0.20719 0.23476 0.29540 0.29941
C5 FP2 FC6 T5 PO8 F8 F7 PO7 C4 CP3 P5
0.31159 0.32398 0.34504 0.38855 0.46089 0.47927 0.49309 0.52533 0.52993 0.53911 0.53911
PO3 TP7 CP5 Oz PO5 PO6 O1 O2 CPz P3 P1
0.53911 0.57106 0.58011 0.58462 0.59361 0.60256 0.60256 0.61587 0.63341 0.64209 0.65069
CP1 C6 POz CP2 P2 PO4 Pz P4 P6 T6 CP4
0.65496 0.68430 0.69249 0.72429 0.73198 0.76166 0.77580 0.81841 0.83914 0.84754 0.85028
CP6 T4 TP8
0.86347 0.89829 0.91402
Figure II.8 – Liste des électrodes classées par ordre croissant de p-valeurs obtenues par un test signé des
rangs de Wilcoxon. Les p-valeurs inférieurs au seuil de 5% ainsi que les électrodes associées apparaissent
en bleu.
deux phases est calculée pour chaque sujet et chaque électrode. Une matrice A de taille 44× 58
est obtenue. La valeur à la ligne i et la colonne j de cette matrice est positive lorsque l’aire de
la VCN mesurée avant la séance de relaxation est supérieure à celle mesurée après la séance de
relaxation pour le sujet i et l’électrode j. Afin de déterminer si un test paramétrique peut être
utilisé, un test de normalité (Shapiro-Wilk avec un seuil de 5%) est appliqué sur les colonnes de
A. Le rejet de ce test pour la plupart des électrodes montre qu’un test non paramétrique doit
être utilisé. Le test signé des rangs de Wilcoxon va donc être utilisé. Ce test, pendant du test
de Student dans le cadre non paramétrique, va permettre de tester l’hypothèse H0 : “L’aire de
la VCN mesurée sur l’électrode j avant la séance de relaxation est inférieure ou égale à celle
mesurée après la séance de relaxation" contre l’hypothèse H1 : “L’aire de la VCN mesurée sur
l’électrode j avant la séance de relaxation est supérieure à celle mesurée après la séance de
relaxation".
On va s’intéresser aux électrodes qui rejettent le test qui vient d’être construit. Un test va
être réalisé pour chaque électrode (chaque colonne de A) avec un niveau de 5%. Les p-valeurs
obtenues sont proposées en Figure II.8.
Ainsi, une p-valeur obtenue par le test qui vient d’être défini est associée à chaque électrode.
Lorsque cette p-valeur est inférieure au seuil de 5%, le test conclut au rejet de l’hypothèse
nulle H0. Les résultats du test montrent donc que 8 électrodes (Fz, FCz, FC1, F1, F2, F3,
FC2 et FC3) rejettent le test. Ces 8 électrodes sont donc celles sur lesquelles il va falloir se
concentrer. Ces électrodes sont situées au dessus du cortex pré-moteur, ce qui est cohérent avec
des travaux antérieurs menées sur 24 sujets sains qui ont permis de déterminer par magnéto-
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encéphalographie que le cortex prémoteur est la source cérébrale de la VCN [54].
Correction des p-valeurs : Dans l’approche qui vient d’être présentée, une série de tests
multiples avec l’hypothèse H0 à un seuil de 5% a été utilisée. En réalisant une série de tests
multiples avec l’hypothèse H0 à un seuil 5% (P(H1/H0) = 5%), sous le simple fait du hasard,
5% de ces électrodes pourraient être considérées discriminantes à tort, c’est-à-dire 2 électrodes.
Il existe des approches permettant d’éliminer ou de contrôler ce risque.
L’approche la plus connue est celle de Bonferonni qui contrôle la probabilité de n’avoir aucun
faux positif en divisant le seuil par le nombre total de tests. Le principal problème de cette
approche est qu’elle est trop conservative, rendant l’acceptation de l’hypothèse nulle plus facile.
Dans ce travail, l’approche de Benjamini et Hochberg, présentée dans [55] et fondée sur le
contrôle du taux de faux positifs (False Discovery Rate, noté FDR) va être utilisée.
Le but de l’approche de Benjamini et Hochberg est de fixer le seuil α du test qui va être
utilisé afin de contrôler le taux de faux positifs. Le taux de faux positifs est défini par le rapport
entre le nombre de faux positifs et le nombre total de positifs (vrais positifs + faux positifs).
FDRt = E(Vt/Rt)
où Vt représente le nombre de faux positifs et Rt désigne le nombre total de positifs.
Pour chacune des 58 électrodes, un test à un niveau α va être réalisé, correspondant au test
H0 contre H1 qui a été présenté en Section 8.2.2. Ainsi, n p-valeurs (une par électrode) notées
pi sont obtenues. Ces dernières vont être classées par ordre croissant. La suite des p-valeurs
classées par ordre croissant est notée p(1), p(2), ..., p(n), où l’indice entre parenthèse ne représente
plus le numéro de l’électrode mais le classement de la p-valeur.
Pour un seuil α fixé, la plus grande valeur de k telle que p(k) ≤ αk
n
est recherchée.
Les k électrodes correspondant aux k premières p-valeurs p(1), p(2), ..., p(k) sont déclarées
discriminantes (rejettent H0) et sont donc conservées.
Les p-valeurs du test précédent peuvent donc être corrigées en utilisant l’approche de Ben-
jamini et Hochberg. Les résultats après l’application de ce correctif sont donnés en Figure II.9.
Après l’application du correctif, plus aucune p-valeur n’est inférieure au seuil. Ceci est dû
au fait qu’avant l’application du correctif, les p-valeurs inférieures au seuil étaient relativement
proches de celui-ci. La correction des p-valeurs entraîne une augmentation de ces dernières et
56
II.8 Validation des données
F1 Fz FC1 FCz F3 F2 FC2 FC3 F4 AF3 FC4
0.23368 0.23368 0.23368 0.23368 0.25794 0.25794 0.25794 0.34157 0.38661 0.39975 0.41560
FPz AF4 F5 FC5 FP1 C3 C1 Cz F6 FP2 T3
0.47556 0.47556 0.47556 0.47998 0.56847 0.56847 0.57526 0.63247 0.68081 0.78294 0.78294
C5 C2 FC6 F7 F8 C4 TP7 CP5 CP3 CP1 CPz
0.78294 0.78294 0.80049 0.84417 0.84417 0.84417 0.84417 0.84417 0.84417 0.84417 0.84417
T5 P5 P3 P1 PO7 PO5 PO3 PO6 PO8 O1 Oz
0.84417 0.84417 0.84417 0.84417 0.84417 0.84417 0.84417 0.84417 0.84417 0.84417 0.84417
O2 C6 POz CP2 P2 Pz PO4 CP4 CP6 P4 P6
0.84417 0.85456 0.85456 0.86642 0.86642 0.88229 0.88229 0.89431 0.89431 0.89431 0.89431
T6 T4 TP8
0.89431 0.91402 0.91402
Figure II.9 – Liste des électrodes classées par ordre croissant de p-valeurs obtenues par un test signé des
rangs de Wilcoxon. Les p-valeurs sont corrigées à l’aide de la méthode de Benjamini et Hochberg.
les fait toutes passer au dessus du seuil. En l’état, cela reviendrait donc à conclure qu’aucune
électrode n’a permis de calculer une aire de VCN avant la séance de relaxation significativement
supérieure à celle enregistrée après la séance. Faute de mieux, l’approche choisie dans ce travail
est donc de garder les 8 électrodes qui ont une p-valeur non corrigée inférieure au seuil. En effet,
comme évoqué précédemment au vu du nombre de tests réalisés et du seuil du test considéré,
l’utilisation des p-valeurs non corrigées entraînerait le rejet à tort de l’hypothèse H0 pour 2
électrodes en moyenne. Il s’agit donc d’un risque faible qu’il nous faut prendre.
8.2.3 Sélection des sujets par test statistique
Une fois que les électrodes sur lesquelles se fonder ont été sélectionnées, les aires des VCN
enregistrées sur ces électrodes sont conservées. Une fois encore, les aires enregistrées avant et
après la séance de relaxation vont être soustraites pour chaque sujet et chaque électrode. Une
matrice B de taille 44×8 est alors obtenue. De manière analogue à ce qui vient d’être fait pour
les électrodes, un test non paramétrique va être appliqué sur les sujets afin de déterminer si
l’aire de la VCN mesurée avant la relaxation est significativement supérieure à celle mesurée
après la séance de relaxation. Le test défini en Section 8.2.2 est donc utilisé sur les lignes de
B. Une p-valeur est obtenue pour chaque sujet. Les résultats obtenus sont proposés en Figure
II.10.
Il convient de conserver les sujets pour lesquels la p-valeur est inférieure au seuil de 5%.
Ainsi, le test conclu que la séance de relaxation a eu l’effet escompté chez 25 sujets (sujets
numéros 4, 6, 7, 12, 14, 15, 16, 20, 26, 27, 28, 29, 33, 36, 37, 40, 41, 42, 45, 47, 51, 52, 54, 56 et
58, les numéros étant donnés en fonction de l’ordre de passage lors des campagnes d’acquisition
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4 6 7 12 14 15 16 20 26 27 28
0.00391 0.00391 0.00391 0.00391 0.00391 0.00391 0.00391 0.00391 0.00391 0.00391 0.00391
29 33 36 37 40 41 42 45 47 51 52
0.00391 0.00391 0.00391 0.00391 0.00391 0.00391 0.00391 0.00391 0.00391 0.00391 0.00391
54 56 58 44 24 38 13 43 34 5 8
0.00391 0.00391 0.00781 0.09766 0.32031 0.67969 0.72656 0.87500 0.94531 1 1
9 21 23 30 31 32 39 46 49 55 57
1 1 1 1 1 1 1 1 1 1 1
Figure II.10 – Liste des sujets classés par ordre croissant de p-valeurs obtenues par un test signé des
rangs de Wilcoxon. Les p-valeurs inférieurs au seuil de 5% ainsi que les sujets associés apparaissent en bleu.
4 6 7 12 14 15 16 20 26 27 28
0.00716 0.00716 0.00716 0.00716 0.00716 0.00716 0.00716 0.00716 0.00716 0.00716 0.00716
29 33 36 37 40 41 42 45 47 51 52
0.00716 0.00716 0.00716 0.00716 0.00716 0.00716 0.00716 0.00716 0.00716 0.00716 0.00716
54 56 58 44 24 5 8 9 13 21 23
0.00716 0.00716 0.01375 0.16526 0.52199 1 1 1 1 1 1
30 31 32 34 38 39 43 46 49 55 57
1 1 1 1 1 1 1 1 1 1 1
Figure II.11 – Liste des sujets classés par ordre croissant de p-valeurs obtenues par un test signé des
rangs de Wilcoxon. Les p-valeurs sont corrigées à l’aide de la méthode de Benjamini et Hochberg. Les
p-valeurs inférieurs au seuil de 5% ainsi que les sujets associés apparaissent en bleu.
afin de préserver l’anonymat des sujets).
Correction des p-valeurs : De manière analogue à ce qui a été fait pour les électrodes,
les p-valeurs obtenues peuvent être corrigées. Les résultats obtenus sont donnés en Figure II.11.
Cette fois ci, l’utilisation du correctif de Benjamini et Hochberg n’entraîne pas de différence.
En effet, les 25 sujets initialement sélectionnés ont une p-valeur corrigée inférieure au seuil. Le
fait qu’aucune modification sur l’issue du test n’intervienne ici est lié au fait que les p-valeurs
non corrigées étaient très faibles et donc très inférieures au seuil (contrairement aux p-valeurs
obtenues en Section 8.2.2).
Dans l’approche qui vient d’être présentée, une première série de tests statistiques est utilisée
afin de sélectionner les électrodes discriminantes à partir des aires des VCN enregistrées sur les
44 sujets. Une fois que ces électrodes ont été sélectionnées, seules les aires enregistrées par ces
électrodes ont été conservées. Une autre série de tests statistiques a permis de déterminer les
sujets sur lesquels la séance de relaxation a eu l’effet escompté (baisse du niveau de la vigilance).
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La principale critique qui peut être faite sur cette approche est la suivante : lors de la première
série de tests, les électrodes sont sélectionnées à partir des aires VCN de sujets pour qui l’on
n’est pas sûr que la relaxation ait fonctionné. Bien évidemment, l’idéal aurait été de pouvoir
sélectionner les électrodes uniquement sur les sujets pour lesquels la séance de relaxation a
effectivement fonctionné mais cette information nous était inaccessible.
De plus, lorsqu’une électrode a été conservée dans la première série de test, cela signifie que
pour cette électrode, l’aire de la VCN enregistrée avant la séance de relaxation était supérieure
à celle enregistrée après la séance de relaxation et ce, en conservant tous les sujets. Ainsi, la
différence observée est valide à la fois pour les sujets que l’on aurait dû supprimer et pour ceux
chez lesquels la relaxation a eu un effet. Ces électrodes-là doivent donc bien être sélectionnées.
8.3 Inspection visuelle de la VCN
Afin de compléter l’approche précédente, une inspection visuelle des tracés EEG moyennés
est réalisée sur chaque sujet pour lesquels l’amplitude de la VCN a significativement diminué
après la séance de relaxation selon les tests précédents. Cette inspection visuelle a pour but de
s’assurer que les principales composantes des potentiels évoqués (N100, P300, VCN) sont bien
présentes et d’étudier l’allure des courbes moyennes du sujet (avant et après relaxation). De
plus, le décours temporel de ces potentiels évoqués est étudié. L’inspection visuelle est réalisée
à l’aide d’une interface crée par Pierrick Legrand et Julien Clauzel et représentée en figure
II.12. À partir de cette interface, l’utilisateur choisit le sujet ainsi que l’électrode qu’il souhaite
visualiser.
Trois types de figures sont proposées par cette interface. La Figure II.12(a) permet de
visualiser le tracé de la VCN du sujet choisi obtenue à partir des signaux EEG recueillis avant
(courbe bleue) et après (courbe rouge) la séance de relaxation. Les courbes en gras correspondent
aux moyennes des courbes sur tous les sujets. Cette figure permet de vérifier visuellement que,
entre les deux traits verticaux jaunes, la courbe rouge est bien au dessus de la courbe bleue.
La Figure II.12(b) est une carte topographique du scalp du sujet en un instant donné (avant
ou après relaxation). Cette carte permet donc de visualiser l’activité électrique enregistrée en
un point temporel choisi par l’utilisateur (ici 589 ms après S1 pour le signal recueilli avant
la séance de relaxation). Sur la figure, les forts potentiels apparaissent en rouge et les faibles
potentiels apparaissent en bleu. La figure permet ainsi de vérifier l’apparition des principales
composantes des potentiels évoqués ainsi que la localisation des électrodes au niveau desquelles
ces composantes sont les plus amples. En effet, le point temporel choisi correspond à la pé-
riode où la VCN est sensée se développer. On voit sur la figure qu’une composante négative
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(apparaissant en bleu), correspondant à la VCN, est observable sur les électrodes pré-frontales,
frontales et fronto-centrales.
La Figure II.12(c) représente le tracé entier obtenu chez le sujet pour chaque électrode
(ordonnée) au cours du temps (abscisse). Le code couleur utilisé en Figure (b) est identique
à celui de cette figure. Cette illustration permet d’avoir un aperçu global du signal pour le
sujet considéré et de repérer un éventuel problème sur une électrode (électrode enregistrant un
potentiel trop faible ou trop élevé sur toute la durée du signal par exemple).
Cette interface a permis, à une spécialiste du domaine (Mme Faïta-Aïnseba), de réaliser
une exploration visuelle des tracés VCN. Une attention particulière a été portée sur les 25
sujets pour lesquels le test statistique a conclu que l’aire enregistrée sous la courbe de la VCN
avant la séance de relaxation est significativement supérieure à celle enregistrée après la séance
de relaxation. Sur ces 25 sujets, 19 ont été conservés après l’inspection visuelle de leur VCN.
Notons que cette inspection visuelle a également été opérée sur les sujets précédemment rejetés
afin de vérifier que le verdict posé était cohérent.
8.4 Résultats de l’étude de la VCN
L’étude de la VCN a été réalisée sur les 58 sujets de notre étude et 19 sujets ont été conservés
pour la suite de notre étude (13 sujets de la première campagne d’acquisition et 6 sujets de la
seconde). Ainsi, un nombre conséquent de sujets a été rejeté. Les causes de ces rejets sont de
trois types :
– 14 sujets du fait d’un trop grand nombre d’artefacts oculaires, rendant impossible l’ex-
traction correct des potentiels évoqués par la méthode de moyennage des signaux recueillis
à chaque essai.
– Sur les 44 sujets restants, 25 ont été conservés après l’application d’un test statistique sur
les calculs d’aires des VCN.
– Enfin, la dernière cause de rejet vient de l’inspection visuelle. Celle-ci a conduit au rejet
de 6 sujets.
Remarquons ici que le stress dû à l’expérience et la durée de la pose du casque à électrodes
peuvent être des facteurs qui ont détérioré l’efficacité de la séance de relaxation. De plus, pour
limiter la durée du port du casque, la séance de relaxation est relativement courte (20 minutes).
Il est donc possible que les sujets sélectionnés par l’analyse de la VCN soient ceux qui ont réussi
à se relaxer en un temps relativement court et dans des conditions qui peuvent être considérées
comme stressantes.
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Un exemple de tracés d’un individu conservé après l’étude de la VCN est donné en II.13 et
un exemple de tracés d’un sujet rejeté est donné en Figure II.14.
Sur ces figures, la courbe en pointillé correspond à la VCN enregistrée avant la séance de
relaxation et la courbe pleine correspond à la VCN enregistrée après la séance de relaxation.
Les lignes verticales pleines correspondent aux signaux avertisseurs (S1 : signal sonore, S2 :
carré). L’aire entre les courbes et l’axe des abscisses est calculée entre T1 et T2 (partie des
courbes encadrées par les lignes verticales en pointillé). Sur la Figure II.13, le sujet est conservé
car la courbe pleine est majoritairement au dessous de la courbe en pointillé entre T1 et T2
(période d’étude de la VCN). Le constat inverse peut être fait sur la Figure II.14, entraînant le
rejet de ce sujet.
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(a) Visualisation des tracés de VCN d’un sujet donné obtenus à partir des signaux EEG recueilli
avant (courbe bleue) et après (courbe rouge) la séance de relaxation. Les courbes en gras corres-













(b) Carte topographique représentant l’activité
électrique mesurée au cours du protocole de re-
cueil de la VCN sur un sujet donné en un instant
donné (avant ou après la séance de relaxation).
Les forts potentiels apparaissent en rouge et les























(c) Représentation du tracé pour chaque électrode
(ordonnée) au cours du temps (abscisse). Les lignes
verticales encadrent la partie du tracé sur laquelle
l’aire de la VCN est calculée. Le code couleur utilisé
en Figure (b) est identique à celui de cette figure.
Figure II.12 – Interface graphique réalisée pour l’inspection visuelle des tracés VCN.
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Figure II.13 – Représentation de la VCN enregistrée chez le sujet 4 de l’étude avant (ligne en pointillé)
et après (ligne pleine) la séance de relaxation. Les lignes verticales pleines correspondent aux signaux
avertisseurs (S1 : signal sonore, S2 : carré). Ce sujet est conservé car la courbe pleine est majoritairement
au dessus de la courbe en pointillé entre T1 et T2 (période d’étude de la VCN encadrée par des lignes
verticales en pointillé).























Figure II.14 – Représentation de la VCN enregistrée chez le sujet 9 de l’étude avant (ligne en pointillé)
et après (ligne pleine) la séance de relaxation. Les lignes verticales pleines correspondent aux signaux
avertisseurs (S1 : signal sonore, S2 : carré). Ce sujet est rejeté car la courbe pleine est majoritairement
au dessous de la courbe en pointillé entre T1 et T2 (période d’étude de la VCN encadrée par des lignes
verticales en pointillé).
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9 Les données
Pour conclure, une représentation de la matrice 3D de données est fournie en Figure II.15.
Les données sont constituées de 38 enregistrements de 3 minutes de signaux EEG bruts pro-
venant des 19 sujets sélectionnés par l’étude de leurs VCN. Chaque enregistrement contient
les variations de potentiels électriques recueillies avec une fréquence d’échantillonnage de 256
Hz (système d’acquisition Deltamed) à l’aide de 58 électrodes actives disposées sur un casque
d’enregistrement (ElectroCap). En utilisant cette fréquence d’échantillonnage, chaque signal




















Figure II.15 – Représentation de la matrice de données en trois dimensions : une pour les sujets, une
pour le temps (46000 points correspondant au nombre de points dans un signal EEG de 3 minutes mesuré
en utilisant une fréquence d’échantillonnage de 256 Hz) et une pour les électrodes.
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Les données recueillies en EEG sont généralement en 3 dimensions qui correspondent au
temps, aux électrodes et aux individus (voir Figure II.15 du Chapitre II). Afin d’augmenter le
nombre de signaux EEG disponibles, il est courant que le signal EEG d’un même individu soit
recueilli en différents instants temporels (essais EEG) ou que le signal EEG enregistré au cours
d’une période soit découpé en signaux de quelques secondes (on parle d’epochs). Les signaux
EEG sont connus pour être non stationnaires, hautement bruités, irréguliers et ont tendance à
varier significativement d’un individu à l’autre, faisant de l’utilisation des méthodes de classifi-
cation un défi scientifique [56]. C’est pourquoi, les signaux EEG sont toujours pré-traités avant
que toute analyse ne soit réalisée. L’un des objectifs de ce pré-traitement est parfois d’aug-
menter le rapport signal sur bruit dans les signaux afin de simplifier la tâche de classification.
L’étape de pré-traitement est généralement couplée à une étape d’extraction de caractéristiques
afin de passer des 3 dimensions initiales à une matrice de données en 2 dimensions sur laquelle
une méthode de classification peut être appliquée.
Dans les prochains paragraphes, des méthodes de pré-traitement et d’extraction de caracté-
ristiques vont être présentées. Par la suite, des exemples de méthodes de classification seront
détaillés. Enfin, les outils existants permettant de sélectionner des variables (électrodes) seront
discutés.
De nombreuses approches ont été développées afin d’extraire des caractéristiques à partir de
signaux EEG. Dans ce chapitre, nous allons principalement nous concentrer sur deux approches
sur lesquelles les travaux réalisés au cours de cette thèse se sont appuyés. La première approche
d’extraction de caractéristiques est fondée sur l’analyse du contenu fréquentiel du signal EEG
à l’aide d’outils de traitement du signal tels que la transformation de Fourier ou la transformée
en ondelettes. La seconde est fondée sur la création de signaux synthétiques discriminants par
combinaisons linéaires des signaux initiaux à l’aide de la méthode Common Spatial Pattern
(CSP). Dans ce chapitre, seule la méthode de classification utilisée durant ces travaux de thèse
sera détaillée. Pour avoir un aperçu plus global des méthodes de pré-traitements, d’extraction
de caractéristiques et de classification utilisées sur des données EEG, le lecteur pourra se référer
à [57] ou [58].
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1 Extraction de caractéristiques
1.1 Extraction de caractéristiques fondées sur l’analyse du contenu
fréquentiel
Dans cette partie, deux méthodes de pré-traitements fondées sur l’analyse du contenu fré-
quentiel vont être présentées : la transformée de Fourier et la transformée en ondelettes. Pour
chacune des méthodes, la version continue et la version discrète sera discutée.
1.1.1 La transformée de Fourier
Transformée de Fourier d’un signal à temps continu : La transformée de Fourier d’un
signal x(t) d’énergie totale finie, à valeur dans le corps des complexes, est définie comme suit :




La transformée de Fourier d’un signal x(t) étant une grandeur complexe, les spectres d’am-
plitude et de phase correspondent aux diagrammes représentant respectivement le module et
la phase de X(f) en fonction de la fréquence f .





La transformée de Fourier est une application linéaire qui permet de faire passer du do-
maine temporel au domaine fréquentiel et son utilisation facilite la caractérisation des systèmes
continus car elle permet en particulier de transformer les équations algébriques en équations
différentielles et inversement.
La transformée de Fourier d’un signal à temps discret, la transformée discrète et










où fech est la fréquence d’échantillonnage et où fr désigne la fréquence normalisée. On traite
plus particulièrement le cas où l’on dispose d’un nombre fini d’échantillons d’un signal discret.
Dans la pratique, il n’est pas réaliste d’effectuer une somme infinie de termes et on sera amené
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à effectuer la transformée de Fourier sur un nombre fini N d’échantillons d’un signal discret.





Pour une fréquence normalisée fr donnée, la transformée de Fourier X(fr) d’une séquence






Cependant, la fréquence normalisée est une variable continue, ce qui présente des difficultés
quand on veut implanter cette transformation. Pour cette raison, il a fallu chercher une autre
transformée qui n’a pas ces inconvénients. Il s’agit de la Transformée de Fourier Discrète (TFD)





Elle coïncide avec la transformée de Fourier du signal à temps discret aux fréquences fr =
n
N
avec n variant de −N2 à
N
2 − 1 et elle s’annule pour les autres fréquences. La transformée de
Fourier discrète est une fonction de l’indice n et de N . Par souci de simplicité, nous poserons
X(n) pour désigner la valeur de la transformée de Fourier discrète à la fréquence normalisée
n
N
. Du fait de la discrétisation de la fréquence, la transformée de Fourier discrète inverse est






Cooley et Tukey ont proposé en 1965 un algorithme rapide pour calculer la transformée de
Fourier discrète (FFT pour Fast Fourier Transform). En effet, dans le cas d’un signal réel, le
calcul direct de la relation ci-dessus nécessite 2N2 multiplications et 2N(2N − 1) additions.
Dans le cas d’un signal complexe, la complexité calculatoire atteint 4N2 multiplications et
2N(2N − 1) additions. La méthode rapide consiste à opérer par dichotomie, ce qui ramène à
une complexité calculatoire en Nlog2(N) .
1.1.2 La décomposition en ondelettes
La décomposition en ondelettes [59], [60] est une méthode très utilisée en analyse du signal.
Son principal avantage est de permettre d’analyser l’évolution du contenu fréquentiel d’un
signal dans le temps. Elle est donc plus adaptée que la transformée de Fourier pour l’analyse
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des signaux non stationnaires.
Une ondelette est une fonction ψ ∈ L2(R) telle que ∫R ψ(t)dt = 0. La transformée en
ondelettes continue d’un signal x peut s’écrire :










où a est appelé facteur d’échelle et représente l’inverse de la fréquence du signal, b est un
terme de translation temporelle et la fonction ψ est appelée ondelette mère. Le terme ψ∗
est le complexe conjugué de ψ. L’ondelette mère est généralement une fonction continue et
différentiable à support compact. Il existe plusieurs ondelettes mères telles que les ondelettes
de Daubechies ou Coiflets, par exemple.
Quelques ondelettes sont données en Figure III.1.
Figure III.1 – Représentation de quelques ondelettes.
Il est également possible de définir la transformée en ondelettes discrète en partant de la
précédente formule et en discrétisant les paramètres a et b. Ainsi, soit a = aj0, où a0 est le
paramètre de résolution tel que a0 > 1 et j ∈ N et soit b = kb0aj0, où k ∈ N et b0 > 0. Il est
très fréquent de considérer la transformée en ondelettes dite « dyadique » qui correspond au
cas où a0 = 2 et b0 = 1. Dans ce cas, j = 1, 2, ...n, où n est le logarithme en base 2 du nombre
de points formant le signal et k = 1, 2, ..., 2j−1. La transformée en ondelettes discrète dyadique
s’écrit :
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où j est le niveau de décomposition (ou l’échelle) et k le décalage temporel. Le nombre de
niveaux de décomposition maximal, n, correspond au log2 du nombre de points formant le
signal. La transformée en ondelettes discrète est plus rapide que la version continue en per-
mettant tout de même une reconstruction exacte du signal initial par transformation inverse.
La grille dyadique, représentée en Figure III.2, donne une représentation spatio-fréquentielle de
la transformée en ondelettes discrète dyadique. Sur cette figure, l’axe des abscisses correspond
au temps et celui des ordonnées aux fréquences. Les ronds noirs correspondent aux coefficients
d’ondelettes cj,k. Les points du signal sont représentés en dessous du niveau le plus bas de
décomposition par des cercles. À chaque niveau supplémentaire (échelle supplémentaire), la









Figure III.2 – Représentation de la grille dyadique pour 4 niveaux de décomposition (4 échelles) corres-
pondant à la décomposition en ondelettes discrète d’un signal x de 24 points.
La grille dyadique permet de visualiser le contenu fréquentiel d’un signal et de voir à
quel moment ces fréquences apparaissent. Par exemple, la Figure III.3 représente un signal
et sa décomposition en ondelettes discrète réalisée à l’aide de la toolbox Fraclab [61], http:
//fraclab.saclay.inria.fr/ (voir Figure III.4). La grille dyadique, représentée en Figure
III.3(b), contient les valeurs absolues des coefficients d’ondelettes cj,k. Les fortes valeurs abso-
lues de ces coefficients apparaissent en rouge et les faibles valeurs en bleu. Sur la Figure III.3(b),
le deuxième niveau de décomposition, relié aux faibles fréquences, contient de grandes valeurs
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(a) Figure représentant un signal synthétique.
(b) Figure représentant la grille dyadique associée à la décomposition
en ondelettes discrète du signal. La grille contient les valeurs absolues
des coefficients d’ondelettes cj,k. Les forts coefficients apparaissent en
rouge et les faibles coefficients en bleu.
Figure III.3 – Représentation d’un signal (a) et de la grille dyadique de sa décomposition en ondelettes
discrète (b). Les figures sont obtenues à l’aide de la toolbox Fraclab.
absolues de coefficients sur l’ensemble du signal. La cinquième échelle contient des valeurs
moyennement élevées pour les coefficients sur la dernière partie du signal. Enfin, la dernière
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échelle permet de visualiser les hautes fréquences contenues au début et à la fin du signal.
Figure III.4 – L’interface graphique pour l’utilisateur de la toolbox Fraclab.
1.1.3 Densité spectrale de puissance
La densité spectrale de puissance (notée PSD pour Power Spectral Density) décrit la façon
dont la puissance d’un signal est répartie sur les différentes fréquences. Elle s’obtient à partir
de la transformée de Fourier Xˆ(f) du signal x(t) à l’aide de la relation :
PSD(f) = | Xˆ(f) |
2
T
où T représente le temps d’intégration et où | . | représente le module.
La densité spectrale de puissance est très utilisée pour l’extraction de caractéristiques en
EEG.
1.1.4 Extraction de caractéristiques fondées sur le contenu fréquentiel
Lorsqu’une transformée de Fourier est utilisée comme pré-traitement, l’extraction de carac-
téristiques se fait généralement en extrayant les puissances spectrales de d bandes de fréquences
qui correspondent à des ondes utilisées dans la littérature sur les signaux EEG (ondes α, β, δ,
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θ et γ définies dans la Section 3.1.1.5 du Chapitre I). Ces puissances spectrales sont extraites
pour chaque électrode et chez chaque individu de l’étude. La matrice des caractéristiques, de
dimensions n×d∗p où p représente le nombre d’électrodes et n le nombre d’individus de l’étude,
est composée des puissances pour chaque électrode initiale. Cette approche est par exemple uti-
lisée dans [62], [63] ou encore [64]. Dans [65], l’approche est un peu différente de celle qui vient
d’être présentée. En effet, le signal EEG est décomposé en 23 bandes de 1 Hz (de 1 à 23Hz).
Ainsi, ce ne sont pas les puissances des principales bandes de fréquences connues en EEG qui
sont extraites mais celles des bandes de fréquences unitaires de 1 à 23 Hz.
Lorsqu’une décomposition en ondelettes discrète est utilisée, les coefficients de celle-ci peuvent
être utilisés comme des caractéristiques. Par exemple, [66] propose d’entraîner une méthode de
classification (réseau de neurones artificiel) à partir des coefficients d’ondelettes afin de diffé-
rencier les signaux EEG provenant d’individus sains, atteints de schizophrénie ou de troubles
obsessionnels compulsifs.
1.2 Extraction de caractéristiques fondées sur le filtrage spatial
Soit X une matrice de données EEG de dimensions T × p où p est le nombre d’électrodes
actives et T est le nombre de points de mesure. Des vecteurs w ∈ Rp, appelés ensuite filtres
spatiaux, sont utilisés pour construire un faible nombre de signaux synthétiques définis comme
des combinaisons linéaires des colonnes de X. Le signal synthétique construit avec le filtre
w est donné par la relation f = Xw. Le vecteur f ∈ RT peut aussi s’interpréter comme les
coordonnées des projections des T lignes de X sur l’axe de vecteur directeur w.
L’analyse en Composantes Principales (ACP) permet de trouver les vecteurs w (loadings)
et f (composantes principales) dans le contexte des problèmes de classification non supervisées.
Dans le contexte de la classification de signaux EEG, la méthode du Common Spatial Pattern
(CSP) est couramment utilisée pour obtenir les vecteurs w, appelés filtres spatiaux et f , que
nous appellerons les composantes CSP (par analogie avec l’ACP).
1.2.1 Le Common Spacial Pattern (CSP)
La méthode CSP est une méthode utilisée pour trouver des filtres spatiaux en classification
binaire supervisée [67] [68]. Le but de la méthode CSP est de trouver des signaux synthétiques
f = Xw de variance maximale dans une condition et simultanément minimale dans l’autre
condition. Les variances de ces signaux synthétiques sont alors utilisées pour entraîner une mé-
thode de classification (classifier).
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Un essai représente l’enregistrement EEG effectué durant une période de temps T . Soit
{1, . . . , i, . . . , n} un ensemble de n essais dont n1 sont dans la condition 1 (classe 1) et n2
sont dans la condition 2 (classe 2). Soit Xi, i = 1, . . . , n les matrices des données EEG de
dimensions T × p correspondant aux signaux EEG recueillis pendant ces essais. Les matrices
Xi sont supposées centrées (de moyenne nulle). Les matrices des données EEG des essais de la
classe 1 sont concaténées en ligne formant ainsi la matrice X1 de dimensions Tn1 × p. De la
même manière, la matrice X2 de dimensions Tn2 × p est obtenue en concaténant les essais de
la classe 2.
On peut maintenant définir C1 et C2, les matrices de variances-covariances empiriques des

















où c ∈ {1, 2}, Ic est l’ensemble des indices correspondant aux essais dans la classe c et XTi est
la transposée de la matrice Xi. La matrice de covariance Cc est la moyenne des matrices de
covariance Ci des essais de la classe c. Dans ce travail, X1 et X2 sont supposées inversibles.
Ainsi, C1 et C2 sont définies positives et inversibles.
Les principales notations ayant été introduites, le problème d’optimisation du CSP va être
présenté et sa résolution va être détaillée. Il s’agit d’une approche originale et complète du
problème du CSP qui, à notre connaissance, n’existait pas dans la littérature. Les propositions
ainsi que les preuves, nécessaires à la compréhension complète de la résolution du problème
d’optimisation, seront également proposées.
Recherche du premier ensemble de filtres spatiaux : Dans un premier temps, on re-
cherche les filtres w ∈ Rp qui maximisent var(X1w) et minimisent var(X2w). Par définition,
var(Xcw) = 1Tncw






La résolution de ce problème d’optimisation est obtenue à l’aide de la proposition suivante :
Proposition 1.1 (Chavent, Legrand et Vézard)
Soient A et B deux matrices symétriques et inversibles. Soit w un vecteur de Rp. Alors, la
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Ainsi, w1 est un vecteur propre de B−1A et
wT1Aw1
wT1Bw1
est la valeur propre associée à ce vec-
teur. On veut maximiser f donc on choisit le vecteur propre de B−1A associé à la plus grande





III.1 Extraction de caractéristiques
En utilisant la Proposition 1.1, la solution w1 de (III.1) est le premier vecteur propre de




En considérant les k premiers vecteurs propres de C−12 C1 (i.e. correspondant aux k plus
grandes valeurs propres), on obtient un ensemble de k filtres spatiaux w1, . . . ,wk maximisant
(III.1) sous la contrainte wjC2wl = 0, ∀l 6= j (les filtres sont C2 orthogonaux).
Recherche du second ensemble de filtres spatiaux : Dans un deuxième temps, les filtres
spatiaux v ∈ Rp qui maximisent var(X2v) pendant que var(X1v) est minimale sont recherchés.






De manière analogue à ce qui vient d’être présenté, v1 est le vecteur propre de C−11 C2





. Les k premiers vecteurs propres
de C−11 C2 donnent un second ensemble de k filtres spatiaux v1, . . . ,vk maximisant (III.2) sous
la contrainte vjC1vl = 0, ∀l 6= j (filtres C1 orthogonaux).
Une unique décomposition en éléments propres : Il vient d’être montré que les deux
ensembles de filtres spatiauxw1, . . . ,wk et v1, . . . ,vk sont obtenus en calculant la décomposition
en éléments propres de C−12 C1 et C−11 C2. Cependant, les k premiers vecteurs propres de C−11 C2
sont aussi les k derniers vecteurs propres de C−12 C1. Afin de le prouver, il va être démontré,
dans un premier temps, que C−11 C2 et C−12 C1 sont des matrices définies positives, obtenant
ainsi l’assurance que ces deux matrices ont des valeurs propres strictement positives. Dans un
deuxième temps, il va être démontré qu’une matrice et son inverse ont les mêmes vecteurs
propres associés à des valeurs propres inversées. Ainsi, en s’appuyant sur le fait que C−12 C1 est
l’inverse de C−11 C2 et sur le fait que la fonction inverse est strictement décroissante sur R+∗,
il sera montré que les k premiers vecteurs propres de C−11 C2 sont aussi les k derniers vecteurs
propres de C−12 C1.
Proposition 1.2 Soient A et B deux matrices symétriques et définies positives. Ainsi, AB est
une matrice définie positive.
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Preuve :
Comme A une matrice symétrique définie positive, il existe une matrice symétrique définie
positive C telle que A = C2. D’où, AB = C2B = CCBCC−1 = C (CBC)C−1 = CDC−1
avec D = CBC. Ainsi, les matrices AB et D sont semblables et ont donc les mêmes valeurs
propres. Or, on peut montrer que D est symétrique définie positive. En effet, ∀x ∈ Rn, on
a xTDx = xTCBCx = xTCTBCx = x˜TBx˜, où x˜ = Cx ∈ Rn. Or, x˜TBx˜ > 0 car B est
symétrique définie positive.
Ainsi, comme D, AB a toutes ses valeurs propres réelles et strictement positives.
Proposition 1.3 Soit A une matrice définie positive de dimensions p×p. Soient x1,x2, . . . ,xp
ses vecteurs propres respectivement associés aux valeurs propres λ1 ≥ λ2 ≥ · · · ≥ λp > 0. Alors,









A est définie positive et donc A est inversible. De plus, ∀i = 1, . . . , p, on note xi le vecteur







On en déduit que xi est aussi le vecteur propre de A−1 associé à la valeur propre 1λi .
Ainsi, en utilisant la Proposition 1.2 sur le produit C−12 C1, il vient que la matrice obtenue
est définie positive et possède donc des valeurs propres strictement positives. Ce point satisfait
les hypothèses nécessaires à l’utilisation de la Proposition 1.3. Celle-ci permet de prouver que
les k premiers vecteurs propres de C−12 C1 sont aussi les k derniers vecteurs propres de C−11 C2.
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Le CSP se résume donc à une unique décomposition en éléments propres. Les filtres sont
obtenus en conservant les k premiers et les k derniers vecteurs propres de C−12 C1. Ils per-
mettent de construire k paires de filtres (wj,vj)j=1,...,k. La matrice des filtres W est définie par
W = [w1, . . . ,wk,v1, . . . ,vk].
Projection : Une fois que la matrice des filtresW est obtenue, les matrices des données EEG
Xi, i = 1, . . . , n des n essais sont projetées linéairement et n matrices Fi = XiW de dimensions
T × 2k sont ainsi obtenues. Les colonnes de Fi sont les 2k < p signaux synthétiques de l’essai i.
Remarques : Notons que le CSP est parfois présenté comme la décomposition en éléments










var (X1w) + var (X2w)
(III.5)
Cela revient comme avant à maximiser var(X1w) et à minimiser var(X2w) mais le critère
varie dans [0, 1] et s’interprète plus facilement (ratio de variances). On peut montrer que les
vecteurs propre de (C2 +C1)−1C1, solutions de (III.4), sont aussi solutions de (III.1) mais sont




Proposition 1.4 (Chavent, Legrand et Vézard)
Soient C1 et C2 des matrices symétriques et définies positives de dimensions p × p. Alors,
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∀i = 1, . . . , p, on note ui le vecteur propre deC−12 C1 associé à la valeur propre λi. Par définition,
il vient :
C−12 C1u = λiui
⇔ 1
λi




− 1 + 1
)
ui = C−11 C2ui
⇔ 1 + λi
λi
ui = (I +C−11 C2)ui
⇔ 1 + λi
λi
C1ui = (C1 +C2)ui
⇔ (C1 +C2)−1C1ui = λi1 + λiui




Dans la proposition 1.4, on remarque que les valeurs propres βi et λi sont rangées dans le
même sens. Ainsi, si l’on note W˜ obtenue en conservant les k premiers et les k derniers vecteurs
propres de la matrice (C1 +C2)−1C1, on obtient que W˜ = W
Exemple d’application du CSP : Afin d’illustrer les effets du CSP sur les données EEG,
celui-ci est appliqué sur des données issues de la compétition BCI III [13]. Le jeux de données
utilisé est le IIIa [12]. Il correspond aux signaux EEG de 3 sujets mesurés à l’aide de 60
électrodes pendant la réalisation de mouvements imaginés de quatre types (main droite, main
gauche, langue et pieds). Nous appliquons ici le CSP aux signaux EEG du sujet 2, mesurés
durant le premier essai d’un mouvement imaginé de la main droite et de la main gauche. Chaque
essai contient 500 points de mesure. On applique donc la méthode CSP à deux tableaux de
signaux EEG de dimensions 500×60 afin d’obtenir une paire de filtres spatiaux. La Figure III.5
représente les signaux bruts du sujet 2 sur les électrodes F6 et Pz. Elle représente également
les signaux projetés à l’aide de la première paire de filtres CSP. Les courbes en rouge et en
noir correspondent respectivement à l’essai enregistré durant le mouvement imaginé de la main
droite et de la main gauche.
Ces graphiques montrent que les signaux bruts ont une variance qui parait homogène sur
les deux conditions. Cependant, une fois que les signaux sont projetés à l’aide des filtres CSP,
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Figure III.5 – Représentation des signaux EEG bruts recueillis par les électrodes F6 et Pz. L’utilisation
du CSP permet de représenter les signaux projetés à l’aide du premier et du dernier filtre CSP obtenu. Les
courbes en rouge et en noir correspondent respectivement à l’essai enregistré durant le mouvement imaginé
de la main droite et de la main gauche. Ces graphiques sont obtenus à partir du jeu de données IIIa [12]
de la compétition BCI III [13].
les variances ne sont plus homogènes. En effet, lorsque la variance du signal projeté de l’une
des conditions est maximale, la variance du signal projeté de l’autre condition est minimale.
1.2.2 Extraction de caractéristiques par transformation log-var
Les filtres CSP ont été construits pour que la variance des signaux projetés soit grande pour
l’une des deux classes et petite dans l’autre. Pour chaque essai / état i (i = 1, . . . , n), on cal-
cule donc la variance var(Xiwj) pour construire une nouvelle matrice, notée Z, de dimensions
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n × 2k avec zij = log(var(Xiwj)). Les colonnes de Z doivent donc permettre de discriminer
les deux états. La transformation logarithmique est utilisée afin d’approximer une distribution
gaussienne des données [68]. L’utilisation de la transformation, dite « log-var » est très peu
coûteuse en temps de calcul et permet d’obtenir une matrice en 2 dimensions sur laquelle appli-
quer une méthode de classification. Ainsi, une règle de décision est construite en utilisant une
méthode de classification sur Z pour prédire la classe d’un nouvel essai. Une règle de décision
sera donc un couple « filtres CSP + classifier »
1.2.3 Applications en BCI
La méthode du CSP combinée à une transformation log-var a été très utilisée en BCI. La
première utilisation du CSP en EEG provient des travaux de [69]. Le but de ces travaux est de
prédire si le signal EEG considéré provient d’un individu sain ou d’un individu présentant des
troubles neurologiques (tumeur, épilepsies,...). Ainsi, les signaux EEG de 105 sujets (75 sains
et 30 non sains) sont recueillis, à l’aide de 31 électrodes, puis sont découpés en petits morceaux
(appelés « epochs ») de 1024 points. Un CSP couplé à une transformation log var est utilisé.
La méthode de classification utilisée est l’analyse linéaire discriminante (voir Section 2.2). Les
très bons résultats obtenus (76 % sur l’apprentissage et 89% sur le test) ont ouvert la voie à de
nombreuses autres applications.
Par exemple, les travaux présentés dans [68] visent à classer des signaux EEG recueillis par
60 électrodes sur trois sujets durant des mouvements imaginés de la main droite et de la main
gauche. Un CSP couplé à une transformation log var est utilisé pour extraire les caractéristiques
puis une analyse linéaire discriminante est utilisée pour obtenir une prédiction. Les taux de bons
classements dépassent les 90% pour les trois sujets considérés.
2 Classification de signaux EEG
Il existe deux types principaux d’apprentissages : l’apprentissage non supervisé et l’appren-
tissage supervisé. En apprentissage non supervisé, également appelé clustering en anglais, on
dispose d’un échantillon de n individus observés sur p variables, formant ainsi la matrice des
données de dimensions n× p, notée X. Le but est de rechercher une partition de la population
d’individus en sous groupes afin que les individus appartenant à un même groupe soit les plus
homogènes possibles et que deux individus très distincts appartiennent à des sous groupes dif-
férents. En général, le nombre de classes à former est inconnu. Le résultat d’une méthode de
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clustering est l’obtention d’un vecteur Y de taille n contenant pour chaque individu le numéro
du sous groupe auquel il a été affecté.
L’apprentissage supervisé, appelé classification, se distingue du précédent par la connais-
sance de la variable Y . Le but est d’inférer, à partir de X et Y , une procédure de classification
capable de fournir, pour un nouvel individu, une prédiction de la classe auquel il appartient.
Il existe deux types de classification selon que la variable à prédire (Y ) soit qualitative ou
quantitative. Une variable est dite quantitative lorsqu’il s’agit d’une quantité numérique (âge,
poids, température, ...). Une variable qualitative représente une information qui est divisée en
catégories, appelées aussi « modalités », au sein de la population observée (sexe, couleur des
yeux, signe astrologique, ...). Le résultat d’une méthode de classification est l’obtention d’un
modèle (règle de décision) auquel est associé une mesure de la qualité de la prédiction obtenue à
l’aide de ce modèle (par exemple critère d’information d’Akaïke ou erreur quadratique moyenne
dans le cas où Y est quantitatif et taux de bons classements quand Y est qualitatif). Toute la
difficulté des tâches de classifications supervisées est de trouver un modèle minimisant l’erreur
de prédiction sur les individus ayant servi à sa construction tout en gardant une souplesse im-
portante et une faible complexité (nombre raisonnable de paramètres à estimer) afin de pouvoir
s’adapter à de nouveaux individus et ainsi éviter le problème du sur-apprentissage.
Les problèmes de BCI correspondent généralement à des problèmes de classifications su-
pervisées où la variable à prédire Y est qualitative. L’étape d’extraction de caractéristiques
débouche sur l’obtention d’une matrice X et d’un vecteur Y à prédire. De nombreuses mé-
thodes de classifications supervisées existent et leur utilisation est courante dans ce type de
problème. Dans un premier temps, l’estimation du taux de bons classements va être décrite
puis deux méthodes de classifications couramment utilisées en BCI seront présentées.
2.1 Estimation du taux de bons classements
La mesure de la qualité prédictive d’un modèle repose sur l’utilisation d’un échantillon
d’apprentissage et d’un échantillon test. L’échantillon d’apprentissage permet d’apprendre la
règle de décision. Cette règle de décision est alors appliquée sur des individus qui n’ont pas
servi à la former (échantillon test) et une prédiction est obtenue. Cette prédiction est comparée
aux classes réelles auxquelles appartiennent chaque individu et un taux de bons classements
(TBC) est obtenu par la relation :
TBC = 100 ∗ nombre d’individus correctement classésnombre d’individus .
Il convient de constater que le taux de bons classements obtenu va dépendre de la composi-
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tion des deux échantillons (apprentissage et test). Ainsi, la séparation de l’échantillon initial a
une importance non négligeable. En particulier, lorsque l’on veut comparer les résultats obtenus
par deux méthodes différentes sur un même jeu de données, il est important que les découpages
utilisés pour estimer les taux de bons classements des deux approches soient identiques. Dans
cet esprit, en compétition BCI, les données fournies sont déjà pré-découpées en échantillons
d’apprentissage et de test, permettant ainsi de comparer les différentes approches entre elles
et de désigner un gagnant. Cependant, le principal inconvénient de cette méthode est que le
TBC obtenu n’est estimé qu’avec un unique découpage. Il se peut donc que celui-ci ne soit pas
fiable (trop pessimiste ou optimiste en fonction de la composition des deux échantillons). Afin
d’obtenir une estimation fiable du taux de bons classements, il est donc préférable d’étudier
les performances de la méthode sur plusieurs découpages. La validation croisée et le Leave One
Out (LOO) sont des méthodes d’estimation fondées sur ce principe.
La validation croisée consiste à découper aléatoirement l’échantillon initial en K parties
(on parle alors de validation croisée de type K folds). À chaque itération, l’une de ces parties
est mise de côté et forme l’échantillon test. Les K − 1 parties restantes forment l’échantillon
d’apprentissage. La méthode de classification est donc entrainée sur l’échantillon d’apprentis-
sage et une règle de décision est obtenue. Celle-ci est utilisée pour obtenir une prédiction pour
chacun des individus de l’échantillon test. Ce procédé est répété K fois, c’est-à-dire une fois par
partie, permettant ainsi d’obtenir une prédiction pour chaque individu de l’échantillon initial.
La prédiction est comparée aux classes réelles permettant ainsi d’obtenir un taux de bons clas-
sements. Étant donné que le découpage en K parties de l’échantillon initial n’est pas unique,
la procédure de validation croisée est parfois itérée afin d’obtenir une estimation encore plus
fiable du TBC. Le problème du choix de K est lié au problème connu en statistique sous le
nom de « dilemme biais - variance » [70]. En pratique, on souhaiterait minimiser à la fois le
biais et la variance de l’estimateur de l’erreur de classification. Cependant, ces quantités sont
antagonistes et une diminution de l’une des deux entraîne une augmentation de l’autre. Ainsi,
il convient de trouver un compromis. Une valeur élevée de K va permettre d’obtenir un biais
faible mais une variance élevée et inversement pour une faible valeur de K. En pratique, lorsque
la taille de l’échantillon le permet, il est courant d’utiliser K = 10.
Le Leave One Out est un cas particulier de validation croisée pour lequel K = n. Ainsi,
chaque partie n’est composée que d’un seul individu. Le principe est ensuite identique à celui qui
vient d’être présenté. Une prédiction est obtenue, itération par itération, pour chaque individu.
Cette méthode est principalement utilisée lorsque le nombre d’individus est faible. Elle présente
l’avantage d’être unique (il n’y a qu’une seule façon de découper un échantillon de n individus
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en n parties).
Il est très fréquent que les méthodes de classification aient un ou plusieurs paramètres à
régler. Le réglage, inhérent à la construction du modèle, se fait sur l’échantillon d’apprentissage.
Plusieurs valeurs de ces paramètres sont mises en concurrence et un TBC est estimé pour chacun
des modèles obtenus en considérant ces valeurs des paramètres. Les valeurs des paramètres
permettant d’obtenir le meilleur TBC sont donc choisies.
2.2 Méthode de classification
Dans cette partie, la méthode de classification, la plus couramment utilisée lorsque les ca-
ractéristiques sont extraites par CSP et transformation log-var, va être présentée. Il s’agit de
l’analyse discriminante linéaire (LDA). Il est bien sûr possible d’utiliser d’autres méthodes de
classification sur les caractéristiques extraites. Pour une description plus détaillée des autres
principales méthodes de classification, le lecteur est invité à consulter [71].
L’analyse discriminante linéaire
L’analyse discriminante linéaire (LDA) est une méthode de classification supervisée cou-
ramment utilisée pour la classification de signaux EEG (voir par exemple [72], [68] ou encore
[14]). Elle consiste à construire des hyperplans afin de séparer les données qui appartiennent à
différentes classes dans différentes régions de Rp. La classification d’un nouvel individu s’obtient
en déterminant à quelle région de Rp il appartient.
Dans ce qui suit, on suppose que l’échantillon d’apprentissage provient d’une population com-
posée d’un plus grand nombre d’individus et sur laquelle est définie une partition en C groupes,
notés respectivement G1, G2, . . . , GC . La probabilité qu’a un individu d’appartenir à chacun de
ces groupes est notée pi1, . . . , piC . Pour un groupe Gc donné, la densité de la variable X est notée




Le but de la tâche de classification est d’affecter un nouvel individu x ∈ Rp à l’un des C
groupes connus. Cet individu va donc être affecté au groupe Gc qui maximise la probabilité
P (Y = c | X = x) qui correspond à la probabilité que l’individu provienne du groupe Gc
sachant que sa valeur observée de la variable X est x. En utilisant la formule de Bayes, il vient
que P (Y = c | X = x) = fc(x)pic
fX(x)
. Le dénominateur ne dépendant pas de c, il vient que l’on
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La LDA repose sur deux hypothèses principales. La première est que les variables explicatives
X suivent des lois normales p-dimensionnelles notées Np(µc,Σc) dont les paramètres dépendent






2 (x−µc)TΣ−1c (x−µc) (III.7)
La seconde hypothèse est celle de l’homoscédasticité, c’est-à-dire de l’égalité des matrices
de variances covariances des C groupes : Σ1 = Σ2 = · · · = ΣC = Σ.



















c Σ−1µc + ln(pic) (III.9)
Dans l’équation (III.9), les quantités pic, µc ainsi que la matrice de variance covariance Σ















(xi − µˆc)(xi − µˆc)T
n− C
En pratique, la valeur des estimateurs est estimée à partir de l’échantillon d’apprentissage.
Dans ces relations, c = 1, 2, . . . , C et Ic est l’ensemble des indices correspondant aux individus
du groupe Gc.
Dans le cadre de ces travaux de thèse, la variable à prédire (état de vigilance) est binaire
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(C = 2). Dans ce contexte, l’individu x est affecté au groupe G1 si :
µ1Σ−1x− 12µ
T




2 Σ−1µ2 + ln(pi2) (III.10)
Ce qui revient à écrire :
(µ1 − µ2)TΣ−1x > 12(µ1 + µ2)
TΣ−1(µ1 − µ2) + ln(pi2
pi1
) (III.11)
Encore une fois, en pratique, l’utilisation de cette règle de décision s’obtient en remplaçant
les quantités pic, µc et Σ par leur estimateur respectif pic, µˆc et Σˆ.
3 Sélection de variables en BCI
Le nombre de capteurs utilisés en EEG a progressivement augmenté, poussant la commu-
nauté à inventer de nouveaux systèmes de nomenclatures et de positionnement des électrodes.
Les avancées technologiques ont permis d’obtenir des données de plus en plus précises. Ce-
pendant, les signaux EEG provenant d’électrodes adjacentes ont tendance à présenter de très
fortes corrélations. Ce constat pousse donc à s’interroger sur la nécessité de disposer des signaux
d’électrodes pouvant être redondants. De plus, le but premier des BCI est de permettre une
application en monde réel des méthodes développées. Un nombre trop important de capteurs
(électrodes) peut être considéré comme un frein à ces applications du fait du coût des systèmes à
acquérir et du temps d’installation lors de chaque utilisation. C’est donc naturellement que sont
apparues des méthodes visant à sélectionner les électrodes et/ ou les caractéristiques extraites
qui sont jugées comme étant les plus utiles pour la tâche de classification considérée. Ces mé-
thodes varient selon la façon de parcourir l’espace de recherche ou l’imbrication plus ou moins
prononcée des procédures de sélection et de classification. Dans les prochains paragraphes, trois
méthodes de sélection de variables en BCI vont être présentées.
3.1 Sélection à l’aide d’algorithmes génétiques
3.1.1 Principe général d’un algorithme génétique
Ces algorithmes d’optimisation [73] [74] sont fondés sur une abstraction simplifiée de la
théorie de l’évolution Néo-Darwinienne. L’idée générale de ces algorithmes est qu’une population
de solutions potentielles va améliorer ses caractéristiques au fil du temps à travers une série
d’opérations génétiques telles que la sélection, la mutation ou encore le croisement génétique.
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Figure III.6 – Boucle évolutionnaire d’un algorithme génétique classique.
Le but de ces algorithmes est d’optimiser une fonction (appelée fitness) sur un espace de re-
cherche de solutions potentielles. Les solutions (appelées individus) correspondent à des points
dans l’espace de recherche. Un nombre fixé de solutions va être généré aléatoirement, initialisant
ainsi l’algorithme génétique. Les solutions sont représentées par leur génome (chiffres binaires
ou nombres réels, avec une taille fixe ou variable). Les individus sont évalués à l’aide de la
fonction fitness afin d’estimer la qualité de la solution qu’ils proposent. Ils sont ensuite sélec-
tionnés en se fondant sur cette évaluation (en utilisant par exemple une série de tournois). Les
individus sélectionnés sont appelés parents. Ces parents sont utilisés pour générer de nouveaux
individus au moyen de deux opérations génétiques basiques, le croisement (croisement des gé-
nomes de deux individus ou plus) et de la mutation (modification aléatoire d’une (ou plusieurs)
composante(s) du génome de l’individu). Ces individus nouvellement générés sont appelés les
enfants, car ils partagent des similitudes (génétiques) avec les parents qui ont été utilisés pour
les générer. Enfin, les individus sont sélectionnés et remplacent la population initiale (meilleurs
individus entre les parents et les enfants ou sélection des enfants uniquement ou encore conser-
vation des enfants et des parents, ...). L’algorithme est itéré jusqu’à ce qu’un critère d’arrêt soit
atteint ; par exemple, lorsque tous les individus sont identiques (convergence de l’algorithme) ou
après un nombre prédéterminé d’itérations. Pour un panorama des techniques évolutionnaires,
le lecteur pourra se référer à [75].
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3.1.2 Utilisation en BCI
Dans [64], un algorithme génétique est utilisé pour la sélection de caractéristiques pour
la classification de données EEG recueillies lors de tâches de mouvements des doigts. Le but
est donc de déterminer, pour un signal EEG donné, quel type de mouvement a été réalisé.
Les signaux de 6 des 27 électrodes initiales (F3, F4, C3, C4, CP3, et CP4) sont utilisés pour
extraire les spectres de puissance des bandes de fréquences usuelles en EEG (δ, θ, α, β1 (13−20
Hz), β2 (20 − 35 Hz) et γ). Un algorithme génétique avec une population de 20 individus est
utilisé afin de déterminer quelle bande de fréquence doit être considérée sur quelle électrode.
Les SVM permettent d’obtenir un TBC (évalué par validation croisée de type 10 folds) pour
chaque combinaison testée au cours de l’algorithme. La fonction de fitness correspond au TBC
obtenu par chaque modèle de classification. Cette approche permet d’obtenir un TBC de 76%.
Cependant, ce TBC est nettement inférieur à celui obtenu par une approche antérieure (TBC
de 95% obtenu en utilisant les 27 électrodes) et ne permet pas d’éliminer de variable (chacune
des 6 variables est au moins associée à une bande de fréquence choisie).
Une approche similaire est proposée dans [62]. Dans ces travaux, des signaux EEG sont
recueillis sur 34 sujets à l’aide de 32 électrodes lors de la présentation sur un écran du mot ’oui’
ou du mot ’non’ (50 présentations chacun). Sur 30 des 32 électrodes initiales, la moyenne du
spectre de puissance est calculée pour les ondes δ, θ, α bas (8−10 Hz), α haut (10−12 Hz), β et
γ . De cette façon, 180 caractéristiques sont obtenues (30 ∗ 6). La sélection des caractéristiques
est réalisée à l’aide d’un algorithme génétique avec 200 individus et 50 générations où la fonction
de fitness correspond au TBC obtenu en utilisant les SVM comme méthode de classification.
Le meilleur TBC obtenu dans ces travaux est inférieur à 70%.
3.2 Sélection à l’aide d’algorithmes de recherche séquentielle
3.2.1 Principe général
Les méthodes de sélection séquentielles sont fondées sur l’ajout (Sequential Forward Selec-
tion, notée SFS) ou le retrait (Sequential Backward Selection, notée SBS) itératif de variables
dans le modèle. Par exemple, la méthode SFS part du modèle vide, composé d’aucune variable.
À la première itération, tous les modèles à une seule variable sont testés et une évaluation
de la qualité de chacun d’entre eux est obtenue (p évaluations). La variable, ayant permis de
construire le modèle crédité de la meilleure évaluation, est conservée. La deuxième itération
consiste à tester tous les modèles à deux variables composés de la variable sélectionnée lors de
la première itération (p−1 modèles). Le modèle ayant la meilleure évaluation permet d’obtenir
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un sous groupe de 2 variables. La procédure est itérée de la sorte jusqu’à ce qu’un critère d’arrêt
soit atteint. Lorsque le nombre de variables est relativement faible (inférieur à une centaine),
l’intérêt de cette approche réside dans le fait que le nombre d’évaluations nécessaires pour trou-
ver une solution est plus faible que celui d’un algorithme génétique. De plus, contrairement
à l’algorithme génétique, lorsque la mesure de la qualité des modèles est déterministe (ce qui
est généralement le cas), le FBS donne une solution identique lors de chaque lancement. Le
principal inconvénient de cette méthode est sa propension à tomber dans des optima locaux.
L’algorithme génétique a un parcours plus « intelligent » de l’espace de recherche et possède des
opérateurs génétiques qui permettent d’éviter de tomber dans ces optima locaux (croisement,
mutation).
Le SBS fonctionne de manière inverse au SFS. Il part du modèle complet à p variables et
retire à chaque itération la variable sans laquelle le modèle résultant a obtenu la meilleure éva-
luation. Il est courant que les approches SBS et SFS donnent des résultats distincts lorsqu’elles
sont lancées sur le même jeu de données. Enfin, une méthode mixte consiste à tester, lors de
chaque ajout de variable, si le retrait de l’une des variables ne permet pas d’obtenir un modèle
crédité d’une meilleure évaluation (méthode dite de stepwise).
3.2.2 Utilisation en BCI
Dans le domaine des BCI, le SFS a été utilisé dans quelques travaux. Par exemple, [63]
propose une procédure de sélection de caractéristiques par SFS. Le but de ces travaux est de
construire une BCI afin de contrôler les mouvements d’un curseur. Les caractéristiques sont
fondées sur les puissances spectrales de 7 bandes de fréquences de 3 Hz. Il y a 15 électrodes et
donc 105 caractéristiques. La procédure de SFS vise à en sélectionner 30.
Enfin, une procédure d’élimination itérative, pouvant être rapprochée du SBS, est présentée
dans [76]. Dans ces travaux, le but est de classer des signaux issus d’une BCI de clavier virtuel
similaire à celle de [9] présentée dans la Section 4.1 du Chapitre I. La tâche de classification
correspond à détecter la présence d’une composante P300. Dans ces travaux, les caractéristiques
sont retirées 4 à 4 afin d’accélérer la procédure. Pour une combinaison donnée de caractéris-
tiques, les SVM sont utilisés afin d’obtenir une prédiction de la variable binaire (présence ou
absence d’une composante P300). La mesure de la qualité de cette prédiction est donnée par la
relation Vp
Vp + Fp + Fn
, où Vp, Fp et Fn représentent respectivement le nombre de vrais positifs
(détection à juste titre de l’élément recherché, c’est-à-dire que la présence d’une composante
P300 a été prédite alors qu’elle était effectivement présente), de faux positifs (détection de la
présence d’une composante P300 à tort) et de faux négatifs (prédiction de l’absence d’une com-
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posante P300 à tort). Cette mesure est utilisée car l’une des deux classes (présence d’un P300)
peut être considérée comme la classe cible. La mesure de la qualité de la prédiction permet de
classer les combinaisons et donc de sélectionner la meilleure d’entre elles à chaque itération.
3.3 Le CSP parcimonieux
Une approche permettant de réaliser un CSP parcimonieux a été proposée dans [49]. Dans
cette approche, l’utilisation d’une pénalité dans le critère à optimiser permet d’éliminer des













‖ wi ‖2 (III.12)
sous les contraintes wiT (C1 +C2)wi = 1 avec i = 1, 2, . . . , 2k et wiT (C1 +C2)wj = 1 avec
i, j = 1, 2, . . . , 2k et i 6= j et où ‖‖1 et ‖‖2 représentent respectivement la norme l1 la norme l2
du vecteur wi.
Dans l’équation (III.12), le paramètre r ∈ [0, 1] contrôle le degré de parcimonie. La par-
tie gauche de l’expression, associée au poids (1 − r), correspond à une écriture d’un problème
d’optimisation proche de celui présenté en équation (III.1). La partie droite, associée au poids
r, correspond quant à elle à la régularisation.
En pratique, une seule paire de filtres spatiaux est obtenue à partir de l’équation (III.12) à
l’aide de l’algorithme d’optimisation Sequential Quadratic Programming (SQP). Ces filtres sont
donc parcimonieux (composés de poids nuls) et permettent ainsi d’exclure certaines variables
(celles associées aux poids nuls). Les variables associées à des poids non nuls sur ces deux filtres
spatiaux sont sélectionnées et un CSP classique (non parcimonieux) est utilisé sur les données
composées uniquement des électrodes sélectionnées.
Cette approche est testée sur des données provenant des compétitions BCI en couplant le
CSP parcimonieux aux SVM. Les résultats obtenus montrent que l’approche permet d’égaler
voire même dans certains cas de surpasser les résultats obtenus en utilisant un CSP couplé à
un SVM sur toutes les variables.
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4 Conclusion
Le but de cette thèse étant de construire un modèle de prédiction de l’état de vigilance
d’humains à partir d’un nombre d’électrodes faibles, les contributions apportées concernent
principalement les méthodes d’extraction et de sélection de caractéristiques. Les principales
contributions de ces travaux vont être détaillées dans les prochains chapitres.
Dans le Chapitre IV, une méthode d’extraction de caractéristiques fondée sur une décom-
position en ondelettes discrète en 15 niveaux est proposée. Chaque niveau de décomposition est
associé à une fréquence. L’approche proposée consiste alors à extraire les énergies de bandes
de fréquences et à réaliser une régression des énergies correspondant aux fréquences liées à la
bande d’ondes α. La caractéristique extraite par cette approche est la pente (coefficient di-
recteur) de cette régression. L’approche proposée va ensuite être raffinée en sélectionnant les
fréquences sur lesquelles effectuer la régression à l’aide d’un algorithme génétique. Celui-ci per-
mettra également de sélectionner une unique électrode. Pour chaque combinaison testée par
l’algorithme, une électrode et des fréquences sur lesquelles calculer la régression sont sélection-
nées. Une décomposition en ondelettes discrète du signal de cette électrode sera réalisée et les
énergies associées aux fréquences sélectionnées seront calculées. Une régression sur ces énergies
sera réalisée afin d’en extraire la pente. Une valeur (pente) sera donc obtenue pour chaque
sujet de l’étude. La fonction de fitness de l’algorithme génétique reposera sur le TBC obtenu
en utilisant une méthode de classification qui prendra pour entrée la caractéristique qui vient
d’être présentée.
Dans le Chapitre V, l’extraction de caractéristiques sera réalisée à partir d’un CSP combiné
à une transformation log-variance. Un algorithme génétique sera proposé pour sélectionner
un sous groupe d’électrodes de taille p′ < p sur lequel calculer ce CSP. La fonction fitness
de l’algorithme génétique sera le TBC obtenu en utilisant une LDA sur les caractéristiques
extraites par CSP. Dans ce même chapitre, une autre approche fondée sur la combinaison
d’une méthode de sélection de variables de type SFS ou SBS avec une évaluation fondée sur
l’extraction de caractéristiques par CSP et transformation log-var sera proposée. Les résultats
des deux approches seront comparés.
Enfin, le Chapitre VI présentera un algorithme de CSP parcimonieux fondé sur l’utilisation
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Chapitre IV. Classification de données d’Electro-EncéphaloGraphie par analyse
du contenu fréquentiel et algorithme génétique
1 Introduction
L’objectif du travail présenté dans ce chapitre est de construire un modèle capable de pré-
dire l’état de vigilance d’un humain à l’aide de son activité électrique cérébrale recueillie via
un casque à 58 électrodes. Ce modèle sera utilisé dans des applications en temps réel. C’est
pourquoi, il est important de remplir les objectifs suivants :
– Réduire le temps nécessaire pour installer le casque à électrodes sur un sujet, en utilisant
une méthode de sélection des variables afin de choisir la meilleure électrode (fondée sur le
taux de bons classements). En effet, dans les applications du monde réel, il est important
de limiter le nombre d’électrodes utilisées afin de réduire le temps nécessaire à l’installa-
tion du casque et le coût du matériel (casque EEG en particulier). Une longue mise en
place du casque EEG peut entraîner une perturbation de l’état mental du sujet.
– Obtenir un modèle (règle de décision) capable de donner une prévision fiable de l’état de
vigilance d’un nouveau participant.
Pour atteindre ces objectifs, des caractéristiques doivent être extraites du signal EEG afin de
simplifier la tâche de classification. En Section 1 du Chapitre III, des méthodes usuelles d’ex-
traction de caractéristiques ont été présentées. Ici, une nouvelle méthode, fondée sur l’utilisation
d’une décomposition en ondelettes discrète va être proposée afin d’extraire un critère de discri-
mination de l’état de vigilance. Plusieurs méthodes usuelles de classifications supervisées (les
arbres binaires de décision, les forêts aléatoires, ...) seront utilisées pour prédire l’état de vigi-
lance des sujets. Le critère sera ensuite affiné à l’aide d’un algorithme génétique pour améliorer
la qualité de la prédiction.
Le reste de ce chapitre se présente comme suit : les données, provenant du protocole d’ac-
quisition de données détaillé dans le Chapitre II seront brièvement discutées dans la Section 2.
Le pré-traitement des données proposé dans ce travail sera présenté en Section 3 et les premiers
résultats obtenus sur les caractéristiques extraites seront discutés en Section 3.4. La Section
4 détaillera l’utilisation d’un algorithme génétique afin d’améliorer les résultats obtenus dans
la section 3.4. Enfin, la Section 5 présentera un résumé de ce travail et les principales conclusions.
Ce chapitre correspond aux publications et communications suivantes :
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Conférences internationales
(le nom de l’orateur est souligné)
Vézard L., Legrand P., Chavent M., Faita-Ainseba F. and Clauzel J. (2012). Classification of
EEG signals by an evolutionary algorithm. COMPSTAT 2012, Chypre, Aout 2012.
Conférences nationales
(le nom de l’orateur est souligné)
Vézard L., Legrand P., Chavent M., Faita-Ainseba F. and Clauzel J. (2012). Classification de
données EEG par algorithme évolutionnaire pour l’étude d’états de vigilance. In EGC 2012 (Ta-
lence), vol. RNTI-E-23, pp.459-470.
Vézard L., Chavent, M., Legrand, P., Faita-Ainseba, F. and Clauzel, J. (2011). Caractérisa-
tion d’états psychophysiologiques par classification de signaux EEG. Intégration de ces résultats
dans le projet PSI. Journée AFIM : électroencéphalographie et composition musicale, Talence,
France.
Article de revue
Vézard L., Legrand P., Chavent M., Faita-Aïnseba F., Clauzel J. and Trujillo L. Classification
of EEG signals by an evolutionary algorithm. In Advances in Knowledge Discovery and mana-
gement, vol. 4 (AKDM-4), Eds. F. Guillet, P. Pinaud, G. Venturini and D. Zighed, Studies in
Computational Intelligence series, 2013, pp 137-158.
Chapitres de livres
Vézard L., Legrand P., Chavent M., Faita-Aïnseba F. and Trujillo L. Feature extraction and
classification of EEG signals. The use of a genetic algorithm for an application on alertness
prediction. Guide to Brain-Computer Music Interfacing, Miranda E. R., Castet, J. and Knapp,
B. (Ed.) (2013).
2 Les données utilisées
Lors de la réalisation de ces travaux, seules les données EGG de la première campagne d’ac-
quisition étaient disponibles. Comme présenté dans le Chapitre II, ces données correspondent
aux signaux EEG de 13 sujets recueillis par 58 électrodes actives avant et après une séance de
relaxation. Dans la suite de ces travaux, les enregistrements réalisés avant la séance de relaxa-
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tion et correspondant à un état de veille active chez les sujets (vigilance normale ou haute)
seront considérés comme appartenant à la classe dite de l’état « normal ». Les enregistrements
réalisés après la séance de relaxation et correspondant à un état de veille passive des sujets
(vigilance basse) seront considérés comme appartenant à la classe de l’état « relaxé ». Chaque
enregistrement contient les variations de potentiels électriques obtenus en utilisant une fré-





















Figure IV.1 – Représentation de la matrice de données contenant uniquement les données EEG des
sujets de la première campagne d’acquisition de données. Il y a trois dimensions : une pour les sujets, une
pour le temps (46000 points correspondant au nombre de points dans un signal EEG de 3 minutes mesuré
en utilisant une fréquence d’échantillonnage de 256 Hz) et une pour les électrodes.
3 Extraction de caractéristiques
Les données qui viennent d’être présentées sont en 3 dimensions (temps, électrodes et sujets).
Afin de pouvoir appliquer une méthode de classification, l’approche envisagée est d’extraire des
caractéristiques à partir du signal EEG afin d’obtenir une matrice en deux dimensions. Dans
cette approche, l’énergie du signal obtenue par une décomposition en ondelettes discrète va être
considérée.
3.1 Énergie d’un signal
La décomposition en ondelettes discrète dyadique a été présentée en Section 1.1.2 du Cha-
pitre IV.12. Cette dernière peut être utilisée afin de calculer l’énergie d’un signal pour chaque
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c2j,k,∀j ∈ {1, ...2T}.
En d’autres termes, à partir de la grille dyadique, l’énergie associée à l’échelle j (niveau de
décomposition j) est égale à la somme des carrés des coefficients de la ligne j. Une représentation
schématique de l’obtention des énergies à partir de la décomposition en ondelettes discrète est


















Figure IV.2 – Représentation du calcul de l’énergie du signal X aux échelles 1, 2, 3 et 4 grâce à une
décomposition en ondelettes discrète d’un X de 24 points.
L’utilisation de l’énergie du signal fait perdre l’information temporelle. Il aurait été possible
d’obtenir ce résultat à l’aide d’une transformée de Fourier, cependant, la décomposition en
ondelettes discrète offre plus de possibilités pour la suite des travaux. Par exemple, la décom-
position en ondelettes peut s’avérer utile si l’évolution temporelle du contenu fréquentiel des
signaux est étudiée dans de futurs travaux.
3.2 Le critère des pentes
Pour un sujet i donné (i = 1, . . . , 13) dans un état donné (normal ou relaxé), chaque
électrode p (p = 1, ..., 58) fournit un signal Xp. Une décomposition en ondelettes discrète
dyadique est réalisée sur ce signal en considérant 15 échelles (15 = blog2(46000c), où 46000
est le nombre de points dans chaque signal EEG de 3 minutes et où b.c représente la partie
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entière). À partir des coefficients obtenus, les énergies du signal sont calculées pour chacune
des échelles. La figure IV.3 représente ces énergies en fonction de la fréquence.














Figure IV.3 – Représentation des énergies du signal Xp, obtenues à l’aide d’une décomposition en
ondelettes discrète dyadique de Xp, en fonction de la fréquence. Pour calculer le critère des pentes, une
régression linéaire est effectuée (droite en pointillé) entre 4, 8 et 16 Hz (cercles).
Comme évoqué en Section 3.1.1.6 du Chapitre I, l’apparition d’ondes alpha, comprises entre
8 et 12 Hz, est associée à un état de veille passif (état dit relaxé dans notre étude). Ainsi,
seules les énergies calculées pour 4, 8 et 16 Hz vont être utilisées (cercles noirs sur la figure
IV.3). Une régression linéaire va alors être effectuée (droite en pointillé sur la figure IV.3) et le
coefficient directeur va être conservé. Ce coefficient est représentatif de l’évolution de l’énergie
du signal dans les fréquences considérées. En répétant ce procédé pour chacune des électrodes,
58 coefficients (un par électrode) sont obtenus pour un individu dans un état donné. Ainsi, une
matrice de dimensions 26× 58 est obtenue, représentant ce qui sera appelé dans la suite de ce
chapitre « le critère des pentes ».
La Figure IV.4 donne une représentation de la matrice après l’étape d’extraction de ca-
ractéristiques. Le passage de la Figure IV.1 à la Figure IV.4 est obtenu en appliquant une
décomposition en ondelettes discrète. Celle-ci a permis de résumer les 46000 points de signal en
15 valeurs d’énergies qui renseignent sur les fréquences contenues dans chaque signal EEG. Sur
la gauche de la Figure IV.4, les données obtenues après la décomposition en ondelettes discrète
sont représentées. Il y a toujours trois dimensions : une pour les 15 niveaux de décomposition,
une pour les sujets et une pour les électrodes. Une représentation de la matrice de données
obtenue après le calcul du critère des pentes est proposée sur la droite de la Figure IV.4. Seules
deux dimensions demeurent dans cette matrice : une pour les sujets et une pour les électrodes.
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Pour construire un modèle capable de prédire l’état de vigilance, quelques méthodes usuelles
de classification (arbres binaires de décision ou K plus proches voisins par exemple) vont être

































Figure IV.4 – Représentation de la matrice de données après l’étape d’extraction de caractéristiques.
Sur la gauche, les données obtenues après la décomposition en ondelettes discrète. Il y a toujours trois
dimensions : une pour les 15 niveaux de décomposition, une pour les sujets et une pour les électrodes. Sur
la droite, la matrice de données obtenue après le calcul du critère des pentes dans laquelle seules deux
dimensions demeurent : une pour les sujets et une pour les électrodes.
3.3 Le critère de l’exposant de Hölder et le critère des ondes α
Précédemment, d’autres approches sur des données EEG similaires ont été testées afin de
résumer la matrice de données en une matrice en 2 dimensions [77]. Le but de ces approches
était d’obtenir une méthode permettant de discriminer (séparer) les deux états de vigilance et
de réduire la variance inter-individuelle. Une de ces approches était fondée sur l’utilisation de la
régularité Hölderienne du signal EEG. L’exposant de Hölder [78], [79] est un outil permettant
de mesurer la régularité du signal en un point donné. Plus l’exposant de Hölder obtenu est petit,
plus le signal est irrégulier en ce point. Dans ces travaux, l’exposant de Hölder a été estimé
en utilisant les travaux détaillés dans [80]. L’approche permettait donc de résumer le signal
recueilli par une électrode par une valeur qui correspondait à une estimation de sa régularité
globale (moyenne des exposants de Hölder locaux).
Une autre approche consistait à analyser la proportion d’ondes α contenue dans le signal
EEG recueilli par une électrode pour un sujet dans un état donné. Le rythme α étant caracté-
ristique d’un état de veille diffuse, le but de cette approche était d’obtenir une caractéristique
permettant de discriminer les deux états de vigilance. En effet, lorsqu’une personne est dans un
état de vigilance bas, ses neurones se synchronisent et opèrent à un rythme identique. Ce rythme
semble être responsable de l’apparition plus marquée d’ondes α [81]. Lorsque cette personne
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réalise une tâche qui rompt l’état de veille diffuse dans lequel elle se trouvait, le fonctionnement
de ses neurones varie considérablement. Ils s’associent en groupes de neurones qui ne se syn-
chronisent pas à des fréquences similaires. Les ondes α sont alors masquées par l’apparition plus
prononcée d’autres types d’ondes (ondes β par exemple). Ainsi, l’idée de cette approche était
de mesurer la proportion d’ondes alpha contenue dans chaque signal EEG (ondes α divisées
par la somme de toutes les ondes : α, β, θ et δ).
Ces deux approches permettaient d’obtenir une matrice en deux dimensions similaire à celle
obtenue à l’aide du critère des pentes. Cependant, elles ne semblaient pas fonctionner aussi bien
que le critère des pentes pour discriminer les deux états de vigilance (voir [77]). Ainsi, seuls les
résultats obtenus à l’aide du critère des pentes seront discutés dans ce chapitre.
3.4 Résultats préliminaires




























































Figure IV.5 – Critère des pentes sommé sur toutes les électrodes pour chacun des 13 individus (à gauche)
et sur tous les sujets pour chaque électrode (à droite)
La pertinence du critère des pentes est illustrée sur la Figure IV.5. La Figure IV.5(a) fournit
pour chaque sujet, dans son état de vigilance « normal » et son état de vigilance « relaxé », la
somme du critère des pentes sur toutes les électrodes. Il apparaît que, pour un individu donné,
le critère des pentes est presque toujours plus faible lorsque l’individu est dans l’état normal
que lorsqu’il est dans l’état relaxé. Ainsi, en comparant pour un individu donné les valeurs du
critère des pentes pour l’état relaxé et normal, il est possible de distinguer efficacement les deux
états. Cependant, pour un nouvel individu dont un seul enregistrement est connu, le problème
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reste à traiter. La Figure IV.5(b) fournit pour chaque électrode, la somme du critère des pentes
des sujets en état de vigilance « normal » et des sujets en état de vigilance « relaxé ». Le
constat précédent se retrouve également au niveau des électrodes. En effet, pour une électrode
donnée, le critère des pentes est plus élevé lorsque l’on considère l’enregistrement obtenu par
cette électrode après la relaxation.
Ainsi, le critère des pentes permet de discriminer efficacement les deux états de vigilance
pour un individu donné. Cependant, la Figure IV.5(a) permet de constater l’existence d’une
forte variabilité inter-individuelle. Cette variabilité empêche de tracer une droite sur la Figure
IV.5(a) qui séparerait les deux états de vigilance (représentés par des croix et des cercles). Ainsi,
pour un sujet donné dont les deux enregistrements EEG sont disponibles, la comparaison des
valeurs des critères des pentes obtenues permet de déterminer lequel de ces deux enregistre-
ments correspond à celui recueilli après la séance de relaxation. Cependant, lorsqu’un seul de
ces enregistrements est connu (nouveau sujet), il paraît difficile de déterminer efficacement dans
quel état de vigilance le sujet se trouvait lors de son recueil.
Les méthodes de classification usuelles ont été utilisées dans un premier temps afin de prédire
l’état de vigilance des sujets. Les performances prédictives des K plus proches voisins (méthode
présentée dans [71]), des arbres binaires de décision [82] (CART), des forêts aléatoires [83], de la
PLS discriminante (extension directe de la régression PLS décrite dans [84] obtenue en recodant
la variable à prédire (état de vigilance) à l’aide d’une matrice formée par les indicatrices des
modalités) et de la PLS discriminante parcimonieuse (sparse) [85] ont été étudiées. Le logiciel R
et ses packages class, rpart, randomForest, pls et spls ont respectivement été utilisés pour tester
ces méthodes. Les forêts aléatoires ont été utilisées en fixant le nombre d’arbres à 15 000 et en
laissant les autres paramètres par défaut. Les paramètres des autres méthodes ont été fixés en
appliquant une validation croisée de type 10 folds sur l’échantillon d’apprentissage (nombre de
voisins pour les k plus proches voisins, complexité de l’arbre pour la méthode CART, nombre
de composantes pour la PLS discriminante, nombre de composantes et valeur du paramètre de
seuillage pour la sparse PLS discriminante). Pour pouvoir comparer les résultats, ces méthodes
ont été évaluées sur les mêmes échantillons (apprentissage et test). Une validation croisée de
type 5 folds a été utilisée pour calculer un taux de bons classements. Cette opération a été
répétée 100 fois afin d’étudier la stabilité des méthodes de classification vis-à-vis du découpage.
Les résultats sont représentés par les boîtes à moustaches données en Figure IV.6.
Il apparaît que les médianes des taux de bons classements sont décevants. Elles ne dépassent
pas les 40% pour la majorité des méthodes. Le Tableau IV.1 présente les moyennes et écarts
types obtenus en utilisant les différentes méthodes de classification sur le critère des pentes.
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Figure IV.6 – Taux de bons classements pour différentes méthodes de classification appliquées sur le
critère des pentes.
K plus Arbres binaires Forêts PLS Sparse PLS
proches voisins de décision aléatoires discriminante discriminante
Moyenne 37.28 33.98 32.03 40.63 36.25
Écarts types 10.47 5.15 6.46 8.55 7.96
Tableau IV.1 – Moyennes et écarts types des taux de bons classements pour différentes méthodes de
classification utilisées sur le critère des pentes.
Les importants écarts types obtenus témoignent de l’influence du découpage sur les résultats.
Dans le cas d’une prédiction binaire, ces résultats ne peuvent être satisfaisants. Il est probable
que la variabilité inter-individuelle constatée sur la figure IV.5(a) ait nui aux performances des
méthodes de classification. Cette variabilité inter-individuelle est très difficile à inclure dans les
méthodes de classification avec les données disponibles pour cette étude. L’étape d’extraction
de caractéristiques a donc été raffinée afin d’obtenir de meilleurs taux de bons classements.
Plus précisément, un algorithme génétique a été utilisé comme une procédure de sélection de
variable, pour déterminer l’électrode et les fréquences qui permettent d’obtenir la meilleure
discrimination possible pour les deux états de vigilance.
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4 Sélection de variable et extraction de caractéristiques
par algorithme génétique
Dans cette partie, un algorithme génétique est utilisé afin d’améliorer le critère des pentes.
Dans ce qui précède, l’utilisation des ondes α a été privilégiée comme le suggérait la littérature
du domaine. Ainsi, une régression a été réalisée sur les fréquences 4, 8 et 16 Hz. En raison
des résultats décevants obtenus, l’approche va être révisée. La meilleure plage de fréquences
(non nécessairement contiguës) pour effectuer la régression va être recherchée. De la même
façon, jusqu’à présent toutes les électrodes ont été conservées. Cependant, un des objectifs de
ce travail est d’éliminer des électrodes afin de diminuer le temps de pose du casque. Ainsi, la
meilleure combinaison électrode / fréquences, au sens de la qualité de la prédiction obtenue,
est recherchée.
Dans ce travail, il y a 58 électrodes et 15 niveaux de décomposition. Ainsi, il existe 58∗215 =
1 900 544 façons de choisir une électrode et une plage de fréquences. Pour éviter de les parcourir
de manière exhaustive, l’approche envisagée est d’utiliser un algorithme génétique pour réaliser
à la fois une sélection d’une variable et une extraction de caractéristiques. Le principe général
d’un algorithme génétique a été détaillé en Section 3.1.1 du Chapitre III. Des approches ont
déjà utilisé un algorithme génétique pour sélectionner des variables (voir par exemple [86] et
[87]). Des travaux visant à sélectionner des caractéristiques dans des signaux EEG en BCI ont
également vu le jour (voir par exemple [64], [62]).
La structure de l’algorithme génétique utilisé dans nos travaux ainsi que ses principales
fonctions vont être détaillées dans les prochains paragraphes.
4.1 Choix algorithmiques
Dans ce travail, le génome est constitué de 16 composantes. La première est un entier variant
de 1 à 58 qui caractérise le numéro de l’électrode choisie. Les 15 autres, binaires, correspondent
à l’inclusion (ou non) de chaque fréquence dans la régression pour le calcul du critère des
pentes. Un exemple de génome est donné en Figure IV.7. Chaque génome définit l’électrode et
les fréquences sur lesquelles effectuer la régression comme illustré en Figure IV.8. Sur l’exemple
illustré par cette figure, une décomposition en ondelettes discrète est réalisée sur les signaux
EEG recueillis par l’électrode 15 pour chacun des sujets (électrode FC5, la correspondance entre
le numéro de l’électrode et son positionnement étant fournie par la Figure II.3 du Chapitre II).
Les énergies correspondant aux 15 niveaux de décomposition sont calculées. Pour un sujet dans
un état donné, une régression sur les énergies correspondant aux fréquences associées à des 1
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dans le génome est réalisée et le coefficient directeur est conservé (critère des pentes). Sur la
figure, les fréquences (1/8, 1/4 et 1 Hz) sont associées à un 1 dans le génome. C’est donc sur
les énergies calculées pour ces fréquences que la régression est effectuée. Ce procédé est réalisé
sur les n sujets dans les deux états de vigilance et un vecteur de longueur 2n est obtenu. Une
méthode de classification va être utilisée afin d’obtenir un TBC pour chacun des génomes (voir
Section 4.1.2). {
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Figure IV.7 – Exemple d’un génome dans l’algorithme génétique
4.1.1 Opérateurs génétiques
Les principaux opérateurs sont la mutation et le croisement. Le croisement est l’opérateur
génétique qui permet de mettre en commun les caractéristiques des deux parents afin de créer
un enfant qui leur ressemble. De cette façon, si les parents possèdent de bons attributs, l’enfant
va en bénéficier. La mutation a pour objectif d’introduire des différences entre l’enfant et les
parents qui l’ont généré. Cela va donner de nouveaux attributs à l’enfant. Cet opérateur est
particulièrement important dans le cadre de minimisations ou de maximisations de fonctions.
En effet, ces fonctions peuvent avoir des optima locaux qu’il convient d’éviter si l’on recherche
l’optimum global de la fonction. La mutation va permettre d’éviter aux solutions testées (en-
fants) de stagner autour de ces optima locaux en changeant quelque peu leurs caractéristiques
et donc en leur permettant de dépasser ces optima. La mutation permet donc une meilleure
exploration de l’espace de recherche. Il s’agit également d’un opérateur qui favorise la recherche
locale. En effet, si tous les individus d’une population sont très similaires, la mutation est le
seul opérateur qui va permettre d’introduire des différences chez les enfants créés, favorisant
ainsi le parcours de l’espace de recherche.
Croisement : Dans ce travail, pour créer un enfant, 2 individus sont aléatoirement sélection-
nés. Parmi ces derniers, seul l’individu possédant la meilleure évaluation est conservé (tournoi
de taille 2). La pression de sélection n’est pas forte (le meilleur parmi 2) afin de conserver un
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Figure IV.8 – Relation entre le génome et le calcul du critère des pentes.
maximum de diversité parmi la population. La sélection et le tournoi sont répétés à deux re-
prises afin de disposer de deux individus « vainqueurs » (parents). Ces deux parents vont alors
être croisés afin de créer un enfant. Celui-ci va hériter de l’électrode qui se trouve à mi-chemin
entre les électrodes de ses deux parents (voir Figure IV.9). Le croisement des fréquences est
réalisé à l’aide d’un opérateur logique présenté en Tableau IV.2. Pour une position donnée dans
le génome, lorsque les deux parents ont une valeur binaire identique, l’enfant hérite de celle-ci
(lignes 1 et 4 du Tableau IV.2). Lorsque les deux parents ont des valeurs différentes (lignes 2
et 3 du Tableau IV.2), une loi de Bernoulli de probabilité 12 est utilisée avec afin de détermi-
ner la composante de l’enfant. Ainsi, ce dernier hérite d’un 0 (respectivement un 1) avec une
probabilité de 12 .
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Figure IV.9 – Représentation du croisement des électrodes. L’enfant hérite de l’électrode qui se trouve
à mi-chemin entre les électrodes de ses deux parents.













Tableau IV.2 – Opérateur logique utilisé pour le croisement des fréquences. Pour une composante binaire
donnée, lorsque les deux parents ont des valeurs différentes, une loi de Bernoulli de probabilité 12 est utilisée
avec afin de déterminer la composante de l’enfant.
Mutation : Une fois que l’enfant est créé par croisement, une mutation lui est appliquée.
Chaque composante de son génome est mutée avec une probabilité égale à 18 . Ainsi, chaque
enfant va être, en moyenne, affecté par deux mutations. Lorsque la mutation atteint le numéro
de l’électrode, un nombre est tiré aléatoirement entre 1 et 58 pour remplacer le numéro de
l’électrode de l’enfant. Pour la partie binaire, une mutation correspond au changement de la
variable binaire (le 0 devient 1 et inversement).
4.1.2 Fonctions d’évaluations
Dans l’algorithme génétique, chaque génome va permettre d’obtenir un critère des pentes
(vecteur de taille 2n) en définissant une combinaison électrode / plage de fréquences. Le génome
dont la combinaison permet de prédire au mieux l’état de vigilance des sujets est recherché.
Ainsi, la fonction de fitness f de l’algorithme correspond au taux de bons classements (TBC)
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obtenu pour chaque génome x et s’écrit :
f(x) = #Nombre de sujets correctement classés#Nombre de sujets .
L’algorithme génétique recherche le génome x qui maximise f . Ce TBC donne une idée de la
qualité du modèle prédictif obtenu en utilisant l’électrode et la plage de fréquences associée au
génome. Le TBC est estimé à l’aide d’une validation croisée de type 5 folds. Le découpage de
l’échantillon initial en 5 sous groupes est identique pour tous les génomes afin que les mêmes
échantillons d’apprentissage et de test soient utilisés pour l’estimation des TBC. Lors de chaque
itération, l’étape d’évaluation va être reproduite pour chaque enfant. Ainsi, il est nécessaire de
n’utiliser, comme fonction d’évaluation, que des méthodes de classification rapides. Dans ce
travail, deux méthodes d’évaluation ont été testées : le Single Variable Classifier (SVC) [88] et
les arbres binaires de classification (CART) [82].
4.1.2.1 Le SVC
Il s’agit d’une méthode permettant de réaliser une prédiction à partir d’une seule variable.
Une représentation graphique de la méthode est proposée en Figure IV.10. Sur la Figure IV.10,
les individus de l’échantillon d’apprentissage dans l’état normal et relaxé sont respectivement
représentés par des ronds bleus et rouges. Pour un génome donné, un critère des pentes est ob-
tenu. Les moyennes de ce critère sont calculées sur les individus de l’échantillon d’apprentissage
dans l’état normal et relaxé (triangle bleu et rouge sur la figure). Les individus de l’échantillon
test sont alors affectés à la classe correspondant à la moyenne la plus proche. Sur la Figure
IV.10, l’état normal est prédit pour l’individu de l’échantillon test représenté (rond gris). Les
prédictions obtenues sont comparées à la réalité afin d’obtenir un TBC.
4.1.2.2 CART
Dans ce travail, l’algorithme CART est utilisé avec une seule variable (critère des pentes)
ce qui garantit la rapidité d’exécution. La construction de l’arbre binaire de décision repose sur
la formation d’une série de nœuds de décision. Notons nt le nombre de sujets qui atteignent le
nœud t. Les n sujets sont présentés à la racine de l’arbre (n1 = n). Une « question » binaire est
posée aux sujets et ces derniers sont divisés en deux sous-groupes (ou deux branches) notés ntd
et ntg (où ntd représente la branche droite et nig la gauche et nt = ntd + ntg) en fonction de leur
réponse. Dans notre cas, la formation d’une question correspond à la définition d’un seuil sur
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Figure IV.10 – Représentation graphique de la méthode du Single Variable Classifier. Les sujets de
l’échantillon d’apprentissage dans l’état normal et relaxé sont respectivement représentés par des ronds
bleus et rouges. Les moyennes du critère des pentes sont représentées par un triangle bleu (état normal)
ou rouge (état relaxé). Un individu de l’échantillon test (rond gris) est affecté à la classe correspondant à
la moyenne la plus proche.
le critère des pentes. La question est alors “la valeur du critère des pentes sur le sujet considéré
est-elle inférieure ou supérieure au seuil ?". Le seuil est choisi de façon à ce que, à l’intérieur
de chacun des deux sous-groupes, les sujets soient les plus homogènes possibles vis-à-vis de la
variable à expliquer (état de vigilance).
Il existe plusieurs mesures d’hétérogénéité dont les plus couramment utilisées, dans le cas où
la variable à prédire est qualitative, sont l’indice de diversité du Gini et l’entropie de Shannon.












où J représente le nombre de modalités de la variable à prédire (2 dans notre cas) et où nt(j)
représente le nombre de sujets qui atteignent le nœud en étant de la classe j. L’entropie de












Ces mesures d’hétérogénéité d’un nœud t sont minimales si le nœud est pur (totalement
homogène). Dans notre étude, l’entropie a été utilisée. Le seuil est donc choisi afin de rendre
les nœuds générés les plus purs possibles.
Le processus de création de nœud est itéré jusqu’à ce que les nœuds obtenus soient ter-
minaux. Un nœud devient terminal lorsque toute nouvelle séparation de l’échantillon qui lui
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est appliquée ne permet pas améliorer l’homogénéité déjà atteinte. Un nœud terminal est alors
appelé « feuille ». Chaque feuille de l’arbre est associée à une valeur (dans le cas où Y est
quantitatif) ou à une modalité de Y (dans le cas où Y est qualitatif). Ainsi, dans le cas d’un Y
quantitatif, la valeur associée à la feuille est la moyenne des individus qui l’ont atteint. Dans
le cas d’une variable à expliquer qualitative, la modalité associée à la feuille est celle qui est
majoritairement représentée parmi les individus présents à cette feuille.
Une fois que l’arbre complet est obtenu, un élagage est effectué afin de réduire la complexité
de l’arbre et d’éviter le sur-apprentissage (arbre trop proche des données et très instable pour
prédire des données qui n’ont pas servi à sa construction). Les performances prédictives de
tous les sous arbres (arbre à 1 nœud, 2 nœuds, ..., d nœuds où d représente le nombre de
nœuds dans l’arbre complet) sont évaluées par validation croisée de type 5 folds sur l’échantillon
d’apprentissage. La prédiction de la classe d’un sujet de l’échantillon test s’obtient en lui faisant
parcourir l’arbre et en l’affectant à la modalité associée à la feuille qu’il atteint. Le sous arbre
qui permet d’obtenir le meilleur TBC est conservé et représente l’arbre élagué.
Les nœuds terminaux de celui-ci sont affectés à l’une des modalités de Y (« normal » ou
« relaxé »). Il s’agit d’un vote majoritaire parmi les individus nT au nœud terminal T dans le
cas qualitatif et d’une moyenne de la réponse Y des nT individus dans le cas quantitatif.
Une représentation d’un arbre de décision binaire élagué est proposée en Figure IV.11. Sur
cette figure, les sujets dans l’état normal et relaxé sont respectivement représentés par des
ronds bleus et rouges. La figure se lit de haut en bas. Le haut de la figure représente la racine
de l’arbre. La question qui y est posée est P > µ1 ?, où P représente le vecteur de taille 2n
contenant les valeurs du critère des pentes pour les n sujets dans les deux états de vigilance.
Suivant leur réponse, les sujets sont répartis dans les branches de l’arbre et descendent ainsi
l’arbre jusqu’aux nœuds terminaux en fonction des réponses aux questions rencontrées. Sur la
Figure IV.11, on suppose que l’arbre est déjà élagué. Ainsi chaque feuille de l’arbre est associée
à une modalité (normal ou relaxé) représentée par un triangle (bleu ou rouge). La prédiction
de la classe d’un sujet de l’échantillon test (rond gris) s’obtient en lui faisant parcourir l’arbre
et en l’affectant à la modalité associée à la feuille atteinte par celui-ci. Sur la figure, l’individu
est affecté à la classe « relaxé ».
4.1.3 Critère d’arrêt
L’algorithme génétique est un processus de recherche itératif. Il est donc nécessaire de définir
un ou plusieurs critère(s) d’arrêt afin de stopper la recherche. Dans ce travail, l’algorithme
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Figure IV.11 – Représentation d’un arbre de décision binaire élagué. Les sujets dans l’état normal et
relaxé sont respectivement représentés par des ronds bleus et rouges. Chaque feuille de l’arbre est associée
à une modalité (normal ou relaxé) représentée par un triangle (bleu ou rouge). La prédiction de la classe
d’un sujet de l’échantillon test (rond gris) s’obtient en lui faisant parcourir l’arbre et en l’affectant à la
modalité associée à la feuille atteinte par celui-ci (classe « relaxé » dans ce cas).
génétique est stoppé si l’une des trois conditions suivantes est satisfaite :
– Le nombre d’itérations dépasse 1 000.
– Les parents sont identiques depuis 10 générations.
– Le nombre de différences parmi les parents est inférieur à 3.
Pour calculer le nombre de différences, noté D, parmi les parents d’une population donnée, les
génomes de la population à l’itération i sont stockés en ligne dans une matrice, notée P i, de
dimensions nparents × 16 où nparents représente le nombre de parents. Soit P ij la colonne j de la
matrice P i (où j = 1, ..., 16). Ainsi, D = Db +Delec où :
– Db est le nombre de différences pour la partie binaire de P ij (colonnes 2 à 16). Le
nombre de différences Db est donné par la relation Db =
16∑
j=2
min(nombre de 0 dans P ij ,
nombre de 1 dans P ij .
– Delec est le nombre de différences dans P i1 (colonne de la composante des génomes repré-
sentant l’électrode). Ainsi, Delec est le nombre de génomes qui ont une électrode qui est
différente de l’électrode majoritairement choisie dans la population.
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4.2 Résultats
L’algorithme génétique, programmé en utilisant Matlab, est lancé 100 fois pour chaque
méthode d’évaluation (CART et SVC) avec 300 parents et 150 enfants. Ce nombre d’individus
(parents et enfants) nous semblait suffisant pour résoudre le problème d’optimisation. Afin de
pouvoir comparer les résultats obtenus à l’aide des deux méthodes d’évaluation, il est important
que les taux de bons classements soient estimés sur les mêmes échantillons d’apprentissage et
de test. L’estimation du TBC étant réalisée pour chaque génome de l’algorithme génétique
à l’aide d’une validation croisée de type 5 folds, 100 partitions aléatoires des 13 sujets en
5 groupes ont été stockées avant de lancer l’algorithme génétique. Pour chacune des deux
méthodes d’évaluation, la ième partition a été utilisée lors du ième lancement de l’algorithme
génétique. À l’intérieur de l’algorithme génétique, la partition considérée définit 5 groupes de
signaux EEG. Le découpage en 5 groupes est donc utilisé pour l’estimation des TBC par la
procédure de validation croisée de type 5 folds. Par construction des partitions, les signaux
EEG d’un même sujet correspondant aux enregistrements EEG réalisés avant (état normal)
et après (état relaxé) la séance de relaxation appartiennent au même échantillon. De cette
façon, le modèle ne peut pas être à la fois construit et testé à l’aide de signaux EEG provenant
d’un même individu permettant ainsi d’éviter que les TBC obtenus ne soient biaisés (trop
optimistes dans le cas où le modèle aurait été appris et testé sur des signaux provenant des
mêmes sujets). Ainsi, on s’assure que quelle que soit la méthode de classification utilisée, les
TBC de tous les génomes de l’algorithme génétique ont été estimés sur les mêmes échantillons
d’apprentissage et de test au cours d’un lancement donné. La Figure IV.12 représente les taux de
bons classements obtenus pour chaque lancement de l’algorithme génétique lorsque la méthode
d’évaluation utilisée est l’algorithme CART (étoiles) et lorsque celle-ci est l’algorithme SVC
(cercles).
En analysant cette figure, il apparait que les résultats obtenus par l’algorithme génétique
lorsque la méthode d’évaluation utilisée est CART dépassent très régulièrement ceux obtenus
en utilisant la méthode d’évaluation SVC. Les moyennes et les écarts types des TBC obtenus
sont donnés par le Tableau IV.3. Les taux de bons classements obtenus avec CART (moyenne
de 86.68% et écart type de 1.87%) excèdent significativement (Test apparié de Mann-Whitney
avec une p-valeur = 5.57 ∗ 10−14) ceux obtenus avec la méthode SVC (moyenne de 83.49% et
écart type de 2.37%). Ce résultat peut être expliqué en analysant les fonctionnements des deux
méthodes de classification. En effet, la méthode CART construit une série de nœuds optimaux
qui permettent de séparer les sujets en groupes homogènes. La méthode SVC, quant à elle, ne
construit qu’un seul nœud qui n’est pas nécessairement optimal (fondé sur les moyennes des
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Figure IV.12 – Taux de bons classements calculé par validation croisée de type 5 folds avec CART
(étoiles) et SVC (cercles) pour chaque lancement de l’algorithme génétique avec 300 parents et 150 enfants.
deux modalités). Cela peut expliquer que la méthode CART obtienne de meilleurs résultats.
Cependant, la plus grande complexité de l’algorithme CART se traduit par un coût computa-
tionnel plus important. En effet, il faut 2 minutes pour terminer un lancement de l’algorithme
génétique lorsqu’il est couplé à la méthode SVC alors que 35 minutes sont nécessaires pour
achever un lancement lorsque CART est utilisé. La configuration de l’ordinateur utilisé lors des
lancements est la suivante : Linux avec 8 ∗ 2.8 GHz Intel Xeon processeurs X5560 et 32 GB
1333 MHz DDR3 ECC RAM.
En raison du faible nombre de sujets et de la méthode d’estimation du TBC utilisée, certains
des meilleurs génomes sont à égalité lors de la convergence de l’algorithme génétique. Il est
donc nécessaire de choisir un génome (noté BEST) parmi ceux qui obtiennent le même score.
Ainsi, les meilleurs génomes obtenus lors de tous les lancements de l’algorithme génétique sont
stockés. Parmi les génomes associés à la meilleure évaluation, celui qui apparaît le plus souvent
est considéré comme le BEST pour la méthode d’évaluation considérée. Les deux BEST (pour
CART et SVC) obtiennent un taux de bons classements égal à 89, 33%. Pour CART, le BEST
est obtenu en réalisant la régression entre 1/8, 1/4, 2, 4 et 64 Hz sur l’électrode F4 (zone frontale
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droite, voir sur la figure II.3). Pour SVC, le BEST est obtenu à partir de l’électrode F2 (zone
frontale droite) et la régression entre 1/32, 1/16, 2, 4, 8, 64 et 128 Hz (voir Tableau IV.4). Les
fréquences choisies pour ces génomes sont donc plus étendues que celles utilisées lors de l’étude
préliminaire.











































Figure IV.13 – Occurrence des électrodes dans les meilleurs génomes trouvés par l’algorithme génétique
durant les 100 lancements avec 300 parents, 150 enfants et CART (courbe en tiret pointillé) ou SVC (courbe
pleine).
La Figure IV.13 donne les occurrences des électrodes dans les meilleurs génomes au cours des
100 lancements de l’algorithme génétique. Pour obtenir cette figure, lorsque plusieurs génomes
ont des taux de bons classements identiques à la fin de l’algorithme génétique, l’électrode la
plus souvent choisie, au sein de ces génomes à égalité, est sélectionnée. L’algorithme génétique
couplé à la méthode CART sélectionne des électrodes autour de l’électrode numéro 10 (FZ in
Figure II.3), 17 (FC1) ou 30 (T4). Lorsqu’il est couplé avec la méthode SVC, les électrodes 2
(FPZ), 11 (F2) ou 48 (T6) sont majoritairement sélectionnées. Enfin, en moyenne, la popula-
tion de l’algorithme génétique converge en moins de 50 itérations pour chacune des méthodes
d’évaluation. Lors de la grande majorité des lancements, l’algorithme génétique s’arrête car le
nombre de différences au sein des parents devient inférieure au seuil fixé de 3 différences. La
Figure IV.14 donne une représentation du nombre de différences au sein des parents en fonction
du numéro de l’itération pour un lancement de l’algorithme génétique avec la méthode d’éva-
luation SVC (Figure IV.14(a)) ou avec méthode d’évaluation CART (Figure IV.14(b)). Cette
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Figure IV.14 – Nombre de différences au sein des parents en fonction du numéro de l’itération lors d’un
lancement de l’algorithme génétique avec 300 parents, 150 enfants et la méthode d’évaluation SVC (a) ou
la méthode CART (b).
figure montre que, quelle que soit la méthode d’évaluation utilisée, le nombre de différences au
sein des parents décroit très rapidement et passe en dessous du seuil de 3 différences en moins
de 40 itérations déclenchant ainsi l’arrêt de l’algorithme génétique.
Méthode CCR
d’évaluation Moyenne Écart type
CART 86.68 1.87
SVC 83.49 2.37
Tableau IV.3 – Moyennes et écarts types des taux de bons classements obtenus pour les 100 lancements
de l’algorithme génétique et pour les deux méthodes d’évaluation.
Méthode BEST genome
d’évaluation Électrode Fréquence Taux de
sélectionnée sélectionnée (Hz) bons classements
CART F4 1/8, 1/4, 2, 4 et 64 89, 33%
SVC F2 1/32, 1/16, 2, 4, 8, 64 et 128 89, 33%
Tableau IV.4 – Tableau résumant les deux meilleurs génomes trouvés lors des 100 lancements de l’al-
gorithme génétique avec les deux méthodes d’évaluation.
Les Tableaux IV.3 and IV.4 résument les taux de bons classements obtenus par l’algorithme
génétique et permet de constater qu’ils sont supérieurs à ceux obtenus lors de l’étude prélimi-
naire (voir Figure IV.6) en utilisant le critère des pentes calculé par régression sur les fréquences
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entre 4 et 16 Hz (ondes α). Les résultats de ces deux approches peuvent être comparés car les
partitions en 5 groupes utilisées lors des lancements de l’algorithme génétique sont les mêmes
que celles utilisées en section 3.4 pour le calcul des TBC. De plus, le Tableau IV.5 montre
que l’algorithme génétique permet une réduction de dimension considérable. La méthode de
classification SVC ne pouvant être utilisée pour plus d’une variable, le Tableau IV.5 permet
seulement de comparer les résultats obtenus en Section 3.4 et ceux obtenus avec l’algorithme
génétique pour la méthode CART.
Méthode Nombre d’électrodes TBC
d’évaluation dans le modèle prédictif Moyenne Écart type
Étude préliminaire CART 58 33.98 5.15
Algorithme génétique CART 1 86.68 1.87
Tableau IV.5 – Comparaison entre les taux de bons classements obtenus lors de l’étude préliminaire
(première ligne) et les taux de bons classements obtenus avec l’algorithme génétique (seconde ligne).
Il apparaît également qu’il est plus pertinent d’utiliser une régression sur les fréquences
1/8, 1/4, 2, 4 et 64 pour le signal de l’électrode F4 et la méthode de classification CART.
Ainsi, ce travail permet de correctement prédire l’état de vigilance d’un nouvel individu. Pour
ce faire, cette électrode et cette plage de fréquences seront utilisées pour le calcul du critère
des pentes pour cet individu. L’arbre binaire de décision, construit sur l’échantillon formé par
les 26 signaux (13 sujets de l’étude dans les deux états de vigilance) à l’aide de la méthode de
classification CART sera alors utilisé pour prédire son état de vigilance.
5 Conclusions
Dans ce chapitre, un système de détection automatique de l’état de vigilance de l’humain à
l’aide de données d’électro-encéphalographie et d’une décomposition en ondelettes discrète a été
présenté. Initialement, un premier critère, fondé sur la littérature du domaine, pour obtenir une
matrice en 2 dimensions a été proposé. Au regard des résultats décevants obtenus avec ce critère,
un algorithme génétique a été réalisé afin de le raffiner. Cette approche a permis d’obtenir un
modèle fiable (taux de bons classements moyen égal à 86.68±1.87%) tout en sélectionnant une
unique électrode parmi les 58 initiales, ce qui améliore grandement les possibilités d’utilisation
du système proposé dans les applications du monde réel. Le principal apport de ce travail repose
sur la proposition d’une nouvelle méthode d’extraction de caractéristiques à partir des signaux
EEG ainsi que son optimisation par algorithme génétique dont le coût computationnel demeure
raisonnable.
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Il apparaît maintenant nécessaire de confronter les résultats obtenus par l’algorithme géné-
tique aux modèles disponibles en électrophysiologie humaine. De plus, il est possible d’améliorer
l’algorithme génétique proposé dans ce chapitre. En effet, l’amélioration du croisement ainsi
que l’introduction de nouvelles méthodes d’évaluation, notamment pour transformer la prédic-
tion obtenue (état de vigilance normal ou relaxé) en une probabilité (utilisation de l’analyse
discriminante linéaire ou de la régression logistique) sont autant de pistes qui restent à explorer.
Lors de la réalisation de ces travaux, seuls 13 sujets étaient disponibles. Le trop faible nombre
de sujets n’a pas permis de garder un échantillon de sujets extérieur à l’algorithme. Bien que
les TBC aient été estimés à l’aide d’une validation croisée (en découpant l’échantillon initial en
ensemble d’apprentissage et de test), il se peut que l’estimation du taux de bons classements
obtenu soit trop optimiste. En effet, l’algorithme génétique étant un procédé itératif, il se
peut que les génomes (solutions) aient appris, au fil des itérations, leur modèle de prédiction en
utilisant tous les sujets de l’échantillon. C’est pourquoi, une nouvelle campagne d’enregistrement
de signaux EEG a eu lieu en 2011. Cette campagne a permis d’augmenter le nombre de signaux
EEG disponibles autorisant ainsi une estimation plus fiable du TBC. L’approche présentée en
Chapitre V bénéficie de ces nouveaux sujets. Pour celle-ci, il a donc été possible d’estimer
les résultats sur un échantillon totalement extérieur. L’approche proposée en V peut être vue
comme un prolongement de celle qui vient d’être présentée car elle permet l’utilisation d’une
combinaison d’électrodes optimale (au sens du TBC obtenu).
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Le but de ce travail de thèse est de développer une méthode de prédiction de l’état de
vigilance d’humains à partir de l’enregistrement de signaux EEG. Ce travail ayant une visée
applicative, la réduction du nombre d’électrodes utilisées pour obtenir cette prédiction est
privilégiée.
Dans le chapitre précédent, une approche a été développée afin d’extraire des caractéristiques
des signaux EEG tout en sélectionnant une unique électrode sur les 58 initiales. Elle a donc
montré que la réduction du nombre d’électrodes utilisées lors de la construction du modèle
de prédiction était envisageable. Cependant, le faible nombre de signaux disponibles n’a pas
permis de laisser un échantillon de sujets à l’extérieur de l’algorithme génétique. De plus, les
combinaisons entre plusieurs électrodes n’ont pas été envisagées.
Depuis la réalisation de ces travaux, une deuxième campagne d’acquisition de données EEG
a été menée permettant ainsi d’augmenter le nombre de signaux disponibles afin d’entraîner le
modèle de prédiction. Les travaux présentés dans ce chapitre s’inscrivent dans la lignée de ceux
réalisés dans le précédent. En effet, dans ce chapitre, un algorithme génétique va être proposé
afin de sélectionner un sous groupe d’électrodes sur lesquels apprendre la règle de décision.
Cette dernière va être construite en combinant l’utilisation de la méthode du CSP, présentée
en Section 1.2.1 du Chapitre III, et de la méthode LDA (voir Section 2.2 du Chapitre III).
L’une des principales originalités de l’approche qui va être présentée dans ce chapitre repose
sur l’utilisation de la méthode CSP afin d’extraire des caractéristiques à partir de signaux
EEG recueillis sur des sujets différents. En effet, l’utilisation de la méthode CSP est d’habitude
restreinte à la construction des filtres spatiaux spécifique à un sujet.
Les résultats de l’algorithme génétique seront comparés à ceux obtenus à l’aide d’une autre
approche proposée dans ce chapitre qui vise à combiner des méthodes de recherche séquentielles
de type SFS ou SBS (voir Section 3.2 du Chapitre III) avec la méthode CSP.
La suite du chapitre est organisée comme suit : la Section 2 va présenter brièvement sur les
données EEG utilisées lors de la réalisation de ces travaux. Dans la Section 3, l’utilisation de
la méthode CSP pour la classification de données EEG sera détaillée. L’algorithme génétique
proposé afin de sélectionner un sous-ensemble de variables sera présenté en Section 4. Les résul-
tats obtenus seront comparés avec ceux de l’approche proposée en Section 5 combinant le CSP
et une méthode de recherche séquentielle. Enfin, une conclusion de ces travaux sera proposée
en 7.
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2 Présentation des données utilisées
Ces travaux s’appuient sur les données recueillies à l’aide du protocole expérimental présenté
en Chapitre II. Comparé aux travaux présentés dans le Chapitre IV, ceux qui vont être proposés
ici peuvent s’appuyer sur les données EEG recueillies lors des deux campagnes d’acquisition
de données. Ainsi, une représentation de la matrice des données est proposée en Figure V.1.
Les données consistent à 38 enregistrements de 3 minutes de signaux EEG bruts recueillis à
l’aide de 58 électrodes actives sur 19 sujets (13 durant la première campagne d’acquisition
et 6 durant la seconde) avant et après une séance de relaxation. Chaque sujet fournit donc
un enregistrement dans l’état « normal » et un autre dans un état de veille passif (vigilance
basse) dit état « relaxé ». Chaque enregistrement contient les variations de potentiels électriques
obtenus en utilisant une fréquence d’échantillonnage de 256Hz durant 3 minutes (46000 points
de mesure).
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Figure V.1 – Représentation des matrices de données correspondant aux signaux EEG obtenus pendant la
première campagne d’acquisition (13 sujets) et la seconde (6 sujets). Les matrices sont en 3 dimensions : une
pour les sujets (2 enregistrements par sujets), une pour les électrodes et une autre pour les points de mesure
(46000 points correspondant au signal EEG recueilli durant 3 minutes avec une fréquence d’échantillonnage
de 256 Hz).
3 Classification de signaux EEG avec filtre spatial
Dans l’approche qui va être présentée, l’extraction de caractéristiques va être réalisée en
utilisant la méthode CSP couplée à une transformation log-var (voir Section 1.2 en Chapitre
III. Le but de la méthode CSP est de construire des filtres synthétiques de variance maximale
dans une condition et simultanément minimale dans l’autre. Dans ce qui va suivre, un essai va
représenter un signal EEG recueilli durant une période de temps T . La matrice de dimension
T × p correspondant à cet enregistrement sera noté Xi, où p représente le nombre d’électrodes
actives utilisées lors du recueil de l’EEG. On suppose que parmi les n essais enregistrés, n1 l’ont
été dans la condition 1 et n2 dans la condition 2.
3.1 Adaptation de la méthode CSP au problème multi-sujets
Comme évoqué dans l’introduction, le CSP est utilisé afin de rechercher des filtres spatiaux
spécifiques à un sujet. Ainsi, lorsque le CSP est utilisé en BCI, une première partie de l’ex-
périence consiste généralement à enregistrer un lot d’essais (signaux EEG enregistrés durant
un intervalle de temps T ) dans les deux conditions que l’on cherche à discriminer. Une fois
que ce lot d’essais est obtenu, il est utilisé afin de construire les filtres spatiaux CSP et afin
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d’entraîner le modèle de classification. Lorsque la règle de décision est apprise (filtres CSP et
modèle de classification), l’utilisation à proprement parler de la BCI peut débuter. Ainsi, des
caractéristiques vont pouvoir être extraites de chaque nouvel essai du sujet à partir des filtres
spatiaux formés sur les essais recueillis durant l’étape d’entraînement et une prédiction de la
classe de chaque nouvel essai va être obtenue à l’aide du modèle de classification entraîné. Lors-
qu’un nouveau sujet veut utiliser l’ICM, une nouvelle étape d’entraînement est réalisée afin
d’enregistrer des essais dans les deux classes pour pouvoir construire la règle de décision.
On comprend aisément que le CSP, tel qu’il vient d’être décrit, ne peut pas être utilisé afin
d’apporter une solution à notre problématique. En effet, le but de ces travaux est de construire
une méthode de prédiction capable de fournir un prédiction fiable de l’état de vigilance d’un
nouveau sujet. Le principe est donc de ne disposer d’aucun enregistrement cérébral du nouveau
sujet pour construire la règle de décision. Or, le CSP nécessite une phase d’entraînement qui ne
peut être réalisée dans notre problème. La solution envisagée dans ces travaux a été de tester
les performances prédictives du CSP lorsque des essais de plusieurs sujets différents sont utilisés
pour construire les filtres spatiaux. En réalisant ce choix, le but recherché est de former des
filtres spatiaux adaptables sur différents sujets afin d’obtenir des signaux synthétiques utiles
pour discriminer les deux états de vigilance.
3.2 Pré-traitement des données
3.2.1 Filtrage passe-bande des données
Comme évoqué en Section 3.1.1.5 du Chapitre I, l’activité électrique cérébrale est divisée en
différents rythmes oscillatoires caractérisés par la bande de fréquence qui leur est associée. Les
principaux rythmes classés par ordre croissant de fréquences sont les rythmes δ (1-3.5 Hz), θ (4-8
Hz), α (8-12 Hz) et β (19-26 Hz). Chacun de ces rythmes est lié à un état psycho-physiologique
chez l’être humain.
Avant d’appliquer la méthode CSP, un filtre passe-bande est toujours utilisé sur les données
afin d’extraire uniquement les fréquences informatives pour la tâche de classification considérée
et augmenter ainsi le rapport signal sur bruit. Ces fréquences dépendent donc de la tâche de
classification. Une fois que les signaux EEG ont été filtrés, chaque matrice Xi est centrée comme
défini en Section 1.2.1 du Chapitre III.
Dans [72], des signaux EEG ont été recueillis à l’aide de 56 électrodes durant des mou-
vements de l’index gauche, droit ou des orteils. La méthode CSP est utilisée afin d’extraire
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des caractéristiques utiles pour la tâche de classification (prédiction du type de mouvement).
Six différentes bandes de fréquences sont proposées en utilisant les connaissances sur les princi-
paux rythmes cérébraux. Un filtre passe-bande est donc appliqué sur les données en considérant
seulement le rythme α, la bande α inférieure (8-10 Hz) ou supérieure (10-12 Hz), le rythme β, le
rythme γ (38-42 Hz) et enfin une bande de fréquence composée des fréquences comprises entre
8 et 30 Hz. Sur leur données EEG, la bande de fréquence qui permet d’obtenir les meilleurs
résultats (fondés sur un TBC estimé à l’aide d’une validation croisée de type 50 folds) est la
bande 8-30 Hz. Ces résultats peuvent être expliqués par le fait que ces fréquences couvrent à
la fois les rythmes α et β, qui sont les rythmes les plus importants lorsqu’il s’agit d’une tâche
de classification de mouvements [89].
En utilisant ces résultats, la bande de fréquence 8-30 Hz est souvent utilisée dans d’autres
travaux sans que plus d’explorations ne soient menées et ce même si les données ou la tâche
de classification changent [68], [67], [14]. Dans d’autres travaux, d’autres plages de fréquences
sont utilisées sans que des justifications appuient ces choix (1.5-35 Hz dans [69], ou encore 8-35
Hz dans [49]).
La plage de fréquence proposée dans [72] concerne la classification de signaux EEG recueillis
lors de mouvements. Étant donné que notre problème de classification n’est pas semblable à
celui rencontré dans [72] et que nous pensons que la plage de fréquence dépend de la tâche de
classification étudiée ainsi que des données EEG, une approche permettant d’optimiser la plage
de fréquence à utiliser pour le filtrage passe-bande des données est proposée dans ce travail. Le
filtrage passe bande de chaque matrice de donnée EEG Xi sera réalisé à l’aide d’un filtre de
Butterworth de 5ème ordre.
3.2.2 Normalisation des données
Dans ce qui suit, la matrice Xi représente le signal EEG recueilli lors de l’essai i (i =
1, . . . , n). Dans [69], Koles et al. suggèrent d’utiliser pour un essai i la matrice de variance







où trace(Ci) est l’inertie de Xi. Cette normalisation est utilisée pour éliminer les variations
d’amplitude dans les signaux EEG entre les essais. Cette façon de normaliser les données est
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couramment utilisée dans d’autres travaux utilisant la méthode CSP (voir par exemple [72],
[68] ou encore [49]).
Notons que
∼
Ci peut aussi être obtenue en normalisant la matrice de données EEG Xi au






















X i . (V.2)
Cette distinction entre (V.1) et (V.2) est importante en pratique car dans la méthode CSP,
les matrices de variance-covariance doivent être calculées sur les données qui vont être projetées
(voir Section 3.2.3).
Dans ce travail, une autre stratégie de normalisation, couramment utilisée en ACP, est
proposée. Elle consiste à normaliser chaque colonne de Xi en la divisant par son écart type :
∼



















X i est une matrice de corrélation et non plus une matrice de variance-covariance.










i.e. les données sont normalisées par l’inertie de Xi.
–
∼
X i= XiD i.e. les données sont normalisées en utilisant l’écart type.
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3.2.3 Projection des données
Dans la méthode CSP, la normalisation des matrices de variance-covariance Ci ou la nor-
malisation des matrices de données EEG Xi, mènent à l’obtention de la même matrice de
filtres W. Cependant, même si cela n’est pas explicitement évoqué, ce sont les données norma-
lisées qui sont projetées lors de cette étape du CSP. C’est pourquoi, il est important lors de
l’étape de classification de projeter les données normalisées et non pas les données originales.
En d’autres termes, il convient d’utiliser Fi =
∼
X i W comme proposé initialement dans [69] et
non pas Fi = XiW comme utilisé plus tard dans de nombreux travaux (voir [68] par exemple).
C’est la raison pour laquelle nous avons fait la distinction entre normaliser les données EEG et
normaliser les matrices de variance-covariance dans la Section 3.2.2.
3.2.4 Nombre de paires de filtres spatiaux
Le principal paramètre à fixer dans la méthode CSP est le nombre de paires de filtres
spatiaux, noté k, utilisés pour construire W. Dans [72], la valeur de ce paramètre est optimisée
entre 1 et 5. Sur ces données, les meilleurs taux de bons classements sont obtenus en prenant
k = 2 et k = 3. Dans ce travail, le paramètre k va être optimisé afin de trouver la meilleure
valeur possible (fondée sur les taux de bons classements).
3.3 Optimisation des paramètres
Pour appliquer le CSP, les données vont être pré-traitées comme montré en Figure V.2. Un
filtre passe bande est appliqué aux données afin de ne garder que les fréquences comprises entre
a et b Hz où a < b. Les données sont ensuite découpées en essais de longueur T . Enfin, une
normalisation est appliquée à Xi pour obtenir les matrices de signaux EEG normalisées
∼
X i.
Les matrices de signaux EEG normalisées dans la classe 1 (respectivement 2) sont concaténées
en ligne dans la matrice X˜1 de dimension Tn1× p (resp. X˜2 de dimension Tn2× p). Ainsi, une
configuration similaire à celle décrite en Section 1.2.1 du Chapitre III est obtenue. Dans cette
configuration, n∗ matrices de données EEG sont disponibles pour chaque sujet dans un état de
vigilance donné, avec n∗ = b46000/T c et où b.c est la partie entière.
Dans ce qui suit, la méthode d’estimation du taux de bons classements va être décrite et
les paramètres a, b, T , k et la stratégie de normalisation vont être optimisés sur nos données.
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Figure V.2 – Diagramme représentant l’étape de pré-traitement des données. Les données brutes sont
filtrées entre a et b Hz et découpées en essais de longueur T . Une normalisation est alors appliquée aux
données pour obtenir X˜1 et X˜2.
3.3.1 Estimation du TBC par Leave One Out (LOO)
Afin d’estimer le taux de bons classements obtenu en utilisant un CSP, une estimation en
LOO adaptée à notre problème est utilisée. En effet, le LOO classique consiste à retirer itéra-
tivement l’un des individus de l’ensemble d’apprentissage afin de former l’ensemble test (voir
Section 2.1 du Chapitre III). En appliquant ce principe sur notre problème, cela reviendrait
à retirer tour à tour chacun des essais. Cependant, dans notre travail, le LOO ne peut être
utilisé au niveau des essais car lorsqu’un essai est retiré de l’ensemble d’apprentissage afin de
former l’ensemble test, des essais provenant du même sujet sont encore présents dans l’ensemble
d’apprentissage. Cela peut donc entraîner l’obtention de résultats biaisés (optimistes dans ce
cas).
Dans ce travail, le LOO va donc être utilisé au niveau des sujets et non pas au niveau des
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essais. En d’autres mots, à chaque itération, tous les essais d’un même sujet (matrices EEG
des essais dans la classe 1 et 2) sont retirés du jeu de données. Les données privées de ces
essais forment l’ensemble d’apprentissage tandis que les essais retirés forment l’ensemble test.
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Figure V.3 – Création de l’ensemble d’apprentissage et de l’ensemble test lors de la mème itération de
l’estimation par LOO du TBC (avec m = 1, ..., q).
Ainsi, l’estimation par LOO se déroule en q itérations (où q est le nombre de sujets). À
chaque itération, un CSP est appliqué sur les essais de l’échantillon d’apprentissage afin de
créer les k paires de filtres CSP. Les essais de l’échantillon d’apprentissage sont alors proje-
tés en utilisant ces composantes CSP et une transformation logarithmique est appliquée afin
d’obtenir les caractéristiques. Ces caractéristiques sont données en entrée à une méthode de
classification (LDA) afin d’apprendre une règle de décision. La méthode classification LDA [71]
est couramment utilisée dans le cadre de problèmes de classification supervisée. Elle consiste à
construire des hyperplans afin de séparer, dans différentes régions de Rp, les données qui appar-
tiennent à différentes classes. La classification d’un nouvel individu s’obtient en determinant à
quelle région de Rp il appartient (voir Section 2.2 du Chapitre III).
Une fois que la règle de décision est obtenue, les filtres CSP sont utilisés pour projeter les
essais de l’ensemble test. Après une transformation logarithmique, la classe de chaque essai est
prédite en utilisant la règle de décision apprise sur les essais de l’ensemble d’apprentissage.
Lorsque les q itérations sont réalisées, un vecteur de taille n contenant les classes prédites
pour chaque essai est obtenu. Ce vecteur est comparé aux classes réelles des essais afin d’obtenir
un taux de bons classements (nombre de prédictions correctes divisé par le nombre total de
prédictions).
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3.3.2 Résultats de l’optimisation des paramètres
Dans cette partie, les valeurs des paramètres a, b, k et T ainsi que la stratégie de norma-
lisation des données vont être optimisés en se fondant sur l’estimation LOO du TBC obtenue
sur les sujets de la première campagne.
Une recherche exhaustive de la meilleure combinaison de ces paramètres semble difficile.
C’est pourquoi, seules quelques valeurs de ces paramètres vont être testées. En particulier, les
valeurs des paramètres a et b vont être optimisées l’une après l’autre. En effet, même si une
optimisation conjointe de ces paramètres est plus appropriée d’un point de vue mathématique,
cette approche présente un coût computationnel trop important. Ainsi, la meilleure combinai-
son de paramètre parmi celles testées sera conservée.
Pour commencer, la valeur de b est fixée à 30 Hz. La valeur de a varie entre 1 et 25 Hz.
Trois valeurs sont testées pour le paramètre T : 1024, 2048 et 4096 points (correspondant res-
pectivement à des essais de 4, 8 et 16 secondes). Le paramètre k prend la valeur 1, 2 ou 3.
Un filtre passe-bande entre a et b = 30 Hz est utilisé sur les données. Les données sont alors
découpées en essais de longueur T . Un CSP couplé à une LDA est utilisé sur les données afin
d’obtenir un TBC (estimé par LOO). La meilleure valeur trouvée pour a, k et T ainsi que la
meilleure stratégie de normalisation vont être conservés. Ainsi, ces paramètres vont être fixés.
Par la suite, la valeur de b va être optimisée entre a + 3 et 40 Hz. Les résultats sont présentés
en Figures V.4, V.5, V.6 et V.7.
Pour commencer, la meilleure stratégie de normalisation est recherchée en comparant les
résultats obtenus sur les Figures V.4 (données non normalisées), V.5 (données normalisées en
utilisant l’inertie) et V.6 (données normalisées en utilisant les écarts types). Sur ces figures, les
données sont découpées en essais de 4 (cercles), 8 (croix) ou 16 (triangles) secondes (corres-
pondant respectivement à T = 1024, T = 2048 et T = 4096 points). Le nombre de paires de
filtres, noté k, varie entre 1 (ligne en pointillé), 2 (ligne pleine) et 3 (ligne en pointillé mixte).
Un filtre passe-bande entre a (abscisses) et 30 Hz est appliqué sur les données. Pour chaque
combinaison de valeurs des paramètres, un TBC estimé par LOO est obtenu. La combinaison
de paramètres testée permettant d’obtenir le TBC le plus élevé est recherchée.
En comparant les Figures V.4, V.5 et V.6, il semble que les TBC obtenus en normalisant
les données à l’aide des écarts types (Figure V.6) dépassent les TBC obtenus sans normaliser
ou en normalisant avec l’inertie (Figures V.4 et V.5). Ainsi, cette stratégie de normalisation
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Figure V.4 – TBC estimés par LOO sur les données de la première campagne pour différentes stratégies
de filtrage (filtrage passe-bande entre a et 30 Hz avec a qui est un entier entre 1 et 25). Les données ne
sont pas normalisées mais sont découpées en essais de 4 (cercles), 8 (croix) ou 16 (triangles) secondes
(correspondant respectivement à T = 1024, T = 2048 et T = 4096 points). L’extraction de caractéristiques
est réalisée en utilisant 1 (ligne en pointillé), 2 (ligne pleine) ou 3 (ligne en pointillé mixte) paires de filtres
CSP.
va être définitivement adoptée sur nos données et l’on va se concentrer sur les résultats de la
Figure V.6. Il apparaît que les meilleurs résultats sont obtenus en utilisant 3 paires de filtres
CSP et en considérant des essais de 8 secondes (T = 2048). De plus, le meilleur résultat est
obtenu en considérant a = 7.
Il reste donc à optimiser la valeur de b entre 10 et 40 Hz. La valeur de b qui permet d’obtenir
le TBC le plus élevé est recherchée. Ainsi, un filtre passe-bande entre 7 et b Hz est appliqué aux
données et ces dernières sont découpées en essais de 8 secondes. Les essais sont alors normalisés
en utilisant les écarts types et un CSP est utilisé afin de former 3 paires de filtres. La Figure V.7
représente le TBC obtenu en fonction de la valeur de b considérée (abscisse). En analysant la
Figure V.7, il apparaît que le meilleur TBC (égal à 75.35%) est obtenu en considérant b = 30 Hz.
Pour résumer, la meilleure combinaison de valeurs des paramètres trouvée parmi celles testée
durant ces expériences est :
– Filtre passe-bande : [7, 30] Hz.
– Longueur des essais : 8 secondes (T = 2048 points). Ainsi, chaque signal est découpé en
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Figure V.5 – TBC estimés par LOO sur les données de la première campagne pour différentes stratégies
de filtrage (filtrage passe-bande entre a et 30 Hz avec a qui est un entier entre 1 et 25). Les données sont
normalisées en utilisant l’inertie puis sont découpées en essais de 4 (cercles), 8 (croix) ou 16 (triangles)
secondes (correspondant respectivement à T = 1024, T = 2048 et T = 4096 points). L’extraction de
caractéristiques est réalisée en utilisant 1 (ligne en pointillé), 2 (ligne pleine) ou 3 (ligne en pointillé mixte)
paires de filtres CSP.
n∗ = 22 essais
(






– Nombre de paires de filtres CSP : 3.
Les valeurs de a, b et k semblent cohérentes avec les travaux antérieurs (voir [72]). L’approche
qui vient d’être présentée permet d’obtenir un TBC élevé sur les données en utilisant toutes
les variables (75.35% sur les sujets de la première campagne). Une approche permettant de
sélectionner un sous groupe d’électrodes pour prédire l’état de vigilance des sujets va maintenant
être présentée.
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Figure V.6 – TBC estimés par LOO sur les données de la première campagne pour différentes stratégies
de filtrage (filtrage passe-bande entre a et 30 Hz avec a qui est un entier entre 1 et 25). Les données
sont normalisées en utilisant les écarts types puis sont découpées en essais de 4 (cercles), 8 (croix)
ou 16 (triangles) secondes (correspondant respectivement à T = 1024, T = 2048 et T = 4096 points).
L’extraction de caractéristiques est réalisée en utilisant 1 (ligne en pointillé), 2 (ligne pleine) ou 3 (ligne en
pointillé mixte) paires de filtres CSP.
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Figure V.7 – TBC estimés par LOO sur les données de la première campagne pour différentes stratégies
de filtrage (filtrage passe-bande entre 7 et b Hz avec b qui est un entier entre 10 et 40). Les données sont
normalisées en utilisant les écarts types puis sont découpées en essais de 8 secondes (correspondant
à T = 2048 points). L’extraction de caractéristiques est réalisée en utilisant 3 paires de filtres CSP.
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4 Sélection d’un sous-ensemble d’électrodes par algo-
rithmes génétique
Le but de ce travail est de sélectionner un sous-ensemble de p′ électrodes (où p′ < p) qui
permet d’obtenir un modèle de prédiction fiable de l’état de vigilance d’un nouvel individu.
Soit Ω l’ensemble des combinaisons de p′ électrodes choisies parmi les p électrodes initiales. Le
cardinal de Ω est égal à | Ω |= Cp′p . Dans ce travail, p = 58 donc | Ω | augmente très rapidement
en fonction de p′ (pour p′ = 1, . . . , 29, ce qui correspond aux valeurs qui sont intéressantes dans
ces travaux), rendant la recherche exhaustive infaisable. Ainsi, l’approche privilégiée dans ce
travail est d’utiliser un algorithme génétique pour explorer l’espace de recherche Ω.
4.1 Choix algorithmiques
Un algorithme génétique a déjà été utilisé en Chapitre IV pour sélectionner une électrode
et une bande de fréquences sur laquelle extraire une caractéristique utile pour la tâche de
classification. La présente approche s’inscrit dans la continuité de celle décrite en Chapitre
IV. Elle va permettre de non plus sélectionner une unique électrode mais une combinaison
d’électrodes. De plus, l’un des principaux inconvénient de l’approche présentée en Chapitre
IV reposait sur le fait que le trop faible nombre de sujets ne permettait pas d’envisager une
séparation de ces derniers en deux groupes afin de ne rechercher la caractéristique que sur
l’un d’eux. Depuis, le nombre de sujets dans l’étude a augmenté (par le biais de la seconde
campagne d’acquisition de sujets). La méthode d’extraction de caractéristiques est également
différente de celle utilisée en Chapitre IV. Cependant, des similitudes entre les structures des
deux algorithmes génétiques existent. Par exemple, la structure du génome est très similaire à
celle du Chapitre IV. En effet, dans ce travail, le génome est composé de p = 58 composantes
binaires correspondant à l’inclusion ou non de chacune des électrodes pour le calcul des filtres
CSP. Une représentation d’un génome est donnée en Figure V.8.
Sur cette Figure, le génome est formé de 58 composantes dont p′ sont égales à 1. Les signaux
des p′ électrodes associées à ces composantes égales à 1 sont conservées (traits bleus) tandis
que les autres sont éliminées (traits rouges). Ainsi, les matrices X1 et X2, initialement de
dimensions respectives Tn1 × p et Tn2 × p deviennent des matrices de dimensions respectives
Tn1 × p′ et Tn2 × p′. Les filtres CSP sont alors calculés à partir de ces matrices privées des
signaux des électrodes associées à des 0 dans le génome.
Il existe deux façons de réaliser l’algorithme génétique. La première consiste à fixer la valeur
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Figure V.8 – Exemple d’un génome dans l’algorithme génétique. Les composantes égales à 1 conduisent
à la conservation du signal des électrodes associées (traits bleus) tandis que les composantes égales à 0
conduisent au rejet du signal des électrodes concernées (traits rouges).
de p′ et à lancer l’algorithme génétique plusieurs fois pour différentes valeurs de p′. L’algorithme
génétique va alors rechercher le sous-ensemble de p′ électrodes qui conduit à l’obtention du
modèle de prédiction le plus fiable. La seconde approche consiste à laisser l’algorithme choisir le
meilleur sous-ensemble d’électrodes tout en le laissant également choisir la valeur de p′ adéquate.
L’algorithme génétique devient alors multi-objectif.
Ici, la première approche a été privilégiée. Le nombre d’électrodes conservées, p′, a été fixé
et gardé constant au cours de l’algorithme génétique. Un compromis entre la qualité de la
prédiction obtenue à l’aide du modèle de classification et le nombre d’électrodes nécessaires
doit être trouvé. Ainsi, nous avons choisi de visualiser l’évolution de la qualité de la prédiction
en fonction de p′. La fonction objectif (fitness) ne doit donc pas dépendre de p′. De plus, il
est important de laisser l’opportunité aux neurobiologistes de contribuer en apportant leur
expérience après avoir visualisé les résultats obtenus pour différentes valeurs de p′ (qualité de la
prédiction obtenue, choix des électrodes). Il est aussi envisageable que l’objectif évolue dans le
temps et qu’un plus petit (ou plus grand) sous-ensemble d’électrodes soit désiré. Ainsi, il nous
a semblé préférable de se donner la possibilité de déterminer la valeur de p′ après une analyse
visuelle des résultats obtenus pour différentes valeurs de p′.
4.1.1 Fonction d’évaluation
Chaque génome définit un sous-ensemble d’électrodes à considérer et conduit ainsi à l’ob-
tention de filtres CSP. Un taux de bons classements peut donc être calculé pour chacun des
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génomes. Celui-ci peut être relié à la qualité du génome considéré. Il semble donc naturel que
la fonction de fitness corresponde au TBC de chacun des génomes.
Pour calculer ce TBC, les données vont être pré-traitées comme expliqué en Section 3.3.
Une estimation du TBC est alors obtenue comme décrit en Section 3.3.1. Une itération de
cette procédure est détaillée en Figure V.9. Pour une itération donnée de LOO, un ensemble
d’apprentissage et un ensemble test sont crées. Ainsi, pour un génome donné, les variables
absentes du sous-ensemble d’électrodes définit par celui-ci vont être provisoirement éliminées des
données EEG des deux échantillons (apprentissage et test). La méthode CSP va alors permettre
d’apprendre les filtres spatiaux sur l’ensemble d’apprentissage. Les essais de cet ensemble vont
être projetés et une transformation log-var va être appliquée sur le résultat de cette projection.
Une règle de décision va alors être construite en utilisant la méthode LDA. Les prédictions
des individus de l’ensemble test sont obtenues en utilisant le modèle (filtres CSP et règle de
décision) formé sur l’ensemble d’apprentissage. Les prédictions obtenues sont comparées aux
classes réelles auxquelles appartiennent les essais de l’ensemble test afin d’obtenir un TBC.
Pour un génome donné, la fonction de fitness s’écrit donc :
g(u) = # essais correctement classés# d’essais .
L’algorithme génétique recherche le génome u qui maximise la fonction g.
Remarque : Si l’approche multi-objectif avait été privilégiée, la fonction de fitness se décom-
poserait en deux parties :
– la première serait identique à la fonction de fitness qui vient d’être décrite et correspon-
drait donc à une mesure de la qualité du modèle prédictif obtenu.
– la seconde correspondrait à une pénalité sur le nombre de variables incluses dans le modèle
prédictif (p′).
Ainsi, la fonction fitness pourrait s’écrire :
g′(u) = λ # essais correctement classés# d’essais + (1− λ)
58− p′
58 .
où λ ∈ [0, 1] est un poids fixé à l’avance afin de définir le compromis que l’on souhaite obtenir
entre la qualité de prédiction du modèle obtenu et le nombre de variables.
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Figure V.9 – Diagramme représentant l’étape d’évaluation d’un génome lors de l’algorithme génétique.
Pour un génome donné, un sous-ensemble d’électrode est sélectionné et un CSP est utilisé afin de construire
la matrice des filtres W . Les essais sont alors projetés et une transformation log-var est appliquée pour
obtenir Z. Une règle de décision est apprise sur l’ensemble d’apprentissage à l’aide de la méthode LDA. Un
TBC est obtenu en utilisant le modèle construit (filtres CSP et règle de décision) sur les essais de l’ensemble
test.
4.1.2 Opérateurs génétiques
La création d’un enfant est réalisée de la même façon que dans le Chapitre IV. Ainsi, deux
parents sont sélectionnés par tournoi avec une pression de sélection égale à 2. Un croisement
entre les deux parents permet de créer l’enfant. Afin de garder p′ constant (nombre de com-
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posantes du génome égales à 1) au cours d’un lancement de l’algorithme génétique, il convient
d’être vigilant lors des étapes de croisement et de mutation. On remarque que l’opérateur lo-
gique défini en Table IV.2 ne garantit pas le maintien du nombre de composantes égales à 1
identique entre les parents et l’enfant. Ainsi, un nouveau croisement est utilisé. Celui-ci est
composé de deux phases représentées en Figure V.10.
010 1 11Parent 1







} }p' composantes égales à 1
}
p' composantes égales à 1
Figure V.10 – Représentation schématique de la méthode de croisement utilisée dans l’algorithme
génétique.
La première phase consiste à reproduire chez l’enfant les composantes qui sont identiques
chez les deux parents. Par exemple, lorsque les deux parents ont une composante égale à 1 à une
position donnée, l’enfant hérite d’un 1 à cette même position. Les composantes non identiques
chez les parents donnent des valeurs indéterminées chez l’enfant.
La seconde phase consiste à donner une valeur à ces composantes indéterminées. À ce stade,
l’enfant possède un nombre de composantes non nulles d ≤ p′. Afin de garantir que l’enfant
dispose de p′ composantes égales à 1, p′−d positions parmi les composantes indéterminées sont
tirées aléatoirement et sont remplacées par des 1. Les autres composantes indéterminées sont
remplacées par des 0.
La mutation doit également conserver le nombre de composantes égales à 1 constant. Ainsi,
lorsqu’une mutation affecte une composante du génome, une autre composante est tirée au
hasard. Les valeurs des deux composantes sont alors permutées. Il se peut donc que la mutation
soit muette (remplacement d’un 1 par un 1 ou d’un 0 par un 0). La probabilité de mutation
est de 2/p (mutations muettes incluses).
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4.1.3 Critère d’arrêt
Les différents critères d’arrêt définis en Section 4.1.3 du Chapitre IV ont été réutilisés.
Cependant, la méthode pour calculer le nombre de différence est simplifié du fait que toutes
les composantes du génomes sont binaires. Ainsi, pour calculer le nombre de différences au sein
de la population, les génomes sont codés en base 2 et le nombre d’individus différents dans la
population correspond au nombre de codes différents obtenus. De plus, un critère d’arrêt fondé
sur la stagnation de la qualité du meilleur individu a été ajouté. Ainsi, si la meilleure évaluation
trouvée est la même depuis 50 itérations, l’algorithme est arrêté. L’algorithme s’arrête si l’une
de ces conditions est satisfaite :
– le nombre d’itérations dépasse 1 000.
– Les parents sont identiques depuis 10 générations.
– Le nombre de différence au sein des parents est inférieur à 3.
– La meilleure évaluation est identique depuis 50 générations.
4.2 Application expérimentale
L’algorithme génétique, le CSP et la méthode de prédiction LDA ont été codées en Matlab
et exécuté sur un ordinateur dont la configuration est la suivante : Linux avec 8 ∗ 2.8 GHz Intel
Xeon processeurs X5560 et 32 GB 1333 MHz DDR3 ECC RAM.
4.2.1 Stratégie expérimentale
L’algorithme génétique est lancé pour p′ = 1, 2, . . . , 15, 20, 30, 40 et 50 avec 150 parents et
50 enfants. Chaque lancement de l’algorithme nécessite entre 9 et 15 heures, en fonction de
la valeur de p′ considérée. C’est pourquoi, l’algorithme génétique n’est lancé que 15 fois pour
chaque valeur de p′.
Lorsque l’algorithme converge, le meilleur génome trouvé est conservé. Ainsi, 15 génomes
ainsi que leur TBC respectifs vont être obtenus pour chaque valeur de p′. En analysant ces
résultats, le meilleur compromis entre le nombre d’électrodes sélectionnées (p′) et la qualité de
la prédiction obtenue (TBC) va être choisi, ce qui va permettre de fixer la valeur de p′. Le
meilleur génome trouvé pour cette valeur de p′ au cours des 15 lancements de l’algorithme sera
conservé et permettra d’obtenir un sous-ensemble d’électrodes (composantes égales à 1 dans ce
génome).
Un CSP sera alors lancé sur les données constituées uniquement des p′ électrodes et des 13
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sujets de la première campagne d’acquisition. Ainsi, 3 paires de composantes CSP (k = 3) seront
formées sur lesquelles une règle de décision sera apprise (LDA). Enfin, cette règle de décision
et ces composantes CSP seront utilisées sur les sujets de l’ensemble test (seconde campagne)
afin d’obtenir un TBC externe à l’algorithme génétique.
4.2.2 Résultats
Les performances de l’algorithme génétique, le choix de la valeur de p′ et les électrodes
sélectionnées vont être discutés dans les prochains paragraphes.
































Figure V.11 – Taux de bons classements obtenus en LOO sur les sujets de la première campagne lors
de l’algorithme génétique pour différentes valeurs de p′. La ligne en pointillé représente le taux de bons
classements de 75.35% obtenu en utilisant les 58 variables initiales (pas de sélection de variable).
La Figure V.11 représente, pour chaque valeur de p′, une boîte à moustaches des 15 TBC (un
par lancement) associés aux meilleurs génomes trouvés par l’algorithme génétique. La ligne en
pointillé représente le TBC obtenu par LOO en appliquant un CSP sur les 58 variables initiales
et sur les individus de la première campagne d’acquisition (pas de sélection de variable). Puisque
le premier but de ce travail est de sélectionner un sous-ensemble de variables (électrodes) de
faible taille, une attention plus prononcée va être portée sur les résultats obtenus pour p′ entre
1 et 15. Les résultats pour p′ = 20, 25, 30, 35, 40, 45, 50 et 55 sont juste donnés pour évaluer
le comportement général de cette approche.
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Sur la Figure V.11, il apparaît que les médianes de TBC augmentent globalement entre
p′ = 1 et p′ = 50 (excepté pour p′ = 15 et 50). Une augmentation importante se pro-
duit entre p′ = 5 et p′ = 6 où la médiane du TBC atteint les 80%. Ainsi, de p′ = 6 à
p′ = 15, 20, 25, 30, 35, 40, 45, 50 et 55, les TBC obtenus par cette approche dépassent le TBC de
référence obtenu en utilisant la méthode CSP sur les 58 variables initiales (ligne en pointillé).
Les résultats commencent à décroitre entre p′ = 40 et p′ = 50 avant d’atteindre la ligne en
pointillé pour p′ = 58. Ainsi, une chute importante se produit entre p′ = 50 et p′ = 58. Cela
signifie que, parmi les 8 électrodes non sélectionnées pour p′ = 50, certaines sont très bruitées
ou non discriminantes et ces dernières détériorent la qualité de la prédiction. La méthode de
sélection de variables prend alors ici tout son sens. De p′ = 6 à 15, les TBC obtenus par l’algo-
rithme génétique semblent satisfaisant. Ils permettent d’envisager une utilisation des résultats
de cette approche pour des applications futures.
Dans ces travaux, le but est de construire un modèle capable de prédire l’état de vigilance
d’un nouvel individu. C’est pourquoi, il est important d’évaluer comment se comporte la mé-
thode au niveau des sujets. Le signal EEG recueilli par une électrode chez un sujet dans un
état de vigilance donné a été découpé en 22 essais. Pour un génome donné dans l’algorithme
génétique, une prédiction est obtenue pour chacun de ces essais. Ainsi, il est possible de prédire
l’état de vigilance d’un sujet en appliquant un vote majoritaire parmi ses essais. Étant donné
que le nombre d’essais est pair, le premier essai est retiré afin d’éviter les éventuelles égalités.
Les résultats obtenus sont synthétisés dans le Tableau V.1. Il contient la moyenne du nombre
d’itérations avant la convergence de l’algorithme génétique pour les différentes valeurs de p′
considérées ainsi que la moyenne et l’écart-type des TBC obtenus lors de la convergence de
l’algorithme génétique. Les résultats entre parenthèses sont obtenus en se plaçant au niveau
des sujets (affectation par vote majoritaire) au lieu de considérer les résultats obtenus au niveau
des essais. Il semble que la moyenne du nombre d’itérations ne dépasse pas 200. L’algorithme
semble converger rapidement et le nombre d’itérations n’atteint jamais 1 000 (le premier critère
d’arrêt présenté au paragraphe 4.1.3 n’est jamais vérifié). Dans la plupart des cas, l’algorithme
génétique s’arrête parce que les parents sont les mêmes depuis 10 générations ou parce que la
meilleure évaluation est la même depuis 50 générations. Une importante diversité est maintenue
dans les génomes donc le nombre de différences entre les parents est rarement inférieur à 3. Les
moyennes des TBC obtenus en considérant les essais sont assez proches des médianes observées
dans les figures V.11. Au cours de l’algorithme génétique, la moyenne des TBC, obtenu en
considérant les essais, augmente avec p′ jusqu’à p′ = 14. Lorsque p > 5, le TBC moyen est
d’environ 80% avec de faibles valeurs d’écart type.
Les résultats obtenus pour les différentes valeurs de p′ doivent être comparés aux résultats
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Tableau V.1 – Résultats obtenus en LOO dans l’algorithme génétique pour différentes valeurs de p′. Les
résultats entre parenthèses sont obtenus en considérant les sujets au lieu de considérer les essais. La dernière
ligne correspond au taux de bons classements référence obtenu en conservant les 58 variables initiales.
À l’intérieur de l’algorithme génétique :
estimation du TBC par LOO sur les sujets
de la première campagne
p′ Moyenne du Moyenne des TBC Écarts types des
nombre des meilleurs TBC des meilleurs
d’itérations génomes génomes
1 12 50 (50) 0 (0)
2 55.93 52.06 (53.85) 0.07 (0)
3 71.07 53.73 (53.85) 0.41 (0)
4 78.6 56.85 (58.72) 1.66 (0.023)
5 87.07 62.05 (65.13) 2.68 (0.057)
6 111.6 79.72 (86.41) 0.59 (0.038)
7 108.2 80.43 (86.67) 0.96 (0.025)
8 130.53 81 (86.41) 0.97 (0.035)
9 121.2 81.89 (90.26) 1.28 (0.029)
10 141.47 82.47 (89.74) 0.93 (0.028)
11 137.87 82.84 (91.03) 1.59 (0.035)
12 141.67 82.96 (90.77) 0.87 (0.032)
13 146 83.8 (90.51) 1.36 (0.032)
14 169.07 85.19 (92.05) 0.68 (0.027)
15 163.67 84.93 (92.56) 1.19 (0.031)
20 165.73 86.75 (94.1) 0.72 (0.025)
25 185.53 88.5 (95.13) 0.95 (0.018)
30 168.47 88.22 (95.13) 0.99 (0.027)
35 180.6 89.16 (94.87) 0.8 (0.024)
40 168 88.41 (96.67) 1.29 (0.029)
45 181.13 89.06 (96.15) 0.8 (0.025)
50 145.8 87.49 (92.56) 0.81 (0.01)
55 72.53 81.64 (80.77) 0 (0)
58 - 75.35 (73.08) -
obtenus sans effectuer de sélection d’électrodes (dernière ligne du tableau V.1). En effet, lors-
qu’aucune sélection d’électrodes n’est considérée, le TBC obtenu par LOO sur les 13 sujets de
la première campagne est égal à 75.35%. Ainsi, les résultats obtenus en opérant une réduction
de la dimension (en utilisant l’algorithme génétique) dépassent 75.35% dès que p′ > 5.
En analysant la Table V.1 et la Figure V.11, il semble que les résultats se stabilisent entre
p′ = 9 et p′ = 12. Un test statistique est utilisé afin de déterminer si ces valeurs de p′ donnent
des résultats significativement différents. Pour une valeur de p′ donnée, les TBC obtenus ne
suivent pas une distribution gaussienne (test de Shapiro-Wilk avec un niveau de 0.05). Ainsi
un test de Kruskal-Wallis (KW) est utilisé. Dans ce test non paramétrique, l’hypothèse nulle
correspond à “H0 : il n’y a pas de différence entre les TBC obtenus pour le groupe de valeurs
de p′ testées " et l’alternative correspond à “H1 : Il existe des différence entre les TBC obtenus
au sein du groupe de valeurs de p′ testées". Lorsque le test de KW est utilisé sur un groupe de
valeurs de p′, une p-valeur est obtenue. Une valeur de celle-ci supérieure au seuil α fixé conduit à
accepter l’hypothèseH0. Dans ce travail, α = 0.05. Selon le test de KW, il n’y a pas de différence
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significative entre les TBC de p′ = 9, 10, 11 et 12 (p-valeur égale à 0.116). Cependant, selon le
test de KW, une différence significative existe entre les TBC obtenus pour p′ = 8, 9, 10, 11 et 12
(1.6 ∗ 10−4) ainsi que pour ceux obtenus pour p′ = 9, 10, 11, 12 et 13 (7.31 ∗ 10−3). Ces tests
vont permettre d’appuyer le choix de la valeur de p′.
4.2.2.2 Choix de la valeur de p′
Un objectif de ce travail est de trouver un sous-ensemble de variables d’une taille faible qui
permette d’obtenir une prédiction fiable (taux de bons classements élevé) de l’état de vigilance
des sujets. Il est nécessaire de choisir le meilleur compromis entre la taille de ce sous-ensemble
(p′) et la qualité de la prédiction obtenue (TBC). Le choix de la valeur de p′ va être réalisé en
analysant les résultats obtenus à l’aide de l’algorithme génétique sur les sujets de la première
campagne. À l’aide des Figures V.11 et du Tableau V.1, trois valeurs de p′ semblent représenter
un compromis acceptable :
– Une augmentation importante intervient entre p′ = 5 et p′ = 6. À partir de p′ = 6, les
résultats sont autour de 80%. Ainsi, la plus petite valeur de p′ qui donne des résultats
satisfaisants est p′ = 6.
– Sur la Figure V.11, il apparaît que les résultats continuent de s’améliorer entre p′ = 6
et p′ = 14. Cependant, ces derniers semblent stagner entre p′ = 10 et p′ = 12. Selon le
test statistique présenté en Section 4.2.2.1, les taux de bons classements obtenus pour
p′ = 9, 10, 11 et 12 ne sont pas significativement différents. Ainsi, le choix de p′ = 9 peut
représenter un bon compromis.
– Les meilleurs résultats obtenus entre p′ = 1 et 15 sont atteint pour p′ = 14.
Ainsi, le choix de la valeur de p′ dépend du but des travaux. Dans notre cas, le meilleur
compromis semble être obtenu pour p′ = 9. Cette valeur représente un compromis entre un
modèle de prédiction fiable obtenu avec une nombre d’électrodes faible (p′ = 6) et un modèle
encore plus fiable mais nécessitant un nombre plus important d’électrodes (p′ = 14). C’est
pourquoi, nous avons décidé de considérer p′ = 9 comme valeur définitive de p′ (ligne en gras
dans le Tableau V.1). Seuls les 15 meilleurs génomes trouvés par l’algorithme génétique (un
par lancement) pour p′ = 9 sont évalués sur l’échantillon test (sujets de la campagne 2). Au
niveau des essais, la moyenne des 15 TBC obtenus sur l’échantillon test est de 76.29% avec un
écart type de 4.35. Le meilleur génome trouvé au cours de ces 15 lancements de l’algorithme
génétique pour p′ = 9 est conservé (en se fondant sur l’erreur obtenue en LOO sur les sujets
de la première campagne). Il permet d’obtenir une erreur sur l’échantillon test de 71.59% en
considérant les essais et de 75% en considérant les sujets.
142
V.4 Sélection d’un sous-ensemble d’électrodes par algorithmes génétique
4.2.2.3 Électrodes sélectionnées
Pour chaque valeur de p′, 15 sous-ensembles de variables de longueur p′ sont obtenus (1
par lancement de l’algorithme génétique) correspondant aux meilleurs génomes trouvés lors de
ces lancements. La Figure V.12 représente l’évolution de ces sous-ensembles d’électrodes pour
différentes valeurs de p′. Le Graphique V.12(a) montre les occurrences et les localisations des
électrodes sélectionnées dans les meilleurs génomes trouvés par l’algorithme génétique pour
p′ = 3. Ainsi, pour une valeur de p′, une électrode qui a été sélectionnée dans tous les meilleurs
génomes trouvés par l’algorithme génétique va avoir un score égal à 15 et va apparaître en noir.
Des graphiques similaires sont proposés en Figure V.12(b), V.12(c), V.12(g) et V.12(h) pour
respectivement p′ = 6, 9, 12 et 15. En comparant les Figures V.12(b) et V.12(c), il apparaît
que les électrodes sélectionnées (apparaissant en noir) pour p′ = 6 sont conservées pour p′ = 9.
Les mêmes observations sont obtenues pour p′ = 12 et 15. Cependant, pour p′ = 3, les résultats
sont moins stables. L’électrode la plus souvent choisie n’est sélectionnée que 5 fois au cours des
15 lancements. Il semble que cette instabilité soit due au fait que plusieurs sous-ensembles de
3 électrodes donnent des résultats équivalents. Le choix de l’algorithme génétique tourne donc
autour de ces différents sous-ensembles.
Ainsi, une électrode qui est sélectionnée régulièrement pour une valeur de p′ donnée est gé-
néralement conservée pour des valeurs de p′ plus élevées. Ce résultat, bien qu’espéré, n’était pas
garanti. En effet, chaque lancement de l’algorithme génétique est indépendant des autres lan-
cements. En particulier, l’initialisation de l’algorithme génétique est aléatoire et n’utilise donc
pas les résultats obtenus lors d’autres lancements de l’algorithme. Ainsi, ce résultat est très im-
portant car il montre une certaine stabilité qui tend à prouver que les signaux recueillis par les
électrodes concernées sont utiles pour la tâche de classification. De plus, pour p′ = 6, 9, 12 et 15,
les sous-ensembles d’électrodes sélectionnés semblent très stables. En effet, la plupart des élec-
trodes sélectionnées apparaissent en noir.
La Figure V.12(d) est une représentation en 3D de chaque sous-ensemble d’électrodes sé-
lectionnées en fonction de p′. Pour une électrode donnée et un lancement donné, une valeur
égale à 1 sur le Figure V.12(d) signifie que l’électrode en question a été selectionnée au cours
de ce lancement. Une fois encore, des graphiques similaires sont proposés en Figures V.12(e),
V.12(f), V.12(i) et V.12(j) pour respectivement p′ = 6, 9, 12 et 15. Ces figures permettent de
vérifier que les sous-ensembles d’électrodes sélectionnés par l’algorithme génétique lors des 15
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lancements sont très stables pour une valeur de p′ donnée.
Pour une valeur de p′ et une électrode donnée, la Figure V.13 représente le nombre de
sélection de cette électrode dans les meilleurs sous-ensembles de variables trouvés par l’algo-
rithme génétique au cours des 15 lancements. Cette figure montre que lorsqu’une électrode
est sélectionnée pour une valeur donnée de p′, cette électrode est conservée pour des valeurs
de p′ supérieures. De plus, pour une valeur de p′ donnée, des pics excédant les 10 sélections
(sur 15 possibles) sont obtenus. Ainsi, les sous-ensembles de variables sélectionnées semblent
relativement stables pour une valeur de p′ donnée.
La Figure V.14 représente le sous-ensemble d’électrodes sélectionnées lors du meilleur des 15
lancements pour p′ = 9. Ce sous-ensemble contient des électrodes préfrontales (FPz and FP2)
et frontales (F3, F5 and F7) ainsi qu’une électrode fronto-centrale (FC5), temporale (T3), cen-
trale (C5) et temporal-pariétale (TP7). On constate que les électrodes sélectionnées sont sur
les contours du scalp.
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(j) p′ = 15
Figure V.12 – Les figures a, b, c, g et h représentent le nombre de sélection de chaque électrode dans le
meilleur génome (1 par lancement) trouvé par l’algorithme génétique lors des 15 lancements respectivement
pour p′ = 3, 6, 9, 12 et 15. Les figures d, e, f, i et j sont des représentations en 3D qui permettent de visua-
liser les meilleurs génomes trouvés par l’algorithme génétique lors des 15 lancements pour respectivement
p′ = 3, 6, 9, 12 et 15.
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Figure V.13 – Représentation 3D permettant de visualiser le nombre de sélections de chaque électrode















Figure V.14 – Meilleure combinaison de 9 électrodes obtenue pour le meilleur des 15 lancements de
l’algorithme génétique avec p′ = 9. Les électrodes sélectionnées apparaissent en noirs. Cette figure est
obtenue en utilisant la Visual RCSP toolbox [14].
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5 Sélection de variables par méthode séquentielle
Les résultats obtenus en utilisant l’algorithme génétique semblent convaincants. Cependant,
le coût computationnel de cette approche peut représenter un frein à son utilisation. Ainsi, une
autre approche visant à sélectionner un sous groupe d’électrodes tout en limitant le coût compu-
tationnel va être proposée. Cette approche se différentie de la précédente par la façon dont elle
parcourt l’espace de recherche. Elle est fondée sur les méthodes de recherche séquentielle pré-
sentées en Section 3.2 du Chapitre III. Deux procédures de sélection de variables respectivement
fondées sur la méthode forward et la méthode backward vont être proposées.
5.1 Le forward et le backward CSP
La méthode forward est une méthode de sélection de variable itérative qui consiste à ajouter
une variable lors de chaque itération. L’algorithme débute en évaluant tous les modèles obtenus
en utilisant qu’une seule variable (p évaluations). La procédure d’évaluation est identique à
celle qui a été utilisée dans l’algorithme génétique (voir Section 4.1.1). Ainsi, un TBC estimé
par LOO (voir section 3.3.1) est obtenu pour chaque modèle formé d’une unique variable. La
variable qui permet de former le modèle associé à la meilleure évaluation est conservée. Lors de
la deuxième itération, les p−1 modèles obtenus en ajoutant une variable à celle déjà sélectionnée
sont évalués et le meilleur d’entre eux permet d’obtenir un sous-ensemble de deux électrodes.
La procédure est itérée de la sorte jusqu’à ce qu’un critère d’arrêt soit atteint. Dans ces travaux,
l’algorithme ne s’arrête que lorsque les p itérations ont été réalisées (voir Algorithme 1).
Le backward CSP fonctionne de manière inverse au forward CSP. Il part du modèle com-
plet à p variables et retire à chaque itération la variable sans laquelle le modèle résultant a
obtenu la meilleure évaluation (voir Algorithme 2). Ainsi, le forward CSP et le backward CSP
nécessitent p(p+ 1)2 = 1 711 évaluations chacun, correspondant à environ 10 itérations de l’al-
gorithme génétique (l’initialisation de celui-ci étant composée des 300 évaluations des parents).
L’algorithme génétique réalisant en moyenne 125 itérations avant d’atteindre un critère d’arrêt
(toutes valeurs de p′ confondues, voir Table V.1), il apparait que celui-ci teste beaucoup plus
de solutions potentielles que les procédures de backward et forward CSP (18 900 évaluations
en moyenne pour l’algorithme génétique contre 1 711 pour les procédures séquentielles). Étant
donné que la méthode d’évaluation utilisée est déterministe, le forward CSP et le backward
CSP sont également déterministes. Contrairement à l’algorithme génétique, il sera donc inutile
de lancer plusieurs fois ces méthodes sur les mêmes données. Le nombre d’évaluations à réali-
ser ainsi que leur caractère déterministe font de ces approches des alternatives envisageables à
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De manière analogue à ce qui a été décrit pour l’algorithme génétique, seuls les signaux
EEG des sujets de la première campagne sont utilisés lors du forward et du backward CSP.
Les signaux EEG des sujets de la seconde campagne permettront d’évaluer les performances
prédictives (TBC) du modèle formé à l’aide du sous-ensemble de variables sélectionnées. La
Figure V.15 présente sur un même graphique les TBC obtenus en sélectionnant les électrodes par
backward CSP (courbe noire), forward CSP (courbe bleue) et par algorithme génétique (courbe
rouge) en fonction du nombre d’électrodes sélectionnées (p′). Afin de pouvoir se comparer aux
résultats de l’algorithme génétique, lorsque p′ > 15, seuls les résultats obtenus pour p′ =
20, 25, 30, 35, 40, 45, 50 et 55 sont représentés.
Sur cette figure, Les TBC obtenus pour ces deux approches en fonction du nombre de
variables sélectionnées sont représentés en Figure V.15. Sur cette figure, alors que l’on aurait
pu s’attendre à ce que le TBC continue de s’améliorer lorsque p′ augmente, il apparaît que
celui-ci décroit (lorsque p′ > 50 pour l’algorithme génétique et le backward CSP et dès que
p′ > 30 pour le forward CSP). Ce résultat confirme que l’inclusion de certaines électrodes nuit
à la qualité prédictive. Cela tend à valider l’approche visant à sélectionner des électrodes en
EEG.
Il apparaît que les TBC obtenus par forward CSP ont une croissance moins franche et une
décroissance plus précoce que les deux autres méthodes. Les résultats obtenus par backward
CSP et par algorithme génétique sont très proches même si l’algorithme génétique semble do-
miner les deux autres méthodes de sélection d’électrodes.
Le fait que de meilleurs résultats soient obtenus en recherchant le sous-ensemble d’électrodes
par algorithme génétique n’est pas surprenant. En effet, ce dernier teste beaucoup plus de solu-
tions potentielles et propose un parcours de l’espace de recherche qui semble plus opportun. En
effet, comme évoqué précédemment, avec les paramètres utilisés pour l’algorithme génétique,
seule 10 itérations suffisent pour tester autant de solutions potentielles que les approches sé-
quentielles. L’algorithme génétique, avant de converger, va donc améliorer ses chances de se
rapprocher de la meilleure solution possible (optimum global). De plus, ses opérateurs géné-
tiques lui permettent d’éviter de stagner autour des optima locaux et d’améliorer le parcours de
l’espace de recherche. Ces opérateurs sont l’un des atouts indéniables de l’algorithme génétique
par rapport aux méthodes de recherche séquentielle .
148
V.5 Sélection de variables par méthode séquentielle
Algorithme 1 Le forward CSP
Entrée(s) X˜1 : Signaux EEG correspondant aux essais des sujets de la première campagne d’acquisition
enregistrés avant la séance de relaxation,
X˜2 : Signaux EEG correspondant aux essais des sujets de la première campagne d’acquisition
enregistrés après la séance de relaxation,
Y : Vecteur contenant le numéro de la classe à laquelle appartiennent chaque essai des sujets de la
première campagne d’acquisition.






La liste des variables sélectionnées est initialisée vide et le nombre d’électrodes sélectionnées est égale à 0. La
liste des électrodes testées est également initialisée vide.
Phase de recherche
tant que Nb_Elec_Sel 6= p faire
Elec_testées = Electrode /∈ Elec_Sel
Les électrodes dont l’inclusion dans la liste des variables sélectionnées va être testées sont stockées.
liste_eval = ∅
La liste des évaluations obtenues est initialisée vide.
pour Electrode /∈ Elec_Sel faire
(X˜update1 , X˜
update
2 ) = Update_X(Electrode,Elec_Sel, X˜1, X˜2)
L’électrode est temporairement ajoutée à la liste des variables sélectionnées et les variables non sélec-
tionnées sont retirées de X˜1 et de X˜2.
TBC = Evaluation(X˜update1 , X˜
update
2 ,Y)
Le sous-ensemble de variables est évalué et un TBC est obtenu par LOO. L’évaluation est réalisée en
extrayant des caractéristiques par CSP et transformation log-var et en utilisant la LDA.
liste_eval = Update_liste_eval(liste_eval, TBC)
L’évaluation obtenue est stockée avec celles déjà obtenues pour les autres électrodes.
fin du pour
Electrode = Choisir_Elec(Elec_testées, liste_eval)
Sélection de l’électrode qui a permis d’obtenir la meilleure évaluation.
Elec_Sel = Update_Elec_Sel(Elec_Sel,Electrode)
La liste des variables sélectionnées est complétée en ajoutant celle qui vient d’être choisie.
Nb_Elec_Sel = Nb_Elec_Sel + 1
Le nombre de variables sélectionnées est incrémenté.
fin du tant que
Retour Elec_Sel, Liste_TBC
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Algorithme 2 Le backward CSP
Entrée(s) X˜1 : Signaux EEG correspondant aux essais des sujets de la première campagne d’acquisition
enregistrés avant la séance de relaxation,
X˜2 : Signaux EEG correspondant aux essais des sujets de la première campagne d’acquisition
enregistrés après la séance de relaxation,
Y : Vecteur contenant le numéro de la classe à laquelle appartiennent chaque essai des sujets de la
première campagne d’acquisition.
Sortie(s) Obtention d’une liste ordonnée de retrait des variables (Elec_Sel), ainsi que les taux de bons clas-
sements correspondant (TBC).
Initialisation
Elec_Sel = [1, 2, . . . , p]
Nb_Elec_Sel = p
Elec_testées = ∅
Toutes les électrodes sont incluses dans la liste des variables sélectionnées et le nombre d’électrodes sélection-
nées est égale à p. La liste des électrodes testées est initialisée vide.
Phase de recherche
tant que Nb_Elec_Sel 6= 1 faire
Elec_testées = Electrode ∈ Elec_Sel
Les électrodes dont le retrait de la liste des variables sélectionnées va être testées sont stockées.
liste_eval = ∅
La liste des évaluations obtenues est initialisée vide.
pour Electrode ∈ Elec_Sel faire
(X˜update1 , X˜
update
2 ) = Update_X(Electrode,Elec_Sel, X˜1, X˜2)
L’électrode est temporairement retirée de la liste des variables sélectionnées et les variables non sélec-
tionnées sont retirées de X˜1 et de X˜2.
TBC = Evaluation(X˜update1 , X˜
update
2 ,Y)
Le sous-ensemble de variables est évalué et un TBC est obtenu par LOO. L’évaluation est réalisée en
extrayant des caractéristiques par CSP et transformation log-var et en utilisant la LDA.
liste_eval = Update_liste_eval(liste_eval, TBC)
L’évaluation obtenue est stockée avec celles déjà obtenues pour les autres électrodes.
fin du pour
Electrode = Choisir_Elec(Elec_testées, liste_eval)
Retrait de l’électrode qui a permis d’obtenir la plus mauvaise évaluation.
Elec_Sel = Update_Elec_Sel(Elec_Sel,Electrode)
La liste des variables sélectionnées est mise à jour en retirant celle qui a donné la plus mauvaise évaluation.
Nb_Elec_Sel = Nb_Elec_Sel + 1
Le nombre de variables sélectionnées est décrémenté.
fin du tant que
Retour Elec_Sel, Liste_TBC
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De plus, avec l’algorithme génétique proposé, les lancements pour deux valeurs de p′ diffé-
rentes sont indépendants. Ainsi, une électrode choisie pour une certaine valeur de p′ peut très
bien disparaitre des sous-ensemble sélectionnées pour une valeur supérieure de p′ si d’autres
électrodes sont jugées plus utiles pour la tâche de classification. Dans la méthode de forward
CSP proposée, lorsqu’une variable fait partie de la sélection, elle est conservée jusqu’au terme de
la méthode. Cependant, il est possible qu’une variable devienne moins indispensable quelques
itérations plus tard, du fait par exemple de l’inclusion entre temps de variables corrélées avec
elle. Un constat similaire peut être dressé pour la méthode de backward CSP. L’élimination
d’une variable à une itération donnée peut se révéler préjudiciable quelques itérations plus
tard lorsque la composition du sous-ensemble de variables sélectionnées aura évoluée. Des algo-
rithmes existent afin de palier à ce problème en incluant une étape d’élimination de variables
après chaque ajout dans la procédure forward (Sequential forward floating) et inversement pour
la procédure backward (Sequential backward floating) [90].




























Figure V.15 – Représentation des TBC obtenus en utilisant le forward CSP (courbe bleue), le ba-
ckward CSP (courbe noire) et l’algorithme génétique (courbe rouge) en fonction du nombre d’électrodes
sélectionnées.
Une approche similaire à celle réalisée en Section III.2 pour le choix de p′ à partir des
résultats de l’algorithme génétique peut être réalisée ici pour les deux méthodes de sélection
séquentielle. Les TBC obtenus pour chaque itération du forward CSP et du backward CSP
sont respectivement représentés en Figures V.16(a) et V.16(b). Contrairement à l’algorithme
génétique, les deux approches présentées ici sont déterministes. Ainsi, le choix du meilleur
compromis pour la valeur de p′ ne peut s’appuyer sur un test statistique. Il convient donc de
rechercher sur ces courbes la plus petite valeur de p′ avant que les TBC ne stagnent. Sur la Figure
151
Chapitre V. Algorithme génétique pour la sélection de variables dans les filtres
CSP.
















































Figure V.16 – Taux de bons classements obtenus en fonction du nombre de variables sélectionnées par
forward CSP (a) et par backward CSP (b). Les TBC sont estimés par LOO sur les sujets de la première
campagne. Les droites en traits pointillé correspondent à la valeur de p′ choisie pour chacune des deux
approches.
V.16(a), il semblerait que cette valeur soit p′ = 16 (ligne en traits pointillé), correspondant au
TBC maximum (84.97%, à égalité avec p′ = 21) obtenu à l’aide du forward CSP. Le sous-
ensemble des 16 électrodes correspondantes va donc être conservé et va représenter la sélection
d’électrodes obtenue grâce à cette méthode. Sur la Figure V.16(b), choisir le p′ qui permet
d’obtenir le TBC maximal reviendrait à considérer un sous-ensemble de 38 électrodes (TBC
égal à 87.41%). Cette valeur de p′ étant trop élevée, la plus petite valeur de p′ que l’on puisse
trouver avant que les valeurs des TBC n’amorce une décroissance va être choisie. Cette valeur
semble atteinte en p′ = 18 (ligne en traits pointillé) correspondant à un TBC de 84.44%. De
la même façon que pour le forward CSP, les 18 électrodes correspondantes vont représenter le
sous-ensemble d’électrodes obtenu par backward CSP. Les sous-ensembles d’électrodes obtenus
par ces deux approches sont évalués sur l’échantillon test formé par les signaux EEG des sujets
de la deuxième campagne. Les filtres CSP et la règle de décision sont obtenus en utilisant les
13 sujets de la première campagne. Le sous-ensemble de 16 électrodes obtenu par forward CSP
permet d’obtenir un TBC de 71.21% tandis qu’un TBC de 72.34% est atteint pour celui de 18
électrodes formé par backward.
Les listes des variables ajoutées (pour le forward CSP) ou retirées (pour le backward CSP)
à chaque itération ainsi que les TBC correspondants sont fournies respectivement en Figures
V.17 et V.18.
Les représentations de la localisation des électrodes sélectionnées par forward CSP et ba-
ckward CSP sont respectivement proposées en Figures V.19(a) et V.19(b). Sur ces Figures,
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FP1 F6 CP5 F1 F7 FC4 FPz T3 FC5 TP7 AF3
50.0000 62.4126 64.6853 67.4825 69.2308 69.5804 68.8811 70.9790 73.7762 76.2238 80.0699
O2 FC3 CP2 FC6 Oz FP2 Fz PO6 T4 T6 P2
82.8671 82.6923 84.2657 84.4406 84.9650 84.4406 84.7902 83.9161 84.0909 84.9650 84.6154
F2 C3 TP8 FCz P4 T5 O1 PO7 Pz F4 PO3
84.4406 84.2657 83.5664 83.2168 82.1678 82.3427 83.2168 83.2168 84.2657 83.0420 82.5175
P1 CPz P5 P3 C4 Cz CP1 CP3 AF4 P6 PO8
82.5175 81.9930 81.4685 81.6434 81.8182 81.2937 80.7692 80.4196 79.5455 78.1469 77.7972
F3 CP4 FC1 C1 PO5 POz C6 FC2 C2 C5 CP6
77.9720 76.2238 75.6993 75.0000 73.7762 73.7762 74.1259 75.6993 75.5245 73.4266 75.5245
F8 F5 PO4
72.7273 76.9231 75.3497
Figure V.17 – Liste d’ajout des électrodes lors des itérations du forward CSP avec les taux de bons
classements correspondants.
F6 PO3 FC3 O2 P3 C3 F4 CP2 FP2 FCz T6
77.4476 78.3217 80.9441 83.7413 84.6154 85.1399 85.3147 85.4895 85.4895 85.6643 86.0140
Oz CP1 PO5 FC1 CP5 FC4 FC2 Pz P2 F2 FP1
86.1888 86.1888 86.1888 86.0140 86.5385 87.0629 87.2378 87.2378 87.2378 87.4126 87.2378
Cz AF4 C2 P5 CPz O1 FPz P1 C1 TP8 P4
87.4126 87.2378 87.0629 87.0629 86.8881 87.2378 86.3636 85.6643 85.4895 84.4406 84.7902
F1 Fz CP3 F3 AF3 PO7 T5 C4 CP4 F8 PO8
84.0909 83.3916 83.2168 85.1399 84.6154 82.6923 81.9930 84.4406 83.5664 83.0420 82.8671
C6 FC6 T4 POz CP6 P6 PO4 PO6 F5 FC5 TP7
82.5175 82.6923 82.5175 79.8951 80.7692 77.4476 77.2727 77.2727 73.9510 72.3776 72.9021
T3 F7 C5
66.4336 50 50
Figure V.18 – Liste de retrait des électrodes lors des itérations du backward CSP avec les taux de bons
classements correspondants.
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Figure V.19 – Représentation de la localisation des électrodes sélectionnées par forward CSP (a) et par
backward CSP (b). Les électrodes sélectionnées apparaissent en noir.
les électrodes sélectionnées apparaissent en noir. Même si les zones cérébrales correspondant
aux électrodes sélectionnées par les deux approches semblent assez similaires, il ne semblerait
pas que les deux sous-ensembles aient beaucoup d’électrodes en commun. Une fois encore, les
électrodes sélectionnées par les deux approches se situent sur les contours du scalp.
Un diagramme de Venn est proposé en Figure V.20 afin de comparer les sous-ensembles
de variables sélectionnés par les trois approches. Ce diagramme permet d’avoir un aperçu des
similitudes entre les différents sous-ensembles d’électrodes formés. Il apparaît que 4 électrodes
sont communes aux trois sélections : F7, FC5, T3 et TP7.
Pour conclure sur les approches séquentielles, les temps de calcul peuvent être discutés.
L’approche forward CSP a réalisé les 58 itérations en 4 heures tandis que l’approche backward
CSP a nécessité 8 heures. La configuration de l’ordinateur utilisé lors des lancements est la
suivante : Linux avec 8 ∗ 2.8 GHz Intel Xeon processeurs X5560 et 32 GB 1333 MHz DDR3
ECC RAM. L’importante différence observée au niveau des temps de calcul peut être expliqué
en analysant les constructions des méthodes. En effet, le nombre de sous-ensembles d’électrodes
testés décroit avec les itérations. Lors de la première itération, p modèles sont testés, puis p− 1
modèles sont testés au cours de la deuxième et ainsi de suite. Le passage dans l’évaluation dont
le coût computationnel est important correspond à l’inversion de la matrice de variance cova-
riance, de taille p′ × p′ pour le calcul des filtres spatiaux dans le CSP. Ainsi, plus p′ est grand,
plus cette étape est longue. Les itérations durant lesquels le forward CSP teste beaucoup de
sous-ensembles correspondent à de faibles valeurs de p′. Ces étapes sont donc effectuées rapide-
ment car l’inversion des matrices de variance-covariance est rapide. Au contraire, les premières
itérations du backward CSP consistent à tester un grand nombre de sous-ensembles d’électrodes
où p′ est proche de p augmentant ainsi le coût computationnel du backward CSP par rapport
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Figure V.20 – Diagramme de Venn présentant les similitudes entre les sous-ensembles de variables
sélectionnées par algorithme génétique (9 électrodes), forward (16) et backward CSP (18).
à celui du forward CSP.
Le principal avantage des méthodes de recherche séquentielle par rapport à la recherche par
algorithme génétique proposé repose sur le coût computationnel plus faible de ces approches.
Cependant, pour de plus grandes valeurs de p, ces approches peuvent devenir inutilisables en
l’état. Pour régler ce problème, certains travaux proposent d’ajouter (ou d’éliminer lorsqu’il
s’agit de backward) les variables par groupes dans la procédure de forward au lieu de les ajou-
ter une par une. Par exemple, [76] propose une méthode dérivée du backward où les variables
sont éliminées par trio à chaque itération. Cette approche permet de limiter le nombre d’itéra-
tions et donc le temps de calcul.
Nous avons choisi d’itérer les méthodes de recherches séquentielles p fois afin de disposer des
TBC pour toutes les valeurs de p′ entre 1 et p. En analysant les résultats, le meilleur compromis
entre le nombre d’électrodes conservées (p′) et la qualité de la prédiction a été sélectionné. Ce-
pendant, il serait possible de stopper les méthodes de recherches séquentielles automatiquement
lorsqu’un nombre préfixé d’électrodes est atteint où lorsque le TBC dépasse un seuil pré-défini
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par exemple.
Il apparaît que la recherche par algorithme génétique est à privilégier si le coût computa-
tionnel de l’approche n’est pas trop pénalisant. Notons également que celui-ci peut être abaissé
en changeant les paramètres de l’algorithme (notamment le nombre d’enfants et de parents)
ou en privilégiant une estimation du TBC par validation croisée par exemple. Cependant, cela
risque de détériorer la qualité de l’estimation du TBC et donc indirectement la qualité de la
solution (cf Chapitre III).
6 Prédiction de l’état de vigilance d’un nouvel individu
Étant donné les résultats, le meilleur compromis est obtenu en conservant 9 électrodes (sé-
lection obtenue par algorithme génétique et représentée en Figure V.14). Ainsi, les filtres CSP
et la règle de décision LDA sont appris sur les 19 sujets de l’étude en ne conservant que les 9
électrodes sélectionnées.
Dans une future application de ce travail, le signal EEG d’un nouvel individu pourra être
recueilli en n’utilisant que les 9 électrodes sélectionnées. Ces signaux seront filtrés à l’aide d’un
filtre passe bande entre 7 et 30 Hz. La méthode présentée dans ce chapitre nécessite au moins
un signal de 8 secondes de longueur. Si le signal EEG est mesuré pendant plus de 16 secondes,
ce signal sera découpé en essais de 8 secondes. Si le signal EEG est mesuré entre 8 et 16 se-
condes, un unique essai sera considéré. Les filtres CSP et la règle de décision LDA formés à
l’aide des 19 sujets de l’étude seront utilisés afin de prédire la classe à laquelle appartiennent
chacun des essais du nouvel individu. Si plusieurs essais sont disponibles, un vote majoritaire
sur les prédictions des essais permettra de déterminer l’état de vigilance du nouvel individu.
Il est important de remarquer que même si la recherche du meilleur sous-ensemble de 9
électrodes a un coût computationnel élevé, le modèle obtenu (filtre CSP et règle de décision)
permet d’obtenir une prédiction rapide de l’état de vigilance d’un nouvel individu. En effet, la
prédiction d’un essai d’un nouvel individu nécessite seulement 4.21 ∗ 10−4 seconde (configura-
tion : Windows avec 8 ∗ 2.8 GHz Intel Core i7 2920XM et 16 GB 2.5 GHz RAM). Pour cette




Dans ce chapitre, une approche pour prédire l’état de vigilance d’humains à partir de leur
activité cérébrale a été proposée. Dans celle-ci, un algorithme génétique a été utilisée afin de
rechercher la meilleure combinaison de p′ électrodes pour construire le modèle de prédiction
de l’état de vigilance. Sur chaque combinaison de p′ électrodes, la méthode CSP couplée à une
transformation log-variance a permis d’extraire les caractéristiques des signaux EEG. Une ana-
lyse discriminante linéaire a ensuite été utilisée pour construire une règle de décision (modèle)
et d’obtenir un taux de bons classements. Grâce à cet algorithme génétique, un sous-ensemble
de 9 électrodes a été conservé, permettant l’obtention d’un modèle fiable (moyenne de taux de
bons classements égal à 71.59% sur un ensemble de test externe à l’algorithme génétique) pour
prédire l’état de vigilance d’un nouveau sujet. Le seul inconvénient de cette approche est que
la recherche par algorithme génétique décrite dans ce chapitre est coûteuse en temps de calcul.
Ainsi, deux méthodes de recherche séquentielles, le forward CSP ou le backward CSP, ont été
proposées. La mesure de la qualité des solutions obtenues est fondée sur le TBC obtenu en
utilisant la même méthode d’évaluation que celle définie dans l’algorithme génétique (CSP +
log-var + LDA). Ces méthodes ont permis d’obtenir des solutions proches de celles proposées
par l’algorithme génétique tout en réduisant considérablement le temps de calcul. Cependant,
ces approches séquentielles, de par leur construction, ne testent qu’un faible nombre de com-
binaisons possibles (comparé à l’algorithme génétique) et peuvent ne déboucher que sur un
optimum local. Des versions plus sophistiquées des algorithmes Forward et Backward (sequen-
tial forward floating et sequential backward floating) peuvent être envisagées afin d’améliorer
le parcours de l’espace de recherche [90]. De plus, des développements restent à réaliser afin de
définir des critères d’arrêt pour les approches séquentielles. Cela permettra de s’affranchir de
l’intervention de l’utilisateur pour sélectionner la valeur de p′ et de réduire le nombre d’itéra-
tions réalisées.
Notons également que même si la recherche d’une combinaison d’électrode par algorithme
génétique est coûteuse en temps de calcul, la solution obtenue (règle de décision LDA et filtres
spatiaux CSP) permet de fournir une prédiction rapide de l’état de vigilance d’un nouvel in-
dividu. En effet, 4.21 ∗ 10−4 secondes sont nécessaires pour prédire l’état de vigilance de ce
nouvel individu (MATLAB sur un ordinateur Windows avec 8 ∗ 2.8 GHz Intel Core i7 2920XM
et 16 GB 2.5 GHz RAM). Ainsi, cette règle de décision peut être utilisée dans des applications
en temps réel afin de détecter automatiquement les changements d’état de vigilance pour les
personnes qui doivent rester vigilants (pilotes ou chirurgien par exemple). Les taux de bons
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classements obtenus dans cette étude montrent que la méthode CSP peut être utilisée pour
extraire des caractéristiques à partir de signaux EEG d’individus différents. La méthodologie
détaillée dans ce chapitre peut être facilement adaptée à d’autres données en trois dimensions
présentant une structure similaire à celle des données issues de l’EEG (3 dimensions : temps,
sujets et variables) comme par exemple les signaux de l’électrocardiogramme (ECG) pour pré-
dire une variable binaire.
En outre, plusieurs méthodes de classification peuvent être utilisées pour remplacer la mé-
thode LDA. Enfin, une méthode de CSP parcimonieux a été développée pour effectuer une
sélection de variables dans le calcul CSP (sans utiliser un algorithme génétique). Cette méthode
représente un moyen plus rapide pour effectuer la sélection des variables lorsque la méthode
CSP est utilisée pour extraire des caractéristiques. Cette approche fait l’objet du Chapitre VI.
Enfin, une comparaison entre les résultats obtenus dans ce Chapitre et ceux obtenus en
Chapitre IV peut être réalisée. Dans le Chapitre précédent, une méthode d’extraction de ca-
ractéristiques a été proposée reposant sur l’utilisation d’une unique électrode dont la position
a été optimisée en utilisant un algorithme génétique. Cette approche, bien que plus restric-
tive au niveau du nombre d’électrodes choisies (utilisation d’une unique électrode), a permis
d’obtenir des taux de bons classements plus élevées (86.68± 1.87%) que celle proposée dans le
Chapitre V. Bien qu’il soit délicat de comparer les taux de bons classements obtenus dans les
deux approches car ces derniers ont été calculés sur des échantillons différents, il apparaît que
l’hypothèse avancée en conclusion du Chapitre IV soit vérifiée. En effet, le fait de ne pas avoir
pu laisser un échantillon de signaux extérieur à l’algorithme génétique semble avoir conduit à
l’obtention de taux de bons classements trop optimistes dans le chapitre IV. Dans le Chapitre
V, grâce à l’ajout des signaux obtenus durant la seconde campagne d’acquisition, le meilleur
génome trouvé par l’algorithme génétique a pu être testé sur un échantillon de signaux qui
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Chapitre VI. Le CSP parcimonieux
1 Introduction
Dans le chapitre précédent, plusieurs méthodes ont été proposées afin de rechercher la
meilleure combinaison de p′ électrodes, au sens du taux de bons classements obtenu, pour
construire le modèle de prédiction de l’état de vigilance. Sur chaque combinaison de p′ élec-
trodes, la méthode CSP couplée à une transformation log-variance a permis d’extraire les carac-
téristiques des signaux EEG puis une analyse discriminante linéaire a été utilisée pour construire
une règle de décision. Cette règle de décision a été appliquée sur des signaux provenant d’un
échantillon test afin obtenir un taux de bons classements. Plusieurs stratégies de parcours de
l’espace de recherche (algorithme génétique, méthode de type Forward ou Backward) ont été
proposées. L’algorithme génétique proposé en Chapitre V semble donner les meilleurs résultats
mais présente un coût computationnel important. Les approches séquentielles peuvent fournir
une alternative intéressante mais un critère d’arrêt est nécessaire pour limiter, encore davan-
tage, le coût computationnel. L’approche présentée dans ce chapitre propose une alternative
qui permet de sélectionner directement des variables en introduisant une pénalité de type l1
dans le critère à optimiser de la méthode CSP.
Dans ce qui suit,X1 représente la matrice, de dimensions T1×p, des signaux EEG concaténés
et mesurés sur p électrodes dans la condition 1. De la même façon, la matrice X2, de dimensions
T2× p, correspond aux signaux EEG concaténés mesurés dans la condition 2. On considère que
les matrices X1 et X2 sont centrées, filtrées à l’aide d’un filtre passe-bande et normalisées en
utilisant l’une des stratégies de normalisation présentée en Section 3.2.2 du Chapitre V.
La méthode CSP a été détaillée en Section 1.2 du Chapitre III. Elle consiste à trouver k
paires de filtres (wj,vj)j=1,...,k telles que :
– la variance des signaux synthétiques X1wj soit maximale tandis que celle des signaux








– la variance des signaux synthétiques X2vj soit maximale tandis que celle des signaux








– les signaux synthétiques soient non corrélés.
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On a vu que ces problèmes d’optimisation se réduisaient à rechercher les premiers et les der-
niers vecteurs propres de C−12 C1 ou encore les k premiers de C−11 C2 et les k premiers de C−12 C1.
Dans ce chapitre, une méthode de CSP parcimonieux va être proposée. L’idée est d’écrire
le CSP comme une double Analyse en Composantes Principales (ACP) puis d’appliquer une
méthode d’ACP parcimonieuse pour effectuer une sélection de variables.
Le reste de ce chapitre se présente comme suit : Nous verrons d’abord en Section 2 comment
la méthode CSP peut s’écrire comme une double ACP avec métrique. En Section 3, nous pré-
senterons la méthode d’ACP parcimonieuse de Zou et al. [91] et nous proposerons ensuite une
stratégie de construction d’une grille matricielle de paramètres de régularisation permettant de
contrôler le degré de parcimonie dans cet algorithme. Nous proposerons un algorithme de CSP
parcimonieux défini comme une double ACP parcimonieuse sur données recodées en Section
4. Enfin, la Section 5 présentera une application de l’algorithme de CSP parcimonieux sur nos
données et la Section 6 présentera un résumé de ce travail et les conclusions.
2 Le CSP : une double ACP avec métrique
Afin de se rapprocher du problème d’optimisation de l’ACP, celui du CSP va être réécrit.
Dans les équations (VI.1) et (VI.2), en remarquant que ∀a ∈ R, J(aw) = J(w) et H(av) =









s. c. vTC1v = 1
(VI.4)
Dans les prochains paragraphes, il va être montré que (VI.3) est le problème d’optimisation
de l’ACP de X1 avec la métrique C−12 sur Rp et que (VI.4) est le problème d’optimisation de
l’ACP de X2 avec la métrique C−11 sur Rp.
2.1 ACP de X1 avec métrique C−12 sur Rp
L’ACP de X1 avec la métrique C−12 sur Rp consiste à faire une projection C−12 orthogonale
des T1 points de Rp, décrits dans X1, sur k axes de vecteurs directeurs ∼wj, C−12 normés à 1
(∼wTj C−12
∼wj= 1). Ces vecteurs directeurs ∼wj sont définis pour que la variance du nuage projeté
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sur ces axes soit maximale. Le vecteur des coordonnées des points projetés sur l’axe de vecteur
directeur ∼wj est donc fj = X1C−12 ∼wj (vecteur des scores sur l’axe j). En posant wj = C−12 ∼wj,
on obtient fj = X1wj avec wTj C2wj = 1 et var(fj) = wTj C1wj. Le problème d’optimisation







s. c. ∼wT C−12 ∼w= 1
L’ACP de X1 avec métrique C−12 sur Rp fournit donc les k premiers filtres CSP w1, w2, . . . ,
wk.
2.2 ACP de X2 avec métrique C−11 sur Rp
De la même façon, l’ACP de X2 avec métrique C−11 sur Rp consiste à rechercher les vecteurs
directeurs ∼vj tels que la variance du nuage projeté sur ces axes soit maximale. Le vecteur des
coordonnées des points projetés sur l’axe de vecteur directeur ∼vj est donc gj = X2C−11 ∼vj
(vecteur des scores sur l’axe j). En posant vj = C−11 ∼vj, on obtient que gj = X2vj avec







s. c. ∼vT C−11 ∼v= 1
L’ACP de X2 avec métrique C−11 sur Rp fournit les k derniers filtres CSP v1, v2, . . . , vk.
3 L’ACP parcimonieuse
Il existe plusieurs algorithmes qui visent à réaliser une ACP parcimonieuse (voir par exemple
[91] et [92]). Dans ce travail, nous utilisons l’approche de Zou, Hastie et Tibshirani [91] en
considérant le cas où seule une pénalité l1 est ajoutée au critère à optimiser (et non pas une
combinaison d’une pénalité l1 et l2 comme proposé dans [91]).
Nous allons donc présenter en Section 3.1 cette approche d’ACP parcimonieuse puis nous




3.1 L’approche de Zou, Hastie et Tibschirani (2006)
3.1.1 Le critère pénalisé
Rappelons d’abord le critère optimisé en ACP. Soit X la matrice des données centrées
de dimensions n × p et soit k le nombre de composantes principales retenues. Le problème




s. c. αTj αj = 1
Ainsi présentée, l’ACP revient à trouver les vecteurs directeurs αj, pour j = 1, . . . , k, tels
que la variance du signal projeté sur ces axes soit maximale. La métrique utilisée ici est la
métrique identité. On parlera aussi d’ACP « sans métrique ».
Une autre manière de voir l’ACP consiste à la considérer comme une méthode d’approxi-
mation de la matrice X par une matrice Xˆ de dimensions n× p de rang k, inférieur à celui de
X (k < p). Dans ce cas, le problème d’optimisation de l’ACP s’écrit :
min
F,α
‖X − FαT‖2 (VI.5)
où ‖A‖ = Tr(AAT ) est la norme de Frobenius de la matrice A et où Tr(A) est la trace de la
matrice A. La matrice F est la matrice des scores des n observations sur les k composantes
principales et α est la matrice de dimensions p × k des loadings (poids des variables dans les
combinaisons linéaires permettant de calculer les scores). D’après Eckart et Young [93],
Xˆ = UkDkV Tk
où X = UDV T est la décomposition en valeurs singulières de X, où Uk et Vk sont les matrices
respectivement composées des k premières colonnes de U et V et où Dk est la matrice diagonale
des k premières valeurs singulières de D. On en déduit que Fˆ = UkDk et que αˆ = Vk. Or, par
construction, on a F = Xα (projection sur les axes de vecteurs directeurs α1, . . . ,αk où αj
est la jème colonne de α), ce qui permet, en s’inspirant de (VI.5), d’introduire le problème







s. c. αTα = Ik
(VI.6)
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où ‖.‖1 est la norme l1, où βj ∈ Rp est la jème colonne de β et où λj est le paramètre de
régularisation. Ce dernier permet de contrôler le degré de parcimonie de la jème composante
principale. Ainsi, plus la valeur de λj est grande, plus le vecteur βj sera composé de poids
nuls. Le choix du vecteur λ = [λ1, . . . , λk] des k paramètres de régularisation associés aux k
composantes sera discuté en Section 3.2. Plus précisément, une stratégie de construction de
vecteurs paramètres λ permettant de contrôler le degré de parcimonie sera proposée.
Dans la suite de ce travail, la matrice β sera appelée la matrice des loadings parcimonieuse.
En effet, avec β parcimonieuse, la relation Fk = Xβ va permettre d’obtenir des composantes
principales définies comme des combinaisons parcimonieuses des colonnes de X. Contrairement
aux composantes principales obtenues en ACP classique, les composantes principales parcimo-
nieuses ne seront pas orthogonales car βTβ 6= Ik. En raison de la contrainte (αTα = Ik), la
matrice α sera, quant à elle, appelée la matrice des loadings orthogonaux.
3.1.2 La stratégie d’optimisation
Afin de mieux comprendre l’approche itérative d’optimisation du critère pénalisé (VI.6), le
résultat suivant va d’abord être démontré :
Proposition 3.1 (Zou, Hastie et Tibshirani dans [91])
Soit X une matrice de dimensions n × p et soient β et α deux matrices de dimensions p × k.
Alors,











Dans un premier temps, on va prouver la relation VI.7 en partant du terme de gauche.
‖X −XβαT‖2 = Tr
[




XTX − αβTXTX −XTXβαT + αβTXTXβαT )
]
Comme Tr(AB) = Tr(BA), il vient que :
• Tr(αβTXTX) = Tr(βTXTXα)
• Tr(XTXβαT ) = Tr(αTXTXβ)
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• Tr(αβTXTXβαT ) = Tr(βTXTXβαTα) = Tr(βTXTXβ)
De plus, comme Tr(AT ) = Tr(A), il vient que Tr(βTXTXα) = Tr(αTXTXβ).
Ainsi, ‖X −XβαT‖2 = Tr(XTX)− 2Tr(αTXTXβ) + Tr(βTXTXβ), ce qui démontre bien la
relation (VI.7).


















Les relations (VI.7) et (VI.8) vont maintenant être utilisées afin de détailler cette approche
itérative d’optimisation du critère pénalisé (VI.6). Après une initialisation de β, la première
étape consiste à fixer β et rechercher α et la seconde étape consiste à fixer α et rechercher
β. Le fait de fixer l’une des deux matrices (α ou β) va permettre de simplifier le problème
d’optimisation (VI.6) en le scindant en deux sous-problèmes. Les relations (VI.7) et (VI.8) vont
donc permettre d’écrire ces sous-problèmes.
Pour un α fixé : On calcule la jème composante principale orthogonale fj = Xαj pour




































‖fj −Xβj‖22 + λj‖βj‖1
]
On se ramène donc à k problèmes de régressions LASSO où l’on cherche, pour j = 1, . . . , k,
min
βj
‖fj −Xβj‖22 + λj‖βj‖1 (VI.9)
165
Chapitre VI. Le CSP parcimonieux
Ainsi, βj est obtenu en effectuant les régressions LASSO de fj = Xαj sur X. Ce procédé est
répété pour j = 1, . . . , k afin d’obtenir les k colonnes de β.







s. c. αTα = Ik
(VI.10)
Or, en utilisant (VI.7) et en remarquant que les termes Tr(XTX), Tr(βTXTXβ) et le terme




s. c. αTα = Ik
(VI.11)
où Xα et Xβ s’interprètent comme les composantes principales respectivement orthogonales et
parcimonieuses. Ainsi, le problème d’optimisation (VI.11) revient à rechercher les composantes
principales orthogonales (Xα) qui ont une covariance maximale avec les composantes principales
parcimonieuses (Xβ).
On se ramène donc au problème d’optimisation αˆ = arg max
α
Tr(αTXTXβ) s.c. αTα = Ik et
d’après [91] on a αˆ = UV T où les matrices U et V sont obtenues en réalisant la décomposition
en valeurs singulières de XTXβ = UDV T .
3.1.3 L’algorithme et son implémentation
Présentons maintenant l’algorithme d’optimisation du critère VI.6 d’ACP parcimonieuse.
Nous présentons ici sa version sur matrice de Gram qui permet de réduire le coût de calcul
lorsque p < n et que n est grand. En effet, la seule connaissance de XTX (matrice de Gram
de X) suffit lors de l’optimisation du critère (VI.6) d’ACP parcimonieuse. Comme montré en
Section 3.1.2, la solution de (VI.11) fait uniquement intervenir XTX, et (VI.9) se réécrit :
min
βj
(αj − βj)TXTX(αj − βj) + λj‖βj‖1.
Ainsi, on notera Y la matrice des données centrées et Y TY sa matrice de Gram. L’algorithme
d’optimisation du critère VI.6 d’ACP parcimonieuse prend comme arguments principaux :
– Y TY ,
– k qui est le nombre de composantes d’ACP parcimonieuse que l’on souhaite obtenir,
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– (λ1, . . . , λk) qui est le vecteur des paramètres de régularisation sur les k composantes.
Algorithme 3 L’ACP parcimonieuse
Initialisation
X = (Y TY ) 12 où Y est la matrice des données centrées. De cette façon, XTX = Y TY .
α = [α1, . . . ,αk] , matrice des k premiers vecteurs propres de XTX (ou encore k premières colonnes de V
dans la SVD de X = UDV T ).
pour j = 1, . . . , k faire







β = [β1, . . . ,βk]
nb.iter = 0
βiter−1 = (0)p×k, matrice composée de 0.
tant que nb.iter < max.iter et ‖β − βiter−1‖∞ ≥ eps.conv faire
Calcul de α = [α1, . . . ,αk]
[U,D, V ] = SVD(XTXβ)
α = UV T
Calcul de β = [β1, . . . ,βk]
pour j = 1, . . . , k faire
βiter−1 = β







nb.iter = nb.iter + 1
fin du tant que
Retour β = [β1, . . . ,βk]
Cet algorithme est implémenté dans le package elasticnet du logiciel R dans la fonction
spca(). Il est important de noter que si k change, les loadings parcimonieux β sont modifiés
contrairement à l’ACP classique pour laquelle le choix de k′ > k dimensions laisse les loadings
des k premières dimensions inchangées. Nous proposons dans la prochaine section une stratégie
de construction d’une grille de paramètres de régularisation permettant de contrôler le degré
de parcimonie dans cet algorithme.
3.2 Grille matricielle de paramètres de régularisation
Une difficulté de cet algorithme d’ACP parcimonieuse est le choix du vecteur λ = (λ1, . . . , λk)
de paramètres de régularisation. On doit en effet fournir pour chacune des k composantes une
valeur λj qui règle son degré de parcimonie. Pour chaque composante j, augmenter la valeur
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du paramètre λj entraîne une augmentation de son degré de parcimonie. Comment contrôler
maintenant globalement le degré de parcimonie sur les k dimensions de l’ACP?
L’idée est la suivante. On définit pour chaque composante j une grille vectorielle de rj va-
leurs (λj1, . . . , λjrj) permettant de faire varier le degré de parcimonie sur cette composante. Une
fois ces grilles obtenues pour chacune des k dimensions, elles sont concaténées en colonnes afin
de construire une grille matricielle Λ de dimensions r × k où r = min
j
rj. Chaque ligne i est un
vecteur λi = (λ1i , . . . , λki ) de paramètres de régularisation pour l’algorithme d’ACP parcimo-
nieuse, et augmenter i (on parlera de pas dans la grille matricielle) permettra d’augmenter le
degré de parcimonie des k composantes.
Il reste maintenant à définir comment construire les k colonnes λj = (λj1, . . . , λjr) de cette
matrice Λ, c’est-à-dire les grilles vectorielles des paramètres de régularisation de chaque compo-
sante. Pour cela, on effectuera des régressions LASSO de chacune des k composantes principales
de l’ACP sur X.
Il existe plusieurs méthodes pour construire ces grilles de paramètres de régularisation à
partir de régressions parcimonieuses de type LASSO. La méthode du Least Angle Regression
(LARS) [94] est la plus connue d’entre elles. Cet algorithme fournit le chemin complet de
régularisation, c’est-à-dire la grille des paramètres de régularisation permettant l’inclusion d’une
variable supplémentaire dans le modèle. Une représentation d’un chemin de régularisation,
obtenu à l’aide de la fonction lars() du package R portant le même nom, est proposée en Figure
VI.1. Les lignes verticales correspondent à l’introduction de nouvelles variables dans le modèle.
Il apparaît que le chemin est exhaustif.
Récemment, Friedman et al. [95] ont proposé un algorithme plus rapide pour lequel le chemin
de régularisation est obtenu à partir d’une grille de valeurs calculée automatiquement dans la
fonction glmnet() du package R portant le même nom. Il s’agit d’une grille de n = 100 valeurs
(par défaut) obtenues en discrétisant un intervalle [log(λmin), log(λmax)] en n intervalles égaux.
λmax = max
j
cov(xj, y) est la plus petite valeur de λ qui permette d’obtenir la nullité de tous
les coefficients et λmin est obtenu directement à partir de λmax grâce à la relation λmin = λmax
où par défaut  = 0.01 si n < p et  = 0.001 sinon. Contrairement à LARS, cet algorithme ne
fournit pas le chemin complet de régularisation. Il se peut donc qu’entre deux valeurs successives
de la grille, plusieurs variables soient introduites dans le modèle. Cependant, cet algorithme est
moins coûteux en terme de temps de calcul et permet une discrétisation régulière des valeurs
du paramètre de régularisation qui est plus adaptée à la construction de notre grille matricielle
de paramètres en ACP parcimonieuse. C’est donc cet algorithme qui est utilisé dans ce travail.
Une représentation d’un chemin de régularisation obtenu à l’aide de la fonction glmnet() est
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Figure VI.1 – Chemin de régularisation produit par la fonction lars() du package R portant le même
nom. Les lignes verticales marquent l’introduction d’une nouvelle variable dans le modèle. L’axe supérieur
de la figure indique le nombre de variables incluses dans le modèle pour la valeur considérée du paramètre
de régularisation.
proposée en Figure VI.2.















0 8 21 37
Figure VI.2 – Chemin de régularisation produit par la fonction glmnet() du package R portant le même
nom. L’axe supérieur de la figure indique le nombre de variables incluses dans le modèle pour la valeur
considérée du paramètre de régularisation.
En appliquant la stratégie de construction de grille de paramètres de régularisation en ré-
gression LASSO de Friedman et al. [95], on construit pour chaque composante principale de
l’ACP parcimonieuse, une grille vectorielle de paramètres qui formera les colonnes de la grille
matricielle Λ. On peut noter que certains paramètres conduisent à des modèles saturés et sont
donc tronqués automatiquement par la fonction glmnet(). En pratique, la taille de la grille obte-
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nue pour chaque composante est donc plus petite que n. L’algorithme 4 résume la construction
de la grille matricielle Λ.
Algorithme 4 Construction de la grille matricielle Λ des paramètres de régularisation
Entrée(s) X : matrice des données centrées,
k : nombre de composantes d’ACP parcimonieuse à considérer.
Initialisation
(y1, . . . ,yk) = ACP (X, k)
Les k composantes principales de l’ACP classique de X sont obtenues.
Calcul de la grille Λ
pour j = 1, . . . , k faire
λj1, . . . , λ
j
rj = glmnet(X,yj)





Λ = (λji )r×k
Retour Λ
Une fois que la grille matricielle de paramètres de régularisation Λ est construite, il convient
de définir une stratégie de parcours de cette dernière. Afin de faire varier le degré de parcimonie
dans l’algorithme d’ACP parcimonieuse, la stratégie proposée est de parcourir la grille Λ ligne
par ligne. Ainsi, pour un pas i = 1, . . . , r, un vecteur λi = λ1i , . . . , λki va être obtenu et pourra
être donné en entrée à l’algorithme d’ACP parcimonieuse. Plus le pas i augmente, plus le degré
de parcimonie augmente pour chacune des k composantes (le nombre de poids nuls dans les
loadings augmente). À noter que si la fonction lars() avait été choisie pour construire la grille Λ,
une stratégie de parcours ligne à ligne aurait entraîné l’ajout de k variables à chaque pas. C’est,
avec le temps de calcul plus rapide, la principale raison pour laquelle la stratégie de Friedman
et al. [95] implémentée dans le package glmnet a été utilisée.
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4 Le CSP parcimonieux
Il a été montré en Section 2 que le CSP peut s’écrire comme une double ACP avec métrique
et l’ACP parcimonieuse de Zou, Friedman et Tibschirani (2006) a été présentée en Section
3. L’idée est donc d’utiliser cet algorithme d’ACP parcimonieuse afin de créer un algorithme
de CSP parcimonieux. Cependant, l’algorithme parcimonieux présenté en Section 3 réalise une
ACP avec métrique Ip sur Rp (ACP « classique » ou encore « sans métrique »). Nous allons donc
d’abord voir comment écrire l’algorithme CSP comme une double ACP avec métrique identité et
non pas avec les inverses des matrices de variance-covariance comme métrique comme présenté
section 2.
4.1 Le CSP : une double ACP avec métrique identité
Nous avons vu en Section 2 que les premiers filtres CSP, w1, . . . ,wk sont les loadings de
l’ACP de X1 avec métrique C−12 sur Rp. En pratique, ces loadings peuvent être obtenus en
faisant l’ACP classique (avec métrique identité) d’une matrice de données recodées Z1, et en
recodant les loadings de cette ACP. On notera u1, . . . ,uk ces loadings qui permettrons de cal-
culer w1, . . . ,wk. Plus précisément, on réalise l’ACP de Z1 = X1C
− 12
2 avec la métrique Ip sur
Rp (ACP classique). Cela signifie que l’on projette les lignes de Z1 sur les axes de vecteurs
directeurs uj (avec uTj uj = 1) où les uj sont les vecteurs propres de la matrice de covariance
de Z1 définie par
1
T1
ZT1 Z1. Les composantes principales de l’ACP de Z1 sont données par la
relation : fj = Z1uj = X1C
− 12
2 uj = X1wj où wj = C
− 12
2 uj. Cette dernière relation permet de
retrouver les filtres CSP w1, . . . ,wk.
On obtient de la même façon que les derniers filtres CSP v1, . . . , vk, résultats de l’ACP de
X2 avec métrique C−11 sur Rp, peuvent être obtenus à partir de l’ACP de Z2 = X2C
− 12
1 avec la
métrique Ip sur Rp.
On en déduit que l’algorithme du CSP peut s’écrire comme une double ACP classique (avec
métriques identités) des matrices de données EEG recodées Z1 et Z2 associée à un recodage des
deux matrices de loadings ainsi obtenues. C’est cette version de l’algorithme CSP, donnée dans
l’Algorithme 5, qui sera modifiée pour proposer la version parcimonieuse du CSP (Algorithme
6).
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Algorithme 5 Le CSP comme une double ACP avec métriques identités
Entrée(s) X1 : matrice obtenue par concaténation des essais recueillis dans la condition 1,
X2 : matrice obtenue par concaténation des essais recueillis dans la condition 2,
k : nombre de filtres CSP à construire.
Sortie(s) Obtention de la matrice des filtres CSP W = [w1, . . . ,wk,v1, . . . ,vk].
Initialisation



















Obtention des filtres w1, . . . ,wk.
[u1, . . . ,uk] = ACP (Z1, k)









Obtention des filtres v1, . . . ,vk.
[∼u1, . . . ,∼uk] = ACP (Z2, k)










W = [w1, . . . ,wk,v1, . . . ,vk]
Retour W
4.2 L’algorithme de CSP parcimonieux
Le CSP venant d’être exprimé comme une double ACP (avec métriques identités) sur don-
nées recodées, l’algorithme parcimonieux de CSP, proposé en Algorithme 6, consiste à rem-
placer les deux ACP de l’Algorithme 5 par deux ACP parcimonieuses. Dans l’Algorithme 6,
l’Algorithme 3 d’ACP parcimonieuse est utilisé. On appellera respectivement sPCA et sCSP
les algorithmes 3 et 6 d’ACP et de CSP parcimonieux (sparses).
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Algorithme 6 Le CSP parcimonieux
Entrée(s) X1 : matrice obtenue par concaténation des essais recueillis dans la condition 1,
X2 : matrice obtenue par concaténation des essais recueillis dans la condition 2,
k : nombre de filtres CSP à construire,
[λ1, . . . , λk, φ1, . . . , φk] : valeurs des paramètres de régularisation des filtres w1, . . . ,wk,v1, . . . ,vk.
Sortie(s) Obtention de la liste des p′ électrodes sélectionnées et de la matrice
∼
W des filtres CSP obtenue avec
ces p′ électrodes.
Initialisation



















Sélection de variables pour les filtres w1, . . . ,wk
[β1] = sPCA(ZT1 Z1, k, [λ1, . . . , λk])
β1 est la matrice de dimensions p × k des loadings parcimonieux des k premières composantes de l’ACP de
Z1.
Sélection de variables pour les filtres v1, . . . ,vk
[β2] = sPCA(ZT2 Z2, k, [φ1, . . . , φk])






X2, Liste_V ar] = Select_V ariables(β1, β2,X1,X2)




X2 sont des matrices
de dimensions T1 × p′ et T2 × p′.
Obtention des filtres CSP
[
∼





Obtention de la matrice des filtres
∼
W , de dimensions p′×2k en utilisant un CSP uniquement sur les variables
sélectionnées par CSP parcimonieux.
Retour
∼
W , Liste_V ar
On peut noter que l’utilisation du recodage fait passer de X1 et de X2 à Z1 et Z2. En
Section 4.4, il sera montré que cette astuce, en plus de permettre l’utilisation de l’algorithme
d’ACP parcimonieuse, a pour effet de décorréler les variables de Z1 et de Z2 avant de faire
l’ACP. Ainsi, les éventuels problèmes de colinéarité des variables sont évités dans l’algorithme
3 d’ACP parcimonieuse, et plus particulièrement dans les étapes des régressions LASSO des
composantes sur les colonnes des matrices Z1 et Z2.
On peut également noter que les étapes d’ACP parcimonieuse dans l’algorithme 6 utilisent
les matrices de Gram de Z1 et Z2 de dimension p×p. Cette étape est alors beaucoup plus rapide
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que si l’on avait passé directement les matrices Z1 et Z2 en argument à l’algorithme sPCA, ces
matrices étant de dimensions T1 × p et T2 × p, avec T1 et T2 très grand dans les applications.
4.3 Grille matricielle de paramètres de régularisation
En pratique, dans l’algorithme du sCSP (Algorithme 6), deux vecteurs λ1, . . . , λk et φ1, . . . ,φk
de paramètres de régularisation sont donnés en entrée (un pour chaque ACP parcimonieuse).
Ces deux vecteurs de longueur k permettent de fixer le degré de parcimonie des 2k composantes
CSP. Afin de faire varier le degré de parcimonie des 2k composantes CSP, deux grilles matri-
cielles Λ et Φ peuvent être obtenues, en utilisant deux fois l’algorithme 4 proposé en Section
3.2, et concaténées. Il faut simplement donner en entrée de l’algorithme 4, les matrices Z1 et
Z2 (et non pas X1 et X2), puisque l’on applique la double ACP parcimonieuse à ces matrices.
La stratégie consiste ensuite à parcourir ces deux grilles matricielles ligne à ligne, faisant ainsi
diminuer à chaque pas le degré de parcimonie des résultats de l’algorithme sCSP.
4.4 Un exemple
Dans cet exemple, les 8 premières secondes des enregistrements EEG recueillis chez le sujet
58 de l’expérience avant et après la séance de relaxation sont considérés. Ces deux signaux sont
filtrés entre 7 et 30 Hz et centrés, permettant ainsi d’obtenir les matrices X1 et X2 de dimen-
sions 2048× 58 où 8 ∗ 256 = 2048 représente le nombre de points dans un signal échantillonné
à 256 Hz et où 58 représente le nombre d’électrodes utilisées pour le recueil de l’EEG.
Afin de représenter les effets du recodage des données, les matrices recodées Z1 et Z2 ont
été calculées à partir de X1 et de X2.
Les Figures VI.3(a), VI.3(b) et VI.3(c) proposent respectivement les cercles de corrélations
de l’ACP de X1, de Z1 et de Z2. Sur ces figures, l’axes des abscisses et l’axe des ordonnées
représentent respectivement les deux premières composantes principales de l’ACP. De plus,
chaque variable (chacune des 58 électrodes) est représentée par une flèche. L’angle de la flèche
avec les axes des abscisses et des ordonnés donne une représentation de la liaison de ces variables
à la première et deuxième composantes principales de l’ACP. Ainsi, plus l’angle est faible, plus
la variable est liée à la composante principale. De la même manière, l’angle entre les flèches
de deux variables distinctes donnent une représentation de la corrélation entre ces variables.
Plus il est faible et plus la corrélation est importante. Sur la Figure VI.3(a), il apparaît que
de fortes corrélations existent entre les variables. Les Figures VI.3(b) et VI.3(c) montrent que
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le recodage a eu pour effet de réduire considérablement les corrélations entre les variables. Ce
point est à l’origine de l’unique utilisation d’une pénalité l1 plutôt que d’une combinaison de
pénalités l1 et l2 dans l’étape de régression parcimonieuse de l’algorithme 3, utilisé ensuite dans
l’algorithme 6.
Un CSP classique et un CSP parcimonieux ont ensuite été réalisés. Les deux premières paires
de composantes CSP sont représentées en Figures VI.4(a) et VI.4(b). De la même manière, les
deux premières paires de composantes CSP parcimonieuses (obtenues avec l’algorithme sCSP)
sont représentées en Figures VI.4(c) et VI.4(d). Le troisième pas de la grille de régularisation
a été choisi, entraînant la sélection de 7 variables qui sont utilisées pour construire les filtres
sCSP. Sur les Figures VI.4(a) et VI.4(b), il apparaît que la première paire de composantes
CSP permet bien d’observer que lorsque la variance du signal projeté est maximale pour une
classe, elle est minimale pour l’autre. Ce constat est moins marqué sur la deuxième paire de
composantes CSP et notamment sur la première composante de cette seconde paire. Bien que
le sCSP réduise considérablement le nombre de variables utilisées (7 au lieu de 58), la Figure
VI.4(c) montre que la première paire de composantes sCSP permet bien d’obtenir une variance
du signal projeté maximale pour une classe lorsqu’elle est minimale pour l’autre classe. Une fois
encore, les résultats sont moins bons sur la Figure VI.4(d) où la première composante sCSP de
la paire ne permet pas de discriminer correctement les variances des signaux projetés des deux
classes. Cette difficulté vient certainement du fait que cela n’était déjà pas le cas pour le CSP
classique. En effet, en utilisant moins d’électrodes, il est délicat d’améliorer les résultats obtenus
lorsque toutes les électrodes ont été utilisées. Étant donné que le critère extrait par CSP (ou
sCSP), et utilisé pour la tâche de classification, repose sur la variance du signal projeté, il est
rassurant de constater que le sCSP permet de conserver les bonnes propriétés du CSP classique.
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(a) ACP de X1
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(b) ACP de Z1
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(c) ACP de Z2
Figure VI.3 – Représentation des cercles de corrélations pour les deux premières composantes principales
des ACP respectives de X1, Z1 et Z2.
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(d) Deuxième paire de composantes sCSP.
Figure VI.4 – Première paire de composantes CSP (a) et sCSP (c) et deuxième paire de composantes
CSP (b) et sCSP (d).
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5 Applications
Les données EEG utilisées sont identiques à celles représentées en Figure V.1 du Chapitre V.
La méthode sCSP va être appliquée sur ces données afin d’en évaluer la qualité dans le cadre de
la classification de signaux EEG pour l’étude d’états de vigilance. Une première application du
sCSP va viser à comparer les résultats avec ceux obtenus avec l’algorithme génétique présenté
dans le Chapitre V. Le coût computationnel du sCSP étant raisonnable, une seconde approche
va viser à tester une succession de découpages en échantillons d’apprentissage et de test afin de
mieux estimer le Taux de Bons Classements (TBC) obtenu à l’aide de cette méthode.
5.1 Comparaison avec les résultats de l’algorithme génétique pro-
posé en Chapitre V
Afin de comparer les résultats du sCSP avec ceux obtenus en utilisant l’algorithme génétique
dans le Chapitre V, le découpage permettant de créer l’échantillon d’apprentissage et de test
va être identique à celui utilisé dans le Chapitre V. Ainsi, les signaux EEG de 13 sujets, en-
registrés durant la première campagne d’acquisition, vont former l’échantillon d’apprentissage.
L’échantillon test va, quant à lui, être composé des signaux EEG des 6 sujets recueillis durant
la seconde campagne d’acquisition.
Dans le Chapitre V, avant d’utiliser l’algorithme génétique, certains paramètres ont été fixés
par Leave One Out (LOO) sur les signaux de l’ensemble d’apprentissage. Ainsi, un filtre passe
bande entre 7 et 30 Hz a été utilisé sur les signaux EEG puis ces derniers ont été découpés
en essais de 8 secondes. Les essais ont été normalisés en utilisant les écarts types et le nombre
de paires de filtres formées à l’aide de la méthode CSP a été fixé à 3. Toutes ces valeurs de
paramètres vont être conservées pour le sCSP.
De la même façon que pour l’algorithme génétique, la règle de décision par sCSP va être
formée sur l’échantillon d’apprentissage puis évaluée sur l’échantillon test. Pour commencer,
la grille matricielle de paramètres de régularisation est obtenue à l’aide de l’Algorithme 4
appliqué aux matrices de données recodées Z1 et Z2 (cf. Section 4.3). Cette grille va ensuite être
parcourue ligne par ligne pour faire varier le degré de parcimonie. Afin de choisir le meilleur
pas (la meilleure ligne), un TBC va être estimé par LOO pour chacun des pas de la grille.
Ainsi, pour chaque pas, 2k paramètres de régularisation sont obtenus. À chaque itération du
LOO, tous les essais d’un sujet de la première campagne sont isolés et forment l’échantillon
de validation. Les essais des autres sujets forment l’échantillon d’apprentissage. La méthode
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sCSP est alors utilisée sur l’échantillon d’apprentissage en prenant en entrée les 2k valeurs des
paramètres de régularisation correspondant à ce pas. Elle fournit une matrice de filtres
∼
W de
dimensions p′ × 2k où p′ est le nombre d’électrodes sélectionnées et où k = 3 est le nombre de
paires de filtres. La matrice F = XW des composantes CSP est obtenue en ne considérant que
les p′ électrodes sélectionnées dans les matrices de signaux EEG X1 et X2. Une transformation
log-var est alors appliquée sur F et une LDA permet de former la règle de décision. Cette règle
de décision va alors être appliquée sur des signaux provenant de l’échantillon de validation afin
d’obtenir une prédiction. Lorsque toutes les itérations du LOO sont effectuées, un TBC est
obtenu en comparant les prédictions aux valeurs réelles. La Figure VI.5 représente les TBC
estimés par LOO en fonction du pas de la grille.
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Figure VI.5 – Taux de bons classements obtenus par LOO sur les individus de la campagne 1 pour les
différents pas de la grille matricielle de paramètres de régularisation. L’axe supérieur de la figure indique
le nombre d’électrodes sélectionnées pour le pas correspondant dans la grille.
Les TBC obtenus sur l’échantillon d’apprentissage semblent corrects, dépassant les 75% pour
certains pas de la grille. La Figure VI.5 va permettre de choisir le pas de la grille qui représente
le meilleur compromis entre le nombre d’électrodes sélectionnées (p′) et la qualité du modèle
prédictif (TBC). L’axe supérieur de la figure indique le nombre d’électrodes sélectionnées pour
le pas correspondant dans la grille. Trois valeurs de pas sont marquées par des lignes verticales
en pointillé. Ainsi, la première valeur pour laquelle le TBC obtenu devient correct semble être
le 9ème pas (12 électrodes sélectionnées) car le TBC subit une forte hausse jusqu’à celui-ci puis
semble se stabiliser pour les pas suivants. Le TBC maximal est obtenu avec le 17ème pas de la
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grille (15 électrodes). Le meilleur compromis semble être atteint avec le 12ème pas qui correspond
à la sélection de 13 électrodes. Le vecteur de paramètres de régularisation, correspondant au
12ème pas, est donc conservé et donné en entrée à un sCSP lancé sur les essais des sujets de la
campagne 1. Ainsi, 13 électrodes sont sélectionnées et la matrice des filtres
∼
W de taille 13× 6
est obtenue. Une transformation log-var et une LDA permettent de former la règle de décision.
Celle-ci est testée à l’aide des signaux des individus de la seconde campagne. Ainsi, un TBC
de 73.11% est obtenu. La Table VI.1 permet de comparer les résultats obtenus par sCSP avec
ceux obtenus avec l’algorithme génétique.
Tableau VI.1 – Comparaison entre les taux de bons classements obtenus avec l’algorithme génétique
dans le Chapitre V (première ligne) et ceux obtenus avec le sCSP (seconde ligne).
TBC estimé sur
Méthode Nombre d’électrodes l’échantillon test
d’évaluation dans le modèle prédictif (campagne 2)
essais sujets
Algorithme génétique : LDA 9 71.59 75CSP et transformation log-var
sCSP et transformation log-var LDA 13 73.11 75
Les résultats des deux approches sont donc très proches. Même si l’algorithme génétique a
permis de sélectionner un sous-ensemble d’électrodes plus petit, le TBC obtenu sur l’échantillon
test pour le sCSP est supérieur à celui de l’algorithme génétique. Cependant, il est compliqué
de comparer les deux approches alors qu’un seul découpage (échantillon d’apprentissage-test)
a été utilisé. La principale différence vient des temps de calcul. En effet, afin de calculer les
TBC pour chacun des pas de la grille, l’approche du sCSP a nécessité 1.86 heure (Linux sur
une machine avec deux processeurs hexacœurs Intel Xeon x5675 @ 3,06 GHz). Même si les
machines sur lesquelles les deux approches ont été lancées sont différentes, il semble que le
sCSP soit beaucoup plus rapide (l’algorithme génétique prenant entre 9 et 15 heures sur une
machine équipée de Linux 8∗2.8 GHz Intel Xeon processeurs X5560 et 32 GB 1333 MHz DDR3
ECC RAM). Il convient surtout de noter que lors d’un lancement de l’algorithme génétique,
une seule valeur de p′ est considérée alors que l’approche du sCSP, en testant plusieurs pas de
la grille, fait varier le degré de parcimonie des composantes et donc la valeur de p′ au cours d’un
lancement. Ainsi, on peut choisir le meilleur pas (et donc la meilleure valeur de p′), au sens
du TBC obtenu, à la fin d’un lancement du sCSP alors qu’il faut lancer l’algorithme génétique
pour plusieurs valeurs de p′ avant de pouvoir choisir la meilleur valeur de p′. Enfin, le sCSP
est déterministe au contraire de l’algorithme génétique ce qui oblige une répétition des lance-
ments pour ce dernier, contribuant à augmenter considérablement le coût computationnel. Il
y a donc une différence considérable en terme de coût computationnel entre les deux approches.
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La localisation des 13 électrodes sélectionnées par sCSP est présentée en Figure VI.6. Les
électrodes sélectionnées apparaissent en noir sur la figure. Comme déjà constaté avec l’algo-
rithme génétique et les procédures séquentielles (backward CSP et forward CSP) dans le Cha-















Figure VI.6 – Représentation de la localisation des 13 électrodes sélectionnées par sCSP. Les électrodes
sélectionnées apparaissent en noir.
Enfin, la Figure VI.7 propose un diagramme de Venn afin de comparer le sous-ensemble de
13 électrodes sélectionné par sCSP avec celui de 9 électrodes obtenu par l’algorithme génétique.
Les deux sous-ensembles partagent 6 électrodes. Ce résultat tend à prouver la cohérence des













Figure VI.7 – Diagramme de Venn comparant le sous-ensemble de 9 électrodes sélectionnées en utilisant
l’algorithme génétique (voir Section 4.2.2.3 du Chapitre V) et celui de 13 électrodes obtenu par sCSP.
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5.2 Evaluation du sCSP sur 35 découpages différents
Une seconde approche vise à estimer les performances de la méthode sCSP sur différents
découpages afin de disposer d’estimations plus précise (robuste) des TBC. Ainsi, 35 découpages
en échantillons d’apprentissage (essais de 13 sujets) et test (essais de 6 sujets) sont formés. Pour
chaque découpage, une approche similaire à celle qui vient d’être présentée est réalisée. Ainsi,
une grille de paramètres de régularisation est formée et un sCSP est lancé pour construire la
matrice
∼
W en utilisant uniquement l’échantillon d’apprentissage. Le choix du pas est optimisé
par LOO sur les sujets de l’échantillon d’apprentissage. Une fois que ce pas est choisi, un sous-
ensemble d’électrodes est obtenu. Une transformation log-var est appliquée et une LDA permet
de construire la règle de décision qui pourra être utilisée pour prédire la classe des sujets de
l’échantillon test. Ainsi, 35 TBC sont obtenus. La principale différence par rapport à l’approche
précédente vient du choix du pas de la grille qui doit être ici automatique. Ainsi, le pas qui
correspond au meilleur TBC trouvé est choisi. Une boîte à moustaches des TBC obtenus sur
l’échantillon test en considérant les essais et les sujets est proposée en Figure VI.8(a). Les
résultats semblent moins probants que ceux obtenus avec le découpage étudié en Section 5.1.
Les médianes des TBC sont égales à 66.67% que ce soit en considérant les essais ou les sujets
(par vote majoritaire des essais du sujet) tandis que les moyennes sont égales à 65.6% avec un
écart type de 7.6% pour les essais et à 65.95 avec un écart type de 10.38 pour les sujets. Les
écarts types des TBC sont importants et semblent montrer une instabilité des résultats vis-à-vis
du découpage. Cela vient certainement de la forte variabilité inter-individuelle déjà observée
en Chapitre IV. Une autre boîte à moustaches, présentée en Figure VI.8(b), permet de voir le
nombre de variables sélectionnées par sCSP au cours des 35 découpages. La médiane du nombre
d’électrodes est égale à 15 électrodes. Cela semble montrer que choisir le pas qui donne le TBC
maximal n’entraîne pas forcément la formation d’un modèle contenant un nombre très élevé
d’électrodes. Cela semble être un point important, offrant des perspectives intéressantes dans
le cadre de l’utilisation de cette méthode pour d’autres travaux. En moyenne, 19.6 électrodes
sont sélectionnées (avec un écart type de 11.75).
La localisation des électrodes sélectionnées au cours des 35 lancements du sCSP est repré-
sentée en Figure VI.9. Sur cette figure, l’occurrence de sélection de chacune des électrodes est
associée à un code couleur allant du bleu, pour les électrodes jamais ou peu sélectionnées, vers
le rouge pour les électrodes très souvent sélectionnées. Il apparaît que les électrodes fréquem-
ment sélectionnées sont similaires à celles sélectionnées par la méthode sCSP sur le découpage
campagne 1 - campagne 2 (voir Figure VI.6). Il semble que les compositions des sous-ensembles

























Figure VI.8 – Boîtes à moustaches des TBC (a) et des nombres d’électrodes sélectionnées (b) lors du
lancement du sCSP sur 35 découpages différents (13 sujets en échantillon d’apprentissage et 6 en test). Les












Figure VI.9 – Représentation de la localisation des électrodes sélectionnées par sCSP lors des 35 répé-
titions de découpage.
Enfin, les travaux présentés dans cette Section ont bénéficié des installations informatiques
MCIA (Mésocentre de Calcul Intensif Aquitain) de l’Université de Bordeaux et de l’Université
de Pau et des Pays de l’Adour. Ainsi, les calculs pour les 35 découpages ont été exécutés sur 35
nœuds où chaque nœud correspond à une machine à 2 processeurs hexacœurs Intel Xeon x5675
@ 3,06 GHz. Ainsi, le coût computationnel est de 3.55 heures pour les 35 découpages.
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6 Conclusion
Dans ce chapitre, un algorithme de CSP parcimonieux a été proposé. Dans un premier
temps, le CSP a été réécrit comme une double ACP avec métrique puis l’ACP parcimonieuse a
été présentée. L’ACP parcimonieuse étant définie avec une métrique identité, un recodage des
données a été introduit afin d’écrire le CSP comme une double ACP avec métrique identité sur
Rp. Le choix des paramètres de régularisation a été discuté et une approche de parcours de la
grille de régularisation a été proposée. Les résultats obtenus avec le sCSP ont été comparés à
ceux obtenus avec l’algorithme génétique. Les résultats des deux approches semblent proches
tant au niveau des électrodes sélectionnées qu’au niveau des TBC obtenus. Le sCSP présente
cependant l’avantage d’avoir un coût computationnel bien inférieur à celui de l’algorithme géné-
tique. Il s’agit aussi de la seule approche présentée dans ces travaux qui permette d’estimer ses
performances sur plusieurs découpages car elle combine un coût d’exécution faible (ce qui n’est
pas le cas avec l’algorithme génétique présenté en Chapitre V) et un critère d’arrêt (manquant
dans les approches séquentielles présentées en Chapitre V). Ainsi, 35 découpages différents (13
sujets dans l’échantillon d’apprentissage et 6 dans l’échantillon test) ont été considérés. Le pas
de la grille de régularisation a été choisi automatiquement en sélectionnant celui dont le TBC
estimé par LOO est le plus grand. Les TBC obtenus sur les échantillons test, bien qu’infé-
rieurs à celui obtenu sur le découpage initialement considéré (campagne 1-campagne 2) restent
satisfaisants (moyenne de 65.6% avec un écart type de 7.6%). Le nombre moyen d’électrodes
sélectionnées (19.6 avec un écart type de 11.75) montre que la stratégie de parcours de la grille
proposée dans ces travaux ainsi que la sélection du pas automatique permettent de former des
modèles dont le nombre de variables est raisonnable.
Le travail proposé dans ce chapitre peut faire l’objet de futures extensions. Par exemple, le
parcours de la grille et la méthode de sélection automatique du pas peuvent faire l’objet d’amé-
liorations afin de réduire encore le nombre d’électrodes sélectionnées (visiter uniquement les
premiers pas mais de manière plus exhaustive, utiliser la fonction lars() qui est plus précise que
glmnet() avec une autre stratégie de parcours de la grille, ...). De plus, des travaux afin d’éviter
de recoder les données et d’inclure directement un changement de métrique dans l’algorithme
d’analyse en composantes principales parcimonieuse sont en cours.
D’autres approches de l’analyse en composantes principales parcimonieuse (voir par exemple
[92]) peuvent être envisagées afin de comparer les résultats obtenus avec ceux de ce chapitre.
Enfin, une version différente du CSP parcimonieux a été développée dans [49] (voir Section 3.3
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du Chapitre III). Une étude pourrait donc être réalisée afin de comparer notre version du sCSP
présentée dans ce chapitre avec celle proposée dans [49].
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Cette thèse s’inscrit dans le cadre d’un large projet qui vise à créer une interface Cerveau-
Ordinateur permettant de modifier l’état de vigilance d’un individu à l’aide de stimuli musicaux
générés en temps réel. Afin d’adapter les stimuli présentés au sujet en fonction de son état de
vigilance, une méthode capable de mesurer cet état, automatiquement et en temps réel, devait
être construite.
Comme présenté dans le Chapitre I, il existe de nombreuses méthodes permettant de re-
cueillir l’activité cérébrale d’un humain. Au cours de ces travaux de thèse, l’électroencéphalo-
graphie a été privilégiée, principalement en raison de son faible coût et de son caractère portatif.
Une expérience, présentée dans le Chapitre II a été élaborée afin de recueillir les signaux élec-
troencéphalographiques de 58 sujets (au cours de deux campagnes différentes) mesurés à l’aide
d’un casque à 58 électrodes dans deux états de vigilance distincts (états de vigilance haute et
basse, labellisés par la suite état « normal » et « relaxé »). Les signaux recueillis ont alors servi
de base d’étude pour ces travaux de thèse. Après une étape de validation des données, 19 des
58 sujets ont été conservés (13 de la première campagne et 6 de la seconde). Dès lors, deux
objectifs principaux ont été poursuivis :
– Construire un modèle de prédiction (règle de décision) permettant d’obtenir une prédic-
tion fiable de l’état de vigilance d’un nouveau sujet. Dans ces travaux, le problème de
classification était binaire (état normal et état relaxé).
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– Sélectionner un sous-ensemble d’électrodes afin de réduire le temps nécessaire pour ins-
taller le casque à électrodes sur un sujet ainsi que son coût.
Afin de remplir ces objectifs, plusieurs approches ont été envisagées. Dans le Chapitre IV,
une méthode d’extraction de caractéristiques, permettant de faciliter la tâche de classification,
a été proposée. Elle consistait à utiliser une décomposition en ondelettes discrète afin de cal-
culer les énergies de bandes de fréquences. Une régression linéaire était ensuite appliquée sur
certaines de ces fréquences et la pente de celle-ci était conservée afin d’obtenir un critère, ap-
pelé « critère des pentes ». Initialement, cette régression a été calculée sur les fréquences 4, 8
et 16 Hz afin d’inclure uniquement la bande de fréquences caractéristique des ondes α (8-12
Hz). Les méthodes de classification usuelles ont alors été utilisées afin de calculer un taux de
bons classements. Les résultats obtenus étant décevants, un algorithme génétique a ensuite été
proposé afin d’optimiser le choix des fréquences sur lesquelles appliquer la régression. De plus,
cet algorithme génétique a permis de sélectionner une électrode optimale parmi les 58 initiales.
Les résultats obtenus ont montré qu’un modèle de prédiction fiable (taux de bons classements
moyen égal à 86.68± 1.87% évalué par validation croisée de type 5 folds) pouvait être obtenu
tout en ne sélectionnant qu’une seule électrode parmi les 58 initiales. Le principal inconvénient
de cette approche est lié au fait que, lors de la réalisation de ces travaux, les signaux de seule-
ment 13 sujets étaient disponibles. Ainsi, il était délicat de laisser un sous-groupe de sujets à
l’extérieur de l’algorithme génétique afin de tester la solution obtenue. C’est pourquoi, bien que
les taux de bons classements aient été estimés à l’aide d’une validation croisée (en découpant
l’échantillon initial en ensemble d’apprentissage et de test), il se peut que l’estimation du taux
de bons classements obtenue soit trop optimiste.
Une autre approche est présentée dans les Chapitres V et VI. La méthode du Common Spa-
tial Pattern (CSP) couplée à une transformation log-var afin d’extraire des caractéristiques des
signaux électroencéphalographiques est déclinée dans de nouvelles variantes. En effet, l’utilisa-
tion faite du common spatial pattern au cours de ces travaux se démarque de celles rencontrées
dans la littérature, notamment par la normalisation des données électroencéphalographiques
utilisée et par le fait que tous les sujets sont utilisés simultanément pour calculer les filtres spa-
tiaux ; le common spatial pattern étant d’habitude exploité afin d’obtenir des filtres spatiaux
spécifiques à un sujet.
Le Chapitre V propose deux types de méthodes permettant la sélection d’électrodes : l’uti-
lisation d’un algorithme génétique ou de méthodes de recherche séquentielle. Le but de ces
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méthodes est de trouver un sous-ensemble d’électrodes qui permette d’obtenir un modèle de
prédiction fiable de l’état de vigilance. Les évaluations des solutions potentielles sont réalisées en
utilisant une méthode de classification (analyse linéaire discriminante) sur les caractéristiques
extraites par common spatial pattern et transformation log-var. Les taux de bons classements
sont estimés par Leave One Out (LOO) sur les signaux des sujets de la campagne 1 afin de
garder une base de sujets totalement extérieurs à la procédure de recherche du sous-ensemble
d’électrodes (campagne 2). Les résultats obtenus semblent montrer que l’algorithme génétique
surpasse les autres méthodes de sélection de variables testées mais son coût computationnel,
dans l’approche développée, est important. Les méthodes de recherche séquentielle proposées
ont permis de réduire le temps de calcul tout en permettant d’obtenir des résultats proches
de ceux de l’algorithme génétique (en terme de sélection et de taux de bons classements). En
utilisant les résultats de l’algorithme génétique, un sous-ensemble de 9 électrodes a été conservé,
permettant l’obtention d’un modèle fiable (moyenne de taux de bons classements égal à 71.59%
sur un ensemble de test externe à l’algorithme génétique). Ce modèle de prédiction permet, en
outre, d’obtenir une prédiction très rapide de l’état de vigilance d’un nouveau sujet.
Enfin, le Chapitre VI propose une méthode de common spatial pattern parcimonieux fondée
sur les travaux réalisés par [91] sur l’analyse en composantes principales parcimonieuse. Comme
il est prouvé dans ce chapitre, le common spatial pattern peut être perçu comme une analyse
en composantes principales avec une certaine métrique. Dans la version proposée, les données
sont alors recodées afin de pouvoir réaliser un common spatial pattern parcimonieux à l’aide
de l’algorithme d’analyse en composantes principales parcimonieuse. Les résultats obtenus,
tant au niveau du nombre de variables sélectionnées qu’au niveau de la qualité des modèles
de classification obtenus, semblent très convaincants. La méthode de common spatial pattern
parcimonieux est déterministe et présente un coût computationnel très raisonnable. Il s’agit
aussi de la seule approche présentée dans ces travaux qui permette d’estimer les performances
de celle-ci sur différents découpages car elle combine un coût d’exécution faible (ce qui n’est
pas le cas avec l’algorithme génétique présenté en Chapitre V) et un critère d’arrêt (manquant
dans les approches séquentielles présentées en Chapitre V).
Perspectives
Dans le Chapitre V, le coût computationnel de l’approche par algorithme génétique est
important. Le temps de calcul est principalement concentré sur la méthode d’extraction de
caractéristiques utilisée. En effet, l’étape la plus coûteuse est l’inversion de la matrice de cova-
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riance de taille p× p lors de la recherche des filtres spatiaux par common spatial pattern. Ainsi,
il semble inutile de changer la méthode de classification. Cependant, des solutions peuvent être
envisagées afin de réduire le temps de calcul (baisse du nombre d’enfants, changement de la
méthode d’estimation du taux de bons classements). La recherche du meilleur sous-ensemble
d’électrodes peut aussi être réalisée par une approche séquentielle telle que proposée dans le
Chapitre V. Ces procédures semblent donner des résultats satisfaisants sur nos données et rela-
tivement proches de ceux de l’algorithme génétique (principalement pour le backward common
spatial pattern). La principale piste de recherche pour rendre ces procédures séquentielles au-
tomatiques est de définir un critère d’arrêt. Toute la difficulté d’un tel travail est d’arriver à
traduire le compromis souhaité, entre le nombre de variables conservées et le taux de bons
classements obtenu, en un critère d’arrêt pour la méthode. De plus, des versions plus sophisti-
quées des algorithmes Forward et Backward (sequential forward floating et sequential backward
floating) peuvent être envisagées afin d’améliorer le parcours de l’espace de recherche [90] et
ainsi rivaliser avec les résultats obtenus au moyen de l’algorithme génétique.
La méthode de common spatial pattern parcimonieux proposée en Chapitre VI est certaine-
ment le point qui offre le plus de perspectives. En effet, dans la version proposée, les données
sont recodées afin de pouvoir réaliser un common spatial pattern parcimonieux à l’aide de l’al-
gorithme d’analyse en composantes principales parcimonieuse. À cet effet, des travaux afin
d’éviter de recoder les données et d’inclure directement un changement de métrique dans l’al-
gorithme d’analyse en composantes principales parcimonieuse sont en cours de finalisation. De
plus, l’approche proposée afin de choisir le vecteur des paramètres de régularisation λ peut
être révisée (parcours différent de la grille matricielle Λ des paramètres de régularisation, par
exemple). Il serait également intéressant de comparer les résultats obtenus en se fondant sur
d’autres approches de l’analyse en composantes principales parcimonieuse (voir par exemple
[92]). Une étude pourrait être réalisée afin de comparer notre version du common spatial pat-
tern parcimonieux avec celle proposée dans [49].
L’utilisation de la méthode du common spatial pattern peut également être étendue à des
données présentant la même structure que celles des signaux d’électroencéphalographie (3 di-
mensions : temps, sujets et capteurs) comme par exemple les signaux de l’électrocardiogramme
(ECG) lorsque la variable à prédire est binaire.
Enfin, il est évident qu’une faiblesse de ce travail se situe dans l’absence de confrontation
des résultats obtenus aux modèles disponibles en électrophysiologie humaine. Une telle étude
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permettrait de fournir une évaluation de la qualité de ce travail.
Pour conclure, le travail présenté propose une solution au problème initial. En effet, la
conception de l’interface Cerveau-Ordinateur semble maintenant envisageable. Une première
esquisse du prototype permettant d’influencer l’état de vigilance d’un sujet à l’aide de musique
synthétisée est représentée en Figure VI.10. Sur cette figure, l’interface Cerveau-Ordinateur est
encadrée en pointillée. Dans le protocole expérimental proposé, la première étape est naturel-
lement la mise en place du casque à électrodes. Seules 9 électrodes actives seront utilisées pour
les enregistrements EEG conformément aux résultats obtenus en Section 4.2.2 du Chapitre V
(voir Figure V.14). Cela représentera un gain de temps conséquent par rapport au protocole
expérimental utilisé pour l’acquisition des données utilisées dans ce travail (voir Chapitre II).
En effet, environ 45 minutes étaient nécessaires pour la mise en place des 58 électrodes actives
avec ce protocole expérimental.
Une fois le casque à électrodes mis en place, une vérification de l’état de vigilance du sujet
va être effectuée. En effet, le but de l’interface Cerveau-Ordinateur développée est de modifier
l’état de vigilance d’un sujet en le menant vers un état de vigilance cible. Il est donc important
de déterminer son état de vigilance initial afin de s’assurer que celui-ci est réellement différent
de l’état cible. C’est pourquoi, un premier enregistrement EEG sera réalisé. L’état de vigilance
initial du sujet sera alors prédit à l’aide de la méthode présentée en Section 6 du Chapitre V
(partie en bleu sur la Figure VI.10). Si cet état est différent de l’état cible, l’interface Cerveau-
Ordinateur sera proposée au sujet. Il est important de remarquer que l’utilisation de la méthode
de prédiction proposée en Section 6 du Chapitre V n’est pas redondante avec l’utilisation de la
variation contingente négative (voir Section 3.1.1.9 du Chapitre I et Section 8 du Chapitre II).
En effet, le recueil de la variation contingente négative inclut des perturbations susceptibles de
modifier l’état de vigilance du sujet (diffusion de signaux sonores, sollicitation de mouvements).
La méthode de prédiction de l’état de vigilance proposée en Section 6 du Chapitre V, n’incluant
pas ces perturbations, est donc privilégiée ici.
Au cours de ces travaux, il a été montré que lorsque l’on dispose déjà d’un signal élec-
troencéphalographique d’un individu, il est possible de savoir si un nouveau signal considéré
a été enregistré alors que le sujet était dans un état de vigilance plus élevé ou plus bas (voir
la Section 3.4 du Chapitre IV). Ainsi, en extrayant le critère des pentes sur les signaux EEG
recueillis sur le sujet durant l’utilisation de l’interface Cerveau-Ordinateur, il sera possible de
quantifier les changements d’état de vigilance d’un individu en comparant les deux signaux
électroencéphalographiques recueillis en deux instants distincts.

























































Figure VI.10 – Représentation du protocole expérimentale permettant d’amener un sujet vers un état
de vigilance cible. La partie encadrée en pointilées correspond à l’interface Cerveau-Ordinateur (ICM). Les
parties représentées en rouge et en bleu correspondent aux apports principaux de cette thèse. La partie grisée
correspond à l’algorithme génétique réalisé par Mr Legrand pour l’optimisation des paramètres musicaux.
critère des pentes est obtenue en l’extrayant du signal EEG initial. Un premier jeu de paramètres
musicaux est alors généré aléatoirement permettant ainsi de synthétiser et de diffuser une
musique de quelques secondes au sujet. Celle-ci va entraîner une modification de l’état de
vigilance. Un signal EEG va être enregistré à partir duquel une nouvelle valeur du critère des
pentes va être extraite. Cette mesure va être comparé à la valeur initiale afin d’obtenir une
évaluation des paramètres musicaux. Ces derniers vont être adaptés afin d’amener le sujet vers
l’état de vigilance cible. Une nouvelle musique va alors être diffusée et le processus va être
itéré jusqu’à ce qu’un critère d’arrêt de l’interface Cerveau-Ordinateur soit atteint (nombre
d’itération maximal atteint, état de vigilance jugé suffisamment proche de l’état cible). La
partie de l’interface Cerveau-Ordinateur, représentée en grisée sur la Figure VI.10 (évaluation
et synthèse des paramètres musicaux), est effectuée à l’aide d’un algorithme génétique réalisé
par Mr Legrand.
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Enfin, lorsque le critère d’arrêt de l’interface Cerveau-Ordinateur sera atteint (nombre d’ité-
ration maximal atteint, état de vigilance jugé suffisamment proche de l’état cible), un dernier
enregistrement EEG sera réalisé. La méthode présentée en Section 6 du Chapitre V sera ap-
pliquée afin de prédire l’état de vigilance du sujet et ainsi vérifier que l’interface a permis de
l’amener vers l’état de vigilance cible.
Le protocole expérimental qui vient d’être présenté va faire l’objet d’une étape de validation
sur plusieurs sujets « pilotes » afin de déterminer les conditions optimales de réalisation du
protocole (ajustement de la durée de diffusion des musiques synthétisées, ajustement des critères
d’arrêt de l’interface, etc). Une fois validé, ce protocole pourra être utilisé afin de modifier l’état
de vigilance de sujets.

Réduction de dimension en apprentissage supervisé. Applications à l’étude de l’activité cérébrale.
L’objectif de ce travail est de développer une méthode capable de déterminer automatiquement l’état de vigilance
chez l’humain. Les applications envisageables sont multiples. Une telle méthode permettrait par exemple de
détecter automatiquement toute modification de l’état de vigilance chez des personnes qui doivent rester dans
un état de vigilance élevée (par exemple, les pilotes ou les personnels médicaux).
Dans ce travail, les signaux électroencéphalographiques (EEG) de 58 sujets dans deux états de vigilance distincts
(état de vigilance haut et bas) ont été recueillis à l’aide d’un casque à 58 électrodes posant ainsi un problème
de classification binaire. Afin d’envisager une utilisation de ces travaux sur une application du monde réel, il est
nécessaire de construire une méthode de prédiction qui ne nécessite qu’un faible nombre de capteurs (électrodes)
afin de limiter le temps de pose du casque à électrodes ainsi que son coût. Au cours de ces travaux de thèse,
plusieurs approches ont été développées.
Une première approche propose d’utiliser un pré-traitement des signaux EEG fondé sur l’utilisation d’une
décomposition en ondelettes discrète des signaux EEG afin d’extraire les contributions de chaque fréquence
dans le signal. Une régression linéaire est alors effectuée sur les contributions de certaines de ces fréquences
et la pente de cette régression est conservée. Un algorithme génétique est utilisé afin d’optimiser le choix des
fréquences sur lesquelles la régression est réalisée. De plus, cet algorithme génétique permet la sélection d’une
unique électrode.
Une seconde approche est fondée sur l’utilisation du Common Spatial Pattern (CSP). Cette méthode permet
de définir des combinaisons linéaires des variables initiales afin d’obtenir des signaux synthétiques utiles pour la
tâche de classification. Dans ce travail, un algorithme génétique ainsi que des méthodes de recherche séquentielle
ont été proposés afin de sélectionner un sous groupes d’électrodes à conserver lors du calcul du CSP.
Enfin, un algorithme de CSP parcimonieux fondé sur l’utilisation des travaux existant sur l’analyse en compo-
santes principales parcimonieuse a été développé.
Les résultats de chacune des approches seront détaillés et comparés. Ces travaux ont aboutit sur l’obtention
d’un modèle permettant de prédire de manière rapide et fiable l’état de vigilance d’un nouvel individu.
Mots clés : EEG, Vigilance, algorithme génétique, Common Spatial Pattern, CSP parcimonieux, VCN, décom-
position en ondelettes discrète.
Conclusion
Dimensionality reduction for supervised learning. Applications to the study of brain activity.
The aim of this work is to develop a method able to automatically determine the alertness state of humans.
Such a task is relevant to diverse domains, where a person is expected or required to be in a particular state.
For instance, pilots, security personnel or medical personnel are expected to be in a highly alert state, and this
method could help to confirm this or detect possible problems.
In this work, electroencephalographic data (EEG) of 58 subjects in two distinct vigilance states (state of high and
low alertness) were collected via a cap with 58 electrodes. Thus, a binary classification problem is considered. In
order to use of this work on a real-world applications, it is necessary to build a prediction method that requires
only a small number of sensors (electrodes) in order to minimize the time needed by the cap installation and
the cap cost. During this thesis, several approaches have been developed.
A first approach involves use of a pre-processing method for EEG signals based on the use of a discrete wavelet
decomposition in order to extract the energy of each frequency in the signal. Then, a linear regression is
performed on the energies of some of these frequencies and the slope of this regression is retained. A genetic
algorithm (GA) is used to optimize the selection of frequencies on which the regression is performed. Moreover,
the GA is used to select a single electrode .
A second approach is based on the use of the Common Spatial Pattern method (CSP). This method allows to
define linear combinations of the original variables to obtain useful synthetic signals for the task classification.
In this work, a GA and a sequential search method have been proposed to select a subset of electrode which
are keep in the CSP calculation.
Finally, a sparse CSP algorithm, based on the use of existing work in the sparse principal component analysis,
was developed.
The results of the different approaches are detailed and compared. This work allows us to obtaining a reliable
model to obtain fast prediction of the alertness of a new individual.
Keywords : EEG, Alertness, Genetic Algorithm, Sparse CSP, CNV, wavelet decomposition.
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