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SEMI-ORDER CONTINUOUS OPERATORS ON
VECTOR SPACES
KAZEM HAGHNEJAD AZAR, MINA MATIN, AND RAZI ALAVIZADEH
Abstract. In this manuscript, we will study both o˜-convergence
in (partially) ordered vector spaces and a kind of convergence in a
vector space V . A vector space V is called semi-order vector space
(in short semi-order space), if there exist an ordered vector space
W and an operator T from V into W . In this way, we say that
V is semi-order space with respect to {W,T }. A net {xα} ⊆ V
is said to be {W,T }-order convergent to a vector x ∈ V (in short
we write xα
{W,T}
−−−−→ x), whenever there exists a net {yβ} in W
satisfying yβ ↓ 0 in W and for each β, there exists α0 such that
±(Txα − Tx) ≤ yβ whenever α ≥ α0. In this manuscript, we
study and investigate some properties of {W,T }-convergent nets
and its relationships with other order convergence in partially or-
dered vector spaces. Assume that V1 and V2 are semi-order spaces
with respect to {W1, T1} and {W2, T2}, respectively. An operator
S from V1 into V2 is called semi-order continuous, if xα
{W1,T1}
−−−−−→ x
implies Sxα
{W2,T2}
−−−−−→ Sx whenever {xα} ⊆ V1. We study some
properties of this new classification of operators.
1. Introduction
Let W be a real vector space and K be a cone in W , that is, K is a
wedge (x, y ∈ K and λ, µ ≥ 0 imply λx+µy ∈ K) andK∩(−K) = {0}.
In W a partial order is defined by x ≤ y whenever y − x ∈ K. The
space (W,K) (or, loosely W ) is then called a (partially) ordered vector
space. A subspace M ⊆W is majorizing in W if for every x ∈ W there
exists some m ∈ M with x ≤ m (or, equivalently, if for each x ∈ W
there exists some m ∈ M with m ≤ x). A subspace M ⊆ W is called
directed if for every x, y ∈ M there is an element z ∈ M such that
x ≤ z and y ≤ z. An ordered vector space W is directed if and only
if W+ is generating in W , that is, W = W+ −W+. An ordered vector
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space W is called Archimedean if for every x, y ∈ W with nx ≤ y for
every n ∈ N one has x ≤ 0. The ordered vector space W has the
Riesz decomposition property (RDP) if for every x1, x2, z ∈ K with
z ≤ x1 + x2 there exist z1, z2 ∈ K such that z = z1 + z2 with z1 ≤ x1
and z2 ≤ x2. We call a linear subspace M of an ordered vector space
W order dense in W if for every x ∈ W we have
x = inf{z ∈M : x ≤ z},
that is, the greatest lower bound of set {z ∈ M : x ≤ z} exists in W
and equals x, see page 360 of [3]. Clearly, if M is order dense in W ,
then M is majorizing in W . Denote for a subset M of W , the set of all
upper bounds by Mu = {x ∈ W : x ≥ m for all m ∈ M}. A subset
M of an ordered vector space W is called solid if for every x ∈ W and
y ∈ M the relation {±y}u ⊆ {±x}u implies x ∈ M . A solid subspace
M of W is called an ideal. The elements x, y ∈ W are called disjoint,
in symbols x ⊥ y, if {±(x + y)}u = {±(x − y)}u. The disjoint com-
plement of a subset M ⊆ W is Md = {x ∈ W | ∀y ∈ M : x ⊥ y}. A
sequence {xn} ⊆W is said to be disjoint, if for every n 6= m, xn ⊥ xm.
A linear subspace M of an ordered vector space W is called a band in
W if M =Mdd.
Recall that a linear map i : W1 → W2 between two ordered vector
spaces is said to be bipositive if for every x ∈ W1 one has i(x) ≥ 0 if
and only if x ≥ 0. A partially ordered vector space (W1, K) is called
pre-Riesz space if for every x, y, z ∈ W1 the inclusion {x+ y, x+ z}
u ⊆
{y, z}u implies x ∈ K. Clearly, each vector lattice is pre-Riesz space,
since the inclusion in definition of pre-Riesz space reduces to inequality
(x+ y) ∨ (x+ z) ≥ y ∨ z, so x+ (y ∨ z) ≥ y ∨ z, which implies x ≥ 0.
By Theorem 4.3 of [4], ordered vector space W1 is a pre-Riesz space if
and only if there exist a vector lattice W2 and a bipositive linear map
i :W1 →W2 such that i(W1) is order dense inW2. The pair (W2, i) (or,
loosely W2) is then called a vector lattice cover of W1. The theory of
pre-Riesz spaces and their vector lattice covers is due to van Haandel,
see [8].
A net {xα} in ordered vector space W is said to be decreasing (in
symbols, xα ↓), whenever α ≥ β implies xα ≤ xβ . For x ∈ W the
notation xα ↓ x means that xα ↓ and infα{xα} = x both hold. The
meanings of xα ↑ x are analogus. We say that a net {xα} ⊆ W , (o)-
converges to x ∈ W (in symbols, xα
o
−→ x), if there is a net {yα} ⊆ W
such that yα ↓ 0 and for all α one has ±(xα − x) ≤ yα. Let W1 and
W2 be two ordered vector spaces. An operator T : W1 → W2 is said
to be order continuous, if every net {xα} ⊆ W1 with xα
o
−→ 0 implies
SEMI-ORDER CONTINUOUS OPERATORS ON VECTOR SPACES 3
Txα
o
−→ 0 in W2. The collection of all order continuous operators be-
tween two ordered vector spaces W1 and W2, showed by Loc(W1,W2).
From [9] recall that the directed part of Loc(W1,W2) has been showed
by L⋄oc(W1,W2) = Loc(W1,W2)+−Loc(W1,W2)+ where W1 and W2 are
ordered vector spaces and W1 is directed.
Let (W,K) be an ordered vector soace. For two elements y, z ∈ K with
y ≤ z denote the according order interval by [y, z] = {x ∈ W : y ≤ x ≤
z}. A set M ⊂ W is called order bounded if there are y, z ∈ W such
that M ⊆ [y, z].
2. o˜-continuous operators
Let W be an ordered vector space. A net {xα} ⊆ W is said to
be o˜-convergent to x ∈ W (in symbol, xα
o˜
−→ x) if there exists a net
{yβ} ⊆ W , possibly over a different index set, such that yβ ↓ 0 in W
and for every β there exists α0 such that ±(xα − x) ≤ yβ, whenever
α ≥ α0.
It is clear that for each net {xα} ⊆W , xα
o
−→ x implies xα
o˜
−→ x, but by
Example 1.4 of [1], the converse, in general not holds.
Lemma 2.1. Let W be an ordered vector space and {xα} ⊆W . Then
we have the following assertions.
(1) xα
o˜
−→ x iff (xα − x)
o˜
−→ 0.
(2) If 0 ≤ xα
o˜
−→ x, then 0 ≤ x.
(3) If for each α, xα ≤ y and xα
o˜
−→ x, then x ≤ y.
(4) If xα
o˜
−→ x and xα
o˜
−→ y, then x = y.
(5) If xα
o˜
−→ x and yα
o˜
−→ y, then λxα + µyα
o˜
−→ λx + µy for all
λ, µ ∈ R.
(6) If xα
o˜
−→ x, zα
o˜
−→ z and xα ≤ zα for all α, then x ≤ z.
Proof. (1) By definition it is established.
(2) Since xα
o˜
−→ x, therefore there exists net {yβ} ⊆ W such that
yβ ↓ 0 and for every β there exists α0 such that ±(xα−x) ≤ yβ
whenever α ≥ α0. Since xα − x ≤ yβ, then 0 ≤ xα ≤ x + yβ.
Therefore 0 ≤ yβ + x and 0 ≤ infβ{yβ}+ x = x.
(3) By assumption there exists a net {yβ} ⊆ W such that yβ ↓ 0 and
for every β there exists α0 such that ±(xα − x) ≤ yβ whenever
α ≥ α0. We have x = x − xα + xα ≤ yβ + y whenever α ≥ α0
and therefore x ≤ infβ{yβ}+ y, and follows x ≤ y.
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(4) We have x− y = x−xα+xα− y ≤ yβ+ zγ where yβ ↓ 0, zγ ↓ 0,
therefore x ≤ y. By the same way y ≤ x and so x = y.
(5) We know that if yβ ↓ 0 and x ≤ y, then for every λ ≥ 0, λyβ ↓ 0
and λx ≤ λy. Note that if λ < 0, then λ(±xα) = −λ(±xα).
Therefore the proof holds.
(6) According to the relationship x − z = x − xα + xα − z ≤ x −
xα + zα − z, the proof is obvious. 
Definition 2.2. Let W1 and W2 be two ordered vector spaces. An
operator T : W1 →W2 is said to be
(1) o˜-continuous, if for every net {xα} in W1 with xα
o˜
−→ 0 it follows
that T (xα)
o˜
−→ 0 holds in W2.
(2) σ-o˜-continuous, if for every sequence {xn} in W1 with xn
o˜
−→ 0
it follows that T (xn)
o˜
−→ 0 holds in W2.
We show the collection of all o˜-continuous (σ-o˜-continuous) operators
between two ordered vector spacesW1,W2, by Lo˜c(W1,W2) (Lσo˜c(W1,W2)).
Example 1.8 of [1] shows that the classes of o˜-continuous operators and
order continuous operators between two ordered vector spaces W1 and
W2 are different.
Example 2.3. Let B be a projection band of ordered vector space W
and PB the corresponding band projection. Let {xα} ⊆W and xα
o˜
−→ 0
in W . There exists a net {yβ} ⊆ W that yβ ↓ 0 in W . For each β there
is α0 such that PBxα ≤ yβ for each α ≥ α0. It is clear that yβ
o
−→ 0 in
W and there exists a net {zβ} ⊆ B that PB(yβ) ≤ zβ for each β. We
have PB(xα) = PB(PB(xα)) ≤ PB(yβ) ≤ zβ whenever α ≥ α0.
Theorem 2.4. Let T : W1 → W2 be an operator between two ordered
vector spaces.
(1) If 0 ≤ T is order continuous, then T is o˜-continuous.
(2) IfW2 is a Dedekind complete vector lattice and T is o˜-continuous,
then T is order continuous.
(3) If W1 is directed with RDP and W2 is a Dedekind complete
vector lattice. Then operator T : W1 →W2 is order continuous
iff T is o˜-continuous.
Proof. (1) Let {xα} ⊆W1 be a net such that xα
o˜
−→ 0. There exists
a net {yβ} in W1 such that yβ ↓ 0 and for every β there exists
α0 such that ±xα ≤ yβ whenever α ≥ α0. Due to T being
positive we obtain ±T (xα) ≤ T (yβ). Since T is positive and
order continuous, hence by Lemma 7 of [9], Tyβ ↓ 0 in W2. It
follows T (xα)
o˜
−→ 0.
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(2) Let {xα} ⊆ W1 be a net such that xα
o
−→ 0 in W1. It is clear
that xα
o˜
−→ 0 in W1. By assumption Txα
o˜
−→ 0 in W2. Since W2
is a Dedekind complete vector lattice, Txα
o
−→ 0 in W2 (see page
288 of [1]). Hence T is order continuous.
(3) Let T ∈ Loc(W1,W2). By Proposition 11 of [9] we have L
⋄
oc(W1,W2) =
Loc(W1,W2). Therefore T = T1 − T2 such that T1 and T2 are
positive and order continuous. By 1, T1, T2 are o˜-continuous
and therefore T is o˜-continuous.
Conversely, it is clear by 2.

In this section we want to bring up two propositions similar to The-
orem 13 and Proposition 20 of [9], respectively.
Proposition 2.5. Let W1 be a directed ordered vector space and W2 be
a pre-Riesz space with a vector lattice cover (W3, i). If T ∈ Lo˜c(W1,W2),
then ioT ∈ Lo˜c(W1,W3).
Proof. The proof has an argument similar to Theorem 13 of [9]. 
Proposition 2.6. Let V1 and V2 be two pre-Riesz spaces and (W1, i1),
(W2, i2) be their vector lattice covers, respectively. Let a positive oper-
ator T : V1 → V2 has a positive linear extension S : W1 → W2, i.e.
Soi1 = i2oT . If S ∈ Lo˜c(W1,W2), then T ∈ Lo˜c(V1, V2).
Proof. Let {xα} be a net in V1 with xα ↓ 0 in V1. By Lemma 1(i) of
[9], the infimum of the set {i1(xα) : α ∈ A} exists in W1 and equals 0.
It is clear that i1(xα)
o˜
−→ 0 in W1. As S is o˜-continuous, S(i1(xα))
o˜
−→ 0.
Therefore there exists a net {yβ} ⊆ W2 such that yβ ↓ 0 and for each
β there is an α0 such that ±S(i1(xα)) ≤ yβ whenever α ≥ α0. Clearly
i2(T (xα)) ↓. We have 0 ≤ i2(T (xα)) = S(i1(xα)) ≤ yβ inW2. It is clear
that i2(T (xα)) ↓ 0 in W2 and by Lemma 1(ii) of [9], T (xα) ↓ 0 in V2.
By Lemma 7 of [9], T is order continuous and therefore by Theorem
2.4, T is o˜-continuous. 
3. Order convergence in semi-order vector spaces
A vector space V is called semi-order vector space (in short semi-
order space), if there exist an ordered vector space W and an operator
T from V into W . In this way, we say that V is semi-order space
with respect to {W,T}. A net {xα} ⊆ V is said to be {W,T}-order
convergent (resp. T (V )-order convergent) to a vector x ∈ V in short
we write xα
{W,T}
−−−→ x (resp. xα
T (V )
−−−→ x), whenever there exists a net
{yβ} in W (resp. T (V )) satisfying yβ ↓ 0 in W (resp. T (V )) and for
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each β, there exists α0 such that ±(Txα− Tx) ≤ yβ whenever α ≥ α0.
Whenever V is a subspace ofW and T is inclusion map, we use symbol
xα
Wo
−−→ x in V instead of symbol xα
{W,T}
−−−→ x in V .
In this section, we study some properties of {W,T}-order convergent
nets.
Let K ′ be a cone in W . Obviously, K ′ ∩ T (V ) = K ′′ is a cone of
T (V ). Then there exists K ⊆ V with T (K) = K ′′. Now if ker T = {0},
then K is a cone of V . It means that if V is a semi-order vector space
with respect to {W,T} that ker T = {0}, then V is an ordered vector
space.
We say that V has order properties, when T (V ) has these order
properties, for example see the following definition for some of them.
Definition 3.1. Assume that V is a semi-order space with respect to
{W,T}.
(1) For each x ∈ V , we define x >V 0 whenever Tx > 0 (>V is
named semi-order in V ).
(2) A subset M of V is {W,T}-order closed, {W,T}-order bounded
in V whenever T (M) is order closed, order bounded in W , re-
spectively.
(3) A subspace B ⊆ V is {W,T}-order dense, {W,T}-ideal, {W,T}-
band in V whenever T (B) is order dense, ideal, band in W ,
respectively. The operator PB : V → B defined via PB(x) = x1
where PTB(Tx) = Tx1 that x1 ∈ B and PTB : W → TB is a
band projection, is a band projection on V .
(4) Let a net {xα} ⊆ V . xα ↓ x whenever Txα ↓ Tx in W .
(5) A sequence {xn} ⊆ V is said to be {W,T}-disjoint in V , if
{Txn} is disjoint sequence in W .
For a semi-order space V , order convergence is depended to ordered
vector space W and operator T . The following example, shows that
{W,T}-order convergence depends on both of W and T .
Example 3.2. Consider the standard basis {en} of c0. c0 is a subspace
of ℓ∞ and en
{ℓ∞o}
−−−→ 0 in c0, but {en} is not I(c0)-order convergent to 0
in c0. Now set an operator T from c0 into ℓ
∞ with Ten = an whenever
an = (n, n, n, ...n, 0, 0, 0, ...), the first n places are occupied with n and
the rest is zero. It is clear that {en} is not {ℓ
∞, T}-order convergent
to zero.
Lemma 3.3. Assume that V is a semi-order space with respect to
{W,T}. Then we have the following assertions.
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(1) xα
{W,T}
−−−→ x in V iff (xα − x)
{W,T}
−−−→ 0 in V .
(2) If 0 ≤V xα
{W,T}
−−−→ x in V , then 0 ≤V x.
(3) If for each α, xα ≤V y in V and xα
{W,T}
−−−→ x in V , then x ≤V y.
(4) If xα
{W,T}
−−−→ x and xα
{W,T}
−−−→ y in V , then x = y.
(5) If xα
{W,T}
−−−→ x and yα
{W,T}
−−−→ y in V , then λxα + µyα
{W,T}
−−−→
λx+ µy in V for all λ, µ ∈ R.
(6) If xα
{W,T}
−−−→ x, zα
{W,T}
−−−→ z and xα ≤V zα for all α in V , then
x ≤V z.
Proof. By using of Definition 3.1 and the proof of Lemma 2.1, the proof
is complete. 
Theorem 3.4. (1) Let W be an order dense subspace of ordered
vector space U . If {xα} ⊆ V and xα
{W,T}
−−−→ 0 in V , then
xα
{U,T}
−−−→ 0 in V .
(2) If V is order dense in W and xα
T (V )
−−−→ x in V , then xα
{W,T}
−−−→ x
in V .
(3) Assume that V is semi-order space with respect to both {W1, T}
and {W2, T} such that W1 is an ideal of vector lattice W2. If
{xα} is {W1, T}-order bounded in V , then xα
{W2,T}
−−−−→ 0 in V
implies xα
{W1,T}
−−−−→ 0 in V .
(4) Let W be a vector lattice, I be a {W,T}-ideal in V and {xα} ⊆
I. xα
{W,T}
−−−→ x in V iff xα
{W,T |I}
−−−−→ x in I.
(5) Let (U, i) be a vector lattice cover of pre-Riesz space W and
{xα} ⊆ V . Then xα
{W,T}
−−−→ 0 in V implies xα
{U,ioT}
−−−−→ 0 in V .
Proof. (1) Let {xα} ⊆ V and xα
{W,T}
−−−→ x in V , therefore there
exists a net {yβ} ⊆W that yβ ↓ 0 in W . By Proposition 5.1 of
[4], yβ ↓ 0 in U . Hence the proof is complete.
(2) By assumption and by Definition 3.1, T (V ) is order dense in
W . Therefore the proof is clear by 1.
(3) Assume that {xα} ⊆ V and xα
{W2,T}
−−−−→ 0 in V . Then there
exists {yβ} ⊆ W2 satisfying yβ ↓ 0 and for each β there exists
α0 such that |Txα| ≤ yβ whenever α ≥ α0. By assumotion and
by Definition 3.1, there exists a u ∈ W1
+ such that |Txα| ≤ u.
Since W1 is an ideal of W2, {u ∧ yβ} ⊆ W1. It is clear that
u ∧ yβ ↓ 0 in W1. It is obvious that for each β there exists
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α0 that |Txα| ≤ u ∧ yβ whenever α ≥ α0. It follows that
xα
{W1,T}
−−−−→ 0 in V .
(4) Let {xα} ⊆ I and xα
{W,T}
−−−→ x in V , that means that T (xα)
o˜
−→
T (x) inW . By Definition 3.1, T (I) is an ideal inW . By Lemma
2.5 of [5], T (xα)
o˜
−→ T (x) in T (I). Hence x ∈ I.
Conversely, it is clear that if xα
{W,T |I}
−−−−→ x in I, then xα
{W,T}
−−−→ x
in V .
(5) Let {xα} ⊆ V and xα
{W,T}
−−−→ 0 in V . Then there exists a net
{yβ} ⊆ W such that yβ ↓ 0 in W and for each β there exists
α0 that ±(T (xα− x)) ≤ yβ whenever α ≥ α0. Since W is order
dense in U , therefore by Proposition 5.1 of [4], yβ ↓ 0 in U . By
Lemma 1 of [9], i(yβ) ↓ 0 in U . Because i is positive, we have
±i(T (xα − x)) ≤ i(yβ).

Assume that V is a semi-order space with respect to {W,T}. A
set A ⊆ V is {W,T}-closed (resp. T (V )-closed) in V , if for any net
{xα} ⊆ A and x ∈ V with xα
{W,T}
−−−→ x (resp. xα
T (V )
−−−→ x) in V , one has
x ∈ A.
Proposition 3.5. Let T be onto, one-to-one and A ⊆ V . Then A is
{W,T}-order closed iff T (A) is o˜-closed in W
Proof. Let {xα} be a net in A and xα
{W,T}
−−−→ x in V . It follows that
there exists a net {yβ} ⊆ W such that yβ ↓ 0 and for each β there exists
α0 that ±(Txα−Tx) ≤ yβ whenever α ≥ α0. Since {Txα} ⊆ T (A) and
T (A) is o˜-closed in W , therefore Tx ∈ T (A). It follows that x ∈ A.
Conversely, let {T (xα)} ⊆ T (A) and Txα
o˜
−→ y. Since T is onto, there
exists x ∈ V that Tx = y. It is clear that {xα} ⊆ A, xα
{W,T}
−−−→ x in V .
By assumption x ∈ A. So Tx ∈ T (A). 
Proposition 3.6. Let V be a semi-order space with respect to {W,T}
where W is a vector lattice. Each {W,T}-disjoint and {W,T}-order
bounded sequence {xn} ⊆ V is {W,T}-order null.
Proof. By Definition 3.1, {Txn} is order bounded and disjoint in W .
Therefore by Corollary 3.6 of [5], Txn
uo
−→ 0 inW . Since {Txn} is order
bounded in W , we have Txn
o˜
−→ 0 in W . Hence there exists a sequence
{ym} ⊆W such that ym ↓ 0 in W and for every m there exists n0 such
that ±Txn ≤ |Txn| ≤ ym whenever n ≥ n0. Thus xn
{W,T}
−−−→ 0 in V . 
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4. Semi-order continuous operators
Assume that V1 and V2 are semi-order spaces with respect to {W1, T1}
and {W2, T2}, respectively. An operator S from V1 into V2 is positive,
when x >V1 0 implies Sx >V2 0
Definition 4.1. Assume that V1 and V2 are semi-order spaces with
respect to {W1, T1} and {W2, T2}, respectively. An operator S from V1
into V2 is called
(1) semi-order continuous, if xα
{W1,T1}
−−−−−→ x implies Sxα
{W2,T2}
−−−−−→ Sx
whenever {xα} ⊆ V1.
(2) σ-semi-order continuous, if xn
{W1,T1}
−−−−−→ x implies Sxn
{W2,T2}
−−−−−→
Sx whenever {xn} ⊆ V1.
It is obvious that an operator S from V1 into V2 is called semi-order
continuous if and only if xα
{W1,T1}
−−−−−→ x implies xα
{W2,T2S}
−−−−−→ x whenever
{xα} ⊆ V1. Since semi-order continuity of an operator S between
two semi-order spaces depends on W1 and W2, the collection of all
semi-order continuous operators between two semi-order spaces V1 and
V2 will be denoted by LoW1W2 (V1, V2). Similarly, LσoW1W2 (V1, V2) will
denote the collection of all operators from V1 to V2 that are σ-semi-order
continuous. Whenever S ∈ LoW1W2 (V1, V2) (resp. LσoW1W2 (V1, V2)), we
say that, S is oW1W2-continuous (resp, σ-oW1W2-continuous).
Here are some examples of semi-order continuous operators.
Example 4.2. (1) Let V be a pre-Riesz space and W is its vector
lattice cover that W is Archimedean. The inclusion map I :
V → W is oV δW δ-continuous (V
δ,W δ are Dedekind completions
of V ,W respectively). Let {xα} ⊆ V and xα
{V δo}
−−−→ 0 in V . Then
by Theorem 2 of [9], Ixα
{W δo}
−−−−→ 0 in W .
(2) Let V be a semi-order space with respect to {W,T}, B be a
band of V and PB : V → B be a band projection. If {xα} ⊆ V
and xα
{W,T}
−−−→ 0 in V , then Txα
o˜
−→ 0 in W . By Definition
3.1, T (B) is a band in W . We consider the band projection
PTB : W → TB. By Example 2.3, PTB(Txα)
o˜
−→ 0 in TB. It is
clear that T |BPB = PTBT . Therefore PB(xα)
{T |B(B)}
−−−−−→ 0 in B.
So PB is oW,TB-continuous.
(3) Let f be a continuous functional on Banach lattice E. Since R
is a KB-space so by Theorem 4.60 of [2], c0 is not embeddable
in E. By Theorem 4.63 of [2], there exist a KB-space F , lattice
homomorphism Q : E → F and functional g : F → R such that
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f = goQ. If I is identity map on R, we have Iof = goQ. If
{xα} ⊆ E and xα
{F,Q}
−−−→ 0 in E, then Q(xα)
o˜
−→ 0 in F . Since
F has order continuous norm, therefore Q(xα)
‖.‖
−→ 0 in F . So
g(Q(xα))
‖.‖
−→ 0 and hence g(Q(xα))
o˜
−→ 0 in R. Therefore we
have f(xα)
{Ro}
−−→ 0. Hence f is oF,R-continous.
Theorem 4.3. Let V1, V2 be two pre-Riesz spaces, (W1, i1), (W2, i2) be
their vector lattice covers, respectively and S : V1 → V2 be a positive
operator.
(1) If S has extension positive and order continuous S˜ : W1 → W2
that i2oS = S˜oi1, then S ∈ LoW1W2 (V1, V2).
(2) S ∈ LoW1W2 (V1, V2) iff xα ↓ 0 in V1 implies Sxα ↓ 0 in V2 for
each net {xα} ⊆ V1.
Proof. (1) Let {xα} ⊆ V1 and xα
{W1,i1}
−−−−→ 0 in V1. Then there
exists a net {yβ} ⊆ W1 such that yβ ↓ 0 and for each β there
exists α0 that ±i1(xα) ≤ yβ whenever α ≥ α0. Since S˜ is
order continuous and positive, therefore by Theorem 1.56 of
[2], S˜(yβ) ↓ 0 in W2 and it is clear that S˜(±i1(xα)) ≤ S˜(yβ).
Hence by assumption S(xα)
{W2,i2}
−−−−→ 0.
(2) Suppose that 0 ≤ S ∈ LoW1W2 (V1, V2) and {xα} ⊆ V1 with xα ↓ 0
in V1. Then by Lemma 1 of [9], i1(xα) ↓ 0 inW1. It is clear that
xα
{W1,i1}
−−−−→ 0 in V1. By assumption, we have Sxα
{W2,i2}
−−−−→ 0 in V2.
It follows that there exists a net {yβ} ⊆ W2 satisfying, yβ ↓ 0
in W2 and for each β there exists α0 such that ±i2Sxα ≤ yβ
whenever α ≥ α0. It follows that i2Sxα ≤ inf yβ = 0 for each
α and so i2Sxα ↓ 0 in W2 and therefore by Lemma 1 of [9],
Sxα ↓ 0 in V2.
Conversely, let {xα} ⊆ V1 and xα
{W1,i1}
−−−−→ 0 in V1. There exists a
net {yβ} ⊆W1 such that yβ ↓ 0 inW1 and for each β there exists
α0 such that ±i1(xα) ≤ yβ whenever α ≥ α0. Hence i1xα ↓ 0 in
W1. By Lemma 1 of [9], xα ↓ 0 in V1. By assumption Sxα ↓ 0
in V2 and by Lemma 1 of [9], i2S(xα) ↓ 0 in W2. Therefore
S(xα)
{W2,i2}
−−−−→ 0 in V2.

Assume that V1 and V2 are semi-order spaces with respect to {W1, T1}
and {W2, T2}, respectively. An operator S : V1 → V2 is semi-order
bounded, if S(A) is {W2, T2}-bounded for each {W1, T1}-bounded set
A ⊆ V1.
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If S : V1 → V2 semi-order bounded, then we write that S is W1W2-
order bounded (for short, oW1W2-bounded).
We denote the collection of all oW1W2-bounded operators S : V1 → V2
by LbW1W2 (V1, V2).
Theorem 4.4. Let V1, V2 be subspaces of ordered vector spaces W1,W2,
respectively, such that W2 is Archimedean Dedekind complete vector
lattice. Then, LoW1W2 (V1, V2) is subspace of LbW1W2 (V1, V2).
Proof. Let S : V1 → V2 be an oW1W2-continuous operator. First we
consider y ∈ W1+ and A = V1 ∩ [0, y]. Let I = N× A be an index set
with the lexicographical order. Namely, (n, x) > (m, z) if and only if
either one the following holds true.
(1) n > m,
(2) n = m and x > z.
It is easy to check that I is a directed set, so we may consider a net
indexed by I. Let us set ϕ(n,x) =
1
n
x for all x ∈ A. Then we have
0 ≤ ϕ(n,x) ≤
1
n
x. It follows that ϕ(n,x) is {W1}-order convergent to
zero. By assumption, Sϕ(n,x) is {W2}-order convergent to zero. Then
there exists a net (yβ)β such that yβ ↓ 0 and for every β there exists
(n, x) satisfying ±Sϕ(m,z) ≤ yβ for all (m, z) > (n, x). Let us pick
any yβ and find corresponding index (n, x) ∈ I. Then, in particular,
±Sϕ(n+1,z) ≤ yβ for all z ∈ A. It follows that −(n + 1)yβ ≤ Sz ≤
(n+1)yβ for every z ∈ A. Thus, S is oW1W2-bounded operator from V1
into V2. 
Let V1 and V2 be two semi-order spaces with respect to {W1, T1} and
{W2, T2}, respectively, where W1 is directed. We define the directed
part of LoW1W2 (V1, V2) by
L⋄oW1W2
(V1, V2) := LoW1W2 (V1, V2)+ − LoW1W2 (V1, V2)+.
Theorem 4.5. Let V1 and V2 be two pre-Riesz spaces with vector lattice
covers {W1, i1} and {W2, i2},respectively, such that V1 with a generating
cone has the RDP and V2, W2 is Archimedean Dedekind complete vector
lattice. Then
(1) LbW1W2 (V1, V2) is a Dedekind complete vector lattice.
(2) LoW1W2 (V1, V2) is a vector lattice.
(3) LoW1W2 (V1, V2) is a band in LbW1W2 (V1, V2).
Proof. (1) By Theorem 8 of [9], Lb(V1, V2) is a Dedekind complete
vector lattice. Since V1 and V2 are majorizing in W1 and W2 re-
spectively, it is clear that T ∈ LbW1W2 (V1, V2) iff T ∈ Lb(V1, V2).
Therefore LbW1W2 (V1, V2) is a Dedekind complete vector lattice.
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(2) Let T ∈ LoW1W2 (V1, V2). By Theorem 4.4, T ∈ LbW1W2 (V1, V2).
Therefore by 1, |T | exists and belongs to LbW1W2 (V1, V2). Let
{xα} ⊆ V1 and xα ↓ 0. By Theorem 4.3(2), it is enough to
show that |T |xα ↓ 0 in V2. Since |T | is positive and V2 is a
Dedekind complete, so there exists a z ∈ V2 that |T |xα ↓ z in
V2. Let z 6= 0. We have i2|T |(xα) ↓ i2z in W2. There exists a
net {yβ} ⊆ W2 that yβ ↓ 0 and for each β there exists α0 that
±i2(|T |xα − z) ≤ yβ whenever α ≥ α0. We have ±i2(Txα) ≤
i2(|T |xα) ≤ yβ ± i2z. So ±i2(Txα − z) ≤ yβ whenere α ≥ α0.
This is a contradiction with Txα
{W2,i2}
−−−−→ 0. Therefore |T |xα ↓ 0
in V2.
(3) By Theorem 4.4, LoW1W2 (V1, V2) is a subspace in LbW1W2 (V1, V2).
Let T ∈ LoW1W2 (V1, V2), S ∈ LbW1W2 (V1, V2) with |S| ≤ |T | and
{xα} ⊆ V1 with xα
{W1,i1}
−−−−→ 0 in V1. We have |T |xα
{W2,i2}
−−−−→ 0.
With loss of generality, we can assume 0 ≤ xα for each α. By
enequality ±i2S(xα) ≤ i2|S|xα ≤ i2|T |xα, Sxα
{W2,i2}
−−−−→ 0. So
LoW1W2 (V1, V2) is an ideal in LbW1W2 (V1, V2). To see that the
ideal LoW1W2 (V1, V2) is a band, the proof has similar argument
of Theorem 1.57 [2].

References
[1] Y.Abramovich, G. Sirotkin: On order convergence of nets, Positivity, 9, 2005,
287-292.
[2] C. D. Aliprantis, O. Burkinshaw: Positive Operators, Springer, Berlin 2006.
Zbl 1098.47001, MR2262133.
[3] G. Buskes, A.C.M. van Rooji: The vector lattice cover of certain partially
ordered groups, J. Austral. Math. Soc. (Series A), 54(1993):352-367.
[4] O.V. Gaans, A. Kalauch: Ideals and Bands in Pre-Riesz spaces, Positivity,
12(4), 2008, 591-611.
[5] N. Gao, V.G. Troitsky, and F. Xanthos: Uo-convergence and its applica-
tions to Cesro means in Banach lattices. Isr. J. Math. 220(2017), 649-689.
Zbl 1395.46017, MR3666441.
[6] N. Gao and F. Xanthos: Unbounded order convergence and application to
martingales without probability. J. Math. Anal. Appl. 415(2014), 931–947.
Zbl 1351.60053, MR3178299.
[7] J. Glu¨ck : A short note on band projections in partially ordered vector spaces.
Preprint, 2018.
[8] M.van. Haandel: Completions in Riesz space Theory, Proefschrift (PhD the-
sis), Universiteit Nijmegen, The Netherlands, 1993.
[9] A. Kalauch, H. Malinowski: Order continuous operators on Pre-Riesz spaces
and embeddings. arxiv:1802.024776V1, 2018
SEMI-ORDER CONTINUOUS OPERATORS ON VECTOR SPACES 13
[10] A. Kalauch, H. Malinowski: Vector lattice covers of ideals and bands in Pre-
Riesz spaces, https: arxive.org abs 1801.07191,2018. submitted.
[11] B.Z. Vulikh: Geometria der Kegel in normierten Raumen, De gruyter, 2017.
Translated from Russian and denoted by M.R.Weber.
Department of Mathematics and Applications, Faculty of Sciences,
University of Mohaghegh Ardabili, Ardabil, Iran.
E-mail address : haghnejad@uma.ac.ir
E-mail address : minamatin@uma.ac.ir
E-mail address : ralavizadeh@uma.ac.ir
