We study an integrated supply chain design problem that determines the locations of retailers and the assignments of customers to retailers in order to minimize the expected costs of location, transportation, and inventory. The system is subject to random supply disruptions that may occur at either the supplier or the retailers. Analytical and numerical studies reveal the effects of these disruptions on retailer locations and customer allocations. In addition, we demonstrate numerically that the cost savings from considering supply disruptions at the supply chain design phase (rather than at the tactical or operational phase) are usually significant.
Introduction
Integrated supply chain design problems make facility location and demand assignment decisions based on the locations and demand characteristics of fixed customers in order to minimize the total cost (or maximize the total profit), including location, inventory and transportation costs. The existing research on integrated supply chain design problems assumes that the suppliers and facilities in supply chain networks are always available to serve their customers. However, supply chain disruptions are possible at any stage of a supply chain network, and failing to plan for them adequately may result in significant economic losses.
Recent examples of supplier/facility disruptions include:
• The west-coast port lockout in 2002 and the subsequent inventory shortages caused factories across a variety of industries to close and perishable cargo to rot. Economists estimated damage to the economy at $1 billion a day (Greenhouse, 2002 ).
• The logistical logjam due to the disruptions of numerous facilities after hurricanes Katrina and Rita caused a huge economic loss in 2005 (Barrionuevo and Deutsch, 2005) . For example, 124 local Wal-Mart stores and two distribution centers were shut down, and fifteen stores remained closed half a month after Hurricane Katrina (Halkias, 2005) .
We learn from these examples that supplier and facility disruptions should be both considered in integrated supply chain design problems so that the facilities' locations are determined with the possible losses caused by facility disruptions taken into consideration and the inventory decisions at the facilities are made to protect against supplier disruptions.
In summary, we believe that it is important for supply chain designers and managers to be able to address the following questions:
• What are the impacts of disruptions both at internal facilities and at those facilities' suppliers on the optimal facility location and demand-allocation decisions?
• Can significant cost savings be achieved in practice if we consider supply disruptions at the supply chain design phase?
We explore answers to these questions, borrowing ideas from inventory management problems with supply disruptions, such as the models of Parlar and Berkin (1991), Berk and Arreola-Risa Specifically, we consider the following single-product problem: Customers are distributed throughout a certain region. We wish to open one or more retailers that are served directly from a supplier whose location is fixed. The retailers satisfy deterministic demands from the customers and place replenishment orders to the supplier. (This deterministic-demand assumption is relaxed in Section 7, in which we also show that relaxing this assumption has little, if any, impact on the solution.)
We assume zero lead time for order processing at the supplier and retailers when non-disrupted.
However, both the supplier and the retailers may be disrupted randomly:
• When a retailer is disrupted, it becomes unavailable, and no customer demand received during the disruption can be filled until the disruption has ended. In addition, any inventory on hand at the retailer is destroyed when the disruption occurs.
• If a retailer wishes to place an order when the supplier is disrupted, this order will not be filled until the supplier recovers from the disruption. Hence, a retailer may not be able to serve its customers even if it is available itself, since it may have no inventory on hand due to the delayed shipment from the disrupted supplier.
If a customer is assigned to a retailer but the retailer is disrupted or out of stock, the unmet demands are backlogged, at a cost. We assume that customers may not be temporarily reassigned to non-disrupted retailers if their own assigned retailer is disrupted or out of stock; that is, we do not consider dynamic sourcing. In addition, we allow some customers not to be served at all, even when no disruptions have occurred, if the cost of serving them is prohibitive. In this case, a lost-sales penalty is applied for each unit of unserved customer demand.
We formulate an integrated model to determine 1) how many retailers should be opened, and where to locate them; 2) which retailers should serve which customers; and 3) how often and how much to order at each retailer, so as to minimize the total location, working inventory (including ordering, holding and backorder costs), transportation, and lost-sales costs. Since customer demands are deterministic, the inventory at each retailer serves two main purposes: 1) to take advantage of economies of scale due to fixed costs, and 2) to protect against supplier disruptions. We analyze this model to evaluate the impact of random supply disruptions at the supplier and retailers on the retailer location and customer demand allocation decisions. We use numerical experiments to verify the conclusions made in our analytical studies. Our results show that significant cost savings can often be achieved if we consider supply disruptions when making supply chain design decisions.
The remainder of this paper is organized as follows. In Section 2, we review the related literature.
We then propose an integrated supply chain design model in Section 3 for the problem stated above.
We analyze the model in Section 4 to evaluate the impact of supply disruptions on facility location and demand assignment decisions. We suggest a solution algorithm in Section 5 for the model, and conduct numerical experiments in Section 6 to further study the impact of supply disruptions and explore the conditions under which significant cost savings can be achieved by considering supply disruptions during the supply chain design phase. An extension to our original model is addressed in Section 7, in which we relax the deterministic-demand assumption made in Section 3.
We conclude our work in Section 8, and suggest some future research directions.
Literature Review
The study by Parlar and Berkin (1991) is among the earliest works that incorporate supply disruptions into classical inventory models. They consider a variant of the EOQ model in which supply is available during an interval of random length and then unavailable for another interval of random length. Their model assumes that the firm knows the availability status of the supplier and that it follows a zero-inventory ordering (ZIO) policy. Berk and Arreola-Risa (1994) show that Parlar and Berkin's original model is incorrect in two respects. Their corrected cost function cannot be minimized in closed form, nor is it known whether it is convex.
Snyder (2008) develops an effective approximation for the model introduced by Berk and
Arreola-Risa (1994). His approximate cost function not only is convex but also yields a closedform solution and behaves similarly to the classical EOQ cost function in several important ways.
Heimann and Waage (2007) relax the ZIO assumption in Snyder's model and derive a closed-form approximate solution. Parlar and Perry (1995) relax the two assumptions made in (1991). First, they consider the case in which the decision maker is not aware of the ON-OFF status of the supply before an order is placed. Second, their model allows the reorder point to be a decision variable. In addition to random supply disruptions, Gupta (1996) assumes that the customer demands are random, generated according to a Poisson process. He considers constant lead times, whereas Parlar (1997) introduces a more general model in which the lead time may be stochastic.
Qi, Shen and Snyder (2009) extend the works of Berk and Arreola-Risa (1994) and Snyder (2008) by considering random disruptions at two echelons-at the supplier (as in Berk and Arreola-Risa, 1994, and Snyder, 2008) and at the retailers. They conduct analytical and numerical studies to determine the impact of supply disruptions on the retailer's optimal inventory decisions. They also propose an effective approximation of their cost function that we embed into the objective function of our integrated model in the present paper. Qi, Shen and Snyder prove that their approximation is a concave and increasing function of the total demand the retailer faces, a property that we make use of in the present paper.
The above works assume there is only one supplier, and if that supplier is disrupted, the firm has no recourse. In contrast, Tomlin (2006) presents a dual-sourcing model in which orders may be placed with either a cheap but unreliable supplier or an expensive but reliable supplier. He considers a very general stochastic recovery process at the unreliable supplier. He evaluates the firm's optimal strategy under various realizations of the problem parameters.
Since this paper considers multiple retailers in an integrated supply chain design setting, our work is also closely related to the literature on integrated supply chain design. Shen Our paper is also closely related to the literature on facility location with disruptions. Snyder and Daskin (2005) consider facility location models in which some facilities will fail with a given probability. Their models are based on two classical facility location models and assume that customers may be re-assigned to alternate DCs if their closest DC is disrupted. Their models minimize a weighted sum of the nominal cost (which is incurred when no disruptions occur) and the expected transportation cost accounting for disruptions. They do not consider inventory costs.
Two recent papers relax the uniform failure probability assumption in Snyder and Daskin (2005) and allow the failure probabilities to be facility-specific. Shen Our paper differs from the earlier literature on facility location with disruptions in two main respects. First, we consider the cost of inventory at the facilities, optimizing the inventory levels to account for supplier disruptions. Second, we consider disruptions at both the supplier and at the retailers, whereas the earlier literature considers disruptions only at the retailers.
Finally, we mention two additional papers on supply chain design under supply uncertainty: those of and Kim, Lu and Kvam (2005) . Both papers consider yield uncertainty/product defects in supply chain design decisions for a three-echelon supply chain using ideas from the random yield literature. However, supply disruptions are not considered in these papers.
Model Formulation

Notation and Formulation
In this section, we formulate an integrated model for the problem stated in Section It is expedient to create a "dummy" retailer with index s; assigning a customer i to this retailer (Y is = 1) represents not assigning the customer at all. We therefore formulate our problem as
The In particular, (2) requires each customer to be assigned to exactly one retailer or to the "dummy"
retailer. Constraint (3) requires customers to be served only by open retailers. Constraints (4) and (5) are standard integrality constraints.
according to (2) and omitting the constant term π i∈I D i , the original problem may be rewritten as follows:
Formulation and Approximation of T j (·)
We assume that each retailer uses the ZIO policy studied by Qi, Shen and Snyder (2009) retailer j we formulate below, is robust to violations of this deterministic-demand assumption and produces nearly identical results when customer demands the retailer faces instead follow a Poisson process. We therefore believe that this deterministic customer demand assumption is reasonable for the problem we study in this paper. We further demonstrate this point in Section 7, in which we formulate an extended integrated model that relaxes the deterministic-demand assumption, and
show that the solutions to the extended integrated model and the original integrated model are identical for all instances tested. Figure 1 : Inventory policy at a retailer.
We define F j : fixed ordering cost at retailer j ∈ J a j : per-unit ordering cost at retailer j ∈ J h j : per-unit annual holding cost at retailer j ∈ J π j : time-independent backorder cost per unit of unmet demand at retailer j ∈ J (typically,
T j : the inventory cycle length at retailer j ∈ J, equal to the duration between two consecutive shipments from the supplier to retailer j (a random variable) Q j : the inventory level at retailer j ∈ J at the beginning of each inventory cycle; the order size from retailer j to the supplier is therefore Q j plus any backlogged demand (Q j is a decision variable;
however, we will express the optimal inventory cost in closed form without using Q j explicitly in the objective function)
The retailers and supplier both experience ON (available) and OFF (disrupted) cycles of random durations. We assume that the durations of the ON and OFF cycles at the supplier follow independently and identically distributed (iid) exponential distributions with rates λ and ψ, respectively; and that the durations of the ON and OFF cycles at retailer j ∈ J follow iid exponential distributions with rates α j and β j , respectively. To summarize:
λ: disruption rate at the supplier (times/year) ψ: recovery rate at the supplier (times/year) α j : disruption rate at retailer j ∈ J (times/year) 
where
, the optimal working inventory cost at retailer Instead, we use the following approximation for T j (D j (Y )):
and the following approximation for Q * j :
both of which are proposed by Qi, Shen, and Snyder (2009) .
has an important property, stated in the following theorem. We replace T j (·) in the objective function of (P) using its approximationT j (·). The objective function of (P) is thus approximated by:
We use (P) to denote the problem that minimizes (9) subject to the same constraints as (P). In the following sections, we analytically and numerically study (P).
Model Analysis
It follows from (8) that
where we defineC
to simplify the notation.
Furthermore, we have
Lemma 1 L j provides a lower bound on the marginal working inventory cost at retailer j ∈ J regardless of the demand already assigned to this retailer.
Proof
It follows from (10) and (11) that
Therefore, the following inequality can be derived from (7):
as desired.
The following proposition provides a necessary condition for a given customer to be served by a given retailer in the optimal solution to (P). It follows from Lemma 1 and the fact that a customer should not be served by a retailer if the sum of the retailer's working inventory cost and the transportation cost is larger than the lost-sales penalty for not serving this customer. We omit a formal proof.
Proposition 1 If customer i ∈ I is served by retailer
We can rewrite L j as
from which we can see that L j is an increasing function ofĀ j ,B j andC j . On the other hand, it is easy to see thatĀ j andC j are both increasing functions of λ and decreasing functions of ψ, and thatĀ j andB j are both decreasing functions of β j . Therefore, L j is an increasing function of λ and a decreasing function of ψ and β j . Hence, Proposition 1 implies:
• When the supplier is more likely to be disrupted, or the recovery processes at the supplier or retailers are slower, fewer customers should be served by each open retailer, and the optimal solution will involve more customers not served by any retailer.
• Retailers are more likely to be opened at locations with quick recoveries, and customers are more likely to be served by retailers at these locations.
These conclusions conform with our intuition that to improve the service level or reduce the extra operational costs caused by disruptions, reliable suppliers are preferred, and retailers should be opened in low risk areas.
We are not able to analyze the impact of α j on the supply chain design decisions because of the complexity of L j as a function of α j . We numerically study these effects in Section 6.2.
Solution Algorithm
Theorem 1 allows us to apply the algorithm proposed by Daskin, Coullard, and Shen (2002) to solve ProblemP. The detailed solution algorithm, a Lagrangian relaxation approach embedded in branch and bound, is as follows:
Step I: Finding a Lower Bound
Relaxing the first constraint in (P) with Lagrange multipliers ω, we obtain the following Lagrangian dual problem:
The optimal objective value of the Lagrangian dual problem provides a lower bound on the optimal objective value of (P). We use the standard subgradient optimization procedure discussed by Fisher (1981) to seek the optimal Lagrange multipliers. In each iteration of the Lagrangian procedure, ω i is fixed for each i ∈ I. The resulting problem decomposes by j, and therefore, we need to solve the following subproblem for each candidate location j ∈ J:
We use Z * i , i ∈ I, to denote the optimal solution to (SP j ) for a given j. Then for each j ∈ J, in the optimal solution to the Lagrangian dual problem, X j = 1 and
and X j = Y ij = 0 otherwise. plexity O(|I| log |I|) for a subproblem that is structurally identical to (SP j ), provided thatT j (·) is concave. Modified to our problem, their algorithm is as follows: Step II: Finding an Upper Bound
Find the value of
m (1 ≤ m ≤ n) that minimizeŝ T j m i=1 D i − Z i − + m i=1 (d i − j − π)D i − + ω i − Z i − .
Then an optimal solution to subproblem (SP
In each iteration of the Lagrangian procedure, we derive a feasible solution to ProblemP based on the current Lagrangian solution by assigning each customer to one and only one retailer. 
2.
We close all open retailers that no longer serve any customers after performing step 1.
If the objective value of (P) under the resulting feasible solution is less than the current upper bound, we take the objective value of the new solution as the new upper bound, and further improve it using
Step III. (One may choose to perform Step III even if the new solution is not better than the best known solution. However, we found that this strategy does not significantly enhance the algorithm's performance and in many cases makes the algorithm slower.)
Step III: Customer Reassignment
For each i ∈ I, we search the other open retailers (including the dummy retailer s) to see
whether the cost would decrease if we assigned customer i instead to that retailer. We perform the best improving swap found.
2.
We then recalculate the objective value of (P) with the new feasible solution obtained in this step, and update the upper bound if necessary.
Step Let LB and U B be the current lower and upper bounds on the optimal objective value, respectively.
Rule 1:
If no retailer is opened at candidate location j ∈ J in the Lagrangian solution obtained in
Step I, and if LB + f j +Ṽ j > U B, then no retailer will be opened at location j in any optimal solution to (P), so we fix X j = 0.
Rule 2: If a retailer is opened at candidate location j ∈ J in the Lagrangian solution obtained in
Step I, and if LB − (f j +Ṽ j ) > U B, then a retailer will be opened at location j in every optimal solution to (P), so we fix X j = 1.
If the lower and upper bounds are sufficiently close (please refer to Table 1 ), or if all candidate locations are fixed with the above two rules, we terminate the Lagrangian procedure. In either of these cases, the solution corresponding to the upper bound is a (near-)optimal solution to (P). We also stop the Lagrangian procedure based on certain conditions regarding the current Lagrangian settings (please refer to Table 1 ); in this case, we conduct branch and bound, branching on the unfixed location variables (X j , j ∈ J).
Proposition 1 can also be used to filter out solutions that are impossible to make the algorithm more efficient. Based on this proposition, customer i ∈ I should not be served by retailer j ∈ J in the optimal solution if π ≤ L j +d ij .
Numerical Experiments
In this section, we report the results of our computational experiments to verify the conclusions drawn in Section 4. We also study the benefit of considering supply disruptions during the supply chain design phase.
We conduct computational experiments on the 88-node and 150-node data sets described by Daskin (1995) . The weight factors associated with the transportation and inventory costs we used in our experiments on the 88-node data set are 0.005 and 0.1, respectively, and those we used in experiments on the 150-node data set are 0.0008 and 0.01, respectively. We fix the per-unit penalty cost for not serving customers, π, which is not included in the original data sets, to be 25. As in Daskin, Coullard and Shen (2002), we fix the fixed ordering cost, unit ordering cost and unit holding cost at retailer j ∈ J (F j , a j and h j ) to be 10, 5, and 1, respectively. Table 1 lists the parameters we used for the Lagrangian relaxation procedure in our computational experiments. Please refer to Fisher (1981) 
The Effect of Disruptions at the Supplier on Location Decisions
In this section, we test how the presence of supplier disruptions affects the optimal location decisions. For both the 88-node and 150-node data sets, we uniformly drew the disruption rate α j from [0.5, 2] and the recovery rate β j from [18, 30] for all j ∈ J. Similarly, we uniformly generated the time-independent backorder cost π j from [8, 16] . For the randomly generated instance, we varied the disruption rate λ and the recovery rate ψ at the supplier. Table 2 indicates how the optimal solution changes as the values of λ and ψ vary.
For each pair of λ and ψ, and for each data set, Table 2 lists the objective value (in the column labeled "Total Cost") of (P) corresponding to the solution computed by the algorithm described in Section 5. The column labeled "Number of Opened Retailers" reports the number of candidate locations opened in that solution. Recall that when we formulated problem (P) in Section 3, we dropped the constant term π i∈I D i from the objective function, but this term is included in the total costs in Table 2 , as well as all subsequent tables and figures. Table 2 graphically, illustrating the relationships between:
Figures 2 and 3 plot the results in
• the optimal total cost and the supplier disruption rate,
• the optimal number of opened retailers and the supplier disruption rate,
• the optimal total cost and the supplier recovery rate, • and the optimal number of opened retailers and the supplier recovery rate. Table 2 and Figures 2 and 3 indicate that the number of opened retailers increases as the availability of the supplier increases (i.e., λ decreases or ψ increases) and then becomes non-increasing as the availability of the supplier further increases. In other words, if the availability of the supplier increases, the number of opened retailers may increase at the very beginning; however, once this number decreases, it will never increase again.
An informal explanation of the above observation is as follows.
When the availability of the supplier increases, the working inventory cost at each opened retailer becomes smaller and relatively unimportant. Therefore, the number of opened retailers goes up (similar conclusions can be found in Daskin, Coullard and Shen, 2002) . However, if the availability of the supplier further increases, based on (11) and the fact thatC j =
is an increasing function of λ and a decreasing function of ψ, The effect of the availability of the supplier on the optimal location decisions for the 88-node data set.
decreasing. It, therefore, follows from (7) that 
The Effect of Disruptions at the Retailers on Location Decisions
We next study the effect of retailer disruptions on the optimal retailer location decisions.
In Section 4, when we studied the properties of our model, we were not able to analytically determine the impact of the retailer disruption rate on the location and demand-allocation decisions. The effect of the availability of the supplier on the optimal location decisions for the 150-node data set.
Our extensive numerical experiments show that if a retailer is more likely to be disrupted, fewer customers will be assigned to this retailer in the optimal solution; if a retailer is disrupted too often, then it will be closed, and the customers originally served by the retailer will be assigned to other open retailers or to a newly opened retailer. This result is intuitive, so we do not report our computational results here.
The next set of experiments evaluates how the optimal total cost and number of opened retailers change as the retailer disruption parameters change. These experiments use the same data sets used in the experiments in Section 6.1. We multiplied the α j values by the scalars listed in Table   3 , and multiplied the β j values by the scalars listed in Table 4 . The optimal cost and number of retailers opened are listed in Tables 3 and 4 . From Tables 3 and 4 , we can tell that if the candidate retailers are more likely to be disrupted, or if their recovery processes are slower, then fewer retailers are opened. This conforms with our conclusions made from Proposition 1.
The Benefit of Considering Supply Disruptions in the Supply Chain Design Phase
In this section we compare the performance of the following two supply chain design methods:
• Integrated Approach: consider supply disruptions when we make all supply chain design decisions including location, demand-assignment and inventory decisions, as we do in this paper; in other words, design supply chain networks according to the optimal solution to (P).
• Sequential Approach: make location and demand-assignment decisions using the supply chain design model introduced by Daskin, Coullard, and Shen (2002) without taking supply disruptions into consideration; then at the operational phase, make inventory decisions at opened retailers using the inventory model proposed by Qi, Shen and Snyder (2009) , which considers supply disruptions.
The integrated approach considers supply disruptions in the supply chain design phase, while the sequential approach considers supply disruptions only in the operational phase. By comparing these two methods numerically, we demonstrate the benefit of our integrated model.
We used the same instances as in Section 6.1. For each pair of λ and ψ, and for each data set (88-node and 150-node), we apply the integrated and sequential approaches to derive the total costs, which we denote by T C D and T C S , respectively, and then calculate the cost increase for the sequential approach. As in Tables 2-4 , when we calculate the values of T C S and T C D in the tables below, we add the term π i∈I D i to ensure that T C S and T C D represent the actual total costs. Table 5 lists the costs and cost differences for the baseline data set. It shows that the benefit of using the integrated approach can be significant-up to 25%-and that the benefit increases as the supplier disruption rate increases or recovery rate decreases.
Next, we increased the disruption rates α j at all candidate locations by multiplying them each by 2 (in Table 6 ) and 4 (in Table 7 ). By comparing these two tables with Table 5 , we see that the benefit of using the integrated approach becomes pronounced as the retailer disruption rates increase, especially if the sequential approach "unluckily" suggests opening retailers at locations with large disruption rates.
Finally, we decreased the recovery rates β j at all candidate locations by multiplying them each by 0.5 (in Table 8 ) and 0.25 (in Table 9 ). We can see from these two tables that when the recovery Table 5 : The benefit of considering supply disruptions in the design phase for the baseline data set.
rates at these candidate locations are small, the advantage from using the integrated approach is significant. Tables 5-9 (e.g., the disruption rate is at least once per year, and the recovery rate is at most 24 times per year).
Figures 4 and 5 illustrate the results in
Stochastic Demand
In Section 3, we assume that the demand is deterministic when we formulate the working inventory cost at open retailers. We now relax this assumption and numerically compare the solutions to the stochastic-demand model and the original model to see how this assumption affects supply chain design decisions. When the demand from customer i (i ∈ I) follows a Poisson process with rate D i , the annual demand of this customer follows a Poisson distribution with parameter D i , whose well known approximation is a normal distribution with both mean and variance equal to D i . In addition, since we assume that demands from customers follow independent Poisson processes, the normal distributions associated with customer demands in our problem are all independent. Therefore, the total customer demand retailer j ∈ J faces is normally distributed with mean and variance both equal to D j (Y ).
To formulate the safety inventory cost at open retailers to protect against customer demand uncertainty, we first need to derive the mean and variance of the lead time for inventory replenishment at each retailer. We use µ L j and σ 2 L j (j ∈ J) to represent these two parameters associated with the lead time L j at retailer j, respectively. For our problem, which uses a ZIO policy to manage the retailer inventory, the lead time is just the duration that the retailer does not have inventory on hand. When both the supplier and the retailers may be disrupted, it is very difficult to derive an expression for σ 2 L j . Therefore, in this section we consider only supplier disruptions; we assume that retailers cannot be disrupted.
When retailer j is non-disruptive, it follows from the Two-State Chain analysis in Ross (1996) , p. 243 that the probability that the supplier is OFF when retailer j places an order to it is
where t is the time from the beginning of an inventory cycle until the retailer uses up its onhand inventory. Since the demands the retailer faces follow a Poisson process with rate D j (Y ),
. Therefore, 
Since the supplier's recovery process is assumed to be exponentially distributed with rate ψ, we can derive
Therefore, according to Silver and Peterson (1985) , the variance of the lead-time demand retailer
and the working inventory cost for holding safety stock required to ensure that stockouts occur at retailer j with probability α or less is
where z α is the standard normal deviate such that P (z ≤ z α ) = α.
Based on Qi, Shen and Snyder (2009), we useQ j (see (8) ) to approximate Q * j . Then, the safety stock cost can be approximated by inventory model without disruptions, we add the above safety stock term into (9) to derive an extension of (P), which is a location-inventory model that considers both stochastic customer demand and random disruptions at the supplier. We refer to this extended model as (P ). (P ) has the following objective function:
and is subject to the same constraints as (P). To apply the solution algorithm proposed in Section 5 for this extended problem, we need to show that the safety stock cost term above is a concave function of D j (Y ), which is proved as follows.
ψ , so we only need to show that f j (D) 1 +
concave. Its first derivative is
Therefore, the above second derivative is non-positive, and hence the safety stock cost term in the objective function of (P ) is a concave function of D j (Y ).
In the experiments Table 10 reports, we used the same 88-node data set used in the experiments in Section 6.1 and fixed z α = 1.96. For each pair of λ and ψ, we solve both (P) and (P ), which considers the safety stock for demand uncertainty, using the algorithm proposed in Section 5, and report the associated total costs and number of opened retailers in Table 10 . We also compare the resulting solutions to (P) and (P ) for each pair of λ and ψ to see the percentage of opened retailers that are identical in the two solutions, and report the percentages in the last column of Table 10 .
We make the following observations based on Table 10 :
• For every instance tested, the solutions to (P) and (P ) are identical. (Of course, the costs of these solutions are different under the two models since the objective functions themselves are different.) This is consistent with the observations made by Qi, Shen, and Snyder (2009).
This observation shows that the deterministic-demand assumption is reasonable for our supply chain design problem.
• Supplier disruptions only have a minor impact on supply chain design decisions when the analyze and to solve using a common solution algorithm.
Our analysis leads us to conclude that:
• when the supplier is disrupted more often, or the recovery processes at the supplier or retailer candidates become slower, it is optimal to serve fewer customers at each opened retailer;
• retailers are more likely to be opened at locations with quick recoveries, and customers are more likely to be served by retailers with higher recovery rates.
In addition, we conduct numerical experiments to verify our analytical conclusions, and numerically show that significant cost savings can usually be achieved if we consider supply disruptions during the supply chain design phase. Our numerical experiments suggest that when the supplier and retailer candidates are not extremely reliable (for each location, the disruption rate is no smaller than once per year, and the recovery rate is no larger than 24 per year), the cost savings from considering supply disruptions are pronounced.
We further discuss an extension in which we relax the deterministic-demand assumption in the original model. Our numerical experiments show that the solutions to the extended model are identical to the solutions to the original model, which means that the original model is robust to the violations of this deterministic-demand assumption. This observation is consistent with the conclusions made by Qi, Shen and Snyder (2009).
Our research can be extended in the following two respects:
• Dynamic sourcing is a topic of our ongoing research-a customer can be temporarily served by other retailer(s) when its assigned retailer is disrupted or out of stock.
• This paper assumes deterministic yields at the supplier and retailers. Random yield will be considered in our future research.
