Many cooperative coevolution optimization algorithms have been proposed recently for solving large-scale global optimization problems. These algorithms first decompose a large-scale global optimization problem into several subproblems, each with a specific number of decision variables, and then optimize the subproblems separately. However, if computing resources are not reasonably allocated to subproblems, computational resources may be wasted. In this paper, we propose a distributed contributionbased quantum-behaved particle swarm optimization with controlled diversity (DC-QPSO) for large-scale global optimization problems. According to the level of optimized contribution of each subproblem, the computing resources are reallocated automatically in each stage, guaranteeing that subgroups with more contribution get more computational resources. Moreover, a parallel diversity control strategy is proposed to enhance the capability of finding better solutions to problems. CEC'2010 and CEC'2013 benchmark function suits are selected to test the performance of the proposed algorithms. The experimental results demonstrate the better performance of the proposed DC-QPSO on the benchmark functions, compared to other state-ofthe-art large-scale global optimization algorithms.
I. INTRODUCTION
Particle swarm optimization [1] (PSO) algorithm is one of the important population-based random search algorithms for optimization problems. It is has been widely applied in various areas such as transportation [27] , military industry [28] , medical industry [29] and other real-world problems [45] - [47] . Many PSO variants have been proposed for improving the search ability since its origin [2] , [3] , [30] - [36] . However, almost all versions of PSO, together with other populationbased methods (i.e. evolutionary algorithms), may lose their efficiency when solving a large-scale global optimization problem (LSGO) because of the following reasons. First, the high-dimensional problem have a wider search space, which makes it difficult to find the neighborhood region of global optimal solution. Second, there are generally much The associate editor coordinating the review of this manuscript and approving it for publication was Bilal Alatas . more local minima in these problems, so that the algorithm needs a strong global search ability in order to escape the local minima.
To overcome these limitations, many effective strategies based on population-based random search method have been proposed for solving LSGO problems. Dimensionality reduction [4] , surrogate modelling [5] , local search [6] and decomposition methods are among these strategies. Mohapatra proposed a modified CSO (MCSO) to solve LSGO problems where two thirds of the population swarms are being updated by a tri-competitive criterion unlike CSO [43] . Yang and Chen proposed DLLSO [20] , which separates particles swarm into several grades according to the fitness values, and every particle updates corresponding to another two different particles from superior levels. Sun and Kirly proposed an online optimizer selection strategy which can select an appropriate optimizer to solve a component based on its contribution to the fitness improvement [44] . MA-SW-Chains VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ is a steady-state memetic algorithm where only one offspring is generated [21] , and only one solution is optimized every generation. The cooperative coevolution (CC) strategy is a typical of ''divide and conquer'' techniques is known as one of the most popular approaches used for improving the search performance of evolutionary algorithms [7] . The CC provides a simple but practical method by decomposing the LSGO problems into several lower-dimensional sub-problems, each of which contains a certain number of dimensions and is then solved by an evolutionary algorithm separately. The decomposition strategy in the CC is undoubtedly a vital step for improving the algorithmic performance on LSGO problems. There exist many different decomposition methods, which can be divided into dynamic decomposition strategies and static decomposition strategies [7] - [10] .
Dynamic decomposition strategies, such as random grouping [7] , multilevel cooperative coevolution (MLCC) [8] , and Delta grouping [9] , are incapable of nearing optimal decompositions on most of LSGO problems. However, detectionbased static decomposition algorithms, on the other hand, have made good progress in solving LSGO problems. Omidvar [10] proposed a static decomposition algorithm named Differential Grouping (DG2), which showed to obtain nearoptimal decomposition results on most benchmark functions. It is remarkable that most of the decompositions by this method were completely correct. Although it has been proved that this cooperative co-evolutionary framework could improve the algorithmic performance, the results were not satisfactory when DG2 was applied to LSGP problems in combination with contribution-based cooperation co-evolutionary algorithm.
Combining the quantum-behaved particle swarm optimization (QPSO) algorithm with DG2 to solve LSGO problems is straightforward. However, although the QSPO algorithm is an effective variant of particle swarm optimization, the algorithm may not be convergent with a specific number of fitness evaluation (FEs) when the DG2 is applied to a LSGO problem. The reason is that although DG2 separates a problem into several subproblems, and the QPSO may also encounter pre-mature convergence when it solves each subproblem with a given number of FEs. Therefore, we propose a distributed contribution based quantum-behaved particle swarm optimization with controlled diversity (DC-QPSO) to solve largescale global optimization problems. The first contribution of the proposed algorithm is the resources reallocation strategy. Thanks to this method, the computing resources can be reallocated automatically in each stage, guaranteeing that subgroups with more contribution get more computational resources. In addition, a parallel diversity control strategy is designed to enhance the capability of finding better solutions to problems.
The rest of the paper is organized as follows. In Section 2, materials and methods on large-scale optimization problems is introduced. Then, the experimental results on two different benchmark function databases are presented in section 3.
Subsequently, results comparison and analysis are discussed in Section 4. Finally, some concluding remarks are given section 5.
II. MATERIALS AND METHODS
This section presents some background and related work on LSGO problems, particularly decomposition strategies for LSGO problems.
A. DECOMPOSITION STRATEGIES
Before describing some state-of-the-art decomposition methods, we would like to briefly introduce the purpose of using decomposition methods to solve LSGO problems. The definition of decomposition algorithms can be simply described as: arg minf (x) = (arg min (g 1 ) , · · · arg min (g k ))
(
where g k is the kth subgroup with specific decision variables and each variable has interaction with another variable in this subgroup. There is no correlation between any two subgroups, which means that all the subgroups can be optimized independently.
How to detect the interaction between decision variables is vital for decomposition procedure. Generally, two decision variables are known to interact if they cannot be optimized independently. More detailed definition of interaction between variables is given below.
Definition 1: (Formal Interaction and Conditional Interaction):
1.1 Decision variables x i and x j are in formal interaction if they satisfy:
1.2 Decision variables x i and x j are in conditional interaction if they satisfy:
1.3 Decision variables x i and x j can be optimized independently if they do not satisfy both Equation (2) and (3) . Take the following objective function as an example:
where F (x) is the objective function, and x 1 , x 2 , x 3 , x 4 are four decision variables. According to the definition of interacting variables, x 1 and x 2 are interacting decision variables, while x 3 and x 4 are not, because they can be optimized separately. However, x 2 and x 4 are also interaction decision variables since both of them are influenced by the same decision variable x 1 , and this is called conditional interaction. It should be noted that conditional interacting variables only exist in the overlapping functions, e.g., Rosenbrock's functions [11] . The general interaction and the conditional interaction are also known as direct interaction and indirect interaction, respectively [12] . The decomposition methods can be categorized as manual decomposition and automatic decomposition. In manual decomposition methods, one LSGO problem can be separated into several subgroups with the size of each subgroup defined manually with a specific number. The most straightforward way is to divide the problem with n decision variables into n sub-problems, each with only one decision variable; or many subgroups with same decision variables, without considering the interaction between variables such as in [13] . S k grouping algorithm is the most typical decomposition method which separates the problem into k subgroups.
Considering the variable interaction, Li and Yao proposed the random grouping (RG) methods to solve the LSGO problems [8] . RG is also a manual decomposition method, which separates all the variables randomly before each evolutionary cycle despite the changing size of sub-problem. There is no doubt that evolutionary algorithms with the RG method increases the interaction probabilities between two variables that alleviate the interaction force when re-dividing the problem in each cycle.
However, the RG method wastes a large number of fitness evaluations but may still fail to find a satisfactory separation, since it needs many re-dividing loops to obtain a satisfied separation result. The delta grouping method generally outperforms the RG method when it is applied with difference evolution cooperative co-evolution (DECC) to the CEC2010 large-scale benchmark suites. The crucial reason is that the delta grouping identifies the decision variable interaction based on the average difference, making the separation results more precise and efficient.
Automatic decomposition methods identify the interaction by calculating the change in the fitness value. The typical strategy is the differential grouping (DG) [10] that can detect the non-separable components of a continuous objective function. DG shows to be superior in performance on the CEC2010 large-scale benchmark functions to other decomposition methods.
Theorem 1: Let f (x) be an additively separable function. Variables x i and x j interact if they satisfy the following condition:
(1) and (2) refers to the forward difference value of f (x) with respect to x i . δ is the interval value and ε is the threshold value used to control the sensitivity of the DG to interactions.
There are two drawbacks existing in DG, i.e., its sensitivity to the threshold value ε and the poor accuracy on overlapping functions, e.g., Rosenbrock's functions. Considering the floating computing error, the DG2 was proposed in [23] . In DG2, the author considered the floating-point calculation error or roundoff errors which generally exist in numeral calculations based on IEEE 754 Standard [24] . Therefore, in order to reduce the influence of floating point calculation error, an estimate of least lower bound and least upper bound are defined as follows according to theorem proposed in [25] 
where γ is Gamma distribution and n is the dimensions of the problem. respectively. Then, the sensitivity control value ε can be modified as
where η 0 is the number of differential value smaller than e inf , while η 1 is the number of differential value larger than e inf . The details of the decomposition method DG2 can be found in [23] .
B. PARTICLE SWARM OPTIMIZATION
The PSO algorithm is an widely used population-based random search method of solving optimization problems [1] . It begins with a population of candidate solutions, also called particles group, and then improves each candidate solution iteratively until the termination condition is reached. Since each particle careens forward to its local best position and the global best position found so far by the whole swarm, the swarm may be prone to fall into the local optima. Therefore, some situations like premature convergence and stagnation may occur [33] - [35] . Besides, the algorithmic performance of PSO also is sensitive to the algorithmic parameters and the neighborhood topology of the swarm [36] . Thus, in order to overcome these shortcomings and to improve the search performance, researchers have done a large amount of work from the following perspectives, namely, particle swarm initialization [37] , [38] , neighborhood topology [30] - [32] , parameter selection [39] , [40] , and blending strategies [41] , [42] . The update equations for the particle in the canonical PSO are given by
where v n i (t) is the nth component of velocity of particle i at the t th iteration. x n i (t) is the nth component of position of particle i at the t th iteration. P n i (t) is the nth component of the personal best position of the nth component of position of particle i and G n (t) is the nth component of the global best position found by the whole particle swarm so far until the t th VOLUME 7, 2019 iteration, respectively. c 1 and c 2 are known as the acceleration coefficients. r n i (t) and R n i (t) are two different sequences of randomly numbers uniformly distributed on the interval [0,1]. At the (t + 1) th iteration, the velocity and position of each particle are updated by equations 11and 12. Each particle is influenced by its personal best position and the global best position. Parameter w (t) is known as the inertia weight and is used to the balance of the global search and local search of the particle. Generally, it decreasing linearly during the search process of the particle swarm, i.e.,
where w i and w e are the initial and final value of the inertia weight and their recommended value are 0.9 and 0.4, respectively. T is the maximum number of iterations. There are two neighborhood topology models for the PSO, namely, the global best model and the local best model [30] . For the global model as in the above canonical PSO, each particle exchanges information with other particles of the entire population and has a tendency to move to the global best position. Kennedy [31] pointed out that although the global model has a faster convergence speed, it is more likely to fall into local optima. In order to overcome this shortcoming, the researchers proposed many local best models, in which the global best position in equation 11 is replaced by the local best position defined by the given neighborhood topology [31] , [32] .
C. QUANTUM-BEHAVED PARTICLE SWARM OPTIMIZATION
Quantum-behaved particle swarm optimization is inspired by quantum mechanics and trajectory analysis of the canonical PSO undertaken by Clerc. It is a probabilistic algorithm with the update equation of the particle's position very different from the canonical PSO. It is shown by Clerc and Kennedy [13] that each particle of the PSO converges or move around its local attractor which is defined by
where p n i (t) is the nth component of the local attractor of particle i. Generally, c 1 equals to c 2 are set to be equal so that ϕ n i (t) is a sequence of random numbers distributed uniformly on the interval [0, 1].
Based on the above analysis, it is assumed that in the QPSO, there is a delta potential well in the local attractor p i (t) in the each dimension to attract the particle. By solving Schrodinger equation and using Mont Carlo method, we can obtain the update equation of the position x i (t + 1) as
where u n i (t) is a random number uniformly distributed in
where m n (t) represents the n th component of the mean position of the personal best positions of all the particles at the t th iteration. M is the number of the particles and α (t) is the expansion-contraction coefficient which is used to control the convergence speed of the particles. This parameter generally decrease linearly according to the iteration number
where α i and α e are the upper bound and the lower bound of α (t), and are usually set to 1.0 and 0.5, respectively. According to equations 18 to 21, the position of the particle in the QPSO algorithm can be updated by
The Pseudocode of the QPSO is given in Algorithm 1 below.
Algorithm 1 Pseudocode of QPSO 1: Initialize the current positions of all the particles; 2: Initialize m n (t), p n i (t), G(t), α (t). 3: while termination conditions is not met do 4: Calculate m (t). 5: Update α (t). 6: for i = 1 to M do 7:
Generate u i (t) randomly; 8:
Update P i (t) and G (t).
9:
Update all the particles. 10: end for 11: end while D. DCQPSO In the above sections, we have discussed the difficulties in solving LSGO problems. In this section, the principle of the proposed algorithm is presented. As we know, the most outstanding contribution of QPSO is that has relatively better balance between global search and local search of the particle than the canonical PSO. However, for large-scale global optimization problems, curse of dimensionality exists and the algorithm can encounter premature convergence with a finite number of FEs.
When the QPSO algorithm, as well as PSO variants or evolutionary algorithms, is used for performing the optimization task for a LSGO problem with the differential grouping method, the algorithm may have different convergence speed for different sub-problems. Therefore, it is imperative to allocate the limited computation resources more reasonable to the sub-problems.
Standard cooperative co-evolution, dividing the computational budget equally among all of the subgroups of the problem, is not the best strategy since different subsets have different contribution to fitness value improvement. This results in a big waste of computational resources.
In this work, we compared the change of the fitness value during the search process of the algorithm and found that that there exist a huge difference between different subgroups. Therefore, four the purpose of allocating the computational resources more smartly, contribution based cooperative-coevolution (CBCC) algorithms were proposed for tackling LSGO problems with a great success. Those algorithms attempt to allocate more computational resources to a subgroup which has a more considerable fitness value improvement. In CBCC1 [15] , the resources are reallocated at each fitness evaluation, while in CBCC2 [15] and CBCC3 [26] , the other two modified contribution based frameworks, the resources are reallocated to a subgroup consistently until the fitness value has been improved. However, all of these frameworks has still some shortcomings. Specifically, when CCBC1 is applied, the best subgroup may has no change in one iteration while the worse subgroup might change a lot during the search process. For CBCC2 and CBCC3, it cannot judge the contribution by the subgroup according to the changes in the fitness value within just a few number of FEs. Therefore, in this paper, we proposed a modified contribution based strategy and then applied it with the QPSO to LSGO problem solving.
In our proposed method, all the subgroups evolve simultaneously for the same number of iterations in the first stage, usually for 400 iterations as in our experiments. As the algorithm needs enough FEs to obtain reliable comparative results, we cannot set such an initial iteration number too small or too large.. In the second stage, the number of FEs assigned to each subgroup is determined by the following formula first. That is, for the kth subgroup, the number of FEs assigned, I k , is given by
where N is the number of subgroups, b 1 is the parameter to control the minimum budget, and b 2 is set to control the budget interval, k represents the index of subgroup. As a result, we can get a vector I = [I 1 , · · · , I k , · · · , I N ] . , with its ascent order corresponding to the contribution of subgroups. We can find that resource allocations distribute exponentially across the subgroups in order to allocate much more computational resources to the best subgroup that the worst one. In this example, the best subgroup is given 178 FEs and the worst one 51 FEs. In the subsequent stages, the indexes of the best and the worst subgroups will change but the resource allocate vector remain unchanged. It should be noted that the resource allocation vector I is designed for the benchmark functions with the number of subgroups smaller that 20. If the subgroup number is too large, it is difficult to design a resources allocation vector with reasonable budget gap between different subgroups.
By re-allocating the computing resources to each subgroup rather than using a uniform iteration allocation strategy in CBCC1 or a termination condition in CBCC2 and CBCC3, the proposed contribution based strategy can further guarantee the subgroup with higher contribution to obtain more computational resources for the following concerns. That is, the subgroup with higher contribution has not improved much more than the other subgroups in the subsequent stages, which may leads to a wrong resource allocation.
In order improve the algorithmic performance in LSGO problem solving further, a diversity control strategy is proposed for the QPSO algorithm that is used for solving sub-problems. The usage of the diversity control method is justified as following experimental results. Figure 1 shows the dynamic changes in diversities of four subgroups when the QPSO, with the problem separated by DG2, was used for solving Function 4 in CEC'2013 benchmark suite. It is apparent that the diversity value decreased constantly during the search process, and as a result, the algorithm may fall into a local optimal solution, which is known as pre-mature convergence. Thus, the diversity controlling should be effective measure to improve the search performance of populationbased random search technique. In fact, there have been a lot of work on the diversity analysis and diversity control for evolutionary algorithms [16] , [17] .
There are two types of diversity measure, i.e., genotype diversity and phenotype diversity. Genotype diversity is also known as distance-based diversity, which is the structural difference that refers to the fact that two individuals are not identical in an evolutionary algorithm, while phenotype diversity is based on the behavioral difference (i.e., the difference in the fitness value). During the evolving process, population diversity should be declined corresponding to FEs number rather than decrease sharply without any control. In this work, we use genotype diversity to measure the population diversity of the QPSO. That is, the diversity of the particle swarm in the QPSO is given by (22) whereX n is the average point of the particle group, M is the number of particles, and n means the current iteration number.
Here, A is the parameter to control the range of diversity measure, which is computed by:
where X max and X min are the upper bound and the lower bound of the search space in each dimension. D represents the dimension of the search space.
Here, in order to control the diversity measure, we propose the following strategy to determine the swarm diversity of the QPSO at the t th iteration,
where D u and D l are the upper bound and the lower bound of diversity, respectively. r is the parameter to control how quickly the diversity decreases. T is the maximum number of iterations. Therefore, D n is the control objective for the diversity. In the proposed DC-QPSO, the diversity of the swarm should be increased by adjusting the contractionexpansion coefficient α (t). It is shown in [2] that the particle swarm explores if α (t) is larger than 1.781. Therefore, in our proposed control strategy, if D (X n ) decreases to lower than D n , α (t) is to 2.0 in order to make the particle swarm expand.
The upper bound and lower bound are two important parameter for diversity control, and they should be selected properly for each subgroup as the computing resource are re-allocated in each stage. As mentioned above, for each subgroup, each search stage lasts for the sum of allocated FEs listed in the resource allocation vector I . In DC-QPSO, the for each subgroup i do 5: Initialize the current positions of all the particles; 6: Initialize P i (t), G(t), α i . 7: Calculate D c,u , D c−1,l , α c,l and α c,l . 8: while the termination condition is not met do 9: Calculate m (t) for this subgroup. 10: Calculate the current diversity D (X n ). 11: if D (X n ) is smaller than D n do 12:
set α (t) to 2.0 13: else 14:
Update α (t) by equation (19) . 15: end if 16: Update the sub-particle swarm QPSO. 17: Re-allocate computing resources by contribution. 18: end for 19: end for upper diversity value D c,u and lower diversity value D c,l in each stage are determined by,
where D c,u is the current upper bound of diversity measure in the c th stage, and D c−1,l is the lower bound of diversity value in the (c-1) th stage. β is a parameter to control how fast the diversity decreases and it usually equals to half of the number of stages in the search process. It should be mentioned that the initial upper bound D 1,u of each subgroup is calculated by using equation (24) based on the decision variables of the sub-problem corresponding to this subgroup. Moreover, the contraction-expansion (CE) coefficient α (t) should also be decreased linearly according to the stage number for each subgroup. Therefore, equation (21) can be modified to be
The CE coefficient α (t) in each stage is decreased from α c−1,l to α c,l according to equation (29) . α c−1,l represents the lower bound of CE coefficient value in the (c-1) th stage, α c,l is the lower bound CE coefficient value at the current iteration which decreases linearly according to equation (30) . T s is the number of iterations in the current stage, and T c means the iteration number in this stage. N c means the number of stages, which is equal to the quotient of the maximum number of iterations and the sum of the FEs in the resource allocation vector I . It should be noted that these α c,l and α c−1,l must be smaller than 0.8; otherwise they are set to 1.0 and 0.8, respectively. The pseudocode of DC-QPSO is shown in Algorithm 2. 
III. RESULTS

A. BENCHMARK FUNCTIONS FROM THE CEC'2010 AND CEC'2013 SUITES
To verify the effectiveness of the proposed DC-QPSO algorithm, a series of experiments were conducted on CEC'2010 and CEC'2013 benchmark functions, designed for largescale optimization problems. In this paper, we only use those separable benchmark functions to test the algorithmic performance. The main reason is that the proposed algorithm is designed for separable functions, and we selected those separable functions as the same as in DLLSO (a state-of-theart large scale global optimization algorithm. Therefore, we only selected parts of functions to verify the applicability of the proposed algorithm on CEC'2010 and CEC'2013 functions. These separable benchmark functions are summarized in Table 1 and Table 2 below.
LSGO problems can be decomposed into three categories: separable functions, partially separable functions and fully non-separable functions. Table 1 and Table 2 shows the details of CEC'2010 2 [18] and CEC'2013 3 [19] benchmark functions suites, and it should be noted that all the benchmark functions are 1000-D large-scale optimization problems. CEC'2010 contains 5 partially separable functions and 5 separable functions and CES'2013 contains 4 partially separable functions and 4 separable functions. The smallest total subgroups number is 8 and the maximum number of the total subgroups is 20. The definition of separable functions can be simply defined as in equation 1, so that each problem can be decomposed into several parts, with specific variables, and can be optimized separately. The difference between the CEC'2010 and CEC'2013 suites is that the sizes of all non-separable subcomponents are equal, which are not representative of real word problems. Therefore, the functions in CEC'2013 test suite contain subcomponents with a range of different sizes in order to better represent the real-world problem. The other merit of changing the CEC'2013 suite with different sizes of subcomponents is that the contribution of each part is entirely different which is very common in many realworld problems. By introducing non-uniform subcomponent sizes, the imbalance phenomenon in real-world problems can be automatically described as long as they are of different sizes [19] . Moreover, in CEC'2013, the contribution of subcomponents are magnified or dampened by multiplying a coefficient of with the value of each subcomponent function.
B. PARAMETER SETTINGS
In DC-QPSO, there are several control parameters that should be configure properly. The maximum number of fitness evaluations on those functions was set to 3000×D, where D is the dimension of the problem For each benchmark function, each algorithm ran 25 trials to get the final result. α (t) was the most important algorithmic parameter to control the convergence speed of the particle, and it decreased linearly according to equations (35) and (36) , with the initial value α i usually set to 1.6. The parameters in the resource allocation vector were set according to experience after some prelimi- nary experiments. Here N was 8, and b 1 and b 2 were set to 50 and 2, respectively.
IV. DISCUSSION
To comprehensively verify the efficiency and effectiveness of the proposed DC-CQPSO, we compared the algorithm with various state-of-the-art algorithms for dealing with largescale optimization. Specifically, five popular algorithms, namely DLLSO [20] , MA-SW-Chains [21] , DECC-DG [10] , CCPSO2 [22] were compared. For fair comparison, the key parameters in each algorithm were set as recommended in the corresponding literature. All the algorithms have been tested on both the CEC'2010 benchmark set and the CEC'2013 benchmark set with 1000 dimensions. The comparison results on CEC'2010 and CEC'2013 set among different algorithms are shown in Table 3 and Table 4 , respectively. It should be noted that all the experiments are done on MATLAB 2016. The processor of the computer we used is 1.6GHz dual-core Intel Core i5 and the memory is 8GB of 2133MHz LPDDR3 onboard memory.
In the tables, w/l/t present number of win functions, lose functions and comparable functions, respectively. Note that if the algorithm has the best fitness value on a benchmark function, the number of win functions of this algorithms increase. The bold results means the winner results of the corresponding algorithm. The character ≈ means the corresponding algorithm has a comparable result compare to the proposed algorithm in the corresponding benchmark function.
In Table 3 , it is shown DC-QPSO with diversity control method outperforms the MA-SW-Chains, DECC-DG, CCPSO2, MLCC on most of the benchmark functions and VOLUME 7, 2019 has comparable results with DLLSO. DLLSO is a level-based learning algorithm, which divided particles into different levels according to their fitness value. However, in DC-QPSO with controlled diversity, we propose a new contribution based strategy to control the computational budget allocation with limited computational resources in the LSGO problems. Therefore, it is more reasonable to compare the experimental results of the proposed algorithms with decomposition based algorithms such as DECC-DG, MLCC and CCPSO2. In Table 4 , the experimental results of DC-QPSO with diversity control show the same conclusion as we analyzed in Table 3 . Overall, DC-QPSO has better performance on 8 functions and 2 comparable results than DLLSO, 9 better results and 2 comparable results compared to MA-SW-Chains, 12 better results and 14 better results compared to DECC-DG and CCPSO2 respectively among these 18 benchmark functions.
However, we found that the proposed algorithm converged slowly or even stuck into stagnation within a few FEs number on function 6 and function 10 which is also occurred in other algorithms. The main reason may be that these two benchmark functions are based on the Ackley function, which is characterized by a nearly flat outer region and a large hole at the center, and it is easy for the algorithm to be trapped in one of its many local minima.
It can be seen that there exists a considerable contribution discrepancy in Fig. 2 , which showed that smart use of computational resources is more reasonable than allocate it equally over the subgroups. In Figure 2 , Subgroup 7 has the greatest change in fitness value during the whole search process, while another seven subgroups have a slight influence or contribution in this process despite the fact that they have a continuous decrease in fitness value.
In the proposed algorithm, we use diversity control strategy to find the global optimal solution with a higher probability. Figure 3 shows that the diversity of each subgroup measured by equation (29) is changing with the iteration number increasing. Compared to the original decline of the swarm diversity shown in Figure 1 , the decline of diversity becomes smoother and lower during the later search process, which can improve the global search ability of the algorithm. As we expected, the diversity of subgroups were expand when the current diversity value is smaller than the value we expected.
In DC-QPSO with controlled diversity, the computational resources are reallocated according to the change of fitness value or contribution of each subgroup. The pie chart in Figure 4 shows the computational budget of each subgroup in one run of the algorithm. We found that each subgroup gets a different associated budget according to their contribution. To exclude the influence of a wrong decomposition result by DG2, we reallocated the computing recourses or FEs in each stage rather than optimized at each stage, as has been mentioned previously. 1 The MATLAB code of DG2 is available on https://bitbucket.org/mno/differential -grouping2. 2 The MATLAB and java code of CEC'2010 suite are available at http://nical.ustc. edu.cn/cec10ss.php. 3 The CEC'2013 suite can be downloaded at http://goanna.cs.rmit.edu.au/xiaodong/ cec13-lsgo. In Fig. 5 , the trend of the FEs value of all the subgroups is plotted. It should be pointed out that two intersections of two subgroups occurred (i.e., Group 4 and Group 5 in Fig. 5 ), the computer resources of Group 4 exceeded Group 8 finally. It is because the convergence of some subgroups became slower in the search process, meaning that the proposed algorithm has a ability to avoid a wrong computational resource allocation. On the one hand, it verified that it is reasonable to change the computational resources in each stage (or each cycle) rather than allocate it according to the first change in the fitness value. On the other hand, DG2 cannot decompose all the functions into a number of parts with 100% of accuracy. Thus which is we apply this strategy as it can increase the probability of interaction between subgroups.
V. CONCLUSION
In this paper, we proposed the so-called contribution based QPSO with diversity control strategy (DC-QPSO) algorithm for large scale optimization problems (LSGO). We first used differential grouping (DG2) as a decomposition method. Then, the merits and the shortages of QPSO are analyzed when applying QPSO to LSGO problems. The advantages are: First, We found that lower convergence is the essential problem when apply QPSO into LSGO problem, and the contribution based computational budget allocation method was proposed to address this problem. Second, a parallel diversity control strategy is proposed to maintain the diversity of the population that can enhance the global searching ability. Experimental results shows that the DC-QPSO algorithm outperformed or had comparable results with the state-of-theart algorithms on the benchmark LSGO problems. However, although DC-QPSO shows a good performance on LSGO problems, there are several problems which are not solved yet. In the future, we will investigate how to control the diversity automatically rather than setting the parameter manually.
