We introduce and analyze an abstract framework, and corresponding method, for compressed sensing in infinite dimensions. This extends the existing theory from signals in finite-dimensional vectors spaces to the case of separable Hilbert spaces. We explain why such a new theory is necessary, and demonstrate that existing finite-dimensional techniques are ill-suited for solving a number of important problems.
Introduction
Compressed sensing (CS) has, with little doubt, been one of the great successes of applied mathematics in the last decade [13, 17, 18, 20, 23, 24, 31] . It allows one to sample at rates dramatically lower than conventional wisdom suggests-namely, the Nyquist rate-provided the signal to be recovered is sparse in a particular basis, and the sampling vectors are relatively incoherent.
However, the standard theory of CS is finite dimensional. It concerns the recovery of vectors in some finite-dimensional space (usually R N or C N ) whose nonzero entries with respect to a particular basis are small in number in comparison to N . Herein lies a problem. Real-world signals are typically analog, or continuous-time, and thus are modelled more faithfully in infinite-dimensional function spaces [10] . Any finite-dimensional model may therefore not be well suited to such problems.
Although this issue has been widely recognized [22, 51, 55] , there have been few attempts made thus far to extend the existing theory to a more realistic, infinite-dimensional model (see §1.5). The purpose of this paper is to provide such a generalization.
The first step in our approach is a move away from the usual matrix-vector model. In particular, we consider the following more realistic scenario. A signal f is viewed as an element of a separable Hilbert space H, and its measurements are modelled as a sequence of linear functionals ζ j : H → C. This gives rise to the countable collection ζ 1 (f ), ζ 2 (f ), ζ 3 (f ), . . .
of samples of f . Now suppose that the signal f is sparse or compressible in some orthonormal basis {ϕ j } j∈N of H. The main question we answer in this paper are the following: can we recover f by subsampling from the collection (1.1), and how can this realized by a numerical algorithm? In doing so, we obtain a full theory for so-called infinite-dimensional compressed sensing, valid for (almost) arbitrary pairs of sampling schemes {ζ j } j∈N and reconstruction bases {ϕ j } j∈N .
The framework we introduce in this paper stems from recent developments in classical sampling of signals. In [1, 2, 5] a new sampling theory, known as generalized sampling, was introduced for stable reconstructions of signals in arbitrary bases {ϕ j } j∈N from their samples (1.1) (see §1. 4 and §4 for further details). The contribution of this paper is a continuation of this work in which sparsity is exploited to allow for substantial subsampling.
is often not practical. Consequently, Shannon's theorem may not be used in practice [57] , even for Nyquistrate sampling. Nonetheless, in many circumstances it is well known that the given signal can be wellrepresented (i.e. it is sparse or has rapidly decaying coefficients) in a new basis of functions; be they splines, wavelets, curvelets, etc [29] . GS allows one to reconstruct in such a basis in manner that is both accurate and numerically stable. The method we develop in this paper, GS-CS, permits one to undersample whenever the signal is sparse or compressible.
Relation to other work and contributions of the paper
There have been a number of recent attempts to generalize CS to infinite dimensions. In [28, 44, 45] , Eldar et al. describe an infinite-dimensional CS approach for analog-to-digital conversion based on a union of subspace signal model. This research is related to the previous work of finite rates of innovation by Vetterli et al. [10, 25, 59] . In [38] , the approach of Eldar et al. was applied to inverse and ill-posed problems. The application of CS techniques to the recovery of functions was considered by Rauhut & Ward. By devising an appropriate sampling distribution to ensure a restricted isometry property, they prove nearly-optimal recoverability results for functions which are sparse in Legendre polynomial [48] or spherical harmonic [47] bases. Note that the sampling mechanism in this work is limited to pointwise samples of the function itself, as opposed to its Fourier transform. Hence it is not applicable to the MRI problem, for example.
Besides medical imaging, continuous-time/analog problems are found other in applications including radar, sonar, and remote sensing [51] . Use of standard, finite-dimensional CS in these problems is plagued by the phenomenon of gridding error (or basis mismatch) [19] . Although the setting here is somewhat different to that which we consider in this paper, the same issue arises: naïve discretization of the infinite-dimensional problem leads to inferior reconstructions. Recent works [30, 55] have sought to address this by applying essentially the same principle (Ph). Closely related to this is the work of Candès & Fernandez-Granda on super-resolution [14] , wherein an analog model is used in the recovery of signals from low bandwidth Fourier samples.
Note that most of the above works describe infinite-dimensional CS approaches for some particular class of problems, and do not address the fundamental problem of reconstructing the coefficients {α j } j∈N of a function f = j∈N α j ϕ j from fixed, but arbitrary, linear samples {ζ j (f )} j∈N (this is precisely the issue in the infinite-dimensional MRI model in [34, 35] ). Our GS-CS framework does precisely this. It is therefore both rather general, and, in many senses, a natural and fundamental extension of finite-dimensional CS theory. Specifically, we generalize the finite-dimensional setup of orthonormal bases in vector spaces to that of separable Hilbert spaces. It should therefore not come as a surprise that results concerning finitedimensional CS are corollaries of our main theorems.
Why do we need a new approach?
Consider the following very simple model problem, which will form the primary example throughout this paper:
Problem 2.1. Suppose that f ∈ L 2 (R) has support contained in [−1, 1], and let {ϕ j } j∈N be the orthonormal basis of Haar wavelets on L 2 (−1, 1). Define
1)
to be the Fourier coefficients of f (this is an example of the type of sampling one encounters in MRI). Here Ff denotes the Fourier transform of f , and ≤ 1 2 is arbitrary. Throughout, we shall take = 1 2 . Assume that f is sparse, or compressible, in the basis {ϕ j } j∈N of Haar wavelets. Thus, the problem is to recover f from the measurements (2.1).
Recall that the classical Shannon Sampling Theorem (see §4) gives that f can be recovered exactly (in the L 2 sense) from the infinite collection {ζ j (f )} j∈Z . However, since f is known to be sparse in the Haar wavelet basis {ϕ j } j∈N , the question is as follows: is there a way to use this additional information to allow f to be recovered from only a finite number of its samples? Moreover, if this is true, how many such samples are required? These are questions we shall answer in this paper.
First example: the discrete model
Let us consider the simplest possible example: namely, let f = χ [0,1/2) − χ [1/2,1) be the Haar mother wavelet. By definition, f is extremely sparse in the Haar basis. To recover f exactly from (2.1), at some stage one needs to discretize, so as to reduce the infinite amounts of information to something finite. The usual approach in sparse MRI [42] involves two steps. First, one replaces the infinite collection of samples with the finite vector y = ζ(f ) = {ζ j (f ) : j = −N + 1, . . . , N }, N ∈ N. (2.2)
Second, one uses a combination of the discrete Fourier and discrete wavelet transforms (DFT and DWT respectively) to formulate the corresponding measurement matrix.
To this end, let U df , V dw ∈ C 2N ×2N be the matrices of these transforms. We proceed as follows. Note first that the classical discrete approximation to the problem of inverting the Fourier transform is given by y = U df x, where x is a vector approximating pointwise values of f on an equispaced grid in [−1, 1]. Since f is sparse in the Haar basis it is very tempting to think that
is also sparse, where V dw is the discrete Haar transform. One should therefore be able to recover f perfectly from only relatively few of its samples y = ζ(f ) by using standard CS techniques. Specifically, if Ω ⊂ {1, . . . , 2N }, |Ω| = m < 2N is chosen uniformly at random, then it is standard practice to solve the convex optimization problem min
or some variant thereof in the case of noisy data. Here P Ω : C 2N → C 2N denotes orthogonal the projection onto span{e j : j ∈ Ω} and {e j } 2N j=1 is the canonical basis for C 2N . If ξ is a minimizer of this problem, then one could hope that ξ agrees with the vector x 0 with high probability, and hence we could recover x = V dw ξ at the grid points. As Figure 1 demonstrates, the result of applying (2.3) to this example is extremely disappointing. The function f is not recovered anywhere near exactly, and the reconstruction f N,m computed from (2.3) commits rather large errors, especially near the jumps in f , i.e. x = −1, 0, 1 2 , 1. To be more precise, even though f only has one nonzero coefficient in the Haar wavelet basis, and despite the fact that we use m = 130 Fourier samples of f , we do not get anywhere near to perfect recovery.
This now begs the following question: what went wrong? We give the answer in the next section.
The DFT destroys sparsity
The source of the failure of (2.3) is the discretization employed: namely, the DFT. The problem is that the DFT is not exact. As a result, there is a mismatch between the data, which are continuous Fourier samples, and their modelling as discrete Fourier samples. To explain this mismatch and its effect, consider U −1
df . This matrix maps the vector of Fourier coefficients ζ(f ) of a function f to a vector consisting of pointwise values on an equispaced 2N -grid in [−1, 1]. However, this mapping commits an error: for an arbitrary function f , the result is only an approximation to the grid values of f . The question is, how large is this error, and how does it affect (2.3) and its solutions?
Consider the vector x ∈ C 2N defined by
It is simple to see that x consists precisely of the values of the function f N (t) = on the equispaced 2N -grid. However, this function is nothing more than the truncated Fourier series of f , and therefore the approximation resulting from modelling the continuous Fourier transform with U df is equivalent to replacing a function f by its partial Fourier series f N . Let us now consider the discrete wavelet transform x 0 ∈ C 2N of x:
The right-hand side of the equality constraint in (2.3) now reads
Thus, for the method (2.3) to be successful we require x 0 = V dw x to be a sparse vector. However, this can never happen. Sparsity of x 0 is equivalent to stipulating that the partial Fourier series f N be sparse in the Haar wavelet basis. The function f N consists of smooth complex exponentials, and thus cannot have a sparse representation in a basis of piecewise smooth functions. Therefore, although it has a unitary and incoherent measurement matrix, (2.3) is not a sparse recovery problem. Consequently, there is little or no hope of recovering the sparse vector α of Haar wavelet coefficients of f from (2.3). This explains the complete failure witnessed in Figure 1 . From this argument, we now conclude the following. By forming the approximation (2.4), we have destroyed important structure of the original problem: namely, the sparsity. In particular, we have violated the guiding principle (Ph).
Remark 2.1 Note that this loss of sparsity is not exclusive to the Haar wavelet basis. In fact, if f is sparse in any basis of compactly supported wavelets then, by insisting on using the Shannon Sampling Theorem, we also witness the same problem: namely, f N can never be sparse in the same basis.
The DFT leads to the Gibbs phenomenon
Whilst the loss of sparsity is significant, there is another important issue with this setup. Given that η is not sparse in Haar wavelets, suppose now, as an exercise, we forgo any subsampling. That is, we let m = 2N . The problem (2.3) now has a unique solution η. However, by the arguments given above, the entries of η are not the Haar wavelet coefficients of f , but rather coefficients of the approximation f N . Thus, by solving (2.3) (both with and without subsampling) we are not actually computing Haar wavelet coefficients of f , but those of the partial Fourier series f N instead. Thus, we cannot hope to obtain a better (i.e. more accurate) reconstruction of f than f N .
The question is, how good an approximation is f N ? Since f is piecewise smooth, it turns out to be very poor. In fact, as N → ∞, f N does not converge uniformly to f , and only converges very slowly in the weaker L 2 norm. One also witnesses the unpleasant Gibbs phenomenon, with its associated O (1) oscillations, near each jump in f . These effects are visualized in Figure 2 wavelet approximation to f N , as opposed to f , can be observed by comparing the left panels in Figures 2 and 1 respectively. Of course, one may attempt various remedies to this problem, such as increasing N or using the total variation norm instead. However, the key point is, regardless of how clever we are, if we insist on performing the discretization via U df , then we cannot hope to obtain any better than the (extremely poor) approximation f N , the partial Fourier series.
Relation to the inverse crime
As mentioned, the poor reconstruction witnessed above is due to basis mismatch, i.e. continuous Fourier data being modelled as discrete Fourier data. Had this data actually been simulated using the discrete Fourier transform, then no such problems would have occurred, and one would have seen a vastly improved reconstruction (in this case, perfect recovery). However, this improvement is artificial and an example of the well-known inverse crime [35] . That is to say, inappropriate simulation of data leads to spuriously good reconstructions, but when applied to real data, such as in the above examples, the reconstruction quality substantially declines.
2.1.4
The operation x 0 = V dw x may commit the wavelet crime The Discrete wavelet transform is an infinite-dimensional operation that takes as input the coefficients of the expansion of the function corresponding to the scaling function. The output of the discrete wavelet transform are the wavelet coefficients as well as the scaling coefficients corresponding to the next level. In the discretization model above the vector x contains approximate pointwise samples of the function f . Thus, at best we can interpret x as the coefficient vector corresponding to an expansion using the scaling function of the Haar wavelet (which is the step function). However, in all other cases of Daubechies wavelets (where the scaling is different from the step function), the vector x 0 = V dw x has therefore very little to do with the actual wavelet coefficients of f . This is referred to as the "wavelet crime" by Strang and Nguyen [50, p. 232] . Note that there is no inverse or wavelet crime in the new infinite-dimensional setup introduced in §2.3.
Second example: a common pitfall
The failure of (2.3) can be interpreted as a violation of the fundamental principle (Ph). In particular, the crucial property that f is sparse in the Haar wavelet basis is destroyed when the DFT is applied. With this in mind, it may seem to the reader that, since f is a finite sum of Haar wavelets, there is a simple remedy to this problem. Specifically, replace the DFT and DWT by the measurement matrix randomly sample Ω ⊂ {1, . . . , 2N } with |Ω| = m, obtain a minimizer ξ to the problem 6) and form the reconstruction f N,m = 2N j=1 ξ j ϕ j (note that in this case we have, for convenience, reindexed in the natural way the Fourier samples {ζ j } j∈N over N rather than Z). Clearly this approach, which corresponds to replacing the DFT and DWT by their continuous analogues, preserves the sparsity of the original problem, unlike (2.3).
Let us consider an example of (2.6). Suppose that f (t) = 2N j=1 α j ϕ j (t), where 2N = 768. We have chosen a function f such that |supp(f )| = |{α j : α j = 0}| = 5. Note that f is very sparse in the Haar wavelet basis. In Figure 3 we display the reconstruction given by (2.6) using m = 760. As is evident, f is recovered extremely poorly by (2.6): although we have used nearly 98% of its Fourier samples in the range 1, . . . , 2N , the reconstruction error f − f N,m is very large (roughly 2.43 and f = 3.21). We repeated the experiment fifty times with the same outcome.
This example is disastrous. Despite altering the standard CS approach (2.3) to ensure that sparsity is preserved, we still obtain an extremely poor reconstruction. Indeed, since f is sparse in the Haar basis and we sample using nearly all its Fourier samples in the range 1, . . . , 2N , one may have reasonably hoped to recover f perfectly in this example. However, as seen in Figure 3 , this is certainly not the case.
From a conventional CS viewpoint, this failure appears quite surprising. We have formed a measurement matrix in a standard way by taking inner products of one orthonormal basis (the complex exponentials {e 2πik · } N k=−N +1 ) with another (Haar wavelets). Surely the standard finite-dimensional results should apply? However, they clearly do not, as evidenced by Figure 3 . The question is why?
As it transpires, the explanation is simple, and lies with the change of basis matrix (2.5):
• The matrix U N is not an isometry. Nor is it close to an isometry: its condition number is at least 10 16 .
• In general, a matrix U N of the form (2.5) is an isometry if and only if the N basis elements span the same space. This is clearly not the case in (2.5), where the sampling and reconstruction bases consist of the first N (smooth) complex exponentials and (piecewise constant) Haar wavelets respectively.
This lack of isometric structure highlights the underlying infinite-dimensionality of the problem. In particular, one needs infinitely many complex exponentials to span a space large enough so that it will contain finitely many Haar wavelets (or vice versa). From this discussion, we now draw the following conclusion. Simply thinking (since f has only finitely many non-zero Haar wavelet coefficients) that the problem can somehow be embedded in C N and solved using finite-dimensional CS is incorrect. In fact this failure can also be interpreted as a violation of (Ph). As noted above, U N is not an isometry, whereas the 'infinite change of basis matrix'
formed by combining the full countably-infinite bases does have this property (both Haar wavelets and complex exponentials form orthonormal bases for the infinite-dimensional Hilbert space L 2 (−1, 1)). It is precisely the loss of this structure when 'discretizing' U via U N that is the source of the failure observed above.
Remark 2.2
The reader at this stage may wonder whether the absence of an isometry, and the resulting poor reconstruction, is a phenomenon isolated to the particular choice of reconstruction system (Haar wavelets). Perhaps a different choice, e.g. a basis of smoother wavelets, leads to a matrix U N which is closer to an isometry? This is not the case. In [4] it was proved that the matrix (2.5) is has an exponentially large condition number as N → ∞ for essentially any wavelet basis. An analogous result for polynomial bases was proved in [7] .
Third example: a new approach
With these examples in mind, the purpose of the remainder of this paper is to describe a new approach for infinite-dimensional CS, known as generalized sampling with compressed sensing (GS-CS), which overcomes the aforementioned failings. This brings us to the purpose of this section, and really the essence of this paper: namely, why infinite dimensions? Put simply, this is because the search for the coefficients α = {α 1 , α 2 , . . .} of f results in an infinite system of equations. By formulating reconstruction directly in an infinite-dimensional way, and then discretizing (as opposed to discretizing first), we are able to completely avoid the pitfalls described above.
This new approach will be explained in detail in the next sections. However, we first demonstrate that it overcomes the above issues. Let f (t) = M j=1 α j ϕ j (t) be as in §2.2, and let U be given by (2.7). Let P K denote the projection onto span{e 1 , . . . , e N }, where {e k } k∈N is the canonical basis for l 2 (N). ForÑ ∈ N, we now choose Ω ⊂ {1, . . . , N } uniformly at random, with |Ω| =m, and numerically compute a minimizer ξ to inf
where M ∈ N, and let gÑ ,m = M j=1 ξ j ϕ j be the reconstructed approximation to f . In Figure 3 we apply this algorithm with N = 1351 andm = 50, and M = 768. Note the significant improvement over the approach of §2.2. In particular, when averaged over 50 trials, the error f − g N ,m L 2 is found to be 1.15 × 10 −11 in comparison to roughly 2.43 for the previous approach. Moreover, the GS-CS reconstruction uses less than 7% of the number of sampled Fourier coefficients that were used to form the extremely poor reconstruction in (2.6).
The aim of remainder of this paper is to explain why (2.8) leads to such a marked improvement. As we shall see, the key to this is the judicious choice of the parameterÑ , which is selected according to what we refer to as the balancing property (see §6.2). As we discuss, this property ensures a faithful discretization of the operator U . We shall present further numerical examples illustrating the effectiveness of this new approach in §8.
3 Infinite-dimensional compressed sensing Before developing our theory of infinite-dimensional compressed sensing, let us now formally introduce the problem we shall solve in this paper, as well as the types of signal models we shall consider.
Suppose that H is a separable Hilbert space over C (throughout this paper we shall work with complex spaces). Let {ϕ j } j∈N be an orthonormal basis, and let f = ∞ j=1 α j ϕ j be the signal we wish to recover. Suppose that we have access to the countable collection of samples
where ζ j : H → C are continuous linear functionals on H. The problem throughout this paper will be to recover f in terms of {ϕ j } j∈N from a small number of the samples (3.1).
Sparsity and compressibility
Compressed sensing is a theory concerning sparse signals. In infinite dimensions, we say that f is sparse in the basis {ϕ j } j∈N if there exists an M ∈ N such that
where supp(f ) = {j ∈ N : α j = 0}, denotes the support of the infinite vector α (throughout this paper, when is meaning is clear, we shall write ∆ for supp(f )). If |∆| = r, we say that f is (r, M )-sparse in the basis {ϕ j } j∈N . Naturally, we do not know ∆, however, we may have information about M . In practice, the assumption that f is perfectly sparse is often unrealistic. In finite-dimensional CS, it is standard to consider compressible signals, i.e. those whose r-term approximation error decays rapidly. In the infinite-dimensional setting, we require a slightly different notion that takes into account the bandwidth M . Let
correspond to the error of the best approximation of f by a (r, M )-sparse vector. Loosely speaking, we shall say that f is compressible if this term is small.
Models
The models we consider in this paper are as follows:
(i) Semi-infinite dimensional model. Here we assume f is either sparse with bandwidth M , or that f = g + h, where
In other words, f is (r, M )-compressible for some r and σ M,M (x) = 0. This model is semi-infinite dimensional: although f has only finite support in {ϕ j } j∈N , we draw samples from the countable collection (3.1).
(ii) Fully-infinite dimensional model. Here we consider the significantly more general setting:
This model is termed fully infinite-dimensional since both the set of samples and the support of f have infinite cardinality.
Note that whenever f is exactly sparse (i.e. the first case in model (i)) the goal is to recover f perfectly by subsampling the measurements (3.1). In all other cases, one cannot expect perfect recovery with subsampling. As is typical in finite-dimensional CS, the aim here is to show to show perfect recovery up to an error proportional to σ r,M (α). Note that this is substantially more challenging in case (ii), since the support of the nonsparse component h is infinite.
Generalized sampling: guaranteed recovery in arbitrary bases
Before discussing how to recover infinite-dimensional sparse or compressible signals, it is first necessary to consider the more classical case where no sparsity is assumed. The question is, how does one actually reconstruct an arbitrary signal f from its measurements {ζ j (f )} j∈N ? Or in other words, if f = ∞ j=1 α j ϕ j , how do we recover the infinite vector α = {α 1 , α 2 , . . .} from the samples ζ 1 (f ), ζ 2 (f ), . . .? Only once this problem has been solved can one tackle the issue of subsampling. Fortunately, the technique of generalized sampling (GS) was developed precisely for this problem [1, 2, 5, 3] . We now recap this approach.
Under some assumptions on {ζ j } j∈N (e.g. each ζ j is continuous and {ζ j (f )} j∈N ∈ l 2 (N), ∀f ∈ H), we can view the full recovery problem as the infinite-dimensional system of linear equations
where
. .} and U is the infinite measurement matrix
Clearly, if we were able to invert U , and provided we had access to all samples of f , then we could recover α (and hence f ) exactly. However, this is never the case in practice. Instead, we must consider truncations of (4.1), and look to compute approximationsα 1 , . . . ,α N to the first N coefficients of α. It goes without saying that whatever strategy we use for computing such approximate coefficients, it must be stable in the presence of noise. Moreover, the resulting reconstructionα
[N ] = {α 1 , . . . ,α N } ∈ C N must be a good approximation to the first N exact coefficients α 1 , . . . , α N . Recall that the whole premise for recovering f in the basis {ϕ j } j∈N is that we know that f is well represented in this basis. In other words, the coefficients {α j } j∈N decay rapidly as j → ∞, or, in the case where f is sparse, only a finite number are nonzero. Therefore, whichever method we use for solving (4.1), it is important that the error
l 2 , be small (here and later, for convenience, we shall not make a distinction between the finite vector α
[N ] = {α 1 , . . . ,α N } ∈ C N and its imbedding {α 1 , . . . ,α N , 0, 0, . . .} in l 2 (N)). Clearly, the examples of §2 violate this condition.
Finite sections: a warning from spectral theory
The most obvious approach for discretizing (4.1) follows from taking finite sections of U . In other words, if P N : l 2 (N) → span{e j : j = 1, . . . , N } is the orthogonal projection, we consider solutionsα [N ] to the N × N system of equations
Note that
is nothing more than the leading N × N submatrix (i.e. the finite section) of U . Finite sections are extremely widely used in practice [11, 12, 36] . However, for general operators U there is no guarantee thatα
[N ] need either exist, or thatα [N ] (if it exists) actually converges to α as N → ∞. In fact, it is easy to devise pairs of bases {ϕ j } j∈N and sampling schemes {ζ j } j∈N for which the error α −α [N ] l 2 blows up as N → ∞, wheneverα [N ] is the result of the finite section method [1, 5] . Another significant issue is that the finite section matrix P N U P N ∈ C N ×N may be extremely poorly conditioned, even though U and its inverse U −1 are bounded. Examples of operators U whose finite sections exhibit exponentially poor conditioning were given in [1, 5] . In particular, the measurement matrix formed by sampling in the Fourier basis and reconstructing in Haar wavelets (the principal example of this paper) suffers from this phenomenon. As a result, the numerical method based on finite sections is not just nonconvergent, it is also extremely unstable and highly sensitive to noise.
The failure of the finite section method for solving (4.1) can be viewed as a violation of the principle (Ph). Finite sections have been studied extensively from the viewpoint of computational spectral theory. Therein one typically wishes to gain information about the spectrum of U by considering discretizations of the form P N U P N [9, 36] . The main conclusion is that, unless U satisfies some very stringent restrictions (such as positive self-adjointness), its finite sections P N U P N may have wildly different (spectral) properties. This violates (Ph), and thus makes finite sections typically unsuitable for solving (4.1).
The key structure that operator U of the form (4.2) possess is that they are isometries. Specifically, if measurements ζ j (f ) = f, ψ j give rise to an orthonormal basis {ψ j } j∈N (as is the case with Fourier sampling) the matrix U is a isometry on l 2 (N). Yet this structure is not usually inherited by the finite sections P N U P N , in violation of (Ph).
Note that the finite section P N U P N is precisely the measurement matrix (2.5) encountered in the finitedimensional CS approach (2.6). As commented in §2.2, the loss of the isometry property of U accounts for the failure seen therein.
Uneven sections and generalized sampling (GS)
Fortunately, there is a simple, albeit far less common, way to overcome the failure of finite section method, based on taking rectangular, as opposed to square, sections of U . In [1, 2] it was proposed to replace (4.3) with
where M ∈ N (the number of coefficientsα 1 , . . . ,α M computed) is appropriately chosen (typically M ≤ N ). The result is known as generalized sampling (GS). Note that A ≡ (P N U P M ) * P N U P M , where
The main idea is that, by allowing M and N to vary independently-in particular, selecting M ≤ N sufficiently small-one can obtain both a numerically stable and accurate reconstruction of the first M coefficients α 1 , . . . , α M . Note that this means that we typically recover fewer of the coefficients α 1 , α 2 , . . . than in the finite section method. However, unlike the latter, it is possible to guarantee both the stability and accuracy of this approach. In other words, by being less greedy in the number of coefficients we seek to recover, we actually obtain a far better result.
The main theorem proved in [1, 5] is as follows:
there is a unique solutionα
[M ] to (4.4). Furthermore, we have the sharp bound
It can be shown that the quantity C N,M → 0 as N → ∞, for any fixed M . Thus, one deduces from (4.5) thatα [M ] can be made arbitrarily close to P M α-the best approximation to α from P M (l 2 (N))-by varying N suitably. Hence, a good reconstruction can always be guaranteed with this approach. Furthermore, the resulting method is also stable. The condition number of the matrix A scales like
. That is to say, precisely the same quantity that ensures accuracy of the reconstruction also guarantees numerical stability.
To connect generalized sampling with the principle (Ph), note that the uneven section P N U P M inherits the structure of U , whenever M and N are chosen suitably. In fact, for fixed M ,
is the identity. Thus, P N U P M is also an isometry on the range of P M in the limit N → ∞.
Remark 4.1 Theorem 4.1 is stated in a way such that M is fixed and N is varied, as are the results we give later in §7. Depending on the particular application, one may prefer to consider N , the total number of samples, being fixed and M being varied. Mathematically, however, this is completely equivalent.
The stable sampling rate
Theorem 4.1 proves that stable recovery is possible, provided N is chosen sufficiently large in comparison to M (or M sufficiently small in comparison to N ). In practice, we need a way in which to quantify this scaling. In [5] , the stable sampling rate
was introduced. The stable sampling rate determines how tall to take the uneven section P N U P M , for a given width, to ensure that (Ph) holds. In particular, sampling at a rate N ≥ Θ(M ; θ) ensures that 1 − C N,M ≥ θ, and therefore stability and accuracy ofα [M ] up to the magnitude of θ. Note that Θ(M ; θ) can be easily computed numerically [5] , since C N,M is just the norm of an M × M matrix (see (4.6) ). Hence the conditions of Theorem 4.1 can be verified a priori via a straightforward calculation. Having said this, in numerous circumstances of interest one can also obtain analytical bounds [1, 2, 4, 5] .
A generalized Shannon Sampling Theorem
One of the main instances of GS, and a central reason for its development, is the case where {ζ j (f )} j∈Z corresponds to the Fourier samples (2.1) (we replace the index set N with Z in this instance). Although the famous Shannon Sampling Theorem ensures that both f and its Fourier transform Ff can be recovered exactly via the infinite sums
(note that the first converges in L 2 , whereas the second converges both uniformly and in L 2 ), in practice one has to truncate these series, leading to the approximations
As discussed, these are typically very poor reconstructions of f and Ff respectively. However, suppose now we know another basis {ϕ j } j∈N in which f is well represented. Then we can apply GS to obtain an improved reconstruction in this basis. This leads to the following generalization of Shannon's theorem: Theorem 4.2 (Generalized Sampling Theorem [1] ). Let F denote the Fourier transform on R, and suppose
where ρ : N → Z is some bijection, and suppose that U is given by (4.2). Then, for each M ∈ N there is an N ∈ N such that there exists a unique solutionα
where g = Ff , C N,M is given by (4.6) and P M denotes the projection onto span{ϕ 1 , . . . , ϕ M }.
Note that this theorem is just the special case of Theorem 4.1 corresponding to Fourier samples. It is also a straightforward exercise to extend it to the multivariate setting, where F corresponds to the Fourier transform on
. This theory extends the classical Shannon Sampling Theorem as well as a number of its fundamental generalizations [8, 27, 57, 58] . The key point is that, if we know that f is well-represented in {ϕ j } j∈N , then we can recover f optimally (up to a multiplicative constant) in terms of the first M basis function ϕ 1 , . . . , ϕ M using only its first N Fourier coefficients.
An important issue that was addressed in [1, 2, 4, 5] is how the stable sampling rate Θ(M ; θ) behaves in this setting. In [4] it was proved that Θ(M ; θ) ∼ c(θ)M for Fourier sampling with wavelets as the reconstruction system, i.e. the principal example of this paper. Typically, c(θ), whilst greater than one, is not too large. However, any attempt to sample much below this rate necessarily fails. In [4] it was also shown that setting N = M (this corresponds to the finite section), or in fact N =cM for any c less than some critical threshold c 0 > 1, leads to exponential instability and divergence. 
Example: the effectiveness of generalized sampling
To demonstrate the use of generalized sampling let us consider the following function
Suppose we can sample the Fourier coefficients of f : in particular, we have access to {Ff (j )} j∈Z for = 1/2. To reconstruct f from these samples we will consider two different techniques. First, we test the truncated Fourier series f N defined in (4.8). Due to the fact that f is not periodic we cannot expect rapid convergence of f N to f . However, the Generalized Sampling Theorem 4.2 allows us to reconstruct in any basis. Thus, (due to analyticity of f ) we will choose the reconstruction basis {ϕ j } j∈N consisting of orthonormal Legendre polynomials on [−1, 1]. In particular, we define f N,M as in (4.9), where ρ : N → N is given by
In Figure 4 we have displayed the errors f − f N and f − f N,M . Note that both reconstructions, f N and f N,M , use the same samples, yet the improvement of f N,M compared to f N is dramatic. In particular, we go from an O (1) error to roughly machine precision. We remark that for this choice of reconstruction basis the stable sampling rate Θ(M ; θ) is quadratic in M [2] . Moreover, a lower scaling (in particular, N = M ) results in extreme ill-conditioning [7] . We now repeat the experiment above with the function
where {ψ j } j∈N are the Haar wavelets on [−1, 1], L = 1700 and the α j 's are some arbitrarily chosen coefficients. We will assume, as above, that we can sample the Fourier coefficients {Ff (j )} j∈Z of f (with = 1 2 once more). Due to the vast number of discontinuities of f we cannot expect the truncated Fourier series f N to be a good approximation to f . However, by the Generalized Sampling Theorem 4.2 we can choose the reconstruction basis {ϕ j } j∈N to be the Haar wavelets, and construct f N,M as in (4.9). In Figure 5 we have displayed the errors f − f N and f − f N,M . Note that both reconstructions, f N and f N,M , use the same samples, yet the improvement of f N,M compared to f N is substantial.
Generalized sampling with compressed sensing (GS-CS)
An immediate consequence of Theorems 4.1 and 4.2 is that if we know that f is sparse in {ϕ j } j∈N -i.e. supp(f ) ⊂ {1, . . . , M }-then we can recover f perfectly from its first N samples, whenever N ≥ M is taken according to the stable sampling rate. However, by combining the same ideas with standard CS techniques, we can actually achieve perfect recovery using far fewer measurements. The key is to follow a similar approach, again based on uneven sections, to formulate the reconstruction appropriately. The resulting method is known as generalized sampling with compressed sensing (GS-CS). Let us suppose that f = ∞ j=1 α j ϕ j is sampled via {ζ j } j∈N . As opposed to the failed approaches of §2, which were loosely based on discretizing first, the technique we now propose involves first formulating the sparse recovery problem in infinite dimensions. To this end, let Ω ⊂ N be of size |Ω| = m ∈ N and consider the (infinite-dimensional) optimization problem
where U is the infinite measurement matrix (4.2) and ζ(f ) = {ζ 1 (f ), ζ 2 (f ), . . .} is the infinite vector of samples.
Recall that GS relies on a well-posed infinite-dimensional recovery problem (4.1) before discretization can proceed. Seeking similar notions for (5.1), we are led to the following questions:
(i) How do we choose Ω? Obviously there is no unique choice, but it makes sense to choose Ω uniformly at random from {1, . . . , N }, where N ∈ N. This raises the question following question: how large must N be?
(ii) Suppose that η is a minimizer of (5.1) (note that η need not be unique). How large is η − α , where α is the infinite vector of coefficients of f in the basis {ϕ j } j∈N . In particular, how does η − α depend on both m (the total number of samples) and N (the range from which the samples are drawn)?
(iii) If f is exactly sparse in {ϕ j } j∈N , do we recover its coefficient vector α exactly (with high probability) from (5.1), and what are the conditions on m and N that ensure this recovery?
Let us suppose for the moment that we have answers to these questions. Besides some special circumstances, we cannot solve (5.1) numerically, hence we must discretize. For this, we follow the same ideas that lead to generalized sampling. Thus, we introduce a parameter k ∈ N and consider the finite-dimensional optimization problem min
We shall refer to this as generalized sampling with compressed sensing. This formulation of course leads to another set of questions:
(iv) When will (5.2) have a solution? Note that (5.2) need not have a solution for all k, since P Ω ζ(f ) need not be in the range of P Ω U P k (although, as we shall show, this is always the case for sufficiently large k). However, this raises the following question: will solutions of (5.2) converge to solutions of (5.1)?
(v) If f is not sparse but compressible, how large is the error η − α when η is a solution to (5.2) and α is the vector of coefficients of f ? In particular, if f belongs to either of the models (3.3) or (3.4), can η − α be bounded above in terms of σ r,M (f )?
Answers to these questions will be provided in §7, where we state the main results of this paper.
6 Notation and definitions
Notation
We now introduce some additional notation that will be used in the remainder of this paper. Let H = l 2 (N) be the standard space of square-summable sequences in C, and let · be the standard norm on H. All other norms will be specified. Let {e j } j∈N be the natural basis on l 2 (N), and, if Γ ⊂ N, define P Γ to be the orthogonal projection onto cl(span{e j : j ∈ Γ}). If Γ = {1, . . . , N }, then we simply write P N .
If ξ ∈ H and j ∈ N, then ξ(j) = ξ, e j (we will also sometimes use the notation ξ j ). For Γ ⊂ N, we denote the natural embedding operator by ι Γ : l 2 (Γ) → H. Note that ι * Γ η = η| Γ for η ∈ H. For any vector ξ ∈ H we write supp(ξ) = {j ∈ N : ξ(j) = 0}. We also define the sign sgn(ξ) ∈ l ∞ (N) of ξ ∈ l ∞ (N) as follows:
For an operator U ∈ B(H) we define coherence parameter 1) i.e. the max norm of the operator U with respect to {e j } j∈N . Also, if U = {u ij } ij∈N is an infinite matrix, we define the maximum row norm of U by
This quantity forms a vector space norm on the vector space of all infinite matrices (although not an algebra norm). Finally, for convenience, we will define the following crucial function that will be used frequently in the exposition. For M ∈ N and U ∈ B(H) letω M,U : {1, . . . , M } × R + × N → N be given bỹ
Observe also that the mapping s →ω M,U (r, s, N ) is a decreasing function.
Key definition: the balancing property
For GS, the stable sampling rate (4.7) determines how to discretize the recovery problem in line with (Ph), by determining how to choose N for a given M . For GS-CS we require an analogous quantity, known as the balancing property:
Definition 6.1. Let U ∈ B(H) be an isometry. Then N and m satisfy the weak Balancing Property with respect to U, M and |∆| if
We say that N and m satisfy the strong Balancing Property with respect to U, M and |∆| if (6.3) holds, and (6.4) is replaced by
The inequality in (6.4) is somewhat inconvenient. However, it can be replaced by the far simpler, although stronger, condition
Here diag(B) denotes part of the matrix B. In particular, condition (6.6) is the requirement on the magnitude of the off-diagonal entries of the matrix P M U * P N U P M . In much the same manner, (6.5) can also be replaced by the much more convenient (however much stronger) condition
The following proposition establishes that the balancing property is well defined:
Proposition 6.2. If U , M and |∆| are as in Definition 6.1, then there always exists integers N and m that satisfy the weak and strong Balancing Properties with respect to U, M and |∆|.
Proof. Note that since P N → I strongly as N → ∞ we have that P N U → U strongly. However, for any Γ ⊂ N with |Γ| < ∞ we have by compactness that P N U P Γ → U P Γ in norm as N → ∞. The fact that U is an isometry yields the assertion.
Before stating our main results, let us briefly comment on the balancing property. Condition (6.3) ensures that P N U P M is close to an isometry, and is very similar to the stable sampling rate in the non-subsampled case. Since results proved in [4] establish that the stable sampling rate cannot be avoided for essentially any recovery algorithm, (6.3) is a natural, and most likely necessary condition. Having said this it may be possible to slightly improve the right-hand side. Condition (6.4) states that the matrix U should be close to an isometry on the support of all sparse vectors. Again, we suspect that this condition cannot be removed, although it may be possible to weaken it somewhat.
Main results
We now present the main results on GS-CS. Proofs of these results form the content of the remainder of this paper. To avoid pathological examples we will throughout the remainder of the paper assume that the sparsity r = |∆| ≥ 3.
The semi-infinite dimensional model
The first results concern the semi-infinite dimensional model (see §3.2): Theorem 7.1. Let U ∈ B(H) be an isometry, M ∈ N, > 0 and suppose that x 0 ∈ l 1 (N) with supp(x 0 ) = ∆, where ∆ ⊂ {1, . . . , M }. Suppose that N and m satisfy the weak Balancing Property with respect to U, M and |∆|, and let Ω ⊂ {1, . . . , N } be chosen uniformly at random with |Ω| = m. If ζ = U x 0 then, with probability exceeding 1 − , the problem
has a unique solution ξ and this solution coincides with x 0 , provided that m satisfies
2)
for some universal constant C. Furthermore, if m = N then ξ is unique and ξ = x 0 with probability 1.
The main conclusion of this theorem is as follows: a sparse signal x 0 can be recovered perfectly (with high probability) by subsampling from the coefficients ζ, provided (6.3), (6.4) and (7.2) hold. Note that this result gives answers to the questions (i) and (iii) posed in §5. Moreover, Theorem 7.1 establishes Theorem 1.1 of §1.
Recall that the second scenario in the semi-infinite dimensional model corresponds to signals y 0 = x 0 +h, where x 0 is sparse and supp(h) ⊂ {1, . . . , M }. The following theorem concerns this case: Theorem 7.2. Let U ∈ B(H) be an isometry, M ∈ N, > 0 and suppose that y 0 ∈ l 1 (N) with supp(y 0 ) ⊂ {1, . . . , M }. Suppose that N and m satisfy the weak Balancing Property with respect to U, M and |∆|, and let Ω ⊂ {1, . . . , N } be chosen uniformly at random with |Ω| = m. If ζ = U y 0 and ξ ∈ H is a minimizer of (7.1) then, with probability exceeding 1 − , we have that
provided m satisfies (7.2). If m = N then (7.3) holds with probability 1.
This theorem demonstrates recovery for compressible signals of the form (3.3). Specifically, we witness perfect recovery, up to an error determined by the best (r, M )-term approximation. In particular, this result answers part of question (v) posed previously.
Remark 7.1 It is important to notice that there need not be a unique solution to (7.1). However, this is not an issue. Theorem 7.2, and, in particular, equation (7.3), states that all solutions to (7.1) will be close to y 0 in norm.
The fully infinite-dimensional model
Recall that the semi-infinite dimensional model (3.3) places the restriction that the support of the nonsparse term h is contained in {1, . . . , M }. As discussed in §3, this assumption is quite rare in practice, and a more realistic setting is provided by the fully infinite-dimensional model. Here we assume that y 0 = x 0 +h, where x 0 is sparse and |supp(h)| is infinite.
To address this setting, it is first necessary to scrutinize an infinite-dimensional optimization problem of the form (5.1): Theorem 7.3. Let U ∈ B(H) be an isometry, M ∈ N, > 0 and suppose that y 0 ∈ l 1 (N). Suppose that N and m satisfy the strong Balancing Property with respect to U, M and |∆|, for some M and ∆, and let Ω ⊂ {1, . . . , N } be chosen uniformly at random with |Ω| = m. If ζ = U y 0 and ξ ∈ H is a minimizer of
then, with probability exceeding 1 − , we have that
provided that m satisfies
for some universal constant C (recallω M,U from (6.2)). If m = N then (7.5) holds with probability 1.
Remark 7.2
The quantity ω in (7.6) can also be replaced by a much more convenient (and of course much less sharp) estimate. In particular we have that ω ≤ M , where
This theorem, much like Theorem 7.2, confirms recovery of y 0 up to an error determined solely by σ r,M (y 0 ). Note that it provides answers to questions (i)-(iii) posed in §5. However, observe that the optimization problem (7.4) is infinite-dimensional. In practice, one always replaces (7.4) with the finitedimensional problem inf
where k ∈ N is suitably chosen. The obvious question now arises: how do solutions of (7.7) compare to those of (7.4) as k → ∞? For this we have the following:
Proposition 7.4. Let U ∈ B(H), x 0 ∈ l 1 (N) and P Ω be a finite rank projection. Then, for all sufficiently large k ∈ N, there exists an ξ k ∈ H satisfying
In particular, if there exists a unique minimizer z of (7.8), then ξ k → z in the l 1 norm.
This proposition states that the computed solutions of (7.7) will be approximate minimizers of (7.4) for all sufficiently large k. In particular, computed solutions will approximately satisfy (7.5). Note that it addresses question (iv) posed in §5.
Let us now make several further remarks on these theorems:
The error bounds (7.3) and (7.5) are nearly optimal in the sense that they involve the best approximation error σ r,M (y 0 ) multiplied by a factor proportional to N/m. The latter term is the reciprocal subsampling percentage, and in practice will usually not be much larger than 100 in magnitude (this would correspond to 1% subsampling). We suspect, however, that it is possible to remove this term altogether.
Remark 7.4
Neither the bandwidth M nor the sparsity r = |∆| need be known in either Theorem 7.2 or 7.3. Specifically, these results state the following: given m and N (the parameters of the sampling), any vector y 0 is recovered up to an error proportional to σ r,M (y 0 ), where r and M are determined implicitly through the balancing property and (7.6). This is typical in applications such as MRI, where the sampling resolution N is fixed (due to the physical limitations of the scanner), as is the total number of samples m.
Remark 7.5
In all the theorems, the amount of subsampling depends on the coherence parameter υ(U ). For a specific operator U this is fixed, although it can be arbitrarily small. The fact that it is fixed suggests that for large enough M and N subsampling will not be possible-i.e. we must take m = N . However, if U has the property that υ(U P ⊥ k ), υ(P ⊥ k U ) → 0 as k → ∞, then one can actually circumvent this problem. This is achieved via multilevel subsampling techniques. This is not within the scope of this paper but will be treated elsewhere [6] . Note that [6] will also address the issue of noisy measurements. Again, this is a topic outside the scope of this paper.
Theorems on finite-dimensional CS
As mentioned, GS-CS extends standard finite-dimensional CS to an infinite-dimensional setting. It is therefore unsurprising, but important to note nonetheless, that results concerning the latter can be obtained as straightforward corollaries of Theorems 7.1-7.3. In particular, we have Theorem 7.5. Let U ∈ C n×n be an isometry, and suppose that x 0 ∈ C n with supp(x 0 ) = ∆. For > 0 suppose that m ∈ N is such that
for some universal constant C, and let Ω ⊂ {1, . . . , n} be chosen uniformly at random with |Ω| = m. If ζ = U x 0 then, with probability exceeding 1 − , the problem
has a unique solution ξ and this solution coincides with x 0 . Theorem 7.6. Let U ∈ C n×n be an isometry, and suppose that y 0 = x 0 + h ∈ C n with supp(x 0 ) = ∆. For > 0 suppose that m ∈ N satisfies (7.9), and let Ω ⊂ {1, . . . , n} be chosen uniformly at random with |Ω| = m. If ζ = U y 0 then, with probability exceeding 1 − , any minimizer ξ of the problem
Proof of Theorems 7.5 and 7.6. U extends in the obvious way to a partial isometry U on H. Note that ( U ) * P N U = P N , for N = n. We may, in an obvious way extend U to an isometry U on H such that υ( U ) = υ(U ). Therefore, the weak balancing property is automatically satisfied for M = N and any m ∈ N. We now apply Theorem 7.1 or Theorem 7.2.
Remark 7.6 Similar results on finite-dimensional CS has recently been proved by Candès & Plan [15] . The main contribution of this paper is to extend this to infinite dimensions by the judicious use of uneven section techniques and the key concept of the balancing property.
Numerical examples
Before giving proofs of these theorems, it is useful to present some further examples of GS-CS. We will demonstrate the main premise of this paper in practice: namely, provided one knows that the function f has a good representation in terms of a different basis then one can obtain a far better reconstruction of f than that guaranteed by the Shannon Sampling Theorem. Consider the problem of reconstructing g = Ff and f from the samples {ζ j (f )} j∈N where ζ j (f ) = Ff (ρ(j) ), > 0 (we will use = 1/2) and ρ is defined in (4.10). We now compare three methods for approximating f and g: If f is sparse or has rapidly decaying coefficients in Haar wavelets, then we expect (i) to give a very poor reconstruction. However, both the GS and GS-CS methods should give very good reconstructions, with the latter taking advantage of the sparsity to reduce the number of Fourier coefficients sampled (recall that GS does not exploit any sparsity-it offers guaranteed recovery for all functions f by using the full range of Fourier coefficients). Note that in both examples below the samples in the case of GS-CS are chosen such that half of them are fixed (from the first indices) and the other half is chosen uniformly at random. This is to improve results because of incoherence issues (see Remark 7.5).
First example
As a first example, let us consider the function g = Ff ]. Suppose that |{j : α j = 0}| = 25, so that f can be decomposed into a sparse component and a remainder. Note that the remainder has infinite support in the Haar wavelet basis, so this function belongs to the fully-infinite dimensional model (see §3.2).
In Figure 6 we display the errors committed by the approximations (i)-(iii) for this function. As expected, the expansion in sinc functions (i) gives an extremely poor reconstruction, whereas both the GS and GS-CS give far better approximations. Specifically, by replacing the sinc series (i) with either (ii) or (iii) one reduces the error by a factor of roughly 10, 000. Moreover, and also as expected, the GS-CS approximation attains the same numerical error as the GS approximation using only around 38% of the Fourier samples. These observations are confirmed in Table 1 .
Whilst the GS and GS-CS methods give very similar numerical errors it is important to notice that the reconstructions f N,M and f N,m,k are typically very different. In particular, in GS one reconstructs approximately the first M Haar wavelet coefficients α 1 , . . . , α M , where M < N . On the other hand, in GS-CS one computes k such coefficients, where typically (although not always) k > N .
This discrepancy can be explained by examining the equations (4.4) and (5.2). In GS, which corresponds to (4.4), one requires M < N to ensure invertibility of the operator A. On the other hand, unless k is taken sufficiently large, (5.2) need not have a solution, since the right-hand side P Ω ζ(f ) may not lie in the range of the (finite-dimensional) section
In particular, this may well be the case whenever k < N . Fortunately, as shown in Proposition 7.4, this cannot happen if k is sufficiently large. The effect of increasing k for the example (8.1) is illustrated in Table  2 : once k is sufficiently large, the problem (5.2) has a solution, and this error drops accordingly.
Second example
Consider the function
where |{j : α j = 0}| = 100. This function is sparse in the Haar wavelet basis (and hence is an example of the semi-infinite dimensional model). The task is to reconstruct f from its Fourier samples.
Unlike the previous example, we expect exact reconstruction of this function using both the GS and GS-CS approaches, provided the parameters are chosen correctly. This is confirmed in Table 3 . Observe that the Fourier series of f requires over 50, 000 Fourier samples to achieve four digits of accuracy. Conversely, the GS approximation recovers f exactly using only 1501 such samples. Furthermore, the GS-CS approximation improves over GS by a factor of three: it requires only 450 Fourier samples in total. 
Interlude: the remainder of the paper
In the first half of this paper we introduced the new framework GS-CS for compressed sensing in infinite dimensions, and explained why it is needed. The main recovery results concerning GS-CS were stated in §7. We devote the remainder of the paper to the proofs of these results.
9 Infinite-dimensional optimization and Proposition 7.4
We begin the second half of this paper with a proof of Proposition 7.4. As the informed reader will have noticed, this is really an question of infinite-dimensional optimization: in particular, showing the existence of minimizers to the finite-rank discretizations of an infinite-dimensional optimization problem, and their convergence to minimizers of that problem. For this reason, we now recap some of the basics of this field.
The well-informed reader may proceed directly to Proposition 9.4. Also, some of the results below, although new, are included only for completeness, and the reader only interested in the proof of the main theorems may go directly to Proposition 10.4.
Infinite-dimensional optimization
The field of infinite-dimensional convex optimization is certainly not new [26, 46] . However, it is much less standard than the more thoroughly investigated topic of finite-dimensional convex optimization. We will now cover some of the basic tools that will subsequently prove useful. In this paper we will consider complex vector spaces. Standard optimization theory is usually considered over the reals, and this is also the case in [26] (the main reference we consider herein for the field of infinitedimensional optimization). To be able to able to quote [26] freely we use the standard trick and consider any complex Banach space X as a real vector space. In particular, if X is the real Banach space induced by X then
This follows by the observation that if x * ∈ X * and u = Re(x * ) then u is a real linear functional. Also, if u ∈ X * and x * : X → C is defined by x * (x) = u(x) − iu(ix), then x * ∈ X * . To avoid unnecessary clutter we will (with slight abuse of notation) use X as the notation forX. Definition 9.1. Let X be a Banach space and let F : X → R. The polar function F * : X * → R is defined by
where R = R ∪ {−∞, ∞}.
Definition 9.2. Let X be a Banach space, F : X → R be convex and consider the following problem
If Y is a Banach space and Φ : X × Y → R ∪ {∞} is a convex lower semi-continuous function such that Φ(x, 0) = F (x) for all x ∈ X, then the dual problem P * with respect to Φ is defined by
If Φ is not specified we will say that (P * ) is a dual problem for (P ).
Let X and Y be Banach spaces and suppose that T ∈ B(X, Y ) and y 0 ∈ Y . Consider the problem (P 1 ) : inf{ x : x ∈ X, T x = y 0 }.
Note that (P 1 ) can be written as the equivalent convex optimization problem:
and observing that
where T : Y * → X * denotes the dual mapping, we also obtain the following dual problem with respect to Φ:
Much like (P 1 ) and (P 1 ), the dual problem (P * 1 ) also has an equivalent form. In fact, since F * (x * ) = 0 if x * X * ≤ 1 and F * (x * ) = ∞ if x * X * > 1, together with the observation that
we find that
Using these ideas we obtain the following well-known result [26] : Proposition 9.3. Let X and Y be Banach spaces and suppose that T ∈ B(X, Y ) and y 0 ∈ Y. If T is onto, then inf{ x : x ∈ X, T x = y 0 } = sup{Re(y * (y 0 )) : T y *
Proof. Let F, G and Φ be as in (9.1) and (9.2) respectively, and define h :
Then h is convex and, since T is onto, h is finite for all y ∈ Y . Therefore, by convexity, h is also continuous, and, in particular continuous at zero. The result follows now by [26, Prop. 3.3.5].
Proof of Proposition 7.4
We are now in a position to prove Proposition 7.4. We first require the following:
Lemma 9.4. Let U ∈ B(H) and P be a finite rank projection. Then, for every χ ∈ Ran(P U ), there exists ξ ∈ H satisfying inf
Proof. Recall that (c 0 ) * = l 1 . By weak * compactness there is a sequence {ξ k } ⊂ l 1 and a ξ ∈ l 1 such that P U ξ k = χ, ξ k l 1 inf{ η l 1 : P U η = χ} and ξ k , e j → ξ, e j as k → ∞ for all j ∈ N. It follows that ξ l 1 ≤ lim k→∞ ξ k l 1 . Since ξ k → ξ weakly as elements in H it follows by the fact that P U is compact (since P is of finite rank) that P U ξ k → P U ξ. Hence, P U ξ = χ, as required.
We now give a proof of Proposition 7.4:
Proof of Proposition 7.4. To see the existence of ξ k for large k it suffices to observe that Ran(P Ω U ) and Ran(P Ω U P k ) coincide for all sufficiently large k, since P Ω has finite rank.
For the second part of the proposition, it is easy to see that it suffices to show that every subsequence of {ξ k } k∈N has a convergent subsequence in the l 1 norm with limit ξ satisfying
Let therefore {ξ k } k∈N be a subsequence of the original sequence (we use the same notation for simplicity). Since ξ k l 1 ≥ ξ k+1 l 1 for all large k it follows that {ξ k } is bounded. So by weak * compactness of the l 1 ball we have that, by possibly passing to a subsequence, there is a ξ ∈ H such that ξ k → ξ weakly (as elements in H) as k → ∞. By compactness of P Ω U we find that P Ω U ξ k → P Ω U ξ as k → ∞, and, since
To see that ξ satisfies (9.3) we argue as follows. We claim that for any λ > 0 we have
for all sufficiently large k. Let r = dim(Ran(P Ω U )) < ∞, and letê 1 , . . . ,ê r be coordinate vectors such that span{P Ω Uê j } r j=1 = Ran(P Ω U ). Then every η ∈ Ran(P Ω U ) with η = 1 can be written as η = c 1 P Ω Uê 1 + . . . + c r P Ω Uê r , where the c j s are bounded by, say, 1 ≤ c < ∞. Now letξ be a minimizer of (9.3) (the existence of such a minimizer is guarantied by Proposition 9.4), and choose k so large that Let c 1 , . . . , c r be chosen such that P Ω U P ⊥ kξ / P Ω U P ⊥ kξ = c 1 P Ω Uê 1 + . . . + c r P Ω Uê r , and setη = P kξ + (c 1ê1 + . . . c rêr ) P Ω U P ⊥ kξ . It follows that P Ω Uη = P Ω Uξ = P Ω U x 0 , η l 1 ≤ ξ l 1 + λ andη ∈ Ran(P k ). Hence ξ k l 1 ≤ ξ l 1 + λ and we have shown (9.4). Now choose m ∈ N such that P
But P m ξ k → P m ξ and ξ k satisfies (9.4), thus ξ l 1 ≤ inf η∈H { η l 1 : P Ω U η = P Ω U x 0 } + 2λ for any λ > 0. Therefore ξ satisfies (9.3), as required.
For the final part of the proof, we are required to show that ξ k − ξ l 1 → 0 as k → ∞. By possibly passing to another subsequence, it follows by (9.4) that
Note also that, for fixed m ∈ N, we have P m (ξ k − ξ) → 0 as k → ∞. But by (9.5) we also have
It thus follows that ξ k → ξ (in l 1 ) as k → ∞, and we are done.
Existence of unique minimizers
In what follows it will be useful to have several results on the existence of unique minimizers of such problems. The finite-dimensional version of the following proposition has become standard for showing existence of unique minimizers for finite-dimensional problems found in CS [17] . Fortunately, the extension to infinite dimensions is rather straightforward:
Proposition 9.5. Let U ∈ B(H) be unitary and let Ω, ∆ ⊂ N be such that |Ω|, |∆| < ∞. Suppose that x 0 ∈ H and that supp(x 0 ) = ∆. Consider the optimization problem
Suppose that there exists a vector ρ ∈ H such that
and in addition P Ω U P ∆ : P ∆ H → P Ω H has full rank, then x 0 is the unique minimizer of (9.6).
This proposition (for a proof, see the Appendix) may be a little hard to work with in practice. However, a more convenient result with somewhat relaxed assumptions can also be obtained. Proposition 9.6. Let U ∈ B(H) with U ≤ 1 and suppose that ∆ and Ω are finite subsets of N. Let x 0 ∈ H such that supp(x 0 ) = ∆. Let M ∈ N and suppose that M is so large that ∆ ⊂ {1, . . . , M }. Let ξ, ξ M ∈ H such that
Suppose that there is a ρ ∈ ran(U * P Ω ) and a q > 0 with the following properties
if (i) and (ii) are satisfied and (iii) is replaced with
Proof. Let ζ = ξ − x 0 . We will show that ζ = 0. We begin by showing that P ∆ ζ ≤ 2 q P ⊥ ∆ ζ . This follows from some simple observations. First note that by a small computation and (i) we have
Also, by assumption, we obviously have P
Let us now note the following: for j ∈ ∆ we have
Since supp(x 0 ) = ∆ we obtain
where ∆ c = N\∆. Also, by the assumption that ρ ∈ ran(U * P Ω ) and the fact that P Ω U ζ = 0, it follows that ζ ⊥ ρ. Thus, using (9.7) we obtain (by applying (ii), (iii), Hölder's inequality and finally the observation
Thus, if ζ = 0 this gives x 0 + ζ l 1 > x 0 l 1 contradicting the fact that ξ l 1 ≤ x 0 l 1 . Hence ζ = 0, and this gives the first part of the proposition. The argument for the second part of the proposition is almost identical. By letting ζ = ξ M − x 0 we may use exactly the same analysis as previously, except for the transition from the second line in (9.8) to the third line. In that case, since ζ ∈ ran(P M ), we only need the requirement that
Stability analysis for infinite-dimensional convex optimization
In the previous section we established conditions that guarantee recovery of x 0 ∈ l 1 (N) by solving
and its finite-dimensional approximations
In particular, we gave a proof of Proposition 7.4. We now consider the issue of stability in such optimization problems. In other words, we consider the effect of replacing x 0 by x 0 + h, where h is small in norm, on the minimizers ξ and ξ k of (10.1) and (10.2) respectively. Note that this is the first step towards a proof of Theorems 7.2 and 7.3 concerning the recovery of compressible signals which are described by the semi/fully infinite-dimensional models §3. However, at this moment we do not consider either sparsity or randomness. This comes in §11, in which the results proved in this and the previous section are applied to the sparse recovery problems (7.1) and (7.4) to yield proofs of Theorems 7.1-7.3.
Stability
Stability turns out to be a rather subtle issue. We now illustrate why.
Definition 10.1. Let Ω, ∆ be finite subsets of N, U ∈ B(H) and let f : R + → R + be a continuous function such that lim t→0 f (t) = 0. If ξ ∈ H, supp(ξ) = ∆, is the unique minimizer of
and for any > 0 and ζ ∈ H such that ξ − ζ l1 ≤ , we have that
where x is a minimizer of inf{ η l1 : P Ω U η = P Ω U ζ}, then we say that {U, Ω, ∆} is locally f -stable at ξ. If f (t) = Ct for some constant C > 0 then {U, Ω, ∆} is said to be locally linearly stable at ξ. We say that {U, Ω, ∆} is globally f -stable (linearly stable) if the above statements hold for all ξ ∈ H, supp(ξ) = ∆, such that ξ is the unique minimizer of (10.3).
Proposition 10.2. Let U ∈ B(H) be unitary and let Ω, ∆ be finite subsets of N. Suppose that {U, Ω, ∆} is globally f -stable. Suppose also that there exists x ∈ H, supp(x) = ∆, such that x is the unique minimizer of inf{ η l1 : P Ω U η = P Ω U x}. Then, if (P Ω U P ∆ ) * P Ω U P ∆ | P∆H is invertible, and y ∈ H, supp(y) = ∆, is arbitrary, then y is the unique minimizer of inf{ η l1 : P Ω U η = P Ω U y}. Proposition 10.3. Let U ∈ B(H) be unitary and let Ω, ∆ be finite subsets of N. Suppose that for any ξ ∈ H, supp(ξ) = ∆, then ξ is the unique minimizer of inf{ η l1 : P Ω U η = P Ω U ξ}, and also that (P Ω U P ∆ ) * P Ω U P ∆ | P∆H is invertible. Then, {U, Ω, ∆} is globally linearly stable.
These results establish the relationship between global stability and the existence of unique minimizers (proofs are given in the Appendix). In particular, existence of unique minimizers for all y with supp(y) = ∆ is (almost) equivalent to global stability. Thus, global stability is a rather strict condition and may be difficult to achieve. However, we will be concerned with a fixed signal to recover and hence global stability may not be necessary. Conditions in order to establish local stability are the topic in the next section.
The key result
The key result of this section, which will later lead to the proofs of Theorems 7.1-7.3, is the following: Proposition 10.4. Let U ∈ B(H) with U ≤ 1, and suppose that ∆ and Ω are finite subsets of N. Let x 0 , h ∈ H be such that supp(x 0 ) = ∆, supp(h) ∩ ∆ = ∅ and h l 1 < ∞, and suppose that ∆ ⊂ {1, . . . , M } for some M ∈ N. Let ξ, ξ M ∈ H satisfy
If there exists ρ ∈ ran(U * P Ω ) and q > 0 with the following properties:
Also, if (i) and (ii) hold and (iii) is replaced with
Proof. Note that (10.4) and (i) yield
( 10.7) (note that (i) implies that P ∆ U * P Ω U P ∆ is invertible). Hence, from (i) and (10.7), and by using the fact that U ≤ 1 we obtain
Thus,
The rest of the proof is therefore devoted to showing that P ⊥ ∆ ξ l 1 is bounded by a constant times h l 1 . Note that the fact that ρ ∈ ran(U * P Ω ) and P Ω U (ξ − (x 0 + h)) = 0 implies that ξ, ρ = x 0 + h, ρ . Thus, it follows, by appealing to (iii), that
Thus, since supp(h) ∩ ∆ = ∅, we have
We will return to this equation, but for the meantime we will continue to investigate the quantity Re( x 0 − ξ, P ∆ ρ ). Note that
Moreover, using (ii) and (10.8), we get
Hence, substituting this into (10.12) now gives
Combining (10.11) and (10.13) and rearranging now gives
Substituting this into (10.9) now yields (10.5). The proof of (10.6) is almost identical, and we omit the details.
11 Proofs of the main results
The Idea
Before we present proofs of Theorems 7.1-7.3, we would like to sketch the key ideas. Our approach is to use Proposition 10.4 to show the existence of some ρ ∈ ran(U * P Ω ) with the following properties
for some θ > 0 (recall the setup in Theorems 7.1 and 7.2). Throughout the paper we will be concerned with randomly choosing a set Ω ⊂ {1, . . . , N }. In our models we will choose Ω uniformly at random, however, in some of the proofs we will also use another approach that renders the analysis possible, whilst not affecting the model unduly. We will typically take a sequence {δ 1 , . . . δ N } of independent identically distributed Bernoulli random variables taking values 0 and 1 with P(δ j = 1) = q for all j and let Ω = {j : δ j = 1}. We will refer to this type of random selection of Ω as the Bernoulli model and we will denote such a procedure by {N, . . . , 1} ⊃ Ω ∼ Ber(q).
We will assume that {N, . . . , 1} ⊃ Ω ∼ Ber(θ), for some finite N ∈ N. However, we will construct Ω in an equivalent, but slightly different way. Namely, we let
where the specific value of µ will be determined later. Note that as long as the q j s are chosen according to θ this is equivalent to letting Ω ∼ Ber(θ). Indeed, we have that Ω ∼ Ber(θ) is equivalent to Ω c ∼ Ber(1 − θ). So, for k ∈ {1, . . . , N }, we have
Thus, if we let
it is easy to see (by independence) that the two models are equivalent. Note that, obviously, there might be overlaps between the Ω j s. This automatically gives us the following:
This fact will be used several times in the arguments that follow and is a very crucial observation. We can now present the Golfing Scheme.
The Golfing Scheme
Let U ∈ B(H) be an isometry and let {N, . . . , 1} ⊃ Ω j ∼ Ber(q j ) for j = 1, . . . , µ for some µ ∈ N where the q j s satisfy (11.1) for some 0 < θ ≤ 1. Suppose also that x 0 ∈ H. Define the operator
The construction of ρ is based on the following idea. Let
where the specific value of µ will be determined later. The construction suggested in (11.2) will be referred to as the golfing scheme, and is a variant of the extremely useful original golfing scheme introduced in [33] by David Gross. The actual construction will differ slightly from the one suggested here, however, this should give the reader an idea about the approach. Before we can prove the theorems we need to establish some results that will be crucial in the construction of ρ.
The Proofs
We first require the following three results. Proofs are found in the Appendix:
Proposition 11.1. Let U ∈ B(H)) be an isometry. Let {N, . . . , 1} ⊃ Ω ∼ Ber(q) for some 0 < q ≤ 1, and ∆ ⊂ N with |∆| < ∞. Also, let M ∈ N be so large that ∆ ⊂ {1, . . . , M } and define E Ω = U * P Ω U . Then, for η ∈ H and t, γ > 0
where ω =ω M,U (|∆|, tq, N ) (recallω M,U from (6.2)). In addition, if q = 1,the left-hand sides of (11.3) and (11.4) are equal to zero.
This proposition states that, for a sparse vector η supported in ∆, the vector U * P Ω U η cannot be too large outside the support of η. Proposition 11.2. Let U ∈ B(H)) be an isometry, ∆ ⊂ N with |∆| < ∞ and {N, . . . , 1} ⊃ Ω ∼ Ber(q) for some 0 < q ≤ 1. Then, for fixed η ∈ H and 0 < t, γ ≤ 1, we have
and
where K is the constant in Talagrand's Theorem (Theorem 13.2).
Theorem 11.3. There exists a constant C > 0 with the following property. Suppose that U ∈ B(H) is an isometry, ∆ a finite subset of N and {N, . . . , 1} ⊃ Ω ∼ Ber(θ) for some 0 < θ ≤ 1 . Then, for > 0 and γ > 1 we have that
.
(11.6)
If θ = 1 then the left hand side of (11.5) is equal to zero.
With these results presented, we can now embark on the task of proving the main theorems of this paper.
Proof of Theorem 7.1 and Theorem 7.2. The set Ω ⊂ {1, . . . , N } is chosen uniformly at random with |Ω| = m. By Proposition 10.4 it suffices to show that there exists a ρ ∈ ran(U * P Ω ) such that
with large probability. Note that we may (without loss of generality) replace this way of choosing Ω with the model that {N, . . . , 1} ⊃ Ω ∼ Ber(θ) for θ = m/N (θ will have this value throughout the proof). Doing so may only change the constant C in (7.2). This trick has almost become standard in the literature and we will thus skip the specifics (see [16, 17] for details). Note that, as discussed in Section 11.1, the model {N, . . . , 1} ⊃ Ω ∼ Ber(θ) is equivalent to choosing Ω as
The latter model is the one we will use throughout the proof and the specific value of µ will be chosen later. The theorems will follow if we can show that the conditions in (11.7) occur with probability exceeding 1 − , and what follows is a setup to ensure this eventually. We will focus on (ii) and (iii) in (11.7) and deal with (i) at the end of the proof. The proof proceeds in a number of steps.
Step I (The construction of ρ): Let ν be a positive number such that ν ≤ µ and let {α 1 , . . . , α µ } and {β 1 , . . . , β µ } be sequences of positive numbers. The values of µ, ν, {α i } µ i=1 and {β i } µ i=1 will be carefully chosen later in the proof. Consider now the following construction of ρ : let Z 0 = sgn(x 0 ), and define recursively the sequences
where E Ωj = U * P Ωj U, and {q 1 , . . . , q µ } stem from (11.8).
The precise values of the q j 's will be chosen later. Let also Θ 1 = {1} and Θ 2 = {1, 2}. Then define recursively, for i ≥ 3, the following:
otherwise, (11.9)
otherwise,
and {B i } 4 i=1 denote the following events 10) where |Θ µ | denotes the length of Θ µ . Also, let τ (j) denote the j th element in Θ µ (e.g. τ (1) = 1, τ (2) = 2 etc. We also let τ (0) = 0.) and finally define ρ by
Note that, clearly, ρ ∈ ran(U * P Ω ) if B 4 occurs. Now make the following observations. Note that the fact that Z 0 = sgn(x 0 ) yields, for i ≤ |Θ µ |,
Hence, if the event B 4 occurs, we have
(11.12) 13) and ρ ∈ ran(U * P Ω ) (note that in the above equation we interpret α 0 = 1). We will now show that with a certain choice of parameters ν, {β j } µ j=1 and {α j } µ j=1 then (ii) and (iii) in (11.7) are satisfied when the event B 4 occurs. We delay specifying a the value for µ until Step IV. Let L ≥ 2, (we will give a value for L in a moment) and
It follows that
. 14) then it follows by (11.12) that
(recall that L ≥ 2) yielding (ii) in (11.7). Also, after inserting the values of ν, {β j } µ j=1 and {α j } µ j=1 into (11.13) we get:
|∆|. Thus, by (11.13) we have
yielding (iii) in (11.7). In particular, we have showed that, if ν, {β j } µ j=1 and {α j } µ j=1 are chosen as above, then (ii) and (iii) are satisfied when B 4 occurs.
Thus, we have now obtained a framework for proving (ii) and (iii) in (11.7) with a certain probability. To do this, we will make a careful choice of µ and then provide bounds on P(B c 4 ). The way this latter step is carried out is by giving estimates for P(A . This is the content of Steps II-IV.
Step II: We claim that, if γ > 0, then P(A c 1 ∪ A c 2 ) ≤ 2γ, provided N , q 1 , q 2 are chosen such that 15) and
2 ) = 0. To deduce the claim, we first observe that by Proposition 6.2 these requirements are well defined. Now note that Proposition 11.2 gives, for i = 1, 2 and 0 < t, γ ≤ 1 that 18) and 19) where K is the constant in Talagrand's Theorem (Theorem 13.2). Thus, by (11.17), (11.18) and (11.19) (and a small computation using Taylor's Theorem), we can choose t = α i /2 and deduce the first assertion in Step II. As for the second assertion, clearly, if q 1 = q 2 = 1 then the right hand side of (11.17) is zero, and hence the last assertion follows.
Step III: We claim that, for γ > 0, then
2 ) ≤ 2γ, if N , q 1 and q 2 are chosen such that 20) and
2 ) = 0. To prove the claim, recall that Proposition 11.1 gives, for i = 1, 2 and t, γ > 0, that
Choosing t = β i /2 automatically yields the first assertion in Step III. Also, the fact that
follows automatically from Proposition 11.1.
Step IV: We claim that, for γ > 0, then P(B c 3 ) ≤ γ, if µ, (recall µ and ν from Step I) N and {q 3 , . . . , q µ } are chosen such that µ = 8 3ν + log(γ −1 ) , (11.22) 23) and 24) and also q 3 = q 4 = . . . = q µ = q, where 25) for some universal constant C > 0. Also, if q 3 = q 4 = . . . = q µ = 1, then P(B c 3 ) = 0. To prove the claim we start by determining the condition (11.22) on µ. Define the random variables X 1 , . . . X µ−2 by
We immediately observe that
However, the random variables X 1 , . . . X µ−2 are not independent. Thus, to use standard tools such as Chernoff's inequality we must apply a couple of tricks. Observe that
where π : {1, . . . ,
µ−ν ordered subsets of {1, . . . , µ − 2} of size µ − ν. Let P > 0 (a specific value for P will be assigned later) be such that
then, by (11.26),
Now let X 1 , . . . , X µ−2 be independent binary random variables, with P( X k = 1) = P and P( X k = 0) = 1 − P for each k. From Lemma 13.3 and (11.28), we have that
Note that by the standard Chernoff bound ([43, Theorem 2.1]) it follows that, for t > 0,
If we let t = (µ − ν)/(µ − 2) − P , then (11.30) and (11.29) gives that
Hence, by observing that log((µ − 2)/(µ − ν)) + 1 ≤ (µ − 2)/(µ − ν), we have that (11.31) is satisfied whenever
where x is the largest root satisfying (11.32) . In particular, we have shown that P(B c 3 ) ≤ γ when (11.32) is satisfied. Choosing P = 1/4 will yield x ≤ 8 3ν + log(γ −1/2 ) . Hence (11.22) yields (11.32). For the rest of the proof of Step IV we need to determine the conditions on N and {q 3 , . . . , q µ } such that (11.27) is satisfied with P = 1/4. Note that X k = 1 if and only if one of the following events occur:
Observe that we may argue exactly as in the proof of Step II (via Proposition 11.2) and regardless of the vector Z j−1 , we may deduce that P(D 1 ) ≤ 1/8 when N and q j , are chosen such that 34) for some universal constant C > 0. Observe also that we may argue exactly as in the proof of Step III (via Proposition 11.1) and regardless of the vector Z j−1 , we may deduce that P(D 2 ) ≤ 1/8 when N and q j are chosen such that 35) for some universal constant C > 0. Thus, for l = 1, . . . ,
and similarly, by letting k = π(l) 1
whenever (11.34) and (11.35) are satisfied. In particular, (11.34) and (11.35) imply (11.27) . But (11.34) and (11.35) follow from (11.23), (11.24) and (11.25) (with a possibly different, however universal, C) and thus, the first part of the claim is proved. The fact that if q 3 = q 4 = . . . = q µ = 1 then P(B c 3 ) = 0 follows from Propositions 11.2 and 11.1.
Step V: We claim that for γ > 0, then 36) when N ∈ N and θ > 0 are chosen according to (6. 3), (6.4) and 37) for some universal constant C > 0. Also, if θ = 1 then the left hand side of (11.36) is equal to zero. To prove this, recall the events A 1 , A 2 , B 1 , B 2 , B 3 , B 4 from Step I. We have already established in Step I that if the event B 4 occurs then P ∆ ρ − sgn(x 0 ) ≤ θ/8 and P M P ⊥ ∆ ρ l ∞ ≤ 1/2. It therefore suffices to show that, given the conditions (6.3), (6.4) and (11.37) , it holds that
(11.38)
To do this we begin by making some observations. First 39) and second
Recall from
Step II we have that P(A Step IV we have that (11.20) . Thus, we only need to concentrate on (11.15) and (11.20) . To see that (6.3) and (6.4) imply (11.15) and (11.20) , note that (since P M ≥ P ∆ )
and so
Hence (11.15) follows from (6.3). The fact that (11.20) follows from (6.4) is clear. Also, the fact that the left-hand side of (11.36) is equal to zero when θ = 1 follows from Steps II -IV and the fact that when θ = 1 we have q 1 = . . . = q µ = 1.
Step VI: We claim that, for γ > 0, 42) when N ∈ N and θ > 0 are chosen such that
for some universal constant C. Also, if θ = 1 then the left hand side of (11.42) is equal to zero. To prove this claim note that, by Theorem 11.3, there is a K > 0 such that
This yields the asserted claim. The fact that the left hand side of (11.42) is equal to zero when θ = 1 is clear.
Step VII: In this final step we will patch the different parts of the proof together. Recall that our initial goal was to show that (11.7) follows with probability exceeding 1− . Note that in Step V we have shown that if γ > 0, then (ii) and (iii) in (11.7) are satisfied with probability exceeding 1 − 5γ, provided (6.3), (6.3) and (11.37) are satisfied. We are thus only left to show that (i) follows with a certain probability. However, we immediately recognize that the conditions in Step VI follow from (6.4) and (11.37) , and hence (i) in (11.7) follows with probability exceeding 1 − γ. This implies that (i), (ii) and (iii) in (11.7) hold with probability exceeding 1 − 6γ. By choosing γ such that 6γ = we observe that (11.37) follows (with possibly a different C) from the conditions in Theorems 7.1 and 7.2 and we have finally proved the first assertions in Theorem 7.1 and Theorem 7.2. The last assertions follow by the fact that θ = 1 when m = N , (and hence also q 1 = . . . = q µ = 1) and Step V -VI.
Proof of Theorem 7.3. We will follow the recipe from the of proof of Theorem 7.2 almost word for word, and we will only point out where the differences lie. The first such difference is the set of conditions provided by Proposition 10.4. In particular we must show that there exists a ρ ∈ ran(U * P Ω ) such that
is true with probability exceeding 1 − . (Note that only condition (iii) is changed from the proof of Theorem 7.2).
Step I: Almost as in the proof of Theorem 7.2, except that (11.9) should read
otherwise, and the events B 1 and B 2 in (11.10) should be
Also, (11.13) must be changed to
Step II: Exactly as in the proof of Theorem 7.1.
2 ) ≤ 2γ, if N , q 1 and q 2 are chosen such that 44) and 45) where
2 ) = 0. The claim follows exactly as in the proof of Step III in the proof of Theorem 7.1 by using the last part of Proposition 11.1.
Step IV: We claim that, for γ > 0, then P(B c 3 ) ≤ γ, if µ, (recall µ and ν from Step I) N and {q 3 , . . . , q µ } are chosen according to (11.22) , (11.23) and 46) and also that q 3 = q 4 = . . . = q µ = q, where 47) and
The proof is almost as in the proof of Theorem 7.2, except that the last part of (11.33) should read
and (11.35) should be
Step V: We claim that, for γ > 0, 48) when N ∈ N and θ > 0 are chosen according to (6. 3), (6.5) and 49) where
andω M,U is defined in (6.2), for some universal constant C > 0. Also, if θ = 1 then the left hand side of (11.48) is equal to zero. The strategy is almost as in the proof of Step V in Theorem 7.1. In particular, we argue by using
Step II -IV that P (B c 4 ) ≤ 5γ when (11.15), (11.16) , (11.44) , (11.45) , (11.23) , (11.46) and (11.47) are satisfied, and thus (11.48) follows. We then need to show that these equations follow from (6.3), (6.5) and (11.49) . To do this, let q 1 = q 2 = θ/4. Then, by (11.49), we have that (11.16) follows (with a possibly different constant). To show that (11.45) is implied by (11.49 ) it suffices to show that ω ≥ ω 1 . This will follow by the definition (6.2) ofω M,U (recall that the mapping s →ω M,U (|∆|, s, N ) is a decreasing function), and by observing that
To show that (11.47) follows from (11.49) it suffices to show that ω ≥ ω 2 . To do this (as argued above) it is sufficient to prove that
To see why the latter inequality is true, note that
So, by recalling the value of µ (from (11.22)) from
Step IV and noting that q = q 3 = . . . = q µ , we get 16q log(γ −1 ) + 3 log 2 8θ −1 |∆| ≥ θ.
In particular, it follows that
Thus, we have shown (11.50) .
We are now left with the task of showing that (11.15), (11.44) , (11.45) , (11.23) and (11.46) follow from (6.3) and (6.5) , and this follows by arguing exactly as in the proof of Step V in the proof of Theorem 7.1
Step VI and
Step VII: Exactly as in the proof of Theorem 7.1.
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Appendix
The appendix contains all the proofs that have not been displayed so far. However, before do this, there are two results that are absolutely crucial. The first is a due to Rudelson [49] .
Lemma 13.1. (Rudelson) Let η 1 , . . . , η M ∈ C n and let ε 1 , . . . ε M be independent Bernoulli variables taking values 1, −1 with probability 1/2. Then
where p = max{2, 2 log(n)}.
Note that the original lemma in [49] does not apply in this case. Actually, we need the complex version proved in [56] . We will, however, still refer to it as Rudelson's Lemma. The following theorem is also indispensable (note that we deliberately forgo the use of any vector/matrix Bernstein inequalities and prefer Talagrand's result instead. This allows for more flexibility in the infinite-dimensional setting): [54, 41] ) There exists a number K with the following property. Consider n independent random variables X i valued in a measurable space Ω. Let F be a (countable) class of measurable functions on Ω and consider the random variable
If E(f (X i )) = 0 for all f ∈ F and i ≤ n, then, for each t > 0, we have
,
We also require the following lemma:
be independent binary variables taking values 0 and 1, such thatX j = 1 with probability P . Then,
Proof. First observe that
The result now follows because
where the first inequality follows from Stirling's approximation (see [21] , p. 1186).
Proof of Proposition 9.5. By the assumptions, there is a ρ ∈ l ∞ (N) such that ρ = U * P Ω y for some y ∈ P Ω H and ρ l ∞ ≤ 1. Also, by (ii)
Thus, by using duality (recall Proposition 9.3), in particular the fact that P Ω U : H → P Ω H is onto (this follows since U is unitary) and that
it follows that x 0 is a minimizer. But ρ, e j < 1 for j / ∈ ∆ so if ξ is another minimizer then supp(ξ) = ∆. However, P Ω U P ∆ has full rank, so ξ = x 0 .
Proof of Proposition 10.2. Let α = |∆| and also ω = {ω j } α j=1 be a sequence, where ω j ∈ C. Now define
Note that to prove our claim it suffices to show that V ω x is the unique minimizer of inf{ η l1 :
Indeed, if that is the case then, by Proposition 9.5, for every ω ∈ Λ there exists ζ ω ∈ P Ω H such that
Thus, for any y ∈ H such that supp(y) = ∆ choose ω ∈ Λ such that sgn(y) = sgn(V ω x). Then, since (P Ω U P ∆ ) * P Ω U P ∆ P∆H is invertible it follows by 13.4 and Proposition 9.5 that y is the unique minimizer of inf{ η l1 : P Ω U η = P Ω U y}. Note also that if ω ∈ Λ then V ω is clearly unitary and also an isometry on l 1 (N). Thus, it is easy to see that V ω ζ is a minimizer of inf{ η l1 : P Ω U η = P Ω U (ω)x} if and only if ζ is a minimizer of inf{ η l1 : P Ω U (ω)η = P Ω U (ω)x}. We will therefore consider the latter minimization problem and show that x is the unique minimizer for that for all ω ∈ Λ. To do that, it suffices, by Proposition 9.5 and the fact that U (ω) is unitary, to show that there exists a vector ρ ∈ H such that
Now, for > 0 (we will specify the value of later), define the function ϕ : ∪ a∈Λ B(a, ) → R + , where B(a, ) denotes the -ball around a, in the following way. Let
}, where ι ∆ : P ∆ H → H is the inclusion operator. Then (13.5) is satisfied if and only if ϕ(ω) < 1. Thus, to show 13.5 we must show that ϕ(ω) < 1 for all ω ∈ Λ.
Suppose for the moment that is chosen such that ϕ is defined on its domain. We will show that ϕ is continuous. It suffices to show that ϕ is continuous on B(a, ) for a ∈ Λ. Note that, by the fact that B(a, ) is open it suffices to show that ϕ is convex. To see that ϕ is convex, let ω 1 , ω 2 ∈ B(a, ) and t ∈ (0, 1). Let also ξ, η ∈ H such that
Note that the existence of such vectors is guaranteed by the assumption that ϕ is defined on its domain. Now, observe that
Thus, taking infimum on the right hand side yields ϕ(tω 1 + (1 − t)ω 2 ) ≤ tϕ(ω 1 ) + (1 − t)ϕ(ω 2 ), and we have shown the assertion that ϕ is convex. Returning to the question on the domain of ϕ, note that if (P Ω U P ∆ ) * P Ω U P ∆ P∆H is invertible, then
we get
Thus, ϕ is defined on its domain for small . Let Γ denote the subset of all ω ∈ Λ such that x is the unique minimizer of inf{ η l1 : P Ω U (ω)η = P Ω U (ω)x}. Note that Γ is closed. Indeed, if ω ∈ Γ and {ω n } ⊂ Γ is a sequence such that ω n → ω then ω ∈ Γ. To see that, observe that since {U, Ω, ∆} is weakly f stable, it follows that for ξ ∈ H satisfying
Thus, ξ = x and hence ω ∈ Γ. Note also that Γ is open. Indeed, for ifω ∈ Γ then there exist ρ ∈ H such that ρ satisfies 13.5 (with ω replaced byω) e.g. ϕ(ω) < 1. But, by continuity of ϕ it follows that ϕ is strictly less than one on a neighborhood ofω. Since (P Ω U P ∆ ) * P Ω U P ∆ P∆H is invertible, then it is easy to see that P Ω U (ω)P ∆ ) * P Ω U (ω)P ∆ P∆H is invertible, for all ω ∈ Λ thus it follows by Proposition 9.5 that (13.5) is satisfied for all ω ∈ Λ in a neighborhood ofω and hence Γ is open.
The fact that Γ is open and closed yields that either Γ = ∅ or Γ = Λ. The fact that {1, . . . , 1} ∈ Γ by assumption yields the theorem.
Proof of Proposition 10.3. Let V ω and Λ be defined as in (13.2) and (13.3) respectively. Suppose that y ∈ H such that supp(y) = ∆. Then, by assumption, V ω y is the unique minimizer of inf{ η l1 : P Ω U η = P Ω U V ω y}. Thus, by Proposition 9.5 it follows that there exists a ρ ω ∈ H such that
Let β = sup ω∈Λ { P ∆ c ρ ω l ∞ }. Note that β < 1, since Λ is closed. Thus, for every y ∈ H with supp(y) = ∆ there exists ρ ω ∈ H satisfying (13.6) where P ∆ c ρ ω l ∞ ≤ β. It is now easy to show that (see the proof of Lemma 2.1 in [18] ) there exists a constant C > 0 (depending on β) such that, if ξ ∈ H, supp(ξ) = ∆, is the unique minimizer of inf{ η l1 : P Ω U η = P Ω U ξ}, ζ ∈ H and x is a minimizer of inf{ η l1 :
and (P Ω U P ∆ ) * P Ω U P ∆ | P∆H is invertible, the proposition follows.
Proof of Proposition 11.1. Without loss of generality we may assume that η = 1. Let {δ j } N j=1 be random Bernoulli variables with P(δ j = 1) = q. We will split the proof into two steps, where we will prove the finite-dimensional part of the proposition in Step I, and then tweak these ideas to fit the infinite-dimensional part of the proposition in Step II.
Step I: We start by noting that, clearly (by using the fact that U is an isometry), we have
Our goal is to eventually use Bernstein's inequality and the following is therefore a setup for that. Define, for 1 ≤ j ≤ N the random variables
Thus, by (13.7) it follows that for s > 0 we have
where we have used the fact that U is an isometry and hence
Thus, by choosing s = t + P M P ⊥ ∆ U * P N U P ∆ mr it follows that
To get a bound on the right hand side of (13.8) we will be using Bernstein's inequality, and in order to do that we need a couple of observations. First note that
Also, observe that 
for all i ∈ ∆ c ∩ {1, . . . , M }. Thus, by invoking (13.11) and (13.8) it follows that
and the first part of the proposition follows. The fact that the left hand side of (11.3) when q = 1 is clear from (13.9) and (13.10).
Step II: To prove the second part of the proposition we will use the same ideas, however, we are now faced with the problem that P ⊥ ∆ E Ω P ∆ η (contrary to P M P ⊥ ∆ E Ω P ∆ η) actually has infinitely many components. This is an obstacle since the proof of the bound on P M P ⊥ ∆ E Ω P ∆ η was based on bounding the probability of the deviation of every component of P M P ⊥ ∆ E Ω P ∆ η and thus, if there are infinitely many components to take care of, the task would be impossible. To overcome this obstacle we proceed as follows. Note that, just as argued in the previous case in Step I, we have that
∆ U * (δ j − q)(e j ⊗ e j )U P ∆ η. (13.12)
Define (as we did above) the random variables X i j = q −1 U * (δ j − q)(e j ⊗ e j )U P ∆ η, e i , i ∈ ∆ c .
Note that we now have infinitely many X i j s, however, suppose for a moment that for every t > 0 there exists a non-empty set Λ t ⊂ N such that
Then, if that was the case, we would immediately get (by arguing as in Step I and using (13.12) and the assumption that η = 1) that
Thus, we could use the analysis provided above, via (13.11), and deduce that
|∆| log 4 γ |∆ c \ Λ t | υ 2 (U ). (13.14)
Hence, if we could show the existence of Λ t and provide a bound on |∆ c \ Λ t | we could appeal to (13.12) and (13.14) and be done. To do that, define
Note that (e j ⊗ e j )U e i → 0 as i → ∞ for all j ≤ N . Thus, Λ t = ∅. Moreover, we also automatically get that |∆ c \ Λ t | < ∞. Note also that (13.13) follows by the fact that X i j = η, q −1 P ∆ U * δ j (e j ⊗ e j )U e i and the Cauchy-Schwartz inequality. With the existence of Λ t established, we now continue with the task of estimating |∆ c \ Λ t | . Note that to estimate |∆ c \ Λ t | we need information about the location of ∆ which is not assumed. We only assume the knowledge of some M ∈ N such that P M ≥ P ∆ . Thus, (although an estimate of |∆ c \ Λ t | would be sharper than what we will eventually obtain) we definẽ Note that it is straightforward to show thatΛ q (|∆|, M, t) ⊂ Λ t . Also,Λ q (|∆|, M, t) depends only on known quantities. Observe that, clearly, for any Γ 1 ⊂ {1, . . . , M } and Γ 2 ⊂ {1, . . . , N } then P Γ1 U * P Γ2 U e i → ∞ as i → ∞. Thus, |∆ c \ Λ q (|∆|, M, t)| < ∞ and since Λ q (|∆|, M, t) ⊂ Λ t it follows that and the second part of the proposition follows. The fact that the left hand side of (11.4) is zero when q = 1 is clear from (13.9) and (13.10).
Proof of Proposition 11.2. Without loss of generality we may assume that η = 1. Let {δ j } N j=1 be random Bernoulli variables with P(δ j = 1) = q. Let also, for k ∈ N, ξ k = (U P ∆ ) * e k . Observe that, since U is an isometry,
and 16) where the infinite series in (13.15) converges in operator norm. Also, (13.16) follows directly from (13.15).
To get the desired result we first focus on getting bounds on (
The goal is to use Talagrand's formula, and the following is really a setup for that. In particular, let ζ ∈ H be a unit vector, and denote the mapping H ξ → Re( ξ, ζ ) byζ. Also, let F be a countable collection of unit vectors such that for any ξ ∈ H we have that ξ = sup ζ∈Fζ (ξ). Now define
Observe that the following is clear (and note how this immediately gives us the setup for Talagrand's Theorem)
To use Talagrand's Theorem we must estimate the following quantities:
Note that for V we get the following estimate:
where we have used the fact that U is an isometry in the step going from the second to the third inequality. And S can be estimated as follows. Note that 
again using the fact that U is an isometry. Therefore,
With the estimates on V, S and R now established we may appeal to Theorem 13.2 and deduce that there is a constant K > 0 such that for θ > 0 it follows that as long as q is chosen such that the right hand side of (13.19) is bounded by 1 (this is guarantied by the assumptions of the proposition),
(13.20)
But by (13.16) it follows that for any r > 0, we have
(q −1 δ k − 1)ξ k ⊗ξ k η ≥ r − (P ∆ U * P N U P ∆ − P ∆ ) .
(13.21)
Therefore, by appealing to (13.21) and (13.20) we obtain that for θ > 0
where Ξ = (P ∆ U * P N U P ∆ − P ∆ ) . Choosing θ = t/2 yields the proposition.
Proof of Theorem 11.3. The proof is quite similar to the proof of Proposition 11.2. Let {δ j } N j=1 be random Bernoulli variables with P(δ j = 1) = θ. Note that we may argue as in (13.15) and observe that
(θ −1 δ k − 1)ξ k ⊗ξ k + (P ∆ U * P N U P ∆ − P ∆ ) , (13.22) where ξ k = (U P ∆ ) * e k . To get the desired result we first focus on getting bounds on N k=1 (θ −1 δ k − 1)ξ k ⊗ξ k . As in the proof of Proposition 11.2 the goal is to use Talagrand's powerful inequality and the first step is to estimate E ( Z ) , where Z = To prove the claim we simply rework the techniques used in [49] . This is now standard and has also been used in [16, 56] .
We we start by observing that by lettingδ = {δ k } N k=1 be independent copies of δ = {δ k } N k=1
. Then
by Jensen's inequality. Let ε = {ε j } N j=1 be a sequence of Bernoulli variables taking values ±1 with probability 1/2. Then, by (13.24) , symmetry, Fubini's Theorem and the triangle inequality, it follows that And hence, by using (13.25) and (13.26), it follows that
Thus, by using the easy calculus fact that if r > 0, c ≤ 1 and r ≤ c √ r + 1 then we have that r ≤ c(1 + √ 5)/2, and the fact that U is an isometry (so that N k=1 ξ k ⊗ξ k ≤ 1), it is easy to see that the claim follows.
To be able to use Talagrands formula there are some preparations that have to be done. First write
Clearly, since Z is self-adjoint, we have that Z = sup η∈F | Zη, η |, where G is a countable set of unit vectors. Let, for η ∈ G, the mappings B(H) T → T η, η and B(H) T → − T η, η be denoted byη 1 andη 2 respectively. Letting F denote the family of all these mappings we have that Z = supη i∈F k≤Nη i (Z k ), and the setup for Talagrand's theorem is ready. Then, for k = 1, . . . , N we have
Thus, after restrictingη i to the ball of radius θ −1 max k≤N ξ k 2 it follows that (13.27) Also, note that 28) where the third inequality follows from the fact that U is an isometry. It follows by Talagrand's inequality (Theorem 13.2), by using the claim (and requiring that the right hand side of (13.23) is bounded by one, which is guarantied by the assumption of the theorem), the first part of the assumed (11.6), (13.27 ) and (13.28) , that there is a constant K > 0 such that for t > 0
(θ −1 δ k − 1)ξ k ⊗ξ k ≥ t + 48 log(|∆|)θ −1 υ 2 (U )|∆| ≤ 3 exp − t K (θ −1 υ 2 (U )|∆|) −1 log 1 + t 2 .
(13.29)
But by (13.22) it follows that for any r > 0, we have
(θ −1 δ k − 1)ξ k ⊗ξ k ≥ r − (P ∆ U * P N U P ∆ − P ∆ ) .
(13.30)
Therefore, by appealing to (13.30) and (13.29) we obtain that for t > 0 P 1 θ (P Ω U P ∆ ) * P Ω U P ∆ − P ∆ ≥ t + 48 log(|∆|)θ −1 υ 2 (U )|∆| + Ξ ≤ 3 exp − t K (θ −1 υ 2 (U )|∆|) −1 log 1 + t 2 , Ξ = (P ∆ U * P N U P ∆ . − P ∆ ) .
Choosing t = 1 2γ yields the first part of the theorem. The last statement of the theorem is clear.
