Using surrogate models in place of high fidelity engineering simulations can help reduce design cycle times and cost by enabling rapid analysis of alternative designs. Surrogate models can also be used in a deliverable product as an efficient replacement for large lookup tables or as a soft sensor to predict quantities than cannot be directly measured. Many different surrogate modeling techniques exist, including new commercial technologies, each with different capabilities and pitfalls. The goal of this research is to aid the designer in selecting the appropriate surrogate model by comparing two popular techniques, second order regression and kriging, along with a new commercial application called Datascape. The three different modeling techniques are compared on model accuracy, computational efficiency, robustness, transparency, and ease of use. The comparisons were done using three test problems: an Earth-Mars transfer orbit problem, the analytic Shekel function, and a low Earth orbit three-satellite constellation design problem. It was found that kriging models performed the best when the sample data used to build the models was sparse, when larger sample sets were used Datascape produced more accurate models.
I. Introduction
I n competitive, technically challenging environments, surrogate models can reduce program cost and increase the efficiency of the design process. These approximation models can be applied in different phases and aspects of the engineering design process. Design optimization can use surrogate models when the computational expense of high fidelity simulations is prohibitive or when limited physical experiments can be conducted. Executable architecture simulations can also leverage surrogate models to provide rapid feedback concerning system architecture tradeoffs. A deliverable product, such as an embedded system or soft sensor, can even use these models to replace large lookup tables or complicated calculations. Another non-standard way in which surrogate models can be used is to reduce software licensing costs by capturing the response of expensive simulation tools for use by other engineers and decision makers in the preliminary design phases.
Many different surrogate modeling techniques have been developed for, or applied to, multidisciplinary analysis and optimization. Probably the most widely used methods are first and second order polynomial regression techniques. [1] [2] [3] [4] [5] Regression models are created by performing a least squares fit of data to a linear or quadratic function. Such methods are relatively computationally efficient and produce a unimodal smooth fit to data that may contain random errors found in physical or stochastic experiments. However, this type of model requires the assertion that the data being modeled behaves linearly or quadratically. There is also some debate as to whether or not these methods should be applied to deterministic computer experimental data. 6 To address this debate Sacks et al., 7 proposed an interpolation technique called design and analysis of computer experiments (DACE) to interpolate data from deterministic computer simulations. These interpolation models were based on work, known as kriging, done in the spatial statistics and geostatics. Kriging models have the ability to model multi-modal data but generally require more computational power to develop. Kriging models have been gaining in popularity in recent years for use in engineering design. [8] [9] [10] [11] [12] [13] They have been used to model the response of many engineering systems, including the design of a low-boom business jet by Chung and Alonso 14 and the design of an aerospike nozzle by Simpson et al. 15 Martin and Simpson conducted a study on using kriging models to approximate deterministic computer models and discussed the applicability of various kriging variants.
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Commercial off-the-shelf (COTS) surrogate modeling software has also begun to emerge as a viable approach for industrial use. A COTS solution has two main advantages for a company: they are available for immediate use with no development and testing costs and for the support that is traditionally supplied along with the software. Datascape is one such COTS tool that has recently been released. The surrogate modeling method used by the Datascape tool was originally developed in the 1990's at Lockheed Martin. Third Millennium Products (TMP) won a bid for exclusive rights to develop and license Lockheed Martin's unique modeling method in December of 2002. The method has been used on many projects within Lockheed Martin but no formal comparison of the method to other surrogate modeling techniques such as second order regression or kriging has been published. Datascape has the ability, like the regression techniques, to handle data from stochastic experiments, including multiple evaluations at the same trial point, without any assumptions as to the form of the model; furthermore, it can produce multi-modal approximations.
Previous studies have compared kriging and second order regression models. Giunta and Watson 10 did an initial exploration of the accuracy and modeling capabilities of kriging and second order regression models using a mathematical test problem that included high and low amplitude sinusoidal functions to simulate numerical noise often found in realistic engineering design spaces. Chung and Alonso 18 compared the accuracy of the same two methods for use in approximating the objective function in design optimization and concluded that both methods are practically applicable to realistic design optimization, using a supersonic business jet as a test case. Jin et al. 19 did a comparative study of second order regression, kriging, multivariate adaptive regression splines (MARS), and radial basis functions for mainly analytic test functions. In this paper kriging and second order regression methods are compared along with the COTS tool Datascape, using a two engineering and one mathematical test problem. The comparison not only includes the accuracy of the three methods but also the computational time required for constructing the different surrogate models, the applicability, and their ease of use.
In this paper an overview of each of the three surrogate modeling methods is given. Section III describes the different statistics and criteria used to compare the three techniques. Then three test problems are introduced and their respective results are discussed in Section IV. The test problems include modeling Earth-Mars transfer orbits, a standard analytic challenge function, and a three-satellite constellation. Finally, section VI provides conclusions and recommendations for future work.
II. Surrogate Modeling Techniques

A. Datascape
Datascape is a COTS surrogate modeling application. The methodology used to create the surrogate models is proprietary; however, according to the user's manual, it uses features from fuzzy logic, non-linear regression and numerical optimization and presents them in a hybrid format. 20 Datascape was developed by Third Millennium Productions, Incorporated, which was founded by two Lockheed Martin engineers in 1990 and was originally given the rights to commercialize Lockheed Martins finite element post-processing technology. They were subsequently approached to commercialize and develop Lockheed Martin Aeronautical Company's unique modeling method in 2002. It was from this method that Datascape was developed. Datascape's models are based on a small number of coefficients, which allow users to update only the coefficients, rather than replace the entire embedded model. Datascape uses an iterative learning process to build a model from the data points. The graphical user interface allows for dynamic visualization of the surrogate model via a 3D surface view which can be used during the training processes. Appendix A shows screenshots of the application. The application also allows users to observe the evolution of the model in the form of statistical information and 2D correlation plots a . Datascape models have been used on development and operations of the F-16, which saved an estimated $36 million.
Currently Datascape supports building a surrogate model with up to 10 design variables at a time (as of version 1.9k); this, however, is to be increased in future versions. The application can handle over a million training points on a standard PC. Creating a surrogate model using Datascape is a primarily straightforward and intuitive process. The user must select the number of points on the influence functions (in the range of 4-180, default of 20), which are essentially functions used to characterize each dimension of the design space. The higher the number of points on the influence functions, the greater the flexibility Datascape has in fitting the data; however with this higher flexibility, the chance of capturing noise in the model becomes greater and generally requires more CPU time for convergence. A choice of using a smaller number of points on the influence function results in model that captures the general regressive trend of the data. Different problems require different selections of this parameter, and in this work a few preliminary runs were preformed for each test problem to determine a suitable number. The modeling learning process can also be stopped at any point in time and still produce a usable model. By default, Datascape uses a squared error fit function to evaluate the quality of its model using a training data set. Then it iteratively refines the model to minimize the error. The resulting surrogate models can be evaluated in the user interface, a C++ API, or with an Excel plug-in. Another result of creating a surrogate model using Datascape is that the method produces a ranking of all the design variables so the designer can understand the relative importance of each variable over the entire design space.
B. Kriging
The second surrogate modeling technique compared in this paper is kriging. Kriging presupposes that the true unknown function can be modeled as a combination of a fixed and known trend function, B(x), and a departure from that function that is a Gaussian random function, Z(x), with mean of zero and non-zero variance σ 2 . Therefore, the unknown function is expressed as,
This unknown function is then estimated using a set of sample points, y, which have been evaluated using the truth function or the original simulation. The kriging approximation is typically formulated as follows:
where f is a constant vector typically of all ones, 17 R is the correlation matrix between the sample points, and r is the correlation vector between any new point and the original sample points. A variety of correlation functions can be used. 24 The one used in this investigation, and most frequently in engineering applications, is the Gaussian function,
proposed by Sacks 7 which includes a spacial correlation parameter vector θ. The spacial correlation parameters are found by solving an optimization problem using maximum likelihood estimation, 10, 15 which can be computationally intensive.
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Kriging is a very flexible method due to the various correlation functions that can be used both as a regressive or an interpolative model based on the choice of f . The main drawbacks of the method are: if any of the sample points used to construct the model are too close, the correlation matrix can become singular and large amounts of computer memory and CPU time are needed for constructing models with high dimensionality or large sample sets. In this work the DACE Matlab toolbox is used to construct the kriging surrogate models. 
C. Second Order Regression
The third and final surrogate modeling technique compared in this research is second order regression (SOR). The general equation that describes a second order polynomial model is of the general form:
where n v is the number of variables. Or in matrix notation
To construct the second order model, the coefficients, c, must be solved for using a set of data points sampled throughout the design space. This set of points are stored in a matrix of the form
where n is the number of sampled data points and m = (n v + 1)(n v + 2)/2. Each of the points are evaluated using the truth model,
The sampled data set stored in this polynomial format yields a linear set of equations,
with the SOR coefficients as the only unknowns. The set of equations has a unique least squares solution,
when the inverse, (A T A) −1 , exists. Note that the solution requires n ≥ m, and if n > m then the system is overdetermined and the model is regressive.
Sevreal of the major benefits of using SOR as a surrogate model are that it is a quite computationally efficient method, it can smooth out noisy functions, and the resulting model coefficients provide a clear between the design variables. The main drawbacks of the method are that it cannot model multimodal or non-symmetric design spaces. For this work, the SOR method has been implemented in Matlab.
III. Model Comparison Measures and Data Sampling
The three different surrogate modeling techniques described in the previous section were compared using multiple performance measures. The following five aspects, which Jin et. al 19 proposed, were used to compare the methods:
Accuracy: the ability of the surrogate model in predicting the response of the truth function over the design space.
Robustness: the ability of the surrogate model to accurately predict the response of the truth function for different problem sizes and types.
Efficiency: the computational time required to construct the surrogate model.
Transparency: the ability of a surrogate modeling method to provide information about the contributions of different design variables and the interactions among different variables.
Conceptual Simplicity: ease of implementation or use of the surrogate modeling technique.
In order to compare the accuracy, a validation set of data points was evaluated using the different surrogate models and their predictions were contrasted with the true response. Three statistics, Equations (11)- (13), were used to measure the accuracy using the validation set errors.
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R Squared:
whereȳ i is the mean of the truth function responses. The larger the value of R 2 the more accurate the surrogate model is; this is the main measure of accuracy.
Average Absolute Error (AAE):
is another measure of accuracy. AAE is highly correlated with the MSE and, therefore, with R 2 . The lower the value of AAE the more accurate the model.
Maximum Absolute Error (MAE):
MAE is generally not correlated with R 2 or AAE. A small value of MAE is preferred, while a large value could indicate that the model inaccurate in a region or regions of the design space depending on the values of the first two accuracy measures.
All of the sample sets for the three different test problems were done using Latin Hypercubes 27 and the same data set was used for each of the different surrogate modeling techniques. For each of the test problems an array of different sized sample sets was used to compare the robustness and efficiency of the surrogate models for sparse to dense data sets. The validation set, used to calculate the three aforementioned accuracy statistics, consisted of a much larger sample size than the largest data set used used to create the surrogate models. For the Mars Transfer Orbit Design 1,000 validation points were used, and for the Shekel and satellite constellation design problems 20,000 data points were used.
IV. Test Problem Descriptions and Results
In this section three test problems are described and their respective results are discussed. For each problem a set of data points was evaluated using different numbers of sample points. Then for each of the different sized sample sets the different surrogate modeling techniques were used to predict the response for a larger validation set. For each trial the accuracy statistics R 2 , AAE, and MAE were calculated along with the time it took each surrogate modeling technique to build the surrogate model. The four statistics are then plotted to allow for easier analysis of the results; the raw data for each of the three test problems can be found in Appendices B-D.
A. Earth-Mars Transfer Orbit Design
In this problem a surrogate model is desired to predict the total change in velocity, ∆V , to transfer a spacecraft from low Earth orbit (LEO) to an orbit around Mars with an inclination of 25 o , eccentricity of 0.4, and an altitude of periapsis of 250km (see Figure 1) . We wish to model the total ∆V in order to predict the mass of fuel required for the mission. The two input parameters considered in this model are the launch date between 1 Jan to 1 Oct 2018 of the satellite from LEO at an parking altitude of 407 km and the time The design space for this problem is very nonlinear and does contain some noise. A contour plot of the total ∆V is shown in Figure 2 . Six different sized sample sets were used for this test problem, n = {10, 25, 50, 100, 200, 500}. Using the six different data sets of the Earth-Mars transfer orbit problem, the three different surrogate models produced the results shown in Figure 3 . Sub-figures (a)-(c) are bar plots for the R 2 , AAE, and MAE accuracy statistics and (d) is a semi-log plot of the CPU time required to construct the different surrogate models on a PC with a 2.0 GHz Intel Pentium M processor and 1.0 gigabytes of RAM. The same PC was used for all the results presented in this paper. A tabularized version of the results from this problem can be found in Appendix B.
Earth-Mars Transfer Orbit Results
A comparison of the accuracy metrics in Figure 3 reveals many interesting trends. Datascape seems to have a lower R 2 value for sparse data sets, excluding the n = 10 case, than both SOR and kriging, and as the sample sizes increase the Datascape models becomes more accurate, and in fact, produce the most accurate results for the largest data set. Kriging, on the other hand, is the most accurate for the n = 25 trial by a considerable margin, but then improves at a much lower rate as the sample size increases. The SOR method seems to quickly converge to a steady state R 2 value but is outperformed by both kriging and Datascape at moderate samples sizes.
The AAE results show a similar trend, in which the kriging models perform well at lower sample sizes and Datascape improves faster as the samples sizes increase. The maximum absolute errors of all three methods had similar results overall, SOR being slightly worse than the other two methods.
Computationally, SOR was by far the most efficient method; it was orders of magnitude faster than kriging, which in turn was orders of magnitude faster than Datascape. Kriging seemed to show the highest rate of increase in CPU power required for each increase in sample size; though the n = 500 trial only took 1.7 seconds while Datascape took almost an hour.
B. Shekel Function
The second test problem is an analytic function named after its inventor J. Shekel. 33 This function is generally used in testing global optimization algorithms due to its non-linearity and many local optima. In this work we are using the Shekel function variant that has design variables, n v = 4, and each variable is restricted in range between 2.0 and 6.0. The Shekel function is:
where 
For this problem nine different sized sample sets were used, n = {25, 50, 100, 250, 500, 1000, 2500, 5000, 10000}, in comparing the different surrogate modeling methods.
Shekel Problem Results
The results for the Shekel problem are plotted in Figure 4 . A tabularized version of the results from this problem can be found in Appendix C. For the two largest sample sets, kriging was unable to create a surrogate model. This was because building a kriging model with such large data sets would require additional computer memory. Neither SOR or Datascape had this memory issue.
The R 2 results, given in Figure 4a , show that the SOR method produced the least accurate model for all of the sample sizes. In fact the SOR method seemed to converge to a value around 0.4 where as the other two methods obtained maximum R 2 values over 0.95. Datascape had the highest overall value of 0.99 when n=10000, a trial in which kriging failed to construct a model. The SOR method also had the highest AAE and MAE. Kriging and Datascape followed similar trends in the AAE and MAE results with kriging generally having a lower AAE. Datascape produced the lowest overall MAE, but again this was for a case in which a kriging model was not built due to memory limitations.
Datascape took, by a considerable margin, the longest to construct surrogate models for each sample size and took just over 2 hours to complete the model for n=10000. At the opposite end of the spectrum, the SOR method took only 0.02 seconds to build the a model for the n=10000 case. The kriging models again had the highest sensitivity in CPU time required as a function of the number of samples, taking 0.03 seconds to build a model for n=25 and 7 minutes for n=2500. 
V. Satellite Constellation Design
In the third and final test problem of this research, surrogate models were constructed to predict the lineof-sight access fraction to Valley Forge, Pennsylvania over a twenty four hour period for a constellation of three satellites, each in a near circular orbit (e=0.024) with semimajor axis of 7173.47km (perigee altitude of 621.9km). Figure 5 depicts an example of one such constellation. Line-of-sight access fraction is defined here as the total time at least one of the three satellites has direct view of Valley Forge divided by the 24 hour period. Nine orbital design variables were considered: the inclination, i n , of satellites 1-3, the right ascension of the ascending node (RAAN), Ω n , of satellites 2-3, the argument of perigee, ω n , of satellites 2-3, and mean anomaly of satellites 2-3, ν n . The simulations were performed with AGI's Satellite Toolkit using a J4 Perturbation propagator; which is an analytic propagator with corrections for the Earth's oblateness and asymmetric gravitational field. For this problem eight different sized sample sets were used, n = {50, 100, 250, 500, 1000, 2500, 5000, 10000}. 
Satellite Constellation Problem Results
The three satellite constellation problem results are plotted in Figure 6 along with a tabularized version in Appendix D. As in the Shekel problem kriging was unable to create a surrogate model for the largest two sample sets due to memory issues. Likewise, neither SOR or Datascape had this problem. Contour plots of the access fraction are plotted as a function of the inclinations of Satellites 1 and 2 as predicted by the STK simulation and of the three surrogate modeling techniques (for the n=1000 case) are given Figure 7 . The contour plots are shown here to allow for a visual comparison of the surrogate models produced by the three techniques being studied. As expected, the SOR model showed the "bulls-eye" shape characteristic of a quadratic function, and didn't capture the different local optima of the design space. Both kriging and Datascape were able to capture the four local maxima; the kriging model is smooth, while the Datascape is piecewise linear with sharp corners.
Datascape results for n = 15 and n = 100 and SOR results for n = 50 are not shown in the R 2 bar graph in Figure 6 because they had negative values, and therefore didn't have enough data points to construct a usable model. Both the the R 2 and AAE results show that the kriging model performed the best for the four smallest data sets and Datascape preformed the best for the larger sets.
The maximum absolute error results, shown in Figure 6 , show that Datascape has the highest single point error from the validation set for the trials of less 5,000 samples. For the higher sample sizes Datascape's maximum error become much smaller and similar to the results of the other models. This signifies that while the Datascape models were relatively accurate on average over the design space, for the lower data sets, they had at least one region in which they predicted the access fraction poorly.
The CPU time results for the SOR and Datascape trials were consistent with the previous test problems, taking into account the added number of design variables. Kriging, however, required a larger time to construct a model than Datascape did for n = 2, 500 and showed a sharp increase in CPU time required for each larger data set. 
VI. Conclusions and Future Work
In this research three surrogate modeling methods were compared: second order regression, kriging, and a COTS application called Datascape. They were compared by constructing a metamodel for a wide range of sample sizes, from sparse to dense, for three different test problems each having different numbers of design variables. Then a validation set of data points was used to measure the accuracy of each model by comparing the predictions of the models to the output of the simulation of test function. The CPU time required by the different modeling technique to create the surrogate models was also compared.
The accuracy of the surrogate modeling techniques was measured using three statistics, R 2 , AAE, and MAE, to quantify the error between the surrogate models predictions and the validation responses. It was observed that when the surrogate models were created with the smaller sample sets, kriging had the lowest error. However, for the larger sample sets the Datascape performed the best. SOR was not found to be a suitable surrogate modeling technique for modeling the entire design space.
Computationally, SOR required the least amount of CPU time; in fact, it required orders of magnitude less than either kriging or Datascape. While kriging had the highest sensitivity to the number of design variables as well as the number of sample points used in building the models, Datascape was much more CPU intensive taking tens of minutes to converge even for smaller data sets. Kriging was unable to produce a surrogate model for the n = 5, 000 and n = 10, 000 cases due to memory requirements in constructing a single model for the entire design space. Conversely, SOR and Datascape had no such limitation; both methods could easily handle much larger data sets. All of the methods are very efficient at predicting new data points; SOR and Datascape could predict 20,000 points for the satellite design problem in less than a second, and kriging took just under two seconds.
The robustness of the three modeling techniques was difficult to quantify in this work because of the limited number of application types. It was observed that as the sample sizes increased, both SOR and kriging had a more monotonic decrease in prediction error. The Datascape models tended to be less robust in handling different sized data sets, especially for the smaller sample sets.
SOR and Datascape models provided excellent transparency, as they both provide direct contribution measures of the different design variables. Kriging provides some information in terms of its spatial correlation parameters, but they are harder to interpret. SOR and kriging are both very easy methods to use and many free as well as commercial packages are readily available. In the kriging model there are many choices of correlation functions that can be used; though, the Gaussian function is generally used in most engineering applications. Datascape generally didn't perform well as a "black-box" surrogate modeling technique. The optimal choice of points on the influence functions were very problem dependent and took a few iterations for each problem.
In future work, more test problems should be used to broaden the conclusions made in this study. Also a comparison of other surrogate modeling techniques could be included. Another interesting comparison between the different surrogate models could be the accuracy with which they predict local optima locations and values. 
