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CAPI´TOL 1
Introduccio´
1.1 Motivacio´
Una de les funcionalitats me´s importants i aplicables que ha portat la informa`tica a les activitats
dia`ries de les organitzacions ha estat el concepte de la Base de Dades. Aquestes entitats tenen
biblioteques digitals de dades imprescindibles per als seus negocis, que els ajuden a prendre
decisions a trave´s del seu ana`lisi.
La major part de les bases de dades que avui s’utilitzen formen part de la categoria de les
bases de dades relacionals. Els motius d’aquest e`xit (tambe´ comercial) es troben en el rigor
matema`tic i en la potencialitat expressiva del model relacional en que` es basen; en la seva
facilitat d’u´s; i, per u´ltim, pero` no menys important, en la disponibilitat d’un llenguatge d’in-
terrogacio´ esta`ndard, el SQL (Structured Query Language), que, potencialment, permet que
es desenvolupin aplicacions independents del SGBD (Sistema de Gestio´ de Bases de Dades)
relacional concret que es faci servir.
A causa de l’explosio´ del volum de dades, e´s dif´ıcil gestionar-les amb eficie`ncia. Diverses
estimacions indiquen que el volum de dades arriba pra`cticament a duplicar-se cada 2-3 anys [1].
La manipulacio´ d’aquestes dades va me´s enlla` de les possibilitats de maquinari i programari,
posant en perill el rendiment acceptable del SGBD. Com a consequ¨e`ncia d’aquest creixement de
les dades emmagatzemades i de la complexitat dels esquemes de relacio´, s’ha creat la necessitat
de fer consultes me´s eficients per treballar amb un nombre de relacions me´s gran.
Una consulta esta` formada per una se`rie d’accessos a les taules (les quals contenen la in-
formacio´) i la fusio´ (o join) d’aquestes per retornar un resultat final. L’ordre en que` es fan
aquestes operacions s’anomena pla d’execucio´ de la consulta o QEP (Query Execution Plan).
Quan s’envia a executar una consulta, un dels primers passos e´s l’optimitzacio´ d’aquesta,
e´s a dir, intentar determinar quina e´s la forma me´s eficient d’executar-la. L’optimitzador de
consultes e´s l’encarregat de fer aquesta feina i, per tant, de crear el QEP.
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Quan una consulta esta` formada per un gran nombre de relacions e´s dif´ıcil determinar la
forma me´s o`ptima d’executar-la, ja que creix el nombre de joins i, per tant, tambe´ creix expo-
nencialment el nombre de possibles plans d’execucio´. Aquest problema s’anomena Very Large
Join Query Problem (VLJQP).
Bennet et al. demostra a [2] i Steinbrunn et al. prova a [3] que l’u´s d’algoritmes evolutius
pot ser un enfocament molt eficient per l’optimitzacio´ de consultes en un SGBD. L’objectiu e´s
trobar una solucio´ quan l’espai de cerca e´s tan gran i desconegut que no hi ha heur´ıstics senzills
que ens portin a la solucio´ o`ptima. Aquest tipus d’algoritmes es basen en mantenir un conjunt
d’individus que representen possibles solucions, els quals es combinen, muten i competeixen
entre ells, de manera que els me´s aptes so´n capac¸os de mantenir-se al llarg del temps, evolucio-
nant, cada vegada, cap a solucions millors.
El Carquinyoli Genetic Optimizer (CGO) e´s un optimitzador gene`tic basat en aquests al-
goritmes. Va ser proposat a la tesi doctoral d’en Vı´ctor Munte´s Mulero anomenada “Genetic
optimization for large join queries” de l’any 2007 [4].
L’objectiu d’aquest projecte e´s accelerar la converge`ncia i els resultats del CGO. En concret,
proposem una se`rie de modificacions a dues de les seves operacions, un creuament i una mutacio´.
En el CGO, el punt on es realitzen aquestes operacions e´s purament aleatori. La nova te`cnica
utilitzada es basa en donar me´s probabilitat als punts que estad´ısticament poden aconseguir
una millora me´s gran.
1.2 Objectius
1. Entendre el funcionament del CGO i estudiar el comportament de l’operacio´ de creuament
i d’una operacio´ de mutacio´, en particular l’anomenada random subtree.
2. Crear una nova operacio´ de creuament.
3. Crear una nova operacio´ de mutacio´ basada en random subtree.
4. Comparar les dues operacions utilitzades amb les del CGO original.
5. Examinar el comportament de les dues operacions modificades executant-se alhora.
1.3 Organitzacio´ i contribucions
El projecte esta` organitzat de la segu¨ent manera:
1. Al cap´ıtol actual fem una petita introduccio´ i expliquem les motivacions d’aquest projecte.
2. Presentem, al llarg del Cap´ıtol 2, un conjunt de conceptes preliminars necessaris per
entendre la feina realitzada.
3. Durant el Cap´ıtol 3, descrivim el Carquinyoli Genetic Optimizer, que e´s l’optimitzador
gene`tic utilitzat. El podem trobar en l´ınia per l’estudi de noves operacions gene`tiques [5].
4. Al Cap´ıtol 4, detallem els escenaris que s’han creat per ser utilitzats durant la resta de
projecte. Tambe´ definim els para`metres que utilitzarem per dur a terme les proves.
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5. Realitzem un estudi de les operacions originals de creuament i mutacio´ al llarg dels
Cap´ıtols 5 i 6 respectivament. Presentem les seves fo´rumles de l’eficie`ncia i les apliquem
a tots els escenaris. Tambe´ proposem una nova operacio´ de creuament i una de mutacio´.
6. Durant el Cap´ıtol 7 realitzem les comparatives entre les noves operacions i les originals.
7. Realitzem l’estudi econo`mic i la planificacio´ del projecte al Cap´ıtol 8.
8. Finalment concloem la nostra feina al Cap´ıtol 9. En aquest cap´ıtol tambe´ es do´na una
pinzellada del possible treball futur.
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CAPI´TOL 2
Conceptes preliminars i treball relacionat
Abans d’introduir-nos plenament en la feina realitzada durant el nostre treball, e´s necessari
donar les definicions que seran necessa`ries per a poder seguir el desenvolupament d’aquest
projecte.
2.1 Sistemes de gestio´ de bases de dades i Data Ware-
houses
SGBD so´n les sigles pels Sistemes de Gestio´ de Bases de Dades. Consisteix en un software que
controla l’organitzacio´, emmagatzematge, recuperacio´, seguretat i integritat de les dades en una
base de dades. Accepta sol·licituds i ordena al sistema operatiu transferir les dades apropiades.
Les bases sobre les que es construeix un DBMS so´n les segu¨ents:
Un conjunt de components per fer controls d’autoritzacio´, processar comandes, controls
d’integritat, optimitzar consultes, gestionar transaccions, planificar, gestionar recupera-
cions i gestionar buffers.
Un model de dades per definir l’esquema de cada base de dades allotjada al DBMS, d’acord
al model. Els quatre tipus de models me´s importants so´n: jera`rquic, en xarxa, orientat
a objectes i relacional. Avui dia el model dominant e´s el relacional, i per tant, l’utilitzat
durant aquest projecte.
Les estructures de dades (atributs, registres, arxius i objectes) optimitzades per tractar
amb grans quantitats de dades emmagatzemades a un dispositiu d’emmagatzematge de
dades permanent.
Un llenguatge de consulta i un editor d’informes que permeti als usuaris, interactivament,
interrogar la base de dades, analitzar les seves dades i actualitzar-les d’acord als privilegis
d’usuari en les dades.
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Un mecanisme de transaccio´ que garanteix les propietats ACID (atomicity, consistency,
isolation, durability) per assegurar la integritat de les dades, tot i tenir accessos concur-
rents per part de l’usuari (control de concurre`ncia), i errors ( tolera`ncia a fallades).
Un Data Warehouse e´s una col·leccio´ de dades orientada a un determinat a`mbit (empresa,
organitzacio´, etc.), integrat, no vola`til i variable en el temps, que ajuda a la presa de decisions
a la entitat que l’utilitza. Donat que e´s no vola`til, el Data Warehouse pot arribar a cre`ixer a
un pas enorme fins a la granda`ria dels petabytes.
2.2 Optimitzador de consultes
Una consulta esta` formada per una se`rie d’accessos a taules d’on s’extreuen les informacions
rellevants i es fusionen. La seva finalitat e´s retornar un resultat final. L’ordre en que` es fan
aquestes operacions s’anomena pla d’execucio´ de la consulta o QEP (Query Execution Plan).
L’optimitzador de consultes e´s un component del sistema de gestio´ de base de dades. La
seva funcio´ e´s intentar determinar la forma me´s eficient d’executar una consulta SQL, e´s a dir,
quin e´s, dels possibles plans d’execucio´, el me´s eficient. Per fer-ho, tria l’ordre en que` s’executen
les operacions, els me`todes d’exploracio´, els me`todes utilitzats per les operacions de join, etc.
A la Figura 2.1 es mostra com l’optimitzador de consultes esta` inclo`s en el SGBD. Quan
s’envia a executar una consulta, aquesta passa pel parser, on es fa una ana`lisi de l’a`lgebra rela-
cional i les expressions que conte´. Seguidament, l’optimitzador de consultes intenta determinar
el QEP me´s adient i l’envia al motor del SGBD per extreure la informacio´ corresponent.
Figura 2.1: Arquitectura d’un SGBD amb l’optimitzador de consultes
La majoria dels optimitzadors determinen l’ordre de les operacions a trave´s d’un algoritme
de programacio´ dina`mica, impulsat pel projecte System R database project [6] de IBM, que te´
les segu¨ents etapes:
1. Es computen totes les formes d’accedir a cada relacio´ de la consulta; aquestes formes
poden ser:
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• Cerca sequ¨encial.
• Cerca indexada, si exist´ıs un ı´ndex sobre una relacio´ que pogue´s ser utilitzat per
respondre a un predicat de la consulta.
Per cada relacio´, l’optimitzador guarda la forma me´s eficient d’accedir a ella, aix´ı com
la forma me´s eficient d’accedir-hi de perque` es puguin obtenir els resultats en un ordre
determinat.
2. Es consideren les combinacions de cada parell de relacions per les quals existeixi una
condicio´ de join. Per cada parell, es tenen presents els algoritmes de join disponibles
implementats pel SGBD. Aquest preservara` la forma me´s eficient de fer un join per cada
parell de relacions.
3. Tots els plans de consulta de tres relacions so´n computats, unint cada pla de dos relacions
produ¨ıts per la etapa anterior, amb les relacions que queden a la consulta.
L’algoritme segueix la pista de l’ordre dels resultats que produeix un pla d’execucio´. Un pla
es considera millor que un altre nome´s si produeix el resultat en el mateix ordre. Aixo` e´s aix´ı
per dues raons:
1. Un ordre particular pot evitar operacions d’ordenacio´ posteriors.
2. Un determinat ordre pot accelerar un join posteriors, perque` agrupa les dades d’una
determinada forma.
Els optimitzadors basats en costos assignen un cost (l’hi estimen a la consulta en termes
d’operacions d’entrada-sortida requerides, requeriments de CPU i altres factors) a cadascun
d’aquests plans, i elegeix el que te´ menor cost. El conjunt de plans d’execucio´ es forma exam-
inant els possibles camins d’acce´s (mitjanc¸ant ı´ndex o sequ¨encials) i els algoritmes de “join”.
L’optimitzador no pot ser accedit directament pels usuaris, aix´ı que, una vegada que la consulta
s’envia a executar, passa primer per l’optimitzador.
2.2.1 Plans d’execucio´ de la consulta (QEP)
Un QEP e´s un arbre binari on el node arrel e´s l’operador que retorna el resultat final; els nodes
interns corresponen a les operacions de l’algrebra relacional; i les fulles representen les relacions
d’entrada. La forma de l’arbre determina l’execucio´ de la consulta. L’arbre e´s recorregut de
baix a dalt, calculant cada resultat de l’operador del node.
Per la definicio´ del QEP e´s necessari tenir certa informacio´ referent a la consulta:
• El conjunt de taules de les quals hem d’extreure la informacio´.
• El conjunt d’atributs que volem retornar a l’usuari.
• Els atributs que es van unint durant el proce´s d’execucio´.
• L’ordre desitjat pels resultats, si n’hi ha.
• Les restriccions imposades als atributs a la base de les relacions.
A la Figura 2.2 podem observar el proce´s de transformacio´ que pateix una consulta fins
arribar a ser un QEP. La sente`ncia SQL, en aquest cas, es transforma en un arbre binari abans
d’arribar a l’optimitzador. Altres informacions com els ı´ndex, me`todes d’acce´s i, fins i tot,
me`todes ba`sics de join tambe´ so´n emmagatzemats.
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Figura 2.2: Pas d’una consulta SQL a un QEP
2.3 Very Large Join Query Problem
Quan una consulta esta` formada per un gran nombre de relacions e´s dif´ıcil determinar la forma
me´s o`ptima d’executar-la, ja que creix el nombre de joins i, per tant, tambe´ creix exponencial-
ment el nombre de possibles plans d’execucio´. Aquest problema s’anomena Very Large Join
Query Problem (VLJQP). Els optimitzadors cla`ssics que requereixen cerques exhaustives a l’es-
pai de cerca no estan preparats. S’han proposat diverses alternatives per posar solucio´ a aquest
problema:
Algorismes heur´ıstics: mitjanc¸ant estimacions redueixen l’espai de cerca. Acostumen a ser
molt ra`pids pero` provoquen que en la majoria dels casos es desvi¨ın de la solucio´ o`ptima.
Algoritmes a l’atzar: aquest algoritmes acostumen a realitzar recorreguts aleatoris en l’espai
d’estats a trave´s d’una se`rie de moviments. Hi ha diverses alternatives aplicables com
simulated annealing, iterative improvement, etc.
Algoritmes gene`tics: estan inspirats en la seleccio´ natural de Darwin. Un conjunt de solu-
cions formen una poblacio´ que patira` una se`rie de transformacions, nome´s les solucions
me´s o`ptimes sobreviuran amb el pas del temps.
2.3.1 Enfocaments gene`tic
Els algorismes gene`tics tambe´ so´n anomenats algoritmes evolutius. En aquesta seccio´ ens intro-
duirem una mica me´s en detall en aquest tipus d’algorismes donat que so´n els que ens interessen
en aquest PFC. A continuacio´ les caracter´ıstiques comunes entre els diferents tipus d’algoritmes
evolutius:
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• La poblacio´ de les solucions e´s el conjunt d’entitats que representen les solucions al
problema. Els individus d’aquesta poblacio´ so´n modificats per operadors gene`tics.
• Les operacions d’innovacio´ o de mutacio´ provoquen canvis aleatoris als individus.
• Les operacions de conservacio´ o creuaments consisteixen en la barreja de dos o me´s
individus.
• Les difere`ncies de qualitat tenen una funcio´ d’aptitud que s’aplica per saber com de
bona e´s la solucio´ que s’esta` codificant.
• La seleccio´ provoca la millora de la poblacio´ gradualment. Els individus que representen
les solucions me´s adequades al problema tenen me´s possibilitats de ser seleccionades per
sobreviure.
Els membres de la poblacio´ es poden representar com estructures en forma d’arbre, estruc-
tures lineals i estructures en forma de gra`fic. En aquest PFC ens centrem en el primer tipus,
que e´s el que esta` representat en l’optimitzador que hem utilitzat.
2.3.2 Programacio´ gene`tica i optimitzacio´ de querys
El problema de l’optimitzacio´ de consultes pot ser redu¨ıt a un problema de cerca. Considerem
cada QEP com una possible solucio´, i per tant, el conjunt de QEPs formen la poblacio´ on s’ha
de seleccionar la millor solucio´ entre totes les alternatives.
2.4 Organitzacio´ de dades
Una de les maneres per organitzar les bases de dades e´s en esquema d’estrella. En les bases
de dades fetes servir per Data Warehousing, un esquema d’estrella e´s un model de dades que
conte´ una taula de fets on estan les dades per l’ana`lisi, envoltada de les taules de dimensio´. Les
taules de dimensions tindran sempre una clau prima`ria simple, mentre que a la taula de fets, la
clau principal estara` composta per les claus principals de les taules dimensionals. Com a norma
general, la taula de fets (o central) te´ una mida me´s gran. Aixo` i el fet d’estar envoltada per
taules me´s petites e´s el que fa que tingui semblanc¸a amb una estrella.
A la Figura 2.3 es presenta un exemple on es considera una base de dades de ventes (d’una
cadena de grans magatzems) classificats per data, magatzem i producte. Fets Ventes e´s la taula
de fets i te´ cinc dimensions, representades per la taula Dimensio Producte, Dimensio Promocio,
Dimensio Temps, Dimensio Client i Dimensio Magatzem. Cada taula de dimensio´ te´ una clau
prima`ria i a la taula de fets Fets Ventes els camps clau de les taules de dimensio´ apareixeran
com a clau prima`ria en conjunt.
Aquest tipus d’esquema e´s ideal per la seva simplicitat i velocitat per ser utilitzat en l’ana`lisi
multidimensional. Permet accedir tant a les dades agregades com de detall. A me´s, permet
implementar funcionalitats d’una base de dades multidimensonal utilitzant una base de dades
relacional cla`ssica. Les consultes no so´n complicades, ja que les condicions i les joins necessa`ries
nome´s involucren les taules de fets i les de dimensions, no fent falta que s’encadenin unions i
condicions a dos o me´s nivells. Finalment, e´s l’opcio´ amb millor rendiment i velocitat, doncs
permet indexar les dimensions de forma individualitzada sense que tingui repercussio´ en el
rendiment de la base de dades en conjunt.
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Figura 2.3: Exemple d’esquema en forma d’estrella
A la Figura 2.4 es mostra un exemple d’una instruccio´ SQL de com obtenir la forma en que`
han estat venuts els conjunts de televisors, per cada marca i magatzem, a l’any 2010. Aquest
exemple il·lustra com es realitzaria un ana`lisi de dades a partir del esquema dissenyat. E´s
important entendre el funcionament de l’esquema en forma d’estrella perque` e´s utilitzat durant
tot el projecte.
Figura 2.4: Exemple d’una instruccio´ SQL per un esquema d’estrella
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2.4.1 Arbres en profunditat per l’esquerra vs arbres espessos
Els arbres en que` tots els nodes interns contenen a la fulla dreta una taula f´ısica s’anomenen
arbres en profunditat a l’esquerra, en cas contrari, arbres espessos. A la Figura 2.5 es presenta
gra`ficament aquestes estructures.
(a) Arbre en profunditat per l’es-
querra
(b) Arbre espe`s
Figura 2.5: Estructures d’arbre
Considerant nome´s arbres en profunditat podem arribar a no considerar l’o`ptim. D’altre
banda, hi ha un u´nic recorregut possible del pla d’execucio´ per solucionar la consulta, aixo`
implica que nome´s s’ha d’emmagatzemar el resultat del que s’ha executat fins el moment. En
el cas dels esquemes en forma d’estrella, en general, sempre so´n arbres en profunditat.
En el cas dels arbres espessos, l’espai de cerca augmenta considerablement, provocant que
arribar a una solucio´ o`ptima sigui me´s complicat, pero` te´ l’avantatge de poder fer operacions
independents, afegint la possibilitat d’utilitzar la programacio´ en paral·lel per la seva resolucio´.
Els esquemes random, e´s a dir, els que s’han generat d’una manera aleato`ria sense seguir un
esquema definit, utilitzen els arbres espessos.
Donat que cadascun dels tipus d’arbres tenen els seus avantatges, els seus inconvenients i
so´n me´s importants depenent de la necessitat de la consulta, en aquest PFC s’analitzaran els
dos tipus.
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CAPI´TOL 3
El Carquinyoli Genetic Optimizer
Aquest PFC te´ com a objectiu accelerar la converge`ncia i els resultats d’un optimitzador per
sistemes gestors de bases de dades reals. Per complir el nostre objectiu s’ha utilitzat el Car-
quinyoli Genetic Optimizer que e´s un optimitzador gene`tic basat en algoritmes evolutius. El
CGO esta` disponible en l´ınia [5], juntament amb algunes eines i documentacio´ que permet
crear i provar noves operacions de creuament i de mutacio´. Per dur a terme el nostre ana`lisi i
presentar noves idees, hem modificat certs aspectes de l’optimitzador original.
En aquest cap´ıtol, s’expliquen les bases sobre les que treballa el CGO. En concret, les seves
estructures ba`siques i el seu funcionament en general. Tambe´ descriu les seves operacions
gene`tiques i finalment ens introdu¨ım a les parts internes del CGO.
3.1 CGO: conceptes ba`sics
El CGO e´s un optimitzador gene`tic basat en la programacio´ gene`tica. Comenc¸arem explicant
les estructures ba`siques sobre les que treballa i l’algorisme evolutiu que utilitza.
3.1.1 Estructures ba`siques del CGO
Les estructures ba`siques es corresponen amb les de qualsevol SGBD, pero` les del CGO tenen
les seves particularitats:
La base de dades. Segueix l’esquema de base de dades relacional. Com de costum hi han un
conjunt de relacions entre claus primaries i foranes.
La consulta. Per simplificar, l’optimitzador utilitza un subconjunt redu¨ıt del llenguatge esta`ndard
SQL anomenat CGO-SQL. Permet fer: seleccions, projeccions, joins i operacions d’orde-
nacio´.
El pla d’execucio´ de la consulta. Les consultes tenen la forma d’un arbre binari anomenat
QEP.
13
14 CAPI´TOL 3. EL CARQUINYOLI GENETIC OPTIMIZER
La poblacio´. Esta` formada per QEPs que corresponen a una mateixa consulta. La poblacio´
inicial es crea a l’atzar i pateix una se`rie de transformacions i eliminacions a mesura que
l’algoritme del CGO avanc¸a.
3.1.2 Funcionament del CGO
El proce´s comenc¸a amb la creacio´ d’una poblacio´ inicial elaborada a l’atzar a partir d’una
consulta. Assumim que la poblacio´ esta` formada per un nombre N de QEPs, cadascun amb un
cost i me`tode espec´ıfic per resoldre la consulta. A partir d’aqu´ı s’utilitzen dos tipus d’operacions
per generar nous plans:
Figura 3.1: Visio´ general del comportament del CGO.
1. Creuaments, genera dos plans nous, barreja de dos escollits aleato`riament de la poblacio´.
Per tant, aplicant C operacions de creuament obtenim 2C nous plans.
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2. Mutacions, genera un nou pla amb noves propietats a partir d’un escollit aleato`riament
de la poblacio´. Del resultat d’aplicar M operacions de mutacio´ en resulten M nous plans.
En aquest moment la poblacio´ ha crescut fins a tenir N+2C+M plans. E´s el moment de
realitzar l’operacio´ de seleccio´. Com tots els QEPs tenen un cost associat, aquests so´n ordenats
per a poder seleccionar els N plans amb el menor cost, que formaran part de la poblacio´ de la
segu¨ent generacio´.
Un cop obtinguda la nova poblacio´, el CGO tornara` a repetir el proce´s fins que una condicio´
de parada finalitzi l’execucio´. A la Figura 3.1 podem veure, gra`ficament, el funcionament de
l’algorisme amb me´s claredat (la imatge ha estat extreta directament de la tesi [4]).
3.2 Operacions Gene`tiques
Com s’ha comentat anteriorment, tenim tres tipus d’operacions gene`tiques: dues per crear nous
plans (creuament i mutacio´) i una tercera per escollir els millors plans (seleccio´). Les explicarem
amb una mica me´s de detall.
3.2.1 Operacio´ de creuament
Considerant dos arbres pare P1 i P2 escollits a l’atzar, l’operacio´ de creuament generara` dos
arbres R1 i R2 resultants. En el cas de R1 sera` el resultat de l’eleccio´ aleato`ria d’un subarbre
de P1 i la insercio´ dels nodes restants en postordre de P2. D’aquesta manera hereta part de
l’estructura de P2 i mante´ el subarbre escollit de P1. En el cas de R2 es creara` a partir del
mateix proce´s pero` canviant els rols de P1 i P2.
A la Figura 3.2 es presenta un exemple de la creacio´ d’un arbre R a partir de P1 i P2.
Com podem veure ha estat el resultat d’escollir el subarbre en vermell de P2 i la posterior
concatenacio´ de P1 en postordre.
3.2.2 Operacions de mutacio´
Les operacions de mutacio´, a difere`ncia de les de creuament, poden arribar a explorar altres as-
pectes que no es troben presents als QEPs de la poblacio´ actual. Per exemple, si estem aplicant
un creuament entre dos arbres que no utilitzen ı´ndex per buscar a una taula, els arbres resul-
tants mai utilitzaran ı´ndex. E´s per aquesta rao´ que l’optimitzador necessita de les operacions
de mutacio´. Aquestes operacions exploren aspectes com: la morfologia de l’arbre, l’ordre de
les joins, els me`todes utilitzats per les operacions de join i els me`todes d’exploracio´ de les taules.
Totes les operacions de mutacio´ segueixen el mateix comportament. Donat un arbre escollit
aleato`riament de la poblacio´ inicial se li apliquen una se`rie de transformacions i retornem un
nou pla. El CGO conte´ 5 tipus de mutacions diferents:
Swap (S). Elegeix un subarbre a l’atzar, llavors les seves relacions d’entrada so´n intercanvi-
ades. Garanteix l’acce´s a totes les morfologies d’arbre possibles.
Change scan (CS). Selecciona una operacio´ de scan (acce´s sequ¨encial de totes les files de la
taula) i la canvia si hi han ı´ndex disponibles. Garanteix tots els me`todes de scan possibles
per totes les operacions.
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Figura 3.2: Exemple d’una operacio´ de creuament
Join Reordering (JRO). Tria a l’atzar dues operacions de join ve¨ınes i les intercanvia.
Garanteix la possibilitat d’explorar gairebe´ totes les ordenacions de joins.
Change join (CJ). Elegeix aleato`riament una operacio´ de join i canvia la seva implementacio´
per una altra de les dues disponibles. Garanteix la possibilitat d’utilitzar les tres imple-
mentacions de join a qualsevol node.
Random Subtree (RS). Mante´ un subarbre triat a l’atzar i inclou les operacions restants
seleccionant-les aleato`riament. Garanteix l’exploracio´ de totes les dimensions. Aquesta
u´ltima operacio´ sera` la mutacio´ me´s important durant el nostre projecte donat que ha
estat escollida per la seva millora.
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A la Figura 3.3 segu¨ent es mostra com s’aplica l’operacio´ de mutacio´ random subtree. Com
podem observar, l’arbre R ha estat el resultat d’escollir el subarbre que te´ com arrel l’operacio´
de join j3 i la posterior concatenacio´ de la resta d’operacions a l’atzar.
Figura 3.3: Exemple d’una operacio´ de mutacio´ random subtree
3.2.3 Seleccio´
Aquesta operacio´ es dedica a seleccionar el plans de la poblacio´ que tenen el menor cost.
D’aquesta manera aconsegueix mantenir el nombre de membres de la poblacio´ constant. La
funcio´ de cost que utilitza es basa en l’u´s de recursos i el temps d’execucio´ de la consulta SQL.
En el cas del CGO te´ implementat un model de costos propi.
3.2.4 Criteri de parada
El CGO te´ dos me`todes per realitzar la parada de l’algorisme. El primer criteri es basa en donar
a l’algorisme un nombre determinat de segons perque` realitzi totes les transformacions que
siguin possibles. El segon ve determinat per un nombre de generacions que, un cop realitzades,
finalitza l’algorisme. En aquest PFC s’ha optat pel segon me`tode, d’aquesta manera s’han pogut
comparar les noves operacions i les originals amb el mateix nombre d’operacions realitzades.
3.3 Parts internes del CGO
3.3.1 Mo`duls
Els algoritmes principals del CGO es troben a un mo`dul central. Aquest fa servir 7 mo`duls
auxiliars:
Graph Extreu la informacio´ de la consulta i genera un graf que conte´ la informacio´ rellevant
pel proce´s d’optimitzacio´.
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Relations Conte´ les estructures relacionades amb la base de dades, les seves relacions i altres
dades com els ı´ndexs.
Execpla Defineix totes les metadades relacionades amb els QEPs i el conjunt d’operacions que
es poden realitzar sobre aquests.
Costmodel Defineix les funcions necessa`ries per calcular el cost associat a una operacio´ dins
d’un QEP.
Crossover Implementa les operacions de creuament.
Mutation Implementa les operacions de mutacio´.
Selection Implementa les operacions de seleccio´.
3.3.2 Arxius de configuracio´
El programa principal o “Main” e´s el que s’ocupa de definir on esta` la informacio´ necessa`ria
per l’execucio´ de l’optimitzador gene`tic. El CGO necessita de diferents arxius pel seu correcte
funcionament, a continuacio´ els presentem:
Configuracio´. Conte´ informacio´ referent al nombre d’individus que te´ la poblacio´, la condicio´
de parada, la informacio´ que volem extreure, entre d’altres funcionalitats del CGO.
Pol´ıtiques. Descriuen les configuracions per l’optimitzacio´, les te`cniques a utilitzar i quantes
operacions a realitzar.
Base de dades. Conte´ l’esquema de la base de dades.
Query. E´s la consulta a executar per a la base de dades carregada.
Poblacio´ inicial. Com el seu nom indica, conte´ la poblacio´ inicial de QEPs. E´s un arxiu
opcional, en cas que no existeixi, la poblacio´ inicial es generara` automa`ticament.
3.3.3 Estructures importants
Un cop definides les localitzacions dels diferents arxius, es llanc¸a a executar l’optimitzador que
carrega tota la informacio´ explicada anteriorment i comenc¸a a treballar amb les estructures
internes. S’ha de tenir en compte que el CGO te´ me´s de 15000 l´ınies de codi, per tant, nome´s
definirem les estructures internes me´s importants fetes servir durant la pro`pia implementacio´.
Com ja hem comentat amb anterioritat, una poblacio´ esta` formada per un conjunt d’indi-
vidus, per tant, en el nostre cas, esta` representada per una llista de QEPs, en concret, una
“Ptrlist” que e´s un template per emmagatzemar punters a objectes C en una llista simple
enllac¸ada. L’estructura “Plan” e´s la que representa un QEP. Cada “Plan” conte´ un atribut
“arrel” que e´s un punter a l’operacio´ arrel del QEP (e´s l’operacio´ que retorna els resultats). La
resta d’operacions del pla es poden obtenir seguint aquest punter a les operacions filles des del
node arrel.
Els nodes d’un pla, tot i que poden ser diferents, estan representats per una mateixa super-
classe ja que tenen certa informacio´ comuna. La representacio´ dels nodes s’anomena “Opera-
tion”. A continuacio´ expliquem els seus tipus:
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Operacions de Join. El CGO conte´ tres operacions ba`siques: hash join, nested loop join i
sort-merge join.
Operacions de Scan. Podem diferenciar dos tipus: sequ¨encial (totes les dades es recorren
una vegada) i ı´ndex scan (es tenen en compte diferents propietats d’´ındex per accedir a
les dades).
Operacions Unary. Dues altres operacions so´n permeses pel CGO: sort (s’encarrega de l’or-
denacio´ de les dades) i temp (materialitza un resultat temporal).
3.4 U´s de la llibreria
La llibreria del CGO te´ com a propo`sit donar suport a la investigacio´ sobre algoritmes gene`tics.
La seva finalitat e´s l’optimitzacio´ de consultes per les bases de dades relacionals quan aquestes
contenen gran nombre de joins. La llibreria inclou les eines necessa`ries per optimitzar consultes
utilitzant un optimitzador gene`tic, aix´ı com per desenvolupar i estudiar noves operacions de
gene`tica i altres algoritmes d’optimitzacio´.
Juntament amb la llibreria existeix una eina anomenada dbqgen 1.0, la qual permet generar
bases de dades i consultes pel CGO. Tambe´ existeix un altra eina que genera un pla visual a
partir d’un arxiu de text, aquesta s’anomena vplgen v.2.0.
3.4.1 Com crear noves operacions
El CGO e´s un optimitzador preparat per utilitzar noves operacions de creuament i mutacio´
creades externament a la llibreria del programa. E´s molt fa`cil afegir noves operacions, nome´s
cal seguir una se`rie de regles.
La principal regla a seguir e´s l’entrada de la nova funcio´. Segons el tipus d’operacio´ que
volguem crear necessitarem una capc¸alera diferent:
• Creuaments
0 void functionName(PlanPtrList*, PlanPtrList*, unsigned int ,
bool, int)
Codi 3.1: Capc¸alera de la nova operacio´ de creuament
El nom de la funcio´ e´s arbitraria, pero` la funcio´ ha de retornar un tipus void. El primer
para`metre e´s un punter a la poblacio´ seleccionada pre`viament i el segon e´s un punter a
la llista on els plans generats seran afegits. Els u´ltims tres para`metres so´n el nombre
de creuaments intensius, un bolea` per l’exclusio´ de duplicats i la generacio´ on s’aplicara`
aquest creuament. Pero` so´n caracter´ıstiques que no haurem de tenir en compte per la
nostra implementacio´.
• Mutacions
0 typedef Plan* newMutation(PlanPtrList*, bool, IndexPtrList *)
Codi 3.2: Capc¸alera de la nova operacio´ de mutacio´
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La mutacio´ random subtree, que e´s la mutacio´ en la qual ens basem en aquest PFC, neces-
sita de l’u´s d’´ındexs per aplicar-los o no a l’atzar quan sigui possible. El CGO original no
permetia l’u´s d’aquesta funcionalitat, per tant, la capc¸alera anterior e´s una modificacio´ de
l’original per poder introduir IndexPtrList*, que e´s l’estructura que fa refere`cnia a aquest
tipus d’informacio´.
El nom de la funcio´ e´s arbitraria pero` ha de retornar un tipus Plan. El primer para`metre
e´s un punter a la poblacio´ seleccionada pre`viament, el segon e´s un bolea` per l’exclusio´ de
duplicats i el tercer e´s un punter a la llista d’´ındexs aplicables al pla d’execucio´.
A continuacio´ hem de registrar la nova operacio´ dins de l’optimitzador gene`tic, e´s tan fa`cil
com, despre´s de que l’optimitzador hagi estat creat, registrar el punter a la funcio´ com continua:
• Creuaments
0 GeneticOptimizer* gOpt = new GeneticOptimizer(db, qry);
gOpt ->registerNewCrossover (& myCrossover);
Codi 3.3: Registre de la nova operacio´ de creuament
• Mutacions
0 GeneticOptimizer* gOpt = new GeneticOptimizer(db, qry);
gOpt ->registerNewMutation (& myMutation);
Codi 3.4: Registre de la nova operacio´ de mutacio´
L’operacio´ registerNewCrossover i registerNewMutation concedeixen la nova funcio´ al CGO
com a una funcio´ externa. Pero` encara no n’hi ha prou registrant-la, fa falta activar-la, i aixo`
es fa quan definim la pol´ıtica al fitxer policies.txt :
• Creuaments
....
NUM NEW CROSSOVERS 1
....
• Mutacions
....
NUM NEW MUTATION 1
....
Quan el valor e´s me´s gran que 0, la nova operacio´ sera` executada N vegades per generacio´.
Si e´s me´s gran que 0, pero` no hi ha cap nova operacio´ externa, es considerara` com si fos 0.
CAPI´TOL 4
Configuracio´ d’escenaris
L’objectiu d’aquest apartat e´s determinar el conjunt d’escenaris que s’utilitzen durant aquest
PFC. Primer definirem quin tipus de bases de dades hem creat, quantes consultes tindra` cadas-
cuna i, d’aquestes, quantes poblacions inicials. I en segon lloc, expliquem el hardware que ha
estat necessari per fer totes les execucions.
4.1 Consultes i esquemes de les bases de dades
Els experiments en aquest projecte s’han realitzat tant en esquemes i consultes en forma d’estrel-
la com random. La idea e´s demostrar que les modificacions que proposem es puguin estendre
als dos escenaris. En aquesta seccio´ presentem la informacio´ ba`sica sobre la que s’han creat
aquests esquemes i consultes.
Cal destacar que la creacio´ de les bases de dades i de les consultes s’han generat a partir
d’una aplicacio´ associada al CGO (anomenada dbqgen), que permeten la creacio´ aleato`ria tant
de bases de dades com de consultes a partir d’unes certes especificacions. Tota la informacio´
necessa`ria per la utilitzacio´ d’aquestes aplicacions es pot trobar en l´ınia [5].
4.1.1 Estrella
Bases de dades en forma d’estrella. Per posar a prova les consultes en forma d’estrella,
s’han generat dues bases de dades a l’atzar de 20 i 50 relacions. Com ja hem vist durant
el Cap´ıtol 2, els esquemes en forma d’estrella tenen una taula de fets i al voltant diverses
taules de dimensio´ que, pel cas que ens ocupa, so´n de 19 i 49.
Consultes. S’han creat tres consultes diferents per cada base de dades. Cada consulta inclou
totes les relacions del seu esquema de base de dades corresponent, almenys amb una
condicio´ de join expl´ıcita associada a cada relacio´.
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4.1.2 Random
En aquest esquema tambe´ s’han creat dues bases de dades de 20 i 50 relacions i tres consultes
diferents tambe´ realitzades a l’atzar per cadascuna d’elles.
4.1.3 Poblacions inicials
Per poder fer una comparativa posterior de les diferents execucions per una determinada con-
figuracio´, ha estat necessa`ria la creacio´ de 3 poblacions inicials de QEPs per cada consulta
generada anteriorment. D’aquesta manera es poden estudiar els canvis produ¨ıts a la poblacio´
final, sempre partint de la mateixa poblacio´ inicial. A la Figura 4.1 es resumeixen els escenaris
sobre els que s’ha treballat durant aquest PFC.
Com podem veure cada una de les fulles d’aquests arbres representa una combinacio´ diferent
de les poblacions inicials, les consultes i les bases de dades generades. En definitiva, tenim fins
a 36 combinacions diferents. No obstant, alhora d’analitzar els resultats, en la majoria dels
casos, ho fem en conjunt:
• Esquema estrella i base de dades de 20 joins.
• Esquema estrella i base de dades de 50 joins.
• Esquema random i base de dades de 20 joins.
• Esquema random i base de dades de 50 joins.
D’aquesta manera aconseguim tenir uns resultats globals i clarament me´s entenedors.
4.2 Parametritzacio´ i criteri de parada
En la parametritzacio´ de les operacions utilitzades durant l’execucio´ del CGO sempre s’ha fet
servir els mateixos para`metres. S’ha decidit seguir els criteris de [4]. La distribucio´ ha estat la
segu¨ent:
• 25 operacions de creuament
• 10 mutacions de changeScan
• 10 mutacions de changeJoins
• 10 mutacions de swapJoin
• 10 mutacions de reorderJoins
• 10 mutacions de randomSubtree
En quant al criteri de parada s’ha decidit finalitzar les execucions despre´s de 50 generacions.
Tots els para`metres s’han mantingut fixes per evitar que qualsevol canvi modifiqui l’escenari.
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Figura 4.1: Escenaris sobre els que s’ha treballat
4.3 Especificacio´ del hardware
Totes les execucions han estat realitzades a diferents ma`quines amb diferents configuracions:
• 24 ma`quines cadascuna amb un processador Dual Core Intel 6600 amb 4mb de memo`ria
cache.
• 1 ma`quina amb 2x Quad Core Intel R© Xeon R© E5440 a 2,83 Ghz.
• 4 ma`quines amb 1x Quad Core Intel R© Xeon R© E5530 a 2,40 Ghz amb 8mb de memo`ria
cache.
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En el cas d’aquest PFC no te importa`ncia que les execucions s’hagin realitzat a diferents
ma`quines, ja que, en cap moment es fa un ana`lisi del temps. A me´s, els costos associats a les
consultes no depenen del hardware utilitzat.
CAPI´TOL 5
Operacio´ de creuament
L’objectiu d’aquest cap´ıtol e´s determinar si l’eleccio´ purament aleato`ria dels subplans durant
l’operacio´ de creuament (explicada al Cap´ıtol 3) pot ser modificada per aconseguir una millor
converge`ncia en l’optimitzador, i aix´ı aconseguir millors solucions.
Per la realitzacio´ dels segu¨ents experiments hem utilitzat la llibreria del CGO (desenvolu-
pada en C++), aquesta llibreria te´ com a propo`sit donar suport a la investigacio´ sobre els
algoritmes gene`tics per l’optimitzacio´ de la consulta a bases de dades relacionals. La llibreria
inclou les eines necessa`ries per optimitzar consultes utilitzant el CGO, aix´ı com, per desen-
volupar i estudiar noves operacions i els algorismes gene`tics d’optimitzacio´. A me´s, tambe´ ha
estat necessari tenir acce´s al codi font d’aquesta llibreria per poder fer un ana`lisi en detall del
comportament de certes operacions.
En aquest cap´ıtol expliquem la fo´rmula utilitzada per extreure l’eficie`ncia de l’operacio´ de
creuament. A continuacio´, presentem l’estudi realitzat per les diferents bases de dades a partir
d’aquestes eficie`ncies. I finalment, detallem els me`todes utilitzats per la creacio´ de la nova
operacio´ de creuament.
5.1 Fo´rmula de l’eficie`ncia
Per a poder fer un estudi del comportament de l’operacio´ de creuament ens hem basat en la
fo´rmula de l’eficie`ncia utilitzada a [4]. Aquesta fo´rmula estudia l’eficie`ncia d’una operacio´ de
creuament calculant el percentatge de millora del cost d’un pla despre´s d’aplicar l’operacio´.
Tenint en compte que la funcio´ cost(p) retorna el cost d’un QEP p, fem servir la segu¨ent
fo´rmula per calcular el percentatge de millora:
rimp =
2 · cost(pc)
cost(pp1) + cost(pp2)
(5.1)
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%imp =

(
1− rimp
)
·100 if rimp ≤ 1
−
(
1− 1rimp
)
·100 if rimp > 1.
(5.2)
on pp1 i pp2 so´n dos plans pares. La segona equacio´ calcula si el nou pla e´s millor que la
mitja del cost resultant dels dos plans pares.
5.2 Estudi de l’eficie`ncia
El primer pas per fer l’estudi de l’operacio´ de creuament ha estat la implementacio´ de la fo´rmula
de l’eficie`ncia, dins del codi font del CGO, amb la finalitat de recollir les dades corresponents.
A continuacio´, ha fet falta preparar els 36 escenaris, sobre els quals s’ha realitzat aquest primer
estudi, i llenc¸ar a executar 3000 proves per cadascun d’ells.
¿Per que` 3000 proves? Cada vegada que executem el CGO, degut a la gran quantitat de
variables que so´n escollides a l’atzar, cada execucio´ e´s completament diferent de l’anterior. Aixo`
provoca que els costos entre execucions siguin prou diferents, per tant, per tenir una mitja pr-
opera a la real, s’ha optat per realitzar 3000 proves per cada escenari.
En definitiva, despre´s d’aplicar 3000 proves als 36 escenaris obtenim 270 milions de plans
generats a partir de l’operacio´ de creuament, ja que cada prova te´ 50 generacions i cada gen-
eracio´ te´ 25 creuaments que generen 50 nous plans.
Finalment, podem fer un ana`lisi dels resultats, que han estat separats per conjunts. A la
Figura 5.1 podem veure un exemple de com es presenten els resultats. L’escala de degradacio´ lat-
eral mostra, en color vermell, les eficie`ncies mı´nimes per generacio´ i, en color verd, les ma`ximes.
A l’eix vertical es marca el nombre de joins que conte´ el subarbre escollit, i a l’eix horitzontal
es mostra la generacio´ en que` s’ha recollit l’eficie`ncia.
Figura 5.1: Exemple d’estad´ıstiques presentades amb escala de color
En aquest exemple podem observar com el color verd, que representa les ma`ximes eficie`ncies,
en general, esta` present quan el nombre de joins e´s molt gran i molt petit. En canvi, el color
vermell es troba al centre. Per tant, en aquest exemple podriem dir que l’eleccio´ de subplans
extrems do´na una eficie`ncia me´s gran.
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5.2.1 Esquema d’estrella
A la Figura 5.2 es presenta el resum de les eficie`ncies de les execucions de tres consultes amb
tres poblacions inicials diferents respectivament, per a la base de dades de 20 relacions. Com
podem observar els subplans que donen una millor eficie`ncia es divideixen en dos casos:
Figura 5.2: Estad´ıstiques del creuament a la base de dades d’estrella amb 20 relacions
1. Durant les 9 primeres generacions, les eleccions de subplans entre 3 i 12 joins so´n les que
aconsegueixen una eficie`ncia ma`xima.
2. A partir de la generacio´ 10 hi ha un canvi: l’eleccio´ de subplans petits so´n els que acon-
segueixen millors resultats.
A la Figura 5.3 es presenten els resultats obtinguts a la base de dades de 50 relacions, en
aquest cas per les seves tres querys i les seves respectives poblacions inicials. En aquesta base
de dades, ens trobem un cas semblant a la base de dades de 20 relacions pero` hem de mirar
me´s enlla`.
1. Durant les primeres 30 generacions, l’eleccio´ de subplans que donen una eficie`ncia me´s
elevada so´n les que contenen la meitat del pla o un nombre menor de joins a la meitat.
2. A partir de la generacio´ 31, sembla que comenc¸a un proce´s de dispersio´ de les eficie`ncies
ma`ximes.
3. Despre´s de la generacio´ 50 comenc¸a a canviar. Si mirem la Figura 5.4, equivalent a la
suma de les eficie`ncies de la generacio´ 51 fins la 75, podem observar que els subplans amb
menor nombre de joins so´n les que donen millors resultats.
Com a conclusio´ general, podem extreure que, quan s’aplica l’operacio´ de creuament a una
base de dades en forma d’estrella, escollint subplans amb un menor nombre de joins s’extreuen
resultats me´s positius. Segurament, quan escollim un subpla` petit del primer arbre, provo-
qui que la resta de joins del segon arbre no mantinguin la seva estructura inicial. Com a
consequ¨e`ncia, es deuen introduir noves combinacions que so´n les que provoquen una millor
eficie`ncia.
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Figura 5.3: Estad´ıstiques del creuament a la base de dades d’estrella amb 50 relacions
Figura 5.4: Estad´ıstiques posteriors del creuament a la base de dades d’estrella amb 50 relacions
5.2.2 Esquema random
En aquest tipus de bases de dades, la forma que tenen els arbres ja no es limita a arbres en
profunditat a l’esquerra, e´s a dir, poden tenir qualsevol forma, per tant, s’ha de realitzar un
nou estudi perque` hi haura` canvis en el comportament de l’operacio´.
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El primer ana`lisi correspon a la base de dades de 20 relacions, amb tres consultes i les seves
respectives poblacions inicials. Com podem observar a la Figura 5.5, l’eleccio´ de subarbres amb
menor nombre de joins so´n els que tornen a donar millors eficie`ncies. D’altre banda, l’eleccio´
de subplans grans durant les 15 primeres generacions tambe´ obtenen bons resultats.
Figura 5.5: Estad´ıstiques del creuament a la base de dades random amb 20 relacions
Figura 5.6: Estad´ıstiques del creuament a la base de dades random amb 50 relacions
Per acabar estudiem les bases de dades random de 50 relacions. A la Figura 5.6 es presenta
un resum de les eficie`ncies de tres consultes, amb tres poblacions inicials per cadascuna d’elles.
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Es pot observar com clarament l’eleccio´ de subplans amb menor nombre de joins donen millors
eficie`ncies, i aixo` es mante´ durant el transcurs de les 50 generacions. Simplement podem pun-
tualitzar que durant les primeres generacions ens passa el mateix que amb la base de dades de
20 relacions, els plans amb major nombre de joins tambe´ donen bones eficie`ncies.
En definitiva, despre´s de l’ana`lisi dels dos quadres anteriors, podem dir amb claredat que,
per l’operacio´ de creuament aplicada a les bases de dades random, l’eleccio´ de subarbres amb
un nombre menor de joins e´s la que do´na millors resultats.
Encara me´s important i gene`ric: existeix una correlacio´ entre el nombre de joins del subpla`
triat i la millora obtinguda en l’operacio´ de creuament, per tant, no e´s una bona idea fer servir
una distribucio´ equiprobable per triar el subpla` del creuament.
5.3 Creacio´ d’una nova operacio´ de creuament
Per la creacio´ d’una nova operacio´ de creuament s’han seguit els procediments explicats al
Cap´ıtol 3. A continuacio´ es fa una petita descripcio´ de la implementacio´ d’aquesta nova operacio´
i de l’u´s que es fa de les eficie`ncies extretes anteriorment.
5.3.1 Implementacio´
La nova implementacio´ de l’operacio´ de creuament es basa en que` l’eleccio´ dels subplans ja no
sigui equiprobable. En aquest sentit, el comportament de l’operacio´ de creuament e´s el mateix,
excepte en l’eleccio´ del subpla`.
Quan apliquem una operacio´ de creuament, el nombre de joins que pot tenir un subpla` te´
un ma`xim de r − 2 joins, on r representa el nombre de relacions que te´ una base de dades. En
el cas de la Figura 5.7 es considera una base de dades de 4 relacions. Com podem observar,
tenim tres joins a ser seleccionades com a subpla`, pero` si escollissim la join arrel, el resultat del
creuament seria ell mateix, per tant, nome´s tenim dues possibilitats.
Figura 5.7: Exemple per l’eleccio´ de subplans a l’operacio´ de creuament
Per fer l’eleccio´ del subpla` s’ha optat per carregar des d’un arxiu extern diferents valors que
representen pesos per cadascu´n dels subplans possibles a escollir. Aquests valors representen
les probabilitats de ser escollits sobre la suma total dels pesos. A la Seccio´ 5.3.2 s’explica com
hem exret aquests arxius de pesos, per cada base de dades, a partir de les eficie`ncies calculades
5.3. CREACIO´ D’UNA NOVA OPERACIO´ DE CREUAMENT 31
anteriorment.
Per exemple, suposem que tenim una base de dades de 10 relacions, llavors tindriem la
possibilitat d’escollir un ma`xim de 8 subplans amb diferent nombre de joins. A la Figura 5.8
tenim un arxiu d’aquestes caracter´ıstiques. En el cas dels subplans amb nome´s una join tenen
un pes 16 sobre el total de pesos, per tant, la probabilitat d’escollir un subpla` d’una join e´s
16/64 = 0, 25 , e´s a dir, un 25%.
(a) Exemple d’un arxiu
de pesos
(b) Gra`fica d’un arxiu de pesos
Figura 5.8: Respresentacio´ d’un arxiu de pesos
A continuacio´ presentem el codi comentat de la implementacio´ de la nova operacio´ de creua-
ment. Com ja s’ha comentat al Cap´ıtol 3, nome´s ens interessen els primers dos para`metres, on
pop representa la poblacio´ actual i childs els plans resultants de l’operacio´ de creuament.
La funcio´ comenc¸a amb la inicialitzacio´ de les estructures principals necessa`ries per dur a
terme tot el proce´s i el control dels para`metres que no s’utilitzen (l´ınies 3-18). A continuacio´
(l´ınies 20-35) s’extreuen dos plans (p1 i p2) de la poblacio´ actual a partir de dos nombres gener-
ats aleato`riament. Tambe´ obtenim a la variable len el nombre ma`xim de joins que pot contenir
un subpla` al qual aplicar l’operacio´ de creuament.
El segu¨ent bucle (l´ınies 39-150) engloba la resta de la funcio´. Te´ la finalitat de canviar els
rols de p1 i p2 com a pla principal pMain i pla secundari pSec a les dues iteracions del bucle.
A cada volta, pSec sera` el pla del qual extreiem el subpla` sense modificar, en canvi, pMain
sera` el pla que afegira` la resta d’operacions en postordre. Un cop distingits els dos plans (l´ınies
40-47) s’extreuen en postordre les operacions de pMain (l´ınies 50-57). Es fa una distincio´ entre
les operacions de join i scan que es guarden a les llistes lJoin i lScan respectivament.
A partir d’un arxiu extern, s’extreuen (al vector efficiency) els valors dels pesos que tindra`
cada subpla` depenent del nombre de joins que aquest contingui (l´ınies 61-71). Seguidament,
generem un nombre aleatori (l´ınies 74-85), que depe`n del pesos extrets, per determinar quina e´s
la quantitat de joins que ha de tenir el subpla` que finalment escollim (l´ınia 87) amb l’operacio´
getSubP lanByJoins.
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Un cop realitzada l’eleccio´ del subpla` se’n fa una co`pia (l´ınia 92). A continuacio´ es sep-
aren les operacions de join i scan i es guarden a les llistes lJoinsp i lScansp respectivament
(l´ınies 95-103). Llavors, utilitzant l’operacio´ takeOperationFromListById, eliminem de lJoin
i lScan les joins i scans que formin part del subpla` escollit (l´ınies 105-123).
Finalment, ja nome´s queda construir el nou pla d’execucio´. Primer, inserim el subpla` a la
llista buida buildList (l´ınia 126). Despre´s concatenem la resta de scans existents a lScan (l´ınia
129) amb aquesta llista. I per u´ltim, creem un nou pla pRes que sera` el resultat d’afegir, una
a una, la resta de joins existents a lJoin, a pRes amb l’operacio´ insertOperationToBuildP lan
(l´ınies 133-140).
Per acabar, fem la inicialitzacio´ del pla (l´ınia 142). Aquesta operacio´ nome´s assigna quina
e´s l’operacio´ arrel i assigna un nou identificador al pla. Despre´s invalidem els costos de les
operacions que havien estat heretades (l´ınia 146) i afegim el pla resultant a childs, que conte´
els plans resultants de l’operacio´ de creuament.
0 void myCrossover(PlanPtrList* pop , PlanPtrList* childs , unsigned int ic,
bool de, int gene) {
// Inicialitzacio´
int j, nump1 , nump2;
Plan * p1 , * p2;
5 Plan *pMain , *pSec , *pRes;
OperationPtrList* post , *postsp;
unsigned int len , pos;
int i;
Operation* o, *sp , *o2;
10 Join *subroot;
OperationPtrList* lJoin = new OperationPtrList ();
OperationPtrList* lScan = new OperationPtrList ();
OperationPtrList* lJoinsp = new OperationPtrList ();
OperationPtrList* lScansp = new OperationPtrList ();
15 OperationPtrList* buildList = new OperationPtrList ();
i f (de) error("ERROR: Duplicate exclusion can’t be used with this 
crossover");
i f (ic != 0) error("ERROR: Intensive crossover can’t be used with this
 crossover");
20 // Obtenim dos plans p1 i p2 aleato`riament de la poblacio´
nump1 = ((double) rand() / (double)(RAND_MAX + 1.0) *ModelCtrl ::
Instance ().numMembers);
j=0;
for(pop ->goFirst (); j < nump1; pop ->next()) j++;
p1=pop ->currentItem ();
25
nump2=nump1;
while(nump1==nump2){
nump2 = ((double) rand() / (double)(RAND_MAX + 1.0) *ModelCtrl ::
Instance ().numMembers);
}
30 j=0;
for(pop ->goFirst (); j < nump2; pop ->next()) j++;
p2=pop ->currentItem ();
//Obtenim el nombre de joins del pla d’execucio´
35 len = ModelCtrl :: Instance ().numRelations - 1;
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//Aquest bucle serveix perque` a cada volta un dels dos plans faci de pla principal
for (i = 0; i < 2; i ++) {
40 i f (i == 0) {
pMain = p1;
pSec = p2;
}
else {
45 pMain = p2;
pSec = p1;
}
//Les operacions de pMain so´n separades en Jons i Scans
50 post = pMain ->getOperationsInPostOrder ();
for(post ->goFirst (); !post ->end(); post ->next()) {
o = post ->currentItem ();
i f (dynamic cast<Join*>(o)) lJoin ->pushBack(o);
else i f (dynamic cast<Scan*>(o)) lScan ->pushBack(o);
55 else delete o;
}
delete post;
/*Inici de l’eleccio´ controlada*/
60 //Ca`rrega de les probabilitats a escollir d’un arxiu de text
char s[100];
double num;
FILE* fIn = fopen("eac.txt", "r");
i f (!fIn) error("ERROR: No es pot obrir eac.txt");
65 double efficiency[len -2];
for ( int k=0;k<len -2;k++) {
fscanf(fIn , "%s", s);
num=to_doublecr(s);
efficiency[k]=num;
70 }
fclose(fIn);
//Seleccio´ del nombre de joins que contindra` el subpla` escollit
double suma =0;
75 for( int k=0;k<(len -2);k++) {
suma=suma+efficiency[k];
}
double auxSuma = ((double) rand() / (double)(RAND_MAX + 1.0) *
suma);
80 suma = 0;
unsigned int k=0;
while (suma < auxSuma) {
suma=suma+efficiency[k];
k++;
85 }
//Seleccio´ del subpla`
subroot= dynamic cast<Join*>( getSubPlanByJoins (( int)k,pSec ->
getRoot ()));
/*Fi eleccio´ controlada*/
90
//Fem una co`pia del subpla` escollit
sp = subroot ->copyOperationTree ();
//Les operacions del subpla` so´n separades en Joins o Scans
95 postsp = new OperationPtrList ();
sp->getOperationsInPostOrder(postsp);
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for(postsp ->goFirst (); !postsp ->end(); postsp ->next()) {
o = postsp ->currentItem ();
i f (dynamic cast<Join*>(o)) lJoinsp ->pushBack(o);
100 else i f (dynamic cast<Scan*>(o)) lScansp ->pushBack(o);
else delete o;
}
delete postsp;
105 //Pas 1: eliminar les joins incloses al subpla`
lJoinsp ->goFirst ();
while(!lJoinsp ->end()) {
o = lJoinsp ->currentItem ();
o2 = p1->takeOperationFromListById(lJoin , o->getOpId ());
110 delete o2;
delete o;
delete lJoinsp ->takeCurrentNode ();
}
115 //Pas 2: eliminar els scans inclosos al subpla`
lScansp ->goFirst ();
while(!lScansp ->end()) {
o = lScansp ->currentItem ();
o2 = p1->takeOperationFromListById(lScan , o->getOpId ());
120 delete o2;
delete o;
delete lScansp ->takeCurrentNode ();
}
125 //Insertem el subpla`
buildList ->pushBack(sp);
//Insertem la resta d’operacions en post ordre
buildList ->concatenate(lScan);
130 lScan ->clear ();
//Creem el pla
pRes = new Plan();
135 for(lJoin ->goFirst (); !lJoin ->end(); lJoin ->next())
pRes ->insertOperationToBuildPlan(lJoin ->currentItem (),
buildList);
lJoin ->clear ();
i f (!( buildList ->firstNode () == buildList ->lastNode ()))
140 error("ERROR: More than one subplan to initiate a plan (Plan::
crossover)");
pRes ->initPlan(buildList ->firstItem ());
buildList ->clear();
145 //Invalidem els resultats copiats dels costos de les operacions
pRes ->invalidateAllResults ();
//Afegim el pla resultant al conjunt a retornar
childs ->pushBack(pRes);
150 }
delete lJoin; delete lScan;
delete lJoinsp; delete lScansp;
delete buildList;
}
Codi 5.1: Implementacio´ de la nova operacio´ de creuament
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Totes les funcions utilitzades a la nova implementacio´ de l’operacio´ de creuament correspo-
nen al CGO, excepte l’operacio´ getSubPlanByJoins. Ha estat necessa`ria la creacio´ d’aquesta
operacio´ perque`, donat un nombre de joins, retorne´s el subpla` corresponent. A continuacio´
presentem la seva implementacio´.
La capc¸alera de la funcio´ recursiva indica dos para`metres. El primer representa el nombre
de joins que ha de tenir el subpla` a escollir. El segon e´s un punter a una operacio´ del pla que
utilitzem per escollir un subpla`. Tenint en compte que un pla te´ l’estructura d’un arbre binari i
els seus nodes so´n del tipus Operation, podem navegar per les operacions per extreure el subpla`
resultant. A me´s, sabem que la primera vegada que es crida aquesta operacio´ es fa a partir de
l’operacio´ arrel.
La funcio´ comenc¸a amb la inicialitzacio´ de les estructures auxiliars necessa`ries (l´ınia 3-7).
A partir d’aqu´ı distingim tres casos, depenent del tipus d’operacio´ que tinguem:
Unary (l´ınia 9-12) So´n operacions d’ordenacio´ i d’altres temporals, per tant, hem de buscar
un subpla` a partir del seu fill esquerre.
Join (l´ınia 15-50) Aquest tipus d’operacio´ e´s la que hem de tenir en compte. El primer pas
e´s determinar si l’arbre que te´ com arrel aquesta operacio´ te´ un nombre igual o menor a
numJoins. En aquest cas retornem aquest subarbre com solucio´ (l´ınies 17-19). En altre
cas, hem de navegar pels subarbre resultants de fer la crida getSubP lanByJoins dels seus
subarbres esquerre i dret (l´ınies 20-24). Finalment, nome´s queda decidir amb quin dels dos
arbres resultants ens quedarem com a solucio´ (l´ınies 25-49). Pels arbres en profunditat
nome´s hi haura` una u´nic subpla` amb el mateix nombre de joins que numJoins. En
canvi, pels arbres espessos pot donar-se el cas que hi hagi me´s d’un subpla` amb el mateix
nombre de de joins que numJoins (l´ınies 28-34), que nome´s hi hagi un (l´ınies 35-36) o
no hi hagi cap (l´ınies 37-45). Pel primer cas dels arbres espessos es selecciona un dels dos
aleato`riament; pel segon cas, l’u´nic que hi ha; i pel tercer cas, el primer subpla` me´s petit
que el nombre de joins que hi hagi a numJoins, pero` amb major nombre de joins.
Scan En aquest cas, hem arribat a la fulla de l’arbre, per tant, e´s un subarbre que no ens
interessa per la nostra funcio´ (l´ınia 52).
0 Operation * getSubPlanByJoins( int numJoins , Operation * p) {
Operation * left_child = NULL;
Operation * right_child = NULL;
unsigned int pos;
5 int numjl =0;
int numjr =0;
//En el cas d’una operacio´ Unary nome´s hi ha fill esquerre
i f (dynamic cast<Unary*>(p)) {
10 left_child=p->getLeftChild ();
return left_child = getSubPlanByJoins(numJoins ,left_child);
}
//Quan tractem amb una Join podem haver trobat el subpla` o hem de seguir buscant
15 else i f (dynamic cast<Join*>(p)) {
i f (p->countMainJoins () <=numJoins) {
return dynamic cast<Join*>(p);
}
20 else {
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left_child=p->getLeftChild ();
right_child=p->getRightChild ();
left_child = getSubPlanByJoins(numJoins ,left_child);
right_child = getSubPlanByJoins(numJoins ,right_child);
25 i f (( left_child !=NULL)&&( right_child !=NULL)) {
numjl=left_child ->countMainJoins ();
numjr=right_child ->countMainJoins ();
i f ((numjl== numJoins)&&( numjr == numJoins)) {
//Es retorna un subarbre a l’atzar quan s’han retornat dos amb el mateix nombre de
30 //joins
pos = (unsigned int)((double) rand() / (double)(RAND_MAX
+ 1.0) * (2));
i f (pos ==1) return left_child;
else return right_child;
}
35 else i f (numjl== numJoins)return left_child;
else i f (numjr== numJoins)return right_child;
else i f (numjl >numjr) return left_child;
else i f (numjl <numjr) return right_child;
else {
40 //Es retorna un subarbre a l’atzar quan s’han retornat dos amb el mateix nombre de
//joins
pos = (unsigned int)((double) rand() / (double)(RAND_MAX
+ 1.0) * (2));
i f (pos ==1) return left_child;
else return right_child;
45 }
}
else i f (left_child !=NULL)return left_child;
else return right_child;
}
50 }
//No es tracta ni d’una operacio´ Unary ni de Join
else return NULL;
}
Codi 5.2: Implementacio´ de getSubPlanByJoins
5.3.2 Pas de les eficie`ncies a l’arxiu de pesos a utilitzar
En aquest apartat s’intenta explicar com crear els arxius de pesos depenent de l’estructura de la
base de dades. Cal dir, que en aquest PFC s’utilitzen arxius de pesos que no tenen perque` ser la
millor opcio´, nome´s s’intenta demostrar que l’equidistribucio´ de probabilitat no necessa`riament
e´s sempre el millor camı´.
Esquema d’estrella
Donat que les eficie`ncies per la base de dades de 20 relacions segueixen un patro´ semblant al
de 50 relacions, s’han exportat les eficie`ncies de la base de dades petita a la gran a partir d’una
formula que explicarem a continuacio´.
El primer pas ha estat agafar la suma de les eficie`ncies de la generacio´ 11 a la 50 (que so´n
les que segueixen un patro´ comu´). Com podem veure a la Figura 5.9, hem comparat la seva
distribucio´ ponderada a 1, amb una variant de la fo´rmula de l’ el·lipse, que segueix un patro´
que s’hi ajusta. Inicialment semblava que podria seguir una exponencial, pero` no es va poder
ajustar a que depenent del nombre de joins segu´ıs el mateix patro´.
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Figura 5.9: Comparativa de l’eficie`ncia amb una variant d’elipse
La fo´rmula utilitzada la presentem a continuacio´:
f(j) =
(√
Pmax2 − Pmax
2 ∗ (Max(j)− 1− j)2
Max(j)
)
∗ (−1) + Pmax (5.3)
Aquesta no deixa de ser una variant de la fo´rmula de l’el·lipse, pero` transformada pel nostre
intere`s. On Pmax e´s el pes ma`xim que volem que tingui el valor de me´s pes, Max(j) e´s el
nombre ma`xim de joins que pot tenir un subpla` i j e´s el nombre de joins que te´ un subpla`.
Despre´s d’aplicar la fo´rmula, hem aplicat una u´ltima transformacio´ a les dades perque` el
valor ma`xim sigui Pmax vegades me´s gran que el valor mı´nim, i les respectives transformacions
interme`dies. Els valors utilitzats per Pmax han estat de 75 i 200, per a la base de dades de 20
i 50 relacions respectivament. Cal dir que, com me´s grans so´n aquests valors, me´s gran e´s la
difere`ncia de pes entre subplans. Maxj e´s el nombre ma`xim de joins que pot tenir un subpla`,
en el nostre cas, 18 i 48 per cadascuna de les bases de dades. I finalment j que anira` d’1 a
Max(j), representant els subplans amb j joins. A la Figura 5.10 presentem els valors resultants
d’aplicar la fo´rmula anterior a les seves respectives bases de dades.
(a) Gra`fica de pesos per a la bd de 20 rela-
cions
(b) Gra`fica de pesos per a la bd de 50 rela-
cions
Figura 5.10: Gra`fiques de pesos pel creuament a la base de dades d’estrella
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Esquema random
En aquest segon pas, la metodologia ha estat a la inversa. A partir de la base de dades de 50
relacions es crea un arxiu de pesos que serveix per la base de dades de 20 relacions. S’ha optat
per agafar com a patro´ representatiu els valors de l’eficie`ncia que van de la generacio´ 21 a la 30
(e´s el patro´ me´s estable durant les 50 generacions).
Primer, s’ha aplicat la transformacio´ a les dades perque` el valor ma`xim sigui Pmax vegades
me´s gran que el valor mı´nim, i les respectives transformacions intermitges, on Pmax e´s 200. A
continuacio´, com mostra la Figura 5.11, podem veure que s’han suavitzat els resultats perque`
tinguin uns valors decreixents. Es do´na per fet que els valors corresponents a les u´ltimes gen-
eracions no so´n del tot fiables, degut a la seva aleatorietat.
(a) Gra`fica de pesos per a la bd de 20 rela-
cions
(b) Gra`fica de pesos per a la bd de 50 rela-
cions
Figura 5.11: Gra`fiques de pesos pel creuament a la base de dades random amb 50 relacions
Un cop obtingut l’arxiu de pesos de la base de dades de 50 relacions, s’han repartit d’una
manera equivalent els valors de les 48 possibilitats de subarbre a les 18 que te´ la base de dades
de 20 relacions. D’aquesta manera, hem aconseguit un arxiu de pesos que segueix la mateixa
distribucio´ en ambdo´s casos. Tambe´ s’ha redu¨ıt Pmax a 75 com s’havia considerat anterior-
ment per a la base de dades de 20 relacions.
A la Figura 5.12 e´s mostra els valors resultants dels pesos per a la base de dades de 20
relacions.
Figura 5.12: Gra`fica de pesos per a la base de dades random de 20 relacions
Despre´s de l’ana`lisi realitzat als dos tipus de bases de dades, s’extreu que l’operacio´ de
creuament ha de millorar quan el nombre de joins que tenen els subplans escollits e´s menor.
5.3. CREACIO´ D’UNA NOVA OPERACIO´ DE CREUAMENT 39
Tot i aix´ı, sembla que per les bases de dades en forma d’estrella, a difere`ncia de les random, la
ma`xima millora es produeix quan les ma`ximes probabilitats s’extremen molt als subplans molt
petits. En canvi, per random, aquesta ma`xima millora es reparteix me´s sense arribar a ser tan
extrema.
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CAPI´TOL 6
Operacio´ de mutacio´
L’objectiu d’aquest cap´ıtol, de la mateixa manera que hem fet amb els creuaments, e´s de-
terminar si l’eleccio´ purament aleato`ria dels subplans durant l’operacio´ de mutacio´ random
subtree (explicada al Cap´ıtol 3) pot ser modificada per aconseguir una millor converge`ncia en
l’optimitzador, i aix´ı aconseguir millors solucions.
6.1 Fo´rmula de l’eficie`ncia
Per estudiar el comportament de l’operacio´ de mutacio´, ens hem basat en una fo´rmula diferent
a la del creuament. Ara, el nou pla es genera a partir d’un u´nic pla pare, per tant, no podem
utilitzar la fo´rmula explicada a l’anterior cap´ıtol. Per l’operacio´ de mutacio´ fem servir la segu¨ent
fo´rmula per calcular el percentatge de millora:
%imp =

(
1− cost(pc)cost(pp)
)
·100 if cost(pc) ≤ cost(pp)
−
(
1− cost(pp)cost(pc)
)
·100 if cost(pc) > cost(pp).
(6.1)
on pc e´s el pla resultant i pp el pla pare. La funcio´ cost(p) retorna el cost d’un QEP p.
6.2 Estudi de l’eficie`ncia
S’ha implementat la fo´rmula de l’eficie`ncia dins el codi font del CGO amb la finalitat de recollir
les dades corresponents. En aquest cas ha estat necessari fer un post-proce´s de la informacio´
generada amb la finalitat d’extreure, u´nicament, la informacio´ referent als plans que acon-
segueixen sobreviure almenys una generacio´.
Aquest tipus de mutacio´ genera molts plans que no milloren, aixo` e´s consequ¨e`ncia de la gran
aleatorietat que l’operacio´ comporta i, per tant, les estad´ıstiques generades amb tot el conjunt
de dades no so´n prou aclaridores. Per aquesta rao´, ha estat necessari fer un estudi diferent a
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l’operacio´ de creuament.
En aquest cas, tambe´ s’han utilitzat els 36 escenaris generats anteriorment i s’han executat
les 3000 proves corresponents per cadascu´n. Cada generacio´ executa 10 vegades la mutacio´ i,
per prova, es fan 50 generacions. En definitiva, l’operacio´ de mutacio´ s’ha executat 54 milions
de vegades.
Finalment, podem fer un ana`lisi dels resultats que han estat separats per conjunts. Els
quadres segu¨ents, de la mateixa manera que hem fet amb els creuaments, presenten de color
vermell les eficie`ncies mı´nimes i en verd les ma`ximes. A l’eix vertical es marca el nombre de
joins que conte´ el subarbre escollit i a l’eix horitzontal es mostra la generacio´ en que` s’ha recollit
l’eficie`ncia.
6.2.1 Esquema d’estrella
La Figura 6.1 e´s el resum de les eficie`ncies despre´s d’executar tres consultes amb tres poblacions
inicials diferents respectivament, per a la base de dades de 20 relacions.
Figura 6.1: Estad´ıstiques de la mutacio´ a la base de dades d’estrella amb 20 relacions
Com es pot observar, els subplans que donen una millor eficie`ncia so´n els que contenen un
menor nombre de joins i aixo` es mante´ durant tota l’execucio´. D’altre banda, a mesura que
avancen les generacions sembla que les eficice`ncies ma`ximes i mı´nimes es van barrejant.
A la Figura 6.2 es presenten els resultats de les eficie`ncies per la base de dades de 50 relacions,
per tres consultes i les seves respectives poblacions inicials. En aquest cas el comportament e´s
diferent al de la base de dades de 20 relacions. Com es pot observar, a mesura que avancen
les generacions, els subplans que donen unes eficie`ncies me´s altes van variant cap als que tenen
un major nombre de joins. Com a conclusio´ s’extreu que e´s complicat, a mesura que avancen
les generacions, crear subplans aleatoriament que siguin prou eficients amb un gran nombre de
joins. En aquestes generacions, millorar els plans que formen part de la poblacio´ actual es va
dificultant me´s cada vegada, ja que estan competint plans generats despre´s de moltes genera-
cions, contra plans que contenen subplans realitzats amb moltes variables a l’atzar.
Si fe´ssim un resum global de quin e´s el nombre de joins que hauria de tenir un subpla`
per aconseguir una millor eficie`ncia per a la base de dades en forma d’estrella, en resultarien
guanyadors els subplans amb menor nombre de joins. A me´s, tambe´ sabem que l’eficie`ncia
ma`xima a mesura que avancen les generacions disminueix, per tant, en el cas de la base de
dades de 50 relacions tenen me´s importa`ncia les primeres generacions.
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Figura 6.2: Estad´ıstiques de la mutacio´ a la base de dades d’estrella amb 50 relacions
6.2.2 Esquema random
A la Figura 6.3 es mostren els resultats per la base de dades de 20 relacions, amb consultes i
les seves respectives poblacions inicials.
Figura 6.3: Estad´ıstiques de la mutacio´ a la base de dades random amb 20 relacions
Com podem veure, l’eleccio´ de subarbres tendeix a donar me´s probabilitat de millora als
subarbres amb major nombre de joins, a mesura que estem a una generacio´ me´s avanc¸ada. El
comportament e´s molt similar a la base de dades en forma d’estrella que conte´ 50 relacions.
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En aquest cas pero`, l’algorisme inclou la variable de canviar la morfologia de l’arbre, cosa que
no passava a les bases de dades en estrella. Aixo` provoca que qualsevol arbre on s’ha creat un
subarbre a l’atzar li sigui me´s complicat competir amb un arbre ja establert a la poblacio´.
Per finalitzar, a la Figura 6.4 s’analitza la bases de dades random de 50 relacions, sent tambe´
resum de les eficie`ncies de tres consultes, amb tres poblacions inicials cadascuna d’elles.
Figura 6.4: Estad´ıstiques de la mutacio´ a la base de dades random amb 50 relacions
Com es pot observar, segueix un patro´ molt similar a la base de dades en forma d’estrella
pero`, sent una mica me´s extrem, arribant a donar les millors eficie`ncies quan el nombre de joins
e´s encara me´s gran.
En definitiva, per les bases de dades random, sembla tenir una tende`ncia a aconseguir millors
eficie`ncies per generacio´ quan el nombre de joins que conte´ un subpla` e´s me´s gran. Aixo` passa
a partir d’una certa generacio´, depenent del nombre de relacions de la base de dades, pero` el
nombre de generacions en que` passa e´s suficient per poder decantar-nos cap aquesta idea.
6.3 Creacio´ d’una nova operacio´ de mutacio´
Igual que a les operacions de creuament, per la creacio´ d’una nova operacio´ de mutacio´ s’han
seguit els procediments explicats al Cap´ıtol 3. A continuacio´ es fa una petita descripcio´ de la
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implementacio´ d’aquesta nova operacio´ i de l’u´s que es fa de les eficie`ncies extretes anteriorment.
6.3.1 Implementacio´
La nova implementacio´ de l’operacio´ random subtree es basa en que` l’eleccio´ dels subplans ja
no sigui equiprobable. El comportament de l’operacio´ e´s el mateix, excepte en l’eleccio´ del
subpla`. En aquest aspecte s’ha seguit el mateix sistema d’assignacio´ de pesos que en l’operacio´
de creuament. A me´s, el nombre ma`xim de joins que pot tenir un subpla`, per aquesta operacio´,
continua sent el mateix, e´s a dir, r − 2 on r e´s el nombre de relacions.
A continuacio´ presentem el codi comentat de la implementacio´ de la nova operacio´ de mu-
tacio´. Nome´s ens interessen el primer i tercer para`metre, on pop representa la poblacio´ actual
i li e´s un punter a la llista d’´ındexs aplicables al pla d’execucio´.
La funcio´ comenc¸a amb la inicialitzacio´ de les estructures principals necessa`ries per dur a
terme tot el proce´s (l´ınies 2-3). A continuacio´ (l´ınies 6-9) s’extreuen un pla (p) de la poblacio´
actual a partir d’un nombre generat aleato`riament. Tambe´ obtenim a la variable len el nombre
ma`xim de joins que pot contenir un subpla` al qual aplicar l’operacio´ de mutacio´ (l´ınia 10).
Despre´s, s’extreuen en postordre les operacions de p i les desordenem (l´ınies 15-16). Finalment
es fa una distincio´ entre les operacions de join i scan que es guarden a les llistes lJoin i lScan
respectivament (l´ınies 21-30).
A partir d’un arxiu extern, s’extreuen (al vector probabilitat) els valors dels pesos que tindra`
cada subpla` depenent del nombre de joins que aquest contingui (l´ınies 34-44). Seguidament,
generem un nombre aleatori (l´ınies 47-55), que depe`n del pesos extrets, per determinar quin e´s
la quantitat de joins que ha de tenir el subpla` que finalment escollim (l´ınia 58) amb l’operacio´
getSubP lanByJoins.
Un cop realitzada l’eleccio´ del subpla` se’n fa una co`pia (l´ınia 62). Seguidament s’extreuen
les operacions en postordre a postsp (l´ınies 65-66). A continuacio´, pel supla`, es separen les
operacions de join i scan i es guarden a les llistes lJoinsp i lScansp respectivament (l´ınies
69-78). Llavors, utilitzant l’operacio´ takeOperationFromListById, eliminem de lJoin i lScan
les joins i scans que formin part del subpla` escollit (l´ınies 81-100).
El segu¨ent pas e´s construir el nou pla d’execucio´. Primer, inserim el subpla` a la llista buida
buildList (l´ınia 106). Despre´s concatenem la resta de scans existents a lScan (l´ınies 110-115)
pero` amb la seva implementacio´ escollida a l’atzar. A continuacio´, creem el nou pla (newPlan)
(l´ınia 119) i a partir de la buildlist i la resta joins existents a lJoin inserim les joins amb la
seva implementacio´ a l’atzar (l´ınies 123-128).
Per acabar, fem la inicialitzacio´ del pla (l´ınia 133). Aquesta operacio´ nome´s assigna quina
e´s l’operacio´ arrel i assigna un nou identificador al pla. Despre´s invalidem els costos de les
operacions que havien estat heretades (l´ınia 135) i retornem el nou pla creat.
0 Plan * myMutation(PlanPtrList* pop , bool dupEx , IndexPtrList * li) {
//Inicialitzacio´
int nump ,j;
Plan * p;
5 //Escollim un QEP aleatriament
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nump = ((double) rand() / (double)(RAND_MAX + 1.0) *ModelCtrl ::
Instance ().numMembers);
j=0;
for(pop ->goFirst (); j < nump; pop ->next()) j++;
p=pop ->currentItem ();
10
//Obtenim el nombre de joins del pla d’execucio´
unsigned int len = ModelCtrl :: Instance ().numRelations -1;
//Obtenim una co`pia de les operacios del pla
15 OperationPtrList* post = p->getOperationsInPostOrder ();
//Desordenem les operacions
post ->randomOrder ();
20 //Separem les joins i els scans, eliminant la resta d’operacions
OperationPtrList* lJoin = new OperationPtrList ();
OperationPtrList* lScan = new OperationPtrList ();
Operation* o = NULL;
for(post ->goFirst (); !post ->end(); post ->next()) {
25 o = post ->currentItem ();
i f (dynamic cast<Join*>(o)) lJoin ->pushBack(o);
else i f (dynamic cast<Scan*>(o)) lScan ->pushBack(o);
else delete o;
}
30 delete post;
/*Inici de l’eleccio´ controlada*/
//Ca`rrega de les probabilitats a escollir d’un arxiu de text
Join* subroot = NULL;
35 char sc [100];
double num;
FILE* fIn = fopen("eaRandSub.txt", "r");
i f (!fIn) error("ERROR: No s’obra eaRandSub.txt");
for ( int k=0;k<len -1;k++) {
40 fscanf(fIn , "%s", sc);
num=to_doublecr(sc);
probabilitat[k]=num;
}
fclose(fIn);
45
//Seleccio´ del nombre de joins que contindra` el subpla` escollit
double suma =0;
for( int k=0;k<len -1;k++) suma=suma+probabilitat[k];
double auxSuma = ((double) rand() / (double)(RAND_MAX + 1.0) * suma);
50 suma = 0;
unsigned int k=0;
while (suma < auxSuma) {
suma=suma+probabilitat[k];
k++;
55 }
//Seleccio´ del subpla`
subroot= dynamic cast<Join*>( getSubPlanByJoins(k,p->getRoot ()));
/*Fi eleccio´ controlada*/
60
//Fem una co`pia del subpla` escollit
Join* sp = subroot ->copyOperationTree ();
//Obtenim la llista(co`pia) amb les operacions de subpla` mantingut
65 OperationPtrList* postsp = new OperationPtrList ();
sp->getOperationsInPostOrder(postsp); //Se hace a s i porque no se
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l lama desde un plan s ino desde una operacion
//Les operacions del subpla` so´n separades en Joins i Scans
OperationPtrList* lJoinsp = new OperationPtrList ();
70 OperationPtrList* lScansp = new OperationPtrList ();
Operation* o2;
for(postsp ->goFirst (); !postsp ->end(); postsp ->next()) {
o = postsp ->currentItem ();
i f (dynamic cast<Join*>(o)) lJoinsp ->pushBack(o);
75 else i f (dynamic cast<Scan*>(o)) lScansp ->pushBack(o);
else delete o;
}
delete postsp;
80 //Pas 1: eliminar les joins incloses al subpla`
lJoinsp ->goFirst ();
while(!lJoinsp ->end()) {
o = lJoinsp ->currentItem ();
o2 = p->takeOperationFromListById(lJoin , o->getOpId ());
85 delete o2;
delete o;
delete lJoinsp ->takeCurrentNode ();
}
delete lJoinsp;
90
//Pas 2: eliminar els scans inclosos al subpla`
lScansp ->goFirst ();
while(!lScansp ->end()) {
o = lScansp ->currentItem ();
95 o2 = p->takeOperationFromListById(lScan , o->getOpId ());
delete o2;
delete o;
delete lScansp ->takeCurrentNode ();
}
100 delete lScansp;
//Creem la llista sobre la que insertarem les operacions per construir el pla
OperationPtrList* buildList = new OperationPtrList ();
105 //Insertem el pla fixe
buildList ->pushBack(sp);
//Afegim els scans que no estan a aquesta llista i afegim la seva implemetacio´
//a l’atzar
110 Scan* s;
for(lScan ->goFirst (); !lScan ->end(); lScan ->next()) {
s = dynamic cast<Scan*>(lScan ->currentItem ());
s = s->changeScanRandomIndex(li);
buildList ->pushBack(s);
115 }
delete lScan;
//Creacio´ del nou pla
Plan* newPlan = new Plan();
120 Join* jn;
//Inserim les joins escollint la seva implementacio´ a l’atzar
for(lJoin ->goFirst (); !lJoin ->end(); lJoin ->next()) {
jn = dynamic cast<Join*>(lJoin ->currentItem ());
125 i f ( (double) rand() / (double)(RAND_MAX + 1.) < 0.5 ) jn = jn->
changeImplementationRandomly ();
newPlan ->insertOperationToBuildPlan(jn , buildList , true);
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}
delete lJoin;
130 //Inicialitzem el pla, buidem la llista feta servir
i f (!( buildList ->firstNode () == buildList ->lastNode ()))
error("ERROR: More than one subplan to initiate a plan (Plan::
newChangeRandomSubtree)");
newPlan ->initPlan(buildList ->firstItem ());
delete buildList;
135 newPlan ->invalidateAllResults ();
return newPlan;
}
Codi 6.1: Implementacio´ de la nova operacio´ de mutacio´
Totes les operacions utilitzades a la nova implementacio´ de l’operacio´ de mutacio´ corresponen
al CGO, excepte l’operacio´ getSubPlanByJoins, que ja ha estat explicada anteriorment.
6.3.2 Pas de les eficie`ncies a l’arxiu de pesos a utilitzar
La desicio´ de donar me´s o menys probabilitat depenent del nombre de joins que conte´ un subpla`,
per l’operacio´ de mutacio´, no es veu amb tanta claredat com en el cas dels creuaments. Cal
remarcar que random subtree treballa amb me´s variables escollides a l’atzar, i aixo` provoca que
els resultats siguin me´s dif´ıcils d’analitzar.
Esquema d’estrella
Per dur a terme la creacio´ dels arxius de pesos a utilitzar, per aquest tipus de bases de dades
s’ha optat per exportar les eficie`ncies de la base de dades de 20 relacions a la de 50, a partir
del me`tode que expliquem a continuacio´.
El primer pas ha estat agafar la suma de les eficie`ncies de totes les generacions de la base
de dades de 20 relacions, ja que so´n les que segueixen un patro´ comu´. Com podem veure a la
Figura 6.5, hem comparat la distribucio´ de les eficie`ncies ponderades a 1 amb la d’una diagonal,
tambe´ ponderada a 1, que te´ com a ma`xim i mı´nim els extrems de les eficie`ncies anteriors. La
conclusio´ resultant e´s que podem aplicar aquesta recta resultant amb la seva pendent a aquest
tipus de bases de dades.
Despre´s d’aplicar la fo´rmula li hem aplicat una u´ltima transformacio´ a les dades perque` el
valor ma`xim sigui Pmax vegades me´s gran que el valor mı´nim, i les respectives transformacions
interme`dies.
En el cas de la base de dades de 50 relacions s’ha creat aquesta mateixa recta a partir del
valor ma`xim i mı´nim de la recta anterior i, posteriorment, s’ha aplicat la fo´rmula perque` el
valor ma`xim sigui Pmax vegades el mı´nim.
Els valors utilitzats per Pmax a cadascuna de les mutacions han estat de 75 i 200, per a la
base de dades de 20 i 50 relacions respectivament, com s’havia utilitzat durant els creuaments.
A la Figura 6.6 presentem els valors resultants d’aquesta se`rie de transformacions a les seves
respectives bases de dades.
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Figura 6.5: Comparativa de l’eficie`ncia amb una recta
(a) Gra`fica de pesos per a la bd de 20 rela-
cions
(b) Gra`fica de pesos per a la bd de 50 rela-
cions
Figura 6.6: Gra`fiques de pesos per la mutacio´ a la base de dades d’estrella
Esquema random
La metodologia en aquest cas ha estat a la inversa. A partir de la base de dades de 50 relacions
es crea un arxiu de pesos que serveix per la base de dades de 20 relacions.
Com hem pogut observar a les figures que mostren les eficie`ncies, en aquest tipus de bases
de dades s’aconsegueixen millors resultats quan es do´na me´s probabilitat als subplans amb un
major nombre de joins. Per tant, s’ha escollit com a patro´ representatiu l’eficie`ncia mitja de les
generacions corresponents entre la 31 i la 50 (e´s un patro´ estable que tambe´ es repeteix durant
les u´ltimes generacions de la base de dades de 20 relacions). A partir d’aqu´ı s’ha aplicat la
transformacio´ perque` el ma`xim sigui Pmax vegades me´s gran que el valor mı´nim.
Un cop obtingut l’arxiu de pesos de la base de dades de 50 relacions, s’han repartit d’una
manera equivalent els valors de les 48 possibilitats de subarbres a les 18 que te´ la base de dades
de 20 relacions. D’aquesta manera, s’ha obtingut un arxiu de pesos que segueix la mateixa
distribucio´ en ambdo´s casos.
Com anteriorment, s’ha aplicat Pmax amb valor 200 per la base de dades de 50 relacions i
Pmax amb valor 75 per a la base de dades de 20 relacions. A la Figura 6.7 podem veure els
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arxius de pesos generats.
(a) Gra`fica de pesos per a la bd de 20
relacions
(b) Gra`fica de pesos per a la bd de 50 rela-
cions
Figura 6.7: Gra`fiques de pesos per la mutacio´ a la base de dades random
Despre´s de l’ana`lisi realitzat als dos tipus de bases de dades, s’extreu que:
• Per la base de dades en forma d’estrella, es millora donant me´s pes als subplans petits.
Segurament, l’aleatorietat que s’aplica al conjunt d’operacions que no es mantenen en el
subpla`, provoqui l’aparicio´ de nous aspectes a la poblacio´.
• Per la base de dades random, hauriem de donar me´s pes als subplans grans. El nombre
de variables aleato`ries creix a causa de la morfologia dels arbres i, com a consequ¨e`ncia,
necessitem ser me´s conservadors, e´s a dir, si redu¨ım el nombre de joins i scans en que
s’elegeixen les seves implementacions a l’atzar, aconseguim plans que no es desvien tant
del camı´ que segueixen els plans pares sobre els quals s’han creat.
CAPI´TOL 7
Experiments
Aquest cap´ıtol intenta plasmar, amb una se`rie de proves, si les noves operacions de creuament i
mutacio´ obtenen millors resultats que les del CGO original. Com veurem, esta` desglossat en la
part de creuaments i en la de mutacions, pero` abans introduirem un element que e´s determinant
per fer me´s entenedors els resultats.
El que s’ha fet ha estat realitzar les mateixes execucions pels mateixos escenaris presentats
anteriorment, pero` amb les noves operacions constru¨ıdes. En aquest cas, l’ana`lisi es fa a partir
del millor pla generat en mitja, despre´s de 3000 execucions i per generacio´. Amb aquestes
proves volem demostrar que amb les noves implementacions de les operacions de creuament i
mutacio´ s’aconsegueixen QEPs amb costos menors que amb les operacions originals, que e´s el
resultat que, en definitiva, ens interessa despre´s d’executar l’optimitzador.
7.1 El cost escalat
E´s molt complicat realitzar comparacions amb execucions que tenen costos amb diferent ordre
de magnitud, per aquesta rao´ s’utilitza el cost escalat. Aquesta te`cnica compara diferents
te`cniques i permet calcular la mitja de diferents execucions a diferents escenaris. La fo´rmula
utilitzada per obtenir el cost escalat e´s la segu¨ent:
CostEscalat =
 Ccgo/Cnew − 1 if Ccgo ≥ Cnew1− Cnew/Ccgo if Ccgo < Cnew. (7.1)
On Ccgo representa el millor cost obtingut per a la implementacio´ original del CGO, i Cnew
representa el millor cost aconseguit per la nova te`cnica utilitzada. L’equacio´ del cost escalat
esta` centrada a 0, si la te`cnica te´ un cost escalat positiu sc (sc > 0), aixo` significa que la nova
te`cnica obte´ QEPs amb costos que so´n, en mitja, me´s de sc vegades menors que els obtinguts
amb el CGO original. Un valor negatiu ens indica el contrari.
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7.2 Operacions de creuament
En aquest apartat comparem la nova operacio´ de creuament amb la del CGO original. Per
presentar els resultats mostrarem el cost escalat per cadascuna de les consultes en els diferents
esquemes i nombre de relacions de la base de dades.
7.2.1 Esquema d’estrella
A la Figura 7.1 presentem les proves que so´n el resultat de l’execucio´ del CGO 3000 vegades
per una base de dades de 20 relacions, per cadascuna de les tres corresponents consultes i les
seves respectives poblacions inicials.
(a) Query 1 poblacio´ inicial 1 (b) Query 1 poblacio´ inicial 2 (c) Query 1 poblacio´ inicial 3
(d) Query 2 poblacio´ inicial 4 (e) Query 2 poblacio´ inicial 5 (f) Query 2 poblacio´ inicial 6
(g) Query 3 poblacio´ inicial 7 (h) Query 3 poblacio´ inicial 8 (i) Query 3 poblacio´ inicial 9
Figura 7.1: Evolucio´ del Cost Escalat pel creuament amb estrella i 20 relacions
Com podem observar, en tots els casos es produeix una millora respecte l’operacio´ de creua-
ment original. Simplement destacar que hi ha certs casos en que inicialment empitjora, pero`
aixo` provoca que s’introdueixin alternatives que d’altra manera no s’haguessin produ¨ıt i, que
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despre´s d’unes generacions, ocasionen que tinguem resultats positius.
A la Figura 7.2 es presenten els resultats per a la base de dades de 50 relacions. Com sempre,
mostrant les seves respectives consultes i poblacions inicials.
(a) Query 4 poblacio´ inicial 10 (b) Query 4 poblacio´ inicial 11 (c) Query 4 poblacio´ inicial 12
(d) Query 5 poblacio´ inicial 13 (e) Query 5 poblacio´ inicial 14 (f) Query 5 poblacio´ inicial 15
(g) Query 6 poblacio´ inicial 16 (h) Query 6 poblacio´ inicial 17 (i) Query 6 poblacio´ inicial 18
Figura 7.2: Evolucio´ del Cost Escalat pel creuament amb estrella i 50 relacions
Els resultats finals tornen a ser favorables en tots els casos. No obstant, podem apreciar
com en certes generacions el cost escalat ens mostra resultats desfavorables. Aixo` e´s degut a
que, seguint el camı´ de l’eleccio´ de subplans amb menor nombre de joins, pot arribar a limitar
l’espai de cerca en alguns casos, pero` al trobar una variant suficientment bona, pot convergir
cap a una millor solucio´ en menys generacions.
Podem concloure amb claredat que la nova operacio´ de creuament millora els resultats finals
a les bases de dades en forma d’estrella. Cal destacar que el valor del cost escalat per a la base
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de dades de 50 relacions acostuma a arribar a valors me´s alts, e´s a dir, quan me´s gran e´s el
nombre de relacions que involucra la base de dades, me´s gran e´s la millora que obtenim.
7.2.2 Esquema random
En aquest apartat es mostren els resultats retornats per la base de dades generada amb esquema
random. A la Figura 7.3 presentem les gra`fiques corresponents a la base de dades de 20 relacions.
(a) Query 7 poblacio´ inicial 19 (b) Query 7 poblacio´ inicial 20 (c) Query 7 poblacio´ inicial 21
(d) Query 8 poblacio´ inicial 22 (e) Query 8 poblacio´ inicial 23 (f) Query 8 poblacio´ inicial 24
(g) Query 9 poblacio´ inicial 25 (h) Query 9 poblacio´ inicial 26 (i) Query 9 poblacio´ inicial 27
Figura 7.3: Evolucio´ del Cost Escalat pel creuament amb random i 20 relacions
Podem apreciar, com a norma general en aquesta base de dades, que durant les primeres
generacions s’aconsegueixen millors resultats. Un cop arribat al valor ma`xim del cost escalat,
millorar e´s molt complicat i l’espai de cerca s’escurc¸a massa, e´s per aixo` que, durant les segu¨ents
generacions, la millora respecte l’original va disminuint. De totes maneres el resultat final e´s
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sempre positiu, excepte en la gra`fica (e) que te´ un comportament diferent.
Per finalitzar, s’analitza la base de dades de 50 relacions. A la Figura 7.4 es presenten els
resultats.
(a) Query 10 poblacio´ inicial 28 (b) Query 10 poblacio´ inicial 29 (c) Query 10 poblacio´ inicial 30
(d) Query 11 poblacio´ inicial 31 (e) Query 11 poblacio´ inicial 32 (f) Query 11 poblacio´ inicial 33
(g) Query 12 poblacio´ inicial 34 (h) Query 12 poblacio´ inicial 35 (i) Query 12 poblacio´ inicial 36
Figura 7.4: Evolucio´ del Cost Escalat pel creuament amb random i 50 relacions
Com podem observar, tots els resultats tornen a ser positius, per tant, la nova operacio´ de
creuament torna a sortir victoriosa en aquesta comparativa. A me´s, cal destacar que els costos
en la Q10 arriben a ser fins a 2,5 vegades menors que els del CGO original.
De la mateixa manera, si ens fixem en la forma de les gra`fiques, podem apreciar que segueix-
en un comportament semblant a las base de dades de 20 relacions. La difere`ncia esta` en que
l’evolucio´ d’una base de dades gran e´s me´s lenta, aixo` e´s degut a que s’ha d’afegir la morfologia
de l’arbre a la gran quantitat de variables aleato`ries, provocant que la quantitat de possibilitats
diferents creixi enormement. Per tant, l’espai de cerca e´s me´s gran. En definitiva, podem con-
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cloure que la nova operacio´ de creuament millora els resultats finals a les bases de dades random.
7.3 Operacions de mutacio´
En aquest apartat tornem a utilitzar el cost escalat per fer l’ana`lisi dels resultats obtinguts
despre´s d’executar la nova operacio´ de mutacio´ a les diferents bases de dades, amb les seves
consultes i respectives poblacions inicials.
7.3.1 Esquema d’estrella
A la Figura 7.5 es presenten els resultats de la base de dades en forma d’estrella amb 20 relacions.
(a) Query 1 poblacio´ inicial 1 (b) Query 1 poblacio´ inicial 2 (c) Query 1 poblacio´ inicial 3
(d) Query 2 poblacio´ inicial 4 (e) Query 2 poblacio´ inicial 5 (f) Query 2 poblacio´ inicial 6
(g) Query 3 poblacio´ inicial 7 (h) Query 3 poblacio´ inicial 8 (i) Query 3 poblacio´ inicial 9
Figura 7.5: Evolucio´ del Cost Escalat per la mutacio´ amb estrella i 20 relacions
En aquest cas s’ha decidit no mostrar les 10 primeres generacions, ja que, contenen valors
massa extrems que provoquen que no es pugui apreciar l’evolucio´ del cost escalat a la resta
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de generacions. Com es pot observar, en 8 dels 9 escenaris s’aconsegueix fer una millora dels
resultats. A me´s, en la majoria dels casos els valors es mantenen positius durant gairabe´ les 50
generacions.
La Figura 7.6 mostra els resultat per la base de dades en forma d’estrella amb 50 relacions.
(a) Query 4 poblacio´ inicial 10 (b) Query 4 poblacio´ inicial 11 (c) Query 4 poblacio´ inicial 12
(d) Query 5 poblacio´ inicial 13 (e) Query 5 poblacio´ inicial 14 (f) Query 5 poblacio´ inicial 15
(g) Query 6 poblacio´ inicial 16 (h) Query 6 poblacio´ inicial 17 (i) Query 6 poblacio´ inicial 18
Figura 7.6: Evolucio´ del Cost Escalat per la mutacio´ amb estrella i 50 relacions
En aquest cas s’obtenen els resultats menys positius de tot el projecte. De totes maneres,
s’aconsegueix fer una millora en 6 dels 9 escenaris, i en dos dels que no milloren((d) i (e)),
s’obtenen costos escalats positius en generacions intermitges. Aixo` significa que, tot i no tenir
un millor resultat final, en menys generacions es convergeix cap a solucions millors.
Com a conclusio´, podem extreure que la nova operacio´ de mutacio´ millora els resultats
obtinguts a la base de dades en forma d’estrella. En aquest cas, no es pot determinar un patro´
prou clar de l’evolucio´ del cost escalat durant el proce´s de les 50 generacions, pero` fixant-nos
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u´nicament amb el valor del cost escalat al final de cada query, en tenim prou per considerar els
resultats com a positius.
7.3.2 Esquema random
Els primers valors a analitzar so´n els de la base de dades random de 20 relacions, presentats a
la Figura 7.7.
(a) Query 7 poblacio´ inicial 19 (b) Query 7 poblacio´ inicial 20 (c) Query 7 poblacio´ inicial 21
(d) Query 8 poblacio´ inicial 22 (e) Query 8 poblacio´ inicial 23 (f) Query 8 poblacio´ inicial 24
(g) Query 9 poblacio´ inicial 25 (h) Query 9 poblacio´ inicial 26 (i) Query 9 poblacio´ inicial 27
Figura 7.7: Evolucio´ del Cost Escalat per la mutacio´ amb random i 20 relacions
Com es pot observar, la nova operacio´ de mutacio´ millora l’original en tots els casos. La
tende`ncia general e´s que s’arriba a un cost escalat ma`xim i posteriorment es redueix la dista`ncia
entre la nova operacio´ i l’original. S’ha de tenir en compte que, a les generacions en que` el cost
mig dels plans generats pel CGO amb la nova operacio´ de mutacio´ e´s me´s petit, millorar-los
respecte l’original e´s me´s complicat perque` es pot haver redu¨ıt molt l’espai de cerca, o be´, les
possibles millores poden ser molt petites.
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Finalment a la Figura 7.8 es presenten els resultats per la base de dades random de 50
relacions.
(a) Query 10 poblacio´ inicial 28 (b) Query 10 poblacio´ inicial 29 (c) Query 10 poblacio´ inicial 30
(d) Query 11 poblacio´ inicial 31 (e) Query 11 poblacio´ inicial 32 (f) Query 11 poblacio´ inicial 33
(g) Query 12 poblacio´ inicial 34 (h) Query 12 poblacio´ inicial 35 (i) Query 12 poblacio´ inicial 36
Figura 7.8: Evolucio´ del Cost Escalat per la mutacio´ amb random i 50 relacions
Sense cap dubte, podem determinar que tots els resultats es mostren com a positius. A
me´s, si ens fixem, en la majoria dels casos el cost escalat sembla que encara no ha arribat al
seu ma`xim, aix´ı que durant les segu¨ents generacions continuariem produint resultats positius
en comparativa a l’operacio´ original.
Finalment, despre´s d’analitzar les diferents gra`fiques per les bases de dades random amb 20
i 50 relacions, podem afirmar que la nova operacio´ de mutacio´ millora els resultats finals.
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7.4 Noves operacions conjuntes
La finalitat d’aquest apartat e´s demostrar que les noves operacions de creuament i mutacio´ es
poden utilitzar a la vegada, aconseguint resultats positius. Per aixo`, ha estat necessari tornar
a executar 3000 proves per cadascun dels 36 escenaris i, posteriorment, comparar-los amb els
resultats de l’execucio´ del CGO original. A me´s, per poder determiar si les proves conjuntes
so´n encara me´s positives que les que per separat aconsegueixen uns millors resultats, tambe´
s’han plasmat els valors del cost escalat del creuament amb una l´ınia de color vermell.
7.4.1 Esquema d’estrella
A la Figura 7.9 es presenten els resultats conjunts per la base de dades amb esquema en forma
d’estrella i 20 relacions.
(a) Query 1 poblacio´ inicial 1 (b) Query 1 poblacio´ inicial 2 (c) Query 1 poblacio´ inicial 3
(d) Query 2 poblacio´ inicial 4 (e) Query 2 poblacio´ inicial 5 (f) Query 2 poblacio´ inicial 6
(g) Query 3 poblacio´ inicial 7 (h) Query 3 poblacio´ inicial 8 (i) Query 3 poblacio´ inicial 9
Figura 7.9: Evolucio´ del Cost Escalat conjunt amb estrella i 20 relacions
En aquesta primera comparacio´ es pot observar com les dues noves operacions conjuntes
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aconsegueixen uns resultats molt similars a l’operacio´ de creuament. S’ha de tenir en compte
que, la nova operacio´ de mutacio´ do´na una millora petita respecte la de creuament. La difere`ncia
es pot veure comparant els valors ma`xims dels costos escalats en cadascun dels seus quadres
als apartats 7.2 i 7.3. D’altra banda, a la subfigura (d) hi ha un canvi considerable durant les
primeres generacions, i e´s que, ara es deixen de tenir resultats negatius respecte l’original.
A continuacio´, a la Figura 10 es mostren els resultats per la base de dades en forma d’estrella
amb 50 relacions.
(a) Query 4 poblacio´ inicial 10 (b) Query 4 poblacio´ inicial 11 (c) Query 4 poblacio´ inicial 12
(d) Query 5 poblacio´ inicial 13 (e) Query 5 poblacio´ inicial 14 (f) Query 5 poblacio´ inicial 15
(g) Query 6 poblacio´ inicial 16 (h) Query 6 poblacio´ inicial 17 (i) Query 6 poblacio´ inicial 18
Figura 7.10: Evolucio´ del Cost Escalat conjunt amb estrella i 50 relacions
En aquest cas, el resultat final d’aplicar les dues operacions conjuntes respecte el CGO
original e´s positiu a les u´ltimes generacions. Tot i aix´ı, sembla que aplicar conjuntament les
dues operacions no e´s la millor opcio´. Si ens fixem en la l´ınia de color vermell, que e´s la
que representa els resultats del nou creuament respecte l’original, podem observar com en certs
casos aconsegueix costos inferiors en menys temps. Per tant, concloem que l’efecte de la mutacio´
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queda ocult pel del creuament.
7.4.2 Esquema random
A la Figura 7.11 es presenten els resultats conjunts per la base de dades random amb 20
relacions.
(a) Query 7 poblacio´ inicial 19 (b) Query 7 poblacio´ inicial 20 (c) Query 7 poblacio´ inicial 21
(d) Query 8 poblacio´ inicial 22 (e) Query 8 poblacio´ inicial 23 (f) Query 8 poblacio´ inicial 24
(g) Query 9 poblacio´ inicial 25 (h) Query 9 poblacio´ inicial 26 (i) Query 9 poblacio´ inicial 27
Figura 7.11: Evolucio´ del Cost Escalat conjunt amb random i 20 relacions
En aquesta base de dades la millora e´s prou clara. En primer lloc, exceptuant la gra`fica (e),
tots els resultats respecte el CGO original tenen un cost escalat positiu. En segon lloc, com a
norma general, els valors intermitjos tambe´ superen al CGO amb u´nicament la nova operacio´
de creuament. Finalment, si ens fixem en el valor final de les gra`fiques, en la majoria dels casos,
utilitzant les dues noves operacions conjuntament s’aconsegueixen millors resultats que el cost
escalat representat amb la l´ınia vermella.
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Finalment, a la Figura 7.12 es mostren els resultats conjunts per a la base de dades random
que conte´ 50 relacions. Com es pot observar, s’aconsegueixen els millors resultats en quant el
cost escalat, arribant inclu´s a un ma`xim de 3 vegades menor respecte el CGO original i tambe´
superant el CGO amb l’u´nica modificacio´ de l’operacio´ de creuament. Les gra`fiques parlen per
si soles.
(a) Query 10 poblacio´ inicial 28 (b) Query 10 poblacio´ inicial 29 (c) Query 10 poblacio´ inicial 30
(d) Query 11 poblacio´ inicial 31 (e) Query 11 poblacio´ inicial 32 (f) Query 11 poblacio´ inicial 33
(g) Query 12 poblacio´ inicial 34 (h) Query 12 poblacio´ inicial 35 (i) Query 12 poblacio´ inicial 36
Figura 7.12: Evolucio´ del Cost Escalat per la mutacio´ amb random i 50 relacions
Com a conclusio´ final, extreiem que l’aplicacio´ de les dues noves operacions conjuntes nome´s
es pot considerar del tot positiva en el cas de les base de dades random. En canvi, en els cas de
les bases de dades amb esquema en forma d’estrella, sembla no acabar de funcionar millor que
el cas en el que apliquem nome´s la nova operacio´ de creuament. Podria ser que les operacions
de creuament milloressin tant la poblacio´ que l’aleatorietat de les mutacions fos massa gran com
per poder arribar a aquest nivell de millora. Si ens mirem les gra`fiques conjuntes d’aquest tipus
de base de dades, podem veure com a les generacions inicials la difere`ncia sembla no notar-
se, inclu´s pot arribar a millorar, pero` a mesura que avancem, les proves conjuntes empitjoren
perque` la mutacio´ deu generar plans pitjors que la mitja de la poblacio´.
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7.5 Ana`lisi de temps
El fet que les dues noves operacions gene`tiques millorin les del CGO original implica la necessitat
de realitzar una comparativa de temps. Podria donar-se el cas que, tot i estar utilitzant menys
generacions per obtenir millors costos, trigue´ssim me´s temps a realitzar l’optimitzacio´ de la
consulta. Per tant, a les segu¨ents figures comparem el temps del CGO original amb el del CGO
modificat per les dues noves operacions. S’han realitzat 10 execucions per cada base de dades
i s’ha extret el temps mig d’una execucio´. Com podem veure, les difere`ncies de temps no so´n
prou significatives perque` les tinguem en compte.
(a) Base de dades de 20 relacions (b) Base de dades de 50 relacions
Figura 7.13: Temps mig d’execucio´ del CGO per les bases de dades en forma d’estrella
(a) Base de dades de 20 relacions (b) Base de dades de 50 relacions
Figura 7.14: Temps mig d’execucio´ del CGO per les bases de dades random
CAPI´TOL 8
Planificacio´ i ana`lisi econo`mic
En aquest cap´ıtol es presenta, de manera detallada, quina ha estat l’evolucio´ del projecte durant
aquests darrers mesos i quin ha estat el seu cost associat.
8.1 Planificacio´ temporal
A continuacio´ presentem dos diagrames de Gantt. A la Figura 8.1 presentem la planificacio´
inicial del projecte.
Figura 8.1: Planificacio´ inicial
Un dels principals problemes que ens hem trobat, durant l’estudi dels resultats i els poste-
riors experiments, ha estat la gran quantitat de temps utilitzat per dur a terme les execucions.
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Per tenir una idea me´s clara, per extreure els resultats d’un u´nic escenari, s’han realitzat 3000
execucions del CGO durant 50 generacions per una base de dades de 50 relacions, i el temps
d’espera ha estat de gairebe´ 3 dies. A me´s, posteriorment s’ha de fer un ana`lisi dels resultats.
D’altra banda, l’eleccio´ de les probabilitats escollides per cadascuna de les bases de dades
no ha estat gens fa`cil. Durant el proce´s s’han hagut de fer moltes execucions per veure el
comportament per diferents probabilitats d’eleccio´ dels subplans. De tot aixo`, han resultat me´s
de 200 GB d’informacio´ a analitzar, dels quals nome´s s’ha presentat la part realment important.
D’aquest conjunt d’aspectes i de la prolongacio´ de la documentacio´, el projecte ha necessitat
dos mesos me´s per estar finalitzat. A la Figura 8.2 presentem com s’ha modificat la planificacio´
inicial durant el transcurs del projecte.
Figura 8.2: Planificacio´ final
8.2 Ana`lisi de costos
En aquesta seccio´ farem un recompte dels costos econo`mics que ha suposat la realitzacio´ d’aquest
projecte. Per fer-ho, tindrem en compte el cost de la implementacio´ i el cost de l’equipament
utilitzat. Comenc¸arem per fer el ca`lcul del cost de la implementacio´. S’han utilitzat dos rols:
Analista. La seva funcio´ ha estat investigar i analitzar les dades que hem anat extraient per,
posteriorment, dissenyar les operacions i me`todes me´s adients. Suposarem un salari de
40 e l’hora.
Programador. S’ha encarregat d’implementar totes les funcions necessa`ries al llarg del PFC.
Suposarem un salari de 25 e l’hora.
El segu¨ent pas e´s comptar el nombre d’hores que s’ha dedicat a cada rol. Si fem un re-
compte global dels dies que s’han dedicat al projecte (sense comptar els temps dedicat a la
documentacio´) surten 126 dies laborables. La dedicacio´ mitja ha estat de 4 hores dia`ries, per
tant, tenim un total de 504 hores de projecte. Pel rol de programacio´ s’estima que s’ha utilitzat
el 55% del temps total del projecte, mentre que l’ana`lisi constant ha suposat el 45%. Per tant,
obtenim el segu¨ent cost d’implementacio´:
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CostImpl = 504 (hores) ∗ 45% ∗ 40( e
hora
) + 504 (hores) ∗ 55% ∗ 25( e
hora
) = 16.002 e (8.1)
Pel que fa el cost de l’equipament tindrem en compte dos tipus de ma`quines:
Equip de sobretaula. E´s l’equip utilitzat durant tot el projecte per fer les tasques d’imple-
mentacio´ i ana`lisi. Disposa d’un processador Core 2 Duo E8500 @ 3.16 GHz amb 4 GB
de memo`ria RAM. S’estima un cost de 900e que amortitzem a 4 anys.
CostSobretaula =
900 e ∗ 126 (dies)
4 (anys) ∗ 230 (dies) = 123, 26 e (8.2)
Equip de computacio´ En aquest cas s’ha de tenir en compte el temps total de les execucions.
Aproximadament el nombre d’hores d’execucio´ a les diferents ma`quines ha estat de 43.920
hores. Les ma`quines utilitzades han estat les segu¨ents:
• 24 ma`quines cadascuna amb un processador Dual Core Intel 6600 amb 4mb de
memo`ria cache. S’ha utilitzat el 67% del temps d’execucio´ i sabem que el cost
de compra e´s d’uns 20.000e que amortitzem a 4 anys.
TempsExec1 =
43.920 (hores) ∗ 67%
48 (processadors)
= 613, 05 hores d’execucio´ (8.3)
CostHora1 =
20.000 e
4 (anys) ∗ 365 (dies) ∗ 24 (hores) = 0, 57 e la hora (8.4)
• 1 ma`quina amb 2x Quad Core Intel R© Xeon R© E5440 a 2,83 Ghz. S’ha utilitzat
el 11% del temps d’execucio´ i sabem que el cost de compra e´s d’uns 8.800e que
amortitzem a 4 anys.
TempsExec2 =
43.920 (hores) ∗ 11%
8 (processadors)
= 603, 9 hores d’execucio´ (8.5)
CostHora2 =
8.800 e
4 (anys) ∗ 365 (dies) ∗ 24 (hores) = 0, 25 e la hora (8.6)
• 4 ma`quines amb 1x Quad Core Intel R© Xeon R© E5530 a 2,40 Ghz amb 8mb de
memo`ria cache. S’ha utilitzat el 22% del temps d’execucio´ i sabem que el cost de
compra e´s d’uns 18.900e que amortitzem a 4 anys.
TempsExec3 =
43.920 (hores) ∗ 22%
16 (processadors)
= 603, 9 hores d’execucio´ (8.7)
CostHora3 =
18.900 e
4 (anys) ∗ 365 (dies) ∗ 24 (hores) = 0, 54 e la hora (8.8)
Per tant, obtenim el segu¨ent cost de computacio´:
CostExec =TempsExec1 ∗ CostHora1+
TempsExec2 ∗ CostHora2+
TempsExec3 ∗ CostHora3 = 826, 51 e
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I en definitva, el segu¨ent cost de l’equipament:
CostEquipament = CostSobretaula + CostExec = 949, 77 e (8.9)
Per finalitzar, nome´s queda sumar el cost de la implementacio´ i el cost de l’equipament per
obtenir el cost total del projecte:
CostTotal = CostImpl + CostEquipament = 16.951, 77 e (8.10)
CAPI´TOL 9
Conclusions i treball futur
En aquest cap´ıtol es presenten les conclusions del treball realitzat durant el projecte i noves
idees sobre possibles treballs futurs.
9.1 Resum i conclusions
S’han implementat dues noves operacions (una operacio´ de creuemant i una de mutacio´) que
s’apliquen per l’optimitzacio´ de querys al CGO. A difere`ncia d’implementacions anteriors que es
basaven en l’eleccio´ de subplans completament aleatoris per realitzar el creuament i la mutacio´,
s’ha optat per donar me´s probabilitat als subarbres que, en mitja, tenen una eficie`ncia me´s alta.
Per dur a terme l’ana`lisi, s’ha generat un conjunt de 36 escenaris diferents, combinats a
partir de:
• 2 tipus de bases de dades (esquema en estrella i random)
• 2 granda`ries par cada base de dades ( 20 i 50 relacions)
• 12 querys
• 36 poblacions inicials
A partir d’aqu´ı, s’ha efectuat un estudi de les eficie`ncies del CGO per poder aplicar les noves
operacions. D’aquestes gra`fiques s’han extret diverses conclusions depenent del tipus de base
de dades i de l’operacio´:
Creuament. Tant a les bases de dades amb esquema en forma d’estrella com en les random,
donant me´s probabilitats als subplans amb menor nombre de joins, s’aconsegueixen millors
resultats.
Mutacio´. En aquest cas distingim dues possibilitats: A les bases de dades de forma d’estrella
millorem l’original donant una mica me´s de probabilitat als subplans petits; en canvi, a
les bases de dades random, millorem donant me´s probabilitat als subplans amb major
nombre de joins.
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Finalment, s’han presentat tot el conjunt de proves que demostren que les dues noves op-
eracions acceleren la converge`ncia dels resultats respecte dels del CGO original. Cal dir que
encara queda camp per reco´rrer en la millora de l’u´s d’algoritmes evolutius per l’optimitzacio´
de consultes, pero` l’eleccio´ aleato`ria no equiprobable d’un subpla` e´s un bon comenc¸ament.
9.2 Treball futur
Durant aquest PFC s’ha realitzat la creacio´ de dues noves operacions gene`tiques a partir de
l’estudi de dues de les operacions que formen part del CGO. Encara hi ha tres operacions de
mutacio´ que poden ser analitzades seguint la mateixa metodologia.
D’altra banda, donades les facilitats per crear noves operacions de creuament i mutacio´,
com a treball futur es podrien crear encara altres operacions per millorar el CGO. Presentem
un parell d’idees:
• Una operacio´ en que` es seleccioni me´s d’un subarbre per dur a terme el creuament entre
dos plans. Aquest tipus de creuament rep el nom de Two-point crossover.
• Una operacio´ de mutacio´ dedicada a les bases de dades random en que` es transformi la
morfologia d’un subarbre en un arbre en profunditat a l’esquerra.
Finalment, remarcar que la finalitat d’aquest PFC no e´s trobar una manera sistema`tica per
escollir les diferents distribucions probabil´ıstiques. S’han utilitzat els arxius de pesos a partir
de certes fo´rmules que no tenen perque` ser la millor opcio´. Per tant, com a feina futura es
podria investigar en aquesta direccio´.
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