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We present a general study of the magnetic excitations within a weak-coupling five-orbital model
relevant to itinerant iron pnictides. As a function of enhanced electronic correlations, the spin
excitations in the symmetry broken spin-density wave phase evolve from broad low-energy modes
in the limit of weak interactions to sharply dispersing spin wave prevailing to higher energies at
larger interaction strengths. We show how the resulting spin response at high energies depends
qualitatively on the magnitude of the interactions. We also calculate the magnetic excitations in
the nematic phase by including an orbital splitting, and find a pronounced C2 symmetric excitation
spectrum right above the transition to long-range magnetic order. Finally, we discuss the C2 versus
C4 symmetry of the spin excitations as a function of energy for both the nematic and the spin-density
wave phase.
PACS numbers: 74.20.-z, 74.70.Xa, 75.10.Lp, 75.30.Ds
I. INTRODUCTION
The proximity of magnetism appears important for
the existence of unconventional superconductivity, sug-
gesting that magnetic fluctuations may play a crucial
role in stabilizing the superconducting state. This sce-
nario has naturally highlighted the importance of de-
tailed experimental and theoretical studies of spin fluctu-
ations in heavy fermion materials and high-temperature
superconductors.1 In these systems, prominent short-
range magnetic fluctuations remain in the normal state
obtained by destruction of the magnetic order by doping,
and a magnetic inelastic resonance mode emerges in the
superconducting state. For the cuprates, worldwide neu-
tron scattering studies have led to the discovery of the
so-called hour-glass dispersion and its associated doping
and temperature dependence.2
Recently much attention has focussed on the magnetic
properties of iron pnictides and iron chalcogenides.3 In
the iron pnictides, the magnetic structure is of the so-
called Q1 = (pi, 0) collinear stripe order, consisting of
in-plane moments oriented antiferromagnetically (ferro-
magnetically) along the a (b) axis of the orthorhombic
1-Fe lattice. Other related magnetic structures including
double-Q order consisting of superpositions of Q1 and
Q2 = (0, pi) are, however, close by in energy and may be
realized in some of these materials.4–11 The potential ex-
istence of the double-Q phases is important to settle since
it provides indirect evidence for a phase diagram deter-
mined mainly by itinerant magnetic interactions. It was
recently proposed to use magnetic excitations as a means
to detect the fingerprints of the double-Q phases.12
The microscopic nature of magnetism in iron-based su-
perconductors has been extensively discussed in the con-
text of the small structural tetragonal-to-orthorhombic
lattice distortion at TS which tracks but pre-empts the
magnetic Ne´el transition at TN < TS in many of the iron
pnictides. In the itinerant magnetic picture, the struc-
tural transition is caused by a magneto-elastic coupling
and a magnetic Ising-nematic transition at TS breaking
only the Z2 symmetry of the Z2×SO(3) symmetric para-
magnetic phase.13–16 By contrast, in the orbital ordering
scenario, orbital order sets in at TS which modifies the
exchange couplings between the Fe ions and thereby trig-
ger a transition to the Q1 stripe magnetic phase at lower
temperatures.17–20
Experimentally, the magnetic excitation spectrum of
the iron pnictides has been studied extensively through-
out the phase diagram with a prominent neutron res-
onance mode dominating the response in the pure su-
perconducting phase at T < Tc.
3 In the nematic para-
magnetic phase (TN < T < TS) several recent experi-
ments have accessed the spin excitation anisotropy.21–26
Recently, Lu et al.25 succeeded in measuring the neu-
tron scattering in the nematic phase of uniaxial strain-
detwinned Ni-doped Ba-122 crystals, finding a transition
of the low-energy spin excitations from four- to twofold
symmetric at the same onset temperature as the in-plane
resistivity anisotropy.27–33
In the low-temperature stripe ordered magnetic phase
(T < TN ) of the 122 parent compounds, the spin response
at low energies is naturally dominated by the steeply dis-
persing spin waves of the ordered state.3,21,34–40 Many
studies have revealed the existence of three-dimensional
strongly anisotropic spin waves emanating from Q1,
and well-defined branches extending up to an energy
scale of ∼100-200 meV. The fate of the spin waves at
high energies is less settled and appears material de-
pendent, some studies claim well-defined spin modes
whereas others find highly damped excitations that even-
tually become ill-defined near the Brillouin zone bound-
ary, presumably due to coupling with the particle-hole
continuum.3,21,34–40 Thus, the understanding of the spin
dynamics in these systems remains a topic of signifi-
cant interest, and whether a Heisenberg spin-only model
with highly anisotropic exchange couplings or an itiner-
ant Stoner-like spin density wave (SDW) scenario pro-
vides the most suitable description constitutes an impor-
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2tant question that needs to be settled.3,41,42
The question of whether an itinerant or localized pic-
ture is more appropriate is intimately tied to the magni-
tude of the electronic correlations in these materials.43,44
At present this issue remains a research challenge, and
simply highlights the importance of new detailed studies
within each picture. It should be noted that recent dy-
namical mean field theory calculations (performed in the
paramagnetic state) find that a description of the mag-
netic excitations requires both itinerant electrons and lo-
cal moments with strong Hund’s coupling.45,46 Such stud-
ies also find a substantially larger mass enhancement of
the iron selenides and iron chalcogenides compared to
the iron pnictides, indicating that an itinerant approach
may apply better to the latter systems.47 Even in the
itinerant case, however, the theoretical description of the
magnetic fluctuations is technically tedious due to five
relevant Fe 3d orbitals and the existence of both intra-
and inter-orbital Coulomb interactions.
Here, we present a general theoretical study of the
magnetic excitations in the itinerant SDW phase within
a five-orbital model relevant to the iron pnictides. The
description is formulated in orbital space and includes
therefore all orbitally dependent matrix element effects
in the dynamical susceptibilities. The interaction con-
sisting of the standard multi-orbital onsite Coulomb re-
pulsion is included within all RPA bubble and ladder
diagrams. Most earlier theoretical studies of spin ex-
citations in the metallic SDW phase have been formu-
lated within two- or three-band minimal models,48–50
except from Ref. 51 where a five-band RPA calculation
was used to obtain the dynamical susceptibilities with re-
sults in agreement with several experiments.21,40 Knolle
et al. compared the exitonic and orbital scenarios in the
simplified case of a two-orbital band.50 Other theoretical
studies have been performed within localized spin-only
Heisenberg models,12,13,52–57 which capture e.g. the fea-
tures of the spin-waves (Goldstone modes) but do not
typically describe their damping due to electron-hole ex-
citations which can be significant in metallic SDW sys-
tems. Our approach is similar to the approach of Ref. 51,
but we provide a comprehensive study of the crossover
from broad diffuse spin excitations in the limit of weak
interactions to sharp dispersive spin waves for larger in-
teraction strengths. We find that the behavior of the
high-energy spin modes depends qualitatively on the in-
teraction parameters, which can be understood from an
interaction-induced change of the directional-dependent
damping. In addition, we resolve the orbital content
of the spin waves, and discuss the evolution of spectral
weight as a function of the parameters in our model. Fi-
nally, we also model the spin excitations in the param-
agnetic nematic phase prior to entering the SDW phase.
In this case, any finite orbital splitting of the dxz and
dyz orbitals leads to, in principle, arbitrarily large spin
anisotropy upon approaching the SDW instability (in
temperature) from above, in qualitative agreement with
recent neutron scattering measurements.25
II. MODEL
The starting point of the theoretical analysis is the
following five-orbital Hamiltonian
H = H0 +Hint , (1)
where H0 constitutes the kinetic part obtained from a
tight-binding fit to the DFT band-structure by Ikeda et
al.58
H0 =
∑
ij,µν,σ
tµνij c
†
iµσcjνσ − µ0
∑
iµσ
niµσ. (2)
Here, the operator c†iµσ creates an electron at the i-th site
in orbital µ with spin σ, and µ0 is the chemical potential
which is fixed so that the doping δ = 〈n〉 − 6.0 = 0.0.
The indices µ and ν run through 1 to 5 corresponding to
the Fe orbitals dxz, dyz, dx2−y2 , dxy, and d3z2−r2 .
The second term in Eq. (1) describes the Coulomb in-
teraction restricted to intrasite processes
Hint = U
∑
i,µ
niµ↑niµ↓ + (U ′ − J
2
)
∑
i,µ<ν,σσ′
niµσniνσ′
−2J
∑
i,µ<ν
Siµ · Siν + J ′
∑
i,µ<ν,σ
c†iµσc
†
iµσ¯ciνσ¯ciνσ ,
(3)
which includes the intraorbital (interorbital) Hubbard in-
teraction U (U ′), the Hund’s rule coupling J , and the
pair hopping energy J ′. We assume spin and orbitally
rotation-invariant interactions J ′ = J and U ′ = U − 2J .
A. The gap equations
The magnetic order of the parent compounds of the
iron pnictides is collinear with (pi, 0) ordering vector and
an ordered moment aligned antiferromagnetically (ferro-
magnetically) along the a axis (b axis) of the orthorhom-
bic lattice. The momentum-space version of the Hamil-
tonian Eq. (3) when mean-field decoupled in terms of the
fields
nµν =
∑
kσ
〈c†µσ(k)cνσ(k)〉 ,
mµν =
∑
kσ
〈c†µσ(k+Q1)cνσ(k)〉 sgnσ ,
(4)
is given by
HMFint =
1
2N
∑
kσ
∑
µ,ν
Nµνc
†
µσ(k)cνσ(k) ,
+
1
2N
∑
kσ
∑
µ,ν
Mµνc
†
µσ(k+Q1)cνσ(k) sgn σ¯ ,
(5)
relevant for the SDW state with antiferromagnetic or-
dering vector Q1 = (pi, 0). Additionally, we assume
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FIG. 1. (Color online) Self-consistent orbitally resolved mag-
netization (a) and electron density (b) versus interaction pa-
rameter U for J = U/6.
〈c†µ↑(k + Q1)cν↑(k)〉 = −〈c†µ↓(k + Q1)cν↓(k)〉. The as-
sociated intra- and inter-orbital gap equations are given
by the 5× 5 matrices Nˆ and Mˆ with elements
Nµµ = Unµµ + (2U
′ − J)
∑
ν 6=µ
nνν ,
Nµν = Jnνµ + J
′nµν − (U ′ − J)nνµ ,
(6)
and
Mµµ =Umµµ +
∑
ν 6=µ
Jmνν ,
Mνµ =U
′mµν + J ′mνµ ,
(7)
respectively, with µ 6= ν. All the elements of Nˆ and Mˆ ,
in addition to the chemical potential µ0, are determined
self-consistently for a given set of interaction parameters
U and J by diagonalization of the total SDW Hamilto-
nian written as a 10× 10 matrix
HMF(k, σ) =
 H0(k) + Nˆ Mˆ sgn σ¯
Mˆ sgn σ¯ H0(k+Q1) + Nˆ
 ,
(8)
in the basis [c1σ(k), · · · , c5σ(k), c1σ(k+Q1), · · · , c5σ(k+
Q1)] which couples k and k+Q1 through Mˆ and renor-
malizes the chemical potential through Nˆ .
In Fig. 1 we show the orbitally resolved magnetization
and electron density as a function of Coulomb interaction
U . The magnetic order induces an orbital splitting of the
densities of the dxz and dyz orbitals. These results agree
well with earlier studies of the static magnetic properties
of the (pi, 0) stripe phase.59–61 We see that the U -range
of Fig. 1 covers the interesting transition from very weak
to almost saturated magnetization, hence in the follow-
ing we focus on the evolution of the magnetic excitation
spectrum in this same regime of U .
B. The RPA spin susceptibility
To investigate the collective spin excitations we com-
pute the imaginary part of the physical spin susceptibility
given by
χlm(q, iωn) ≡ 1
2
∑
sp
[χlm]spsp(q,q, iωn), (9)
with
[χlm]µµ
′
νν′ (q,q
′, iωn) =− 1N
∫ β
0
dτeiωnτ
× 〈TτSlµ′ν′(q′; τ)Smνµ(−q)〉 ,
(10)
where Siαβ denotes the (generalized) spin operator i with
an electron (hole) in orbital α (β).
In the current case of a stripe-order SDW, the spin sus-
ceptibilities of Eq. (10) become 2× 2 matrices χˆlm(q, ω)
in q,q′ space where the 11-component (q = q′) corre-
sponds to the physical contribution, and the off-diagonal
elements (q′ = q ±Q1) account for Umklapp scattering
between neighboring reduced Brillouin zones (RBZ).48,50
The transverse non-interacting spin susceptibility matrix
is given by
[χˆ+−0 ]
µµ′
νν′ (q, iωn) =
[
χ+−,000 χ
+−,0
0Q1
χ+−,0Q10 χ
+−,0
Q1Q1
]µµ′
νν′
=
∑
k∈RBZ
10∑
n,m=1
[ M00nm(k,q) M0Q1nm (k,q)
MQ10nm (k,q) MQ1Q1nm (k,q)
]µµ′
νν′
× f(Emk+q)− f(Enk)
iωn − Emk+q + Enk ,
(11)
where we use the shorthand notation χlm,0ab ≡
χlm0 (q + a,q + b; iωn) and specify the matrix elements
[Mqq′nm(k,q)]µµ
′
νν′ in Table I. A diagrammatic inspection
of Table I additionally shows that each of the bare ma-
trix elements gives rise to four pair bubble diagrams in
q,q′ space composed of normal and Umklapp propaga-
tors with the diagonal (off-diagonal) pair bubbles consist-
ing of an even (odd) number of Umklapp propagators.
To obtain the desired RPA expression for the physi-
cal 11-component χ+−RPA(q, iωn) ≡ χ+−,RPA00 , we sum the
standard RPA ladder and bubble diagrams by introduc-
ing the Coulomb interactions through the interaction ma-
TABLE I. The matrix elements of the SDW state presented in
terms of Aµµ′νν′ = (aν
′
nk↓)
∗aνnk↓(a
µ
mk+q↑)
∗aµ
′
mk+q↑, where a
α
nkσ =
aα+10nkσ is the element α of the band eigenvector n ofHMF(k, σ).
[M00nm(k,q)]µµ
′
νν′ Aµµ
′
νν′ +Aµ,µ
′+5
ν,ν′+5 +Aµ+5,µ
′
ν+5,ν′ +Aµ+5,µ
′+5
ν+5,ν′+5
[MQ1Q1nm (k,q)]µµ
′
νν′ [M00nm(k,q)]µ,µ
′+5
ν+5,ν′
[M0Q1nm (k,q)]µµ
′
νν′ [M00nm(k,q)]µ,µ
′+5
ν,ν′
[MQ10nm (k,q)]µµ
′
νν′ [M00nm(k,q)]µ,µ
′
ν+5,ν′
4(a) >
<
χˆ+−RPA
µ ↑
ν ↓
µ′ ↑
ν′ ↓
=
>
<
µ ↑
ν ↓
µ′ ↑
ν′ ↓
+ gˆσσ¯
>
<
χˆ+−RPA
µ ↑
ν ↓
µ′ ↑
ν′ ↓
ik1 ↑ jk′1 ↑
kk2 ↓ lk′2 ↓
(b) >
<
χzzRPA
µσ
νσ
µ′σ
ν′σ
=
>
<
µσ
νσ
µ′σ
ν′σ
+
>
<
µσ
νσ
iσ′
jσ′
gσσ¯
>
<
kσ¯′
lσ¯′
µ′σ
ν′σ
χzzRPA
+ gσσ
>
<
χzzRPA
µσ
νσ
µ′σ
ν′σ
i j
k l
+
>
<
µσ
νσ
iσ′
jσ′
gσσ
>
<
kσ′
lσ′
µ′σ
ν′σ
χzzRPA
FIG. 2. (a) The diagrammatic RPA series of the transverse spin susceptibility in the SDW state where the propagators
correspond to the full Greens functions in orbital and q,q′ space and gˆσσ¯ = gσσ¯δk1+k2,k′1+k′2 is a diagonal matrix in q,q
′ space.
The paramagnetic normal state expression is obtained by considering normal propagators only. (b) The diagrammatic RPA
series of the longitudinal spin susceptibility with both bubble and ladder type diagrams. The same expression applies to both
the normal and the SDW phase in the longitudinal channel because the Umklapp processes do not contribute in this case.
trix gσσ
′
with the following non-zero elements
[gσσ¯]µµµµ = U , [g
σσ¯]µµνν = U
′ = U − 2J ,
[gσσ¯]µννµ = J , [g
σσ¯]µνµν = J
′ = J ,
(12)
and
[gσσ]µννµ = U
′ − J . (13)
In Fig. 2(a) we depict the RPA series of the trans-
verse channel in terms of full Greens functions with a
matrix structure in both orbital and q,q′ space. The
latter is important because we have non-zero Umklapp
components in the non-interacting transverse spin sus-
ceptibility of Eq. (11). Thus, the obtained diagrammatic
series consists solely of ladder type diagrams connected
by opposite-spin interaction processes, Eq. (12), occur-
ring locally within one RBZ.
With this we arrive at the following Dyson-like equa-
tion for the total transverse RPA spin susceptibility in
the symmetry-broken SDW state
[χˆ+−RPA]
µµ′
νν′ =
[
χ+−,000 χ
+−,0
0Q1
χ+−,0Q10 χ
+−,0
Q1Q1
]µµ′
νν′
+
∑
ijkl
[
χ+−,000 χ
+−,0
0Q1
χ+−,0Q10 χ
+−,0
Q1Q1
]µi
νk
[
[gσσ¯]ijkl 0
0 [gσσ¯]ijkl
][
χ+−,RPA00 χ
+−,RPA
0Q1
χ+−,RPAQ10 χ
+−,RPA
Q1Q1
]jµ′
lν′
, (14)
showing explicitly that the Umklapp components con-
tribute to the physical χ+−,RPA00 .
By contrast, the non-interacting Umklapp components
vanish in the longitudinal channel but the longitudinal
RPA expression is further complicated by the mixing of
bubble and ladder diagrams since it is possible to gener-
ate diagrams using all the interactions processes of Eq.
(12) and Eq. (13). The diagrammatic RPA series of the
longitudinal channel is shown in Fig. 2(b). The longi-
tudinal RPA spin susceptibility is not affected by the
symmetry-breaking of the SDW state and becomes sim-
ply
[χzzRPA]
µµ′
νν′ = [χ
zz
0 ]
µµ′
νν′ +
∑
ijkl
[χzz0 ]
µi
νk[g
zz]ijkl[χ
zz
RPA]
jµ′
lν′ ,
[gzz]ijkl = [g
σσ]ijkl − [gσσ]ikjl + [gσσ¯]ikjl ,
(15)
which is obtained from combining the geometrical series
given by
5[
χ↑↑RPA
χ↑↓RPA
]µµ′
νν′
=
[
χ↑↑0
0
]µµ′
νν′
+
∑
jl
[
[χ↑↑0 ]
µi
νk{[gσσ]ijkl − [gσσ]ikjl } −[χ↑↑0 ]µiνk[gσσ¯]ikjl
−[χ↓↓0 ]µiνk[gσσ¯]ikjl [χ↓↓0 ]µiνk{[gσσ]ijkl − [gσσ]ikjl }
] [
χ↑↑RPA
χ↑↓RPA
]µµ′
νν′
. (16)
As a consistency check, we have verified the ex-
pected spin-rotational invariance of the paramagnetic
state when setting the Umklapp elements of the trans-
verse spin susceptibility to zero, and assuming J = J ′
since then
[gzz]µµµµ = U = [g
σσ¯]µµµµ,
[gzz]µµνν = U
′ − J + J ′ = [gσσ¯]µµνν ,
[gzz]µννµ = J = [g
σσ¯]µννµ,
[gzz]µνµν = −U ′ + J + U ′ = J = [gσσ¯]µννµ .
(17)
In the following we focus the discussion of the results
on the transverse dynamical spin susceptibility obtained
from solving Eq. (14) and subsequently computing the
full susceptibility given by Eq. (9) since this is the main
observable relevant to neutron scattering experiments.
III. RESULTS
In the following we show the results from evaluat-
ing the RPA dynamical susceptibility numerically in the
SDW and paramagnetic nematic phases, respectively.
For the results relevant to the SDW (nematic) phase,
we have summed over a 100 × 100 (200 × 200) k-mesh
in Eq. (11) and used a small artificial smearing η = 1
(η = 3) meV in iωn → ω + iη. For clarity we display all
results for a fixed antiferromagnetic (ferromagnetic) axis
corresponding to a single orthorhombic domain or a fully
detwinned sample.
A. Spin excitations in the SDW phase
We begin the discussion of the results by presenting the
physical dynamical transverse spin susceptibility in the
ordered SDW phase. We note that within the formalism
of the present paper, a high degree of convergence and
the inclusion of the inter-orbital density terms nνµ are
crucial for fulfilling Goldstone’s theorem and obtaining
reliable results. In Fig. 3 we show the momentum and
energy dependence of the imaginary part of χ+−RPA(q, ω)
at T  TN for increasing interaction U with a fixed ra-
tio J = U/6. The momentum axis follows the closed
triangular path Y → Γ → X → Y with Y = (0, pi),
Γ = (0, 0), and X = (pi, 0). From Fig. 3 we clearly see
how the broad diffusive spin waves pivoted at X in the
low-U limit sharpen up and get protected by the grow-
ing local SDW gap to the particle-hole continuum as U
is increased. By contrast, at low U the spin modes are
generally overdamped and become dissolved by the con-
tinuum already at low energies. At Y there are no low-
energy collective modes, as opposed to the result within
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FIG. 3. (Color online) Imaginary part of the physical trans-
verse dynamical RPA susceptibility, Imχ+−RPA(q, ω), in the
SDW phase along the momentum space path Y → Γ→ X →
Y for different values of U = 1.1, 1.2, 1.3, 1.4, 1.8, 1.9, 2.0 eV
(top to bottom) shown in each panel.
the excitonic scenario,50 but rather a high-energy branch
in the large U limit. By comparison to Fig. 1(a), it is
evident that the evolution of the spin dynamics in Fig. 3
traces directly the enhanced magnetization as expected
from a Stoner scenario. Finally, note from Fig. 3 that
the imaginary part of χ+−RPA(q, ω) always exhibits zero-
energy modes simply because we do not include magnetic
anisotropy in the model.
The gapping of the particle-hole continuum at mo-
menta near, for example, the X point to higher ener-
gies with increasing U can be seen explicitly from Fig. 4,
which shows the imaginary part of the bare physical
susceptibility χ+−0 (q, ω) for the same parameters as in
Fig. 3. The effect of the particle-hole continuum has
been analyzed previously by several other theoretical
studies,51 including the exitonic scenario,48–50 and also
studied in detail within the simpler one-band case.48,62–64
For all the cases of U used in Fig. 3, the system is metal-
lic and contains a Fermi surface. This is seen explicitly
from Fig. 5 where we show the Fermi surfaces in the RBZ
for all the cases corresponding to Fig. 3 and Fig. 4. As
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FIG. 4. (Color online) Imaginary part of the bare physical
transverse spin susceptibility, Imχ+−0 (q, ω), for the same val-
ues of U and momenta as in Fig. 3.
expected, the SDW order reconstructs the original pock-
ets and generates small Dirac-like pockets at intermedi-
ate values of U as discussed previously.65,66 Note, that
the present band contains a hole pocket at (pi, pi) in the
normal (undoped) state which is the reason for the fact
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FIG. 5. Evolution of the Fermi surface as a function of the
SDW order parameter for the values of Coulomb U stated in
the insets. Each panel shows the spectral weight in a window
of ±5 meV around the Fermi level.
that the electron pocket at Y also gets reconstructed. It
is also evident from Fig. 5 that all values of U applied
in this study exhibit metallic bands with a Fermi sur-
face. Therefore, Imχ+−0 (q, ω) exhibits low-energy spec-
tral weight at selected momentum regions corresponding
to particle-hole scattering between the remaining parts
of the reconstructed Fermi surface.
Focussing on the momentum structure of the spin sus-
ceptibility, we show in Fig. 6 and Fig. 7 the weight of
the spin modes at fixed energy in momentum space for
U = 1.1 eV and U = 2.0 eV, respectively. In the low-
energy regime, both cases display an elliptic ring of spin
waves caused by the anisotropic spin wave velocities in
the SDW phase. The anisotropy of the spin response at
Q1 is present already in the bare susceptibility and is
directly related to the ellipticity of the electron pockets.
At higher energies, there is a clear difference between the
fate of the spin waves in the low-U versus large-U limits.
In the latter case, the main weight is eventually exhib-
ited along the antiferromagnetic qx direction as seen from
panels (e) and (f) in Fig. 7, very similar to the behavior of
the spin dynamics obtained from the isotropic Heisenberg
model.21 By contrast, in the low-U case the high-energy
qx [π]
q y
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FIG. 6. (Color online) Constant energy ω cuts of
Imχ+−RPA(q, ω) in the SDW phase with U = 1.1 eV and
J = U/6 shown at ω = 20 meV (a), ω = 40 meV (b), ω = 80
meV (c), ω = 100 meV (d), ω = 120 meV (e), and ω = 140
meV (f).
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FIG. 7. (Color online) Constant energy ω cuts of
Imχ+−RPA(q, ω) in the SDW phase with U = 2.0 eV and
J = U/6 shown at ω = 60 meV (a), ω = 120 meV (b),
ω = 160 meV (c), ω = 200 meV (d), ω = 220 meV (e), and
ω = 280 meV (f).
part of the spin modes is opposite in the sense that the
damping eventually mainly affects the qx-dispersing part
of the modes leading to the spots along the ferromag-
netic direction displaced from the Q1 point, as shown in
Fig. 6(e,f). Note, however, the existence of an intermedi-
ate energy regime where the largest weight is found along
the antiferromagnetic qx direction as seen from Fig. 6(d).
In Fig. 8(a)-(b) we compare in greater detail the
anisotropic dispersion of the spin excitations for both
U = 1.1 eV and U = 2.0 eV by displaying Imχ+−RPA(q, ω)
along the perpendicular momentum path Γ → X → M
on a log scale, where M = (pi, pi). As seen, the qx − qy
anisotropy of the spin excitations around X is clearly
seen, especially in the case of U = 2.0 eV. Furthermore,
one sees that for U = 1.1 eV, the broadening is larger
along X →M in agreement with Fig. 6(c,d), whereas the
detailed final structure of the spectral weight shown in
Fig. 6(e,f) is a result of an interplay between overlapping
spin modes and a strong overlap with the particle-hole
continuum.
The orbitally resolved weight of the spin waves can
be easily extracted within the formalism presented here,
and is of relevance to resonant inelastic x-ray scat-
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FIG. 8. (Color online) Imaginary part of the physical trans-
verse dynamical RPA susceptibility, Imχ+−RPA(q, ω), in the
SDW phase along the perpendicular momentum cut Γ →
X → M for (a) U = 1.1 eV and (b) U = 2.0 eV on a log
scale. Panels (c) and (d) reveal the spectral weight of the
physical matrix components Im[χ+−RPA]
sp
sp (orbital s is repre-
sented by color and p can be read off the x-axis) for U = 1.1
eV (c) and U = 2.0 eV (d) contributing to the entire spectrum
shown in (a) and (b), respectively.
tering (RIXS).67 Figure 8(c,d) display the intra- and
inter-orbitally resolved total momentum q and energy
ω summed spectral weight in the (q, ω)-range shown in
Fig. 8(a,b), respectively. We find that in the limit of weak
U , the broad spin waves are almost entirely of dxy char-
acter, with the dominant contribution coming from the
intra-orbital component as seen in Fig. 8(c). By contrast,
for large U we find that none of the physical orbitally
resolved intra- or inter-orbital susceptibilities are negli-
gible, but most of the spectral weight in the spin waves
around X comes from scattering processes involving the
dyz, dxy, and d3z2−r2 orbitals as seen from Fig. 8(d). In
addition, it can be seen also from Fig. 8(d) that in the
case of large U , the majority of the weight originates
from inter-orbital susceptibilities. Both results shown in
Fig. 8(c,d) are qualitatively different from the orbital con-
tent of the spin waves inferred from an earlier two-orbital
study.50
The results presented in Figs. 3-7 clearly show the
parameter-sensitivity of the high-energy modes and their
associated damping. We expect a similar dependence of
the details on the spectral weight to the original band
structure applied in H0 since that obviously influences
the bounds and strengths of the particle-hole contin-
uum, but we have not further explored the band de-
pendence of the high energy spin response here. From
this perspective, however, it seems consistent that even
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FIG. 9. (Color online) (a) Spin susceptibility Imχ+−RPA(q, ω)
in the paramagnetic nematic phase at Q1 = (pi, 0) and
Q2 = (0, pi) versus temperature T for representative energies
shown in the legend and an orbital splitting of δ = 65 meV. (b)
2D map of the normalized spin anisotropy, (ImχRPA(Q1, ω)−
ImχRPA(Q2, ω))/N where N = Max[ImχRPA(Q1, ω) −
ImχRPA(Q2, ω)] at T = 1.05T
δ
N .
among the 122 materials there is significant differences
between the behavior of the high-energy susceptibility,
with BaFe2As2 exhibiting a larger directional dependent
damping21 compared to, for example CaFe2As2 where
ring-like spin wave dispersions are observed to high en-
ergies well above ∼ 100 meV.38,39
B. Spin excitations in the nematic phase
We turn now to a study of the paramagnetic phase
motivated largely by recent neutron experiments in the
uniaxial-strained tetragonal phase of BaFe2−xNixAs2.25
There it was found that uniaxial strain causes a large
change of the low-energy spin fluctuations from C4 to
C2 symmetric. More specifically, the scattering intensity
at Q1 at 6 meV was observed to increase significantly
upon approaching the magnetic transition temperature
TN from above, whereas the corresponding intensity at
Q2 remained largely unchanged (see e.g. Figs. 3 and 4
of Ref. 25).
To mimic the nematic phase we impose mµν = 0 (Mˆ =
0) and introduce an explicit orbital splitting given by
Hoo = δ
2
∑
k
(
nyz(k)− nxz(k)
)
, (18)
motivated by the observed energy splitting δ between the
dxz and dyz orbitals by ARPES.
68 We stress that the ap-
proach here is simply to investigate the consequences of
an orbital splitting on the spin excitations, and not the
origin of the orbital splitting itself. In Fig. 9(a) we show
the T -dependence of the imaginary part of χ+−RPA(q, ω) in
the paramagnetic phase for both Q1 and Q2 at different
energies ω. The orbital splitting slightly enhances the
Ne´el transition temperature compared to the case with
δ = 0, and is therefore denoted by T δN . As seen, the
anisotropy increases dramatically at low energies upon
approaching T δN , similar to the findings in earlier studies
relevant to the cuprates,69 and also two recent studies of
iron pnictides.70,71 This property is mapped out in more
detail in Fig. 9(b) which clearly shows the confined re-
gion of spin anisotropy in both ω and T . For the results
presented in Fig. 9 we have used an orbital splitting of
δ = 65 meV which sets the size of the anisotropy region
in Fig. 9(b); a smaller δ diminishes this region but the
arbitrarily large spin anisotropy persists when approach-
ing T δN which is simply caused by the non-linear diver-
gence of the RPA denominator, picking out Q1 as the
dominant instability due to the chosen sign of δ. From
Fig. 9(b) it is evident that in twinned samples the to-
tal spin response, ImχRPA(Q1, ω) + ImχRPA(Q2, ω), will
also display a strong upturn at low ω upon approaching
T δN .
26
In Fig. 10 we show the momentum dependent constant
energy cuts for the same parameters as in Fig. 9 at tem-
perature T = 1.04T δN . As seen, the very prominent spin
anisotropy at low energies gradually vanishes as the en-
ergy is enhanced and the spin excitations become increas-
ingly broad around both Q1 and Q2. Future neutron
scattering measurements should be able to measure the
vanishing of the spin anisotropy as a function of energy,
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FIG. 10. (Color online) Constant energy cuts of the spin sus-
ceptibility Imχ+−RPA(q, ω) in the paramagnetic nematic phase
at temperature T = 1.04T δN for U = 1.0 eV, J = U/4, and
δ = 65 meV shown at ω = 2 meV (a), ω = 15 meV (b), ω = 25
meV (c), ω = 40 meV (d), ω = 65 meV (e), and ω = 100 meV
(f).
9and its quantitative behavior may give important clues
to the origin of the nematic electronic behavior of the
paramagnetic phase.
Recently a direct link between transport anisotropy
and spin excitation anisotropy was demonstrated by
Lu et al.,25 finding the same onset temperature for
anisotropy of these two distinct properties. An expla-
nation for this has been given in terms of strongly renor-
malized elastic scattering centers where pinning of the
anisotropic spin fluctuations leads to emergent highly
anisotropic impurity centers as T approaches TN .
70,72
These emergent defect scattering sites exhibit a pro-
nounced elongated shape which directly causes a larger
scattering rate for transport along the ferromagnetic b
axis compared to the antiferromagnetic a axis in agree-
ment with the transport experiments.27–33
IV. CONCLUSIONS
We have studied the dynamical spin susceptibility as
a function of Hubbard-Hund interactions within a five-
orbital model relevant to iron pnictides. This allowed
us to investigate the evolution of the spin response in
the SDW phase from broad overdamped modes at low
U to sharply dispersing spin waves at higher U but still
in the metallic state. Both the structure of the spectral
weight at high energies (in particular its anisotropy) and
the orbital composition of the spin waves were shown
to depend qualitatively on the strength of interactions.
In the paramagnetic nematic phase modelled by an or-
bital splitting between the dxz and dyz orbitals, a strong
spin anisotropy is present near the transition to the SDW
phase at low energies, in agreement with recent neutron
scattering measurements.25
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