Abstract-The p-cycle and its Failure Independent Path Protection (FIPP) extension are known to be efficient and agile protection strategies. The p-cycle is preconfigured such that if there is a failure, only the switches at two end nodes need to be reconfigured. In this paper, we extend the p-cycle by allowing cycles to have attached links, called Parasitic Protection Links (PPL), in order to protect paths whose source and destination nodes are not only located on the cycle but also connected by the PPL to the cycle. A p-cycle with PPL is named p 2 -cycle. We address the unicast service protection problems against single-link failures by using p 2 -cycle in mesh networks and the problem is formulated as an Integer Linear Program (ILP). The numerical results show that the p 2 -cycle scheme provides better capacity efficiency than the FIPP p-cycle scheme in all the traffic scenarios considered and consumes 2.7%−14.8% extra total cost over the optimum, provided by Shared Backup Path Protection (SBPP) approach. Moreover, we study the failure recovery performance by comparing it to FIPP and SBPP in terms of average number of reconfigurations (NOR). The results achieved by the p 2 -cycle is less than that of SBPP in every scenario considered and the number reduces from 2.48 to 2.31 comparing to 2, achieved by FIPP, as the traffic demands increases in NSFNET. In conclusion, the p 2 -cycle provides greater overall performance over existent pcycle-based and path-based protection schemes, especially when the number of traffic demands is large.
I. INTRODUCTION Network survivability, defined as a network's ability to continue functioning correctly in the presence of the failures of network components [1] , is an important requirement for WDM optical networks due to their ultra-high capacity. Ringbased resilience schemes were prevalent due to the simple manageability and fast recovery mechanism, in which traffic restoration process can be completed within 50-60 ms, but require 100% capacity redundancy [2] . As mesh-based networks emerged, more capacity efficient protection schemes were proposed, and are mainly composed of three categories: linkbased, segment-based and path-based [3] . Among them, a path protection scheme, namely, Shared Backup Path Protection (SBPP), has been proven to be the most capacity efficient protection scheme and can achieve optimal solutions [3] .
Preconfigured protection cycles, referred to as p-cycles, absorbs the merits of both ring-based and mesh-based protection schemes and achieves the speed of ring and capacity of mesh [5] , [6] . Since the concept of the p-cycle was first introduced in [6] , a large number of work in the literature have studied the p-cycle design problem with unicast traffic against a single-link failure. Authors in [6] , [7] solved the problem in two steps by first routing the connections and then This research was supported in part by grant CNS-0626741 from the National Science Foundation.
selecting the best candidates from the enumeration of all the cycles to protect the established connections. However, the optimality of the solution was relaxed by dividing the problem into two subproblems. Accordingly, the authors solved the problem optimally by minimizing the total cost of the primary and protection capacities jointly in [8] and [9] . Besides link protection, p-cycles are also extended to protect segments and paths [10] , [11] , in which [11] proposed a Failure Independent Path-Protecting (FIPP) p-cycle, which achieves the best capacity efficiency among all p-cycle-based schemes. Besides p-cycles, other pre-configured structures are also used for fast recovery, such as p-trails [13] and p-trees [14] , [15] . Although the authors in [15] extended p-tree by adding links to form a more flexible protection pattern, such as cycles or trees, in order to enhance the capacity efficiency, its performance relies on the distribution of the spare capacity in a network. When the capacity is uniformly distributed, it does not achieve better performance than link-protecting p-cycles. r  o  t  e  c  t  e  d  b  y  t  h  e  s  a  m  e  p  -c  y  c  l  e  w  i  t  h  P  P  L  (  A  ,  H  )  a  n  d  (  C  ,  G Regardless of the protection schemes, there is always a trade-off between the capacity efficiency and failure recovery speed. Considering that the p-cycle has a good combination of both, we attempt to extend the FIPP p-cycle scheme to a new paradigm in which a p-cycle can have a number of protection links attached to the cycle, which we call "Parasitic Protection Links (PPL)", and such a p-cycle with PPL is called a p 2 -cycle. A p 2 -cycle can protect not only the connections whose end nodes are located on the cycle, but also those whose end 978-1-4244-6404-3/10/$26.00 ©2010 IEEE nodes are connected to the cycle through the PPL.
An example shown in Figure 1 illustrates the concept of the p 2 -cycle. In Fig. 1(a) , a p-cycle (A−B−C−D−E−F −A) is used to protect two bidirectional paths, P 1 and P 2 , where working path P 1 traverses on-cycle span (D, E) and (E, F ) and is protected by on-cycle segment (F −A−B−C−D) and working path P 2 is a straddling path and protected by on-cycle segment (A−B−C). The protection paths are represented by dashed lines. Assuming another working path P 3 (shown in Fig.1(b) ) traverses on-cycle span (A, B) and non-cycle span (B, G), the original p-cycle cannot protect it, since the end node G is not on the cycle. We then extend the p-cycle to have a PPL (C, G) such that the p-cycle can provide an oncycle path (A−F −E−D−C−G) to protect P 3 . The idea can also be applied to protect the paths whose both end nodes are not on the cycle, such as P 4 shown in Fig.1(c) , by using an on-cycle segment with two PPLs (A, H) and (C, G). Hence, the extended p-cycle can protect four paths instead of two as shown in Fig.1(d) . Therefore, extending a p-cycle to have PPLs enhances the flexibility of protection and thus may decrease spare capacity redundancy and reduce overall capacity cost.
The rest of the paper is organized as follows:
In Section II, we analyze the p 2 -cycle protection scheme in depth and describe the problem defined in the paper. We then formulate the problem as an Integer Linear Program (ILP) in Section III. Numerical results of multiple criteria will be presented in Section IV. Finally, we conclude the paper in Section V.
II. PRELIMINARIES

A. Protection Mechanism
The protection ability of a p 2 -cycle is an enhancement to that of a p-cycle by adding attached spans to the cycle, which enables the cycle to provide protection to the connections whose end nodes are one hop away from the cycle. Each connection has one primary path and one unique protection path, assigned by a p 2 -cycle, no matter the primary path traverses on-cycle links or straddling links.
In a p 2 -cycle, all the nodes on the cycle remains preconfigured. For the nodes that also connect to PPLs, they only reconfigure the switches when the attached PPLs are activated to provide protection upon a network failure. Since both primary and protection paths can be determined in advance, the p 2 -cycle protection scheme is also failure independent. Upon a link failure, the failure will be detected by the end nodes of the failed span and the corresponding signals will be transmitted to the source and destination nodes of the path. The distinction between a p 2 -cycle and a FIPP p-cycle is that the source or the destination may not be on the cycle. Therefore, in order to reroute the traffic through the backup path, the source and destination nodes need to reconfigure their switches, as do the nodes on the protection cycle that connect to an activated PPL.
Let us review the example in Fig.1(b) . If a failure happens to span (A, B) or (B, G), PPL (C, G) will be activated such that both end nodes A, G and on-cycle node C will reconfigure their switches to reroute the traffic through the backup path. Similar reconfiguration should be done by node H, G, A and C in Fig.1(c) upon any span failure on the primary path P 4 . Although the whole failure recovery process consists of three phases -failure detection, signal broadcasting and node reconfiguration -node reconfiguration usually takes the most time during the process, since each reconfiguration takes 10 -20s ms [16] depending on the technology used. More node reconfigurations on the protection path will result in longer traffic restoration. It is apparent that each connection protected by an FIPP p-cycle carried out two reconfigurations upon a failure, each one at the source and the destination. However, for a path protected by a p 2 -cycle, the number of configurations can be two, three or four depending on whether the end nodes are on the cycle or not.
B. Problem Statement
In this paper, we address the unicast services protection in WDM networks against single-link failure scenarios. In particular, we address the joint capacity placement (JCP) problem in which working paths and protection cycles are provisioned jointly in order to achieve the minimum total cost. A session refers to a provisioned traffic demand or request. Thus, a number of assumptions are given as follow:
1) Each unicast session is bidirectional with unitary traffic rate (one wavelength) and the traffic in both directions have to be routed through the same path and protected by the same p 2 -cycle.
2) Each p
2 -cycle is also bidirectional and has unitary capacity on both on-cycle spans and PPLs. 3) Each span has enough wavelengths and each network node is equipped with wavelength converters. Therefore, we now state the JCP problem formally: Given a bidirectional unicast traffic matrix D where D=d l (s l , t l ), (0≤l<M ) and a weighted undirected graph G=(V, E) in which each span e∈E has a cost c e , provision and protect all the unicast requests with minimal total cost.
III. ILP FORMULATION
We formulate the JCP problem as an Integer Linear Program (ILP). Since the number of cycles increases exponentially with network sizes, we do not enumerate all the cycles in a given network in our ILP formulation. Instead, the flow variables will form the cycles in the solution.
• Minimize: A binary, indicates whether session l 1 and l 2 share the protection of p 2 -cycle p φ l 1 l 2 :
A binary, indicates whether session l 1 and l 2 share protection of any p 2 -cycle γ
A binary, equals 1 if the primary paths of both session l 1 and l 2 use span (m, n) γ l 1 l 2 :
A binary, equals 1 if the primary paths of session l 1 and l 2 use at least one common span μ A undirected span between node m and n is denoted by (m, n)∈E where m < n. The objective function is composed of two parts: the cost used by the primary paths and the cost used by the p 2 -cycles that include on-cycle spans and PPLs. In the flow conservation constraints, equations (1)-(4) ensure that each session l has a primary and a protection path in which each path has only one span connected to the source and destination but each intermediate node is traversed twice.
2) Protection Constraints:
Equation (5) ensures that each session is protected exactly once by a p 2 -cycle. If a span (m, n) is used by a protection flow of session l, which is protected by cycle p, then (m, n) should be an on-cycle span of p except that m or n is the source or the destination of l. This is ensured by the equation (6) , in which the conjunction expression can be simply represented by two linear equations. Eq. (7) ensures that if a span (m, n) is used by a p 2 -cycle p to protect a session l, but it is not an on-cycle span, it must a PPL of p. Once a span (m, n) of p is used to protect at least one connection as a PPL, it should be counted as a PPL of p. The equation (8) 
3) Link Disjoint Constraints:
The working and backup paths of any session should be link-disjoint in order to survive any single-link failure. 4) Protection Capacity Sharing:
Equations (10) and (11) ensure that φ l1l2 =1 if session l 1 and l 2 share the protection of the same p 2 -cycle p. Equation (12) and (13) make sure that γ l1l2 =1 if the primary paths of session l 1 and l 2 are not link-disjoint. In this case, the protection flow of l 1 and l 2 cannot traverse the same span, which is described by equation (14) . 5) Cycle Constraints:
Equation (15) makes sure that each node on the cycle is traversed twice. If span (m, n) is a PPL of p, then one of m and n must be on the cycle while the other should not, which is depicted by Eq. (16) and the absolute value expression can also be easily replaced by two equations. 6) Cycle Uniqueness: (15) is not enough to guarantee that there is only one cycle with index p, since multiple cycles can be formed with the same index p while still complying with constraint (15) . Some work has been done to address this issue [8] , [12] . We use the approach proposed in [12] for bidirectional cycles. This approach picks a node on each cycle randomly and defines it as the master node such that there must exist a flow from the master node to every other on-cycle node through the cycle. Equation (17) ensures that there is only one unique master node for each cycle. Equations (18) and (19) ensures the flow conservation between the master node and each on-cycle nodes. Eq. (18) guarantees that the flow traverses one span connected the master node but two spans IV. NUMERICAL RESULTS In this section, we investigate the performance of the proposed p 2 -cycle protection scheme and compare it with two other path protection schemes, SBPP and FIPP p-cycle, in terms of two criteria: total capacity cost and average number of reconfigurations (NOR). We compare the optimal solutions of the JCP problem by formulating it as an ILP and solving it by a commercial software -ILOG CPLEX 10.1.0 on a Linux server with four Xeon 2.4GHz CPU and 4 GB of RAM. The ILP for SBPP is obtained from [4] . Since the ILP for FIPP p-cycle proposed in [11] does not address JCP problem but only spare capacity assignment, we use the ILP proposed in this paper without using PPLs.
The experiments are conducted on two practical networks, the pan-European COST239 (11 nodes, 26 spans) and NSFNET (14 nodes, 21 spans). Both networks have similar numbers of nodes, but COST239 has a larger average node degree (4.72) than NSFNET (2.7). Each span in the networks has a cost, which is the actual distance between the two end nodes in kilometers. We assume that the networks have wavelength conversion capability and unlimited wavelengths on each span.
A. Total Capacity Cost
We first study the capacity performance of the three schemes in COST239 network. Given six bidirectional unicast traffic requests with unitary traffic rate (one wavelength), we obtain the solutions solved by each scheme, respectively, as shown in Fig.2 . The source and destination of each session is depicted in the pair of braces and each session is indexed from 0 to 5, counted from the left to the right. The description in the boxes lists the routes of each primary path, denoted by p, and the protection path, denoted by q, for each session.
The optimal solution obtained by employing the SBPP, p 2 -cycle and FIPP p-cycle are presented in Fig.2(a) ,(b),(c), respectively. One wavelength assigned for protection on each span can be shared by multiple sessions. As we can see that SBPP is the most capacity efficient scheme but consumes the longest time to obtain the optimal solution. The FIPP scheme uses 8.9% more capacity over the optimal solution whereas the p 2 -cycle reduce this number to 2.9%, which is very close to the optimal solution. We also studied the performance of each scheme in NSFNET network. Six different scenarios are simulated, in which a total of 2 to 7 sessions are provisioned. For each scenario, we ran 50 independent cases and then took the average value of the total cost. The end nodes of each session were randomly chosen for each case, but the three schemes use exactly the same traffic demands in each case in order to make a fair comparison.
The results of the comparison are presented in Table II . The extra cost over the optimum is calculated as (cost − optimum)/optimum, where optimum is achieved by SBPP. We can observe that the p 2 -cycle always achieves better results than FIPP in each scenario. The capacity efficiency of cyclebased protection schemes increases as the number of sessions increases, since there are not enough connections to share the protection of cycles when the traffic is low. When the number of sessions reaches 7, the p 2 -cycle becomes extremely efficient and only uses 2.7% extra cost over optimal solution. Hence, it is predictable that p 2 -cycle will be extremely close to the optimal solutions as the traffic keep increasing.
B. Average Number of Reconfigurations
We also compare the traffic recovery performance of p 2 -cycles to the other two protection schemes in terms of the average number of reconfigurations (NOR) per connection. Based on the analysis in Section II.A, the NOR for a connection protected by FIPP p-cycle and p 2 -cycle schemes is clear, given the primary and protection paths. But it is not as straightforward for SBPP scheme due to the complex protection structure and capacity sharing. If we divide the final survivable topology into working and protection structures, only the nodes with more than 2 nodal degrees in the protection structure are potential reconfiguration nodes, and other nodes are pre-configured. A potential node requires reconfiguration upon a network failure if it is connected to a span on which a spare wavelength shared by multiple connections will be used by one of the failed connections. We obtain the NOR under SBPP by assigning a specific wavelength for each protection unit. The results of the average NOR for each scheme are presented in Table III and are obtained by taking the average value over 50 independent cases in each traffic scenario. Clearly, FIPP achieves the best solution since it always takes only two end nodes to reconfigure upon a failure. On the other hand, the average NOR of SBPP increases as the number of connections increases, since the structures gets more complex that results in more potential reconfiguration nodes. However, it is contrary to the p 2 -cycle scheme. One of the reasons is that a larger number of connections usually results in the cycles with larger size. Hence, more nodes can be covered by the cycles, which results in a less requirement of usage of PPLs. Based on the results, the advantage of p 2 -cycles over SBPP becomes more significant and gets closer to that of FIPP as the number of sessions increases. Therefore, the p 2 -cycle is a much faster protection scheme than SBPP and provides an enhancement of capacity efficiency over the FIPP p-cycle with a small increase in the failure recovery time.
V. CONCLUSIONS
In this paper, we proposed a new p-cycle based protection scheme in mesh network, named p 2 -cycle, by augmenting the FIPP p-cycle with attached parasitic protection links (PPL) in order to enhance the protection ability by protecting the paths whose end nodes are not located on the cycle but only one hop away from the cycle. The reasons of considering only one hop are to limit the length of backup paths and control the NOR for each connection to be no greater than four. Note that this hop constraint is not necessary if we can guarantee that the lengths of backup paths are limited and the NOR for each connection is within an acceptable range. However, adding these constraints to the ILP will make the problem too complex to solve.
Based on the numerical results, the p 2 -cycle protection schemes utilizes less total capacity cost than the FIPP p-cycle scheme in both NSFNET and COST239 network and achieves a cost of 2.7% above the optimal solution, when the number of connections reaches 7 in NSFNET. Meanwhile, the p 2 -cycle achieves better recovery performance than SBPP in terms of NOR in every studied scenario. Considering the trade-off between capacity efficiency and restoration speed, the p 2 -cycle protection scheme is an more effective alternative of FIPP pcycle and SBPP when both factors are critical, especially with a large number of connections in the network.
