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ABSTRACT
Numerical simulations of water entries based on a three-dimensional parallelized Smoothed Particle Hydrodynamics (SPH) model developed by Ecole
Centrale Nantes are presented. The aim of the paper is to show how such SPH simulations of complex 3D problems involving a free surface can be
performed on a super computer like the IBM Blue Gene/L with 8,192 cores of Ecole polytechnique fédérale de Lausanne. The present paper thus
presents the different techniques which had to be included into the SPH model to make possible such simulations. Memory handling, in particular,
is a quite subtle issue because of constraints due to the use of a variable-h scheme. These improvements made possible the simulation of test cases
involving hundreds of million particles computed by using thousands of cores. Speedup and efficiency of these parallel calculations are studied.
The model capabilities are illustrated in the paper for two water entry problems, firstly, on a simple test case involving a sphere impacting the free
surface at high velocity; and secondly, on a complex 3D geometry involving a ship hull impacting the free surface in forced motion. Sensitivity to
spatial resolution is investigated as well in the case of the sphere water entry, and the flow analysis is performed by comparing both experimental and
theoretical reference results.
RÉSUMÉ
La simulation numérique de l’impact d’un solide sur une surface libre d’eau faisant appel à la méthode Smoothed Particle Hydrodynamics (SPH) par
un modèle 3D parallèle développé par l’Ecole Centrale Nantes est présentée. Le but de 1’article est de montrer comment de telles simulations SPH de
problèmes tri-dimensionnels complexes à surface libre peuvent être conduites dans le domaine du Calcul Haute Performance sur un super calculateur
tel que 1’IBM Blue Gene/L de l’Ecole polytechnique fédérale de Lausanne, doté de 8,192 cœurs. Cet article présente ainsi les différentes techniques
apportées au modèle SPH pour le rendre apte à de telles simulations. La gestion de la mémoire, en particulier, est assez délicate de par l’utilisation
de la longueur de lissage variable h. Cette nouvelle gestion de la mémoire a permis la simulation de cas-tests contenant des centaines de millions de
particules réparties sur plusieurs milliers de cœurs. L’efficacité et l’accélération de ces simulations parallèles sont étudiées. Les capacités du modèle
sont illustrées dans ce papier sur deux exemples d’impact sur la surface libre. Le premier exemple représente le cas simple d’une sphère rigide chutant
dans l’eau à grande vitesse. Le second exemple met en avant la possibilité de simuler des géométries plus complexes telles l’impact de la coque d’un
bateau sur l’eau en mouvement forcé. Dans le cas de l’impact de la sphère, la sensibilité à la résolution spatiale utilisée a été aussi étudiée, et une
analyse de l’écoulement est menée par comparaison à des résultats expérimentaux et théoriques.
Keywords: Free-surface flows, high Performance computing, hydrodynamic impact, parallelization, scalability, smoothed particle
hydrodynamics, water entry.
1 Introduction
The Smoothed Particle Hydrodynamic method is well suited for
investigating complex free surface problems of fast dynamics
such as the water entry of 3D objects of complex geometry. With
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respect to classical Level-Set or VOF interface tracking meth-
ods, the free surface remains always precisely described by the
particles in their Lagrangian motion with no need for captur-
ing/tracking this surface, neither for adapting a mesh locally, nor
for simulating the air phase.
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Presently, most of the methods available in the free surface
SPH related literature are two-dimensional, and thus do not
really suffer from high computational cost difficulties. But actual
engineering applications are indeed three-dimensional, which
dramatically increases the computational cost, and finally lim-
its the use of the SPH method. At least millions of particles and
an efficient parallelization are then required.
Therefore, the SPH method being an explicit method, presents
the other asset of a rather straightforward parallelization with
respect to the classical Finite Difference Method, Finite Vol-
ume Method or Finite Element Method used in Computational
Fluid Dynamics (CFD). Ecole Centrale Nantes thus decided to
develop efficient 3D parallelized software named SPH-Flow. Its
implementation was validated on a Cray XD1 cluster with 48
cores (Oger et al. 2007). Several other works have been achieved
recently on the topic of very large parallel calculations in CFD.
For instance, Sbalzarini has developed a highly efficient paral-
lel particle-mesh library which provides a computational tool for
mesh-based methods (Sbalzarini et al. 2006). Ecole Polytech-
nique Fédérale de Lausanne has also shown that SPH parallel
simulation is available on High Performance Computing machine
like an IBM Blue Gene/L with 8,192 cores (Maruzewski and
Shepel 2006). Thus, performing a complete SPH 3D simulation
with around one hundred million particles is nowadays possible
as shown by Maruzewski et al. (2008), or by Moulinec et al.
(2008) with a different code.
The paper is organized in the following way. First, SPH-Flow
is briefly described including the procedure to capture the local
pressure on solid boundaries. Then the parallelization of this 3D
SPH solver is discussed by analyzing a two-dimensional case
for the sake of simplicity and clarity. With respect to previous
work in the literature, see e.g. Goozee and Jacobs (2003) or
Rabczuk and Eibl (2003), the parallel algorithm presented here is
of much greater complexity. Actually, when using variable spa-
tial resolution, the parallelization is much less straightforward.
Communication and memory issues become critical, and ade-
quate treatments have to be derived to recover a good efficiency.
Finally, the capabilities of this 3D parallel SPH method are illus-
trated in the paper on two water entry problems, firstly, on a
simple test case involving a sphere impacting the free surface at
high velocity; and secondly, on a complex 3D geometry involving
a ship hull impacting the free surface in forced motion. Spatial
resolution sensitivity study and detailed flow analysis are also
provided.
2 The solver SPH-Flow
2.1 Methodology
The solver SPH-Flow (Oger et al. 2007), developed by Ecole
Centrale Nantes, relies on a renormalization kernel method and
the implementation of an exact Riemann solver of Godunov
type as described by Vila et al. (1999). The latter presents var-
ious advantages such as avoiding artificial viscosity required
in standard SPH, decreasing numerical dissipation and increas-
ing stability, in a way inspired from compressible finite-volume
schemes. Boundary conditions are imposed using ghost particles.
Specific developments have been realized to extend this technique
from a flat boundary to an arbitrary 3D shape.
Furthermore, SPH-Flow also integrates a spatially variable
smoothing length scheme proposed in Oger et al. (2007) which
relies on both topologies “Gather and Scatter” presented by Hern-
quist et al. (1989) and updated by Bonet et al. (1999). SPH-Flow
solves the Navier-Stokes equation in Lagrangian form and it is
defined by the following equations:
dρi
dt
= ρi
∑
j
mj
ρj
(ci − cj) ∇W(xi − xj, hi) (1)
dci
dt
= g −
∑
j
mj
ρiρj
[Pi ∇W(xi − xj, hi)
− Pj ∇W(xj − xi, hj)] (2)
This scheme is conservative, as shown in (Oger et al. 2007).
This variable smoothing length technique is well adapted to the
test case of water entry of bodies, providing accuracy in the
impact area.
2.2 Local pressure capture procedure
Numerous flow problems require the knowledge of local pres-
sure value on solid boundaries. However, the correct evaluation
of wall pressure values through SPH formalisms still remains
quite a challenging task. The procedure retained in the present
investigation is based on a specific treatment related to the sam-
pling of near-boundary particles within a distance d from the
boundary that is proportional to the smoothing length h (typi-
cally 2h to 5h), and within the width of the sensor, in the vicinity
of a generic point M of the boundary as shown in Fig. 1. This
area Ssensor is an image of a pressure distribution experienced by
a pressure sensor during an experimental measurement.
The local pressure at M is finally defined as an average of the
sampled-particle pressure values. As a consequence, the approxi-
mation tends towards the exact pressure at point M as the sensing
surface area tends toward zero. With this definition, the number
of particles which contribute to the estimation of the boundary
pressure at M is sufficient for obtaining a smooth estimate of
Figure 1 Particle sampling in the vicinity of boundary point M
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the mean pressure at this point, determined by Eq. (3) in which
an hydrostatic correction is applied depending on the vertical
distance between point i′ and point M.
PM =
∑
i′ Pi′dSi′∑
i′ dSi′
(3)
3 High-performance SPH solver
For computational cost saving and memory requirement reasons,
the practical implementation of the three dimensional SPH-Flow
requires to use its parallel capability. For the sake of simplicity
and clarity, the parallelization strategy is discussed in the 2D case
two-dimensional point of view; however, the extension to the 3D
case is straightforward and is implemented in SPH-Flow.
The domain decomposition consists in splitting the whole fluid
domain into sub-domains, each sub-domain corresponding to one
dedicated core to which it is allocated at the beginning of the cal-
culation. As its size is adapted during the simulation through a
specific algorithm, each process always has approximately the
same number of particles to treat, in order to make the global cal-
culation as efficient as possible. Let us consider a given process of
interest. This process owns a large number of particles for which
it is able to compute the interactions between particles by discrete
convolutions everywhere except near the boundaries. Indeed, its
neighboring processes contain the missing particles needed for
calculating the SPH interpolation sums (1) and (2) close to the
process boundary. These missing particles are called “foreign
particles”. The neighboring processes must therefore communi-
cate to the process of interest the foreign particle data (position,
velocity, pressure, etc.) in order to enable it to complete the cal-
culation, namely to account for all of the neighbors of its own
particles. Thus, the process of interest has first to communicate
to its neighboring processes the limits of the areas, as shown by
dotted zones in Fig. 2, including the foreign particles that interact
with its own particles. These limits, marked by dashed lines in
Fig. 3, are determined from the particles being the closest to the
process of interest boundaries, and using the interaction radius,
Figure 2 Process of interest with its neighboring processes
Figure 3 Limits of the foreign particle areas
being equal to twice the largest kernel smoothing length with
the chosen cubic spline kernel W . In this process, a dedicated
algorithm ensures to get balanced loads afterwards.
The parallelization strategy by domain decomposition is
achieved using the standard Message Passing Interface, MPI,
library for inter-process communications, with non-blocking
communications. The latter is of particular interest since it makes
possible to achieve simultaneously any operation, dependent or
not on the parallelization itself, and the communications.
Then, the parallel performance of SPH-Flow is evaluated on
several fixed-size problems where the smoothing length h is kept
constant when increasing the number of cores used, and on a
scaled-size problem where h is adapted each time to the number
of cores used. In the fixed-size problem, the number of particles
is kept constant. Thus, the work load per core decreases with the
number of cores. In the scaled-size problem, particle numbers
grow proportionally to the number of cores, resulting in a constant
load per core.
To evaluate this, parallel performances as timing and parallel
efficiency are collected on the Ecole polytechnique fédérale de
Lausanne IBM Blue Gene/L, BGL, high performance computer.
The 8,192 cores consist of 8 mid-planes packed in 4 racks. Each
mid-plane has 512 dual-core computing nodes. Each core is a
PowerPC 440 with 512 MB of memory. Then, the elapsed wall-
clock time t, the compute speedupSp and efficiencyη for different
numbers of particles are measured by Eqs. (4) and (5).
Sp(Nproc) = t(pmin)N(Nproc)
t(Nproc)N(Pmin)
(4)
η(Nproc) = Sp(Nproc)
Nproc
(5)
where Pmin is the minimal number of cores, linearly extrapolated
if not measured, Nproc the number of used cores, N(pmin) the
problem size on pmin cores and N(Nproc) the problem size on
Nproc cores.
4 Impact of a snooker ball
The three dimensional water entry problems are very complex in
terms of flow evolution. The present section studies the academic
case of a sphere, for instance a snooker ball, impacting the free
surface of water, as described experimentally by Laverty (2003),
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Figure 4 Impact of snooker ball, picture by Laverty (2003)
see Fig. 4. Though geometrically simple, sphere impacts con-
stitute difficult problems due to predominant three dimensional
effects. It is one reason why they have been studied almost only
experimentally. The present paper is one of few (Ochi and Mot-
ter 1969; Neumann 1977; Taranukha and Chizhiumov 2001; Reu
and Wang 2004) where a numerical simulation of the slamming
problem is shown and validated.
Nonetheless, through the simulation of this sphere water entry
problem the first aim of this paper is to evaluate high performance
behavior of the SPH-Flow solver.
In the first case’, for the fixed-sized problem, 11 cases starting
from h = 0.076 m for 124,517 particles to h = 0.00158 m for
124,105,571 particles are performed. The largest case with about
124 million particles allows a parallel efficiency of 58% on 2,048
cores. The case with 7.5 million particles exhibits a parallel effi-
ciency of 72% on 128 cores. Finally, the case with 3.5 million
particles reaches a parallel efficiency of 87% on 64 cores. The
speed-up and parallel efficiency on BGL are plotted in Fig. 5 and
Fig. 6 for the fixed-size problem.
In the second case, for the scaled-size problem, the starting
smoothing length is equal to 0.076 m and decreases in such a
way that the number of particles is multiplied by two between
two consecutive simulations, under the constraint to keep a con-
stant load around 120,000 particles per core. It represents the
maximum load available for the simulations to fit the memory
of the BGL computer nodes. The final case is obtained with 124
million particles on 1,024 cores, which was a limit. Actually,
huger case simulations appeared unrealistic due to the structure
of the source code and the low memory per core of BGL.
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Figure 5 Speedup Sp of fixed-size problems with the 11 cases from
124,517 to 124,105,571 particles
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Figure 6 Parallel efficiency η of fixed-size problems with the 11 cases
from 124,517 to 124,105,571 particles
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Figure 7 Speed-up Sp of scaled-size problem with a constant load of
120,000 particles per core
The SPH solver SPH-Flow has a very acceptable speed-up
until 16 cores for the maximum constant load (almost linear up
to 8 cores). For higher number of cores it degrades dramatically.
Actually, when performing a simulation with 120,000 particles
per core, the computational times obtained are almost unchanged
when using from 16 to 1,024 cores, as shown in Fig. 7. By this
way, a bottleneck appears between load balancing, cores com-
munications and low memory per core. After investigation, this
is mainly due to solid boundary treatment whose parallelization
is not fully scalable yet. This has low influence with a few pro-
cesses, but getting to higher and higher numbers of processes, it
becomes a real bottleneck. The implementation of contingency
schemes regarding this aspect is presently undergoing and should
lead to a much higher scalability.
Thus, the existing parallel implementation proves to be effi-
cient in its principle, showing attractive results (close to linear
speedup) for a limited number of cores. This confirms the results
which were obtained up to 32 cores on the Cray XD1 cluster
of Ecole Centrale Nantes (Oger et al. 2007). However, for large
numbers of cores, this implementation has to enhanced and/or
adapted to the Blue Gene architecture to enable e.g. the simulation
of billion particles using all the 8,192 cores of BGL.
4.1 Sensitivity to spatial resolution
For investigating, the sensitivity of the calculation to the spatial
resolution the SPH computational domain is defined by a rigid
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Figure 8 The computational domain
Table 1 Geometric and flow conditions
Water Tank
Diameter 6 m
Density 1,000 kg · m−3
Snooker Ball
Diameter 2 m
Impact Velocity 6 m · s−1
Flow Field Properties
Froude Number Fr 1.354
body, the snooker ball, and a half spherical tank of water, as
shown in Fig. 8. The physical characteristics of the problem to
be solved are summarized in Table 1.
The sensitivity of the predicted flow evolution to the spa-
tial resolution used is estimated by a qualitative evaluation of
the capability of the simulations to capture free surface details.
The spatial resolution is described in terms of the size of the
compact support of the smoothing kernel function W , measured
by the smoothing length h which is proportional to the mean
particle interspaces. Decreasing the smoothing length h means
increasing the number of particles of the computational domain.
Three spatial resolutions are used: coarse, medium and fine, with
about respectively 80, 200 and 1,200 thousands particles in the
corresponding simulations.
The free surface of the water during the impact of the snooker
ball is represented for these three spatial resolutions in Fig. 9
to Fig. 11. For coarse resolution, Fig. 9, the impact seems to
badly reproduce Laverty’s experiment (Laverty 2003) showing
insufficient splash-up with respect to Fig. 4, though the impact
velocity is the same. In particular, the free surface jets are much
less developed. At medium resolution, the characteristic shape
of the jets appears, but their amplitude remains under evaluated.
Figure 9 Coarse, h = 0.09 m, 82,161 particles
Figure 10 Medium, h = 0.0625 m, 197,193 particles
Figure 11 Fine, h = 0.025 m, 1,235,279 particles
However, for fine resolution, Fig. 11, the large jets are much
more developed, and a crown of thin jets appears on top of the
large ones, resulting in the realizing of small drops of water. This
result is this time in good agreement with Laverty’s experimen-
tal result shown in Fig. 4, and with Richardson’s measurements
(Richardson 1948).
Then, the flow analysis of the sphere impact is performed
with the finest spatial resolution used above (1,235,279 particles)
for a good description of the flow evolution. In the first hand,
the following flow analysis allows understanding the behavior of
impact pressures by looking at 4 probes located on the bottom
part of the sphere, at 0.1 m, 0.2 m, 0.3 m and 0.4 m from the
vertical axis. In the second hand, it is interesting to compare the
coefficient which governs the impact force with the literature.
The detail of flow evolution during the snooker ball impact
with the fine resolution are shown from Fig. 12 at t = 0 s to
Fig. 16 at t = 0.4 s.
Both the full fluid domain and a vertical section at the center of
the domain are shown, enabling to observe both the free surface
Figure 12 Snooker ball impact at t = 0 s
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Figure 13 Snooker ball impact at t = 0.014 s
and internal pressure field time history evolution. Visualization
is performed with the open source ParaView-Meshless software
developed at CSCS (Biddiscombe 2007).
At t = 0 s, in Fig. 12, the water is in hydrostatic state and
the snooker ball starts going vertically downward with a constant
velocity of 6 m · s−1.
At t = 0.014 s, in Fig. 13, the snooker ball impinges the free
surface of water as shown by the black high pressure spot at the
bottom of the ball. The latter reaches the first pressure probe
where a high peak is registered at that time, cf. Fig. 17.
The pressure wave then propagates radially downward inside
the tank as it can be observed in Fig. 14. Then it reaches the
bottom of the water tank at t = 0.084.
At t = 0.132 s, the pressure wave reaches back the bottom of
the sphere, see Fig. 15.
At the end of the simulation, after 0.4 s, the snooker ball
reaches the bottom of the tank. The free surface of water is then
developed in a large water splash, as described before, see Fig. 16.
To further analyze the flow evolution, it can be looked at
the behavior of the dimensionless coefficient which governs the
Figure 14 Snooker ball impact at t = 0.084 s
Figure 15 Snooker ball impact at t = 0.132 s
Figure 16 Snooker impact at t = 0.4 s
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Figure 17 Time dependent local pressure profile along four probes
located at the bottom of the snooker ball
impact force: the impact or slamming coefficient, Cs. This coef-
ficient for a sphere impact of constant velocity entry c is defined
by Eq. (6).
Cs = FI1
2ρc
2πR2
(6)
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In 1929, Von-Kármán, first, introduced an approximation of
Cs by assuming the free surface to be flat and steady through-
out the impact process (Von Kármán 1929). The resulting
Von-Kármán Cs−VK is defined by Eq. (7).
Cs−VK = 3.30
(ct
R
)1/2
(7)
In 1932, Wagner updated Von-Kármán coefficient by taking
into account the deformation of the free surface of the water
(Wagner 1932). The resulting Wagner Cs−W is defined by Eq. (8).
Cs−W = 6.03
(ct
R
)1/2
(8)
In 1991, Miloh added a correcting surface wetting factor to the
previous formulation (Miloh 1991). He defined the new analytical
formulation, called Generalized Wagner formulation, and given
in Eq. (9).
Cs−M = 8
√
2
π
C
3
2
w
(ct
R
) 12 − 2.38C2w
(ct
R
)
− 2.0925C 52w
(ct
R
) 32
(9)
where
Cw = 1.327 − 0.154
(ct
R
)
(10)
In 2004, Laverty added new terms in the Generalized Wag-
ner impact coefficient by taking into account the buoyancy force,
as a function of immersion depth, and the added mass of the
sphere, to compare to his experimental results. With this for-
mula, Laverty obtained a very close agreement to his direct
experimental measure through Eq. (6).
Cs = mg − ρg
[
πRC2wD
2(t) − 13πC3wD3(t)
]
1
2ρc
2πR2
+ Cs−M (11)
Then, the SPH impact coefficient CSPH defined by Eq. (6) is
compared to the Von-Kármán, Wagner, and Generalized Wagner
laws and Laverty’s experimental impact coefficients. The result-
ing plot of the impact coefficient versus the dimensionless depth
is shown in Fig. 18. The SPH simulation is in good agreement
with the most complete theories by Miloh and Laverty until a
dimensionless depth of 0.3, and so also with the experiments
which are very close to Eq. (11) results, (Laverty 2003). The
Von kaman
Wagner
Miloh
SPH
ct/R
Cs
3.0
2.0
1.0
0.0
0 0.2 0.4 0.6 [–]
[–]
Laverty
Figure 18 Impact coefficient versus dimensionless depth
simpler theories by Von-Kármán and Wagner lack of descrip-
tion of the flow evolution after the first stage of the impact. For
higher dimensionless depths, SPH results diverge from Miloh
and Laverty formulations. This latter difference is explained by
the fact that a constant velocity is imposed in the SPH simula-
tion, and the viscous effects are not taken into account, whereas
Laverty considered a free fall where the velocity was depending
from the elevation.
5 Impact of a ship Hull
This section presents a validation on the more complex case
of a hull shape impacting the free surface of the water in
forced motion. The experiments concerning this test case have
been performed in the large wave tank, 50 m × 30 m × 5 m
of the Fluid Mechanics Laboratory of Ecole Centrale Nantes,
ECN. A very good repeatability was obtained during the exper-
iments. To the authors’ knowledge, such a comparison with
experimental results on this problem has never been shown in
the literature even though some simulation attempts have been
made, see e.g. the work done by Aquelet et al. following their
paper (Aquelet et al. 2006).
The SPH simulation involves 2,400,000 particles. It has been
performed on 16 cores during 24 hours on the Cray XD1 cluster
of ECN. Figure 19 presents the calculated free surface evolution
during the impact of the ship hull.
This test case represents a good opportunity to test SPH-Flow
on a real engineering application, while most of SPH calcula-
tions discussed in the literature remain prototypal and are usually
t = 0.04 s and t = 0.1 s
t = 0.18 s and t = 0.24 s
t = 0.12 s and t = 0.16 s
Figure 19 Ship hull impact process
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Figure 20 Comparison of impact force between SPH result and ECN
experimental database
applied on simple bi-dimensional test cases. The data of interest
to be compared with experimental result concerns the time depen-
dent impact force FI . The SPH predicted force evolution shows
a fair agreement with the ECN experimental database, as shown
in Fig. 20.
6 Conclusion
In the first hand, this paper presents the implementation and
validation of the parallel SPH code, SPH-Flow, on a high perfor-
mance computer as the Ecole polytechnique fédérale de Lausanne
IBM Blue Gene/L. A very good scalability is found up to 16 pro-
cesses, but the existing SPH code then presents a bottleneck on
this architecture when large numbers of cores are used. Never-
theless, a 124 million particles simulation is performed on 1,024
cores. A billion particles simulation is at aim for the near future.
In the second hand, the analysis of the impact of rigid bodies on
the water free surface at rest is performed. Impact pressure evolu-
tion is analyzed through sensors on the sphere and visualization
inside the flow. The impact coefficient predicted by SPH simu-
lation of the immersion depth is shown, in good agreement with
the analytical formula found in the literature. Finally, a validation
on the realistic case of a hull water entry is performed.
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Notation
S = Width of pressure sensor
c = Velocity
Cs = Impact coefficient
d = Diameter of sphere or tank
FI = Impact force
Fr = c√
gd
= Froude number
g = Gravitational acceleration
h = Kernel smoothing length
m = Particle mass
P = Pressure
R = Radius of sphere
Sp = Speed-up
t = Time
W = Interpolation kernel
x = General point
y = Gravitational coordinate
η = Efficiency
ρ = Density
Subscripts
i = Reference particle
i′ = Projection of i
j = Neighboring particle
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