We extended our earlier study on single strand break (SSB) formation in DNA induced by low-energy electrons that attach to DNA bases' π*-orbitals. In particular, we examined a range of electron energies (E) representative of the Heisenberg width of the lowest π*-resonance state of cytosine, and we considered how the SSB rates depend on E and on the solvation environment. Moreover, we evaluated the adiabatic through-bond electron transfer rate with which the attached electron moves from the base, through the deoxyribose, and onto the phosphate unit. Our findings show that the SSB rate depends significantly on the electron energy E and upon the solvation environment near the DNA base. For example, in solvation characterized by a dielectric constant of 4.9, the rates range from 10 0 to 10 7 s -1 as the electrons' kinetic energy varies from 0.2 to 1.5 eV. We also find that the rate of through-bond electron transfer is not the factor that limits SSB formation; rather, it is the rate at which a barrier is surmounted on the anion's energy surface and it is this barrier that depends on E and on solvation.
I. Introduction
There are many ways by which DNA can be damaged, but in this work we focus only on the effects of free (i.e., nonsolvated) electrons in inducing lesions because recent experimental results 1 have shown that even very low energy electrons may be implicated, although the mechanism by which such damage occurs still needs to be elucidated. It is this mechanistic goal that forms the primary emphasis of this work, which is an extension of our earlier study. 2 A broader perspective about DNA damage can be found in several review sources 3 that overview the other myriad of chemical, radiative, and electron-initiated mechanisms by which DNA suffers damage.
In our earlier effort, we reported 2 results of a theoretical simulation that suggested the mechanism for DNA damage that may be operative in the experiments of ref 1 . Specifically, we suggested that DNA undergoes C-O bond cleavage at the bond connecting the deoxyribose and phosphate units via a mechanism in which a low-energy electron enters a π*-orbital of one of DNA's bases, after which the electron migrates through the adjoining deoxyribose unit and into the σ*-orbital of the C-O bond mentioned above, at which time a single strand break (SSB) occurs producing a carbon radical and a phosphate group anion.
By no means is this mechanism suggested to be dominant or even operative in all cases, but it is likely to be involved in the experiments detailed in ref 1 . These experiments 1 were preformed on DNA samples that had been deposited onto a tantalum substrate and subjected to vacuum desiccation that removed all but ca. 2.5 water molecules per base pair (i.e., the so-called structural water). As a result, these rather dry samples no doubt had countercations closely bound to the DNA's phosphate groups, thus rendering these groups charge neutral and thus not repulsive to an added electron. Such samples are probably best described as having solvation environments more appropriate to a gas-phase sample than to in vivo DNA. Certainly, both the experimental findings and our theoretical study related to such samples of DNA must not be used to draw more general conclusions about DNA in other environments. However, we believe that the results obtained on such DNA can offer insight into what can happen in living organisms under very specific circumstances that we detail later.
The model system treated in ref 2 consisted of the cytosinecontaining fragment shown in Figure 1 but with the negative charge in each phosphate group terminated by protonation, which we used to simulate the presence of the tightly associated countercations that certainly are present in the samples of ref 1 . That is, the system has no net charge prior to attaching a single excess electron and the phosphate groups are neutral.
After placing an electron into the lowest unoccupied molecular orbital (LUMO) of the cytosine unit, 4 we examined the energy landscape of the resulting π*-anion and found that the C-O bond labeled above was much more susceptible to cleavage than it was in the absence of the attached electron. That is, homolytic cleavage of this C-O bond in the absence of the attached electron requires ca. 100 kcal mol -1 . In contrast, for the anion, rupture of this same C-O bond required surmounting only a 13 kcal mol -1 barrier. The origin of this extremely large change in the energy needed to break the C-O bond lies in the very large (ca. 5 eV) electron affinity of the neutralized phosphate group (RO) 2 OP-O that is formed as the C-O bond breaks. Therefore, we suggested that, although the incident electron initially attaches to a base π*-orbital, it eventually makes its way, through the intervening deoxyribose, onto the oxygen atom of the phosphate group formed when the C-O bond breaks. The migration of the electron is illustrated in Figure 2 . Of course, this process also creates a carbon radical center on the deoxyribose, and this radical can subsequently induce further damage in neighboring regions of the DNA.
One might wonder why the incident electrons cannot attach directly to the C-O bond (more correctly, be captured into the σ*-orbital of this bond) and thus cause this bond to break in a more direct manner. Certainly, such dissociative electron attachment processes are known to occur. The problem with this suggestion lies in the fact that, near the equilibrium C-O bond length, the C-O σ*-orbital lies too high in energy to be accessed by the very low energy electrons we studied. At higher electron kinetic energies, direct dissociative electron attachment may be involved, but probably not in the experiments of ref 1 and certainly not in our simulations. However, as we detail later, this σ*-orbital does come into play in the mechanism proposed in ref 2 once the C-O bond becomes elongated (e.g., due to thermal vibrations). In particular, once this bond is stretched sufficiently, the energy of the σ*-anion decreases and allows the attached electron to flow from the cytosine π*-orbital, onto the C-O σ*-orbital, and eventually into the very attractive phosphate group.
Let us now return to our discussion of what our earlier study concluded. Using the ca. 13 kcal mol -1 barrier to C-O bond cleavage on the anion surface mentioned above and estimating the frequency at which the C-O bond vibrates to be 3 × 10 13 s -1 , we predicted the rate for passage over the barrier to be ca. 10 4 s -1 at 298 K, the temperature used in ref 1. Because the intrinsic autodetachment lifetimes of such π*-anion states of DNA bases are thought 4 to be near 10 -13 s, we concluded in ref 2 that SSBs induced by this mechanism would occur for only one in 10 9 attached electrons and thus not pose substantial health concerns if the DNA π*-anions were not further stabilized (e.g., by π-stacking, solvation, or geometric relaxation 5 ). However, additional simulations carried out in ref 2, in which the DNA fragment was strongly solvated (using a solvent dielectric constant of 78) showed that the π*-anion can be rendered stable (i.e., unable to undergo autodetachment), in which case competition between SSB formation and detachment would not take place. Moreover, it was shown that such solvation did not substantially alter the height of the barrier that must be surmounted for C-O bond rupture to occur, so SSB formation was again predicted to occur at a rate of ca. 10 4 s -1 but with unit SSB yield per attached electron. In the present work, we extend these solvation studies to include dielectric constants more representative of what the bases, deoxyribose, and neutralized phosphate groups are likely to experience in living organisms.
Before moving on to discuss this work, it is important to again stress that the entire mechanism studied in ref 2 probably would not be operative if the phosphate groups did not have countercations (or, in our case, protons) tightly bound to render them neutral. Hence, the findings obtained here, which also involve protonating the phosphate groups to facilitate comparison to the experiments of ref 1, will likely only be relevant to DNA molecules in living systems that, at the time of electron attachment, find the phosphate groups nearest the base to which the electron attaches bound to counterions or other positive charges in close proximity.
In the present paper, we extend our earlier study in several directions:
a. We consider a range of energies (0.2-1.5 eV) for attaching the electron to cytosine's lowest π*-orbital, which is found in electron transmission experiments to lie ca. 0.5 eV above 4 the neutral cytosine. Exploring such a range of energies is important because the π*-anion states of DNA's bases are not "sharp" bound states; they are metastable resonance states having finite lifetimes δt (and hence Heisenberg energy widths δE). We need to explore energies spanning the widths of cytosine's π*-resonance state to see how the barrier to C-O bond rupture changes as this energy is varied. As discussed above, knowing this barrier is critical to being able to predict SSB formation rates. The special techniques used to describe an electron having kinetic energy in the 0.2-1.5 eV range that attaches to a base π*-orbital are detailed in the Methods section.
b. We consider a range of solvation environments for the DNA fragment that we use to model the SSB formation process. In ref 2 we considered only nonsolvated and strongly solvated (i.e., ) 78) fragments in order to consider what we believe are likely limiting cases. In the present work, we include other solvation cases including dielectric constants near 4, which likely is more indicative of native DNA. Ultimately, we intend in future work to perform simulations including neighboring (hydrogen bonded and π*-stacked) bases to more properly model the native environment of such DNA fragments. However, we think it prudent to first examine a range of solvation environments to see how the energy barriers and other findings depend on solvation.
c. We use stabilization-type methods 6 to determine the intrinsic rate at which the attached electron moves from the cytosine's π*-orbital, through the dexoyribose, and onto the C-O σ*-orbital. Although the rate-limiting step for forming SSBs turns out to be the rate at which thermal motions cause the C-O bond to access the barrier on the energy surface, it is still important to know how fast the attached electron undergoes this through-bond electron-transfer event. The stabilization method used here allows us to compute the adiabatic rate at which the through-bond electron-transfer process takes place.
II. Methods
Because most of the methods used to carry out these calculations were detailed in ref 2, we will not repeat such a description here. Instead, we will discuss only those methods that are used in this work but that did not appear in our earlier paper.
Because the π*-anion is not an electronically stable species but is metastable with respect to electron loss, we had to take additional measures to make sure that the energy of the anion relative to that of the neutral fragment shown in Figure 1 was correct. That is, to describe attaching a 1.0 eV electron to the π*-orbital of cytosine, we needed to alter our atomic orbital basis set to produce a π*-orbital having an energy of 1.0 eV. We did so by scaling the exponents of the most diffuse π-type basis functions on the atoms within the cytosine ring to generate a lowest π*-orbital on cytosine with this energy. Of course, we had to perform independent orbital exponent scaling to achieve π*-orbital energies of 0.2, 0.3, 0.8, 1.0, 1.3, and 1.5 eV (the specific energies studied here). By scaling the atomic orbital basis functions' exponents, we are able to match the kinetic energy of the incident electron to the total (kinetic plus potential) energy of the electron in the cytosine π*-orbital. This matching is crucial for describing such metastable states.
To describe the effect of surrounding solvent molecules and the π-stacked and hydrogen-bonded bases on the electronic energy and geometry of our model DNA fragment, we employed the polarized continuum (PCM) solvation model 7 within a selfconsistent reaction field treatment, and we performed all calculations using the Gaussian 98 program. 8 Dielectric constants of 1.0, 4.9, 10.4, and 78 were included to gain appreciation for how strongly the most important aspects of the resulting data (e.g., barrier heights, through-bond transfer rates) depend on the solvation strength.
The energy profiles that we obtain as functions of the C-O bond length labeled in Figure 1 describe variation in the electronic energy of the cytosine-containing fragment and its anion with all other geometric degrees of freedom "relaxed" to minimize the energy. In duplex DNA, there clearly are constraints placed on the geometry of the cytosine-dexoyribose-phosphate groups (e.g., hydrogen bonding and π-stacking) that do not allow all geometric parameters to freely vary. As such, the energy profiles we obtain provide lower bounds to the barriers that must be overcome to effect C-O bond cleavage. However, we found that the changes in the remaining bond lengths (<0.04 Å) and valence angles (<5°) are quite small as we "stretch" the C-O bond. Hence, we do not think the unconstrained energy profiles result in qualitatively incorrect barriers.
III. Results
A. Energy Profiles. In Figure 3 , we show plots of the electronic energies of the neutral and π*-anion species with various (PCM) solvent dielectric constants for energies of the attached electron ranging from 0.2 to 1.5 eV. The neutralfragment plots are included to illustrate at what electron energies and solvent conditions the anion is electronically stable and when it is not.
The π*-anion energy profiles in the absence of solvent (i.e., for ) 1.0) suggest that C-O bond rupture requires surmounting a 8-16 kcal mol -1 barrier (depending on the electron energy E) but that the fragmentation process is exothermic in all cases. As discussed earlier, the exothermicity results primarily from the large electron affinity of the neutralized phosphate group -O-PO 3 H 2 generated by bond rupture. In Table 1 , we collect from Figure 3 values of the barrier heights along the C-O bond length for various dielectric constants and various E values, and we show the value of R at which the barrier occurs in each case. Several trends are worth noting:
1. The barrier occurs at nearly the same R-value for all solvents and for all E-values, although there seems to be a trend to smaller R-values at higher E.
2. Among all solvation environments, the barrier ranges from 5 to 28 kcal/mol and is smaller for high E-values than for low E-values. Some of this trend likely derives from the fact that, at higher E, there is more energy present in the anion and thus less energy is needed to access the barrier.
3. Moreover, the barrier tends to grow as the solvation strength increases at low E-values and to decrease as the solvation strength increases at higher E-values.
4. Only for ) 1.0 is the anion electronically metastable; for all other values, the anion lies below the neutral for all R-values and is thus electronically stable.
B. Predicted Rates of SSB Formation. To estimate the rates of SSB formation, we consider the vibrations of the C-O bond that must rupture. As is typical of most C-O single bonds, this bond is found to vibrate at a rate of ca. 3 × 10 13 s -1 . The probability P that this C-O bond stretches, through thermal activation at 298 K, enough to surmount a barrier of ∆E is where ∆E is given in kcal mol -1 and 505 ) 1/R with R being the ideal gas constant R ) 1.98 × 10 -3 kcal (mol K) -1 . Hence, an estimate 9 of the average rate of SSB formation can be obtained by multiplying the vibrational frequency by the probability of accessing the barrier: 3 × 10 13 exp(-∆E(505)/ 298). Using barrier heights ∆E of 5, 10, 15, 20, and 25 kcal mol -1 , which characterize the range shown in Table 1 , we obtain P ) exp(-∆E(505)/298) SSB rates of 6.3 × 10 9 , 1.3 × 10 6 , 2.7 × 10 2 , 6 × 10 -2 , and 1 × 10 -5 s -1 , respectively. As we show in the following section, these rates are slower than the rates at which the attached electron undergoes through-bond electron transfer, and thus it is these rates that we suggest limit the rates of SSB formation whenever the mechanism being examined here is operative.
Recall that the autodetachment lifetimes of π*-anion states of DNA's bases are expected to be ca. 10 -13 s when the base is not solvated or has not undergone relaxation to form the electronically stable anion structure. Also, note from Figure 3 that the π*-anion (of cytosine) is metastable only for ) 1.0. That is, for all the solvent environments considered here, the π*-anion is electronically stable with respect to the neutral DNA fragment. These observations suggest the following: a. For nonsolvated DNA (as used in the experiments of ref 1), only at E-values near 1.5 eV will SSB formation be within 3 orders of magnitude of the autodetachment rate. This likely is why the experiments of ref 1 did not observe appreciable SSB formation at energies below ca. 3.5 eV.
b. For moderately or strongly solvated DNA, the anion is electronically stable so competition with autodetachment is not an issue. In such cases, the rates of SSB formation range over many orders of magnitude, but are usually larger at higher E-values and for smaller dielectric constants. c. For a dielectric constant near 4, which may be representative of native DNA, the SSB rates range from 10 0 to 10 7 s -1 as the electron's kinetic energy varies from 0.2 to 1.5 eV.
C. Rates of Through-Bond Electron Transfer. For each value of the C-O bond length R whose variation plays such a crucial role in the SSB formation event, there are two anion states that need to be considered to examine the through-bond electron-transfer event. The first "diabatic" state consists of the DNA fragment with the excess electron attached to cytosine's π*-orbital at an energy E (that can range from 0.2 to 1.5 eV). The second consists of the DNA fragment with the excess electron occupying the σ*-orbital of the C-O bond. As noted in the Introduction, this latter state lies at much higher energy for R-values near R eq (1.45 Å) because it places two electrons into the C-O bonding orbital and one in the C-O antibonding orbital. However, as the C-O bond is stretched, the energy of this σ*-anion state drops sharply as shown in Figure 4 . In fact, the σ*-anion eventually evolves, at large R, into the phosphate anion and a deoxyribose carbon radical. Because the neutralized phosphate group has a large electron binding energy (ca. 5 eV), this σ*-anion's energy is very low at large R. It is this large electron affinity that provides much of the thermodynamic driving force for C-O bond cleavage in the mechanism treated here.
As the C-O bond length approaches 1.9 Å, the σ*-anion state has decreased enough in energy (because the carbon and oxygen orbitals' overlap has decreased) to render its energy equal to that of the π*-anion. At such R-values, these two diabatic states couple and undergo "avoided crossings" to produce the pairs of adiabatic states whose regions of avoidance are shown in Figure 5 (
for various E-values).
The energy spacing δE between the two adiabatic curves at their point of closest approach can be used to estimate the rate at which the excess electron, originally localized on the cytosine's π*-orbital, moves through the unfilled orbitals of the intervening deoxyribose and into the C-O σ*-orbital. The δE values shown in Figure 5 range from 0.01 to 0.24 eV and correspond to rates of 2 × 10 12 to 6 × 10 13 s -1 . There appears to be no systematic trend in these δE values as the electron energy E varies. It is our feeling that this is probably because it is very difficult to identify that precise geometry at which the π*-and σ*-anion states have their minimum splitting (it is this energy gap that defines δE). As a result, we experience considerable numerical uncertainty in the δE values that we report, but the resultant predicted transfer rate range of 10 12 -10 14 s -1 likely is valid.
Recall that in Figure 2 we showed the singly occupied molecular orbital 10 of our anion fragment near the equilibrium value of R, where the electron occupies the cytosine π*-orbital, and at large R, where the electron resides between the phosphate and sugar groups. It is the rate of this through-bond electrontransfer event that the energy spacings shown in Figure 5 allow us to estimate. The above plots and Figure 2 clearly show that the attached electron can indeed migrate "smoothly" from the π*-orbital of cytosine and onto the phosphate. We again note that the deduced through-bond electron-transfer rates are much faster than the rates at which the barriers shown in Figure 3 are accessed. For this reason, the overall rate of electron migration and of SSB formation will be determined by the rate at which the barriers on the surface are surmounted, not by the throughbond transfer rate.
IV. Summary
Our ab initio simulations have been aimed at studying the rates at which very specific single strand breaks occur in DNA after a free electron attaching to a base within the DNA. The particular mechanism studied here likely will be operative only when the negatively charged phosphate groups closest to the base to which the electron attaches have nearby countercations or some other positive charges that render them neutral. This was, of course, the case for the DNA molecules used in the original experiments 1 that attracted our interest in this phenomenon. Only in such situations will the electron transfer from the base's π*-orbital to the phosphate group be energetically as favorable as in this case.
We view the sequence of events taking place in this mechanism as follows.
1. An electron having kinetic energy E in the range 0.2-1.5 eV (as studied here) attaches to the lowest π*-orbital of cytosine. This state has a maximum in its attachment cross section 4 near 0.5 eV but extends considerably above and below this energy; this is why we compute rates for E values between 0.2 and 1.5 eV for this single resonance state. The incident electron cannot enter the C-O σ*-orbital directly because this orbital's energy is too high when the C-O bond is near its equilibrium distance.
2. In the absence of stabilization due to surrounding hydrogenbonded or π-stacked bases or solvent molecules or even vibrational relaxation, the π*-anion state can undergo electron autodetachment at a rate of ca. 10 13 s -1 .
3. Alternatively, after attachment, the π*-anion may undergo geometric distortion and/or reorganization of the surrounding solvation environment to render this state electronically stable. We find that even modest solvation makes the π*-anion stable, so it is likely that a significant fraction of the nascent π*-anions become stabilized.
4. As the π*-anion's C-O bond vibrates (with frequency ν) under thermal excitation, it has some (albeit low) probability of reaching a critical distortion at which the C-O bond's σ*-orbital and the base's π*-state become nearly degenerate. The energy ∆E required to access such a stretched C-O bond plays a crucial role in determining the rate (given as ν exp(-∆E/ RT)) of C-O bond cleavage and thus of SSB formation. We find these barriers ∆E to vary from ca. 5 to 28 kcal mol -1 ; they are smallest at higher E-values and they depend on the solvation environment as shown in Table 1 . The energies ∆E are, in effect, the reorganization (including solvent and intramolecular relaxation) energy requirements for the electrontransfer event to occur.
5. Once the barrier is reached at the stretched C-O bond length, the attached electron promptly moves, via a throughbond transfer process, from the base's π*-orbital, through the vacant orbitals of the intervening dexoyribose, and onto the C-O bond that eventually cleaves to produce the highly stable phosphate ion. We find that the rate of through-bond electron transfer is faster than the rate of accessing the barrier, so the former is not the rate-limiting step in forming SSBs.
It should be recalled that the samples used in the experiments of ref 1 contained dried DNA, so the degree of solvation in those experiments was quite low. For this reason, the anions formed by electron attachment in those experiments were probably electronically metastable with lifetimes in the 10 -13 s range, as a result of which the yield of SSBs per attached electron was quite low (in fact, SSBs were not even observed at the low E-values considered here although they were at E-values above 3.5 eV). However, because even modest solvation is shown here to render the π*-anion state electronically stable, the yields of SSBs per attached electron can approach unity if the phosphate groups near the base to which the electron attaches are rendered neutral by countercations or other positive charges. Certainly, such is not the case for the vast majority of DNA molecules in living species, but it may occur often enough (e.g., as cations migrate into the neighborhoods of the phosphate groups) to make the mechanism suggested here and in ref 2 important to be aware of.
