Abstract. The polynomial chaos (PC) expansion has been widely used as a surrogate model in the Bayesian inference to speed up the Markov chain Monte Carlo (MCMC) calculations. However, the use of a PC surrogate introduces the modeling error, that may severely distort the estimate of the posterior distribution. This error can be corrected by increasing the order of the PC expansion, but the cost for building the surrogate may increase dramatically. In this work, we seek to address this challenge by proposing an adaptive procedure to construct a multi-fidelity PC surrogate. This new strategy combines (a large number of) low-fidelity surrogate model evaluations and (a small number of) high-fidelity model evaluations, yielding an adaptive multi-fidelity approach. Here the low-fidelity surrogate is chosen as the prior-based PC surrogate, while the high-fidelity model refers to the true forward model. The key idea is to construct and refine the multi-fidelity approach over a sequence of samples adaptively determined form data, so that the approximation can eventually concentrate to the posterior distribution. We illustrate the performance of the proposed strategy through two nonlinear inverse problems. It is shown that the proposed adaptive multi-fidelity approach can improve significantly the accuracy, yet without a dramatic increase in the computational complexity. The numerical results also indicate that our new algorithm can enhance the efficiency by several orders of magnitude compared to a standard MCMC approach using only the true forward model. Key words. Bayesian inverse problems, multi-fidelity polynomial chaos, surrogate modeling, Markov chain Monte Carlo 1. Introduction. Inverse problems are found in many applications, such as heat transfer, geophysics, and medical imaging [8, 15] . One of the central questions in inverse problems is to estimate the unknown parameters or inputs from a set of observations. Solutions to inverse problems are subject to many potential sources of error introduced by approximate mathematical models, noisy data, and limitations in the number of observations; thus it is important to include an assessment of the uncertainties as part of the solution. The Bayesian approach can provide a systematic framework for quantifying the uncertainty in the parameter estimation for inverse problems [15, 33] . In the Bayesian framework, the prior knowledge of the unknown parameters and the forward solver are combined to yield a posterior probability distribution of the model parameters. In this way, the unknown parameters can be characterized by their posterior distributions. Since the posterior is typically not of analytical form and cannot be easily interrogated, many numerical approaches such as Markov chain Monte Carlo (MCMC) methods [2] have been developed. The major challenge of MCMC is the computational burden induced by the repeated evaluations of the forward model; when the model is computationally expensive, the Bayesian approach can quickly become computationally prohibitive.
1. Introduction. Inverse problems are found in many applications, such as heat transfer, geophysics, and medical imaging [8, 15] . One of the central questions in inverse problems is to estimate the unknown parameters or inputs from a set of observations. Solutions to inverse problems are subject to many potential sources of error introduced by approximate mathematical models, noisy data, and limitations in the number of observations; thus it is important to include an assessment of the uncertainties as part of the solution. The Bayesian approach can provide a systematic framework for quantifying the uncertainty in the parameter estimation for inverse problems [15, 33] . In the Bayesian framework, the prior knowledge of the unknown parameters and the forward solver are combined to yield a posterior probability distribution of the model parameters. In this way, the unknown parameters can be characterized by their posterior distributions. Since the posterior is typically not of analytical form and cannot be easily interrogated, many numerical approaches such as Markov chain Monte Carlo (MCMC) methods [2] have been developed. The major challenge of MCMC is the computational burden induced by the repeated evaluations of the forward model; when the model is computationally expensive, the Bayesian approach can quickly become computationally prohibitive.
Computational requirements of MCMC can be reduced by solving a related computationally cheap approximated model. This idea is implemented by surrogate modeling: rather than using the full-order or high-fidelity model of forward problems, one constructs a surrogate of the high-fidelity model, and then to sample from the posterior distribution induced by this surrogate model. Specifically, the surrogate or low-fidelity model is often constructed offline and subsequently used on-line when running the MCMC algorithm. If the surrogate is computationally less expensive, using it in MCMC can dramatically speed up the computational procedure. Many surrogate modeling methods have been successfully employed in this context, for example, projection-type reduced order models [1, 9, 10, 14, 19] , polynomial chaos (PC) [23, 24, 25, 37] and Gaussian process regression [16, 32, 34] , to name a few. Very recently, the theoretical analysis shows that if the surrogate converges at certain rate in the prior-weighted L 2 norm, then the posterior distribution generated by the approximation converges to the true posterior at least two times faster [37, 38] . However, constructing a sufficiently accurate surrogate model over the support of the prior distribution, may not be possible in many practical problems [13, 18] . In particular, when the posterior differs significantly from the prior, constructing such a globally accurate surrogate for high-dimensional, nonlinear problems can in fact be a formidable task. On the other hand, MCMC with surrogate models requires that the surrogates doe not introduce large modeling errors. Or in other words, the surrogate posterior defined by the low-fidelity may be very different from the 'exact' posterior defined by the high-fidelity model. To improve this, one can use two-stage MCMC simulations that leverage low-fidelity models to speed up the sampling as in [3, 7] , or one can continually refine the surrogate during MCMC sampling as in [5, 6, 18] . Another possible approach to improve this is to introduce an additional term that quantifies the error between the surrogate and the forward model, see e.g., [15, 22] . In this approach, the modeling error is modeled as an additive noise term in the Bayesian formulation of the inverse problem, and a low-cost predictor model is constructed using Monte Carlo sampling or statistical learning.
Different from previous works, we shall develop in this work an adaptive multifidelity PC (AMPC) approach for Bayesian inverse problems. The motivation for this study is two folds. On one hand, it is known [21] that if the data contain information beyond what is assumed in the prior, then the PC-based approach can lead to large errors or require excessive computational cost. One the other hand, if the PC surrogate is constructed over the whole prior distribution, the accuracy of the surrogate posterior can generally not be guaranteed. To solve the above problems, our strategy is as following:
• To enhance the accuracy and efficiency of the PC surrogate, we shall construct a multi-fidelity PC surrogate by combining (possibly a much large number of) low-fidelity PC surrogate evaluations and ( a small number of) true model evaluations. Similar ideas have been proposed in different applications such as in [28, 29, 30] .
• We propose an strategy that updates the surrogate adaptively by adopting new available information during the computation procedure. By doing this, the numerical accuracy of the surrogate model is adaptively improved during the sampling process.
To the best of our knowledge, this is the first attempt for adaptive multi-fidelity PC approach for Bayesian inverse problems. Compared to the classical offline approaches where the PC surrogate is built in advance and kept changed during online computations, our strategy is to refine the surrogate model so that a more concentrated region in the parameter space is approximated adaptively. By focusing on the numerical accuracy in a more concentrated region, our multi-fidelity PC surrogate can dramat-ically enhance the approximation accuracy, yet with a relatively lower PC expansion order. Thus, the overall computational complexity can be dramatically reduced. The structure of the paper is as following. In the next section, we shall review the formulation of Bayesian inverse problems and the PC-surrogate based approach for inference accelerating. Section 3 contains the main results, we shall propose an adaptive multi-fidelity PC approach to speed up MCMC sampling. In section 4, we use two nonlinear inverse problems to demonstrate the accuracy and efficiency of the proposed method. We finally give some concluding remarks in Section 5.
2. Background and problem setup. In this section, we first give a brief overview of the Bayesian inverse problems. Then we will introduce a surrogate modeling approach via polynomial chaos expansion to accelerate the Bayesian inference.
2.1. Bayesian inverse problems. In this paper, we are interested in the problem of estimating an unknown parameter Z ∈ R nz from indirect observations d ∈ R n d . In the Bayesian framework, the prior belief about the parameter Z is encoded in the prior probability distribution π(z), and the distribution of the Z conditioned on the data d, i.e., the posterior distribution π(z|d) follows the Bayes' rule,
where π(d|z) is the likelihood function and ∝ denotes proportionality up to a scaling constant depends only on d (but not on Z). For notational convenience, we denote by π d (z) the posterior density π(z|d) and by L(z) the likelihood function π(d|z). Then, (2.1) can be written as
The likelihood L(z) is constructed by the forward model from Z to d:
where the forward model G yields predictions of the data as a function of parameters, and the components of e are i.i.d. random variables that account the observation noises. Now, the likelihood L(z) can be obtained by
Notice that if the forward model G is nonlinear, the expression of the likelihood yields a posterior distribution that cannot be written in a closed form. Standard MCMC methods, e.g. Metropolis-Hastings (MH) sampler, have been extensively used to sample such unknown posterior distributions. However, MCMC requires a large numbers of repeated evaluations of the likelihood function L(z), and hence relied on repeated evaluations of the forward model G, which can be very expensive. Thus, it is of great importance to construct a relatively cheaper "surrogate" of the forward model in the offline [9] . In the next section, we will review the most commonly used polynomial chaos (PC) surrogate approach [11, 17, 36] .
Polynomial chaos expansions.
In order to simplify the discussion and without loss of generality, in this section, we describe the PC approximation to the forward model G for n d = 1. When n d > 1, the procedure will be applied to each component of G. We first assume that the components of the uncertain parameter vector Z = (Z 1 , · · · , Z nz ) are mutually independent and Z i has marginal probability density π i (z i ) : where {c m } are the unknown expansion coefficients, and the basis functions {Φ m } are orthonormal under the density π, that is,
The finite set of multi-indices Λ N is defined as
This specifies a set of polynomials {Φ m } m∈ΛN such that their total degree m 1 is smaller than or equal to a chosen N -the so called total degree space. The degree of freedom of this space is
Eq. (2.5) can also be written as
The above equation implicitly assumes a linear ordering of the elements:
The main issue in using PC expansion is to efficiently evaluate the unknown coefficients {c m }. In this paper, we use weighted discrete least square method [27] to estimate these coefficients. In the discrete least square method (LSM) [4, 26, 35, 39] , one first chooses a set of nodes
⊂ Γ, where Q ≥ M is the number of nodes. The standard LSM seeks to find the PCE coefficients by solving the optimization problem
(2.9)
This problem can be written algebraically c = arg min 
T ∈ R Q is the vector of samples of G(Z). One can also introduce weights in the least squares formulation. Let W = diag(w 1 , · · · , w Q ) be a diagonal matrix with positive entries, a weighted formulation can be written as
In this paper, we consider this formulation with
[27] to construct the prior-based PC surrogate.
It well-known that the particular sampling strategies for the LSM can dramatically influences the accuracy of the expansion coefficients [12] . In this work, the samples z i , i = 1, · · · , Q are chosen as i.i.d. samples from a degree-asymptotic density inspired by [27] . Specifically, when π(z) is uniform measure on Γ = [−1, 1] nz we choose z i to be sampled from the tensor-product Chebyshev density, and when π(z) is the Gaussian measure on R nz we choose the sampling distribution of z i to have support on the R nz unit ball with radius √ 2N . We refer to [27] for details on this latter sampling density.
PC-surrogate based MCMC sampling.
It is clear that after obtaining the approximation of {c m }, one has an explicit functional form G N . We can then replace the froward model G in (2.2) by its approximation G N , and obtain the surrogate posterior
where π(z) is again the prior density of Z and L N is the approximate likelihood function defined as 13) where G N,i is the i-th component of G N . The pseudocode to draw m samples from the approximate posterior distribution π d N (z) using Metropolis-Hastings method is given in Algorithm 1. There, a proposal density q is used to draw the next candidate sample. We note that the performance of MCMC depends heavily on the choice of proposal density q, and a wide range of proposal densities can be used in Algorithm 1. The optimal choice of the proposal density is beyond the scope of this work.
The main advantage of the prior-based surrogate method is that, upon obtaining an accurate approximation G N , whose evaluation is inexpensive compared to the forward model G, the approximate posterior density π d N (z) can be evaluated for a large number of samples, without resorting to additional simulations of the forward problem. However, simply replacing the full model G with a surrogate model G N can lead to a bad approximation quality of MCMC solution. As in practice, one can only afford PC expansions with small or moderate PC orders due to the computational complexity (see [21] and Eq. (2.7)). This can obvious introduce a possibly large model error unless the problem is well represented by a low-order PC. If the model error is large, then there might be an dramatic difference between the surrogate posterior and the true posterior [21] . On the other hand, MCMC using the accuracy forward model simulation often leads to computational demands that exceed available resources. To Algorithm 1 Metropolis-Hastings algorithm using surrogate model.
Require:
The surrogate G N ; a proposal density q, the number of samples m; and a starting points z 0 ;
Draw candidate z * from proposal q(·|z i−1 ), then evaluate the acceptance probability using the surrogate model
Accept z * by setting z i = z * 5:
Reject z * by setting z i = z i−1
7:
end if 8: end for balance accuracy and efficiency, it is desirable to construct a multi-fidelity model to accelerate the solution of MCMC, namely, one combining ( a small number of) high-fidelity model evaluations (possibly the true model) and (possibly a much larger number of) low-fidelity model evaluations to construct a multi-fidelity surrogate. The key idea of the multi-fidelity approach is that the low-fidelity surrogate model (represented by u L thereafter) is leveraged for speedup while the true forward model (which is called the high-fidelity model and represented by u H thereafter) is kept in the MCMC to establish accuracy guarantees [30] .
3. Adaptive multi-fidelity polynomial chaos approach.
3.1. Multi-fidelity PC based on LSM. In this section, we shall give a brief overview of multi-fidelity polynomial chaos based on LSM. Further details can be found in [28, 29] . Suppose that we have a high-fidelity model u H that estimates the output with very high accuracy (in this work we shall use the true forward model solver as the high-fidelity model u H ). We also define a low-fidelity model u L that estimates the same output with a lower accuracy than the high fidelity model u H . The multi-fidelity approach was originally proposed to enhance the accuracy of a lowfidelity surrogate using supplementary observations of high-fidelity models. The main idea is to correct the low-fidelity simulation model using a correction term C :
Here the unknown coefficients of the additive correction terms u C m can be calculated by the least squares method. By solving the PC expansions of the correction term, a multi-fidelity model can be approximated via
where u L m and u C m are PC coefficients of the low-fidelity and the correction expansions, respectively.
Notice that the construction of u C m requires evaluations of the computationally expensive, the true forward model u H , and therefore the number of this type of evaluations should be much less than the low-fidelity evaluations. Hence the indices of correction expansion must be a subset of low-fidelity expansion indices. For example, consider the total degree polynomial space, to construct an N th order multi-fidelity expansion, one can use an N -th order low-fidelity expansion combined with an N C -th order (N C ≤ N ) correction expansion. The multi-fidelity PC expansion can then be expressed as
In this way, the multi-fidelity PC introduces an efficient PC approach where the lowerorder indices of the low-fidelity PC coefficients are corrected through high-fidelity computations. When N C = N , all of coefficients will be corrected. The details are shown in Algorithm 2.
Notice that if the multi-fidelity PC u M is constructed over the whole prior distribution (and kept unchanged), its accuracy for later procedures can generally not be guaranteed. While our main concern in Bayesian inference is the posterior distribution, and thus, it would be suffice to require that u M is accurate enough only in the posterior density region (while no need to ensure its accuracy everywhere). However, estimation of the high-probability posterior density region is nontrivial as the solution of the inverse problem is unknown until data are available. Consequently, we shall propose below an adaptive strategy that makes use of immediate data to adaptively build the multi-fidelity surrogate.
3.2. Adaptive multi-fidelity PC-based MCMC sampling. In this section, we shall propose our adaptive sampling framework for constructing the multi-fidelity PC surrogate. Our strategy contains the following steps:
• Initialization: set an initial multi-fidelity surrogate u
• Then, with the surrogate u M 0 , we can efficiently run MCMC to sample the approximated posterior distribution for a certain number of steps to get the samples {z 1 , ..., z m−1 }. Then, the last state z m−1 will be used as a proposal candidate, and the acceptance probability for this candidate is computed based on the high-fidelity model u H (the true forward model). In doing this, we can obtain a new accept parameter z * , which is expected to be much closer Algorithm 3 Adaptive multi-fidelity PC-based MH algorithm Require: Given the subchain length m, the maximum allowable number of iterations I max , the error threshold tol, an initial radius R and a constant ρ. The prior-based PC surrogate G N , the high-fidelity model u H = G and a proposal density q. Propose z * ∼ q(·|z m−1 ), then evaluation the acceptance probability using highfidelity model u
Evaluate u L (z m ) and compute the relative error err using Eq. (3.4)
if err ≥ tol then
8:
Select Q random points {x i } ∈ B(z m , R) and construct the multi-fidelity model u M using Algorithm 2 9:
end if
11:
Let z 0 = z m and X n = X n−1 {z 1 , · · · , z m } 12: end for 13: return Posterior samples X Imax to the posterior region than other samples. We then compute the following relative error
• If the error indicator err exceeds the user-given threshold tol, we shall refine the multi-fidelity model u M using Algorithm 2. In particular, we shall choose Q random points {x i } Q i=1 to perform the true model evaluations and then construct a new multi-fidelity model via (3.3) . If the error indicator err less than tol, we treat the low-fidelity model as a sufficiently accurate approximation to high-fidelity model. This process will be further repeated I max times.
• The posterior samples can then be generated by gathering all the samples in the above procedures. The detailed algorithm for the above adaptive approach is summarized in Algorithm 3. In line 3 of Algorithm 3, we first sample the approximated posterior distribution based on the surrogate model u L for a certain number of steps using the standard Metropolis-Hastings algorithm. The goal is to generate m − 1 samples so that the initial sample points and the last point are uncorrelated. In lines 4-5, the last sample points z m−1 is used as a candidate sample and the acceptance probability is computed using the high-fidelity model u H . The refine procedure for u M is the most critical part in Algorithm 3. To do this, in line 6, we evaluate the surrogate models and compute the relative error err using Eq. (3.4). Lines 7-10 describe the adaptation of the construction of multi-fidelity surrogate at z m . When the relative error is less than tol, we suppose that the surrogate model is accurate enough and thus it is used directly to accept/reject the proposal. Otherwise, we shall update the current surrogate model. To this end, we choose Q random points {x i } in a ball centered at z m , i.e., x i ∈ B(z m , R) := x : x − z m ∞ ≤ R . The number of points Q depends on the order of the correction expansions N C . For instance, if u M is constructed in the total degree space, we shall use Q = 2 * NC +nz nz points to compute the expansion coefficients.
The choice of the radius R is also a crucial part. Notice that at early iterations, the sample point z m might be far away from the high posterior probability region, and thus we could use a relative large value of R. While at later iterations, the refinement procedure will push the samples to approach the high probability density regions, meaning that we should use a relative small R. This motivates us to introduce a constant ρ ≤ 1 to control the radius R in line 9. Notice that in each iteration, the radius R will be reduced by a proportion ρ. In our numerical experiments, the Q random points for each iteration are chosen as x i = z m + ρRξ i , where ξ i ∼ U (−1, 1). In this way, a small number of high-fidelity model evaluations are used to update the multi-fidelity PC surrogate, and the evaluations are expected to locate within the high probability region of the inference problem, thus enhance the efficiency whenever the posterior is concentrated.
Numerical Examples.
In this section, we present two practical PDE inverse problems to illustrate the accuracy and efficiency of the adaptive multi-fidelity PC approach. The first example is adapted from [18, 24, 37] , where a 2D heat source inversion problem is considered. The parametric dimension of this problem is set as n z = 2, and this allows us to use higher polynomial orders to construct an accurate prior-based PC surrogate. Although in this case our AMPC approach does not significantly reduce the computation time (compared to the prior-based PC method), it do offer significant improvement in the accuracy. The second example is the inferring of the diffusion coefficient in an elliptic PDE with nine random parameters [6] . This is a more challenging problem, since constructing a global accurate prior-based PC surrogate is very expensive due to the high dimension of the parametric space. We shall use this example to show that our approach can dramatically enhance both the efficiency and the accuracy, compared to the prior-based PC method.
In all our tests, unless otherwise specified, we shall use the following parameters N C = 2, R = 0.2, ρ = 0.5, tol = 1 × 10 −3 . We shall run the AMPC approach using Algorithm 3 for I max = 10 iterations, with a subchain length m = 5, 000. We shall provide comparisons between AMPC and the prior-based PC approach [38] . To make a fair comparison, we shall run the prior-based PC approach for 50, 000 iterations. Moreover, the MCMC simulation results using the high-fidelity model (referred as the conventional MCMC approach) will also be conducted, and this is used as the reference solution to evaluate the accuracy and efficiency of the two methods (AMPC and the prior-based PC approach). For all algorithms, the same Gaussian proposal distribution will be used. To present the numerical results, the last 30, 000 realizations will be used to compute the relevant statistical quantities. All the computations are performed using MATLAB 2015a on an Intel-i5 desktop computer. The goal is to determine the source location Z = (Z 1 , Z 2 ) from noisy measurements of the u-field at a finite set of locations and times. Here c D α t (0 < α < 1) denotes the Caputo fractional derivative of order α with respect to t and it is defined by [31] 
where Γ(·) is the Gamma function. Here the Caputo fractional derivative of order α is chosen as 0.8.
In the numerical simulation, we shall use a finite difference/ spectral approximations ( [20] ) with time step ∆t = 0.01 and polynomial degree P = 6 to solve the equation (4.1). Then, the simulation data are generated by adding independent random noise N (0, σ 2 ) to the deterministic simulation results at a uniform 3 × 3 sensor network. At each sensor location, two measurements are taken at time t = 0.25 and t = 0.75, which corresponds to a total of 18 measurements. The prior on Z reflects a uniform probability assignment over the entire domain of possible source locations, i.e., Z i ∼ U (0, 1). Note that the standard deviation σ may be difficult to quantify directly, especially when the experiment for data acquisition is not repetitive. In this section, the noise level σ is assumed to be unknown and an inverse Gamma distribution with parameters (1 × 10 −3 , 1 × 10 −3 ) is assumed for σ 2 . In order not to commit an 'inverse crime', we generate the data by solving the forward problem at a much finer mesh than that is used in the inversion (P = 10).
4.1.1. Determine the source location Z when α is known. With this test we shall show that the AMPC approach can improve the accuracy of the prior-based PC approach without a significantly increase in computational time. We set the exact source location as (0.25, 0.75) and set the standard deviation as σ = 0.2. To better present the results, we shall perform the following three-types of approaches: • The conventional MCMC, or the direct MCMC approach based the forward model evaluations. This approach is supposed to be time consuming, yet with high accuracy. The associated solution can be viewed as a reference solution.
• The MCMC approach with a prior-based PC surrogate -the prior-based PC approach for short.
• The AMPC approach presented in Section 3. In our computations, the initial guess for Z and σ are chosen as (0, 0) and 1, respectively. For the AMPC surrogate, we first construct a prior-based PC surrogate = 12 random points in the region B(z * , R) to refine the multi-fidelity PC surrogate u M 0 . Then this procedure is further repeated 10 times (or until the threshold is reached). We first show how the locations of the samples (the points in parameter space at which the high-fidelity model are evaluated ) evolve in our adaptive procedure. As shown in Figure 4 .1 (Left), although 20 model evaluation points (red color) are used in the prior-based PC method, none of them actually fall in the region of significant posterior probability. This is one of the main drawbacks of the priorbased PC surrogate. In contrast, with the adaptive multi-fidelity approach ( Figure  4.1, right) , 6 of the 12 model evaluations (red points) occur in the important region of the posterior distribution for the first iteration. In the third iteration, almost all of the evaluation points (green points) fall into the important region of the posterior distribution.
Next we investigate the convergence behavior of the prior-based PC approach and our AMPC approach. Notice that the accuracy and computational cost of the prior-based PC method depend on the order of the PC expansion. We have shown in Figure 4 .2 the one and two dimension marginal posterior distributions of the three parameters by the prior-based PC approach with varying N . Very close agreement with the true solution is observed with N = 6, and this agreement improves further with N = 9. However, a lower order PC expansion (N =3) results in a very poor density estimate. The corresponding results obtained by AMPC are shown in Figure  4 .3. The black-solid lines are the marginal posterior probability densities estimated by the conventional MCMC (the reference solution), and the red and blue-solid lines represent the approximations by the AMPC approach with N = 6 and N = 3, respectively. It is clearly shown that the AMPC approach results in good approximation to the reference solution. Even with a lower order PC expansion N = 3, the posterior density obtained by AMPC agrees well with the reference solution. By comparing Figures 4.2 and 4 .3, we learn that, with the same order of PC expansion, the approximation results using AMPC are much more accurate that those using the prior-based PC method.
The computational times, in seconds, given by three different approaches are presented in Table 4 .1. The main computational time in the prior-based PC approach is the offline high-fidelity model evaluations. The number of such model evaluations for with N = {9, 6, 3} are 110, 56 and 20, respectively. Upon obtaining the priorbased PC surrogate, the online MCMC simulation of the is very cheap as it does not require any high-fidelity model (the true forward model) evaluations. For the AMPC, however, we indeed need the online high-fidelity model simulations. Nevertheless, in contrast to 5 × 10 4 high-fidelity model evaluations in the conventional MCMC, the number of high-fidelity model evaluations for the AMPC approach with N = {6, 3} are only 32 and 56, respectively. As can be seen from the five columns of Table 4 .1, the AMPC approach does not significantly increase the computation time compared to the prior-based PC approach, yet it offers significant improvement in the accuracy. With the same accuracy, the AMPC approach actually uses much less high-fidelity model evaluations than the prior-based PC approach (with N = 9) and the conventional MCMC. This confirms the efficiency of the AMPC approach.
It is well-known that the smaller the standard deviation in the noise distributions is, the more accurate the prior-based PC surrogate should be constructed, otherwise, the error between the true posterior and its approximation reduced by the surrogate model could be very large [38] . To investigate the influence of the variance of the measurement error, we run the example with σ = 0.05. The corresponding results are shown in Figures 4.4-4 .5. Compare with Figure 4 .2, it is expected to see that the prior-based PC approach with N = 3 yields significantly worse results for σ = 0.05. In contrast, the approximated posterior distributions computed with the AMPC approach with N = 3 and 6 are shown in Figure 4 .5. We can see that the AMPC approach can provide much improved results in this situation.
We finally plot the relative errors err with the number of iteration in Figure 4 .6. The effect of the threshold tol is also investigated in this figure. For tol = 1 × 10 −3 , it is shown that the relative error decays with respect to the number of iterations. For tol = 1 × 10 −4 , we notice that the error decreases exponentially up to the third iteration and then oscillates slightly around 5 × 10 −5 . Note that the refinement occurs whenever err exceed the threshold tol. It is observed that a lower tol can result in higher accuracy approach, however, the computational cost is also enhanced due to more high-fidelity model evaluations.
4.1.2. Determine the source location Z when α is unknown. In this section, we assume that the fractional order α in the model (4.1) is unknown. Thus the purpose is to recover is Z = (Z 0 , Z 1 , α) ∈ R 3 . We set a uniform prior for Z = (Z 0 , Z 1 , α) on the parameter space [0, 1] 3 . To generate data for the inversion, the 'true' parameter is choose to be (Z 0 = 0.25, Z 1 = 0.75, α = 0.5). In our compu- The posterior densities of components Z = {Z 0 , Z 1 , α} with σ = 0.05 noise are shown in Figure 4 .7. As expected, a poor estimate is obtained by the prior-based PC approach with a lower order N , while the AMPC approach admits a much improved result. The computational times given by three different approaches are presented in Table 4 .2. For the prior-based PC approach, we notice that even with N = 6 (meaning that the number of model evaluations are about two times than that of the AMPC approach with N = 2), it failed to obtain an accurate approximation as in the AMPC approach (see Figure 4 .7). Meanwhile, the results by AMPC approach agree well with the conventional MCMC approach, but its computational time is only a very small portion of that of the conventional MCMC approach. To see this, with N = 2 and Q = 60 online high-fidelity evaluation, the AMPC approach uses only 11.7s for 5 × 10 4 MCMC iterations. In contrast, for the same number of MCMC iterations the conventional MCMC approach needs 4483.7s ≈ 1.25h. Therefore, the speedup of the AMPC approach over the conventional approach is dramatic. Also, the AMPC approach with N = 6 (18.7s) and N = 2 (11.7s) is significantly faster for online computations compared to the prior-based PC approach with N = 10 (26.7s).
We now investigate the sensitivity of the numerical results with respect to the threshold tol. The one dimension marginal posterior distributions by the AMPC approach are illustrated in 2 , and we consider the following elliptic PDE
We set the source as f (x) = 100 sin(πx 1 ) sin(πx 2 ). The goal here is to recover the permeability κ(x) from a set of noise measurements of u. In our simulations, the permeability field is projected onto a set of radial basis functions (RBF), and hence the inference is carried out on the weights {κ i } of the RBF bases:
are the centers of the RBF. The prior distributions on each of the weights κ i , i = 1, · · · , 9 are assumed to be independent and log-normal, i.e., log(κ i ) ∼ N (0, 1). To avoid the inverse crime, the true weight is drawn from log(κ i ) ∼ U (−5, 5). The measurements of u are generated by selecting the values of the states at 81 measurement sensors evenly distributed over [0.1, 0.9] 2 with grid spacing 0.1. The true permeability field that is used to generate the test data, and the corresponding output data are shown in Fig.4 .10. The observational errors are set to be additive and Gaussian:
where δ dictates the noise level and ξ j is a Gaussian random variable with zero mean and unit standard deviation. Notice that in this example, the parameters are far away from the prior, and thus one would expect a bad approximation with the prior-based PC approach due to the lack of global accuracy of the PC surrogate.
The comparison results between the conventional MCMC and the prior-based PC approach is shown in Figure 4 .11. It is clear seen that the prior-based PC approach admits very large approximation error, due to the fact that the parameter is far away from what is assumed in the prior. The CPU time of evaluating the conventional MCMC is 1492.2s (see Table 4 .3), while the CPU time of prior-based PC method with N = 2 is about 11.4s. Although the a prior-based PC approach can gain the computational efficiency, the estimation accuracy cannot be guaranteed. To improve this, one can increase the PC order N . However, when the order increases, the cost of constructing the prior-based PC surrogate becomes increasingly expensive for this high dimensional problem. To see this, consider the case with N = 7, one requires 2, 880 offline model evaluations -resulting an offline CPU time 1246.7s.
Similar comparison results between the conventional MCMC and the AMPC approach are shown in Figure 4 .12. It is not surprising that even with a lower PC order N = 2, the AMPC approach admits a rather accurate result. As shown in Figure 4 .12, the conditional means obtained by the conventional MCMC and the AMPC approach agree very well. This confirms the accuracy of the AMPC approach.
In Table 4 .3, we also learn that building a prior-based PC surrogate with N = 2 (resp. N = 7) requires an offline CPU time of 2.9s (resp. 1246.7s), whereas its online evaluation requires 11.4s (resp. 241.2s). This reflects the major drawback for the prior-based PC approach for high-dimensional problems: the overall CPU time increase fast with respect to the polynomial order N. In contrast, for the AMPC approach with N = 2, the offline and online CPU times are 2.9s and 38.7s, respectively. Meaning that the AMPC approach can provide with much more accurate results, yet with less computational time. This indicates that the AMPC approach is more efficient than the prior-based PC approach for solving high dimension problems.
5. Summary. We propose an adaptive procedure to construct a multi-fidelity PC surrogate for Bayesian inference of inverse problems. This new strategy combines (a large number of) low-fidelity surrogate model evaluations and (a small number of) high-fidelity model evaluations, yielding an adaptive multi-fidelity approach. Here the low-fidelity surrogate is chosen as the prior-based PC surrogate, while the highfidelity model refers to the true forward model. The key idea is to construct and refine the multi-fidelity approach over a sequence of samples adaptively determined form data, so that the approximation can eventually concentrate to the posterior distribution. The performance of the proposed strategy has been illustrated through two nonlinear inverse problems. It is shown that the proposed adaptive multi-fidelity approach can improve significantly the accuracy, yet without a dramatic increase in the computational complexity. Future studies along this direction include the theoretical analysis of the multi-fidelity approach and its applications to more complex inverse problems.
