In this paper we consider tests for nonlinear time series, which are motivated by the notion of serial dependence. The proposed tests are based on comparisons with the quantile spectral density, which can be considered as a quantile version of the usual spectral density function. The quantile spectral density 'measures' the sequential dependence structure of a time series, and is well defined under relatively weak mixing conditions. We propose an estimator for the quantile spectral density and derive its asympototic sampling properties. We use the quantile spectral density to construct a goodness of fit test for time series and explain how this test can also be used for comparing the sequential dependence structure of two time series. The asymptotic sampling properties of the test statistic is derived under the null and an alternative. Furthermore, a bootstrap procedure it proposed to obtain a finite sample approximation. The method is illustrated with simulations and some real data examples.
Introduction
The analysis of most time series is based on a set of assumptions, which in practice need to be tested. This is usually done through a goodness of fit test. The majority of goodness of fit tests for time series are based on fitting the conjectured model to the data, estimating the residuals of the model and testing for lack of correlation, normally with a Ljung-Box type test (see for example, Anderson (1993) and Hong (1996) ). Chen and Deo (2004) propose a test based on the spectral density, and Hallin and Puri (1992) propose robust tests based on ranks. If one restricts the class of models to just linear time series models, then these tests can correctly identify the model. However, problems can arise, if one widens the class of models and allow for nonlinear time series. For example, if the time series were to satisfy an ARCH process, then it will be uncorrelated, but it is not independent. Furthermore, the squares will satisfy an autoregressive representation, with errors which are martingale differences. Therefore, correlation based test for nonlinear time series models may not identify the model. Neumann and Paparoditis (2008) propose a goodness of fit test for Markov time series models based on the one step ahead transition distribution. But this test is specifically for Markov models. An alternative approach is to generalise the notion of correlation to measuring the general dependence between pairs of random variables in a time series. This notion is usually called serial dependence, and can be traced dates back to Hoeffding (1948) . Skaug and Tjøstheim (1993) and Hong (2000) use this definition to test for serial independence of a time series. Hong (1998) takes these notions further, and generalises the spectral density to sequential dependence. He does this by defining the generalised spectral density, which is the Fourier transform of the characteristic function of pair-wise dependent data. He uses this device in Hong (1998) and Hong and Lee (2003) to test for goodness of fit of a time series model, mainly through the analysis of the estimated residuals. However, sometimes the residuals cannot be or are not easy to estimate. For example, it is possible to estimate the residuals of an ARCH (X t = Z t σ t ), possible but difficult with a GARCH and usually impossible for many models of the type X t = g(X t−1 , ε t ).
In this paper, we use the notion of serial dependence to test for goodness of fit, but without estimating the residuals. In Section 2.1 we motivate our test by considering the Microsoft daily log return data and compare it with the GARCH(1, 1) model (one of the standard models for such data sets). We show that though the GARCH model seems to model well some of the stylised facts of this data, ie. the uncorrelatedness of the data and positive correlation in the absolute values, if one made a deeper analysis and compared the correlation of other transformations such as cov(I(X t ≤ x), I(X t+r ≤ y)) (where I denotes the indictator function), there is large difference between the data and GARCH model. This motivates us to define the quantile autocovariance function and the quantile spectral density. The quantile spectral density can be considered as a measure of serial dependence of a time series. In Sections 2.2 and 2.3 we propose a method for estimating the quantile spectral density, and use the quantile spectral density as the basis of a test which compares the quantile spectral density estimator with the spectral density estimator under the null hypothesis. The asymptotic sampling properties of the quantile spectral density estimator are derived in Section 3.1. Recently there have been several articles defining and estimating the spectral density of sequential dependence. In particular, Li (2008) , Hagemann (2011) and Dette, Hallin, Kley, and Volgushav (2011) define spectral density functions similar to the quantile spectral density, however these authors, estimate the periodogram and the quantile spectral density using L 1 methods. In contrast, our approach is motivated by the definition of the periodogram, this leads to an estimator of the quantile spectral density with an analytic form, thus can easily be used in both goodness of fit and other tests. However, it is interesting, and rather surprising, to note that the L 1 estimator proposed in Dette et al. (2011) and our estimator of the quantile spectral density share similar asymptotic properties. In Section 3.2 we derive the asymptotic sampling properties of the test statistic. An advantage of our approach is that it can easily be extended to test other quantities, for example with a small adaption it can be used to test for equality of serial dependence of two time series, this is considered in Section 4. In Section 5 we propose a bootstrap method for estimating the finite sampling distribution of the test statistic under the null. The proofs can be found in the Appendix and technical report.
2 The quantile spectral density and the test statistic
Motivation
To motivate our approach, we analyze the Microsoft daily log returns (MSFT) between March 1986 -June 2003, which we denote as {X t }. One argument for fitting GARCH types models to financial data is their ability to model the so called 'stylised facts' seen in such data sets. We now demonstrate why this is the case for the MSFT data (see Zivot (2009) ). Using the maximim likelihood, the GARCH model which best fits the log differences of the MSFT is X t = µ + ε t , where t = σ t Z t , σ 2 t = a 0 + a 1 ε 2 t−1 + bσ 2 t−1 ({Z t } are independent, identically distributed standard normal random variables), with µ = 1.56 × 10 −3 , a 0 = 1.03 × 10 −5 , a 1 = 0.06 and b = 0.925.
In Figure 1 we give the sample autocorrelation plots of {X t } and {|X t |}, together with the autocorrelation plots of the corresponding GARCH(1, 1) model. Comparing the two plots, it appears that the GARCH(1, 1) captures the 'stylised facts' in the Microsoft data, such as the near zero autocorrelation of the observations and the persistant positive autocorrelations of the absolute log returns. However, if we want to check the suitability of the GARCH model for modelling the general pair-wise dependence structure, that is the joint distribution of (X s , X t ) for all s and t (often called sequential dependence), then we need to look beyond the covariance of {X t } and {|X t |}. To make a more general comparison we transform the data into indicator variables {I(X t ≤ x)} and check the correlation structure of the indicator variables over various x. For example, define the multivariate vector time series Y t = (I(X t ≤ q 0.1 ), I(X t < q 0.5 ), I(X t ≤ q 0.9 )), where q α denotes the estimated α-percentile of X t . Plots of the cross-covariances of Y t and the corresponding GARCH model (with Gaussian innovations) are given in Figure 2 . In Figure  2 , there are clear differences in the dependence structure of the data and the GARCH model. The 10th, 50th and 90th percentiles correspond to large negative, zero and large positive values of X t (big negative change, no change and large positive changes in the returns). In order to do the analysis, we will use the following observations. By using that cov(I(X 0 ≤ x), I(X r ≤ y)) =
From Figure 2 we observe:
• The ACF of I(X t ≤ q 0.5 ) of the GARCH is zero. This is due to the symmetry of the GARCH process: given the event X 0 ≤ 0, we have equal chance X r > 0 and X r < 0 (ie. cov(I(X 0 ≤ 0), I(X r ≤ 0)) = −cov(I(X 0 ≤ 0), I(X r > 0))). This means that cov(I(X 0 ≤ 0), I(X r ≤ 0)) = 0. On the other hand, for the MSFT data we see that there is a clear positive correlation in the sample autocorrelation of {I(X t < 0)}. One interpretation for this behaviour, is that a decrease in consecutive values, is likely to lead to future decreases.
• The cross correlation cov(I(X 0 < q 0.1 ), I(X r < q 0.9 )), where {X t } comes from a GARCH is symmetric, ie. cov(I(X 0 < q 0.1 ), I(X r < q 0.9 )) = cov(I(X 0 < q 0.1 ), I(X −r < q 0.9 )). On the other hand, the corresponding sample cross-correlations of the MSFT is not symmetric. Thus the GARCH process is time reversible, whereas it appears that the MSFT data may not be.
The cross and autocovariances in Figure 2 are a graphical representation of the serial dependence structure of the time series. These plots suggest that for the MSFT data the GARCH model may not be the most appropriate model, especially if validity is based on modelling the serial dependence structure. In the sections below we will test this.
The quantile spectral density function
We now formalise the discussion above. Let us suppose that {X t } is a strictly stationary time series. It is obvious that the cross covariance of the indicator functions {I(X t ≤ x), I(X t ≤ y)} is Skaug and Tjøstheim (1993) and Hong (2000) use a similar quantity to test for serial independence of a time series. We call C r (·) the quantile covariance. If {X t } is an α-mixing time series with mixing rate s > 1 (s is defined in Assumption 3.1, below) it can be shown that sup x,y r |cov(I(X 0 ≤ x), I(X r ≤ y))| < ∞, thus for all x, y ∈ R, it's Fourier transform
is well defined. Since G(x, y; ω) can be considered as the cross-spectral density of {I(X t < x), I(X t < y)}, we call G(·) the quantile spectral density.
Properties of the quantile spectral density
The quantile spectral density carries all the information about the serial dependence structure of the time series. For example (i) if {X t } is serially independent, then G does not depend on ω and G(x, y; ω) = ρ(x, y) (ii) if for all r, the distribution function of (X 0 , X r ) is identical to the distribution function of (X 0 , X −r ), then G(·) will be real and (iii) for any given x and y, G gives information about any periodicities that may exists at a given threshold. In addition, G(·) captures the covariance structure of any transformation of {X t } . For example, consider the transformation {h(X t )}, then it is straightforward to show that the spectral density of the time series {h(X t )} is
Of course, G(x, y; ω) only captures the serial dependency, and may miss higher order structure. Only in the case that {X t } is Markovian, does G(x, y; ω) capture the entire joint distribution of {X t }.
Remark 2.1 The quantile spectral density is closely related to the generalised spectral density introduced in Hong (1998) . He defines the generalised spectral density as h(x, y; ω) = r cov(exp(ixX 0 ), exp(iyX r )) exp(irω). Essentially, this is the Fourier transform of the characteristic function of pairwise distributions minus their marginals, therefore the relationship between the quantile spectral density and the generalised spectral density is analogous to that between the distribution function and the characteristic function of a random variable. Hong (1998 Hong ( , 2003 uses the generalised spectral density as a tool in various tests goodness of fit tests, which are mainly based on the residual. On the other hand, the goodness of fit test that we propose, is based on checking for similarity between the estimated quantile spectral density and the proposed spectral density.
Remark 2.2 (The Copula spectral density) A closely related quantity to the quantile spectral density is the copula spectral density, which is defined as
where
Thus, unlike the quantile spectral density, the copula spectral density is invariant to any monotonic transformation of {X t }, for example mean and variance shifts. By considering the ranks of {X t }, the methods detailed in the section below can also be used to estimate G C . Dette et al. (2011) have recently proposed L 1 -methods for estimating G C , and the asymptotic sampling properties have been derived for this estimator.
In Figures 3, 4 and 5 we plot the quantile spectral density for the autoregressive (X t = 0.9X t−1 + Z t ), ARCH (X t = σ t Z t with σ 2 t = 1/1.9+0.9X 2 t−1 ) and squared ARCH, with independent, identically distributed (iid) Gaussian innovations Z t . The diagonals are of G(x, x; ω), the lower triangle contains the real part of G(x, y; ω) and the upper triangle the imaginary part of G(x, y; ω). We observe that the AR and ARCH quantile spectral densities are very different. The AR has a similar shape for all x, whereas for the ARCH, it is flat (like the spectral density of uncorrelated data) at about the 50% percentile, but moves away from flatness at the extremes. Furthermore, recalling that the AR and ARCH squared have the same spectral density (if the moments of the ARCH squared exists), there is a large difference between the quantile spectral density of the AR and the ARCH squared.
Estimating the quantile spectral density
The quantile spectral density G(x, y; ω) can be considered as the cross spectral density of the bivariate time series {I(X t ≤ x), I(Y t ≤ y)}. Therefore, our estimator of G(x, y; ω) is motivated by the classical cross spectral. To do this we define the class of lag windows we shall use.
Definition 2.1 The lag window takes the form
, 1] and zero otherwise. This class of lag windows is quite large, and includes the truncated window, the Bartlett window and general Tukey window (see, for example, Priestley (1981) Section 6.2.3 for properties of these lag windows).
To obtain an estimator of G, we define the centralised, transformed variable
, and use as an estimator of G
The test statistic
The proposed test is based on the fit of the estimated quantile spectral density to the conjectured quantile spectral density. More precisely, we test
, where G is the quantile spectral density of
Thus under the null the marginal distribution is F 0 (·) and the joint distribution is F 0,r (·). We use the quadratic distance to measure the distance between the estimated quantile spectral density and the conjectured spectral density, and define the test statistic as
where the above immediately follows from Parseval's theorem. The choice of lag window will have an influence on the type of alternatives the test can detect. For example, the truncated window (λ(u) = I [−1,1] (u)) gives equal weights to all the quantile covariances, whereas the Bartlett window (λ(u) = (1 − |u|)I [−1,1] (u)) gives more weight to the lower order lags. Therefore the tests ability to detect the alternative will depend on which lags of the quantile covariance deviates the most from the null, and the weight the lag window places on these. We derive the asymptotic distribution of Q T in Section 3.2.
Remark 2.3 The test can be adapted to be invariant to monotonic transformations (such as shifts of mean and variance). This can be done by replacing the quantile spectral density with the copula spectral density G C (·) defined in (1). In this case the null is H 0 :
where we estimate G T,C (u 1 , u 2 ; ω k ) in the same way as we have estimated G T in (2) but replace {X t } t with {F T (X t )} t . The distribution of Q T,C is beyond the scope of the current paper.
Sampling properties
In this section we derive the sampling properties of the quantile spectral density G T and the test statistic Q T . We will use the α-mixing assumptions below.
Assumption 3.1 Let us suppose that {X t } is a strictly stationary α-mixing time series such that
where α(r) are the mixing coefficients which satisfy α(r) ≤ K|r| −s for some s > 2.
Sampling properties of G T
In the following lemma we derive the limiting distribution of G T , this will allow us to construct point wise confidence intervals for G.
Theorem 3.1 Suppose Assumption 3.1 holds. Then
and for 0 < ω k < π we have
where M → ∞ and M/T → 0 as T → ∞,
and
Thus, if
Thus Q T,3 measures the deviation of the alternative from the null hypothesis, and shifts the mean of the test statistic.
Theorem 3.3 Suppose that Assumption 3.1 holds, and for all r, sup x,y |C 0,r (x, y)| ≤ K|r| −(2+δ) , for some δ > 0. Under the alternative hypothesis we have
where M → ∞ and √ M /T → 0 as T → ∞, and
The theorem above tells us that the mean of the test statistic is shifted the further the alternative is from the null. Interestingly, we observe from the definition of Λ T (·), that the variance also depends on the difference between the null and alternative. However, for a fixed alternative, the power of the test converges to 100% as the sample size grow.
Testing for equality of serial dependence of two time series
The above test statistic can easily be adapted to test other hypothesis. In this section, we consider one such example, and test for equality of serial dependence between two time series. Let us suppose that {U t } and {V t } are two stationary time series, and we wish to test whether they have the same sequential dependence structure. Using the same motivation as that for the the goodness of fit test described above we define the test statistic
where G 1,T and G 2,T are the quantile spectral density estimators based on {U t } and {V t } respectively and F is any distribution function. In order to obtain the limiting distribution under the null hypothesis we have H 0 : G 1 (x, y; ω) = G 2 (x, y; ω) and the alternative H A : G 1 (x, y; ω) = G 2 (x, y; ω) we expand P T
Therefore, using the above expansion under the null hypothesis we have
where the moments are
, with
By using identical arguments as those used in the proof of Theorem 3.2, under the null hypothesis we have
Using the above result, we test for equality of sequential dependence, that is we reject the null hypothesis at the α-
The limiting distribution of the alternative can be derived using the same methods as those used to derive the limiting distribution of Q T under its alternative. It can be shown that
where 2L 1,T + 2L 2,T can be approximated by a quadratic form. Using this quadratic approximation, asymptotic normality of the above can be shown. Thus under a fixed alternative the power grows to 100% as T → ∞.
Remark 4.1 We can easily adapt our method to test that the distributions of (X 0 , X r ) and (X −r , X 0 ) are identical for all r (ie. F r (x, y) = F −r (x, y)). This implies that the imaginary part of the quantile spectral density G(·) is zero over all x, y and ω. In this case, we use the test statistic
where F is some distribution, and by using identical methods to those derived above we can obtain the limiting distribution of the test under the null. It is worth mentioning that Dette et al. (2011) also discuss the impact time reversibility has on the quantile spectral density.
Bootstrap approximation
The asymptotic normality result that we use to obtain the p-value of the test statisic Q T is only an approximation. For small samples, the normality approximation may not be particularly good, mainly because Q T is a positive random variable, whose distribution will be skewed. This may well lead to more false positive than we can control for in our type I error.
To correct for this, we propose estimating the finite sample distribution of Q T using a frequency domain bootstrap procedure. In a multivariate time series, the periodogram matrix at the fundamental frequencies asymptotically follow a Wishart distribution, moreover for our purposes they are close enough to be independent such that we don't loose too much information by treating them as independent (observe that the asymptotic variance of the test statistic Q T is only in terms of the pair-wise distributions and does not contain any higher order dependencies). Thus motivated by the frequency domain bootstrap methods proposed in Hurvich and Zeger (1987) and Franke and Härdle (1992) for univariate data and Berkowitz and Diebold (1998) and Dette and Paparoditis (2009) for multivariate data, we propose the following bootstrap scheme to obtain an estimate of the finite sample distribution under the null hypothesis. Let x 1 < · · · < x q be a finite discretisation of the real line (noting that we approximate Q T with the discretisation
We observe that under the null hypothesis that G Z (ω) will be the spectral density matrix of the multivariate q-dimensional time series
. Thus we use the transformation of X t into a high dimensional multivariate time series to construct the the bootstrap distribution.
The steps of the frequency domain bootrap for the test statistic Q T are as follows:
Step 1: Generate T independent matrices I *
and W C and W R denote the complex and real Wishart distributions.
Step 2: Construct the bootstrap quantile spectral density matrix estimators withĜ *
Step 3: Obtain the bootstrap test statistic
Step 4: Approximate the distribution of Q T under the null by using the empirical distribution of the bootstrap sample {Q * T }.
Step 5: Based on the bootstrap distribution estimate the p-value of Q T .
We illustrate our procedure in Figure 6 , for this example we use the quantile spectral density G 0 , based on an ARCH(1) (X t = Z t σ t and σ
, where a 0 = 1/1.9, a 1 = 0.9, Z t are iid standard normal random variables and T = 500. A plot of the normal approximation, the density of Q T (which is estimated and based on 500 replications) and the bootstrap estimator of the density (along with their rejection regions) is given in Figure 6 . We observe that the skew in the finite sample distribution means that the normal distribution is under estimating the location of the rejection region. However, the bootstrap approximation appears to capture relatively well the finite sample distribution, and approximate well the rejection region. Since the bootstrap scheme is based on sampling from iid random variables, we can write the bootstrap test statistic as a quadratic form. Thus by using Lee and Subba Rao (2010) , asymptotic normality of Q * T can be shown with mean and variance given in (4). Hence the limiting distribution of the bootstrap statistic and limiting distribution of the test statistic Q T , under the null, coincide.
Simulations and Real data examples 6.1 Simulations
In this section we conduct a simulation study. In order to determine the effectiveness of the test we will use two different models that have the same first and second order structure (thus a test based on the covariance structure would not be able to distinguish between them). In particular, we will consider the AR(1) model X t = µ + aX t−1 + ε t and the squares of the ARCH(1) model Y t = a 0 + aY t−1 + (Z 2 t − 1)(a 0 + aY t−1 ), where {ε t } and {Z t } are iid zero mean Gaussian random variables with var(Z t ) = 1 and µ and var(ε t ) chosen such that X t and Y t have the same mean and covariance structure. Note that in the simulation we only consider a ≤ 0.55, so that the spectral density of the squared ARCH exists. For each model we did 1000 replications and the tests was done at both the α = 0.1 and α = 0.05 level.
In our simulations we used the Bartlett window, compared the test for various M and used both the normal approximation and the proposed bootstrap procedure. The results for H 0 : AR(1) against the alternative H A : ARCH(1) (various a, fixing a 0 = 0.4) are given in Table 2 and 3. The results for H 0 : ARCH(1) against H A : AR(1) are given in Table 4 and 5. We use the sample sizes T = 100 and 500.
As expected under the null hypothesis the null hypothesis tends to over reject, whereas the bootstrap gives a better approximation of the significance level. There appears to be very little difference in the behaviour under the null for various values of a and between the AR and the ARCH. Under the alternative, the power seems to be quite high even for quite small samples. The only model where the power is not close to 100% is when a = 0.3, sample size T = 100, the null is an AR(1) and the alternative is an ARCH(1). This can be explained by the fact that for small values of a, both the AR and the ARCH models are relatively close to independent observations, thus making it relatively difficult to reject the null.
Real Data
In this section we consider the the Microsoft daily return data (March, 1986 -June, 2003 discussed in Section 2.1 and the Intel monthly log return data (January 1973 -December 2003 . In the analysis below we will test whether the GARCH and ARCH models are appropriate for the Microsoft and Intel data, respectively. We use the Bartlett window.
A plot of the estimated G T together with the piece-wise confidence intervals (obtained using the results in Theorem 3.1) and the corresponding quantile spectral density of the GARCH(1,1) is given in Figure 7 for the Microsoft data. It is clear from the plot that the GARCH(1, 1) model with coefficients evaluated using the maximum likelihood estimator is not the appropriate model to fit to this data. The plots suggest that the main deviation from the GARCH(1, 1) arises at about x, y = 0, This observation is confirmed by the results of our test. Using various values of M ranging from 30 − 70, the p-value corresponding to Q T is almost zero with both the normal approximation and also the Bootstrap method. Therefore, from our analysis it seems that the GARCH(1, 1) is not a suitable model for modelling the Microsoft daily returns from 1986-2003.
We now consider the second data set, the Intel monthly log returns from 1973 -2003 . Tsay (2005 propose fitting an ARCH(1) (with Gaussian innovations) model to this data, and maximum likelihood yields the estimators µ = 0.0166, a 0 = 0.0125 and a 1 = 0.363, where X t = µ + ε t , ε t = σ t Z t and σ 2 t = a 0 + a 1 ε 2 t−1 . A plot of the estimated G T with the piece-wise confidence intervals together the quantile spectral density of the ARCH(1) model is given in Figure 8 . We observe that quantile spectral density of the ARCH model lies in the confidence intervals for almost all frequencies. These observations are confirmed by the proposed goodness of fit test. A summary of the results for various M , using both the normal approximation and the bootstrap method is given in Table 1 . The p-values for the normal approximation tend to be smaller than the p-values of the bootstrap method, this is probably due to the skew in the finite sample distribution which results in smaller p-values. However, both the normal approximation and the bootstrap give relatively large p-values for all values of M . Therefore there is not enough evidence to reject the null. This backs the claims in Tsay (2005) that the ARCH(1) may be an appropriate model for the the Intel data. 
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A Proofs
To obtain the sampling properties ofĜ T (·) and Q T (under both the null and alternative), we first replace the empirical distribution functionF T (x), with the true distribution and show that the error is negligible. Define the zero mean, transformed variableZ t (x) = I(X t ≤ x) − F (x), where F (·) denotes the marginal distribution of {X t }. In addition defineC r (x, y) = 1 T tZ t (x)Z t+r (y),
In the proofs below we shall use the notation X r = (E(|X| r )) 1/r . We first show that replacinĝ F T (x) with F (x) does not affect the asymptotic sampling properties of G T (·) and Q T .
Lemma A.1 Suppose Assumption 3.1 holds. Then we have
PROOF. We first observe that
Substituting the above intoĜ
Using
in (10), we obtain the desired result for (8).
To prove (9) note that
Thus substituting (10) into the above gives
For all r ≥ 2, we have
), substituting this into the above gives
, and the desired result.
PROOF of Theorem 3.1 To show asymptotic normality of G T (·), we first replace G T withG T , by (8) the replacement error is O p (
M T
). Thus G T andG T have the same asymptotic distribution and we can show how asymptotic normality of G T by consideringG T (·) instead. To show asymptotic normality ofG T we use identical methods to those in Lee and Subba Rao (2011) , where, since {I(X t < x)} are bounded random variables, we can use Ibragimov's covariance bounds for bounded random variables. To obtain the limiting variance we note that under Assumption 3.1, since s > 2, we have that r |r| · |cov(I(X 0 ≤ x), I(X r ≤ y))| < ∞ and r 1 ,r 2 ,r 2
(1 + |r j |)|cum(I(X 0 ≤ x 0 ), I(X r 1 ≤ x 1 ), I(X r 2 ≤ x 2 ), I(X r 3 ≤ x 3 ))| < ∞. Thus, the assumptions in Brillinger (1981) , Theorem 3.4.3 are satisfied, which allows us to obtain the stated limiting variance.
We use the following lemma to obtain a bound for the variance of Q T .
Lemma A.2 Let the lag window be defined as in Definition 2.1 and suppose h 1 (·) and h 2 (·) are bounded functions. Then we have
PROOF. To simplify notation we prove the result for the truncated lag window λ(u) = I [−1,1] (u), but a similar result can also be proven for lag windows which satisfy Definition 2.1. In the proof we use the following two identities
We start by expanding ∆ M and using the above, to give
Substituting the above and (13) into (11) gives
This proves (11). To prove (12) we observe that by a change of variables (v 1 = u 1 − u 2 and
Now by substituting (14) and (13) into the above gives L 2 = O(1). Thus we have obtained the desired result.
PROOF Lemma 3.1 We first evalulate the expectation of Q T . By using Lemma A.1 we have
Under Assumption 3.1, we have that r |r| · |cov(I(X 0 ≤ x), I(X r ≤ y))| < ∞ and r 1 ,r 2 ,r 2 (1 + |r j |)|cum(I(X 0 ≤ x 0 ), I(X r 1 ≤ x 1 ), I(X r 2 ≤ x 2 ), I(X r 3 ≤ x 3 ))| < ∞. Therefore we can apply Brillinger (1981) , Theorem 3.4.3 to obtain
This gives us an asymptotic expression for the expectation. We now obtain an expression for the variance. Replacing Z t (·) withZ t (·) gives
where J k,x =J T (x; ω k ),
To obtain an expression for the variance we start by expanding II 1
We use (Brillinger, 1981) , Theorem 3.4.3 to obtain the following expression for II 1,1
Therefore by using (11) we have
. We now consider II 1,2 , by using a similar method we have
By using (12) 
, which follows from (Brillinger, 1981) , Theorem 3.4.3. This leads to
because of ∆(θ) = ∆(−θ) and interchangeability of integrals about (x 1 , x 2 , y 1 , y 2 ). With a similar method, one can show that II 1,6 . . . , II 1,9 are all dominated by II 1,1 and II 1,5 Altogether this
Using the identical argument with the above, we can show that
To bound II 3 we recall that
By using the method of indecomposable partitions (see (Brillinger, 1981) , Theorem 2.3.2) to partition the above cumulant of products into the product of cumulants. This together with (Brillinger, 1981) 
A.1 Proof of Theorem 3.2
Now we show that Q T can be approximated by the sum of martingale differences, this will allow us to use the martingale central limit theorem to prove Theorem 3.2.
We first define the martingale difference decomposition ofZ
, where for t > 0 we have F t = σ(X t , X t−1 , . . . , X 1 ) and for t ≤ 0 we let F t = σ(1), and M j (s) = 0 for j ≥ s. Using the above notation we define the random variable
where A = {(t 1 − j 1 , t 1 + r − j 2 , t 2 − j 3 , t 2 + r − j 4 ) are all different }.
Theorem A.1 Suppose Assumption 3.1 holds, S T is defined as in (15) and the null hypothesis is true. Then we have
and for all r ≥ 2 S T r = O(
PROOF. We prove the result using a combination of iterative martingales and Burkholder's inequality for martingale differences. We note that for r ≥ 2 we have
where F t = σ(X t , X t−1 , . . . , X 1 ), which follows from Ibragimov's inequality. Substituting the representation
where X denotes the centralised random variable X − E(X) (note that M j (s) = 0 for s ≤ 0). We now partition the above sum into several cases, where we treat j 1 , . . . , j 4 as free and condition on t 1 , t 2 and r:
(ii) B = {(t 1 , t 2 , r) such that (t 1 − j 1 = t 1 + r − j 2 ) and (t 2 − j 3 = t 2 + r − j 4 )}.
(iii) C = {(t 1 , t 2 , r) such that (t 1 − j 1 ) = (t 2 − j 3 ) or (t 2 + r − j 4 ) and (t 1 + r − j 2 ) = (t 1 − j 1 )}.
(iv) D = {(t 1 , t 2 , r) such that (t 1 +r −j 2 ) = (t 2 −j 3 ) or (t 2 +r −j 4 ) and (t 1 −j 1 ) = (t 1 +r −j 2 )}.
(v) E = {(t 1 , t 2 , r) such that (t 2 − j 3 ) = (t 1 − j 1 ) or (t 1 + r − j 2 ) and (t 2 + r − j 4 = t 2 − j 3 )}.
(iv) F = {(t 1 , t 2 , r) such that (t 2 +r −j 4 ) = (t 1 −j 2 ) or (t 1 +r −j 2 ) and (t 2 −j 3 ) = (t 2 +r −j 4 )}.
where To bound A (x,y) j 1 ,j 2 ;i (t 1 − j 1 − i) q , we repeatedly use Ibragimov's inequality and (16) to give
To prove the result we use the martingale central limit theorem on
To do this, we use the same decompositions of I A , as that used in the proof of Theorem A.1. We set S T,i := I A,i , recalling that
where A i is an ordering of {t 1 − j 1 , t 1 + r − j 2 , t 2 − j 3 , t 2 + r − j 4 }. We show that S T,i can be written as the sum of martingale differences. First consider S T,1 , this can be written as
, where with a change of variables we have
is defined similar to above). Therefore, altogether S T is the sum of martingale differences, where
, and 24 i=1 U k,i ∈ σ(X k , X k−1 , . . .) are the martingale differences. Therefore under the conditions in Theorem A.1 we have
T 2 ).
These approximations will allow us to use the martingale central limit theorem to prove asymptotic normality, which requires the following lemma.
Lemma A.3 Suppose that Assumption 3.1 holds. Then for all 1 ≤ i ≤ 24 and 1 ≤ k ≤ T we have
1
G(x 1 , x 2 ; θ i )G(y 1 , y 2 ; θ i )dθ i 2 j=1 dF 0 (x j )dF 0 (y j ) (19) and 1 Figure 6: The fine line is the standard normal (with the 5% rejection line), the thick solid line is the finite sample density of the test statistic (with 5% rejection region) and the thick dashed line is the bootstrap approximation (with 5% rejection region). 
