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We numerically investigate nucleation processes in the transient dynamics of the two-dimensional
complex Ginzburg–Landau equation towards its “frozen” state with stationary spiral structures. We
study the transition kinetics from either the defect turbulence regime or random initial configurations
to the frozen state with a well-defined low density of quasi-stationary topological defects. Nucleation
events of spiral structures are monitored using the characteristic length between the emerging shock
fronts. We study two distinct situations, namely either when the system is quenched far away from
the transition limit or near it. In the former deeply quenched case, the average nucleation time for
different system sizes is measured over many independent realizations. We employ an extrapolation
method as well as a phenomenological formula to account for and eliminate finite-size effects. The
non-zero (dimensionless) barrier for the nucleation of single spiral droplets in the extrapolated
infinite system size limit suggests that the transition to the frozen state is discontinuous. We also
investigate the nucleation of spirals for systems that are quenched close to but beyond the crossover
limit, and of target waves which emerge if a specific spatial inhomogeneity is introduced. In either of
these cases, we observe long, “fat” tails in the distribution of nucleation times, which also supports
a discontinuous transition scenario.
I. INTRODUCTION
Spontaneous spatial structure formation, as well as its
inverse process, the dynamical destruction of patterns
through spatio-temporal chaos, are of considerable in-
terest, especially in far-from-equilibrium systems. These
phenomena are encountered in condensed matter physics,
chemistry, and biology. Studies of this topic have bene-
fited from the recent development of careful experiments,
as well as analytic and numerical tools. Non-equilibrium
spatial patterns often emerge due to linear system in-
stabilities that are induced by varying some control pa-
rameter(s) beyond certain thresholds [1, 2]. The term
“ideal pattern” is defined to represent the spatially peri-
odic structure of an infinitely extended system. Defects,
which can generally be viewed as any departure from
this ideal pattern, constitute important “real pattern”
effects. Their structures may reflect the topological char-
acteristics of the ideal patterns in a (quasi-)stationary
dynamical state. For example, the stationary kinetics in
non-equilibrium steady states as well as the relaxation
towards such stationary regimes are often governed by
the properties of topological defects in these non-linear
dynamical systems. Indeed, the onset of spatio-temporal
chaos in excitable or oscillatory media can trigger the
appearance of topological defects, which are point-like
objects in two dimensions, but can be extended in higher
dimensions. A striking example are the famous chemi-
cal oscillations in the Belousov–Zhabotinsky (BZ) reac-
tions [3–7], where the defect points emit spiral chemical
waves. Such striking wave patterns are also observed in
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spatially extended stochastic population dynamics, e.g.,
the stochastic May–Leonard model with three cyclically
competing species [8–11]. Other types of topological de-
fects are encountered in driven systems maintaining non-
linear traveling waves such as Rayleigh–Be´nard convec-
tion in planar nematic liquid crystals [12, 13], or electro-
convecting nematic liquid crystals [14]. Here the defects
constitute dislocations in the roll pattern of the traveling
waves [15].
A simple, generic description of many pattern-forming
systems is afforded through the complex Ginzburg–
Landau equation (CGL). Indeed, the CGL is considered
to at least represent the “kernel” of many amplitude
equation models [16] that have been employed to charac-
terize spontaneous spatial pattern formation [15, 17]. A
large number of numerical studies of the CGL in two di-
mensions has been performed over the past three decades,
and uncovered a wide variety of intriguing dynamical
behavior upon varying certain control parameters. In
this work, we mostly consider the transition from the
“defect-mediated turbulence” state with strong spatio-
temporal fluctuations to the so-called “frozen” state dis-
playing beautiful stationary spiral wave patterns that re-
semble structures observed in two-dimensional oscillating
media (e.g., the BZ reactions and the stochastic May–
Leonard model). Only a few previous studies have ad-
dressed the transition dynamics between these two states,
namely the crossover from the strongly fluctuating into
a dynamically frozen state [18]. This process is thought
to be important for controlling spatio-temporal chaos in
spatially extended systems [19, 20]. The inverse transi-
tion has been also observed in a real BZ reaction with
an open reactor [21]. The transition between turbulent
and frozen spiral states can be altered by adding a chi-
ral symmetry breaking term into the right-hand-side of
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2the CGL [22], which also modifies the specific form of
the dynamical equation and hence the phase diagram.
To obtain a better understanding of the accompanying
transient processes, we aim for a quantitative characteri-
zation of the transition dynamics, where one switches the
control parameters beyond a transition limit in parame-
ter space. The defect-mediated turbulence state is thus
rendered meta-stable, and well-established spiral struc-
tures emerge. As pointed out in Ref. [18], when turbu-
lence becomes transient, the onset of the formation of
spiral wave structures can be viewed as a nucleation pro-
cess. The authors of Ref. [18] primarily investigated situ-
ations where the control parameters were chosen near the
crossover regime, and hence the defect-mediated turbu-
lence state becomes just unstable. In the present study,
we conversely also consider sudden parameter switches
which represent deep quenches into the stable frozen state
regime. Based on our numerical results and subsequent
finite-size extrapolation analysis, we obtain evidence for a
non-vanishing nucleation barrier for the formation of spi-
ral structures. Consequently we conclude that the tran-
sition from the defect turbulence to the quasi-stationary
frozen state is of a discontinuous nature.
In addition to spiral wave structures, reaction-diffusion
systems may also exhibit “target wave patterns” in the
presence of spatial inhomogeneities. For example, the BZ
reaction supports target waves if a dust grain or other
impurity is inserted [3, 5]. According to Refs. [23, 24], a
pacemaker is needed to stabilize the resulting wave pat-
tern. However, target patterns can also emerge in a ho-
mogeneous system if it is subjected to perturbations with
oscillating concentrations [23–26]. The singularity point
in the defect center will assume this trigger role for sta-
ble spiral structures, whence spontaneous creation and
annihilation of defect pairs may occur. Those pacemak-
ers or nucleation centers ensure that the internal regions
of those heterogeneous nuclei will maintain an effectively
higher oscillation frequency than the outside bulk of the
oscillatory medium, which is the reason why a local inho-
mogeneity is needed to generate target waves. However,
in contrast to rotating spirals, target waves take a con-
centric circular shape, and propagate radially outward
from their source. Previous work indicated that target
waves are characterized by a vanishing topological charge
[27], in distinction to the positively or negatively charged
(oriented) spirals. There are also intriguing studies of
spatiotemporal chaos control through target waves [28].
Thus, in this work we also study target wave nucleation
and compare this scenario with the aforementioned spiral
droplet nucleation.
This paper is structured as follows: A general review of
the CGL model is presented in section II; section III de-
scribes our numerical scheme as well as the methodology
we devised to characterize the spatial scale of the CGL
system, especially when it contains “droplet” nucleating
structures, and to determine the nucleation time distri-
bution. In section IV, we implement our algorithm and
numerical analysis to study spontaneous spiral droplet
nucleation events in two-dimensional CGL systems sub-
ject to two distinct quench protocols: namely either from
fully randomized initial conditions, or from initial config-
urations that correspond to stationary states in the defect
turbulence region. Target wave nucleation with an artifi-
cially prepared pacemaker are investigated and analyzed
in section V. Finally, we summarize our results in the
concluding section VI.
II. MODEL DESCRIPTION
A general description of non-linear driven-dissipative
systems is afforded by the complex Ginzburg–Landau
equation in terms of a complex field A(x, t) [29–31].
A(x, t) provides the amplitude and phase of the lowest
Fourier mode of a characteristic quantity C(x, t) describ-
ing the system. Therefore, C(x, t) can be decomposed as:
C(x, t) = C0 +A(x, t)e
iω0t + c.c.+ h.o.t., (1)
where C0 is a constant, c.c. means complex conjuga-
tion, and h.o.t. denotes higher-order terms. Furthermore,
compared with the frequency scale ω0, the complex field
A(x, t) is assumed to be slowly varying. A(x, t) is often
called order parameter, and obeys the CGL which can be
written in a rescaled form:
∂tA(x, t) = A(x, t) + (1 + ib)∇2A(x, t)
−(1 + ic)|A(x, t)|2A(x, t), (2)
with real constants b and c that characterize the linear
and non-linear dispersion, respectively. Here, the pa-
rameters that describe the deviation from the transition
threshold, the diffusivity, and the non-linear saturation
have been rescaled to 1. Note that the frequency shift
(the imaginary part of the coefficient of the linear term)
is eliminated by gauge symmetry. Eq. (2) is invariant
under the transformation (A, b, c) → (A∗,−b,−c) [32].
Therefore, we only need to consider half of the parame-
ter space in the b-c plane and can directly predict same
behavior of the system from this mapping; for example,
in the two-dimensional (b, c) parameter space, the first
and third quadrants are equivalent due to that invariance
transformation. The first and third quadrants are labeled
“defocusing quadrants”, since the associated spiral waves
rotate along the same direction as the equi-phase lines (or
spiral arms). The second and fourth quadrants are corre-
spondingly called “focusing quadrants”, and yield spirals
that rotate inversely with respect to the defocusing quad-
rants. We shall restrict ourselves to the focusing case in
this paper.
The CGL (2) describes spatially extended systems
whose homogeneous state is oscillatory around the
threshold of a super-critical Hopf bifurcation, e.g., for
which the stable stationary dynamical state becomes a
global limit cycle. The isotropic non-linear partial dif-
ferential equation (2) reduces to the “real” Ginzburg-
Landau Equation (GL) for b = c = 0. It may also be
3viewed as a disspative extension of the conservative non-
linear Schro¨dinger equation [32], which formally follows
in the limits b, c→∞ in Eq. (2).
There exists a simple homogeneous solution of Eq. (2),
namely A = exp(−ict+ φ) with frequency ω = c and an
arbitrary constant phase φ. This spatially uniform peri-
odic solution becomes unstable when 1 + bc < 0, known
as the Benjamin–Feir limit. Long-wavelength modes with
wave numbers below a critical threshold proportional to√|1 + bc| will then be exponentially enhanced. A more
general solution form is a family of traveling plane wave
solutions,
A(x, t) =
√
1−Q2 ei(Q·x−ωt), (3)
with frequency ω = c + (b − c)Q2, restricted to Q2 < 1.
The homogeneous oscillating solution is restored in the
limit Q→ 0. The stability of this solution can be tested
through perturbing the plane wave solution (3) with
modulation modes and studying their complex growth
rate [32–34]. Restricting the analysis to the most dan-
gerous longitudinal perturbation and performing a long-
wavelength expansion (with b 6= c and Q 6= 0), one ar-
rives at the Eckhaus criterion for the plane wave solution
(3) that can be tested against convective instability for
non-zero group velocities [35–37], for which the initial lo-
calized perturbation will be amplified. However, at fixed
position, it can in fact not be amplified due to the drift
[38]. The absolute instability limit is obtained by con-
sidering the evolution of a localized perturbation in the
linear regime, given by
S(x, t) =
∫
ddk
(2pi)d
Sˆ0(k)e
ik·x+λ(k)t, (4)
where Sˆ0(k) denotes the Fourier transform of the initial
perturbation S0(x), and λ(k) represents the growth rate
of specific modulational modes with wave vector k [39].
In the asymptotic time limit t→∞, the integral will be
dominated by the largest saddle point of the growth rate
λ(k). The criterion of absolute instability finally is given
by
Re[λ(k0)] > 0, ∂kλ(k)|k0 = 0. (5)
It suggests that the Eckhaus instability is more restric-
tive than the absolute stability limit when Q 6= 0 [34].
“Spatio-temporal” chaos, which has received continuous
interest over the past decades, is obtained upon moving
beyond those limits into the unstable regime in the (b−c)
parameter plane.
In order to specifically describe the dynamics in the
phase-unstable regime 1 + bc < 0 and near the bifurca-
tion threshold, one may just consider the most unstable
modes [40]; namely, only the phase term constitutes a
relevant order parameter when its gradients remain suffi-
ciently small. The emerging “phase turbulence” regime is
characterized by relatively weaker spatio-temporal chaos
without the presence of topological defects (see below).
Manneville and Chate´ characterized the statistical prop-
erties of this state through evaluating the parameters of
an effective Kardar–Parisi–Zhang equation [41]. How-
ever, this reduced description breaks down in the limit
1 + bc −1 [42].
Here, a turbulent state with strong coupling between
the amplitude and phase modes emerges, named “am-
plitude turbulence”, and governed by exponential decays
of the correlation function in both time and distance;
therefore, no long-range temporal or spatial order per-
sists. The existence of hysteretic behavior observed in
Refs. [42–44] as well as the Lyapunov exponent measured
through different methods [45] suggest that the transition
from a homogeneous periodic solution to this amplitude
turbulence regime is discontinuous. The appearance of
the turbulent state is accompanied by the presence of
topological defects, which will take the form of points in
two spatial dimensions, and defect lines in three dimen-
sions, and are located at the points where |A(x, t)| = 0,
or the phase gradient of A(x, t) diverges [45]. They can
be characterized by the quantized circulation∮
C
dθ = 2pin, n = ±1,±2, . . . , (6)
with θ = argA, and where C denotes an arbitrary closed
path which encloses the core of a defect, and the integer n
represents a “topological charge”. Previous studies sug-
gest that multiply charged defects are unstable and will
split into a set of single-charged defects [46]. The mech-
anism of defect creation was described in earlier work as
well [42]. In the phase-unstable regime, the phase tur-
bulence quickly saturates, and phase gradients increase
rapidly. This will eventually lead to a pinching of the
equi-phase, followed by a shock-like event. This sequence
hence creates a pair of topological defects with opposite
charge [47]. Since in the ultimate well-established tur-
bulent state, the system will tend to have a uniform dis-
tribution of topological charge, these creation events are
likely to happen “far from” any existing defects, imply-
ing a constant defect generation rate. On the other hand,
defect pair annihilation processes can be understood on
a mean-field level assuming random defect motion. The
annihilation rate will then be roughly proportional to the
square of the defect number inside the system [18, 48]. Fi-
nally, the “defect-mediated turbulence” regime describes
a stationary configuration with defects continuously ap-
pearing, moving, mixing, and annihilating [40, 42, 48–50];
it is consequently characterized by the balance of spon-
taneous creation and annihilation of topological defects.
In the special case b = c, the dynamics of the system
described by Eq. (2) will resemble the critical dynam-
ics of “model E” [51] for a non-conserved two-component
critical order parameter field, e.g., in a planar ferromag-
net or superfluid in equilibrium [52], and restores the
“real” GL. In two dimensions, it yields the dynamics
of the Berezinskii–Kosterlitz–Thouless transition observ-
able, e.g., in superfluid helium films [53]. The topological
defects will take the form of vortices as in the planar XY
4model; if b = c 6= 0, the vortices will rotate. When b 6= c,
topological defects may emit spiral waves whose arms
(the equi-phase lines) behave as those of an Archimedean
spiral [7]; they can either propagate inward or outward.
Those spiral wave structures are thought to be very im-
portant features in biological systems [54]. Stable spiral
waves can be formed beyond a certain limit in the b-
c plane where the turbulent state becomes metastable.
The existence of localized amplitude modes, i.e., stable
topological defects, will allow nucleation to happen, and
thereby eventually generating stable spiral structures in
the system.
Aside from directly varying the control parameters
(b, c), one may also change the two-dimensional CGL sys-
tem behavior by introducing suitable spatially localized
inhomogeneities, which will modify Eq. (2) by adding
a local perturbation on its right-hand-side. This addi-
tional heterogeneity can facilitate the formation of so-
called “target wave” patterns. Specifically, if the local
oscillation frequency in the perturbed spatial patch is set
to be lower than in the surrounding bulk, and if the ho-
mogeneous solution of Eq. (2) has a stable limit cycle,
there should be a unique solution independent of the ini-
tial condition as t → ∞, which is comprised of radially
outward propagating waves that originate from the local-
ized inhomogeneity [55]. Asymptotically, those spreading
fronts should behave just like plane waves (3). According
to Hagan’s theoretical study [23], there actually exists a
unique and stable heterogeneous target wave solution of
the modified CGL (2) with an additional inhomogeneity.
Its most common form is introduced by setting the con-
trol parameters (b, c) within a small region different from
its surrounding environment. Furthermore, two different
types of target wave solutions, distinguished by an ad-
ditional superimposed temporal modulation at another
frequency in one of them, can be obtained if a more com-
plicated spatial inhomogeneity is introduced in the sys-
tem [55]. Target wave solutions can also be generated by
boundary effects [56].
When wave fronts emitted by different sources, e.g.,
topological defects or even heterogeneous nuclei, collide,
their interaction causes the appearance of a “shock”, i.e.,
in two dimensions a thin linear structure in the modu-
lus field. These shocks are considered to be very strong
perturbations marked by a sudden increase of |A|. As
they can absorb incoming perturbations, interactions be-
tween waves originating from different sources become
effectively screened. The shocks may be viewed as the
boundaries of different domains of spiral or target waves,
which consequently generate “droplet” structures in the
amplitude landscape for either wave pattern. During the
initial growth process of a spatio-temporal pattern, there
will also be shocks formed between the corresponding
wave and its surrounding turbulent structures. As the
droplet sizes increase, those shocks will push the sur-
rounding defect turbulence piedmonts away. As an in-
direct result, this process accelerates the annihilation of
defect pairs with opposite topological charge since the
spatial regions governed by defect turbulence are being
compressed, and defects with opposite charge are brought
into closer vicinity.
During the spiral nucleation process, until the entire
space is filled, each spiral structure will occupy a cer-
tain domain with a length scale that is usually much
larger than the wavelength of the spiral waves. Those
domains are separated by shock lines and are typically
four- or five-sided polygon-like structures; their bound-
ary shocks are approximately hyperbolic [57, 58]. De-
fects may also exist in the spiral far-field regime; these
are thought to be passive objects that persist inside the
shock region, “enslaved” by the vortex of a spiral domain.
This CGL (quasi-)stationary state was termed “vortex
glass” by Huber et al. [18], and “frozen” state by Chate´
et al. [16], since the dynamics in this regime becomes ex-
tremely slow; hence this state may persist indefinitely, at
least in finite systems [32]. Several studies have aimed at
quantitatively analyzing the relaxation processes in the
frozen state [59], as well as the “unlocking” of freezing
[60–62]. Aranson et al. [63, 64] investigated the inter-
action between different spirals in both symmetric and
asymmetric situations, as well as the mobility of spirals
when driven by external white noise [65, 66]. The com-
petition between spiral and target patterns was studied
by Hendrey et al. [55].
In this paper, we are predominantly interested in the
incipient stages in the formation of spiral structures or
target waves following a sudden quench from a random
initial configuration, or alternatively from the defect-
turbulent regime, namely nucleation processes, and the
ensuing transient kinetics [67].
III. NUMERICAL SCHEME AND
NUCLEATION MEASUREMENT
In this paper, we limit ourselves to studying the
CGL on a two-dimensional spatial domain with periodic
boundary conditions. We implement Eq. (2) on a square
lattice using the standard Euler discretization, employ-
ing central differentials in space and forward finite dif-
ferential in time. Our discretization mesh sizes were
∆x = ∆y = 1.0, and ∆t = 0.001. We should clarify
the reason for choosing a relatively smaller (by a factor
of ten compared to previous studies [18, 62]) differential
time step: Since defect turbulence is spontaneously cre-
ated by intrinsic chaotic fluctuations rather than external
noise, the stability of the continuous partial differential
equation (2), as well as the stability of the numerical
solution scheme definitely require careful consideration.
This caveat is supported by numerical experiments: The
stable regime of temporal periodic solutions and phase
turbulence in the b− c parameter plane becomes succes-
sively compressed as the individual integration time steps
are increased. Consequently, the differential scheme itself
is rendered unstable. Therefore, in order to avoid such
numerical artifacts and still maintain acceptable compu-
5tational efficiency, we choose ∆t = 0.001 as a reasonable
differential time step for our implementation.
In order to handle the complex field A(x, t), we sep-
arate its real and imaginary parts, A(x, t) = Ar(x, t) +
iAi(x, t); Eq. (2) thus splits into two coupled real par-
tial differential equations for Ar(x, t) and Ai(x, t) respec-
tively:
∂tAr = Ar +∇2Ar − |A|2Ar − b∇2Ai + c|A|2Ai,
∂tAi = Ai +∇2Ai − |A|2Ai + b∇2Ar − c|A|2Ar. (7)
The finite differential scheme described above can then
be readily applied to numerically solve these two coupled
partial differential equations.
To quantitatively characterize the nucleation in CGL
systems, a previous study [18] chose to monitor the defect
density, or equivalently the number of topological defects
n(t) in a fixed domain area L2 as function of simulation
time t. A corresponding typical defect separation length
is then given by lsep(t) = L/
√
n(t) for a system with
linear dimension L. The nucleation time can be mea-
sured by determining when the associated defect density
drops below, say, two standard deviations from its statis-
tical average in the transient turbulent state. However,
as noted in Refs. [48, 50, 68], the number of topological
defects fluctuates around a mean value n¯ with variance
(∆n)2 = n¯. Thus, as in typical simulation domains n¯
is large in the defect turbulence state, the ensuing size-
able fluctuations will render the resulting nucleation time
rather inaccurate.
This is illustrated in Fig. 1, where we test two indi-
vidual systems with different control parameter pairs,
namely (a,b): b = −3.5, c = 0.556, which is close to the
transition regime from defect turbulence to the frozen
state; and (c,d): b = −3.5, c = 0.44, which represents a
location deep within the frozen region. In Figs. 1(a,c),
we show the measured decaying defect number n(t) as
function of time for four independent simulation runs
(starting from different random initial configurations).
The black dashed lines indicate the estimated nucleation
thresholds, here simply determined by visual inspection
of the graphs (below, we shall propose a more systematic
approach to obtain this threshold and describe it via a
phenomenological formula). Due to the large fluctuations
of those individual time tracks n(t), they may intersect
the supposed threshold line multiple times, leading to
considerable ambiguity in the measurement of associated
nucleation times. One may of course reduce the relative
fluctuations through running a multitude of independent
numerical integrations and thus improve the statistics,
yet at marked increase in computational expenses.
In order to overcome this difficulty, we propose an
alternative method to extract a relevant characteris-
tic length scale l(t) directly, which is much less af-
fected by stochastic fluctuations and consequently dis-
plays improved monotonic behavior during the nucle-
ation process. To this end, we recall that the final states
reached after nucleation are stationary, typically square-
or pentagon-shaped single-spiral domains, which are well-
separated by shocks. Hence we choose the average size
of those domains, or equivalently, the initially growing
mean distance between shock fronts, to represent a use-
ful quantitative measure for a characteristic length scale
in such CGL systems. Specifically, we compute the dis-
tance between all pairs of adjacent shock lines both along
the x and y directions in the amplitude plots (e.g., shown
in the left panel of Fig. 2); their average serves as a direct
measurement of the time-dependent characteristic length
scale in our system.
More details of the this method are illustrated in Fig. 2
[67]: We first select a point and measure both dx and
dy respectively (the selected point thus is the intersec-
tion of the two depicted black lines). We then repeat
this process by scanning all points in our square lattice
and simply compute the average of all dx and dy values,
yielding an estimate for the characteristic length scale
l(t). Some preliminary measurements of this quantity
for the same systems for which we determined the decay-
ing defect number n(t) are shown in Fig. 1(b,d) as well.
We make the following pertinent observations: First, the
mean separation distances between defects lsep(t) follow-
ing from the data in graphs (a,c) roughly follow the be-
havior of the curves (b,d). The data for the characteristic
lengths l(t) in Fig. 1(b,d) are however clearly subject to
much lower fluctuations, and from the curves’ intersec-
tion with the set threshold lines allow markedly better
defined estimates for nucleation times for the onset of
stable spiral structures, even near the strongly fluctuat-
ing transition regime (b). Yet this also implies that the
characteristic length scale l(t) is quite sensitive to those
nucleation processes, and a careful analysis of the entire
evolution history for the complex order parameter A(x, t)
is required to appropriately select the proper nucleation
threshold.
We shall subsequently apply the method described
above to determine the growing length scales in two-
dimensional CGL systems, and utilize these to further
characterize nucleation processes as follows: First of all,
we carefully investigate the evolution histories of both the
phase and amplitude of the complex field A(x, t) on the
square lattice, and select a tentative threshold lth accord-
ing to these investigations. Next, we collect statistically
significant data, and employ this prior selected length to
monitor nucleation processes: When the characteristic
length l(t) > lth exceeds the set threshold, we assume a
spiral structure to have successfully nucleated. The spi-
ral associated with this nucleation will then expand, and
ultimately either fill the entire two-dimensional system
by itself or jointly with other spiral domains. We hence
measure the time difference from the very beginning of
the numerical simulation (t = 0) until t = Tn where
l(Tn) ≥ lth, and collect the resulting time interval data
Tn for further analysis: In order to eliminate inaccuracies
introduced by our ad-hoc choice of the nucleation thresh-
old size lth as well as finite-size effects, we examine the
dependence of the associated dimensionless nucleation
barrier on lth and L with the aid of a phenomenologi-
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FIG. 1. (a), (c): Number of topological defects n(t) and (b), (d) numerically determined characteristic length scale l(t),
determined from the mean shock front distances, as functions of numerical simulation time t, for systems with control parameter
pairs b = −3.5, c = 0.556 (a), (b); b = −3.5, c = 0.44 (c), (d). The different graphs (with distinct colors) represent four
independent realization runs. The estimated nucleation threshold values for each plot were chosen ad hoc “by hand and eye”:
(a): nth = 385.0; (b): lth = 26.0; (c): nth = 735.0; (d): lth = 27.0.
cal formula, and finally extract an extrapolated critical
nucleus size and barrier (details will be described in the
following section IV). We repeat these procedures and
data collection with ensuing analysis for different selec-
tions of parameter pairs (b, c) according to their distance
to the transition line where the defect turbulence regime
becomes meta-stable; these various scenarios will be dis-
cussed in the following section.
Furthermore, since target wave patterns display quite
similar shock structures as the spiral structures in the
frozen state, we may also characterize the characteristic
length scale of the corresponding CGL systems and their
nucleation dynamics in section V in a similar manner.
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FIG. 2. Amplitude (red-white, left panel) and phase (white-blue, right panel) plots of the complex order parameter A, for
control parameters b = −3.5, c = 0.44. The darkest points in the amplitude plot indicate the topological defects for which
|A| = 0, while the lightest color (almost white) here indicates the shock line structures with steep amplitude gradients. The
spiral structures are clearly visible in the phase plot within the domains separated by the shock fronts.
IV. SPIRAL STRUCTURE NUCLEATION
We now proceed to explore spiral structure nucleation
processes in two-dimensional CGL systems, for two rep-
resentative different parameter pairs (b, c). Specifically,
we quench the control parameters to values that corre-
spond to states that are situated either deep in the frozen
region, or close the transition or crossover line where
defect turbulence becomes meta-stable [67]. These two
quench scenarios present distinct challenges to the sub-
sequent statistical analysis, which hence needs to be per-
formed carefully. In order to obtain robust conclusions,
we gather data with sufficient statistics from many nu-
merical integrations with different initial conditions for
various system sizes L, which may subsequently allow us
to extrapolate to the infinite-system limit.
A. Quench Far Beyond the Defect Turbulence
Instability Line
We begin with quenches of the control parameters (b =
−3.5, c = 0.44) deep into the stable frozen-state regime,
for which nucleation processes should happen compara-
tively fast, hence requiring less computation time. Fur-
thermore, since the eventual frozen configurations are
usually occupied by multiple spirals [67], finite-size ef-
fects can be at least approximately eliminated through
extrapolation to the L→∞ limit.
A histogram plot for the normalized nucleation time
distribution for different linear system sizes L is shown
on the left panel in Fig. 3. The tentative threshold length
employed here is lth = 27, which is simply chosen by in-
spection of l(t) time track data, see Fig. 1(d). The nucle-
ation time distributions for these different systems look
quite similar, but display steeper and sharper peaks as
the system size increases, as one would expect: Smaller
systems are more strongly affected by finite-size effects,
which tend to broaden the distribution. Moreover, as also
observed in the previous study [18], we find that the to-
tal number of defects increases with growing system size,
whence multiple nucleation events may happen simulta-
neously for larger systems. With increasing L, a slight
shift of the peak to larger nucleation times is also no-
ticeable in our data, which can be viewed as evidence for
imperfect threshold length selection. Indeed, a threshold
length that renders the average nucleation time 〈Tn〉 size-
invariant should constitute at least a temporary optimal
choice. We thus collected data for multiple selected ten-
tative threshold lengths lth for otherwise identical system
in our numerical experiment.
We proceed drawing an analogy with nucleation at
first-order phase transitions in equilibrium, where ther-
mal fluctuations may help a nucleus beyond a critical
size to overcome the free-energy barrier between the
metastable and stable states. For the CGL, we take the
intensity of stochastic fluctuations in the defect turbu-
lence regime to play the role of temperature, and also
assume that nucleating stable spiral structures requires
the system to overcome an effective barrier. However, in
this far-from-equilibrium system, we cannot easily quan-
tify an effective temperature nor uniquely determine a
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FIG. 3. (Left) Normalized distribution (histogram) P (Tn) of measured nucleation times Tn for two-dimensional CGL systems
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the four largest system sizes. (Right) Infinite-size limit (L → ∞) barrier ∆∞ vs. the prior selected threshold length lth; the
(blue) dashed line shows the least-square fit to Eq. (9) using the seven data points with the smallest threshold lengths.
free-energy landscape. We may however introduce an ef-
fective dimensionless nucleation barrier ∆, which we sim-
ply define via the following connection with the average
transition time 〈Tn〉:
〈Tn〉 = e∆ (8)
(in units of simulation time). Furthermore, in metastable
systems finite-size effect play a crucial role, as observed
in numerous numerical studies.
In the following, we describe our data analysis proce-
dure that allows us to successfully eliminate or at least
drastically mitigate finite-size corrections: First, we pro-
pose a straightforward relation between the numerically
extracted barrier from Eq. (8) and the system size L2:
∆ ≈ CLL−2 + ∆∞, (9)
i.e., we assume the finite-size corrections to scale inversely
with the system size; this linear dependence of ∆ on L−2
is in fact confirmed in our data for sufficiently large L
in the middle panel of Fig. 3 for four different threshold
values. Since the first term here vanishes as L→∞, ∆∞
corresponds to the effective dimensionless barrier in the
thermodynamic limit.
Second, we wish to eliminate ambiguities and uncer-
tainties related to our ad-hoc choice of the threshold
length lth used to measure the nucleation times. Indeed,
the extrapolated value for ∆∞ does depend significantly
on the selection of lth, as is evident in the middle panel
of Fig. 3: A larger threshold length implies bigger nu-
cleation droplet size, the formation of which definitely
requires longer time. Yet we may immediately rule out
some choices first based on Eq. (9); for example, when
lth = 25, we find a negative slope (CL < 0) which contra-
dicts the basic assertion that activation barriers should
become entropically reduced in larger systems; therefore,
we may consider lth = 25 an inappropriate choice. In-
deed, since our goal is to also eliminate finite-size effects
inasmuch as at all feasible, it appears natural to pick
a threshold length criterion that will provide us with a
size-invariant mean nucleation time. For the data dis-
played in the middle panel of Fig. 3, we infer that this
optimal threshold lc should lie in the range (25.0, 26.0),
but closer to the upper bound, according to the slope of
the four dashed lines. One might thus iterate the above
simulation steps to further confine the interval for an
optimized lc; however, this procedure would be compu-
tationally quite expensive, and also impeded by sizeable
statistical errors that render distinctions between almost
flat functions ∆(L−2) very difficult.
We therefore propose an alternative approach in pos-
tulating a purely phenomenological formula to model the
relationship between the extrapolated ∆∞ and lth:
∆∞(lth) = ∆0 + ∆1 (lth − lc)θ , (10)
which empirically fits our data quite well for lth ≈ lc, as
shown in the right panel of Fig. 3. Naturally, we would
expect Eq. (10) to hold only when lth ≈ lc, and con-
sequently restrict our subsequent data analysis to this
regime where the results are nearly independent of the
originally selected threshold length lth. We note that se-
lecting a too large value for lth would bias configurations
towards super-critical nuclei, which essentially have al-
ready reached the frozen state. Similarly, when estimat-
ing our error bars for, e.g., the least-square fits to our
empirical formula (10), we give more weight to the data
points closer to lc.
We have applied the data analysis method described
above to investigate representative CGL parameter pairs
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(b, c). In order to check for systematic dependencies, we
hold either b or c fixed, and vary the other control pa-
rameter, to yield two complementary data sets. Since
we investigate the focusing quadrants with bc < 0, we
may utilize the fundamental gauge symmetry (A, b, c)→
(A∗,−b,−c) to restrict ourselves to fixing either b < 0
with varying c > 0, or vice versa. Figures 4 (for fixed
c = −0.4) and 5 (with fixed b = −3.5) show our results
for ∆0, lc, and θ in Eq. (10) for each parameter set. In
both sets of parameters, upon increasing c > 0 or b > 0,
respectively, the system approaches the transition line
beyond which persistent defect turbulence is stabilized
[32].
We first observe that the extracted dimensionless nu-
cleation barriers ∆0, which according to our analysis
should be essentially independent of the choice of the
threshold length and effectively represent values extrap-
olated to infinite system size, appear to display no statis-
tically significant dependence either on our adjusted sets
of parameter values b or c, but merely fluctuate around
∆0 ≈ 4.15. This robust positive value is likely a conse-
quence of the fact that those parameter pairs reside far
away from the crossover limit. Hence the meta-stable
transient turbulent state observed in Ref. [18] does not
become apparent, and our systems directly nucleate from
the imposed fully random initial configurations to per-
sistent spiral structures in the frozen state with typical
nucleation times that do not differ markedly for the pa-
rameter range tested here. Thus, within the parameter
ranges explored in this work, it appears that the effective
extrapolated nucleation barrier ∆0 remains positive, and
based on the absence of any noticeable decrease upon
approaching the instability line of the defect turbulence
state, we conjecture that it remains non-zero throughout
the frozen (or “vortex glass”) state. This would imply
that the transition from defect turbulence to the frozen
state is discontinuous. Indeed, in our data in Fig. 5 for
fixed b = −3.5, one might even discern that ∆0 rather
slightly grows with increasing c, which may indicate an
enhanced effective surface tension. However, fluctuations
also become larger upon approaching the transition limit,
and we would need much improved statistics to make a
definitive conclusion.
Second, we find the extracted threshold lengths lc that
consistently monitor the nucleation for different system
sizes to slightly drop with increasing c > 0 for fixed b < 0,
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see Fig. 5, while they remain constant within our error
bars as function of b > 0 for fixed c < 0, Fig. 4. This
observation may be explained through the fact that upon
varying the parameter c from c = 0.4 to c = 0.46 at
constant b = −3.5, one approaches the transition regime
faster, and comes closer to it, than for the explored b
range at constant c = −0.40. Third, we do not discern
significant systematic variations of the fit exponent θ in
Eq. (10) with b or c, see the left panels of Figs. 4 and
5; within our numerical accuracy, this exponent appears
universal for the frozen states with the distinct parameter
pairs investigated here.
As mentioned above, our results for the spiral structure
nucleation processes appear at variance with the findings
in Ref. [18]. The main reason for this discrepancy is that
we consider quenches of our system much deeper into
the frozen regime, whence we do not observe meta-stable
defect turbulence states. Our data consequently do not
allow us to decouple the initial decay process, suggested
by Huber et al., from the actual nucleation process that
overcomes the barrier. For the cases studied here, the
transient relaxation kinetics is obviously fast, and we may
therefore simplify our nucleation time measurements by
simply combining these two processes. In order to check
if this simplification is adequate, we have applied a differ-
ent quench protocol to investigate nucleation into frozen
spiral structures: Namely, instead of directly adjusting
the parameter pair (b, c) to the frozen state regime, we
first quench the system to the defect turbulence region.
We subsequently run its dynamics sufficiently long for
the system to reach a stationary (quasi-stable) turbu-
lent state with roughly constant density, and only then
quench the system again into the frozen state regime.
Thus we first explicitly set the system up in the defect
turbulence region, and later let the spiral structures nu-
cleate from this configuration.
We apply the same techniques as previously to analyze
spiral structure nucleation processes in this scenario, ex-
cept that the nucleation time is now measured as the
elapsed interval after performing the second quench. We
choose the corresponding control parameter pair for the
explicit defect turbulence state uniformly as b = −3.4
and c = 1.0. Yet there is of course still stochastic vari-
ability for the ensuing nucleation processes; hence we
test three pairs of control parameters, namely (b, c) =
(−3.5, 0.4), (−3.5, 0.42), and (−3.5, 0.44). Inspection of
the resulting data yields that the explicit defect turbu-
lence intermediate state merely causes an overall shift
of the nucleation time distribution towards lower values;
and this offset turns out small compared with the aver-
age nucleation time. The associated size-invariant nucle-
ation barriers ∆0, the critical threshold lengths lc, and
fit exponents θ are shown (as red data points) in Fig. 5.
The thus extracted dimensionless nucleation barrier val-
ues are consistent with the direct quench results within
our error bars. This suggests quite similar nucleation ki-
netics starting from either random initial configurations
or from a pre-arranged defect turbulence state. There-
fore, our discontinuous transition conclusion should hold
even if one explicitly decouples the initial decay from
random initial configurations from the subsequent relax-
ation from the defect turbulence state, at least in this
deep-quench scenario. We do however observe deviations
in the measured optimal critical threshold lengths (mid-
dle panel in Fig. 5) for these two quench strategies, with
the data obtained from the case with intermediate defect
turbulence states resulting in slightly larger and more
uniform values for lc. Apparently, these minor variations
in the critical threshold lc do not strongly affect the ex-
tracted size-invariant barriers ∆0 ≈ 4, which show no
tendency to decrease upon approaching the instability
line.
B. Quench Close To the Instability Line
Next we proceed to investigate a parameter quench
close to the transition line [67], applying similar numeri-
cal methods. When approaching the crossover regime,
as shown in Fig. 1(a,b), a meta-stable state with a
well-defined topological defect density and correspond-
ing characteristic droplet size is formed. However, the
proximity to the instability regime in the b-c parameter
space induces much larger fluctuations than in the deep-
quench scenario of the previous subsection. Therefore, a
wider nucleation time distribution with larger mean is to
be expected in this case. Indeed, this prediction is borne
out by our simulations, for which we gathered data for
quenches to the control parameter values b = −3.5 and
c = 0.556, exactly the same as used in Fig. 1, with com-
paratively lower statistics (4, 000 realizations were run
for each distribution). The resulting normalized nucle-
ation time histograms are displayed in Fig. 6 for various
system sizes L (left panel) and different choices for the
threshold length lth (right panel).
We note that there is no significant difference visible
between between the nucleation time histograms in the
left panel of Fig. 6 for the data obtained with linear sys-
tem sizes L = 384 and 448, in contrast with the results
shown in Fig. 3 for quenches far beyond the transition
line. Even the two distributions for the larger size curves
L = 512 and 576 do not differ very much from those for
smaller systems. The reason for this distinct behavior
is, perhaps counter-intuitively, a larger finite-size effect
in this present case: Indeed, most of the CGL systems
in domains of size 384 × 384 or 448 × 448 will actually
in the end be occupied by a single large spiral, owing to
stronger fluctuations and lower nucleation probabilities.
Therefore, the ensuing nucleation distributions are quite
similar, while the two bigger simulation domains may
accommodate perhaps two or three spiral structures, re-
sulting in slightly narrower and sharper peaks in the asso-
ciated nucleation time distributions. These observations
unfortunately render the extrapolation method detailed
in the previous subsection impractical in the present sit-
uation, as this would require runs on prohibitively much
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FIG. 6. Normalized nucleation time distributions P (Tn) for two-dimensional CGL systems with b = −3.5 and c = 0.556. Left
panel: Data for varying the system size L2 from 384 × 384 to 576 × 576, with ad-hoc selected nucleation threshold length
lth = 24. Right panel: Histograms for different nucleation thresholds lth at fixed system size L = 384; 4, 000 independent
realizations were run until simulation time t = 2400 for each histogram.
larger systems which exceeds our current computational
resources. Furthermore, the rather small differences be-
tween the nucleation time distributions obtained for dif-
ferent pre-set threshold lengths (right panel) do not allow
systematic studies of the dependence on lth either. Con-
sequently we focus on characterizing the long, “fat” tail
in the nucleation time distributions instead, which were
in fact comparatively insignificant in the deep-quench
scenario. Hence we now restrict ourselves on relatively
small systems with L = 384, for which the final quasi-
stationary state most likely contains a single spiral, but
measure the nucleation time distribution for fixed size
and a single set nucleation threshold lth = 24 with the
same control parameters, but with much better statistics,
namely running 40, 000 independent realizations; the re-
sulting histogram is depicted in Fig. 7. As shown in
the middle panel, the decaying part of this nucleation
time distribution is well-described by a simple exponen-
tial form
P (Tn) ∝ e−Tn/τ , (11)
as is further confirmed by the double-logarithmic fit for
the long-time “fat” tail in the right panel; i.e., our mea-
sured nucleation time can be viewed as an exponentially
distributed random variable in the long tail regime. We
point out that a nucleation study in the meta-stable re-
gion for a two-dimensional ferromagnetic Ising spin sys-
tem with Glauber dynamics in systems subject to a po-
larizing magnetic field at zero temperature yielded very
similar results [69]. For that model, the normalized nucle-
ation time of a single rectangular droplet of positive spins
in a bulk region of opposite alignment has been proven to
represent be a unit-mean exponentially distributed ran-
dom variable. This fact in turn is a consequence of the
discontinuous nature of the phase transition separating
both ferromagnetic configurations below the critical tem-
perature upon tuning the magnetic field. The average
lifetime of the metastable state is also rigorously shown
to satisfy Eq. (8) with appropriate free-energy barrier
relative to kBT [70], consistent with our conclusion in
subsection IV A.
It should however be noted that our CGL nucleation
processes are not completely captured by this equilib-
rium asymptotic analysis, and our measured nucleation
time distributions are not perfectly exponential, in nei-
ther of the quench scenarios discussed above. This is
due to several facts: First of all, for systems that are
quenched from random initial configuration, there exists
a finite initial decay interval until they attain a meta-
stable state. This was pointed out by Huber et al. [18],
who consequently applied an overall time shift for the nu-
cleation histograms. Second, finite-size effects clearly af-
fect numerically obtained nucleation time distributions.
As is apparent in the left panel of Fig. 6, the function
P (Tn) approaches an exponential shape for larger sys-
tems, and its rising flank tends to disappear as L → ∞.
For quenches close to the instability line, computational
limitations prevent us from systematically eliminating
finite-size effects. On the other hand, CGL configura-
tions quenched far beyond the crossover regime are char-
acterized by separate spiral droplet domains that are sep-
arated by sharp shock fronts. These structures are very
stable, at least in simulations with finite system sizes,
and hence effectively prevent the merging of individual
spirals to form increasingly large droplets. Consequently,
the CGL systems indeed become “frozen”, in stark con-
trast with the slow coarsening kinetics in the ferromag-
netic Ising spin system.
V. TARGET WAVE NUCLEATION
Upon introducing an appropriate localized inhomo-
geneity, one may trigger target wave patterns for the
CGL [67]. These small inhomogeneous spatial regions
then play the role of pacemakers, which locally alter the
oscillation frequency [71]. Another useful analogy is to
view the small inhomogeneous regime as a slit, whence
target wave patterns can be interpreted as diffraction
phenomena. Thus the spatial extend of the inhomogenity
should be comparable to the wave length of the resulting
12
0 500 1000 1500 2000 2500
Tn
0.0000
0.0005
0.0010
0.0015
0.0020
0.0025
P
(T
n
)
L=384
0 500 1000 1500 2000 2500
Tn
−5.5
−5.0
−4.5
−4.0
−3.5
−3.0
−2.5
lo
g 1
0[
P
(T
n
)]
L=384
2.2 2.4 2.6 2.8 3.0 3.2 3.4
log10(Tn)
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
lo
g 1
0
{−
(l
og
10
[P
(T
n
)]
−
C
)}
Fitting(Slope=1.00)
L=384
FIG. 7. Normalized nucleation time distribution P (Tn) for two-dimensional CGL systems with b = −3.5, c = 0.556, linear
system size L = 384, and nucleation threshold length lth = 24; 40, 000 independent realizations were run until simulation time
t = 2400.
target structure. In contrast to the spiral waves discussed
in the previous section, target waves carry zero topolog-
ical charge n = 0.
In the following, we explore transient kinetics in the
formation of target waves, and indeed characterize it in
terms of nucleation dynamics, applying the same tech-
niques as detailed above for incipient spiral structures.
To this end, we set our CGL simulations up as follows:
We initiate them with fully randomized configurations,
and select control parameters according to previous work
that aimed to control defect turbulence by means of tar-
get waves [28], namely we fix b = −1.4 over the whole
system, and set c = 0.9 to obtain an absolutely unstable
defect turbulence configuration, except for a “central”
patch of 4× 4 sites, where c = 0.6, which corresponds to
a stable frozen state. We remark in passing that other
inhomogeneities may also generate target waves, as in-
vestigated in Ref. [27]. There, however, the basic Eq. (2)
becomes modified by an addition to the imaginary part
in the coefficient of the linear term which causes an ex-
plicit frequency shift. In this case, there exist two dif-
ferent types of target wave solution; we will however not
consider this type of inhomogeneity as the ensuing phe-
nomenology cannot be directly compared with our spiral
nucleation study.
With the setup described above, a target wave oscil-
lating with the pacemaker’s frequency becomes sponta-
neously excited, after sufficient computation time has
elapsed. Furthermore, the number of target wave struc-
tures is determined by how many distinct impurity re-
gions are introduced. An example for a resulting coher-
ent structure is depicted in Fig. 8, for which a single local
inhomogeneity was implanted, whence exactly one emer-
gent target wave is expected. The existence of the shock-
line structures separating the near-circular target waves
from the surrounding defect turbulent state ensure that
our method to monitor nucleation events using a char-
acteristic growing length scale l(t) is applicable here as
well. However, close observation of the temporal evolu-
tion of this target wave structure invalidates our strategy
of section IV A to extract an invariant threshold length.
Due to the significant spatial asymmetry for the target
wave expansion into its turbulent environment, there is a
fair chance that the initiated droplet structure may sud-
denly shrink and subsequently attempt to reform towards
a more symmetric droplet shape. This leads to significant
non-monotonic variations in the characteristic droplet
size, and concomitant ambiguity in determining any in-
cipient nucleation event. We note that this phenomenon
may be associated with the fact that the inhomogeneity
is introduced by hand, as well as the imposed periodic
boundary conditions. Furthermore, the nucleation of tar-
get wave droplets is markedly more difficult than that of
spiral structures as investigated in section IV, since there
is now only one pre-assigned nucleation center, and the
surroundings, which reside in a stable defect turbulence
state, are subject to stronger fluctuations. Consequently
we proceed to tentatively investigate target wave nucle-
ation processes with a single ad-hoc selected nucleation
threshold, under the assumption that this will suffice to
characterize the system’s time evolution, similar as in
section IV B for spiral structures in the near-instability
quench scenario.
Our measured nucleation time distributions, obtained
for different system sizes with 20, 000 runs for each L,
are shown in Fig. 9. As anticipated, the typical nucle-
ation times for the target waves are much longer than
those for spiral structures. In fact, some simulation runs
did not lead to successful nucleation events by the time
t = 2, 400 when our runs were terminated. Hence, the
actual number of realizations over which the data were
averaged are actually different for each system size, as
listed in Table I. Upon increasing L, we observed a man-
ifest shift to higher values in the directly measured nu-
cleation times, which reflects the enhanced stability of
the bulk defect turbulence regime with growing total sys-
tem size at fixed spatial extent of the central nucleation
inhomogeneity. Correspondingly, we detect a slight de-
crease in the number of successful nucleation incidents
(Table I). In order to facilitate the comparison of data
resulting from the different system sizes, we have shifted
the nucleation time histograms by hand to collapse them
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on top of each other. Aside from that overall shift, these
distributions (as functions of the shifted nucleation times
Ts) are quite similar because of the identical nucleation
centers. Furthermore, they display long, fat tails in the
large-time regime, akin to spiral droplet nucleation for
quenches close to the transition line in parameter space.
Indeed, as in that quench scenario, the CGL systems
dominated by target waves are ultimately also occupied
by a single droplet structures, since of course only one
inhomogeneous nucleus was placed in the simulation do-
main. The large-Ts tails are again of an exponential
functional form, as demonstrated by the logarithmic and
double-logarithmic data plots in Fig. 9. This remarkable
consistency between spiral structure and target wave nu-
cleation may be explained in a natural manner by simply
viewing the latter as externally stabilized structures with
topological charge n = 0 [27], akin to spiral waves with
n = ±1, whence their nucleation events display similar
exponential statistics.
System size Number of nucleated systems
384× 384 19, 792
448× 448 19, 733
512× 512 19, 732
576× 576 19, 589
TABLE I. Number of systems that have nucleated successfully
by computation time t = 2, 400 among 20, 000 independent
realizations for different system sizes.
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VI. CONCLUSIONS
We have studied the transient dynamics from the de-
fect turbulence to the frozen state in the two-dimensional
CGL. To this end, we have numerically solved the CGL
equation explicitly on a square lattice, and investigated
the associated nucleation process of stable spiral as well
as target wave structures, which eventually dominate the
whole two-dimensional domain when the quasi-stationary
frozen state is reached [67]. In order to quantitatively and
reliably characterize the nucleation kinetics, we have pro-
posed a computational method to systematically extract
the characteristic nucleation lengths for various param-
eters in the CGL systems, which signify the typical size
of incipient droplet structures in the amplitude field of
the complex order parameter. We have collected suffi-
cient data and for various system sizes to ensure decent
statistics, and in the deep-quench scenario allow for ex-
trapolation to infinite system size.
For the spiral droplet nucleation study, we prepare our
system with random initial configurations and quench
it to the meta-stable defect turbulence regime in con-
trol parameter (b, c) space, in two scenarios either near
and far away from the transition or crossover line to the
frozen region. By means of our extrapolation method
and proposed phenomenological formula to eliminate ar-
tifacts related to the choice for the nucleation threshold
as well as finite-size effects, we have extracted a finite ef-
fective dimensionless nucleation barrier for CGL systems
that are quenched far away from the instability line. We
posit that this non-zero, and approximately constant nu-
cleation barrier indicates a discontinuous transition from
the defect turbulence to the frozen state displaying per-
sistent stationary spiral structures. We have found in-
dications that this conclusion holds for various quenches
into the defect turbulence region with different system
control parameters, and it appears that the fit exponent
θ in Eq. (10) might be universal as well. In addition,
we have considered a distinct quench scenario with an
intermediate explicit turbulent state to evaluate the ef-
fect of quite different initial conditions on the ultimate
spiral nucleation processes. We have detected only mi-
nor differences in both critical nucleus sizes and effective
nucleation barriers between both situations, apparently
confirming a robust discontinuous transition picture.
On the other hand, for quenches to regions located
near the transition line in parameter space, we obtain
an exponential decay in the measured nucleation time
distributions, with long “fat” tail. This finding is re-
markably similar to spin droplet nucleation in ferromag-
netic spin systems with non-conserved Glauber dynamics
in finite two-dimensional lattices with periodic boundary
conditions subject to a polarizing external field in the
zero-temperature limit. Drawing this analogy provides us
with additional evidence for our discontinuous transition
conclusion, despite obvious differences between nucle-
ation processes in two-dimensional non-equilibrium CGL
systems and such equilibrium ferromagnetic lattices. The
results from our combined two different quench scenarios
reinforce our conclusion that the transition between the
defect turbulence and spiral frozen states is likely discon-
tinuous.
Finally, we have investigated nucleation processes for
different patterns that can be also observed in some ex-
perimental systems, namely target waves. In this situ-
ation, in the eventual frozen state our systems become
filled with target wave rather than spiral structures in
the phase map of the order parameter, which also are
droplet-like in the associated amplitude field. To trig-
ger the nucleation process for target waves, one needs
to introduce some specific inhomogeneity into the two-
dimensional CGL systems. (We note that there also ex-
ist other methods to generate target wave structures [72]
which are beyond the scope of this paper.)
We have applied the same analysis method as for
our spiral-wave nucleation study in the near-transition
line quench case, and arrive at the remarkable con-
clusion that the nucleation kinetics in these two very
distinct situations, leading to rather different final
wave structures, are in fact quite similar: Again we
observe an exponential distribution for target wave
nucleation, accompanied by the characteristic long fat
tails that are indicative of an associated discontinuous
transition from the defect turbulence to the frozen
state. We hope that similar methods will be utilized in
the future, perhaps with improved and more powerful
computational resources, to quantitatively explore and
robustly characterize nucleation features for both the
CGL as well as other stochastic non-linear dynamical
systems.
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