Abstract The quadratic assignment problem is a well-known optimization problem with numerous applications. A common strategy to solve it is to use one of its linearizations and then apply the toolbox of mixed integer linear programming methods. One measure of quality of a mixed integer formulation is the quality of its linear relaxation.
assignment Φ : {1, . . . , n} → {1, . . . , n} with respect to a quadratic objective function
, where p ik ∈ R, d jl ∈ R ∀j, l ∈ {1, . . . , n} and d i ∈ R ∀i ∈ {1, . . . , n}. A straightforward ILP formulation with non-linear objective function is presented in (1) -(4) using binary variables x ij ∈ {0, 1} ∀i, j ∈ {1, . . . , n} with x ij = 1 ⇔ Φ(i) = j ∀i, j ∈ {1, . . . , n}. 
s.t.
n i=1
x ij = 1 ∀j ∈ {1, . . . , n}
n j=1
x ij = 1 ∀i ∈ {1, . . . , n}
x ij ∈ {0, 1} ∀i, j ∈ {1, . . . , n}
For convenience, the underlying set of all permutations of the set {1, . . . , n} will be summarized in the permutation matrix X n = x ij ∈ {0, 1} :
x ij = 1 ∀j ∈ {1, . . . , n} n j=1 x ij = 1 ∀i ∈ {1, . . . , n} .
If we relax the integrality requirement, we denote this by
The objective function's coefficients will be denoted by matrices D = (d jl ) j,l∈{1,...,n} and P = (p ik ) i,k∈{1,...,n} .
To solve the Quadratic Assignment Problem, a variety of methods can be used. One common approach is to use an equivalent linear formulation of the problem and then apply the vast toolbox of Mixed Integer Linear Programming methods. Many linearizations of the QAP have been proposed [3, 14, 7, 15, 12, 2] . Two of these which are frequently used will be presented in more detail in Sec. 2. In Sec. 3 we will compare the quality of both linearizations with respect to their linear relaxation. We will use a Lift-And-Project approach to prove that one of them is superior to the other. Using the theoretical insights obtained in the proof, we will present ab-cuts in Sec. 4: a new family of valid inequalities for the quadratic assignment problem that strengthen the smaller linearization.
Remark 1 (Notation) For the remainder of this paper, we will denote elements to be assigned by i and k, which will be assigned to elements denoted by j and l.
Remark 2 (Omitted combinations) Note that for the objective function n i,j,k,l=1
where x ∈ X n , x ij x il = 0 ∀i, j, l ∈ {1, . . . , n}
x ij x kj = 0 ∀i, j, k ∈ {1, . . . , n}
We therefore assume i = k and j = l for all combinations i, j, k, l ∈ {1, . . . , n} used in the following.
Linearizations of the QAP
In the following section, linearizations of the quadratic assignment problem are presented. We will present two of them in detail: the linearization of Adams and Johnson and the linearization of Xia and Yuan.
The linearization of Adams and Johnson
The linearization of Adams and Johnson was introduced in [3] . It replaces the objective function's nonlinear term x ij x kl by a new variable y ijkl and can be regarded as the result of a Lift-And-Project procedure. To ensure the relationship
three families of linear constraints are introduced. The resulting MILP has O(n 4 ) continuous variables, O(n 2 ) binary variables and O(n 4 ) constraints.
For coefficient matrices D, P ∈ R n×n , we will denote (6) - (11) by AJ(D, P ), and its linear relaxation where x ∈ LX n by LAJ(D, P ).
Albeit its increase in variable and constraint size, the linearization is often used due to its good bounds.
The linearization of Xia and Yuan
A different kind of linearization was introduced by [14] , based on the previous work of [7] . By factorizing the nonlinear objective function, they substitute the term x ij · n k,l=1 p ik d jl x kl = z ij , which yields the objective function n i,j=1 z ij . To ensure the equation
one uses two "Big-M" constraints with constants
and
Then
ensures the validity of (12) if x ij = 1. To strengthen the linearization's linear relaxation, [14] additionally introduced z ij ≥ l ij x ij ∀i, j ∈ {1, . . . , n} .
The resulting linearization only uses O(n 2 ) continuous and binary variables as well as O(n 2 ) constraints. It is therefore smaller than the linearization of Adams and Johnson, however its linear relaxation usually is also worse.
x ∈ X n (18)
The QAP: a comparison of the linearizations of Xia&Yuan and Adams&Johnson
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We denote (15) -(18) for given coefficients D, P ∈ R n×n by XY (D, P ), and the corresponding linear relaxation where x ∈ LX n by LXY (D, P ).
Further linearizations
Different other linearizations were proposed for the QAP. Many approaches substituted the quadratic term x ij x kl by additional variables x ijkl and used different constraints to ensure equivalence of the obtained formulation with the original one, such as [9] with
and [6] with
The linearization of Adams and Johnson presented above dominates these linearizations with respect to its linear relaxation (see [3] ). The Lift-AndProject concept used to obtain the linearization of Adams and Johnson can be applied further to obtain an even tighter linearization using six indices (see [2] ) with substitution t ijklpq = x ij x kl x pq .
Considering smaller linearizations, [7] introduced the first one equivalent to the linearization of Xia and Yuan without constraint (16). Consequently, its linear relaxation was weak. This was improved by the aforementioned linearization of Xia and Yuan, who investigated different possible values for l ij and u ij and also proved a method to efficiently compute l ij and u ij when defined as in (13) and (14).
A comparison of both linearizations
In the following section, we will compare the two aforementioned linearizations of Adams and Johnson as well as Xia and Yuan with regard to the quality of their linear relaxations. To do so, we will use a Lift-And-Project approach as presented by [4] . After a short recap of the process (for the corresponding proofs we refer to [4] ), we will apply it to the linearizations. Subsequently, we will prove this section's main result: the linear relaxation of the linearization of Adams and Johnson LAJ(D, P ) will be proven to be better than the one of the linearization of Xia and Yuan LXY (D, P ).
Theory on Lift-And-Project to compare linear formulations
Assume two linear formulations P and Q to the same problem, P being defined on variables z, x and Q on variables y, x. If there is an affine relationship between variables z and y of the form z = T y + e with suitable matrix T and vector e, we can compare both formulations. To compare both polyhedra, we can lift one of them (e. g. Q) in a common variable space (z, x, y) and then project it to the space of the second (P ).
Assume x ∈ R p , y ∈ R q and z ∈ R m and let X ⊆ R p . Let furthermore
where A ∈ R l1×p , B ∈ R l1×m , a ∈ R l1 for some l 1 ∈ N and
for l 2 , l 3 , l 4 ∈ N and assume that there exist T ∈ R m×q , e ∈ R m such that
An extended formulation Q + of Q in variables space (x, y, z) is
To project Q + down into variable space (x, z), we need the corresponding projection cone
Then the projection of
Comparison of LAJ(D, P ) and LXY (D, P )
We can now apply the above theory to the two linearizations of the quadratic assignment problem. Let D, P ∈ R n×n coefficient matrices, and consider
Christine Huber, Wolfgang F. Riedl the linearization of Xia and Yuan and
the linearization of Adams and Johnson. From (12) and (5) we can derive the linear relationship
and thus obtain an extended formulation of the linearization of Adams and Johnson (with dual multipliers in brackets)
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One can simplify this to
with resulting projection of the extended formulation to variable space (x, z)
One imminent question is now whether one can conclude that one of both linearizations has a tighter linear relaxation. And in fact, one can:
n×n coefficient matrices, and denote by LXY (D, P ) the linear relaxation of the Xia-Yuan linearization, and by LAJ(D, P ) the linear relaxation of the Adams-Johnson linearization. Then
To prove Thm. 1 we will show that both defining inequalities of the XiaYuan linearization can be derived from the projected Adams-Johnson linearization. Therefore we conclude that the latter is tighter. Proof The statement to prove is equivalent to the proposition that there exist (α,
The multipliers in question are
The (21) is valid by inspection):
Furthermore the resulting inequality is equivalent to the desired constraint of the linearization of Xia and Yuan:
The existence of coefficients as required in (22) can be verified as follows.
Lemma 1 Let a, b ∈ {1, . . . , n} and l ab as defined in (14) . There exist multipliers β 1 lab ∈ R ∀l ∈ {1, . . . , n} , l = b and β 2 kab ∈ R ∀k ∈ {1, . . . , n} , k = a such that
Proof Let a, b ∈ {1, . . . , n} and consider the following linear program with associated dual variables:
Its dual has the form max n l=1 l =b
The primal problem is a linear assignment problem with total unimodular matrix, thus there exists an optimal integral solution with value (by definition) l ab . The corresponding optimal dual solution therefore satisfies n l=1 l =b
An inversion of the dual solution yields the required result.
The first inequality of the linearization of Xia and Yuan has been shown to be deducable from the projection of Adams and Johnson. For the second inequality the same result can be shown.
Proposition 2 Let a, b ∈ {1, . . . , n}. Inequality
is contained in the description of Proj x,z (LAJ(D, P ) + ).
Proof As in the proof of Prop. 1 the statement to prove is equivalent to the proposition that there exist (α,
The multipliers are 
For the existence of multipliers for which (23) and (24) hold we refer to Lemma 2. (α, β 1 , β 2 , γ) as defined above are contained in the projection cone, as proven by checking constraints (20) of the projection cone (requirement (21) is valid by inspection):
Again, coefficients as required in (23) and (24) exist.
Lemma 2 Let a, b ∈ {1, . . . , n}, d = b, c = a and consider u ab as defined in (13) . There exist β
There exist β
Its dual has the form min n l=1 l =b
The primal problem is a linear assignment problem with total unimodular matrix, thus there exists an optimal integral solution with value (by definition) u ab 2 . The corresponding optimal dual solution therefore satisfies n l=1 l =b
∀k ∈ {1, . . . , n} , k = a yields the required coefficients, for c = a
is a valid choice.
Proof (Thm. 1) As both defining inequalities of the linearization of Xia and Yuan are contained in the projection of the linearization of Adams and Johnson by Prop. 1 and 2, the latter is contained in the former.
To sharpen the result of Thm. 1 that the projected polytope of the relaxed linearization of Adams and Johnson is contained in the one of Xia and Yuan, we provide proof that the formulations are not equal.
Theorem 2 Let D, P ∈ R n×n coefficient matrices, and denote by LXY (D, P ) the linear relaxation of the Xia-Yuan linearization, and by LAJ(D, P ) the linear relaxation of the Adams-Johnson linearization. Recall the definition of l ij in (14)
and denote by x ∈ argmin(l ij ) a vector x ∈ X n−1 minimizing the expression of l ij .
Assume coefficients D, P have a structure such that there exist a, b, c, d ∈ {1, . . . , n} , a = c, b = d with 1. x cd = 1 ∀x ∈ argmin(l ab ) and 2. x ab = 0 ∀x ∈ argmin(l cd ).
Remark 3 The requirements of Thm. 2 are not strict. In fact, if they do not apply, the QAP is easy to solve as the solution space is reduced to n possible solutions given by the assumptions, one of which is optimal. One main questions arising from Thm. 1 and 2 is whether one can use the result to improve the solution performance of the linearization of Xia and Yuan. In practical experiments using a Branch and Bound approach, this linearization tends to provide a small formulation with fast solution times of each linear program in the search tree; however its weak linear relaxation yields many nodes to search. It is therefore not superior to the linearization of Adams and Johnson, which exhibits a bigger formulation and resulting slower solution of the linear programs; however this effect is countermanded by the reduced number of nodes to solve which originates in its better linear bound. In a context with limited computation time or with limited memory resources, an ILP formulation with reduced size that is capable to quickly evaluate many nodes with little memory consumption can be of interest.
In the following, we will therefore investigate whether the projected inequalities of the linearization of Adams and Johnson can be used to strengthen the linear relaxation of the linearization of Xia and Yuan. Let in the following (x ⋆ , z ⋆ ) ∈ LXY (D, P ) denote values of the linear relaxation of Xia and Yuan. The separation problem for given (
is equivalent to verifying whether there exist y ijkl ∈ R n 4 such that the extended formulation of Adams and Johnson LAJ(D, P ) + | x=x ⋆ ,z=z ⋆ with fixed variables x, z is non-empty. If there exist y ijkl , the separation problem's objective value is not greater than 0. If on the other hand there are no such variables y ijkl , the separation problem is unbounded (i. e. there is a violated inequality, and as W is a cone the inequality can be scaled arbitrarily).
As the separation on the complete projection cone therefore is equivalent to computing the solution of the linearization of Adams and Johnson, we turn to the investigation of subclasses of inequalities defined by the projection. A suitable class of inequalities with a corresponding efficient separation method might provide a means to strengthen the linear relaxation without incorporating the complete complexity of the linearization of Adams and Johnson. One class of inequalities reveals itself as a generalization of (16), derived from the idea used in the proof of Prop. 1.
Theorem 3 (ab-cuts) Let a, b ∈ {1, . . . , n} and (x ⋆ , z ⋆ ) ∈ LXY (D, P ) a solution of the relaxed linearization of Xia and Yuan. Consider a (not necessarily optimal) dual solution (β
We denote the dual objective value of (β
kab , δ kl ), and the optimal primal objective value by sep.
Then ab-cut 
