T HE interest in electromagnetic-wave propagation through media with space-and time-varying characteristics began in the middle of the last century with the study of the interaction of electromagnetic waves with moving plasma [1] , [2] . This initial interest has not declined in the slightest. On the contrary, new possibilities generated by recent advances in optical communication and other technologies have maintained, and even increased, this original interest [3] , [4] . Since the earliest research, the study of electromagnetic wave propagation through spatial-and time-modulated media or through moving plasmas has been connected with the generation and amplification of electromagnetic waves [5] . Other applications concerning signal processing, remote sensing, geophysical subsurface probing, measurement of electrical properties and medical applications through hyperthermia systems have also been reported in the literature [6] [7] [8] . However, perhaps one of the most outstanding characteristics of time-varying systems is that internal reflections caused by time modulation of their properties cause a change in the amplitude and, what is more important, in the frequency of the electromagnetic waves [9] . These properties make modulated media an interesting type of system to be used in the design of optical amplifiers, wavelength converters and other optic devices, for the development of all-optical networks.
In recent years, the transmission line matrix (TLM) numerical method has emerged as a versatile and powerful numerical tool for solving diffusion [10] and wave propagation phenomena, whether electromagnetic [11] or not [12] . The TLM method considers a mesh formed by connecting unitary transmission line circuits, the TLM nodes, whose equations are analogous to those of the mathematical model usually solved. In this manner, field quantities are substituted by analogous incident and reflected voltage and current pulses propagating through this mesh. The aim of this paper is the modification of the TLM numerical method in order to model media with time-varying electromagnetic properties. Since its original formulation, designed for propagation in simple nondispersive media, the TLM method has evolved to account for propagation in more general media. The treatment of nonlinear active regions is considered in [13] by connecting lumped circuit elements to the TLM shunt nodes through a matched transmission line. By means of this extra line, calculations regarding the nonlinear elements are decoupled from the background medium, which is modeled by usual time-independent link lines. In this manner, calculations involving the link lines remain simple, with time-independent connecting and scattering matrices, while the complication introduced by nonlinearity is solved separately at the matched stubs. This idea was later used in defining equivalent voltage and current sources obtained from pulses incident through the link lines, combined with the state-variable formulation [14] or with the Z-transform methods [15] [16] [17] for the modeling of generalized materials. With this background situation, it might seem that there is no need to adapt the TLM method in order to model time-varying media. This is only partially true if an optimized algorithm is desired, because the frequency shifts produced by variation in the medium parameters suggest the use of a dynamic timestepping scheme so that the time sampling can be adapted at each new calculation.
The problem of an automatic change in the timestep also implies a variation in the characteristic impedance of the lines, i.e., the use of time-dependent or dynamic circuits. This time-variation in the transmission line characteristics, and therefore in the node circuits, complicates the solution considerably because the usual transmission or reflection coefficients and the Thevenin equivalent circuit are no longer valid. This problem 0018-926X/$20.00 © 2006 IEEE has been already considered in the literature on diffusion problems by using transmission lines with time-varying characteristic impedance [18] . Changes occur when pulses propagating in opposite directions overlap at the connection midpoint between two adjacent nodes. Pulses after the impedance change are obtained by imposing current and voltage continuity. This technique greatly simplifies the algorithm because scattering at the node centers is unaffected, but the problem is more complicated for stubs because there is only one incident voltage for two conditions.
Variable timestepping has also been applied to solve lumped elements circuits. A superposition of two voltages is used in [19] to allow the change in the characteristic impedance of the line together with variations in the timestep. For each time calculation, there is an incidence and a reflection stage. At the incidence stage, an incident voltage spends an incidence timestep covering a transmission line with an incidence characteristic impedance value. The reflection stage begins when this pulse reaches the line terminals and is reflected back along the same line, which has changed its characteristic impedance to a new reflection value. In the journey back, the pulse spends a new, and a priori different, reflection timestep. The reflected pulse is also obtained from charge and energy conservation conditions. A different approach is considered in [20] and [21] by using two Thevenin equivalent circuits. The elements of the first circuit are defined only in terms of quantities for the incidence stage, while the second circuit is defined exclusively in terms of quantities at the reflection stage. Finally the two circuits are combined, by imposing continuity of the global voltage and charge obtained with each circuit. The main advantage of this approach lies in the fact that it is stated in terms of simple circuit theorems and quantities. Nevertheless, although indirectly solved, it also has a formal drawback. Effectively, the Thevenin circuit of a transmission line should be obtained by simultaneously considering both the incident and the reflected pulses at its terminals [11] . Thus, for this time-varying transmission line, a single Thevenin equivalent circuit simultaneously containing the details before and after incidence would form the clearest and most correct solution. This approach was applied in [22] to design a node for dealing with one-dimensional (1-D) time-varying media. This node considered charge and flux conservation, but was defined in terms of the classic incident and reflected voltage pulses, which requires the inclusion of the timestep at both the incidence and the reflection stages. This explicit time-dependence unnecessarily complicates the node expressions.
In this paper, a new and simpler approach that uses charge and magnetic flux pulses instead of the classic current and voltage pulses is used to define a new three-dimensional (3-D) generalized dynamic symmetrical and condensed node (GDSCN) for the modeling of time-varying media with the TLM method. The term dynamic describes the node's capability of using a circuit with time-dependent properties to adapt the time sampling at each new calculation, while the term generalized means that an appropriate choice of its impedances leads to the variable-timestep version of most existing nodes. Although classical situations in which the medium properties and the timestep remain constant are obtained from the more general flux formulation presented below, the use of flux formulation in the modeling of time-varying media makes expressions considerably simpler and also more elegant than their classical counterparts in terms of voltage and current pulses. In addition, this new concept may also present benefits when applied to other challenging situations involving nonvarying media, for instance, in the redefinition of time-versatile schemes such as the mutltigrid TLM approaches in which a different timestep is used at critical regions. Finally, it is interesting to note that the use of flux quantities may also be combined with methods described in [15] [16] [17] to provide added versatility in the use of a variable time-shift operator, which is the timestep equivalence in the -domain.
II. MAGNETIC FLUX AND CHARGE IN TRANSMISSION LINES
The constitutive parameters of the transmission lines involved in the TLM mesh depend to a great extent on the characteristics of the medium to be modeled. Therefore, it becomes clear that nodes used when modeling time-varying media should include the possibility of changing their parameters. Thus, the TLM nodes must be considered as changing or dynamic circuits, only valid for a certain period of time, the timestep, which may also be variable. After this time, the node shifts its parameters and maybe its geometry to take into account the variation in the original media and the particular conditions of this variation. Unless the timestep is explicitly included in the expressions, the idea of voltage and current pulses entering the node lines only partially describes this process, because, for these typical circuit quantities, no information on charge and magnetic flux is provided. For a constant timestep, there is no difference between using current and voltage or charge and magnetic flux, because the timestep can be simplified from the final equations. However, in the case of a changing timestep, this simplification cannot be carried out. Therefore, if voltage or current quantities are to be used, the timestep at the incidence and reflection stage of each time calculation will appear explicitly in any expression. The inclusion of this timestep causes unnecessary complications and masks the physical meaning of the resulting expressions. As will become clear later, the substitution of the classic incident and reflected current and voltage pulses at a transmission line by the injected and reflected charge and flux avoids the explicit use of the timestep at the incidence and reflection stages. This leads to a considerable simplification in the final expressions. To carry this out, let us redefine in the following paragraphs the classic reflection and transmission coefficients for voltage pulses and the Thevenin equivalent circuit, but now in terms of charge and magnetic flux.
Let us consider two connected transmission lines with time-varying characteristic impedance. At the incidence stage valid for a time , during which the characteristic impedances are and , respectively, an incident voltage pulse , and a current pulse , travel through line 1 toward line 2. These pulses inject a charge and a magnetic flux to line 1. These charge and magnetic flux pulses will from now on replace the usual current and voltage pulses. The reflection stage begins when these incident pulses reach the junction terminals. The characteristic impedance of the lines changes to and , respectively, the circuit now being valid for a different period of time,
The problem lies in finding expressions for the flux pulse reflected to line 1, , and the flux pulse transmitted to line 2, . In this paper, we will consider only the particular case in which the change in the lines happens at the expense of an external energy supply but where there are no variations in either charge or flux. The charge conservation and the flux continuity conditions in the circuit can be expressed as (1) and (2) where and stand for the characteristic admittance of the th line at the incidence and reflection stages, respectively. Some simple manipulations provide the following reflection and transmission coefficients for flux pulses:
The nodes proposed subsequently are formed by connecting transmission lines with time-varying characteristic impedance in different ways. Thevenin theorem is a useful standard tool for simplifying circuits. This theorem remains useful in time-varying circuits, but some modifications must be carried out first. In order to do so, let us consider a transmission line with initial characteristic impedance . At the incidence stage, an incident magnetic flux pulse, , propagates to its end terminals, AB. The reflection stage begins when this pulse reaches the terminals AB. Now, the characteristic impedance of the line changes to and a reflected pulse, , is generated. The situation is depicted at the top of Fig. 1 . As for the time-independent case, both stages can be described simultaneously by the modified Thevenin equivalent circuit shown at the bottom of Fig. 1 . The circuit is formed by the series connection of an 
A. Node Geometry and Choice of Line Parameters
The numerical modeling of an electromagnetic plane-wave propagating through a homogeneous and isotropic dynamic medium with time varying permittivity, , magnetic permeability, , electric conductivity, , and magnetic conductivity, , can be modeled by the GDCSN shown in Fig. 2 . The geometry is that presented in [23] for a generalized symmetrical condensed node, but with variable timestep and changing characteristic impedances of the lines now being considered. In addition, more appropriate magnetic flux and electric charge pulses are substituted for the usual voltage and current pulses at the lines, which implies some changes in the analogy.
The line connections at the node center must be understood in a formal sense because Ampere's and Faraday's laws must be simultaneously met. This formal connection is represented as a black box at the node center. Each time calculation consists of an incidence stage, denoted by a superscript index , and a reflection stage, denoted by a superscript index . Strictly speaking, Fig. 2 describes only the situation at the incidence stage. Twelve main or link lines basically define both the electric and magnetic fields, while three extra capacitive and three inductive stubs allow the independent control of permittivity and permeability, respectively. Finally, six infinitely-long stubs model electric and magnetic losses due to the material's electric and magnetic conductivity. For clarity's sake, these extra capacitive, inductive and lossy stubs are not represented in Fig. 2 . Except for the superscript defining the incidence and reflection stages, notation is similar to that presented in [23] . The link line termed is -oriented, located on the negative side of the -axis, and defines and . Link line defines identical quantities on the positive side of the -axis. The capacitive and lossy lines associated with are defined with indexes and , respectively. Finally, the inductive and lossy stubs associated with are lines and , respectively. All the lines are described in this manner by simply taking all the possible different values of , , and in the set . A node of length , , and , in the three Cartesian directions is used to model a cubic portion of medium with these same dimensions. Time is discretized into variable timesteps . For this timestep, one part corresponds to incident pulse propagation and the other part , to the reflected pulse propagation. For the th time interval, the incident pulses reach the node center at time and reflect to propagate through a node with different parameters. Changes in the permittivity are sampled at , which means that the permittivity value for the incidence period is , which turns into for the reflection part of the whole timestep. Similarly, , , and for the incidence stage, and , , and for the reflection stage. Regarding the line parameters, the characteristic impedance for the and link lines is and , at the incidence and reflection stages of the th time calculation. A magnetic flux pulse, , propagates through the line on the negative side and a magnetic flux pulse, , propagates through the line on the positive side. The characteristic admittance of the capacitive stub associated with the -component of the electric field at the incidence stage of the th timestep is , while the conductance of the resistive line is . Finally, the characteristic impedance of the inductive stub associated with the -component of the magnetic field is , while the resistance of the magnetic losses line is . Flux pulses propagating through these lines are , , , and , respectively. The parameters corresponding to the reflection stage are denoted in an analogous manner by substituting superscript for superscript .
Regarding the choice of the characteristic impedance or admittance of each line, the node can be considered as six coupled circuits: three parallel nodes to define each electric field component and three series nodes to define each magnetic field component. This circuit separation is analogous to considering the rotational Maxwell equations as six simpler scalar equations. For the values of , , and , in the set Fig. 3(a) shows the dynamic parallel circuit defining the -component of the electric field at the th timestep, , while Fig. 3(b) is a plot of the dynamic series circuit defining the -component of the magnetic field, . In Fig. 3 , both circuits are represented only at the incidence stage. Their quantities change to reflected values after the incident flux pulses reach the node center. Identifying the medium capacity, inductance, electric conductance, and 
B. Field Expressions
The field components and at time are obtained directly from the common magnetic flux,
, and electric charge,
, at the circuits depicted in Fig. 3(a) and (b) , respectively. The circuits are represented at the incidence stage, but reflection values must also be considered. This time variation can easily be accounted for by considering the modified Thevenin circuit described in Section II for each line at the connection terminals. Doing so, the circuits in Fig. 4(a) and (b) can be substituted for the dynamic circuits sketched in Fig. 3(a) and (b), respectively. It should be noted that incident pulses for the electric and magnetic losses lines are not included because of their infinite length. Since flux and charge in these circuits meet Ohm's law in an identical manner to voltage and current, the global charge at the parallel circuit and the global magnetic flux at the series circuit can be obtained by simply applying basic circuit theory. Doing so and identifying the flux per unit length and unit time with the electric field and the electric charge per unit length and time with the magnetic field gives the leads to (7), shown at the bottom of the page and (8) Taking all the values of in the set in equations (7) and (8) together with (5), provides the output fields for a given set of incident flux pulses. In addition, the above equations provide a means to define the set of 18 incident flux pulses required to impose a desired source field.
C. The Scattering Matrix
Finally, we still have to obtain the scattering matrix at the th timestep, , which relates incident pulses to reflected pulses through where and are column vectors containing all the incident and reflected flux pulses, respectively. The matrix elements will be obtained by extending the technique presented in [24] to the dynamic case. To do this, let us consider a unitary pulse, , traveling toward the node center through the link line with . In mathematical terms, this pulse excites the terms in the -component of Ampere's law (9) and the term in the -component of Faraday's law
The different terms in (9) correspond to the fields and directions of the lines appearing in the parallel circuit of Fig. 3(a) , while the terms in (10) correspond to fields and directions appearing in the series circuit of Fig. 3(b) . From a mathematical point of view, all the terms appearing in (9) and (10) may appear at the reflection stage, due to the excitation of and terms. Alternatively and in simpler circuit terms, pulses reflected at all the lines in the parallel and the series circuits associated to line may appear. An initial form of the reflected pulses is (11) where symmetry and polarization of some lines have been taken into account. It would be desirable to use simple transmission and reflection coefficients for the parallel and series circuits, but there is one drawback still not taken into account: the original equations are not independent. On the contrary, they share some field components, and in this case, which means that they are coupled differential equations. In circuit terms, this coupling is partially described by a pair of shared or common lines in the circuits of Fig. 3 . The remaining lines appear only in the parallel or only in the series circuit and correspond to field quantities appearing only in (9) or only in (10), i.e., corresponding to uncoupled terms in the differential equations. We will refer to the shared lines and as the common lines, while the rest will be termed the uncommon lines. The basis of the technique outlined in [24] for obtaining the parameters is quite simple. From a mathematical point of view, two facts must be noted: a) information regarding the field quantities only appearing in (9) or (10) can be obtained with a single equation, i.e., without (7) taking into account any coupling between equations, b) information regarding common or coupled field components and must be obtained using both equations simultaneously. In circuit terms, the former means that pulses reflected at the uncommon lines may be derived by simply considering one circuit, basically the transmission line coefficient of this single circuit. The latter means that the remaining two pulses reflected at the common lines, coefficients and , cannot be obtained directly from one or the other circuit and, therefore, the coefficients must be derived from two independent conditions simultaneously involving (9) and (10) . A useful condition related to the -component of Ampere's law is equivalent to imposing charge conservation at the parallel circuit for , while a second condition obtained from the -component of Faraday's law is equivalent to imposing continuity of the magnetic flux at the series node for . The interesting point in choosing these two extra conditions is that they are again circuit conditions, and so very simple to deal with, and in addition, they describe the coupling existing in Maxwell equations. A more detailed description of the common and uncommon lines concepts is found in [24] for the constant-timestep case.
Following the guidelines described above, let us first obtain the coefficients corresponding to the uncommon lines. As regards the parallel circuit, coefficient equals the transmission line coefficient, , for the time-varying parallel circuit of Fig. 3(a) for incidence from line . The incidence and reflecion characteristic admittances used in (3) are (12) Substituting the above parameters in the transmission coefficient (3) yields (13) When we consider the series node, the unitary incident pulse through line reaches a series connection of transmission lines. The impedances required by (3) are (14) The total flux transmitted to the series load impedance, , is (15) The following coefficients defining pulses reflected at the uncommon lines of the series circuit are obtained from (15) together with a flux divider: (16) As mentioned above, coefficients and must be obtained from two global conditions involving both circuits. Charge conservation at the parallel node yields (17) Finally, magnetic flux continuity at the series node leads to (18) The following coefficients at the common lines are obtained by substituting the coefficients in (13) and (16) in (17) and (18) (19) Columns associated with the capacitive stubs are obtained by considering an incident flux pulse entering the node through each capacitive line. For the parallel circuit of Fig. 3(a) , the unitary pulse generates the following reflected pulses: (20) This incident pulse is associated with the term in (9), but does not appear in Faraday's equation, (10) . Therefore, the information regarding this term is uncoupled from Faraday's equation, or equivalently, all the information regarding reflected pulses in (20) may be obtained by considering only the reflection and transmission coefficients, , and , given by (3) for the parallel circuit in Fig. 3(a) . Doing so (21) Finally, columns associated with the inductive stubs are solved by choosing a unitary flux pulse entering through any inductive stub. Each stub is associated with a component of Faraday's law, which means that information is fully described by the reflection and transmission coefficients, , and , at a series node. The pulses reflected at the circuit in Fig. 3(b) when an incident pulse travels through the inductive line are (22) The reflection coefficient for the series circuit associated to and the transmission coefficient combined with a flux divider leads to (23) An explicit form of the full scattering matrix may be simply obtained from the previous coefficients by taking all the possible values for indexes , , and .
IV. NUMERICAL RESULTS
The versatility of the GDCSN presented in the previous section is shown by its application to different time-varying media. A full test comprising all the possible simulations would be unnecessarily long. Therefore, only the most significant examples will be modeled: those in which only time variations in the electric permittivity and conductivity are considered. More unusual variations in magnetic permeability and magnetic conductivity do not introduce significant information and have not been considered. As regards the particular form of the general node chosen for each simulation, examples using the most interesting 3-D node types are considered next.
A. A 3-D Mesh of Dynamic Symmetrical Condensed Nodes
The first example models the propagation of a monochromatic plane wave of unitary wave-vector through a medium with the vacuum properties, , , , and for normalized times below , with being the vacuum speed of light. For times above , the relative electric permittivity changes drastically to , while the conductivity is suddenly increased to provide a quality factor at the angular frequency, , being considered. To test the node under nonisotropic conditions, the TLM mesh used in this example is formed by connecting dynamic nodes of size , , and . Identical characteristic impedance, , is chosen for all the link lines, which means that the generalized nodes are in fact symmetrical condensed nodes (SCN). The choice of this reference impedance is arbitrary, but it seems appropriate to use , which identifies this impedance with the medium impedance at the th timestep. For simplicity's sake, only variables at the incidence stage of each timestep will be considered, reflection values are obtained directly by substituting superscripts. For a given value of , the impedances or admittances of the stubs and lossy lines can be simply obtained by using (6) with for all possible values of and . The choice of is also arbitrary, but a maximum value is derived by imposing nonnegative values for the admittances and impedances of the capacitive and inductive lines respectively. This maximum value avoids the effect of the stubs and lowers the numerical dispersion inherent in the propagating at zenithal and azimuthal angles and , respectively, is imposed at . In this excitation field, is the initial phase at the output point, described by vector , which we have located at the mesh center.
The difficult problem of imposing boundary conditions for infinite-size media must still be solved. An interesting property of time-varying media is that permittivity changes produce frequency shifts in the monochromatic wave but the wavelength remains constant during this process. This is the basis of the following periodic boundary condition. As regards the -direction, for example, this property means that unknown pulses at the boundary mesh , and , can be substituted by known inner flux pulses, and , with . Since pulses are defined at node centers and the wavelength does not usually match an integer number of nodes, an interpolation between two node values is often required. The application of this equivalence process for all the mesh limits not only solves the difficulty of modeling infinite media, but also considerably reduces the memory and storage requirements. In the case being considered, a minimum mesh with 65, 44, and 25 nodes along the three Cartesian directions is used. The numerical solution, labeled TLM 1, is shown in Fig. 5 . The electric displacement vector, , at the mesh center is obtained with the TLM algorithm using a timestep , which corresponds to the maximum allowable value for these node dimensions. The comparison with an analytical solution taken from [3] shows a remarkable agreement between the two solutions.
A second solution labeled TLM 2 has also been included. This result corresponds to using a coarse mesh with , which is close to the usual space sampling limit . As expected, the TLM solution remains close to the analytical prediction but slight differences originating from the numerical dispersion may be observed. 
B. A 3-D Mesh of Dynamic Hybrid Symmetrical Condensed Nodes
The second example considers the plane electromagnetic wave in the previous case, now propagating at angles and through a medium with constant values for magnetic permeability and conductivities: , , and , i.e., the vacuum values. Regarding the electric permittivity, it takes the vacuum value for negative times but is given by , with , for . The situation is now modeled by using a mesh of dynamic hybrid symmetrical condensed nodes (HSCN) of size , , and . These hybrid nodes are obtained by choosing identical characteristic impedance for all the lines associated with a series node, i.e., taking in (6), and a zero value for the characteristic impedance of the inductive lines. The mesh size is 44, 51, and 34 nodes wide along each Cartesian direction, which corresponds to the minimum size imposed by the periodic boundary conditions described above. Fig. 6 shows two different TLM simulations compared to an analytical solution taken from [3] . The first TLM result, labeled TLM maximum , uses the maximum allowable timestep, which for these node dimensions is . It is worth noting that this maximum timestep is greater than the one corresponding to the condensed nodes in the previous case. Comparing it with the analytical solution plotted with a solid line, a poor agreement is shown at high time values. The reason for this poor behavior is not an erroneous behavior of the hybrid node, but a wrong sampling of the medium's properties. In effect, the rapid change in the relative dielectric permittivity generates a rapid increase in the maximum allowable timestep. In fact, only 20 time calculations were required to reach a total time of . It is worth noting that the final timestep is more than 2.5 times the previous value and that the final sample of the permittivity value is more than 5 times higher than the permittivity at the previous time calculation. It becomes clear from these values that a finer time-sampling of TLM parabolic 1t uses a parabolic profile for a better sampling of " . the medium's changes is required. In this sense, this medium is a good example, as it shows the convenience of a versatile variable-timestep scheme to model challenging time-varying situations.
The second TLM calculation, plotted with a solid line in Fig. 6 , is carried out with a finer time-sampling. The mesh and node dimensions are the same as in the previous examples. A finer time-sampling is the main reason for the much better agreement between the numerical and analytical solutions. The timestep at each time calculation is the minimum between two values: the maximum allowable timestep according to the node dimensions and the timestep that generates a maximum admissible relative variation in . This ensures both the stability of the algorithm and a good sampling of the permittivity. Specifically, the example shown in Fig. 6 corresponds to a relative variation lower than or equal to 2% in . The TLM now requires more time calculations: a total of 633 iterations. However, the increased number is not due to the TLM formulation, but to the critical form of the medium's properties.
C. A 3-D Mesh of Dynamic Symmetrical Super-Condensed Nodes
The last 3-D example models wave propagation through the medium of the previous case but now , which means that time variations are smaller than before. The node and mesh dimensions are the same as in the previous case. The nodes are chosen with zero values for all the inductive and capacitive lines, i.e., they are dynamic symmetrical super-condensed nodes (SSCN). Two TLM calculations have been carried out. The first, labeled TLM maximum , uses the maximum allowable timestep obtained, as described in [25] for time-independent media but now including time variation of the properties. The variable timestep for these node dimensions is , which corresponds to the maximum timestep for an equivalent cubic node with a side of 0.272 849 m. Fig. 7 is a plot of the electric displacement vector for a total of 235 time calculations (dashed line) compared to an analytical solution (dotted line) taken from [3] . The agreement is good at low values of time but deteriorates for high values of time. This behavior is again caused by the high values of for high values of time.
A more convenient approach involves choosing the timestep at each time iteration so that it allows a good sampling of , for example, imposing a maximum relative change in in the worst case, i.e., in the last time calculation. We propose a parabolic variation of the form for the timestep at iteration . Certain conditions must be imposed to obtain parameters and . First, since sampling problems are not present at , an initial timestep equal to the maximum allowed by the mesh size at is chosen, in this case, . Second, for the total time of the previous simulation, i.e., in this case, the final timestep, , is chosen so that the relative shift in the permittivity equals a desired value. Specifically, for a relative shift equal to 1% of the previous value at the final time calculation, a simple iterative process allows us to obtain the parameters and , together with the number of time calculations, . The solid line in Fig. 7 , labeled TLM parabolic , shows the TLM solution corresponding to this timestep. It can be seen from the figure that this finer sampling produces a good agreement between the TLM and the reference solution.
V. CONCLUSION
The TLM numerical method is used in this paper for the modeling of electromagnetic wave propagation in media with time-varying properties. The problem is solved by reformulating the TLM method in terms of magnetic flux and electric charge pulses instead of the usual voltage and current pulses. New expressions for transmission and reflection coefficients at transmission line discontinuities, together with a modified version of Thevenin Theorem, are presented both in terms of magnetic flux and electric charge. These expressions are fundamental tools for reformulating the TLM algorithm in terms of the new variables. As a result, a dynamic generalized symmetrical and condensed TLM node for the modeling of electromagnetic wave propagation through time-varying media is presented. Numerical examples solved by using different specific implementations of the proposed generalized node are presented to show the successful behavior of the generalized node in the modeling of media with time-varying electromagnetic properties. Finally, it is worth noting that the presented reformulation in terms of flux and charge pulses introduces a generalization in the TLM method. In this sense, classical situations with constant medium properties and fixed timestep are obtained as particular implementations, but in addition to the modeling of time-varying media, other challenging situations may be efficiently solved as well, such as specific mutltigrid schemes for propagation in nonvarying media or the use of variable time-shift operators in the -domain when solving frequency-dependent materials.
