This paper addresses self-interference (SI) cancellation for millimeter-wave (mmWave) based full-duplex backhaul systems, which involves not only the near-end cross talk due to antenna leakage, but also the far-end cross talk due to reflections from obstacles around the transmission path. The SI channel is with a long response, particularly for mmWave systems where the bandwidth is large. In order to manage the SI comprehensively, we put forward an adaptive multi-segment frequency-domain cancellation (MSFDC) scheme based on the frequency-domain block least-mean-square algorithm, which can cover the long SI channel with low complexity. In addition, we introduce an output branch on the traditional adaptive training loop and perform tap selection, so that the cancellation error decreases while the convergence and tracking abilities are maintained. To demonstrate the effectiveness of the proposed tap-selection based MSFDC, comprehensive evaluations are carried out in an E-band full-duplex backhaul scenario. It is shown that the number of multiplication operations can be greatly reduced by dividing the SI channel into multiple segments. Meanwhile, in a wide range of cases, the proposed scheme can cancel the SI to the degree below the noise floor, and significantly outperforms the traditional method without tap selection.
I. INTRODUCTION
Millimeter-wave (mmWave) communications play an increasingly important role in wireless transmission due to the abundant frequency spectrum resource [1] - [3] , and wireless backhaul is one of the most important applications as the capacity requirement constantly grows, where E-band (71-76 GHz, 81-86 GHz) is especially competitive considering the available bandwidth and the achievable transmission distance [4] , [5] . Moreover, by employing inband full-duplex technology into mmWave backhaul, the spectral efficiency can be doubled compared with traditional half-duplex systems [6] - [9] . However, since inband full-duplex systems transmit and receive data over the same frequency band, there are strong self-interference (SI) that deteriorates the signal quality seriously. The SI is resulted from two aspects. The one is near-end cross talk (NEXT) due to antenna leakage from transmitter (TX) to receiver (RX), and the other one is The associate editor coordinating the review of this manuscript and approving it for publication was Jianhua He. far-end cross talk (FEXT) due to reflections from obstacles around the transmission path [10] , [11] . As obstacles may exist far away from the transceiver, the delay of FEXT may be as long as thousands of symbol durations, especially for the huge-bandwidth mmWave systems. Hence, the SI channel length requires to be considered long enough, so as to cover the NEXT and all the possible FEXTs that may affect the performance seriously.
In the existing works, various schemes have been proposed to manage SI, including antenna cancellation, analog cancellation, and digital cancellation [6] , [12] , [13] . Antenna cancellation adopts some antenna design schemes and supporting architectures to reduce the proximal leakage, i.e., increase the isolation between TX and RX. However, antenna cancellation can only deal with NEXT, and is incompetent to FEXT. Analog cancellation is introduced to cancel the SI before low-noise amplifier (LNA) and analog-to-digital converter (ADC), so as to avoid saturation of these devices. Whereas, since the delay and response of SI cannot be obtained accurately in the analog domain, the residual interference is still significant. Digital cancellation aims to construct a replica of SI based on the transmitted signal in the digital domain, and subtract it from the received signal after ADC at baseband. All the above three cancellation schemes can be combined to ensure a high cancellation ability. Relatively, digital cancellation handles SI more flexibly, and has lower implementation cost. In this paper, we mainly consider digital SI cancellation to eliminate NEXT and multiple FEXTs.
In recent years, several publications target at digital cancellation relying on SI channel estimation, so that the SI replica can be established according to the estimation results. In [14] , the SI channel is estimated with the least-square (LS) algorithm for full-duplex bidirectional multi-input-multioutput (MIMO) systems. By using the pilot symbols and the second-order statistics of the unknown signal, a maximumlikelihood (ML) estimator is proposed in [15] . For full-duplex two-way relays, a one-block training scheme is proposed in [16] , where the SI channel and the channel between the nodes are simultaneously estimated with an ML estimator. For backscatter communications with full-duplex MIMO reader, the LS and linear-minimum-mean-squareerror (LMMSE) algorithms are adopted to estimate the SI channel in [17] . In [18] - [20] , some hardware impairments including power amplifier (PA) nonlinearity and phase noise are addressed, while the SI channel is also obtained by employing the LS or ML algorithms. All the above schemes require to transmit pilot symbols at the beginning of each frame. However, since the FEXTs may be delayed by thousands of symbols in mmWave full-duplex backhaul systems, the overhead is oversized and cannot be provided. In addition, it has been revealed that mmWave backhaul channel usually exhibits sparsity, and compressive sensing can be adopted to save the overhead [21] , [22] , but it is unclear how to achieve a robust cancellation in the full-duplex systems with compressive sensing.
There are some adaptive digital SI cancellation works without any pilot symbol. In [23] , the SI channel is adaptively obtained with a forgetting factor for orthogonal-frequencydivision-multiplexing (OFDM) systems, where the variation of SI response can be tracked timely. Whereas, in order to cover the NEXT and all the FEXTs, the cyclic prefix (CP) should be long enough, which is also an oversized overhead and cannot be guaranteed. In [24] , an adaptive feedback canceller is presented for full-duplex relays, which blindly restores the spectral shape of the desired signal and can partly compensate for multipath propagation. Based on the leastmean-square (LMS) algorithm, an adaptive steepest descent algorithm is proposed to estimate the SI channel in [25] . Also, some literatures aim at adaptive nonlinear SI cancellation, where the maximum correntropy criterion is employed in [26] and the augmented LMS algorithm is adopted in [27] . In [28] , some adaptive algorithms are compared, including LMS, normalized LMS, and recursive least squares (RLS), and the results demonstrate that the RLS based SI cancellation scheme offers the best performance, while is gets the highest computational complexity. All the adaptive schemes in [24] - [28] are performed in the time domain, which are not applicable for mmWave full-duplex backhaul systems. On the one hand, the implementation complexity is quite high, because the adaptive filters require a large number of taps due to the unpredictable SI delay. On the other hand, the large number of taps bring a significant tracking error, which results in a poor cancellation performance.
Frequency-domain block LMS (FBLMS) is an adaptivefiltering algorithm with fast Fourier transform (FFT) and inverse FFT (IFFT), which has similar convergence and tracking abilities compared with time-domain LMS, while greatly reduces the computational complexity [29] , [30] . Compared with OFDM, FBLMS does not require any CP, and the inter-symbol interference (ISI) is resolved by the overlap between adjacent blocks. Therefore, by employing FBLMS in SI cancellation, the problems about overhead and complexity can be mitigated. Whereas, in the considered mmWave full-duplex backhaul scenario, the long SI channel needs a long overlap and large FFT/IFFT size by using FBLMS directly. In this paper, the SI channel including NEXT and multiple FEXTs is divided into multiple segments, and the FBLMS algorithm is adopt to construct the SI replica derived from each segment. Then, by subtracting the sum of the above constructed results from the received signal, the cancellation is achieved, which is regarded as multi-segment frequency-domain cancellation (MSFDC) in the following. The FFT/IFFT size can be adjusted flexibly via different SI channel segment lengths while the performance is maintained, so the proposed MSFDC is more adaptable to system implementation than the existing FBLMS. In addition, compared with FBLMS, MSFDC can reduce the computational complexity by selecting an appropriate segment number, where the number of multiplications can be saved over 70% at most in typical cases.
In view that the number of obstacles is usually limited with rational network planning [11] , it is possible to improve the performance by selecting the valid taps, i.e., the taps with real SI, and setting the other taps to zeros. In this paper, we propose to add an output branch on the training loop of MSFDC, where tap selection is performed on the output branch according to a threshold. The cancellation result of the output branch is sent to the demodulation of intended signal, while that of the training loop is just used for SI response update. Therefore, the cancellation error decreases, while the convergence and tracking abilities are not affected. Comprehensive simulations are conducted in a typical E-band fullduplex backhaul scenario. It is indicated that the proposed tap-selection based MSFDC can track the variation of SI channel, and can distinguish taps with and without actual SI with high accuracy. In addition, the proposed scheme achieves a competitive cancellation ability, where the power of the residual SI is lower than the noise floor under appropriate step size and conventional phase noise level, which is superior to the traditional adaptive method where tap selection is not employed. The rest of this paper is organized as follows. In Section II, the system model is studied. In Section III, the architecture of MSFDC and the scheme of tap selection are depicted in detail. The computational complexity in terms of multiplication times is analyzed in Section IV. Then in Section V, simulations are presented and followed by a conclusion in Section VI. For the notation, we use lower-case and upper-case bold letters for vectors and matrices, respectively. The letters with a short line at the top denote frequency-domain variables. The operators ⊗, , · , (·) * , E (·), F {·}, and F −1 {·} represent convolution, multiplication of the corresponding elements for two vectors, rounding up, complex conjugate, expectation, FFT, and IFFT, respectively.
II. SYSTEM MODEL
In this section, the system model of mmWave full-duplex backhaul is described in detail. Fig. 1 presents a schematic diagram in terms of the transceiver architecture and the channel environment. As transmitting and receiving are executed simultaneously in the same frequency band, the SI from TX to RX affects the signal quality significantly. Generally, the power of SI is higher than that of the intended signal, i.e., the useful signal, because the SI does not undergo the high transmission attenuation from the opposite site to the local site. We consider digital cancellation after ADC, by means of the reference signal that is from TX baseband before digital-to-analog converter (DAC). The TX and RX share the same local oscillator (LO), so that the phase noise can be suppressed. For simplicity, the PA nonlinearity is not considered in this paper, but it can be solved perfectly with the help of an auxiliary chain as shown in [18] .
As illustrated in Fig. 1 , the SI involves NEXT and multiple FEXTs. The NEXT is due to the antenna leakage from TX to RX, and the FEXTs are brought by the reflections of obstacles around the transmission path, including some fixed reflectors such as buildings and trees, and some mobile ones such as cars and animals. Next, the models of NEXT, FEXT, and received signal are described, respectively.
A. NEAR-END CROSS TALK
The signal model of the NEXT can be expressed as
where h NEXT (n) is the NEXT response at the symbol rate normalized by the power of the intended signal, which can be modeled as Rician fading channel [18] , n |h NEXT (n)| 2 represents the power of the NEXT, and x (n) is the transmitted baseband signal with normalized power. Since the delay of NEXT is negligible, the effect of phase noise can be ignored since the TX and RX share the same LO. The absolute power of NEXT is the TX power attenuated by the loss of isolation. For the TX power, considering typical E-band devices, the saturated PA power is about 10-15 dBm [31] , [32] , while the back-off requirement may be as high as 12 dB depending on the modulation type [33] . For the isolation, it is assumed that the TX and RX are equipped with different antennas as illustrated in Fig. 1 , the direction patterns of which are the same, and the isolation is typically in the range of 50-100 dB [11] . Also, the TX and RX can share a common antenna isolated by a circulator, but the isolation is much smaller [34] . In this paper, the TX power after back-off is set to 7 dBm, and the isolation is assumed to be 60 dB for analysis.
B. FAR-END CROSS TALK
Different from the NEXT that is little affected by the environment for a fixed site, FEXT is with strong randomness. On the one hand, the number and power of FEXTs are uncertain, which respectively depend on the number and characteristic of obstacles that can reflect the transmitted signal back to the transceiver. On the other hand, the FEXTs are changeable over time, e.g., a new FEXT may occur when a car comes. However, by means of network planning, the number of FEXTs is always limited. In addition, for wireless backhaul it can be guaranteed that the obstacles are apart from the lineof-sight (LOS) path by a certain distance, which is marked as d v in Fig. 1 , and it is set to 1 m representatively. Suppose there are Q FEXTs, for the q-th one, the signal model is written as
where h q FEXT (n) is the response of the q-th FEXT normalized by the power of the intended signal, which can be modeled as Rayleigh fading channel [18] , [20] , n h q FEXT (n) 2 denotes the power, w q is the FEXT delay depending on the distance between the transceiver and the obstacle, and φ (n) denotes the phase noise. As shown in (2), the FEXT can be divided into the linear part and the phase noise part z
In this paper, the Wiener phase noise model is considered [20] , where the power spectral density (PSD) decreases by 20 dB as the frequency increases tenfold. For simulation, the phase noise is generated as
where ν (n) is a white Gaussian noise, the power of which is determined by the intensity of phase noise. If the PSD of phase noise is ref dBc/Hz at a reference fre-
The phase noise can no longer be ignored since the FEXT delay may be obvious. For example, considering the PSD of −85 dBc/Hz@10 5 Hz [35] , the variance of the relative phase
When the obstacle is 300 m away from the transceiver, w q = 2000 and the standard deviation of the relative phase noise is 2.86 degrees. It is to be observed that there are only a few taps within the same FEXT [20] , [23] , so in (2) the effects of phase noise on different taps of the same FEXT are not strictly distinguished.
The power gain in dB of the q-th FEXT compared with the TX power is formulated as
where G q Ant is the antenna gain, A q FS is the free space transmission loss as given by (5) (where d q in meter is the distance between the transceiver and obstacle, and f c in GHz is the carrier frequency) [36] , A q Rain is the rain attenuation, A q Atm is the atmospheric attenuation (4.0 × 10 −4 dB/m [37] ), and A Refl is the reflection loss, which depends on the refractive index of the obstacle and is set to 20 dB typically [38] . Note that the FEXT path length is twice of the distance between the transceiver and obstacle, which should be considered in
For the rain attenuation, we typically consider rain zone K with availability of 99.99%, and the corresponding maximum attenuation is 1.65 × 10 −2 dB/m [39] , [40] . When the rain attenuation is smaller, the power of FEXT will be higher. However, the power of the intended signal will increase more since its transmission length is usually longer than the FEXT path length. Therefore, the cancellation requirement is lower with smaller rain attenuation, and we just consider the above maximum rain attenuation in this paper. Array antenna with beamforming obtains extensive attention in mmWave communications [22] , [41] , [42] , but for wireless backhaul, parabolic antenna is usually adopted as it can provide a higher gain. By referencing the products of Andrew Corporation, the E-band horizontally-polarized parabolic antenna with diameter of 0.3 m is considered, where the pattern is shown in Fig. 2 [43] . For the q-th FEXT, if the horizontal distance between the obstacle and the transceiver is For obstacles at different horizontal distances away from the transceiver, Fig. 3 presents the power of a single FEXT and that of the corresponding phase noise part, where the vertical distance to the LOS path is fixed to d v = 1 m. Also, the NEXT is given at the horizontal distance of 0 m in Fig. 3 . We set 10 taps for the NEXT and the FEXT responses, with Rician and Rayleigh distributions, respectively. For the noise floor, i.e., the power of the thermal noise, the PSD is set to −174 dBm/Hz, the symbol rate is 1 GHz, and the noise figure is 6 dB [36] . The signal-tonoise ratio (SNR) is fixed to 20 dB, and thus the power of intended signal can be calculated. Additionally, other parameters are set as the typical values in the above of this section.
It is observed in Fig. 3 that the FEXT power is low at a short distance, which is due to the large direction angle and small antenna gain. The FEXT power is also low at an extremely long distance, because the path loss is significant. Whereas, the SI power is higher than the noise floor for a wide range, even though the FEXT is 600 m away from the transceiver. In some cases, the SI power is higher than that of the intended signal, even though only the NEXT exists. Therefore, the SI cancellation should be performed to get rid of the NEXT and a wide range of FEXTs. Fortunately, for all the cases the power of the phase noise part is lower than the noise floor, which indicates that the phase noise part is not necessary to be canceled for an easy implementation, so we mainly manage the linear part in this paper.
C. RECEIVED SIGNAL
The received signal includes the SI in terms of the NEXT and multiple FEXTs, the intended signal y In (n), and the thermal noise z (n), which is expressed as
where the power is normalized by that of the intended signal. If the NEXT and each FEXT are handled separately, the number of FEXTs and their delays should be detected, which is not robust especially when a new FEXT suddenly appears. Actually, the NEXT and all the FEXTs can be taken as a joint response h (n) as follows,
where w q zeros are added at the head of h q FEXT (n). In addition, in order to keep the same length, some zeros should be added at the tail for all the responses. Then, the received signal can be further written as
where z φ (n) denotes the phase noise part of all the FEXTs and z φ (n) = Q q=1 z q φ (n). To guarantee a robust performance, the length of h (n) should be set long enough, so as to cover the NEXT and all the possible FEXTs that may affect the performance seriously, which can be regarded as the ones whose power may be higher than the noise floor. In Fig. 3 , the SI response requires to cover the FEXTs within 600 m, and then the tap length is at least 4000. For thousands of taps, it is impossible to perform channel estimation periodically, because the overhead requirement is extremely high and can hardly be provided. In light that adaptive filtering is without any overhead and can track the response in real time, it is more appropriate in this case. However, the high complexity and the poor performance due to the long SI response should be handled seriously.
III. MULTI-SEGMENT FREQUENCY-DOMAIN CANCELLATION WITH TAP SELECTION
For adaptive-filtering algorithms, FBLMS with FFT/IFFT has a much lower complexity than time-domain algorithms [29] , [30] . Unlike OFDM that relies on CP to overcome ISI, FBLMS requires no overhead and the ISI is resolved by the overlap between adjacent blocks. Whereas, for mmWave full-duplex backhaul systems, the long SI response requires a long overlap, and thus a large FFT/IFFT size, which is not efficient in some cases. In this section, a tap-selection based MSFDC scheme is proposed to further reduce the complexity and improve the performance. In the following, the algorithm theory is described in Section III-A, the implementation architecture is shown in Section III-B, and the scalable application of the proposed scheme is analyzed in Section III-C.
A. ALGORITHM THEORY
The long response h (n) can be divided into multiple segments, such as S segments, and the length of each is M . Thus, the linear part of the SI in (8) can be regarded as
where SM is equal to or larger than the length of h (n). Note that it cannot be sure that the taps of the same FEXT response are in the same segment, but in theory this does not affect the algorithm. Unlike the division according to different FEXTs, in (9) the segment number and the delay of each segment are definite in advance. Similar to the existing FBLMS, the signal is handled by block. For x (n), the (i + 1)-th block is expressed by
where M overlap symbols and L valid symbols are included, and M + L is the FFT/IFFT size. Without loss of generality, it is assumed that L and M + L are integers power of 2, which also means that p = M /L is an integer. Next, transform the block into frequency domain, and it can be achieved thatx i = F {x i }. For the cancellation of the (i + 1)-th received block y i = y (iL) y (iL + 1) · · · y (iL + L − 1) T , S blocks on x (n) are involved, the frequency-domain results of which can be written in a matrix as
For the segment-divided SI responses, express them in a matrix as
with
where L zeros are added at the tail so that the length is kept to M + L. Also, with FFT, we can obtainh s = F {h s }, and the corresponding frequency-domain expression for (12) is
Then, a vector d i can be obtained by associating the frequency-domain signals and the responses as shown in (15) , and it can be derived that the last L symbols are just equal to c (iL) c (iL + 1) · · · c (iL + L − 1) T , which denotes the (i + 1)-th block of c (n).
It can be drawn that by regarding the SI response as multiple segments, it is possible to construct an SI replica from the transmitted signal, and then the SI can be removed from the received signal in (8) block by block. In addition, the FFT/IFFT size can be adjusted by selecting different segment numbers, so it is more flexible than the existing FBLMS.
B. IMPLEMENTATION ARCHITECTURE
This subsection presents the implementation architecture of the proposed tap-selection based MSFDC, where the block diagram is shown in Fig. 4 . It is to be observed that the overlapped modules in the figure represent parallel executions for multiple segments, and the bold lines are parallel data streams. In addition, the structures of time-domain data are presented next to the data-stream lines. As marked in Fig. 4 , the architecture can be mainly divided into four parts: 1) frequency-domain transformation for the reference signal, i.e., the transmitted signal, 2) SI replica construction and cancellation, 3) SI response update, and 4) data output. Among them, part 2) and part 3) constitute the training loop to track the variation of SI response, and part 4) is the output branch to improve the cancellation performance. In the following, detailed descriptions are given for all the parts.
1) FREQUENCY-DOMAIN TRANSFORMATION FOR REFERENCE SIGNAL
For the SI cancellation of each received block with length of L, as shown in (11) it involves S frequency-domain blocks of the reference signal. Since we set M = pL and p is an integer, onlyx i needs to be calculated currently, and the other blocks can be acquired from previous calculations. Therefore, only one FFT with length of M + L represented by FFTa and (S − 1) p block delays are required. In comparison, the existing FBLMS algorithm requires an FFT with length of SM +L at this stage.
2) SI REPLICA CONSTRUCTION AND CANCELLATION
For the (i + 1)-th block, denoting the tracked time-domain SI response matrix as H i , where the structure is similar to (12) , the frequency-domain resultsH i is got with FFTb. Then, by employing the calculation in (15) and cutting out the last L symbols, the SI replica for the linear part represented by c i is obtained. Hence, the cancellation result is achieved as VOLUME 7, 2019 which is directly regarded as the output in traditional schemes. For ideal cancellation, there is no linear part of the SI in e i , but it is unachievable because of the disturbances from the intended signal and the thermal noise. Considering these disturbances are independent of the SI, an advanced scheme should make the cancellation results have the lowest power. Therefore, in order to guarantee a competitive performance and track the variation of the SI channel, e i is sent to the SI response update part.
3) SI RESPONSE UPDATE
In order to keep the same data structure, it is necessary to add M zeros at the head of e i , the results of which is denoted by e i . Suppose an initial value ofH for the (i + 1)-th block as H i , for the (i + 2)-th block, as shown in Fig. 4 , it is updated asH
where µ is the step size, which should be set empirically. A large step size corresponds to a fast convergence, but results in an obvious error or even divergence. In this case, the intended signal and the thermal noise are both disturbances for SI cancellation, so the step size requires to be set smaller than that of general adaptive filters, and µ ≤ 2 −14 is recommended. The operator in (17) denotes that for all the column vectors ofX * i , the elements are multiplied by the corresponding ones of the vector F e i , soX * i F e i is a matrix with the same size asH i .
Since it is certain that the last L elements of each column in (12) are zeros, it is necessary to transformH i+1 into the time domain, illustrated as IFFTb in Fig. 4 , and perform zero setting, so that the time-domain SI response matrix H i+1 is achieved for the (i + 2)-th block.
4) DATA OUTPUT
Except for the last L lines, all other taps of the tracked H i must contain errors due to the disturbances. As there are thousands of taps to cover the SI adequately, the total error in H i is quite obvious. Therefore, the performance may be poor by regarding e i in (16) as the cancellation output. Actually, the SI response is sparse, because the number of FEXTs is limited with appropriate network planning. Thus, by recognizing the taps that do not contain SI and setting them to zeros, we construct a new SI response matrixĤ i from H i , then the error decreases, which can be achieved aŝ
where 0 ≤ m ≤ M − 1 and 0 ≤ n ≤ S − 1,Ĥ i (m, n) and H i (m, n) are the (m + 1)-th line and (n + 1)-th column elements ofĤ i and H i , respectively, and γ is the threshold for tap selection, which can be set proportional to the disturbance power and the step size. With the achievedĤ i , the output branch is conducted similarly as the part of SI construction and cancellation, and then the cancellation results are sent to the demodulation for the intended signal. Note that the tap selection cannot be directly put in the training loop, i.e., before FFTb, or the variation of the SI channel cannot be tracked. Generally, the initial elements of the SI response matrix are all set to zeros. For each block, the adjustment on the SI response matrix is quite small, and then its elements are always zeros with tap selection in the training loop. In comparison, by adding an output branch with tap selection, the convergence and tracking abilities are maintained, while the performance can be improved significantly. Except the proposed MSFDC, the output branch with tap selection can also be employed in the existing adaptive filtering, such as FBLMS and time-domain LMS.
C. APPLICATION PROSPECT
Although we target at the mmWave full-duplex backhaul in this paper, the proposed tap-selection based MSFDC is also applicable for mmWave full-duplex relay systems, where the SI also involves NEXT and multiple FEXTs. Whereas, since the transmitting and receiving are for different sites at the relay site, the SI is generally smaller than that of the considered case in this paper, and thus the cancellation requirement is lower.
The proposed tap-selection based MSFDC can be regarded as an extension of the existing FBLMS, where the segment number is fixed to one and the threshold γ is zero for FBLMS. Like FBLMS, the proposed scheme can also be employed in channel equalization, which is competitive especially when the number of equalization taps is large and quite a few taps are with negligible power.
IV. COMPLEXITY ANALYSIS
In this section, the computational complexity is analyzed. Since the main implementation cost lies in the multiplication operation, we target at the complex multiplication times in the following. Suppose the considered tap number of the whole SI response is T and the FFT/IFFT size N = M + L = (p + 1)L, the segment number can be calculated as S = T /M = T / (N − L) . As shown in Fig 4, for the cancellation of a block with L symbols, there are four one-segment FFTs (including FFTa, FFTc, IFFTa, and IFFTc), three multi-segment FFTs/IFFTs (including FFTb, FFTd, and IFFTb), and three multi-segment multiplications, so the total number of complex multiplication operations averaged to a symbol is
Fig . 5 shows the optimal segment number versus the tap number T corresponding to the minimum multiplication times, where three block lengths are considered, i.e., L = 128, 256, and 512. It can be seen that the optimal segment number is always larger than 1, so it is valuable to achieve a lower complexity by dividing the SI response into multiple segments. Due to the nonlinear operator · in calculating the segment number, the optimal value is not monotonous to the tap number, but the trend is increasing as the tap number increases. It can also be seen that a larger block size usually corresponds to a smaller segment number. Moreover, it can be derived that with the optimal segment number, the FFT/IFFT size N divided by L is generally equal to 2 or 4, by assuming that both N and L are integers power of 2. When the tap number is sufficiently large compared with L, N divided by L may be equal to 8, as shown in Fig. 5 with L = 128 and T > 6000.
The number of multiplications versus the tap number is shown in Fig. 6 , where the scheme with one segment, i.e., the existing FBLMS, and the adaptive time-domain LMS algorithm are also taken into consideration for comparison. For fairness, the output branch with tap selection is also considered in these two schemes. For the scheme with one segment, calculating the number of multiplications is similar to (19) , but S = 1 and N should be an integer power of 2 with N ≥ T + L. For the time-domain LMS, the SI cancellation is executed symbol by symbol, and the multiplication times only depends on the tap number T . Except the 2T multiplications in the training loop, T additional multiplications are required in the output branch with tap selection.
It can be seen that the proposed MSFDC with the optimal segment number has the lowest complexity. Compared with the scheme with one segment, the number of multiplications with MSFDC can be saved over 70% at most, which is significant especially when the tap number is large. Among the three schemes, the cancellation with time-domain LMS is extremely complicated, where the number of multiplications is 10 times more than that of the proposed scheme.
As shown in Fig. 6 , the number of multiplications is related to the block size L, which is smaller when L is larger. However, a too large block size may affect the tracking agility, because the taps of the SI channel are updated once a block as drawn in Fig. 4 . 
V. SIMULATION RESULTS
In this section, comprehensive simulations are conducted to evaluate the cancellation performance of the proposed tap-selection based MSFDC. The total tap number is set as T = 4608, and the farthest FEXT that can be covered is about 691 m away from the transceiver, which is already below the noise floor according to Fig. 3 . The block size is fixed to L = 256 and the optimal segment number S = 6 is adopted, and correspondingly the FFT/IFFT length is 1024. The step size µ is considered in three cases, including 2 −14 , 2 −16 , and 2 −18 . The threshold in (18) is set to γ = 5µ 1 + σ 2 z with normalized intended signal power, where σ 2 z is the thermal noise power. In addition, other parameters are set according to the descriptions in Section II. The performance advantage of the proposed scheme lies in the tap selection, and the MSFDC without tap selection has similar performance with the existing FBLMS and the time-domain LMS. Therefore, the traditional scheme for comparison is the MSFDC without tap selection. Also, the cancellation with ideal SI channel information is presented. In the following, the evaluations involve three cases, i.e., the cancellation ability with the NEXT or a single FEXT, the cancellation ability with the NEXT and multiple FEXTs, and the convergence and tracking performance. Fig. 7 presents the cancellation ability for only the NEXT or a single FEXT at different horizontal distances away from the transceiver (the NEXT corresponds to the distance of 0 m), i.e., the scenario in Fig. 3 , where the SNR is set to 20 dB and the phase noise level is −85 dBc/Hz@10 5 Hz. In order to cancel the SI to the level below the noise floor, the cancellation ability should be higher than the interference-tonoise ratio (INR). It can be found that by employing the proposed scheme with tap selection, the cancellation ability is higher than INR for all the cases. With a lower step size, the performance is better, and by setting µ = 2 −18 the cancellation ability approaches that of the ideal case, where the SI response is known and the residual SI is only the phase noise part. However, the traditional scheme without tap selection exhibits a much poorer performance, where the cancellation ability can only approach the INR even when µ = 2 −18 .
A. CANCELLATION FOR NEXT OR SINGLE FEXT
The cancellation ability without phase noise is shown in Fig. 8 , where the ideal case is not given as its cancellation ability is infinite. Compared with Fig. 7 , it can be observed that for the FEXT at an intermediate distance, the cancellation ability increases significantly especially with a small step size. However, for the NEXT and the FEXT at a short distance, the effect of phase noise can be neglected, while for the FEXT at an extremely long distance, the SI power is quite low and what affect the cancellation are mainly due to the disturbances of the intended signal and the thermal noise rather than the phase noise, so in these cases the cancellation ability does not increase evidently by getting rid of the phase noise. Meanwhile, with a larger step size, the impacts of the intended signal and the thermal noise are more significant, and thus the performance improvement is less without phase noise. For the traditional scheme without tap selection, the error on the SI channel response is prominent, compared with which the impact of phase noise is negligible, so the cancellation ability without phase noise is almost the same as that with phase noise.
B. CANCELLATION FOR NEXT AND MULTIPLE FEXTS
In this subsection, the SI involves the NEXT and four FEXTs, including two dominant FEXTs at 32 m and 127 m, and two general FEXTs at 60 m and 400 m. In Fig. 9 , the tap amplitude of the SI response and the corresponding error after convergence are given, where the SNR is set to 20 dB, the phase noise level is −85 dBc/Hz@10 5 Hz, and the step size is 2 −16 . By employing the proposed scheme of tap selection with the appropriate threshold, the taps with real SI and those without SI can be distinguished with high accuracy. Hence, only the taps with real SI contain errors by setting the other taps to zeros, and the total SI response error is much lower than that of the traditional scheme. In Fig. 9 , 51 taps are recognized, and the errors on which are at the same level as those on the other taps, so the total error is only 51/4608 = 1.11% of that of the traditional scheme.
For different SNR values, i.e., different intended signal powers with fixed SI power and thermal noise power, the cancellation ability is given in Fig. 10 , where the phase noise level is still fixed at −85 dBc/Hz@10 5 Hz. It can be seen that as SNR increases, the cancellation ability decreases gradually. A higher SNR means a more powerful intended signal, and furthermore a more notable disturbance for SI channel tracking. However, the proposed scheme with a small step size can achieve a robust cancellation ability, which is larger than the INR even when SNR = 30 dB with µ = 2 −16 or µ = 2 −18 . In comparison, the traditional scheme is more fragile as SNR increases, and its cancellation ability is almost inversely proportional to SNR.
For different phase noise levels, the cancellation performance is illustrated in Fig. 11 , where SNR is fixed to 20 dB. Since the phase noise level determines the residual power after cancellation, for the ideal case, the cancellation ability decreases linearly in dB as the phase noise level increases. The proposed scheme approaches the ideal cancellation when the phase noise level is high, and there is a certain gap when the level is low especially with a large step size, which is due to that in this case phase noise is not a dominant impact compared with the disturbances from the intended signal and the thermal noise. On the whole, as long as the phase noise level is smaller than -81 dBc/Hz@10 5 Hz, which can be satisfied for general E-band devices [35] , the cancellation ability can reach the INR, even though the step size is 2 −14 . For the traditional schemes, the cancellation ability is not sensitive to the phase noise level, because its impact is hidden by the error of SI response.
C. CONVERGENCE AND TRACKING PERFORMANCE
The processes of convergence and tracking are analyzed in this subsection, and the related results are shown in Fig. 12 .
In the initial, we consider an SI scenario with the NEXT, and three FEXTs at 32 m, 60 m, and 127 m. After 8000 blocks, a new FEXT at 400 m appears. The SNR and the phase noise level are fixed to 20 dB and -85 dBc/Hz@10 5 Hz, respectively. It can be observed that with a higher step size, a faster convergence can be achieved, but it may result in a worse performance. For the proposed scheme, the cancellation ability after convergence can approach that of the ideal case with µ = 2 −16 and µ = 2 −18 , and there is a gap about 2.0 dB with µ = 2 −14 . When the new FEXT appears, the cancellation performance decreases sharply, but it gradually increases to a stable level. Therefore, the variation of the SI channel can be tracked. Since the training loop of the traditional scheme is kept in the proposed scheme, the convergence and tracking speeds of the two schemes are the same under the same step size. However, it can be found again that the proposed scheme achieves significant improvement on cancellation ability.
In Fig. 12 , the cancellation with fixed SI response is also presented, where the SI response is supposed to be estimated accurately in the initial, but the variation is not perceived and the SI response cannot be updated timely. The cancellation ability reaches the ideal case in the initial, but after the new FEXT appears, it drops to a low level and cannot increase later. Hence, the existing schemes relying on channel estimation should detect the variation of the SI channel frequently. However, considering the long SI response, the overhead will be oversized and cannot be supported in practical mmWave full-duplex backhaul systems.
For adaptive SI cancellation, both the intended signal and the thermal noise are disturbances, so the step size µ is set quite small as µ ≤ 2 −14 to alleviate the disturbances. Accordingly, the convergence process takes many symbols, which covers about 300, 1500, and 6000 blocks at the start in Fig. 12 for µ = 2 −14 , 2 −16 , and 2 −18 , respectively. However, as the symbol rate is quite high for mmWave systems, the convergence time is relatively short. With symbol rate f s = 1 GHz and block size L = 256, the convergence only takes 0.08, 0.38, and 1.54 ms for the above three cases, respectively.
VI. CONCLUSION
In this paper, it is depicted that the SI in mmWave full-duplex backhaul systems is complicated, in terms of the NEXT and multiple uncertain FEXTs, and the SI response should be regarded with thousands of taps to cover all the possible FEXTs that may affect the receiving of the intended signal. We propose an adaptive digital cancellation scheme of tap-selection based MSFDC, where the computational complexity is reduced significantly compared with the existing methods. Moreover, by distinguishing the taps with and without real SI, the cancellation performance is improved competitively, and the residual SI is below the noise floor in a wide range of cases. As our future work, the array antenna with analog or digital beamforming will be considered in mmWave full-duplex systems. Meanwhile, in view the sparsity of SI channel, compressive sensing will be studied to achieve a more competitive cancellation.
