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modelselection methods.We wil compare the power ofsome model
selectioncriteria.WediscussonthemodelselectioncriteriaAIC (Akaike's
Information Criterion,Akaike,1973,1978),SICc (corrected version of
SchwarzInformationCriterion,McQuarrie,1999),andCp(Malows,1973)to
the non-orthogonalX design.We propose using the distribution in the









=X0β0+X1β1+X2β2+ ε with ε～Nn(0,σ2In)and σ2= σ2*.
3.Theunderfitcandidatemodelis








Also,ingeneral,S2= SSEn-k isnotunbiasedfor σ
2since E(S2)＞σ2.
Underfitmodelstendtobetoosimplisticandmakepoorpredictions.








biased in theunderfitmodel,and thevarianceofparameterestimatesis
needlessly large in the overfitmodel.Park and Park(2001)checked the
overfittingprobabilitiesofseveralmodelselectioncriteriainregression.The



























Malow's Cp(Malows 1973)is anotherefficientmodelselection criterion.
Theequationis
Cp= SSEkS2k -n+2k
where S2k= SSEk(n-k) istheMSEofthemostcompletemodel.
LikeAIC andAICc,smalvaluesofCpindicatebettermodels.Whenthe
candidatemodelhasasmalCpandaCpcloseto ,where isthenumber
of independent variables including the intercept,we can say thatthe
candidatemodelisthebestmodel.WhenCp>,MSE(MeanSquaredError)
islargeandwilindicateanunderfitandbiasedmodel.
Anotherclass ofcriteria is the consistentcriteria.Ifthe true model
belongstothesetofcandidatemodelsandisoffiniteorder,thenamodel




























































































P(x21(λ)＞ maximum ofm x21)
=P(x21λ - maximum ofm x21＞0)
SupposethatX isx21(λ)andYisthemaximum ofm x21.








































besortedaccordingtotheir λj.Since λjisafunctionof βj,weneedan
unbiasedestimateof λjusing β̂j.





other variables are not important.Then,we generate data y* using
y*= β̂x+ ε*where ε*folows N(0,S2).Asshownbelow, λ̂ iscloseto





























The estimated non-centrality, λ̂j,is not an unbiased estimator,but
E[λ̂j-1]= λj
Ifal SSE folow the centralchi-square distribution,then the order
statisticsfolow theindependentandidenticalcase.Asymptoticaly,ifthere






Weapplythe F* distributiondiscussedwhere F*= SSEr-SSEf*SSEf* .
F*yiscomparedto F*ywhere F*yisnew dataand F*yisfrom

















Wegenerated datausing IMSL and FORTRAN and estimated p-value
using theaboveprocedure.AIC,SICc,and Cp al selecta model.The
FortransubroutinesandfunctionsareusefulforthissimulationinSTAT
IMSL/LIBRARY(1982).WeusedtheFORTRAN program foraltheSTAT


































correlationbetween X1and X2is σ.Now wegetthattheconditional
distribution of X2｜X1=x1～N(ρx1,1- ρ2). In general,








1 ρ ρ2 ρ3 ρ4 ρ5 ρ6 ρ7
ρ 1 ρ ρ2 ρ3 ρ4 ρ5 ρ6
ρ2 ρ 1 ρ ρ2 ρ3 ρ4 ρ5
ρ3 ρ2 ρ 1 ρ ρ2 ρ3 ρ4
ρ4 ρ3 ρ2 ρ 1 ρ ρ2 ρ3
ρ5 ρ4 ρ3 ρ2 ρ 1 ρ ρ2
ρ6 ρ5 ρ4 ρ3 ρ2 ρ 1 ρ
ρ7 ρ6 ρ5 ρ4 ρ3 ρ2 ρ 1
and X1,X2,…,Xk-1hasamultivariatenormaldistribution.
Thevarianceinflation factor(VIF)measurestheimpactof





































































is-3.294when p is8.ItmeansthatAIC chosethetruemodel.SICc
underfitsinthiscasebecausethesmalestvalueofSICcis0.680.Cplooks
tochoosetherightmodel.Incomparingbetweenorthogonaland ρ=0.4,














































When the sample size is large and the modelis strong,the powers,




largerthan 25.Also,ifthe ρ isgreaterthan 0.4,wecan calculatethe
powersofmodelselectioncriteria.Wealreadyrecommendedtherestriction
methodofcandidatemodelsinorthogonalcase(Park,2000).Itissomewhat
a good idea to use the restriction method of candidate models in
non-orthogonalcase.
Table1.Modelselectionmethodswhen βj=1, σ2=0.1,n=10,and ρ=0.4.






























































































































































































































































































































































































































Table2.Modelselectionmethodswhen βj=1, σ2=0.1,n=25,and ρ=0.4.





























































































































































































































































































































































































































Table3.Modelselectionmethodswhen βj=1/j, σ2=0.1,n=10,and ρ=0.4.





























































































































































































































































































































































































































Table4.Modelselectionmethodswhen βj=1/j, σ2=0.1,n=25,and ρ=0.4.




























































































































































































































































































































































































































Table5.Modelselectionmethodswhen βj=1, σ2=0.1,n=10,and ρ=0.9.






























































































































































































































































































































































































































Table6.Modelselectionmethodswhen βj=1/j, σ2=0.1,n=10,and ρ=0.9.





























































































































































































































































































































































































































Table7.Modelselectionmethodswhen βj=1, σ2=1,n=10,and ρ=0.9.





























































































































































































































































































































































































































비직교 회귀분석에서의 AIC,SICc,Cp에 대한 연구
류 승 훈
응 용 수 학 과
한국해양대학교 대학원
요 약
본 논문에서는 독립변수가 비직교 일 때 최적합 회귀모형을 찾기 위해 AIC,
SICc,Cp의 검정력을 비교분석 하였다.표본의 크기가 10과 25일 때 검정력과
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