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Abstract:
We consider the problem of inference after model selection under weak
assumptions in the time series setting. Even when the data are not indepen-
dent, we show that sample splitting remains asymptotically valid as long
as the process satisfies appropriate weak dependence conditions and the
functional of interest is suitably well-behaved. In addition, if the inference
targets are appropriately defined, we demonstrate that valid statistical in-
ference is possible without assuming stationarity. As a working example,
we consider post-selection inference for regression coefficients under a ran-
dom design assumption, in which the pair (Yi, Xi) ∈ R
pn is assumed to
be an observation from a weakly dependent triangular array. We establish
(asymptotic) sample splitting validity for regression coefficients under both
β-mixing and τ -dependence assumptions.
To facilitate statistical inference in the non-stationary, weakly depen-
dent regime, we extend a central limit theorem of Doukhan and Winten-
berger [18]. To extend their result, we derive some properties of the variance
of a normalized sum of a weakly dependent process. In particular, we show
that, under very general conditions, the variance is often well-approximated
by independent blocks. Using this result, we derive the validity of the block
multiplier bootstrap under θ-dependence and demonstrate the validity of
an inference procedure that combines sample splitting with the bootstrap
under weak assumptions.
Keywords and phrases: weak dependence, sample splitting, central limit
theorem, non-stationarity, bootstrap.
1. Introduction
We consider the problem of performing inference after model selection in a weak-
assumption setting for time series data. Post-selection inference is currently a
very active area of research with a large body of literature. We will discuss
some of the literature most closely related to our work in Section 1.3. For a
more comprehensive literature review, we refer the reader to Dezeure et al. [15]
or Rinaldo et al. [39].
Sample splitting is an old method for inference after model selection. The
procedure is very simple, and Rinaldo et al. [39] show that sample splitting
achieves honest coverage in the independent, low assumption setting. However,
1
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one common criticism of sample splitting is that it requires the selection and
inference sets to be independent, which is not the case for time series data.
In this paper, we study the theoretical properties of a sample splitting pro-
cedure for time series in which the data are divided into two contiguous blocks,
where the first half is used for selection and the second half for inference. One of
the main ideas of our paper is that, although the datasets are not independent,
sample splitting remains asymptotically valid for a wide range of functionals
under appropriate weak-dependence conditions. To demonstrate the applicabil-
ity of our results, as a running example, we consider post-selection inference
for regression coefficients under a random design assumption, where the pair
(Yi, Xi) ∈ Rpn is assumed to be an observation from a weakly dependent tri-
angular array. We also study the properties of a block multiplier procedure on
the inference set, and establish its validity under weak assumptions on the data
generating process.
1.1. Problem Setup
Let {Yn,1, . . . , Yn,2n} be a triangular array of random vectors taking values in
R
pn . We will allow pn to be an arbitrary nondecreasing sequence of natural
numbers with some caveats to be explained later, but we will focus on low-
dimensional asymptotics for a selected model. For ease of exposition, we will sup-
press the triangular array notation when appropriate and write Y1, Y2, . . . , Y2n.
The main example we have in mind is regression, where Yn,i,1 is the response
and (Yn,i,2, . . . Yn,i,p) are the covariates.
For concreteness, suppose that D1 = (Y1, . . . Yn) is used for model selection
and D2 = (Yn+1, . . . , Y2n) is used for inference. Let M represent a collection
of possible models. For each m ∈ M, let θˆm(Y 2nn+1) : Yn×p
(m) 7→ Θm denote
an estimator formed from the second half of the data for the model m, where
Θm is a Polish space that may depend on the value of m. Let p
(m) denote
the dimension of the selected model, which is typically much smaller than n.
For example, in a standard regression problem, θˆm(Y
2n
n+1) represents a subset of
regression coefficients estimated from some sub-model m.
The goal of many approaches to post-selection inference is to provide valid
inference for a target parameter given that a particular model was chosen, while
remaining agnostic about whether the model is “correct”. We will also adopt
this perspective in this paper. When Y1, . . . , Y2n are independent, it is very
straightforward to see that sample splitting achieves this goal. First note that,
with sample splitting, we hold out D1 from the estimation step and treat it as
fixed; see Fithian et al. [19] for a similar treatment. Suppose that the model
selection procedure mˆ(Y n1 ) is σ(D1)-measurable and let θˆmˆ(Y 2nn+1) denote an
estimator formed on the second half of the data for the random model mˆ(Y n1 ).
The resulting distribution of the estimator is given by:
L(θˆmˆ(Y 2nn+1) ∣∣ D1) = L(θˆm(Y 2nn+1)) (1)
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In other words, sample splitting works in the independent case because the con-
ditional distribution is equal to an unconditional distribution on D2, which is
often very easy to work with in practice. However, when Y1, . . . , Y2n are depen-
dent, it is generally the case that:
L(θˆmˆ(Y 2nn+1) | D1) 6= L(θˆm(Y 2nn+1)) (2)
Therefore, just from basic properties of conditional probability, we cannot say
whether treating D1 as fixed leads to valid inference; there may be spillover
effects from D1 that invalidate inference. If the data are weakly dependent,
however, it will often be the case that the two distributions will be close asymp-
totically under an appropriate notion of distance.
We will now define a notion of sample-splitting validity; one of the major
aims of the rest of this paper is to establish this form of validity under general
conditions on dependence and the estimator. Since sample splitting is valid
in the independent case, our notion of validity will be tied to the conditional
distribution approaching a distribution in which the inference and selection sets
are independent. To this end, let Y˜ 2nn+1 represent an independent copy of Y
2n
n+1
that is also independent of Y n1 . The notion we adopt is as follows:
Definition 1 (Sample Splitting Validity). Sample splitting is said to be asymp-
totically valid in probability under the metric d if: 1
d
(L(θˆmˆ(Y 2nn+1) | Y n1 ), L(θˆmˆ(Y˜ 2nn+1) | Y n1 )) P−→ 0 (3)
A requirement for d to be useful in our context is that, when {Xn}n≥1 is a
sequence of random variables taking values in Rp, we have that:
d
(L(Xn), L(X))→ 0 =⇒ Xn  X (4)
That is, convergence in the metric implies convergence in distribution. For tech-
nical reasons that will be expounded upon later, we will use the bounded Lip-
schitz metric, denoted dBL, which is known to metricize weak convergence for
Borel measures on separable spaces. See Definition 14 for a definition of dBL.
Although we will be working with a metric that metricizes weak convergence,
we will not require that the estimator converges in distribution. It may be the
case that a conditional distribution approaches an unconditional distribution
even if the latter fails to converge in distribution. For details, see Section 2.1.
Another assumption that will be avoided is stationarity. Strict stationarity
guarantees that the future will resemble the past. On the surface, this condition
seems vital to statistical inference. Without strict stationarity, there may not be
a fixed parameter corresponding to the long-run variance, for example. However,
strict stationarity is a strong assumption that is rarely met in practice. While
1Although this level of generality is not needed in the body of the paper, we would like to
note that, when the dimension of the functional p(m) varies across models, it is understood
that d is a “meta-metric” in the following sense. Let P(m) denote the space of Borel measures
defined on the metric space (X (m), ρ(m)). Then, d : ∪m∈MP
(m) × P(m) 7→ [0,∞], where
d(·, ·) agrees with a metric on P(m) for each m.
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assuming weak stationarity would be enough to ensure that certain parameters,
such as the long-run variance, exist, this is still an assumption that is not to be
taken lightly.
Since stationarity assumptions rarely hold, we believe that it is preferable
to avoid them altogether at the cost of a loss in interpretability. Here, we will
consider parameters of the form θmˆ,n, which are random and depend on n,
with no guarantee that they will converge even when the model is fixed. For
a concrete example in the regression setting, see Section 2.4. We will look to
construct confidence intervals that have the property:
lim inf
n→∞
P (θmˆ,n ∈ Cmˆ,n) ≥ 1− α (5)
where Cmˆ,n is a confidence set that depends on the chosen model mˆ(Y
n
1 ) and
Y 2nn+1. The probability statement is over the joint distribution of Y
2n
1 . Since our
notion of sample splitting validity only holds in probability, we will not be able
to guarantee pathwise validity in which the probability statement is with respect
to L(Y 2nn+1 | Y n1 ). Instead, what we have above is an on-average statement that
nevertheless should be strong enough for statistical applications. We will not
consider honest confidence intervals (e.g. Li [30]) in the low dimensional setting
and will leave a treatment of this topic to future work.
We would also like to take a moment to discuss the interpretation of the
probability statement in (5). This statement differs from typical confidence in-
tervals in the sense that the parameter changes with n and depends on the data
through the selected model. However, it still permits a frequentist interpreta-
tion. Consider a large number of (independent) runs of the process. For large
n, the proportion of runs for which θmˆ,n is contained in the confidence interval
will be approximately 1 − α. This confidence statement is retrospective and is
not concerned with future values of the process.
One may doubt the wisdom of sample splitting when the data are non-
stationary. While it may be the case that a model selected on the first half of the
data will be a poor choice for the second half of the data under non-stationarity,
even in these cases, sample splitting will often remain asymptotically valid in the
sense that associated confidence intervals will have asymptotic 1−α coverage as
defined in (5). We would like to emphasize that validity of inference is not tied
to the fitness of the chosen model. In addition, we are not advocating for sam-
ple splitting as a universal inference tool for non-stationary problems. Rather,
inferences based on sample splitting are robust to departures from stationarity
under appropriate conditions on dependence.
We would also like to note that, while demonstrating (3) establishes sample
splitting as an asymptotically valid procedure, it says nothing about how to
conduct inference on D2. Here there are many possibilities, but we will mainly
consider the case where confidence intervals are constructed using the block mul-
tiplier bootstrap, similar to Rinaldo et al. [39]. We will treat sample splitting
together with the bootstrap as a single procedure and show that this procedure
is also robust to departures from stationarity and remains valid even under
dependence conditions that are weaker than mixing. A key step towards es-
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tablishing validity of the block multiplier bootstrap is proving a non-stationary
central limit theorem in this regime.
We are not the first to propose a resampling procedure robust to non-stationarity.
For example, Politis et al. [38] establish the validity of subsampling under α-
mixing and some additional regularity conditions. Our results are under a weaker
notion of dependence and does not require the existence of some fixed parame-
ter. While subsampling is typically valid for a wider range of functionals than
the bootstrap, the bootstrap has the advantage of generalizing to growing di-
mensions, which we will examine in future work.
1.2. Notions of Weak Dependence
We will mainly consider two forms of dependence: β-mixing, due to Volkonskii
and Rozanov [48] and τ -dependence, introduced by Dedecker and Prieur [12].
For unconditional results, we will also consider θ-weak dependence, which we
will see is weaker than τ -dependence. Since the dimension of the process is
allowed to grow, a finite-dimensional notion of dependence will be appropriate.
While such notions are less common in the literature, they have been considered
in the case of β-mixing in various contexts [1] [8] [33].
1.2.1. β-Mixing
We will start by introducing the notion of β-dependence between two σ-fields.
The β-mixing coefficient will then be constructed by considering appropriate
σ-fields related to the random vector Y 2n1 .
Definition 2 (β-dependence between σ-fields). Let (Ω,F , P ) be a probability
space and for any A,B,⊆ F define:
β(A,B) = 1
2
sup
{ I∑
i=1
J∑
j=1
|P (Ai ∩Bj)− P (Ai)P (Bj)| :
{Ai} is any finite partition of Ω in A
{Bj} is any finite partition of Ω in B
} (6)
Now, define the corresponding β-mixing coefficient for the vector Y 2n1 as
follows:
Definition 3 (β-mixing coefficient). Define the rth mixing coefficient for Y 2n1
by:
βr(Y
2n
1 ) = max
1≤l≤2n−r
β(σ(Y1, . . . Yl), σ(Yl+r , . . . Y2n)) (7)
The β-mixing coefficient also has the following representation as an L1 dis-
tance between a conditional distribution and an unconditional distribution. This
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representation, coupled with Markov Inequality, facilitates the approximation of
a conditional distribution with an unconditional one.
βr(Y
2n
1 ) = max
1≤l≤2n−r
∥∥ dTV (L(Y 2nl+r | Y l1 ),L(Y 2nl+r)) ∥∥1 (8)
In addition, the following preservation property will be useful:
Proposition 1 (Preservation of β-mixing coefficient). Let f be a measurable
function of (Yn+r, . . . Y2n). Then,
β
(
σ
(
Y n1
)
, σ
(
f(Y 2nn+r+1)
)) ≤ βr(Y 2n1 ) (9)
τ-dependence The τ -coefficient is a measure of dependence introduced by
Dedecker and Prieur [12]. The main (but not the only) difference from β-mixing
is the choice of a different metric between the unconditional and conditional
distributions. We will again introduce some preliminary notions before defining
the τ -coefficient.
Definition 4 (K-Lipschitz). A map f between metric spaces (X , ρ) and (X ′, ρ′)
is said to be K-Lipschitz if for all x, y ∈ X ,
ρ′(f(x), f(y)) ≤ Kρ(x, y) (10)
The Lipschitz constant of f , denoted ||f ||L, is defined as the smallest K > 0
that satisfies (10).
In our problem setting, we will choose the sup-norm || · ||∞ for both the
domain and codomain.
Definition 5 (1-Wasserstein Distance). The 1-Wasserstein distance between P
and Q, denoted dW (P,Q), is defined as:
dW (P,Q) = sup
f∈Λ1
∫
f d(P −Q) (11)
where Λ1 is the class of 1-Lipschitz functions:
Λ1 =
{
f : X 7→ R ∣∣ ||f ||L ≤ 1} (12)
Now we will introduce τ -dependence, which is a measure of dependence be-
tween a random variable and a σ-field opposed to two σ-fields as in the case
of β-dependence. We will then build the τ -coefficient using the notion of τ -
dependence.
Definition 6 (τ -dependence). Let (Ω,F , P ) be a probability space and let E
be a sub-σ-field of F . Further X be a Polish space. For any integrable random
variable taking values in X , define:
τ (E , X) =
∥∥dW (L(X | E), L(X))∥∥1 (13)
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Definition 7 (τ -coefficient). Let Va:b denote the collection of all non-empty
ordered subsets of integers {a, . . . , b} for a < b. For an element v ∈ Va:b, let v(i)
denote the ith element and let v(s) denote the last element. Furthermore, let sv
denote the cardinality of the set v. Then,
τr(Y
2n
1 ) = max
1≤l≤2n−r
max
v∈Vl+r:2n
1
sv
τ (σ(Y1, . . . , Yl), (Yv(1), . . . , Yv(s))) (14)
We would like to remark that, unlike β-mixing, the τ -coefficient is normalized
by the number of random variables under consideration. Defined in this way,
the τ -coefficient is closely related to the θ-coefficient, which we will introduce
shortly.
Note that τ -coefficient has the following preservation property. The proof is
a consequence of basic properties of the Wasserstein metric.
Proposition 2 (Lipschitz Preservation). Suppose f(Y 2nn+r+1) is a K-Lipschitz
function. Then,
τ (σ(Y n1 ), f(Y
2n
n+r+1)) ≤ K(n− r) τr(Y 2n1 ) (15)
θ-dependence Another notion of weak dependence that we will consider in
this paper is θ-dependence. θ-dependence is one of several dependence measures
that were introduced in the seminal paper of Doukhan and Louhichi [16], falling
under the larger class of Ψ-weak dependence measures. Roughly speaking, these
dependence measures are defined as:
sup
f∈F , g∈G
Cov(f(‘past′), g(‘future′)) (16)
where different choices of function classes F and G, among other things, lead
to different dependence measures. As in mixing theory, these coefficients aim to
quantify how fast dependence decays as a function of the gap between the past
and the future.
Most standard Ψ-weak dependence measures take G to be the class of bounded
Lipschitz functions (in the case θ-dependence, boundedness is not assumed for
G). As a result of this choice of function class, the preservation properties of these
coefficients are less robust than those of mixing coefficients, posing additional
challenges. Nonetheless, a rich theory has developed around these dependence
measures; for an overview, see Doukhan and Neumann [17] or Dedecker et al.
[11].
We will now proceed by defining the θ-coefficient. We will first state a def-
inition more in the form of Ψ-weak dependence measures, and then state an
alternative formulation that provides a connection to the τ -coefficient. In what
follows, let Fu be the space of bounded functions mapping from Yu to R and
let Gv be the space of Lipschitz functions mappings from Yv to R.
Definition 8 (θ-coefficient). Let Γn(u, v, r) denote the collection of indices that
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satisfy 1 ≤ i1i2, . . . iu ≤ ij + r ≤ j1 ≤ j2 ≤ jv ≤ 2n. Then θr(Y 2n1 ) is given by:
θr(Y
2n
1 ) = sup
u,v
max
(i,j)∈Γn(u,v,r)
max
f∈Fu,g∈Gv
Cov(f(Yi1 , . . . Yiu), g(Yj1 , . . . , Yjv ))
v ||f ||∞ ||g||L
(17)
The θ-coefficient can equivalently be expressed as follows. Analogous to the
τ -dependent case, we will first define θ-dependence and then construct the θ-
coefficient.
Definition 9 (θ-dependence). Let (Ω,F , P ) be a probability space and let E
be a sub-σ-field of F . Further X be a Polish space. For any integrable random
variable taking values in X , define:
θ(E , X) = sup
g∈Λ1
∥∥E[g(X) | E]− E[g(X)]∥∥
1
(18)
Definition 10 (θ-coefficient, alternative form). Using the same notation for
defining the τr(Y
2n
1 ) in Section 1.2.1, define the θr(Y
2n
1 ) coefficient as:
θr(Y
2n
1 ) = max
v∈Vl+r:2n
1
sv
θ(σ(Y1, . . . , Yl), (Yv(1), . . . , Yv(s))) (19)
See Dedecker et al. [11] for a proof of the equivalence of these two definitions.
From this latter definition, we can see that θ-dependence and τ -dependence
differ only in the order of the supremum and the L1 norm. From this fact, we
can immediately deduce the following:
Proposition 3 (Relationship between θ and τ).
θ(E , X) ≤ τ (E , X) (20)
We will often use θ-dependence to derive results in the unconditional setting.
Aside from being weaker than τ -dependence, θ-dependence has some additional
properties that make it preferable to τ -dependence for some problems. For in-
stance, as mentioned above, θ-dependence can be defined as a covariance be-
tween two classes of functions; this property will be crucial in our adaptation of
the central limit theorem to the non-stationary setting. In addition, the preser-
vation properties of θ-dependent sequences extend beyond Lipschitz functions;
see Proposition B.4 for details.
1.3. Related Work in Post-Selection Inference
Sample splitting has recently been investigated in the IID, low assumption set-
ting by Rinaldo et al. [39]. In this work, the authors establish the validity of
inference based on sample splitting uniformly over a large class of probability
distributions. Among other results, the authors establish a growing dimension
Delta Method and study the properties of the Normal approximation and boot-
strap on the inference set for a regression coefficient in a regime where the
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dimension is allowed to grow (slowly) with n. In some sense, the present work
can be viewed as an exploration of similar themes in the time series setting.
However, dependence introduces several new phenomena and our analysis uses
different tools. Other work involving inference after sample splitting include
Wasserman and Roeder [49] and Meinhausen and Bu¨hlmann [34].
Another approach to post-selection inference that has closely related infer-
ence goals to ours is uniform inference, first studied in Berk et al. [6]. In this
approach, the goal is to establish confidence intervals that hold uniformly over
all models in the model class without performing data splitting. While uniform
validity is a very satisfying property, procedures that meet this criteria are gen-
erally computationally intensive and conservative. This idea was extended to
settings involving heteroskedastic, non-Normal errors with possible misspecifi-
cation in Bachoc et al. [2] and Bachoc et al. [3]. More recently, Kuchibhotla
et al. [23] and Kuchibhotla et al. [24] consider uniform inference with random
design and possible time series dependence. The notions of dependence consid-
ered including mixing and functional dependence measures introduced by Wu
[51]. These coefficients often yield sharp results for problems related to the cen-
tral limit theorem (e.g. Jirak [22]), but as noted in Dedecker et al. [11], are not
directly comparable to Ψ-dependence measures, as these measures assume that
the process is a Bernoulli shift.
While there are many other approaches in the literature proposed for post-
selection inference, we will mention another general approach that has been
investigated in a series of papers. In selective inference, instead of conditioning
on σ(D1), one uses the whole dataset and conditions on a selection event, corre-
sponding to mˆ(Y 2n1 ) = m. This approach was introduced in Lockhart et al. [31]
and various extensions have been studied in Fithian et al. [19] and Lee et al.
[29], among others. In principle, this general framework is also viable for time
series. When the probability model is an exponential family, Fithian et al. [19]
demonstrate that hypothesis tests formed by conditioning on mˆ(Y 2n1 ) = m are
more powerful than those that condition on a finer σ-field. While this type of
optimality result is encouraging, these benefits come at the cost of stronger as-
sumptions. All of the proposed procedures in this framework require the covari-
ates to be fixed and further require a geometric characterization of the selection
regions, which are procedure-dependent. It should be noted, however, that Tian
and Taylor [45] weaken the assumption of Normality to asymptotic Normality
by deriving selective central limit theorems for affine selection procedures.
2. Main Results
2.1. General Asymptotic Results
To establish results without assuming the existence of a limiting distribution,
we will use the notion of weakly approaching random variables, introduced by
Belyaev and Sjo¨stedt-de Luna [5]. We will provide a definition below:
Definition 11 (Weakly Approaching Random Variables). Two sequences of
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random variables {Un}n∈N and {Vn}n∈N taking values in U are said to be weakly
approaching if, for all bounded continuous functions we have that:
Ef(Un)− Ef(Vn)→ 0 (21)
This type of convergence is denoted as:
L(Un) wa⇐⇒ L(Vn) (22)
Notice that if Vn = V for all n, the above definition corresponds to the
more standard notion of weak convergence. Weakly approaching is therefore a
generalization of weak convergence. We have an analogous notion for weakly
converging in probability:
Definition 12 (Weakly Approaching Random Variables in Probability). Let
{Un, Vn,Wn}n∈N be a sequence of random variables defined on the same proba-
bility space (Ω,F , P ), where Un, Vn ∈ U and Wn ∈ Wn. Then sequences of reg-
ular conditional probability laws corresponding to {L(Un)}n∈N and {L(Vn)}n∈N
are said to weakly approach in probability along {W}n∈N if for all bounded con-
tinuous functions we have that:
Ef(Un | Wn)− Ef(Vn | Wn) P−→ 0 (23)
This type of convergence is denoted as:
L(Un | Wn)wa(P )⇐⇒ L(Vn | Wn) (24)
One may also define weakly approaching almost surely in an analogous fash-
ion, but we do not state it here since we do not consider this mode of convergence
in this paper. It turns out that many limit theorems from weak convergence the-
ory have analogs even when there is no limiting distribution and we allow two
sequences of random variables to drift together. We will see that the key require-
ment for many of these theorems is tightness, which is a necessary condition for
weak convergence by Prokhorov’s Theorem. Recall that tightness is defined as
follows:
Definition 13 (Tightness). A sequence of random variables {Xn}n≥1 is said to
be tight if for any ǫ > 0, there exists a compact set Cǫ such that, for all n ≥ 1:
P (Xn 6∈ Cǫ) ≤ ǫ (25)
Using these tools, we will focus on the example of post-selection inference
for a collection of regression coefficients under a random design assumption. We
succeed in establishing validity under both β-mixing and τ -dependence condi-
tions using a weakly approaching version of the Delta Method. The proof for
the τ -dependent case is more involved due to the fact that τ -dependence has
less robust preservation properties compared to β-mixing.
At the end of this section, we will also consider the problem of constructing
confidence intervals for the regression coefficient under τ -dependence.
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Finally, before stating our main results, we would like to briefly discuss our
choice of metric. In this section, we consider the bounded Lipschitz metric. Let
||f ||BL = ||f ||∞ ∨ ||f ||L. The definition we adopt is as follows.
Definition 14 (Bounded Lipschitz Metric). For two probability measures P
and Q, the bounded Lipschitz metric, denoted dBL is given by:
dBL(P,Q) = sup
f∈BL1
∫
f d(P −Q) (26)
where BL1 is the function class:
BL1 =
{
f : X 7→ R ∣∣ ||f ||BL ≤ 1} (27)
We have at least two reasons for choosing this particular metric. As mentioned
in the introduction, the Bounded Lipschitz metric metricizes weak convergence.
It turns out that metrics that metricize weak convergence have desirable prop-
erties even in the weakly approaching setting. We will state a proposition that
establishes this below.
Proposition 4. Let d be a metric that metricizes weak convergence. Assume
that {Vn}n∈N is tight. Then, we have the following:
d(L(Un),L(Vn))→ 0 if and only if L(Un) wa⇐⇒ L(Vn) (28)
In Belyaev and Sjo¨stedt-de Luna [5], this equivalence is stated in terms of the
multi-dimensional Levy metric, but an examination of the proof reveals that it
remains valid for any metric that metricizes weak convergence. The equivalence
between a metric metricizing weak converging to 0 and two random variables
weakly approaching extends to the conditional case; since the proposition below
does not appear in Belyaev and Sjo¨stedt-de Luna [5], a proof is provided in
Appendix A.
Proposition 5. Let d be some metric that metricizes weak convergence. Assume
that {Vn}n∈N is tight. Then, we have the following:
L(Un | Wn)wa(P )⇐⇒ L(Vn | Wn) if and only if d(L(Un | Wn),L(Vn | Wn)) P−→ 0
(29)
Furthermore, the Bounded Lipschitz metric interacts nicely with the metrics
used to define our dependence coefficients. It is straightforward to see that for
any probability measures P and Q:
dBL(P,Q) ≤ dW (P,Q) and dBL(P,Q) ≤ dTV (P,Q) (30)
2.2. Stability Theorem
We are now ready to state our first result in this section, the stability theorem.
The main idea behind this theorem is that estimators that satisfy an appropriate
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deletion stability condition will often be close in distribution to an estimator
in which those points are actually deleted. If the process is not too dependent,
it will turn out sample splitting will be asymptotically valid for an estimator
with observations deleted between the selection and inference sets, which in turn
implies validity for the original estimator.
Theorem 1 (Stability Theorem). Suppose there existsM∗ such that |M∗| <∞
and P (mˆ ∈ M∗) → 1. For each m ∈ M∗, assume that there exists in → ∞
such that the following conditions hold:
A1 {θˆm(Y 2nn+in+1)}n≥1 is tight.
A2 |θˆm(Y 2nn+1)− θˆm(Y 2nn+in+1)| = oP (1)
In addition, assume one of the following conditions. For each m ∈ M∗,
T (n− in) · τin(Y 2n1 ) · ||θˆm(Y 2nn+in+1)||L → 0.
B θˆm(Y
2n
n+in+1) is measurable and βin(Y
2n
1 )→ 0.
Then,
dBL(L(θˆmˆ(Y 2nn+1) | Y n1 ),L(θˆmˆ(Y˜ 2nn+1) | Y n1 )) P−→ 0 (31)
Proof. By law of total probability partitioning on {mˆ ∈ M∗}:∑
m∈M∗
P
(
dBL
[
L(θˆmˆ(Y 2nn+1) | Y n1 ),L(θˆmˆ(Y˜ 2nn+1 | Y n1 )
]
> ǫ, mˆ = m
)
+ P
(
dBL
[
L(θˆmˆ(Y 2nn+1) | Y n1 ),L(θˆmˆ(Y˜ 2nn+1) | Y n1 )
]
> ǫ, mˆ 6∈ M∗
)
≤
∑
m∈M∗
P
{
dBL
[
L(θˆm(Y 2nn+1) | Y n1 ),L(θˆm(Y˜ 2nn+1)
]
> ǫ
}
+ P (mˆ 6∈ M∗)
(32)
By Proposition 5 it suffices to show that, for each m ∈M∗:
L(θˆm(Y 2nn+1) | Y n1 )
wa(P )⇐⇒ L(θˆm(Y 2nn+1)) (33)
Notice that:
θˆm(Y
2n
n+1) = θˆm(Y
2n
n+in+1) + [θˆm(Y
2n
n+1)− θˆm(Y 2nn+in+1)] (34)
Now, since {θˆm(Y 2nn+in+1)}n≥1 is tight by A1, and |θˆm(Y 2nn+1)− θˆm(Y 2nn+in+1)| =
op(1) by A2, by Weakly Approaching Conditional Slutsky’s Theorem (Proposi-
tion A.4), it is sufficient to show that:
L(θˆm(Y 2nn+in+1) | Y n1 )
wa(P )⇐⇒ L(θˆm(Y 2nn+1)) (35)
As an intermediate step, we will show that:
L(θˆm(Y 2nn+in+1) | Y n1 )
wa(P )⇐⇒ L(θˆm(Y 2nn+in+1)) (36)
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To show (36), we will use Markov’s inequality in conjunction with the depen-
dence coefficients. Under assumption T, we have that:
P
{
dBL
[
L(θˆm(Y 2nn+in+1) | Y n1 ),L(θˆm(Y 2nn+in+1)
]
> ǫ
}
≤ P
{
dW
[
L(θˆm(Y 2nn+in+1) | Y n1 ),L(θˆm(Y 2nn+in+1)
]
> ǫ
}
≤ (n− in) || θˆm(Y
2n
n+in+1
) ||L τin(Y 2n1 )
ǫ
→ 0
(37)
The β-mixing case is analogous since dBL ≤ dTV . The result will follow if we
can establish that:
L(θˆm(Y 2nn+in+1))
wa⇐⇒ L(θˆm(Y 2nn+1)) (38)
Again, express θˆm(Y
2n
n+1) as θˆm(Y
2n
n+in+1
) + [θˆm(Y
2n
n+1)− θˆm(Y 2nn+in+1)]. Then by
Weakly Approaching Slutsky’s Theorem (Proposition A.3) we indeed have (38).
The result follows.
We will now discuss some of the conditions of theorem. We will start by
discussing the conditions on dependence. While the stability theorem applies to a
wide range of functionals under β-mixing, the τ -dependent case is more delicate.
When the mapping is not Lipschitz, the stability theorem cannot be applied off-
the-shelf to τ -dependent processes. However, in Theorem 3 we will show that a
truncation argument in the Bounded Lipschitz metric, combined with the Delta
Method, can yield sample splitting validity for regression coefficients.
We would also like to to note that, in both the β-mixing and τ -dependent
cases, it is not clear how the dependence coefficients behave when new covariates
are included. However, if the new covariates only include lags of the process,
then the dependence coefficients can be inferred from that of the underlying
process.
We also assume that the effective number of models is finite, which we believe
is reasonable in a fixed-dimension framework. Condition A1 is a tightness con-
dition that allows us to use a weakly approaching version of Slutsky’s Theorem,
which facilitates a short proof of the theorem. Condition A2 is the asymptotic
deletion stability condition, which is probabilistic rather than deterministic in
nature. We will give a couple of concrete examples below to show that this
condition is actually quite weak in practice.
Example 1 (Asymptotic Deletion Stability of Sample Mean). Let Y1, . . . Yn be
centered random variables. Suppose our estimator is given by:
θˆm(Y
2n
n+1) =
1√
n
2n∑
i=n+1
Yi (39)
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Then,
|θˆm(Y 2nn+1)− θˆm(Y 2nn+in+1)| =
∣∣∣∣∣ 1√n
2n∑
i=n+1
Yi − 1√
n− in
2n∑
i=n+in+1
Yi
∣∣∣∣∣
≤
∣∣∣∣∣ 1√n
n+in∑
i=n+1
Yi
∣∣∣∣∣+
(√
n+
√
in√
n
− 1
) ∣∣∣∣∣ 1√n− in
2n∑
i=n+in+1
Yi
∣∣∣∣∣
(40)
Assuming 1√
n−in
∑2n
i=n+in+1
Yi and
1√
in
∑n+in
i=n+1 Yi are OP (1), it is clear that
the A2 holds with in = n
1/2−δ for any 0 < δ < 1/2.
For the next example, we will provide some sufficient conditions for the nor-
malized maximum to satisfy A2. Let Un = max1≤i≤nXi, where Xi are possi-
ble dependent random variables taking values in R and let an, bn ≥ 0. When
Xi, . . . , Xn are IID, necessary and sufficient conditions for weak convergence
results of the following form are known:
Un − bn
an
 G (41)
where G is one of three limiting distributions. In addition, rates for an and bn
are known for each of the three cases; see for example Leadbetter et al. [27]. In
the dependent case, under a weak dependence condition weaker than mixing,
G is also one of three limiting distributions; see Leadbetter and Rootze´n [28].
Below we will give a general sufficient condition, and prove stability for the
special case of stationary, strongly mixing Gaussian processes with E(Xi) = 0
and E(X2i ) = 1.
Example 2 (Asymptotic Deletion Stability of Sample Maximum). Assume that
Yn+1 . . . , Y2n are observations from a strictly stationary stochastic process with
mean 0. Suppose our estimator is given by:
θˆm(Y
2n
n+1) =
U(n+1):2n − bn
an
(42)
where Un+1:2n = max(n+1)≤j≤2n Yj. Then, it is sufficient to bound:∣∣∣∣U1:n − bnan − U(i+1):n − bn−ian−i
∣∣∣∣
≤
∣∣∣∣U1:n − bnan − U(i+1):n − bnan
∣∣∣∣+ ∣∣∣∣an−ian − 1
∣∣∣∣ · ∣∣∣∣U(i+1):n − bn−ian−i
∣∣∣∣+ ∣∣∣∣bn−i − bnan
∣∣∣∣
≤
∣∣∣∣U1:ian
∣∣∣∣+ ∣∣∣∣an−ian − 1
∣∣∣∣ · ∣∣∣∣U(i+1):n − bn−ian−i
∣∣∣∣+ ∣∣∣∣bn−i − bnan
∣∣∣∣
(43)
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From the bound above, we see that A2 is satisfied if in →∞ is chosen such that
U1:i = oP (an),
an−i
an
→ 1, and |bn−i − bn| = o(an).
In the case of a stationary Gaussian process that is strong mixing, zero mean,
and unit variance, θˆm(Y
2n
n+1) is known to have a limiting distribution and is
therefore tight (see Deo [14]) when:
an = (2 logn)
− 12 , bn = (2 logn)−
1
2 − 1
2
(2 logn)−
1
2 (log logn+ log 4π) (44)
Note that the derivative of bn is given by:
db
dn
=
log(4π logn))− 4
2n log
3
2 n
(45)
Since supn≥2
∣∣ db
dn
∣∣ ≤ 1, by Mean Value Theorem, it follows that the third term
in (43) is bounded by in/an. To bound the first two terms, it also suffices to take
in = o(an).
One may wonder if it is possible to eliminate the stability condition. However,
the following counterexample illustrates a somewhat artificial case in which it is
not satisfied, leading to sample splitting not being valid. Here, sample splitting
validity fails because a finite number of points (here one) has nontrivial influence
on the estimator asymptotically.
Example 3 (A case where stability condition is not satisfied). Suppose Y1, . . . Y2n
is a 1-dependent Gaussian process with mean 0 and that our estimator is given
by:
θˆm(Y
2n
n+1) = Yn+1 +
1√
n
2n∑
i=n+2
Yi (46)
We can immediately see that the distribution of θˆm(Y
2n
n+1) conditioning on Y
n
1
will not converge to the unconditional distribution due to the strong influence of
Yn+1.
One may observe that these kind of trivial estimators can be eliminated by
leaving a gap between the selection and inference sets. While deleting observa-
tions allows one to eliminate the stability condition, this introduces a tuning
parameter that is typically not needed.
2.3. Some Additional Asymptotic Tools for Establishing Sample
Splitting Validity
Even though our notion of stability is weak, proving it for a complicated func-
tional can be nontrivial. In the fixed-dimension case, we can work around this
issue by expressing the functional as a composition of mappings. If it is possible
to establish sample-splitting validity using the stability theorem for a simpler in-
termediate mapping, one can use weakly approaching analogs of standard limit
theorems for the composition.
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Proposition 6 (Weakly Approaching Continuous Mapping Theorem). Let h(·)
be a continuous function in X . Then,
(i) If Xn
wa⇐⇒ Yn, then h(Xn) wa⇐⇒ h(Yn).
(ii) If Xn | Znwa(P )⇐⇒ Yn, then h(Xn) | Znwa(P )⇐⇒ h(Yn)
The variant of the continuous mapping theorem stated here is an immediate
consequence of the definition of weakly approaching random variables; as in
weak convergence theory, weaker versions are possible, but we do not pursue
this direction here.
We will also state a version of the Delta Method below where the parameter
θn need only belong to a closed ball asymptotically; although the proof is not
particularly difficult, to our knowledge, it is the first result of its kind. We only
require that the second derivative is well-behaved over the ball. This condition
allows uniform control of the remainder term over a family of Taylor expansions.
Uniform control is needed to deal with the fact that the centering of the Taylor
expansion is allowed to change with n.
While we believe the differentiability condition is reasonable, it should be
noted that weaker conditions are possible if one assumes that θn → θ. See
van der Vaart [46][Theorem 3.8] for a Delta Method along these lines.
Proposition 7 (Weakly Approaching Conditional Delta Method). Suppose
that, for some sequence {θn}n∈N ∈ U and some γ > 0,
L(nγ [Un − θn] | Wn)wa(P )⇐⇒ L(Vn) (47)
where Vn is tight. Suppose there exists a closed ball Br with radius 0 < r < ∞
such that θn ∈ Br for all n > N and that, for some ǫ > 0, h(·) is twice
continuously differentiable on Br+ǫ. Then,
L(nγ [h(Un)− h(θn)] | Wn)wa(P )⇐⇒ L(∇h(θn)TVn) (48)
Proof. A Taylor expansion at θn yields:
nγ [h(Un)− h(θn)] = ∇h(θn)Tnγ [Un − θn] + nγ(Un − θn)TRθn(Un)(Un − θn)
(49)
where Rθn : R
k 7→ Rk×k is the remainder function for the expansion around θn.
The assumed differentiability condition implies that:
max
u∈Br+ǫ
‖Rθn(u)‖∞ ≤ maxu∈Br+ǫ
∥∥∇2h(u)∥∥∞ (50)
where the maximum is attained by a finite constant due to the Boundedness
Theorem. It follows that the family of Remainder functions {Rθn(u)}θn∈Br is
uniformly bounded for any Taylor expansion around θn ∈ Br with radius ǫ.
Thus, with high probability, the second term on the RHS is bounded by:
C[(Un − θn)]T [nγ(Un − θn)] (51)
for some C < ∞. By Slutsky’s Theorem (Proposition A.3), it follows that this
term converges to 0 in probability. Two more applications of Slutsky’s Theorem
give the desired result.
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2.4. Sample Splitting Validity Under Random Design for Linear
Regression Coefficients
For a randomly chosen model mˆ, we will consider the problem of construct-
ing asymptotically valid confidence intervals for the projection parameter βmˆ,n,
which is a vector of regression coefficients fitted on the second half of the data.
We will allow the regression coefficient to incorporate lags of the components of
Yi. To make this more precise, we will introduce some additional notation.
For each m ∈ M, let X(m)i ∈ Rp
(m)
denote the covariates associated with
m. X
(m)
i may include both present values of Yn,i,2, . . . Yn,i,pn . Let Y
m
i = Yn,i,1.
Define the projection parameter for a fixed m ∈ M as:
βm,n = E
[
1
n
2n∑
i=n+1
X
(m)
i X
(m) T
i
]−1
E
[
1
n
2n∑
i=n+1
Y
(m)
i X
(m)
i
]
(52)
We may view the estimated parameter corresponding to a model m as the
empirical version of the projection parameter. It can be readily seen that:
βˆm,n =
(
1
n
2n∑
i=n+1
X
(m)
i X
(m) T
i
)−1
1
n
2n∑
i=n+1
Y
(m)
i X
(m)
i (53)
To further consolidate notation, define the following terms:
V
(m)
i =
(
vech(X
(m)
i X
(m) T
i )
Y
(m)
i X
(m)
i
)
ψ(m)n =
1
n
2n∑
i=n+1
V
(m)
i
(54)
Then, it is clear from (52) and (53) that we may express βm,n = g
(m)(E[ψ
(m)
n ])
and βˆn = g
(m)(ψ
(m)
n ) for some mapping g(m)(·) for each modelm. For random mˆ,
we may express the projection parameter as βmˆ,n =
∑
m∈M βm,n · 1(mˆ(Y n1 ) =
m) and its empirical version as βˆmˆ,n =
∑
m∈M βˆm,n · 1(mˆ(Y n1 ) = m). If a
particular model m is infeasible to fit on the inference set, then P (mˆ(Y n1 ) =
m) = 0. In addition, in what follows let L˜(·) denote the law with respect to the
joint measure of Y n1 and Y˜
2n
n+1.
We will start by assuming that |Yn,i − E[Yn,i]| < Mn a.s. for 1 ≤ i ≤ 2n.
In this case, we may use the Stability Theorem together with the Conditional
Delta Method to establish sample splitting validity for the regression coefficient,
as demonstrated in the following theorem.
Theorem 2 (Sample Splitting Validity, Bounded Case). Suppose that
max1≤i≤nmax1≤j≤p |Yij − E[Yij ]| ≤Mn a.s. Furthermore, suppose there exists
M∗ such that |M∗| < ∞ and P (mˆ ∈ M∗) → 1. For each m ∈ M∗, suppose
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that
√
n(ψ
(m)
n −E[ψ(m)n ]) is tight, and g(m)(·) is twice continuously differentiable
on Br+ǫ for some ǫ > 0 as defined in Proposition 7.
Further, for each m ∈ M∗, suppose that one of the following conditions hold:
T n3/2Mnτn1/2−δ (Y
2n
1 )→ 0.
B βn(Y
2n
1 )→ 0.
Then,
dBL(L(
√
n(βˆmˆ,n − βmˆ,n) | Y n1 ), L˜(
√
n(βˆmˆ,n − βmˆ,n) | Y n1 ) P−→ 0 (55)
Proof. We will define θˆm(Y
2n
n+1) ≡ g(m)◦f (m)(Y 2nn+1) as the following composition
of functions:
Y 2nn+1 7→ V 2nn+1 7→
√
nψn︸ ︷︷ ︸
f(m)(Y 2nn+1)
7→ θm︸︷︷︸
g(m)(ψn)
(56)
We will need to check condition A2 and T for the mapping f (m)(Y 2nn+1). Since
g(m)(·) is differentiable at E[ψ(m)n ], the result would then follow from the Delta
Method. Pick in = n
1/2−δ; the stability condition was established in Example
1 under the tightness assumption, which is satisfied due to the Central Limit
Theorem given in Theorem C.1. For T, notice that the Lipschitz constant of the
mapping is given by 2Mn
√
n.
Now, we will prove the unbounded case. The main technical challenge is
dealing with the fact that the mapping f (m)(Y 2nn+1) is only locally Lipschitz and
not globally Lipschitz. At several stages in the proof, we will reduce the problem
to the bounded case by using a maximal inequality for sub-exponential random
variables. We will adopt the following definition:
Definition 15 (Sub-Exponential(K1)). A real-valued random variable X is
sub-exponential with parameter K1, or X ∼ SubE(K1) if:
P (|X | > t) ≤ exp
(
1− t
K1
)
(57)
As discussed in, for example, Vershynin [47], there are several equivalent
characterizations of sub-exponential random variables. For convenience, in a
later section we will also state the sub-exponential condition in terms of the
sub-exponential norm, which is defined as follows:
Definition 16 (Sub-Exponential Norm). The sub-exponential norm of a real-
valued random variable X, denoted ‖X‖Ψ1 is given by:
‖X‖Ψ1 = sup
p≥1
p−1 (E[Xp])1/p (58)
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A random variable is sub-exponential if and only if ‖X‖Ψ1 < ∞. In fact,
it can be shown that K1 and ‖X‖Ψ1 differ by at most a universal constant
factor. Typically, the sub-exponential condition for a random vector X in Rd
is defined as supα∈Sd−1
∥∥αTX∥∥
Ψ1
, where Sd−1 is the unit sphere in Rd. Here,
we will only require that the coordinates are sub-exponential, which is clearly a
weaker condition.
At a high level, we will also need a way to return to the unbounded case
after performing manipulations in the bounded case. To this end, we will use
a concept from analysis known as the Lipschitz extension. In essence, Lipschitz
functions are well-behaved enough that it is often possible to extend a function
defined on a subset of the space to the whole space while preserving the Lipschitz
property. In particular, when the codomain is R, explicit constructions of the
extension are known and facilitate our analysis. The boundedness of the function
class is also crucial; this property allows us to control the expectation on the
complement of a bounded set.
Theorem 3 (Sample Splitting Validity of Regression Coefficient, Sub-Expo-
nential Case). Consider a model selection procedure mˆ that has the property
P (mˆ ∈ M∗) → 1 for some M∗ satisfying |M∗| < ∞. For each m ∈ M∗,
suppose that
√
n(ψ
(m)
n −E[ψ(m)n ]) is tight, and g(m)(·) is twice continuously dif-
ferentiable on Br+ǫ for some ǫ > 0 as defined in Proposition 7.
Further, for each m ∈ M∗, suppose that one of the following conditions hold:
T For some δ > 0, n3/2+δτn1/2−δ (Y
2n
1 ) → 0 and the coordinates of (Y (m)i −
E[Y
(m)
i ], X
(m)
i − E[X(m)i ]) are subE(K1) random variables.
B βn(Y
2n
1 )→ 0.
Then,
dBL(L(
√
n(βˆmˆ,n − βmˆ,n) | Y n1 ), L˜(
√
n(βˆmˆ,n − βmˆ,n) | Y n1 ) P−→ 0 (59)
Proof. Again, we will will use the Delta Method. First we will find in such that
Condition A2 is satisfied. Again in = n
1/2−δ for δ > 0 suffices by Example 1
under the tightness assumption.
Our next step is to show dBL(L(f(Y 2nn+in+1) | Y n1 ), L˜(f(Y 2nn+in+1) | Y n1 )
P−→ 0.
Here, we will have to deviate from the stability theorem since the mapping is
not Lipschitz. However, may still partition on {mˆ = m} and use the law of total
probability, effectively freezing this element of randomness. Let S(m) denote the
indices corresponding to the coordinates included in model m. For notational
convenience, assume that the coordinates are centered; the average expected
value will be the “parameter” in the Delta Method. Consider the following set:
An =
{
max
n+in+1≤j≤2n
max
k∈S(m)
|Yjk| ≤Mn
}
(60)
Let Qn and Rn denote the probability measures associated with L(Y 2nn+in+1)
and L(Y 2nn+in+1 | Y n1 ), respectively. We have that:
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sup
h∈BL1
∫
h(
√
nψn) d(Qn −Rn) ≤ sup
h∈BL1
∫
An
h(
√
nψn) d(Qn −Rn)
+ sup
h∈BL1
∫
Acn
h(
√
nψn) d(Qn −Rn)
= I+ II
(61)
We will start by bounding II. Notice that:
II ≤ Qn(Acn) +Rn(Acn) (62)
Therefore, by Markov’s inequality, it follows that:
P (II > ǫ) ≤ 2Qn(A
c
n)
ǫ
(63)
Since the selected coordinates are subExp(K1), we have the following maxi-
mal inequality:
P (Acn) ≤ 2(n− in) · p(m) · exp
(
1−Mn
K1
)
(64)
Note that Mn can be chosen to grow very slowly while still ensuring that
II
P−→ 0. However, since we will need to take several factors into consideration,
we will wait until the end of the proof to choose tuning parameters.
For I, notice that the local Lipschitz constant on An is 2
√
nMn. We will now
replace the original function class, which had poor global Lipschitz properties,
with a more well-behaved function class, and show that the difference between
these classes is small asymptotically. We can view the current function class Hn
as:
Hn =
{
h : Rp
(m) 7→ R
∣∣∣∣ ‖h‖∞ ≤ 1, ||h||L ≤ 2√nMn ∀y ∈ An, h(y) = 0 ∀y ∈ Acn}
(65)
Since suph∈Hn
∫
hd(Q − R) ≤ 1 < ∞, it follows that for any ǫn > 0, there
exists h∗n ∈ Hn such that suph∈Hn
∫
hd(Qn −Rn) ≤
∫
h∗nd(Qn −Rn) + ǫn.2 We
will choose an arbitrary positive sequence ǫn ↓ 0.
In addition, let H¯n denote the class of Lipschitz extensions of h∗n. Further-
more, let Gn denote the following function class:
Gn = {g : ||g||L ≤ 2
√
nMn} (66)
Notice that all Lipschitz extensions of h∗n are contained in Gn. If there exists
hn ∈ H¯n that satisfies
∫
Acn
hnd(Qn−Rn) ≥ 0, it follows that the supremum over
2It may be the case that the supremum is attained. In this case, ǫn can be taken to be
equal to 0. Otherwise, it should be noted that we are implicitly invoking the Axiom of Choice
when choosing a corresponding h∗n.
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Gn is greater than or equal to the supremum over Hn; otherwise a correction is
needed. Therefore, it follows that:
I = sup
h∈Hn
∫
h d(Qn −Rn)
≤
∫
h∗n d(Qn −Rn) + ǫn
≤ sup
g∈Gn
∫
g d(Qn −Rn) +
[
0 ∨ inf
h∈H¯n
∫
Acn
h d(Rn −Qn)
]
+ ǫn
≤ 2√nMndW (Qn, Rn) + 0 ∨ III+ ǫn
(67)
By Squeeze Theorem, it is sufficient to find a sequence of non-negative upper
bounds such that III ≤ Ln P−→ 0 to show 0∨ III P−→ 0. Since Rn is a conditional
probability measure, the function h∗n depends on ω (that is, different functions
may be chosen for different values of Y n1 ). However, we will suppress dependence
on ω for notational convenience; we will see that the bounds will hold over all
ω, so not much is lost in doing so.
The first term will be controlled by the τ -coefficient. Notice that the class of
Lipschitz functions that take as input the selected coordinates are a subset of
all Lipschitz functions mapping from Rp to R. Since the argument in III is an
infimum, we are free to choose any h¯n in the class. We will choose the maximal
Lipschitz extension:
h¯n(y) = inf
a∈An
[
h∗n(a) + 2
√
nMn ‖y − a‖∞
]
(68)
.
Again, we take the sup-norm to be maxk∈S(m) |Xk| since we only need to
consider Lipschitz functions that take as input the included covariates. We will
now split III into two parts and we may take Ln = IV +V:
III ≤
∫
Acn
h¯n(y) d(Rn −Qn)
≤
∣∣∣∣∣
∫
Acn
h¯n dRn
∣∣∣∣∣+
∣∣∣∣∣
∫
Acn
h¯n dQn
∣∣∣∣∣
≤
∫
Acn
|h¯n(y)|dQn +
∫
Acn
|h¯n(y)|dRn
= IV +V
(69)
We will start by showing that IV→ 0 for all ω ∈ Ω. Since ‖h∗n‖∞ ≤ 1, it follows
that h¯n > 0 on B
c
n, where Bn is given by:
Bn =
{
max
n+in+1≤j≤2n
max
k∈S(m)
|Yjk| ≤Mn + 1
2
√
nMn
}
(70)
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On the portion of Acn where h¯n > 0, we will drop the absolute value; it will turn
out that the other part is negligible. Let Cn = A
c
n ∩ Bn and Dn = Acn ∩ Bcn .
Then, it follows that:
IV ≤
∫
Cn
|h¯n| dQn +
∫
Dn
[
h∗n(0) + 2
√
nMn ‖y − 0‖∞
]
dQn
≤
∫
Cn
|h¯n| dQn +Qn(Dn) +
∫
Dn
2
√
nMn ‖y‖∞ dQn
≤
∫
Acn
[
2 1(Bn) + 2
√
nMn ‖y‖∞ 1(Bcn)
]
dQn +Qn(A
c)
≡
∫
Acn
φ dQn +Qn(A
c
n)
= VI+Qn(A
c
n)
(71)
We will proceed by bounding VI. Our strategy now is to use the tail formula
for the expectation. A crucial part in this step is breaking the integral into two
parts, where one is controlled by P (Acn) and the other by
√
nMn||y||∞. Choosing
the breakpoint cn properly will allow us to send both terms to 0 (it will also
allow us to restrict our attention to φ defined on Bcn).
VI =
∫ ∞
0
P ({φ > s} ∩ Acn) ds
≤
∫ cn
0
P (Acn) ds+
∫ ∞
cn
P (φ > s) ds
≤ cnP (Acn) +
∫ ∞
cn
P (2
√
nMn ‖y‖∞ > s) ds
≤ cnP (Acn) + 2p(m)(n− in)
∫ ∞
cn
exp
(
1− s
2
√
nMnK1
)
ds
≤ cnP (Acn) + 4p(m) n3/2MnK1 exp
(
1− cn
2
√
nMnK1
)
= VII+VIII
(72)
Now we will choose tuning parameters. For some δ > 0 and n large enough, let:
Mn = K1 log(2n
3/2+2δp(m)), cn = n
1/2+δ, (73)
It may be verified that these choices of parameters ensure that:
II = P (Acn) ≤
1
n1/2+2δ
→ 0 (74)
VII = cnP (A
c
n) ≤
1
nδ
→ 0 (75)
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VIII = 4p(m) n3/2MnK1 exp
(
1− nδ
2MnK1
)
→ 0 (76)
We can therefore conclude that IV→ 0 for all ω ∈ Ω. What remains is bounding
V. Using similar reasoning to IV, we can argue that:
V ≤
∫
Acn
[
2 1(Cn) + 2
√
nMn ‖y‖∞ 1(Bcn)
]
dRn +Rn(A
c
n) (77)
Since this is a non-negative, fixed function for ω ∈ Ω, by Markov’s inequality
and law of iterated expectations, we can conclude that:
P (V > ǫ) ≤
∫
Acn
[ 2 1(Bn) + 2
√
nMn ‖y‖∞ 1(Bcn) ] dQn +Qn(Acn)
ǫ
(78)
But in bounding IV, we concluded that the term in the numerator goes to
zero. Therefore V
P−→ 0 and the claim follows after an application of the Delta
Method.
2.5. Bootstrap Inference Under θ-Dependence and Non-stationarity
In this section, we consider the block-multiplier bootstrap for conducting infer-
ence after sample splitting. The block-multiplier bootstrap is a generalization of
the wild bootstrap, first proposed in Wu [50] and further examined in Mammen
[32] under independence and later by Shao [42] for stationary strongly mixing
processes. The block multiplier bootstrap is related to the block bootstrap, in-
troduced by Ku¨nsch [25], but differs in a fundamental way that allows bootstrap
validity even under possible non-stationarity.
In the block bootstrap, the original data is also split into blocks, but on
each bootstrap iteration, blocks are sampled according to some distribution
and stitched together to form a bootstrapped time series. When there is non-
stationarity, disrupting the ordering of the blocks may be undesirable. While
some block bootstrap results exist under non-stationarity (see, for example,
Paparoditis and Politis [37] and Synowiecki [44]), a certain degree of local sta-
tionarity or periodicity seems to be required for variants of the block bootstrap.
In the theorem below, we establish the validity of the block multiplier boot-
strap for the sample mean under θ-dependence. This result for the sample mean
in turn implies validity for a wide range of functionals, including regression coef-
ficients. Again, since the θ-dependence is weaker than τ -dependence, this result
implies validity of inference after sample splitting for τ -dependent processes.
We also require mean-stationarity, but in Remark 1 we discuss how one may
relax this assumption. While certain bootstrap results have been extended to
Ψ-weak dependence measures (see, for example, Hwang and Shin [21]), to our
knowledge, our result is the first one that does not require stationarity.
We will also impose a uniform sub-exponential condition. Our proof strategy
involves controlling a covariance term between products of random variables,
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which necessitates light tails3. The tail condition can alternatively be stated in
terms of higher moments, but since we assume sub-exponential tails for sample-
splitting validity, we will use this condition here for consistency. However, we
would like to note that the condition on the block length is as weak as those for
block bootstraps under mixing conditions; see Lahiri [26] for an overview. We
will leave the possibility of sharpening the tail assumptions in the theorem to
future work.
Before stating our theorem, we will introduce some notation. Let bn denote
the block length and let the number of blocks be given by mn = ⌊n/bn⌋.
Furthermore, let the indices corresponding to block l be given by Kl, where
Kl = {(l− 1)b+1, . . . , lb} for 1 ≤ l ≤ m and Km+1 = {mb+1, . . . , n}. Let Bl =∑
i∈Kl(Yi − Y¯n) denote the de-meaned lth block sum, where Y¯n = 1n
∑n
i=1 Yn,i.
Consider the following normalized sums:
SXn =
1√
n
n∑
i=1
(Yi − E[Yi]) (79)
The block-multiplier version of SXn , denoted as W
Y
n , is given by:
WYn =
1√
n
m∑
l=1
elBl (80)
where el ∼ N(0, 1) are generated independently from Y 2n1 . A Gaussian multi-
plier is chosen here for simplicity; however, other multipliers may yield better
properties beyond the first-order correctness established here; see, for example,
Mammen [32] or Deng and Zhang [13]. In the theorem below, we will establish
conditions for when the block multiplier sum weakly approaches the normalized
sum.
Theorem 4 (Validity of Block Multiplier Bootstrap for θ-dependent Processes).
Let {Yn,i} be a sequence in Rd with constant mean such that
supi∈N max1≤j≤d ‖Yij − E[Yij ]‖ψ1 < µ and θr(Y n1 ) = O(r−θ) as n→ ∞, where
θ > 4. Further suppose that the block length satisfies bn → ∞ and bn = o(n).
Then,
L(WYn | Y n1 )
wa(P )⇐⇒ L(SXn ) (81)
Proof. By triangle inequality, we have that, for Zn ∼ N(0,Σn):
|E[f(WYn ) | Y n1 ]− E[f(SXn )]| ≤ |E[f(WYn ) | Y n1 ]− E[f(Zn)]|+ |E[f(SXn )− f(Zn)]|
(82)
Under our assumptions, the second term converges to 0 by the non-stationary
central limit theorem (Theorem C.1). Therefore, bootstrap consistency will fol-
low if we show that:
L (WYn | Y n1 ) wa(P )⇐⇒ L (Zn) (83)
3It is also possible to control this covariance term with assumptions on the Le`vy Concen-
tration function as in Dedecker et al. [11].
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Let Xi = Yi − E[Yi], X¯n = 1n
∑n
i=1Xi and Cl =
∑
i∈Kl Xi. For convenience
assume n = mnbn. Notice that L(WYn | Y n1 ) = N(0,ΣWn ), where ΣWn is given
by:
ΣWn =
1
n
m∑
l=1
[∑
i∈Kl
(Yi − Y¯n)
∑
i∈Kl
(Yi − Y¯n)T
]
=
1
n
m∑
l=1
[∑
i∈Kl
(Xi − X¯n)
∑
i∈Kl
(Xi − X¯n)T
]
=
1
n
m∑
l=1
ClC
T
l − bnX¯nX¯Tn
(84)
Since both are mean 0 Gaussian random variables, by the conditional version of
Proposition C.3, it suffices to show that ||ΣWn −Σn||∞ P−→ 0. Now, by Proposition
B.2, our assumption on the θ-coefficient implies that:
c′ = sup
i∈N
max
1≤j≤d
Var(Xij) + 2
∑
l∈N
sup
i∈N
max
j,k
∣∣Cov (Xij , X(i+l)k)∣∣ <∞ (85)
Therefore, since bn →∞ and bn = o(n), by Lemma C.4, we have that || 1n
∑m
l=1 E[ClC
T
l ]−
Σn||∞ → 0. It follows that we can further reduce the problem to showing, for any
j, k ∈ {1, . . . , d} that ( 1n
∑m
l=1(ClC
T
l −E[ClCTl ]))jk
P−→ 0 and bn(X¯nX¯Tn )jk P−→ 0.
We will begin by showing the latter.
Since
√
nX¯n = OP (1) by central limit theorem (Theorem C.2) and bn = o(n),
it follows that
√
bnX¯n = oP (1). Therefore, by Continuous Mapping Theorem, it
follows that this term converges to 0 in probability.
Now, let Ul,jk = [ClC
T
l ]jk. Our strategy now is to use Chebychev’s inequality
and bound Var( 1n
∑m+1
l=1 Uljk). To this end, define the terms:
An = max
1≤l≤mn
Var(Ul,jk) and Bn = 2
mn∑
r=1
max
1≤l≤mn
∣∣Cov (Ul,jk, U(l+r),jk)∣∣ (86)
Although it is not explicit in the notation above, note that Ul,jk, which is a
functional of the blocked sum, changes with n. We will begin by bounding An.
Notice that:
An ≤ max
1≤l≤mn
E
 ∑
(s1,t1),...,(s4,t4)∈Sn,l
4∏
u=1
Xsu,tu
 (87)
where Sn,l is the set of vectors of length 4 consisting of ordered pairs (su, tu) such
that s1 ≤ . . . ≤ s4, {s1, . . . , s4} ⊂ Kl, and |{u | tu = j}| = |{u | tu = k}| = 2.
Following Theorem 4.1 of Dedecker et al. [11], we may bound this term using
an analog of the Marcinkiewicz-Zygmund inequality. Define the term:
Cn,r,4 = max
(s1,t1),...,(s4,t4)∈Sn
∣∣Cov(Xs1,t1 · · ·Xsq,tq , Xsq+1,tq+1 · · ·Xs4,t4)∣∣ (88)
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where Sn is set satisfying {s1, . . . , s4} such that s1 ≤ · · · ≤ s4 ≤ n and q and r
satisfy sq+1−sq ≥ r and q ∈ {1, 2, 3} and t1, . . . , t4 ∈ {1, . . . , d}. By Proposition
B.5, we certainly have that Cn,r,4 = O(r
−3), and analogous to Dedecker et al.
[11], we may conclude, for some C4 not depending on n, that An ≤ C4b2n.
For Bn, we will bound the cases r = 1 and 2 ≤ r ≤ mn separately. For r = 1,
we will bound E[Ul,jkUl+1,jk] and E[Ul,jk]E[U(l+1),jk] separately. For the former,
notice that:
max
1≤l≤mn
E[Ul,jk, U(l+1),jk] = max
1≤l≤mn
E
 ∑
(s1,t1),...,(s4,t4)∈Sn,l,1
4∏
u=1
Xsu,tu
 (89)
where Sn,l,1 is the set of vectors of length 4 consisting of ordered pairs (su, tu)
such that s1 ≤ . . . ≤ s4, {s1, s2} ⊂ Kl, {s3, s4} ⊂ Kl+1, and {t1, t2} = {t3, t4} =
{j, k}. We may bound this term with C4b2n analogous to An.
For E[Ul,jk] E[U(l+r),jk], notice that:∣∣ E[Ul,jk] E[U(l+r),jk] ∣∣ ≤ (bnc′)2 (90)
Now we will derive a bound for the sum of the terms greater than 1. Let
αr = (r − 1)bn. Observe that, for r ≥ 2:
max
1≤l≤mn
∣∣Cov(Ul,jk, U(l+r),jk)∣∣ ≤ 4b3n bn∑
v=1
Cn,(αr+v),4 (91)
Now, since Cn,r,4 = O(r
−3) and
∑∞
x=1
1
x3 is summable, we have that, for some
finite C and C′:
mnBn ≤ 2mnC4b2n + 2mn (bnc′)2 + 4mnb4n
mn−1∑
l=1
C(lbn)
−3
≤ 2C4nbn + 2 (c′)2 nbn + C′n
(92)
Now, applying Chebychev’s inequality, we have that, for some C <∞:
P
(∣∣∣∣∣ 1n
m∑
l=1
(Uljk − E[Ul,jk])
∣∣∣∣∣ > ǫ
)
≤
Var
(
m∑
l=1
Uljk
)
(nǫ)2
≤ mn(An +Bn)
(nǫ)2
≤ Cbn
nǫ2
(93)
Choosing bn = o(n), we have that both terms converge to 0 for all ǫ > 0 and
the result follows.
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Remark 1. An estimate of the mean function (trend) is necessary to estimate
the variance with the bootstrap. Here, the assumption of constant mean allows
the use of the sample mean to estimate the mean function. It would be an in-
teresting future endeavor to study the effects of trend estimation on bootstrap
validity under different assumptions.
Remark 2. A similar theorem is possible for α-mixing sequences. One may
replace the covariance inequality and non-stationary central limit theorem with
the appropriate counterparts; however, it may be possible to impose weaker tail
assumptions. We do not pursue this direction here.
2.6. Sample Splitting and the Bootstrap for Regression Coefficients
We now put together results from the previous sections to derive conditions
under which confidence intervals produced by the block multiplier bootstrap
after sample splitting provide valid inference for the regression coefficient under
a τ -dependence condition. For simplicity, suppose that a particular coefficient
β1,mˆ,n ∈ R is of interest; this can easily be generalized to a confidence band or
Bonferroni interval. In what follows, let C∗mˆ,n correspond to the confidence set:
C∗mˆ,n =
[
βˆ1,mˆ,n − z(1−α)/2
σ∗mˆ√
n
, βˆ1,mˆ,n + z(1−α)/2
σ∗mˆ√
n
]
(94)
where z(1−α)/2 is the (1− α)/2-quantile of the Standard Normal and σ∗mˆ is the
standard deviation corresponding the bootstrapped regression coefficients. In
the regression coefficient case, the bootstrap distribution is approximated as fol-
lows. Consider a large number B of Monte Carlo iterations. On the jth iteration
of the bootstrap, generate e1, . . . , em+1 ∼ N(0, 1) and form the bootstrapped
functional ψ∗n,mˆ,j = ψ
(mˆ)
n +n−1/2W
(mˆ)
n,j . We may then construct a corresponding
bootstrap realization by letting βˆ∗1,mˆ,n,j = g
(m)(ψ∗n,mˆ,j). The standard deviation
σ∗mˆ may then be approximated by:
σ∗mˆ ≈
√√√√ 1
B
B∑
j=1
(√
n(βˆ∗1,mˆ,n,j − βˆ1,mˆ,n)
)2
(95)
We are now ready to state the following theorem, which establishes validity of
sample splitting together with the bootstrap. The proof relies heavily on several
results that we have established in previous theorems.
Theorem 5 (Valid Bootstrap Inference for Regression Coefficient after Sample
Splitting). Suppose {Yn,i} is a triangular array of random variables such that for
each n, Yn,i is a random variable in R
pn and that the vector has constant mean.
Consider a model selection procedure mˆ that has the property P (mˆ ∈M∗)→ 1
for some M∗ satisfying |M∗| < ∞. For each m ∈ M∗, suppose that g(m)(·) is
differentiable in a neighborhood of E[ψ
(m)
n ]. Further, for each m ∈M∗, suppose
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that θr(Y
2n
1 ) = O(r
−θ) for some θ > 4 the coordinates of (Y (m)i , X
(m)
i ) are
subE(K1) random variables. Then,
P
(
β1,mˆ,n ∈ C∗mˆ,n
)
= 1− α− o(1) (96)
Proof. We will establish that L(√n(βˆ∗1,mˆ,n − βˆ1,mˆ,n) | Y 2n1 ) weakly approaches
L˜(√n(βˆ1,mˆ,n−β1,mˆ,n) | Y n1 ) in probability; this is sufficient by triangle inequality
and Theorem 3. Again, by law of total probability, we have that:
P
(
dBL
[
L(√n(βˆ∗1,mˆ,n − βˆ1,mˆ,n | Y 2n1 ), L˜(√n(βˆ1,mˆ,n − β1,mˆ,n) | Y n1 )] > ǫ)
≤
∑
m∈M∗
P
(
dBL
[
L(√n(βˆ∗1,m,n − βˆ1,m,n | Y 2n1 ), L˜(√n(βˆ1,m,n − β1,m,n))] > ǫ)
+ P (m 6∈ M∗)
(97)
Therefore it suffices to establish validity for each fixed m ∈ M∗. Now observe
that:
L(√n(βˆ∗1,m,n − βˆ1,m,n) | Y 2n1 )wa(P )⇐⇒ N(0,∇g(ψ(m)n )TΣn)
wa(P )⇐⇒ N(0,∇g(E[ψ(m)n ])TΣn)
(98)
where the first line follows due Theorem 4, Proposition B.4, the Conditional
Delta Method (Theorem 7), and the second line follows from the Continu-
ous Mapping Theorem (Proposition 6), Lemma C.3, and the fact that ψ
(m)
n −
E[ψ
(m)
n ]
P−→ 0.
Now, by the Conditional Delta Method and the Central Limit Theorem (The-
orem C.2), we also have that:
L˜(√n(βˆ1,m,n − β1,m,n)) wa⇐⇒ N(0,∇g(E[ψ(m)n ])TΣn) (99)
3. Discussion
We have shown that, under appropriate assumptions on dependence and esti-
mator, sample splitting remains asymptotically valid for time series data. The
procedure we consider involves dividing the data into two blocks and using the
first half for model selection and the second half for inference. While it is in-
herently appealing that the procedure lacks a tuning parameter, a thorough
simulation study will be needed to compare its properties to a procedure in
which a buffer is introduced to further reduce dependence between the selection
and inference sets. Our arguments suggest that, asymptotically, the two proce-
dures have similar properties, but it is not clear how different they are in finite
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samples. It is likely that there is an inference-estimation trade-off in which a
buffer leads to less spillover effects from selection at the cost of less accurate
estimation. It would be reassuring to verify that the procedure of leaving no
buffer between the two datasets is comparable to a more complicated procedure
in a variety of simulation settings.
In addition, while our notion of sample splitting validity is asymptotic, we
believe that it will often be the case that the error incurred by sample splitting
a weakly dependent sequence will be of smaller order than the error incurred by
using asymptotic/bootstrap approximations for the sampling distribution. At
best, a Berry-Esseen type bound leads to a Normal approximation with error
O(1/
√
n) in the Kolmogorov distance. For a central limit theorem or bootstrap
result to apply, we impose a dependence condition that leads to the bounded
Lipschitz distance between the unconditional and conditional distributions of
a normalized sum being of smaller order for appropriate choices of in. This, of
course, is complicated by the deletion stability condition, but is something that
we believe we can address in more detail in future work.
We would also like to mention that, while we succeed in establishing validity
of sample splitting under weak assumptions, in particular, without assuming
stationarity, fixed covariates or correct model specification, we do so by giving
up on estimating more ambitious targets. In particular, our parameters are
data-dependent and are only defined as a functional of an expectation on the
inference set. Depending on the application, it may be of interest to introduce
additional assumptions as appropriate to ensure that the target parameter is
one of interest.
We also succeed in establishing a non-stationary Central Limit Theorem for
θ-dependent sequences by extending [18]. Based on this result, we also estab-
lish validity of the Gaussian multiplier bootstrap in the non-stationary setting.
Our approach is based on the Dependent Lindeberg method of Bardet et al.
[4], but we are able to generalize their result to the non-stationary setting by
exploiting a phenomenon regarding the variance of a normalized sum of weakly
dependent variables. In ongoing work, we are working to extend our analysis to
the high-dimensional regime for the maximum of a random vector in the sense
of Chernozhukov et al. [9] under analogous dependence measures.
Acknowledgments The author would like to thank Sangwon Hyun andMichael
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Appendices
A. Properties of Weakly Approaching Sequences
For the reader’s convenience, we collect some properties of weakly approaching
sequences used in Section 2. The first two propositions establish a transitivity
property for tightness.
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Proposition A.1 (Tightness Preservation for Weakly Approaching Sequences,
Lemma 5 in Belyaev and Sjo¨stedt-de Luna [5]). If {Vn}n≥1 is tight and L(Un) wa⇐⇒ L(Vn)
as n→∞, then {U}n≥1 is tight.
Proposition A.2 (Tightness Preservation for Conditionally weakly Approach-
ing Sequences, Lemma 6 in Belyaev and Sjo¨stedt-de Luna [5]). If {Yn}n≥1 is
tight and L(Xn | Zn)wa(P )⇐⇒ L(Yn) as n→∞, then {X}n≥1 is uniformly tight in
probability and hence tight.
Below we will state Slutsky’s Theorem, both in the unconditional and con-
ditional cases. The statements below are a combination of results from Belyaev
and Sjo¨stedt-de Luna [5] and Sjo¨stedt-de Luna [43] that are packaged together
for conciseness.
Proposition A.3 (Weakly Approaching Slutsky’s Theorem). Let {Un, Vn, Xn}n≥1
be a sequence of random variables defined on the same probability space. Let
{cn}n∈N be a uniformly bounded sequence of constants. Further assume that
{Vn}n≥1 is tight, Xn P−→ cn as n → ∞, and that L(Un) wa⇐⇒ L(Vn) as n → ∞.
Then, the following hold:
(i). L(Un +Xn) wa⇐⇒ L(Vn + cn) as n→∞
(ii). L(XTn Un) wa⇐⇒ L(cTnVn) as n→∞
Proposition A.4 (Weakly Approaching Conditional Slutsky’s Theorem). Let
{Un, Vn, Xn,Wn}n≥1 be defined on the same probability space and let {cn}n∈N
be a uniformly bounded sequence of constants. Further assume that {Vn}n≥1 is
tight, Xn
P−→ cn as n→∞, and that L(Un | Wn)wa(P )⇐⇒ L(Vn) as n→∞. Then,
the following hold:
(i). L(Un +Xn | Wn)wa(P )⇐⇒ L(Vn + cn) as n→∞
(ii). L(XTn Un | Wn)
wa(P )⇐⇒ L(cTnVn) as n→∞
We will state the following continuity theorem(s) for characteristic functions.
Below, we will denote the characteristic function of the random variable X with
ϕX(t) = Ee
itx.
Proposition A.5 (Continuity Theorem for Weakly Approaching Laws in Rd).
Let {Un}n∈N and {Vn}n∈N be sequences of random variables taking values in
values in Rd. Further assume that {Vn} is tight. Then,
L(Un) wa⇐⇒ L(Vn) if and only if ϕUn(t)− ϕVn(t)→ 0 ∀ t ∈ R (100)
Proposition A.6 (Conditional Continuity Theorem for Weakly Approaching
Laws in Rd). Let {Un, Vn, Xn,Wn}n≥1 be sequences of random variables defined
on the same probability space, where Un and Vn take values in R
d and Wn ∈ Wn
Further assume that {Vn}n∈N is tight. Then,
L(Un | Wn)wa(P )⇐⇒ L(Vn) if and only if ϕUn(t | Wn)− ϕVn(t) P−→ 0 ∀ t ∈ R
(101)
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Analogous to weak convergence theory, the Crame`r-Wold Device is an imme-
diate consequence of the Continuity Theorem for characteristic functions:
Proposition A.7 (Crame`r-Wold Device). Let {Un}n∈N and {Vn}n∈N be se-
quences of random variables taking values in values in Rd. Further assume that
{Vn} is tight. Then,
L(Un) wa⇐⇒ L(Vn) if and only if L(αTUn) wa⇐⇒ L(αTVn) ∀ α ∈ Rd (102)
We will now prove Proposition 5.
Proof. Recall that Xn
P−→ X if and only if for every subsequence Xnk , there
exists a further subsequence Xnkl such that Xnkl
a.s.−−→ X . Now observe that,
for all ω ∈ Ω such that d(L(Unkl | Wnkl (ω)),L(Vnkl | Wnkl (ω))) → 0, by
Proposition 4, we also have that that L(Unkl |Wnkl (ω))
wa⇐⇒ L(Vnkl |Wnkl (ω)).
Now since the two coincide for every subsequence, the result follows.
We will state a result below that allows one to derive unconditional conver-
gence results from conditional convergence. One may prove this result with a
variant of the Bounded Convergence Theorem.
Proposition A.8 (Weakly Approaching Hoeffding’s Trick, Lemma 4 in Belyaev
and Sjo¨stedt-de Luna [5]). Let {Un, Vn,Wn}n≥1 be sequences of random vari-
ables defined on the same probability space, where Un and Vn take values in R
d
and Wn ∈ Wn. Further assume that {Vn} is tight. Then we have the following:
If L(Un | Wn)wa(P )⇐⇒ L(Vn) then L(Un) wa⇐⇒ L(Vn) (103)
Finally, we have the following analog to Po´lya’s Theorem for weakly ap-
proaching random variables.
Proposition A.9 (Weakly Approaching Po´lya’s Theorem, Lemma 9 in Belyaev
and Sjo¨stedt-de Luna [5]). Let {Un, Vn,Wn}n≥1 be sequences of random vari-
ables defined on the same probability space, where Un and Vn take values in R
d
and Wn ∈ Wn. Further assume that {Vn} is tight and FVn is continuous. Then,
L(Un | Wn)wa(P )⇐⇒ L(Vn) if and only if sup
t∈Rd
∣∣FUn|Wn(t)− FVn(t)∣∣ P−→ 0 (104)
B. Non-stationary Central Limit Theorem under θ-dependence:
Overview and Preliminaries
In this section, we discuss how existing proofs in the literature can be modified
to allow a central limit theorem for non-stationary sequences for certain types
of Ψ-weak dependence measures, specifically θ-weak dependence. Remarkably,
it turns out that most of the existing proofs for the stationary case do not
need to be modified very much; a few tricks here and there will do. Part of the
reason why we are able to derive a non-stationary central limit theorem may be
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attributed to the power of the Lindeberg method, which generalizes nicely to
the weakly dependent setting.
We should take a moment to clarify what we mean by “power” in our context.
Another common technique for proving central limit theorems under depen-
dence is the martingale approximation method after [20]. Using this technique,
Dedecker and Doukhan [10] derive a central limit theorem under a weaker con-
dition on the θ-coefficient than a version established with the Lindeberg method
in Doukhan and Wintenberger [18]. However, it appears that generalizing the
martingale approximation to the non-stationary setting is more involved than
adapting the Lindeberg method. For recent work on the martingale approx-
imation in non-stationary settings, see for example, Wu and Zhou [52] and
Merleve`de et al. [35]. Stein’s Method may also be considered under weak depen-
dence, but dependency graph approaches are better suited for processes that
admit an m-dependent approximation; see for example Zhang and Cheng [54]
and Zhang and Wu [53]. While an approximation of the characteristic function
is also possible under weak dependence using Stein’s Method (see Lemma 7.2 of
Dedecker et al. [11], after Bolthausen [7]) we do not pursue this direction here.
Although only a few tweaks are needed, we would like to remark that our
result is the first non-stationary central limit theorem for standard Ψ-weak
dependence measures. The closest result to ours is that of [36]. Neumann [36] also
considers a dependent Lindeberg method, but interestingly, considers dependent
rather than independent Gaussian random variables in the interpolation. In
some sense, this technique is more general than what we consider here, but
we will show that this generality is not needed for many problems under mild
conditions on dependence. The resulting conditions in the theorem are also not
terms of standard Ψ-weak dependence measures. In addition, [36] assumes that
the variance of the normalized sum converges; we make it very explicit when
this holds and also state a version of the theorem without this condition. For
non-stationary central limit theorems under mixing conditions, see for example,
Rio [40] and Politis et al. [38].
Below, we will give a brief list of components that are needed to establish a
central limit theorem using the proof strategy of Doukhan and Wintenberger
[18]. We will also note where we make modifications.
1. Establish a covariance inequality for θ-dependent sequences - The covari-
ance inequality is used in all future steps. We impose a uniform condition
on E|Xi|2+δ to derive a covariance inequality that holds for non-stationary
sequences under a θ-weak dependence condition.
2. Establish a 2+ δ-order moment bound on the blocked sum. For stationary
sequences, a well known bound on the variance of the sum Sn = X1 +
. . .+Xn is given by:
Var(Sn) ≤ n
∑
k∈Z
|Cov(X0, Xk)| (105)
In the non-stationary case, a similar bound is possible; the bound is more
conservative, but this turns out to be inconsequential. To introduce addi-
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tional flexibility, let Sn,j = Xj + . . . Xn+j−1. We have that:
Var(Sn,j) ≤ n ·
(
sup
i∈N
Var(Xi) + 2
∑
k∈N
sup
i∈N
|Cov(Xi, Xi+k)|
)
(106)
Furthermore, we can control this term using the covariance inequality
above, which only assumes a uniform 2 + δ moment condition and a rate
on the θ-coefficient. While the proof for the 2+ δ-order moment bound on
the blocked sum is non-trivial, it generalizes without much difficulty using
this trick.
3. Use the dependent Lindeberg method of Bardet et al. [4] to derive a Gaus-
sian approximation for the “big blocks”. Here, it will suffice to plug in the
covariance inequality and 2 + δ-order moment bound from above. The
modifications needed here are quite minor.
4. Show that the auxiliary terms are negligible. Here, another result is needed,
which will be detailed in Lemma C.1.
For completeness, we will provide proofs or proof sketches with the modifications
below.
B.1. Covariance inequality for θ-dependent sequences
The following proof closely follows that of Lemma 4.2 in Dedecker et al. [11].
Proposition B.1 (Covariance inequality for θ-dependent sequences). Let Xn1
be vector of real-valued random variables such that max1≤i≤nE|Xi|m ≤ µ for
some m > 2. Then, for all 1 ≤ i ≤ n− k, the following inequality holds:
|Cov(Xi, Xi+k)| ≤ 8 µ 1m−1 θk(Xn1 )
m−2
m−1 (107)
Proof. We will proceed by truncation. Let Xi = f
(M)(Xi)−Ef (M)(Xi), where
f (M)(x) = (x ∧M) ∨ (−M). Notice that ||X i||∞ ≤ 2M and ||f (M)||L = 1, and
||Xi||m ≤ 2µ1/m.
Analogous to Dedecker et al. [11], we will decompose the covariance as:
Cov(Xi, Xi+k) = Cov(Xi, Xi+k) + Cov
(
Xi − E[Xi]−Xi, Xi+k − E[Xi+k]
)
+Cov
(
X i, Xi+k − E[Xi+k]−X i+k
)
(108)
Let 1/a+ 1/m = 1. Now we will use the following bound:
|Cov(Xi, Xi+k)| ≤ 2M · θk(Xn1 ) + 2||Xi||m ||Xi+k − E[Xi+k]−Xi+k||a
+ 2||Xi+k||m ||Xi − E[Xi]−X i||a
≤ 2M · θk(Xn1 ) + 4
(
max
1≤i≤n
||Xi||m · max
1≤j≤n
||Xj − E[Xj ]−Xj ||a
)
(109)
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For the second term, we have that:
||Xj − E[Xj ]−Xj ||a ≤ ||Xj − f (M)(Xj)||a + || E[f (M)(Xj)−Xj ] ||a (110)
For the first part of (110), we have:
E|Xj − f (M)(Xj)|a ≤ E|Xj |a 1(|Xj | > M)
≤ E|Xj |mMa−m
≤ µMa−m
(111)
For the second term, we apply Jensen’s inequality on || · ||a and derive the same
bound as the first term. Therefore,
||Xj − E[Xj ]−Xj ||a ≤ 2µ 1aM1−m/a (112)
Notice that m/a = m − 1, and therefore 1 −m/a = 2 −m. Now plugging this
in for (109), we have that,
|Cov(Xi, Xi+k)| ≤ 8 (M · θk(Xn1 ) + µM2−m) (113)
Pick Mm−1 = µ/θk(Xn1 ) and the result follows.
Below we will state a multivariate generalization of the covariance inequality.
Proposition B.2 (Covariance inequality for θ-dependent sequences, Multivari-
ate Version ). Let Xn1 be vector of random vectors taking values in R
d and
suppose that maxi,j E|Xij |m ≤ µ for some m > 2. Then, for all 1 ≤ i ≤ n− k,
the following inequality holds:
|Cov(Xij , X(i+l)k)| ≤ 8 µ
1
m−1 θk(X
n
1 )
m−2
m−1 (114)
B.2. A 2 + δ-order moment bound for θ-dependent sequences
Using the covariance inequality from the previous section, we will generalize
Lemma 4.3 in Dedecker et al. [11] to the non-stationary case. Since the original
proof is not short and we only need to tweak a few bounds to attain our result,
we will provide just a sketch below, noting where the changes need to be made.
Recall that Sn,j = Xj + . . .+Xj+n−1.
Proposition B.3 (A 2+δ-order moment bound for θ-dependent sequences). Let
Xn+j−1j be observations from a centered stochastic process X with θr(X
n+j−1
j ) =
O(r−λ) for λ > 4 + 1ζ as n → ∞. Suppose that supi∈N E|Xi|2+ζ . Then for all
δ ∈ (0, ζ ∧ 1), there exists C > 0 such that:
||Sn,j||2+δ ≤ C
√
n (115)
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Proof sketch. The term c =
∑
k∈Z |Cov(X0, Xk)|, appears in both the constant
C and various bounds in the original proof. This term is related to the variance
of the partial sum Sn under a stationarity assumption. It can be shown that:
Var(Sn) ≤ n
∑
k∈Z
|Cov(X0, Xk)| (116)
By Proposition B.2, the 2+ζ moment condition and our assumption on θX imply
that c < ∞. Under possible non-stationarity, we can instead use the following
term:
c′ ≡ sup
i∈N
Var(Xi) + 2
∑
k∈N
sup
i∈N
|Cov(Xi, Xi+k)| (117)
In fact, the value of the bound remains unchanged since the covariance inequality
holds uniformly under both stationarity and the uniform moment condition. The
conditions in our modification here are stated in terms of the sum starting at
some fixed index j so that we may derive a uniform bound that holds over for
any block sum while still preserving the recursive nature of the argument.
For the first term, notice that supi∈N E|Xi|2+δ ≤ µ implies that supi∈N EX2i ≤
µ ∨ 1. We may plug c′ for c in bounding the terms E(1 + |A| + |B|)δ, E|A|(1 +
|A|+ |B|)δ, and E|B|(1 + |A|+ |B|)δ.
To bound the terms EA2(1 + |B|)δ and EB2(1 + |A|)δ, we can proceed anal-
ogously to Dedecker et al. [11]. However, we will slightly modify the bound for
term EA2(|B| − |B|). Let B denote the indices corresponding to the elements of
B, given by B = {n + q + 1, . . . , N}. In the original argument, stationarity is
invoked to use the bound:
E|B|m = nm E
∣∣∣∣∣ 1n∑
i∈B
Xi
∣∣∣∣∣
m
≤ nm
∑
i∈B
E|Xi|m
n
≤ nmE|X0|m
(118)
However, under possible non-stationarity we can use µ instead of E|X0|m in the
last line. E|A|m can be bounded analogously. Note that this is a loose bound,
but tools for establishing moment inequalities for non-integer powers are limited.
We may proceed analogously to Dedecker et al. [11] up until the bound for the
covariance term Cov(A
2
, (1 + |B|)δ). Here, it will turn out that the bound is
identical to the λ-dependent case, given by n3M2θX(q). The rest of the argument
is identical to Dedecker et al. [11].
B.3. θ-preservation
Although not needed in the proof the central limit theorem under non-stationarity,
the following result will be needed to establish sample splitting validity of the
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sample mean of a quadratic term. Below we slightly extend Proposition 2.2 of
Dedecker et al. [11]. Since the proof is omitted in the reference, we provide one
here. The proof strategy is similar to that of Proposition 2.1 in Dedecker et al.
[11].
Proposition B.4 (θ-preservation). Let Y n1 be a collection of R
d-valued random
variables. Let m > 1. Suppose there exists 0 < µ <∞ such that:
max
1≤i≤n
max
1≤j≤d
E|Yij |m ≤ µ (119)
. Let h : Rd 7→ Rb such that h(0) = 0 and for x, y ∈ Rd, there exists a in [1,m)
and c > 0 such that:
||h(x)− h(y)||∞ ≤ c||x− y||∞(||x||a−1∞ + ||y||a−1∞ ) (120)
Let Ui = h(Yi). Then, there exists a constant C depending on µ, b, c, and d,
such that the θ-coefficient of Un1 satisfies:
θr(U
n
1 ) ≤ C · θr(Y n1 )
m−a
m−1 (121)
Proof. Let Mi = σ(Y1, . . . Yi) and j = (j1, . . . jv). Let X ⊆ Rd and Y ⊆ Rb. Let
Λ1 denote the class of 1-Lipschitz functions mapping from Yv to R. Suppose
i+ r ≤ j1. By definition of θ-dependence, our goal is to bound:
sup
g∈Λ1
1
v
‖E [ g(h(Yj1), . . . , h(Yjv )) | Mi ]− E [g(h(Yj1), . . . , h(Yjv )) ]‖1 (122)
Denote x(M) = (x∧M)∨(−M) for x ∈ R. For (x1, . . . , xd) ∈ Rd, analogously
denote x(M) = (x
(M)
1 , . . . , x
(M)
d ). We will work with fixed g and derive a bound
that holds uniformly over Λ1. We will proceed by expressing the composition G
as a mapping from X u to R. We will also define a version of G with truncated
arguments, denoted G(M):
G(Yj) = g(h(Yj1), . . . , h(Yjv )), G
(M)(Yj) = g(h(Y
(M)
j1
), . . . , h(Y
(M)
jv
)) (123)
By triangle inequality, the L1 norm part of (122) is bounded by:∥∥∥E[ G(Yj)−G(M)(Yj) | Mi ]∥∥∥
1
+
∥∥∥E[ G(Yj)−G(M)(Yj) ]∥∥∥
1
+
∥∥∥ E[G(M)(Yj)]− E[ G(M)(Yj) | Mi ]∥∥∥
1
= I+ II+ III
(124)
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For the first term, notice that:
I = E
∣∣∣ E[ G(Yj)−G(M)(Yj) | Mi ] ∣∣∣
≤ E
[
E
[
|G(Yj)−G(M)(Yj)|
∣∣∣∣Mi ] ]
≤ ||g||L
b∑
k=1
v∑
l=1
E
[
E
[
|hk(Yjl )− hk(Y (M)jl )|
∣∣∣∣Mi ] ]
≤ 2bc||g||L
v∑
l=1
E
[ ‖Yjl‖a∞ 1 (‖Yjl‖∞ > M) ]
≤ 2bcv||g||LMa−m E
[
max
1≤w≤d
|Yjl,w|m
]
≤ 2bcdv||g||LµMa−m
(125)
An analogous bound holds for II. For III, notice that ||G(M)||L ≤ 2cMa−1||g||L.
Now since for g ∈ Λ1, ||g||L ≤ 1, we have that:
θr(U
n
1 ) ≤ 4bcd (µ ∨ 1) [Ma−m +Ma−1θr(Y n1 )] (126)
Optimizing overM , we see thatM = θr(Y
n
1 )
1/1−m. Plugging this in, we get the
desired result.
B.4. Covariance Inequality for Products Under θ-dependence
In this section we derive a bound for the following quantity under a θ-dependence
assumption:
Cn,r,v = max
(s1,...sv)∈Sn,r,v
∣∣Cov(Xs1,t1 · · ·Xsq,tq , Xsq+1,tq+1 · · ·Xsv ,tv )∣∣ (127)
where Sn,r,v is a collection of pairs (s1, t1), . . . (sv, tv) such that 1 ≤ s1 ≤ · · · sq ≤
sq + r ≤ sq+1 ≤ · · · ≤ sv ≤ n and q ∈ {1, . . . , v− 1}, and t1, . . . , tv ∈ {1, . . . , d}.
Bounding this quantity will be crucial for deriving moment inequalities analo-
gous to Theorem 4.1 of Dedecker et al. [11].
Proposition B.5. Let Xn1 be a collection of centered random vectors in R
d.
For m > 1, suppose there exists 0 < µ <∞ such that:
max
1≤i≤n
max
1≤j≤d
E|Xij |m(v−1) ≤ µ (128)
Then, there exists constants depending on µ and v such that:
Cn,r,v ≤ Cθr(Xn1 )
m−v
m (129)
Proof. We will derive a bound on the covariance for any two random vari-
ables U (r,v) and V (r,v) formed by taking U (r,v) = Xs1,t1 · · ·Xsq,tq and V (r,v) =
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Xsq+1,tq+1 · · ·Xsv ,tv for any (s1, . . . sv) ∈ Tn,r,v and t1, . . . tv ∈ {1, . . . , d}. For
notational convenience, we will suppress dependence on r,v and t below.
For the θ-coefficient, the worst-case bound is attained when q = 1. As before,
we will proceed by truncation. Let U = f (M)(U)−Ef (M)(U), where f (M)(x) =
(x∧M)∨(−M) and V = g(M)(V )−Eg(M)(V ), where g(M) : Rv−1 7→ R performs
the truncation component-wise for each element in the product. We will express
its input vector as Z. Now we have that:
Cov(U, V ) = Cov(U, V ) + Cov(U − U, V ) + Cov(U, V − V ) (130)
For any U and V in Tn,v,r, notice that:
Cov(U, V ) ≤ 2 (v − 1) Mvθr(Xn1 ) (131)
Now we will bound the latter terms. Analogous to Proposition B.2, we will use
the Holder inequality to bound these terms. Let 1/a+ 1/m = 1. We have that:
|Cov(U, V )| ≤Mvθr(Xn1 ) + 2||U ||m ||V − V ||a + 2||V ||m ||U − U ||a (132)
Now, to bound the second term, notice that the product function h(v)(x) =∏v
i=1 xi satisfies |h(x)− h(y)| ≤ ||x||v−1∞ + ||y||v−1∞ ||x− y||∞. Therefore, we may
proceed by using a truncation argument analogous to Proposition B.4. We have
that, for some C <∞ depending on v and µ:∥∥V − V ∥∥
a
=
(
E|V − V |a)1/a
≤
(
E ‖Z‖(v−1)a∞ 1(‖Z‖∞ > M)
)1/a
≤ C
(
E ‖Z‖m∞Ma(v−1)−m
)1/a
≤ CMv−m
(133)
Notice that the third term may be bounded by an analogous argument, but
results in a lower order term. However, the stronger moment condition given in
(128) is required to bound this term. The optimal choice of M is of the order
θ
−1/m
r (Xn1 ). Plugging this in, we have that:
Cov(U (r,v), V (r,v)) ≤ C · θr(Xn1 )
m−v
m (134)
C. Dependent Lindeberg Method
In cases where there is temporal dependence that is diminishing with time,
it turns out that the Lindeberg method of interpolation is convenient, as it
preserves the past and future of the sequence. Our focus now is to state a
Lindeberg lemma for dependent sequences, following Bardet et al. [4]. This
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lemma will be used to establish a central limit theorem for partial sums of
the large blocks. Once this lemma is applied, one will additionally have to show
that the distribution of the large blocks is close to that of the original sequence.
As mentioned above, this latter step will rely on the fact that asymptotically,
the variance of the partial sum of a weakly dependent sequence is explained by
the variance of the big blocks. One will also need to control the higher moments
of the blocked sums; previous results for the stationary case can be adapted to
the non-stationary setting.
C.1. Notation
We will proceed by introducing notation. We will largely adopt notation from
Chernozhukov et al. [8] for blocking. We will decompose {Xi}1≤i≤n into an
alternating sequence of “big blocks” and “small blocks”. Let qn > rn be a
sequence of positive integers. Asymptotically, we will require qn = o(n), rn =
o(qn), and qn, rn →∞. Let I1 = {1, . . . , q}, J1 = {q+1, . . . , q+r+1}, . . . , Im =
{(m− 1)(q+ r), . . . , (m− 1)(q+ r)+ q}, Jm = {(m− 1)(q+ r)+ q+1, . . . ,m(q+
r)}, Jm+1 = {m(q + r) + 1, . . . n}. In other words, Il Jl denotes the indices
corresponding to the lth “big block” and “small block”, respectively, with Jm+1
containing the remainder. The number of blocks of a given type is given by
mn = ⌊n/(qn + rn)⌋.
Define partial sums corresponding to lth “big block” and “small block”, re-
spectively, with:
Sl =
∑
i∈Il
Xi, S
′
l =
∑
i∈Jl
Xi (135)
Define the corresponding normalized block sums as:
Un =
1√
n
m∑
l=1
Sl, Vn =
1√
n
m+1∑
l=1
S′l (136)
Let (Zˇ1 . . . Zˇm) and (Zˇ
′
1 . . . Zˇ
′
m) be Gaussian random variables, mutually inde-
pendent and independent of (Y1, . . . Ym), with Var(Zˇl) = Var(Sl) and Var(Zˇ
′
l) =
Var(S′l), respectively.
Define the Gaussian analog of the normalized sum of the “big blocks” as:
Zn =
1√
n
Zˇl (137)
Furthermore, let {S˜l}ml=1, {S˜′l}ml=1 be a collection of mutually independent
random vectors in Rp such that:
S˜l
d
= Sl, S˜
′
l
d
= S′l (138)
To establish a central limit theorem for SXn =
1√
n
∑n
i=1Xi, it is sufficient to
show that:
Ef(SXn )− Ef(σnN)→ 0 ∀f ∈ F (139)
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where F is a convergence-determining class of functions, N ∼ N(0, 1), and
σ2n = Var(S
X
n ). With this variant of the Lindeberg Method, the function class
will correspond to the characteristic function; that is:
F = {f : f(x) = eitx, t ∈ R} (140)
The proof technique of Doukhan and Wintenberger [18] consists of blocking and
bounding the following terms:
|∆n| = |Ef(SXn )− Ef(Un)|+ |Ef(Un)− Ef(Zn)|+ |Ef(Zn)− Ef(σnN)|
(141)
where the first and third term are auxiliary terms that arise from blocking. The
fact that the second term goes to 0 can be established using the following De-
pendent Lindeberg Lemma, which we have stated in a less general form suitable
for our purposes.
Proposition C.1 (Dependent Lindeberg Lemma for Characteristic Functions,
after Lemma 3 of Bardet et al. [4]).
∆n ≤ T (m) + 2 |t|2+δA(m) (142)
where:
T (m) =
m∑
l=1
|Cov(eit(S1+...Sl−1)/
√
n, eitSl/
√
n)|
A(m) = n−1−δ/2
m∑
l=1
E|Sl|2+δ
(143)
The first two terms may be bounded analogously to [18]. The strategy for
bounding the third term will be discussed below.
C.2. On the Variance of a Normalized Sum of a Weakly Dependent Sequence
Before we state the non-stationary central limit theorem, we will provide a justi-
fication as to why a Lindeberg method with independent rather than dependent
Gaussian random variables is appropriate. As we have mentioned previously,
it turns out that after blocking, the variance of the partial sum of a weakly
dependent process is fully explained by the variance of the large blocks. This
phenomenon applies to processes that are “weakly dependent” in a very gen-
eral sense; all that is required is a form of summability on the autocovariance
function.
In the lemma below, we will continue to use notation for blocking intro-
duced above in Section C.1. We will also need some additional notation. Let
σ2n = Var(S
X
n ) denote the variance corresponding to the normalized sum. Fur-
thermore, consider the following variance terms:
σ̂2n = Var
(
1√
n
m∑
l=1
S˜l
)
, σ˜2n = Var
(
1√
n
m∑
l=1
S˜′l
)
(144)
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Recall that S˜l
d
= Sl for all l = 1, . . . ,m and that {S˜l}ml=1 are constructed to
be mutually independent. Analogous statements can be made about {S˜′l}ml=1.
Further recall qn = o(n), rn = o(qn) and qn, rn → ∞. We have the following
asymptotic result:
Lemma C.1. Let {Xi}i∈N be a sequence of random variables such that:
c′ = sup
i∈N
Var(Xi) + 2
∑
k∈N
sup
i∈N
|Cov(Xi, Xi+k)| <∞ (145)
Then,
lim
n→∞
σ2n − σ̂2n = 0 (146)
Proof. Consider the following decomposition of σ2n:
σ2n = σ̂
2
n + σ˜
2
n +
1
n
∑
(i,j)∈Cn
Cov(Xi, Xj) +
1
n
∑
(i,j)∈C′n
Cov(Xi, Xj) (147)
Above, Cn is the collection of indices (i, j) such that |i − j| ≤ rn and i and
j belong to different blocks and C′n is the collection of indices (i, j) such that
|i − j| > rn and i and j belong to different blocks. We will show that all
terms except σ̂2n are negligible. For σ˜
2
n, notice that, since #(J1, . . . , Jmn) ≤
(mn + 1)rn + qn, we have that:
σ˜2n ≤
(mn + 1)rn + qn
n
· c′ → 0 (148)
For the third term notice that:
1
n
∑
(i,j)∈Cn
|Cov(Xi, Xj)| ≤ 2(mn + 1)rn
n
c′ → 0 (149)
For the last term, notice that:
1
n
∑
|i−j|>rn
|Cov(Xi, Xj)| ≤ 2
∞∑
k=rn+1
sup
i∈N
|Cov(Xi, Xi+k)| → 0 (150)
Now, we may subtract σˆ2n from both sides. Since the limit of the RHS is 0,
the result follows.
Remark 3. It is straightforward to see that the above lemma generalizes to
triangular arrays if instead one assumes that:
c′ = sup
n,i
Var(Xn,i) + 2
∑
k∈N
sup
n,i
|Cov(Xn,i, Xn,i+k)| <∞ (151)
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We would like to note that, if one wants to ensure that σ2 = limn→∞ σ2n
exists, an additional assumption is needed. It is both sufficient and necessary to
assume that limn→∞ 1n
∑n
i=1 Var(Xi) exists. The issue here is that non-negative
sequences that are bounded above may not have a Cesa`ro limit; this issue does
not arise for stationary processes since the Cesa`ro mean of the variance is trivial
in this case.
While assuming that the Cesa`ro-mean of the variance exists is mild and much
weaker than assuming even second-order stationarity, it is not needed if we only
require a weakly-approaching Normal approximation. Nonetheless, we will state
and prove a lemma that establishes the sufficiency and necessity of this condition
below:
Lemma C.2. Let {Xi}i∈N be a sequence of random variables such that (145)
holds. Then, σ2 = limn→∞ σ2n exists if and only if:
lim
n→∞
1
n
n∑
i=1
Var(Xi) exists (152)
Furthermore, if σ2 exists, then:
lim
n→∞
σ̂2n = σ
2 (153)
Proof. Following for example, Rio [41], we have that variance of the sum, given
by Vn = Var(Sn), may be written as:
Vn = v1 + . . .+ vn (154)
where vk = Vk − Vk−1 represents an increment of the variance process, with
V0 = 0. Notice that vk is given by:
vk = Cov(Sk, Sk)− Cov(Sk−1, Sk−1)
= Var(Xk) + 2
k−1∑
j=1
Cov(Xj , Xk) ≡ ak + bk
(155)
We will proceed by showing that bk ≡
∑k−1
j=1 bk,j converges. Notice that:
|bk,j | ≤ sup
i∈N
2 |Cov(Xi, Xi+k−j)| (156)
Therefore, by the Comparison test, limk→∞
∑k−1
j=1 |bk,j | converges, and since
absolute convergence implies convergence, bk → b for some finite b.
Now, notice that:
Var(SXn ) =
Vn
n
=
n∑
k=1
ak
n
+
n∑
k=1
bk
n
= I+ II (157)
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Since bk → b, we also have Cesa`ro convergence; therefore, II → b. Now, by
assumption, we also have that I converges as well. Since I and II converge, we
have that Var(SXn ) converges, establishing sufficiency.
For necessity, we will argue by contradiction. Suppose that σ2 exists, but
1
n
∑n
i=1 Var(Xi) does not converge. Then, subtracting II from both sides of
(157), we have that 1n
∑n
i=1Var(Xi) converges, a contradiction.
The second claim follows from the previous lemma.
C.3. Some Additional Blocking Lemmas for the Variance
In this section, we provide some additional blocking lemmas that will be used to
derive results for the bootstrap. These lemmas will allow one to to approximate
the distribution of the block sum without needing to delete observations between
blocks.
We will introduce some additional notation. Let bn = o(n) denote the block
length, and let mn = ⌊n/bn⌋ denote the number of blocks. Let Kl = {(mn −
1)bn+1, . . . ,mnbn} denote the indices corresponding to the block sum Bl, given
by:
Bl =
∑
i∈Kl
Xi (158)
Furthermore, let {B˜l}m+1l=1 be a collection of mutually independent random vec-
tors such that: Bl
d
= B˜l. Furthermore, denote:
σˇ2n = Var
(
1√
n
m+1∑
l=1
B˜l
)
(159)
We have the following result:
Lemma C.3. Let {Xi}i∈N be a sequence of random variables such that (145)
holds. Then, we have that:
lim
n→∞
σ2n − σˇ2n = 0 (160)
Proof. We have that |σ2n− σˇ2n| ≤ |σ2n− σ̂2n|+ |σ̂2n− σˇ2n|. By Lemma C.1, the first
term converges to 0. It suffices to show that the second term converges to 0. Let
rn = o(qn) and bn = qn + rn. Subdivide each Kl into Il and Jl for l = 1, . . . ,m,
where Il = {(m−1)b+1, . . . , (m−1)b+ q} and Jl = {(m−1)b+ q+1, . . . ,mp},
as before. We do not subdivide Km+1. We have that:
σˇ2n = σ̂
2
n + σ˜
2
n +
1
n
∑
(i,j)∈C˜n
Cov(Xi, Xj) (161)
where C˜n correspond to the cross-terms between observations in Il and Jl. Using
analogous reasoning to Lemma C.1, we have that the last two terms converge
to 0, and the result follows.
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We can further generalize this result to the multivariate setting. Let Σn,
Σ̂n, Σ˜n, and Σˇn denote the multivariate counterparts to σ
2, σ̂2, σ˜2, and σˇ2
respectively. We have the following lemma:
Lemma C.4. Let {Xi}i∈N be a sequence of random vectors taking values in Rd.
Suppose the following condition holds:
c′ = sup
i∈N
max
1≤j≤d
Var(Xij) + 2
∑
l∈N
sup
i∈N
max
j,k
∣∣Cov (Xij , X(i+l)k)∣∣ <∞ (162)
Then,
lim
n→∞
||Σn − Σ̂n||∞ = 0 and lim
n→∞
||Σn − Σˇn||∞ = 0 (163)
Proof. By Cauchy-Schwartz inequality, it is the case that supi∈Nmaxj,k E|XijXik| ≤
supi∈Nmaxj EX
2
ij . It suffices to show convergence for each (j, k) ∈ {1, . . . d}2.
It can readily be seen that the following factorization applies to Σn,jk:
Σn,jk = Σ̂n,jk + Σ˜n,jk +
1
n
∑
(i,l)∈Cn
Cov(Xij , Xlk) +
1
n
∑
(i,l)∈C′n
Cov(Xij , Xlk)
(164)
Now, using analogous reasoning to Lemma C.1, the first claim follows. The
second claim follows from analogous reasoning to Lemma C.3.
C.4. Weakly Approaching Gaussian Random Variables
To control one of the auxiliary terms in the Dependent Lindeberg lemma, we
will also use a result about weakly approaching sequences of Gaussian random
variables. The proposition below establishes necessary and sufficient conditions
for two sequences of Gaussian random variables to be weakly approaching.
Proposition C.2 (Weakly Approaching Gaussian Random Variables). Let
{Xn}n∈Z and {Yn}n∈Z be sequences of Gaussian random variables with re-
spective mean processes {µXn }n∈N {µYn }n∈N and respective variance processes
{vXn }n∈N {vYn }n∈N. Suppose that µ¯ = supn∈N |µY | <∞ and v¯ = supn∈N vY <
∞. Then L(Xn) wa⇐⇒ L(Yn) if and only if:
µXn − µYn → 0 and vXn − vYn → 0 (165)
Proof. First, we will show that the conditions on the mean and variance process
of {Yn}n∈N ensure tightness. To see this, for any 0 < ǫ < 1 consider the compact
set Cǫ = [−µ¯− σ¯ z(1−ǫ)/2, µ¯ + σ¯ z(1−ǫ)/2], where zǫ/2 is the (1 − ǫ)/2 quantile
of the Standard Normal. It follows that P (Yn 6∈ Cǫ) ≤ ǫ for all n.
Now by the weakly approaching continuity theorem (Proposition A.5), we
have the convergence of the characteristic functions for all t ∈ R is a necessary
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and sufficient condition for two sequences to be weakly approaching. Notice
that:
ϕXn(t)− ϕYn(t) = exp
(
iµXn t−
1
2
vXn t
2
)
− exp
(
iµYn t−
1
2
vYn t
2
)
= exp
(
iµYn t−
1
2
vYn t
2
)[
exp
(
it(µXn − µYn )
)
exp
(
−1
2
(vXn − vYn )t2
)
− 1
]
= A× (B × C − 1)
(166)
We can see that µXn − µYn → 0 and vXn − vYn → 0 are sufficient since exp(·) is
continuous and |ϕYn(t)| ≤ 1. To show necessity, we will argue via the contra-
positive. We will show that, if either condition fails to hold, then the difference
of characteristic functions fails to go to 0 for all t ∈ R.
First, note that, if µXn or v
X
n is unbounded, then {Xn}n∈N is not tight, con-
tradicting Proposition A.1. Therefore, we may treat (µXn − µYn , vXn − vYn ) as a
bounded sequence. Now, since (µXn − µYn , vXn − vYn ) 6→ (0, 0) but is bounded,
there exists a convergent subsequence such that (µXn − µYn , vXn − vYn ) → (b, c),
where b 6= 0 or c 6= 0.
Notice that, since v¯ < ∞, lim inf |A| > 0. Since exp(·) is continuous, along
this subsequence, we have that B and C converge. For A × (B × C − 1) → 0
along this subsequence, it is necessary that B × C → 1. This further implies
that Im(B) → 0, which implies that Re(B) → ±1. Then, it must be the case
that C → 1 and B → 1 since C ≥ 0. Observe that for C → 1, ct2 = 0 and
for B → 1, bt = 0 mod 2π. If b 6= 0, we may choose t such that bt 6= 0 mod 2π
and hence B 6→ 1. Similarly, for c 6= 0, we do not have convergence for t 6= 0.
Therefore, if (µXn − µYn , vXn − vYn ) 6→ (0, 0), then there exists a subsequence not
converging to 0 for all t ∈ R, and hence the sequence cannot converge to 0 for
all t ∈ R.
Remark 4. Using the conditional version of the continuity theorem (Proposi-
tion A.6), it is straightforward to show that this result extends to the conditional
case.
Now we will state the following multivariate generalization of the above
lemma. Although not needed for our central limit theorem, it will be used to
derive bootstrap results.
Proposition C.3 (Weakly Approaching Gaussian Random Variables, Multi-
variate Version). Let {Xn}n∈Z and {Yn}n∈Z be sequences of Gaussian random
vectors, taking values in Rd with respective mean processes {µXn }n∈N {µYn }n∈N
and variance processes {ΣXn }n∈N {ΣYn }n∈N. Suppose that µ¯ = supn∈N ||µYn ||∞ <
∞ and σ¯ = supn∈N ||ΣYn ||∞ <∞. Then L(Xn) wa⇐⇒ L(Yn) if and only if:
||µXn − µYn ||∞ → 0 and ||ΣXn − ΣYn ||∞ → 0 (167)
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Proof. Again, notice that conditions imposed are necessary and sufficient for
{Yn}n∈N to be tight. Analogous to the previous proposition, our goal is to bound,
for all t ∈ Rd:
ϕXn(t)− ϕYn(t) = exp
(
i(µXn )
T t− 1
2
tTΣXn t
)
− exp
(
i(µYn )
T t− 1
2
tTΣXn t
)
= exp
(
i(µYn )
T t− 1
2
tTΣXn t
)[
exp
(
(µXn − µYn )T t
)
exp
(
−1
2
tT (ΣXn − ΣYn )t
)
− 1
]
= A× (B × C − 1)
(168)
It is again clear that ||µXn −µYn ||∞ → 0 and ||ΣXn −ΣYn ||∞ → 0 are sufficient. For
necessity, notice that, given that these two terms converge, tT (ΣXn − ΣYn )t→ 0
and (µXn − µYn )T t → 0 for all t ∈ Rd if and only if the sup-norm of each
term converges to 0 (for the covariance term, note that a limit of the difference
along a subsequence is symmetric and cannot be non-trivially skew-symmetric).
Therefore, we can make an analogous subsequence argument and the result
follows.
C.5. Statement and Proof of Central Limit Theorem
Now, we will state and prove our adaptation of the Central Limit Theorem of
Doukhan and Wintenberger [18] to the non-stationary setting.
Theorem C.1 (Non-stationary Central Limit Theorem for θ-dependent se-
quences). Let {Xn,i 1 ≤ i ≤ n} be a triangular array of zero mean random
variables. Suppose that the following conditions hold:
A1 supn,i E|Xn,i|m ≤ µ for some m > 2 + ζ, where ζ > 0
A2 θr(X
n
1 ) = O(r
−θ) as n→∞ for some θ > 4 + 2ζ .
Then,
1√
n
n∑
i=1
Xn,i
wa⇐⇒ N(0, σ2n) (169)
Furthermore, if limn→∞ 1n
∑n
i=1 Var(Xn,i) exists, then σ
2 = limn→∞ σ2n,i exists,
and we have that:
1√
n
n∑
i=1
Xn,i  N(0, σ
2) (170)
Remark 5. Central limit theorems are typically stated in alternative form,
where the goal is to show that Sn/σn  N(0, 1). While this framework has
its advantages, we would like to note that, with weakly dependent processes, it
is possible that σn → 0. The weakly approaching version is able to handle these
degenerate cases without needing to impose some condition that implies σ2n > 0,
or in the multivariate case, that Σn is invertible.
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Proof. As discussed in the introduction of Appendix C, we will consider a variant
of the Lindeberg method with blocking where the convergence-determining class
F corresponds to the characteristic function. We will further assume rates for
blocking. Let qn = ⌊na⌋ and rn = ⌊nb⌋ where a > b.
We will start by bounding the first auxiliary term. Notice that a first-order
Taylor expansion yields:
E
[
f(SXn )− f(Un)
] ≤ ||f ′′||∞
2
E|SXn − Un|2 (171)
Even under possible non-stationarity, the bound for the first term will be anal-
ogous to the stationary case, but we will provide it for completeness.
Notice that E|SXn −Un|2 = Var(Vn). Since #(J1, . . . , Jm) ≤ (m+1)r+ q, we
have that:
Var(Vn) ≤ 2(m+ 1)r + q
n
· c′ → 0 (172)
Now we will bound the other auxiliary term. Since σ2n ≤ c′ and E[N ] = 0,
it follows that {σnN}n∈N is a tight sequence of Gaussian random variables. By
Proposition C.2, it follows that this auxiliary term converges to 0 if σ2n−σ̂2n → 0.
Since c′ < ∞, by Lemma C.1, we indeed have |σ2n − σ̂2n| → 0. Therefore, this
auxiliary term also converges to 0.
Finally, we will bound the main term with the Dependent Lindeberg Method.
By Proposition C.1, it is sufficient to show that:
T (m) =
m∑
j=1
|Cov(eit(S1+...+Sj−1)/
√
n, eit(Sj)/
√
n)| → 0 and A(m)→ 0 (173)
Analogous to Dedecker et al. [11], notice that ||eit(Sj)/
√
n||L ≤ |t|/
√
n and that
||eitz||∞ = 1. Therefore, it follows that:
T (m) ≤ mq |t|√
n
θX(r) ≤ |t| n1/2−bθ (174)
To bound |A(m)|, notice that for n large enough, the 2 + δ-moment bound
derived in Proposition B.3 implies that:
|A(m)| = n−1−δ/2
m∑
l=1
E|Sl|2+δ
≤ n−1−δ/2 mn (C√qn)2+δ
 mn
(qn
n
)1+δ/2
 n(a−1)δ/2
(175)
We see that both terms converge to 0 if b · θ > 1/2 and for any 0 < a < 1. We
can always choose such b since θ > 4. The weakly approaching claim follows.
Weak convergence under the additional assumption of 1n
∑n
i=1Var(Xi) existing
follows directly from Lemma C.2.
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Below we state a multivariate version of the non-stationary Central Limit
Theorem under θ-dependence.
Theorem C.2 (Non-stationary Central Limit Theorem for θ-dependent se-
quences, Multivariate Version). Let {Xn,i 1 ≤ i ≤ n} be a centered Rd-valued
triangular array satisfying the moment condition:
sup
n,i
max
1≤j≤d
E|Xn,ij |2+ζ ≤ µ (176)
for some ζ > 0. Suppose that θr(X
n
1 ) = O(r
−θ) as n → ∞ where θ > 4 + 2ζ .
Then,
1√
n
n∑
i=1
Xn,i
wa⇐⇒ N(0,Σn) (177)
where Σn = Var(
1√
n
∑n
i=1Xn,i). Furthermore, if limn→∞
1
n
∑n
i=1Var(Xn,i) ex-
ists, then Σ = limn→∞ Σn exists, and we have that:
1√
n
n∑
i=1
Xn,i  N(0,Σ) (178)
Proof. By the weakly approaching Crame`r-Wold device (Proposition A.7), it is
sufficient to establish tightness of the sequence Σ
1/2
n N and then show λTSXn
wa⇐⇒ λTΣ
1
2
nN
for all λ ∈ Rd. Notice that Σn,ii ≤ c′ for all i ∈ {1, . . . , d}; therefore the sequence
is tight. Now, we may express the λTSXn as:
1√
n
d∑
j=1
λj
n∑
i=1
Xij =
1√
n
n∑
i=1
d∑
j=1
λjXij
≡ 1√
n
n∑
i=1
h(Xi)
(179)
where ||h||L =
∑d
j=1 λj . Let Ui = h(Xi). Then, we have that θr(X
n
1 ) = O(r
−θ)
and certainly supi∈NE|λTXi|2+ζ ≤ d2+ζ supi∈N
∑d
j=1 |λj |2+ζE|Xij |2+ζ < ∞
and we may apply the univariate central limit theorem to Ui. Now, notice that:
Var(λTSXn ) =
1
n
n∑
i=1
n∑
j=1
Cov
(
d∑
k=1
λkXik,
d∑
l=1
λlXjl
)
=
∑
k,l
λkλl
 1
n
n∑
i=1
n∑
j=1
Cov(Xik, Xjl)
 (180)
Now, by definition, the variance of the normalized sum is equal to λTΣnλ; the
first part of the claim follows. Analogous to the univariate case, the second claim
follows from Lemma C.2, where entry-wise Cesa`ro convergence of the elements
of the Σn ensures convergence.
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