Abstract. We establish several boundary ε-regularity criteria for suitable weak solutions for the 3D incompressible Navier-Stokes equations in a half cylinder with the Dirichlet boundary condition on the flat boundary. Our proofs are based on delicate iteration arguments and interpolation techniques. These results extend and provide alternative proofs for the earlier interior results by Vasseur [18], Choi-Vasseur [2], and Phuc-Guevara [6] .
Introduction and main results
In this paper we discuss the 3-dimensional incompressible Navier-Stokes equations with unit viscosity and zero external force:
where u = (u 1 (t, x), u 2 (t, x), u 3 (t, x)) is the velocity field and p = p(t, x) is the pressure. We consider local problem: (t, x) ∈ Q or Q + , where Q and Q + denote the unit cylinder and unit half-cylinder respectively. For the half cylinder case, we assume that u satisfies the zero Dirichlet boundary condition:
We are concerned with different types of ε-regularity criteria for suitable weak solutions for 3D Navier-Stokes equations. The suitable weak solutions are a class of Leray-Hopf weak solutions satisfying the so-called local energy inequality, which was originated by Scheffer in a series of papers [12, 13, 14] . The formal definition of the suitable weak solutions was first introduced by Caffarelli, Kohn, and Nirenberg [1] . See Section 2.2.
In [18] Vasseur proved the following interior ε-regularity criterion, which provided an alternative proof of the well-known partial regularity result for the 3D incompressible Navier-Stokes equations proved by Caffarelli, Kohn, and Nirenberg [1] . His proof is based on the De Giorgi iteration argument originally for elliptic equations in divergence form. Theorem 1.1 (Vasseur [18] ). For anyq ∈ (1, ∞), there exists an ε 0 = ε 0 (q) > 0 such that if (u, p) is a pair of suitable weak solution to (1.1)-(1.2) in Q and satisfies
then u is regular in Q(1/2).
Later Choi and Vasseur extended this result up toq = 1 in [2, Proposition 2.1] with an additional condition on the maximal function of ∇u. In [6] , Phuc and Guevara further refined this result to the case with simplyq = 1. Their proof exploits fractional Sobolev spaces of negative order and an inductive argument in [1] and [19] .
In this paper, we show a boundary version of Theorem 1. 
then u is regular in Q + (1/2).
The conditionq > 1 is required when we apply the coercive estimate for the linear Stokes system to estimate the pressure term. At the time of this writing, it is not clear to us whether it is possible to takeq = 1 as in the interior case. Theorem 1.2 can be used to give a new proof of the boundary partial regularity result by Seregin [16] . Another consequence of the theorem is the following boundary regularity criterion, which does not involve ∇u. 
The above theorem is a special case of Theorem 4.1, which will be proved in Section 4. The corresponding interior result when q > 20/7 was proved recently in [6] by viewing the "head pressure" |u| 2 /2 + p as a signed distribution, which belongs to certain fractional Sobolev spaces of negative order. This answered a question raised by Kukavica in [10] about whether one can lower the exponent 3 in the original ε-regularity criterion in [1] . See also more recent [8] for an extension to the case when q > 5/2 with an application to the estimate of box dimensions of singular sets for the Navier-Stokes equations. We refer the reader to [7, 9] and references therein for various interior and boundary ε-regularity criteria for the Navier-Stokes equations.
The proofs of Theorems 1.2 and 1.3 both rely on iteration arguments. Compared to the argument in [18] , our proof of Theorem 1.2 is much shorter and, in the conceptual level, closer to the original argument in [1] . Instead of fractional Sobolev spaces used in [6] , which does not seem to work for the boundary case, we consider scale invariant quantities in the usual mixed-norm Lebesgue spaces, and apply a decomposition of the pressure due to Seregin [16] . We adopt some ideas in [4, 3] on showing uniform decay rates of scale invariant quantities by induction. More precisely, we use different induction step lengths when iterating between different scale invariant quantities associated with the energy norm and the pressure respectively. In the last step, we use parabolic regularity to further improve the estimate of mean oscillation of u and conclude the Hölder continuity according to Campanato's characterization of Hölder continuous functions. By a minor modification on the proof of Theorem 1.2 to transform to the interior case, we also get a different proof of Theorem 1.1 with refined conditionq = 1 obtained in [6] . The proof of Theorem 1.3 uses a delicate interpolation argument. We treat each term on the right hand side of the generalized energy inequality in a consistent way such that they are all interpolated by the energy norms and the mixed-norm which is assumed to be small in the condition. By fitting the exponents of those energy norms slightly less than 2, we spare some space that we can borrow to use Young's inequality and proceed with an iteration to obtain the desired results.
The remaining part of the paper is organized as follows. In the next section, we introduce some notation and the definition of suitable weak solutions to the Navier-Stokes equations. The proof of Theorem 1.2 is given in Section 3. Section 4 is devoted to the proof of Theorem 4.1. In Appendix A, we show how to adapt our proof to the interior case where we can takeq = 1 due to a conciser estimate of the pressure.
Throughout the paper, various constants are denoted by N in general, which may vary from line to line. The expression N = N (· · · ) means that the given constant N depends only on the contents in the parentheses.
Preliminaries
2.1. Notation. Let T > 0, Ω be a domain in R 3 , Γ ∈ ∂Ω, and Ω T := (0, T ) × Ω with the parabolic boundary
We denoteĊ ∞ 0 (Ω, Γ) to be the space of divergence-free infinitely differentiable vector fields which vanishes near Γ. LetJ(Ω, Γ) andJ (Ω), respectively. We shall use the following notation for balls, half balls, parabolic cylinders, and half parabolic cylinders:
We denote
, where q, r ∈ [1, ∞] and [p] ρ (t) is the average of p with respect to x in B + (ρ). Note that all of them are scale invariant with respect to the natural scaling for (1.1):
2.2. Suitable weak solutions. The definition of suitable weak solutions was introduced in [1] . We say a pair (u, p) is a suitable weak solution of the Navier-Stokes equations on the set Ω T vanishing on (0,
(Ω T ) for someq ≥ 1; ii) u and p satisfy equation (1.1) in the sense of distribution. iii) For any t ∈ (0, T ) and nonnegative function ψ ∈ C ∞ (Ω T ) vanishing in a neighborhood of the boundary {t = 0} × Ω and (0, T ) × (∂Ω \ Γ), the integrals in the following local energy inequality are summable and the inequality holds true:
We will specify the constantq later so that the integrals on the right-hand side of (2.1) are summable.
Proof of Theorem 1.2
This section is devoted to the proof of Theorem 1.2. We use the abbreviation
, whereq ∈ (1, 2),r ∈ (3/2, 3), 2/q + 3/r = 3. We first prove a few lemmas which will be used below.
Lemma 3.1. For any ρ > 0 and any pair of exponents (q, r) such that
Proof. Use the standard interpolation by the Sobolev embedding inequality and Hölder's inequality.
Lemma 3.2. Let (u, p) be a pair of suitable weak solution of (1.1). For constants γ ∈ (0, 1/2], ρ > 0, we have
where N > 0 is a universal constant.
Proof. The proof is more or less standard. We give the details for the sake of completeness. By scaling, we may assume ρ = 1. Define the backward heat kernel as
In the energy inequality (2.1), we choose ψ = Γφ, where φ ∈ C ∞ 0 ((−1, 1) × B(1)) is a suitable smooth cut-off function satisfying
By using the equation ∆Γ + Γ t = 0, we have ess sup −1≤s≤0
The test function has the following properties:
(ii) For any z ∈ Q + (1), we have
(iii) For any z ∈ Q + (1), we have
Therefore, (3.1) and Lemma 3.1 yield
The lemma is proved.
and
where N is a constant independent of u, p, γ, and ρ, but may depend onq,r, and ε 1 .
Proof. By the scale-invariant property, we may also assume ρ = 1. We fix a domainB ⊂ R 3 with smooth boundary so that
and denoteQ = (−1, 0) ×B. Define r * by 1/r * = 1/r + 1/3 > 1. Using Hölder's inequality, we get
Because of the conditions on (q,r), we have q 1 ∈ (2, ∞) and 2/q 1 + 3/r 1 = 3/2. Thus by Lemma 
Moreover, we have
where in the last inequality we used (3.4) . By the Sobolev-Poincaré inequality, we have
We set w = u − v and p 2 = p − p 1 . Then w and p 2 satisfy     
By the Sobolev-Poincaré inequality, Hölder's inequality, and an improved integrability result for the Stokes system [17, Theorem 1.2] (see also Lemma 4.5 below), we have
where r ′ >r is any large number and we also used (3.5) in the last inequality. From (3.6) and (3.7), we obtain
Becauser < 3 and r ′ can be arbitrarily large, ε 1 may range in (0, 3/r − 1). Finally, (3.3) follows from (3.2) and Hölder's inequality. The lemma is proved.
The following is the key lemma for the proof of Theorem 1.2.
Lemma 3.4. There exists a constant ε 2 = ε 2 (q) > 0 satisfying the following property. If
then there exist sufficiently small δ > 0 and ρ 0 > 0 such that
where ρ 0 ∈ (0, 1) and β ∈ (0, δ) are small constants to be specified later. To prove (3.8) for any ρ ∈ (0, 1/2] (with a slightly smaller δ), it suffices to show that, for every k we have
We will assume the initial step for induction later by specify some conditions on ρ 0 and ε 2 . Now suppose (3.9) is true for 0 to k ≥ l where l is an integer to be specified later. For E(ρ k+1 ), we set γ = ρ β k and ρ = ρ k in Lemma 3.2 to obtain
For D(ρ k+1 ), we letβ = (1 + β) l+1 − 1. We set γ = ρβ k−l and ρ = ρ k−l in (3.2) to have
To satisfy
we require (ε 1 − δ)β > 3δ/2. Indeed we can choose δ = ε 2 1 , β = ε 2 1 /4, and take a sufficiently large integer l of order 1/ε 1 so thatβ ∼ 3ε 1 . A direct calculation shows that both (3.11) and (3.13) are satisfied. From (3.10) and (3.12) we can find some ξ > 0 such that
where N is a constant independent of k and ξ. We choose ρ 0 small enough such that
Finally, by using (3.2) in lemma 3.3 with γ = 1/2 and ρ = 1, we have
2 . Then by choosing ε 2 sufficiently small, we can make (3.9) to be true for k = 0, 1, 2, . . . , l. Therefore, by induction we conclude (3.9) is true for any integer k ≥ 0.
Proof. See, for instance, [5, Chapter III, Lemma 2.1].
Now we are ready to give
Proof of Theorem 1.2. By Lemma 3.4 we have the following estimates for ρ ∈ (0, ρ 0 ]:
Let w be the unique weak solution to the heat equation
with the zero boundary condition. By the classical L p estimate for the heat equation, we have
, which together with (3.14) yields
By the Poincaré inequality with zero boundary condition, we get from (3.15) that
Denote v = u − w, which satisfies the homogeneous heat equation
with the boundary condition v = u on ∂ p Q + (ρ). Let 0 < γ < ρ. By the Poincaré inequality with zero mean value and using the fact that any Hölder norm of a caloric function in a smaller half cylinder is controlled by any L p norm of it in a larger half cylinder. We have
where (u) ρ is the average of u in Q + (ρ).
Using (3.17), (3.16), and the triangle inequality, we have
Applying Lemma 3.5 we obtain
for any γ ∈ (0, ρ 0 ). By Hölder's inequality, we have
Similar estimates can be derived for interior points using same techniques. We conclude that u is Hölder continuous in Q + (ρ 0 ) by Campanato's characterization of Hölder continuity. The theorem then follows by a covering argument.
A boundary regularity criterion without involving ∇u
In this section, we shall prove the following theorem, which is more general than Theorem 1.3. 
there exists a universal constant ε 0 = ε 0 (q, r,q) such that if (u, p) is a pair of suitable weak solution to
Remark 4.2. The restriction (4.2) arises in the estimates for the pressure term below by using the coercive estimate for the linear Stokes system. It is not clear to us if this restriction can be dropped. A straightforward calculation shows that under the constraints
2 /4 when 1/r = 1/ √ 6 + 1/6 and 1/q = 3/4 − √ 6/4. Therefore, ifq
2) is trivial for any (q, r) satisfying (4.1). Moreover, it is easily seen that max{1 − 1/q, 1/2 + 1/q} < F (q, r).
Therefore, by decreasingq if necessary, we may assume that max{1 − 1/q, 1/2 + 1/q, 7/8} < 1/q < F (q, r). for some constant C 0 > 0, then
We first set up some notation and state a few lemmas that will be useful in the proof of Theorem 4.1.
such that the C 2 norm of ∂B k is bounded by N 2 k . We also denoteQ k = (−ρ
Lemma 4.4. Let m, n ∈ (1, ∞) be two fixed numbers. Assume that g ∈ L n,m (Q k ). Then there exists a unique function pair (v, p), which satisfies the following equations:
Moreover, v and p satisfy the following estimate:
where the constants C and b only depend on m and n.
We refer the reader to [ 
, and the boundary condition
) , (4.5) where the constants C and b only depend on n and s.
Proof. We use a mollification argument. Denote min(n, s) ). Let v ε , p ε , and g ε be the standard mollifications with respect to (t, x ′ ), which satisfy the same equations as v, p, and g. By the properties of mollifications, it is clear that for sufficiently small ε,
Then from the equations for v
By applying the Sobolev embedding theorem in the x 3 direction, we get 
, where C is independent of ε and k. Again the factor 2 bk can be obtained by keeping track of the constants in the proofs in [15] . Taking the limit as ε → 0, we get
. By interpolation inequalities, for any δ ∈ (0, 1) we have
. Finally, (4.5) follows by using a standard iteration argument.
We now give the proof of Theorem 4.1.
Proof of Theorem 4.1. By replacing p with p − [p] 1 (t) without loss of generality, we may assume that [p] 1 (t) = 0 for t ∈ (−1, 0). Let τ > 0 be such that 2 q + 3 r := 2 − τ.
It is easily seen that we can findr ∈ (3/2, r) such that 2 q
In the sequel, we will choose τ 1 sufficiently small by reducingr.
By (2.1), we have
where N is independent of k. For simplicity, we denote A k = A(ρ k ) and E k = E(ρ k ). Thus we can rewrite the above inequality as
We have the following interpolation using Hölder's inequality
, where
need to satisfy 2/q 1 + 3/r 1 = 3/2. A simple calculation shows that
Indeed (4.9) holds because of (4.7). We then apply Lemma 3.1 to get
Again by Hölder's inequality, we have
To deal with the last term in (4.8), we make the following decomposition. For some suitable (q ′ , s * ) which we will specify later, there exists a pair of unique solution
to the following initial boundary value problem:
We set
In the sequel, we will choose τ 2 sufficiently small by reducingr 2 .
Estimates for p k : For α 1 ∈ (0, 1) which we will specify later, by Hölder's inequality,
where the exponents need to satisfy 2
The system above implies that
To make use of Lemma 3.1, we need 2 ≤ q 2 ≤ ∞, which is equivalent to 1
We are going to check this condition later. Next we estimate the nonlinear term u · ∇u. Define another exponent s * by 1
Using Hölder's inequality, we get
In particular, we take q 3 = 2 and r 3 = 6 so that
By (4.17) we have 2
From (4.14), (4.18), and (4.19), we get
Since we have solved for α 1 , we can now go back to verify (4.15). A simple calculation gives that it indeed holds when q ′ > q 2 q 2 −q+2 and τ 2 is sufficiently small. We note that there is an implicit restriction q > 2 contained in the conditions above. We can observe it by adding up the first inequality in (4.15) and the first equality in (4.17) and using the fact α 1 > α 2 .
To make use of Lemma 4.4, we need to check that s * > 1, which is equivalent to
In the special case when q ′ = q 2 q 2 −q+2 , we have α 2 = 1 − 2/q ∈ (0, 1) and the above inequality becomes 2
which clearly holds true because
and thusr 2 q > 6. By continuity, when q ′ is sufficiently close to q 2 q 2 −q+2 , we still have s * > 1 and α 2 ∈ (0, 1). Now by Lemma 4.4, we have the existence of the unique solution pair (v k , p k ) to (4.12) and
where in the last inequality we used (4.16). Here and in the sequel, b is a positive constant which is independent of k and may vary from line to line. Together with the Sobolev-Poincaré inequality and Hölder's inequality, we obtain
.
Combining with (4.13) we have
(4.20)
Estimates for h k : For some α 3 ∈ (0, 1] which we will specify later, analogous to (4.13) by Hölder's inequality,
where the exponents satisfy 2
To make use of Lemma 3.1, we require 2 ≤ q 4 ≤ ∞, which is equivalent to 1
We simply choose α 3 = q(1 − 1/q) ∈ (0, 1) and use (4.4) to verify this condition. By Lemma 4.5 and the triangle inequality, we have h k ∈ W 0,1
) and the following estimate: 
For anys * > 1, by Lemma 4.4, we have
Next analogous to (4.16) by Hölder's inequality,
where the exponents satisfy
To justify the use of Lemma 4.4 in (4.24), we need to check thats * > 1, which is equivalent to
For later purpose, we also want α 3 = q(1 − 1/q) > α 4 . To satisfy all of the three conditions above, we discuss two cases: i) If r > 2, we simply choose α 4 = 0. Then suchs * > 1 exists, and in view of (4.4), all the conditions are satisfied.
ii) If r ∈ (3/2, 2], then q > 4. We set q 5 = 2, r 5 = 6. To ensures * > 1 and α 3 > α 4 , we take
which is possible because of (4.2) and r > 3/2. Moreover, we have 1
where we used (4.4) in the last inequality. Now plugging (4.23), (4.24), and (4.25) into (4.22), we obtain
Together with (4.21) we have
Note we have consistently chosen (q n , r n ) such that
Thus by Lemma 3.1, we know
for n = 1, 2, 3, 4, 5.
Substituting (4.3), (4.10), (4.11), (4.20) , and (4.26) into (4.8), we obtain
. By Young's inequality, for any δ > 0 we have
whereÑ =Ñ (δ, q, r, b) > 0 and β = β(q, r) ∈ (0, 1). We multiply both sides of (4.27) by δ k and sum over integer k from 1 to infinity. By setting δ = 3 −b , we make sure the second term on the right-hand side is summable and get
Therefore, we have
, whereÑ =Ñ (δ, q, r, b) > 0 and β = β(q, r) ∈ (0, 1). Together with Dq ,1 < ε 0 , we can use Theorem 1.2 to conclude that there exists a universal ε 0 = ε 0 (q, r) sufficiently small such that u is regular in Q + (1/2).
Remark added after the proof: After we finished this paper, we learned that a result similar to Theorem 1.3 was proved in [20] under a much stronger assumption on the pressure.
In the appendix, we show how our proof is adapted to the interior case whereq is allowed to be 1. We note that Theorem A.1 was also obtained recently in [8] by using a different proof.
For ρ > 0, we define the scale invariant quantities A(ρ), E(ρ), C q,r (ρ), and D q,r (ρ) with B(ρ) and Q(ρ) in place of B + (ρ) and Q + (ρ).
Theorem A.1. For each pair of exponents (q, r) satisfying
there exists a universal constant ε 0 = ε 0 (q, r) such that if (u, p) is a pair of suitable weak solution to (1.1) in Q with p ∈ L 1 (Q) and satisfies
Lemma A.2. For any ρ > 0 and a pair of exponents (q, r) such that
Proof of Theorem A.1. As before we may assume that [p] 1 (t) = 0 for t ∈ (−1, 0). Also we can find r ∈ (3/2, r) such that
As before, we choose τ 1 sufficiently small by reducingr. Following the beginning part of proof of Theorem 4.1, we have
The estimates for the first two terms on the right remain the same. For the third term, we decompose it in the following way. For each k, let η k (x) be a smooth cut-off function supported in B k+2 , 0 ≤ η k ≤ 1 and η k ≡ 1 on B(
). In the sense of distribution, for a.e. t ∈ (−1, 0),
We consider the decomposition
). Estimates for p k : Let q ′ = 2q q+1 ∈ (1, ∞), and s ′ ∈ (1, ∞) and α 1 ∈ (0, 1) be constants which we will specify later. By Hölder's inequality,
To make use of Lemma A.2, we require 2 ≤ q 2 ≤ ∞, which is equivalent to 1
We will come back to check this condition later. By (A.5) we also have Using the Calderón-Zygmund estimate, we have
By Hölder's inequality, we have Plugging this into (A.7) and using (A.2), we get
Since we have solved for α 1 , we can now go back to verify (A.6), which is equivalent to 1 2 + 1 2q
This indeed is satisfied when τ 1 is sufficiently small. Thus by Lemma A.2, (A.4), (A.8), and (A.9), we have Estimates for h k : By Hölder's inequality, we have
Recall that h k is harmonic in B(
). By the fact that any Sobolev norm of a harmonic function in a smaller ball can be estimated by any of its L p norm in a greater ball, we know 12) where the second term is small by condition (A.1). By the Calderón-Zygmund estimate and Hölder's inequality, for anyr > 1 we have
(A.13)
For q > 1, we claim the following interpolation holds for some α, q 4 , r 4 > 0: Indeed, we can choose (α, q 4 , r 4 ) in the following way: when 1 < q ≤ 2, we set q 4 = ∞, r 4 = 2, and α = 2 − q; when q > 2, we set q 4 = 2, r 4 = 6, and α = 6/7. Note that in both cases we have α < 1. Now we plug (A.12), (A.13), and (A.14) into (A.11) to obtain . Now similar to the proof in Section 4, we obtain
Together with D 1,1 < ε 0 , we can apply [6, Theorem 1.5] to conclude that there exists a universal ε 0 = ε 0 (q, r) sufficiently small such that u is regular in Q(1/2).
