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Resumo
Apresentamos aqui alguns me´todos de minimizac¸a˜o para problemas na˜o-lineares com coeficientes
fuzzy, visando sua aplicac¸a˜o em problemas com coeficientes incertos ou em problemas de dif´ıcil soluc¸a˜o.
Estabelecemos algumas propriedades ba´sicas, como: definic¸a˜o de func¸o˜es convexas, diferenciabilidade e
mı´nimo em contexto fuzzy, culminando com as condic¸o˜es de otimalidade fuzzy. Algoritmos sa˜o propostos
e suas funcionalidades e sua eficieˆncia sa˜o comprovadas atrave´s da resoluc¸a˜o de diversos problemas testes
encontrados na literatura, fuzzificados.
Abstract
We present some minimization methods for nonlinear problems with fuzzy coefficients, seeking for
applications in problems with uncertain coefficients or in hard to solve problems. With these purposes
we establish some basic properties, such as: definition of convex functions, differentiability and minimum
in the fuzzy framework, and finally the fuzzy optimality conditions. We propose algorithms to solve
fuzzy nonlinear optimization problems and we applied these ones in many fuzzified bet test problems
found in the literature, to validate their correctness and efficiency.
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Cap´ıtulo 1
Introduc¸a˜o
Motivac¸a˜o
Para trabalhar matematicamente conceitos de natureza vaga e amb´ıgua, L. A. Zadeh desenvolveu a
Teoria Fuzzy, tendo como marco inicial a publicac¸a˜o do artigo Fuzzy Sets em 1965 (vide [71]). Tal trabalho
gerou uma ampla a´rea de pesquisa, desde sua fundamentac¸a˜o teo´rica ate´ a ana´lise de sua aplicabilidade
em diversas a´reas de conhecimento, como nas Engenharias e na Matema´tica, entre outros.
Em 1970, R. E. Bellman, juntamente com L. A. Zadeh, publicaram o artigo intitulado Decision–
Making in a Fuzzy Environment (vide [4]), onde e´ introduzida a Teoria Fuzzy em problemas de Pro-
gramac¸a˜o Matema´tica. A incerteza por eles introduzida foi tratada de maneira qualitativa; por exemplo,
o custo do problema pode ser em torno de x, a i-e´sima restric¸a˜o pode estar entre a e b, etc. A formulac¸a˜o
matema´tica deste tipo de problema e´ dada por:
m˜in f(x)
S. a g(x) . 0
x ∈ Rn,
(1.1)
onde f : Rn → R, g ∈ Rm (cada g : Rn → R) e´ um vetor de func¸o˜es, 0 ∈ Rm um vetor nulo, e o s´ımbolo
“∼” indica a incerteza presente no problema.
Estas abordagens abriram um amplo campo de aplicac¸o˜es para problemas de Programac¸a˜o Ma-
tema´tica, principalmente em Programac¸a˜o Linear. Este fato deve-se a` maior facilidade em trabalhar com
a caracter´ıstica linear (vide as refereˆncias citadas por M. Inuiguchi e J. Ramı´k em [39]).
Na a´rea de Programac¸a˜o Na˜o-Linear, foram publicados trabalhos onde se aplicou diretamente a ide´ia
de R. E. Bellman e L. A. Zadeh [4] em problemas cla´ssicos ou reais (por exemplo [66]). Esta mesma
proposta, juntamente com Redes Neurais, Regras Fuzzy, entre outras, geraram formas alternativas de
tratar e resolver o problema (1.1) (vide por exemplo [45], [65] e [68]).
Por outro lado, a incerteza pode ser interpretada de forma quantitativa:
min f(a˜; x)
S. a g(a˜; x) . b˜
x ∈ Rn,
(1.2)
onde a˜ e b˜ sa˜o vetores com paraˆmetros (coeficientes) fuzzy, e a˜, b˜ ∈ F(R), sendo F(R) um conjunto
fuzzy sobre R. Os paraˆmetros fuzzy podem ocorrer somente na func¸a˜o objetivo, somente no conjunto
de restric¸o˜es ou em ambos os casos.
Neste sentido, a Programac¸a˜o Linear ganhou va´rias publicac¸o˜es, entre elas [6], [46] e [50], assim
como problemas de Programac¸a˜o Linear Inteira: [33], [34], [36], entre outros.
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Trabalhos na a´rea de Programac¸a˜o Na˜o–Linear que abordam o aspecto de paraˆmetros fuzzy sa˜o
mais escassos, como menciona [50]. Trabalhos como de P. Ekel et al [22] e de B. Liu e K. Iwamura [46]
nos mostram o qua˜o delicada e´ esta situac¸a˜o. Por isso, a nossa proposta e´ a de tratar esta abordagem
de maneira mais simples.
Portanto, tratamos do caso onde os paraˆmetros fuzzy ocorrem na func¸a˜o objetivo de problemas
de Programac¸a˜o Na˜o-Linear, buscando uma generalizac¸a˜o dos resultados dos problemas cla´ssicos e
verificando a validade das propostas atrave´s de exemplos testes da literatura.
A seguir uma breve preliminar sobre os conceitos fundamentais da Teoria Fuzzy e´ apresentada, assim
como a organizac¸a˜o dos to´picos desta dissertac¸a˜o.
1.1 Preliminares
A Teoria Fuzzy nos permite trabalhar com conceitos subjetivos presentes no nosso dia-a-dia. Por
exemplo, ao falar sobre a temperatura de um copo, ha´ um consenso geral sobre temperatura extrema-
mente quente e extremamente baixa, mas ha´ um n´ıvel de temperatura que e´ suporta´vel para uma pessoa
enquanto que para outra, ainda e´ muito quente. Ou ainda, para uma pessoa a temperatura pode ser
extremamente agrada´vel e para outra, muito quente ou fria. Este conjunto de sensac¸o˜es de temperatura
pode ser definido como um conjunto fuzzy.
Assim, um conjunto fuzzy, como definido em [4], e´ uma classe de objetos onde na˜o ha´ uma fronteira
exata entre os objetos que pertencem a` classe ou na˜o. Matematicamente, considere a definic¸a˜o que
segue.
Definic¸a˜o 1.1.1. [4] Seja X = {x} uma colec¸a˜o de objetos (pontos) genericamente denotados por x.
Assim, um conjunto fuzzy A˜ em X e´ um conjunto de pares ordenados:
A˜ =
{(
x, µ
A˜
(x)
)
tal que x ∈ X} ,
onde µ
A˜
(x) e´ conhecida como func¸a˜o de pertineˆncia de x em A˜, µ
A˜
: X → [0, 1] e X ⊆ Rn.
Os valores no intervalo [0, 1] representam o grau de compatibilidade de um determinado objeto em
relac¸a˜o a` classe estudada. Assim, os valores 0 e 1 expressam respectivamente, a completa exclusa˜o e a
compatibilidade total de determinado objeto. Este grau de compatibilidade e´ conhecido como grau de
pertineˆncia.
A func¸a˜o de pertineˆncia pode ser definida, por exemplo, como:
1. Func¸a˜o Triangular
µ
A˜
(x) =

0 se x ≤ a
x− a
a− a se x ∈ [a, a]
a− x
a− a se x ∈ [a, a]
0 se x ≥ a,
onde a e´ o valor modal, ou seja, µ
A˜
(x) = 1 se x = a, e a e a sa˜o os limites inferior e superior,
respectivamente.
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2. Γ–Func¸a˜o
µ
A˜
(x) =
 0 se x ≤ ak(x− a)2
1 + k(x− a)2 se x > a,
onde k > 0.
3. S–Func¸a˜o
µ
A˜
(x) =

0 se x ≤ a
2
(
x− a
a− a
)2
se x ∈ [a, a]
1− 2
(
x− a
a− a
)2
se x ∈ [a, a]
1 se x > a.
4. Func¸a˜o Trapezoidal
µ
A˜
(x) =

0 se x < a
x− a
a1 − a se x ∈ [a, a1]
1 se x ∈ [a1, a2]
a− x
a− a2 se x ∈ [a2, a]
0 se x > a.
5. Func¸a˜o Gaussiana: µ
A˜
(x) = e−k(x−a)2 , onde k > 1.
6. Func¸a˜o tipo Exponencial
µ
A˜
(x) =
1
1 + k(x− a)2 , para k > 1 ou
µ
A˜
(x) =
k(x− a)2
1 + k(x− a)2 para k > 0.
As figuras 1.1, 1.2 e 1.3 ilustram as func¸o˜es acima.
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Func¸a˜o triangular Func¸a˜o Gama
Figura 1.1: Func¸a˜o triangular (a = −4, a = 5 e a = 2) e Γ-func¸a˜o (a = 1 e k = 2).
Algumas caracter´ısticas podem ser atribu´ıdas a um conjunto fuzzy, dentre elas:
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S-func¸a˜o Func¸a˜o trapezoidal
Figura 1.2: S-func¸a˜o (a = −1, a = 3 e a = 1) e func¸a˜o trapezoidal (a = −2.5, a = 5, a1 = 0 e a2 = 2.5).
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Func¸a˜o gaussiana Func¸a˜o tipo exponencial
Figura 1.3: Gaussiana (k = 2 e a = 2) e func¸a˜o tipo exponencial (k = 2 e a = 1).
1. Um conjunto fuzzy A˜ e´ normal se, e somente se, supx µA˜(x) = 1. E subnormal se supx µA˜(x) < 1.
O valor supremo de um conjunto fuzzy A˜ e´ conhecido como altura e e´ denotado por hgt(A˜).
2. O suporte de um conjunto fuzzy A˜ e´ supp(µ
A˜
) = {x ∈ R tal que µ
A˜
(x) > 0}.
3. Um conjunto fuzzy A˜ e´ vazio se, e somente se, µ
A˜
(x) = 0 ∀x ∈ X.
4. Dois conjuntos fuzzy A˜ e B˜ sa˜o iguais se, e somente se, µ
A˜
(x) = µ
B˜
(x) ∀x ∈ X.
5. Um conjunto fuzzy A˜ esta´ contido em ou e´ um subconjunto do conjunto fuzzy B˜ (A˜ ⊂ B˜) se, e
somente se µ
A˜
(x) ≤ µ
B˜
(x) ∀x ∈ X.
6. O conjunto de α-cortes de um conjunto fuzzy A˜, denotado por A˜α, e´ definido como:
A˜α(x) =
{
x ∈ X tal que µ
A˜
(x) ≥ α} , para α ∈ [0, 1].
Outras caracter´ısticas podem ser atribu´ıdas a conjuntos fuzzy, como as apresentadas em [4] e [55].
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1.2 Organizac¸a˜o da Tese
No cap´ıtulo 2, os paraˆmetros fuzzy sa˜o tratados como nu´meros fuzzy e sua implementac¸a˜o e´ apre-
sentada; tambe´m neste cap´ıtulo, alguns me´todos de comparac¸a˜o sa˜o discutidos. No cap´ıtulo 3, apresen-
tamos as definic¸o˜es para convexidade fuzzy do ponto de vista de conjunto fuzzy e func¸o˜es fuzzy. Nos
cap´ıtulos 4 e 5 sa˜o apresentadas as condic¸o˜es de otimalidade para problemas de Programac¸a˜o Na˜o–
Linear com Paraˆmetros Fuzzy e a proposta algor´ıtmica para alguns me´todos desta classe. Finalmente,
no cap´ıtulo 6 alguns resultados computacionais sa˜o apresentados e discutidos; e posteriormente, algumas
considerac¸o˜es finais sa˜o apresentadas.
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Cap´ıtulo 2
Nu´meros Fuzzy
Introduc¸a˜o
Como o objetivo do nosso trabalho e´ o de usar paraˆmetros (coeficientes) fuzzy em Problemas de Pro-
gramac¸a˜o Na˜o-Linear, alguns aspectos sa˜o indispensa´veis de serem estudados: operac¸o˜es e comparac¸o˜es
de nu´meros fuzzy.
Para as operac¸o˜es de nu´meros fuzzy abordamos, de maneira breve, as propostas de D. Dubois e H.
Prade, [18] (onde usa-se a representac¸a˜o L−R) e posteriormente, as operac¸o˜es dadas por A. Kaufmann
e M. M. Gupta, [42], nas quais fizemos adaptac¸o˜es para facilitar sua implementac¸a˜o.
Para a comparac¸a˜o de nu´meros fuzzy, apresentamos os me´todos propostos por F. Choobineh e H.
Li, [13] e o I´ndice de Yager [5].
2.1 Nu´meros Fuzzy
Dois tipos de representac¸a˜o para nu´meros fuzzy sa˜o apresentadas: a primeira e´ a representac¸a˜o
L − R, e a segunda, a representac¸a˜o como Intervalos de Confianc¸a, escolhida para implementac¸a˜o
devido a` utilizac¸a˜o de α-cortes.
2.1.1 Representac¸a˜o L−R de Nu´meros Fuzzy
A representac¸a˜o de um nu´mero fuzzy do tipo L−R e´ feita atrave´s da notac¸a˜o:
a˜ = (a, a, a)L−R,
onde a˜ ∈ F(R) e´ um nu´mero fuzzy, F(R) e´ o conjunto fuzzy sobre R, a e´ o valor modal (valor ma´ximo
da func¸a˜o de pertineˆncia associada), a e´ o espalhamento a` esquerda do valor modal, a o espalhamento
a` direita do valor modal e o termo L−R indica a func¸a˜o representante dos espalhamentos a` esquerda e
a` direita (left e right), respectivamente, do valor modal. A func¸a˜o de pertineˆncia adotada para modelar
o nu´mero fuzzy e´ a func¸a˜o triangular. A ilustrac¸a˜o gra´fica de um nu´mero L − R fuzzy pode ser visto
na Figura 2.1.
As func¸o˜es do tipo L−R, como em [18] e [12], sa˜o denominadas por func¸a˜o shape (f(·)) se:
1. f e´ uma func¸a˜o cont´ınua na˜o-crescente em [0,∞);
2. f(0) = 1;
3. f e´ estritamente decrescente na parte do dominio onde e´ positiva.
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1
a
xa
L(x) R(x)
µa˜(x)
a
Figura 2.1: Representac¸a˜o gra´fica de um nu´mero fuzzy do tipo L−R.
Em [12] ha´ alguns exemplos de func¸o˜es com as propriedades acima, como segue:
Func¸a˜o Linear: f(x) = max{0, 1− x}, x ∈ R+ ∪ {0};
Func¸a˜o Exponencial: f(x) = e−xp , p ≥ 1, x ∈ R+ ∪ {0};
Func¸a˜o Poteˆncia: f(x) = max{0, 1− xp}, p ≥ 1, x ∈ R+ ∪ {0};
Func¸a˜o Racional: f(x) =
1
1 + xp
, p ≥ 1, x ∈ R+ ∪ {0}.
A func¸a˜o de pertineˆncia associada ao nu´mero fuzzy na representac¸a˜o L − R pode ser escrita da
seguinte forma:
µa˜(x) =

L
(
a− x
a
)
se x ≤ a e a > 0
R
(
x− a
a
)
se x ≥ a e a > 0
Quando a = a = 0 enta˜o a˜ e´ um nu´mero crisp; e quando a = −∞ e a =∞, enta˜o a˜ = R.
As operac¸o˜es com nu´meros na representac¸a˜o L − R, para o caso em que L − R define um nu´mero
triangular fuzzy, podem ser encontradas em [18], e seguem abaixo. O simbolo u representa uma apro-
ximac¸a˜o das operac¸o˜es alge´bricas envolvidas a fim de manter a linearidade da func¸a˜o triangular.
Sejam a˜ = (a, a, a)L−R e b˜ = (b, b, b)L−R, nu´meros triangulares fuzzy.
• Adic¸a˜o: (a, a, a)L−R ⊕ (b, b, b)L−R = (a+ b, a+ b, a+ b)L−R;
• Simetria: −(a, a, a)L−R = (−a, a, a)R−L
• Subtrac¸a˜o: (a, a, a)L−R 	 (b, b, b)R−L = (a− b, a+ b, a+ b)L−R;
• Multiplicac¸a˜o:
1. Se a > 0 e b > 0: (a, a, a)L−R  (b, b, b)L−R u (ab, ab+ ba, ab+ ba)L−R;
2. Se a > 0 e b < 0: (a, a, a)L−R  (b, b, b)R−L u (ab, aa− bb, aa− bb)R−L;
3. Se a < 0 e b > 0: (a, a, a)R−L  (b, b, b)L−R u (ab, ba− ab, ba− ab)R−L;
4. Se a < 0 e b < 0: (a, a, a)L−R  (b, b, b)L−R u (ab, −ba− ab, −ba− ab)R−L;
• Multiplicac¸a˜o por escalar:
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1. ∀k > 0, k ∈ R: k  (a, a, a)L−R = (ka, ka, ka)L−R;
2. ∀k < 0, k ∈ R: k  (a, a, a)L−R = (ka, −ka, −ka)R−L;
• Inverso de um nu´mero triangular fuzzy (a > 0): (a, a, a)−1L−R u
(
a−1, aa−2, aa−2
)
R−L;
• Divisa˜o (a > 0 e b > 0):
(a, a, a)L−R  (b, b, b)R−L u
(
a
b
,
ba+ ab
b2
,
ba+ ab
b2
)
L−R
.
2.1.2 Nu´meros Fuzzy como Intervalos de Confianc¸a
Uma outra maneira de representar nu´meros fuzzy e´ usando Intervalos de Confianc¸a, como apresen-
tado em [42]. Seja a˜ ∈ F(R) um nu´mero fuzzy qualquer, com uma func¸a˜o de pertineˆncia triangular
associada:
µa˜(x) =

x− (a− a)
a
se x ∈ [(a− a); a)],
−x+ (a+ a)
a
se x ∈ [a; (a+ a)],
0 caso contra´rio.
(2.1)
Se escrevermos a func¸a˜o inversa de (2.1) na forma de intervalo e usando α-cortes, temos:
a˜α = [aα+ (a− a),−aα+ (a+ a)] ∈ F(R),
= [aα1 , a
α
2 ] .
(2.2)
onde aα1 e a
α
2 representam a parte crescente e decrescente de µa˜(·), respectivamente, ∀α ∈ [0, 1]. Logo:
(α1 < α2) =⇒ ([aα21 , aα22 ] ⊂ [aα11 , aα12 ]).
Um nu´mero ordina´rio tambe´m pode ser escrito como um Intervalo de Confianc¸a. Considere k =
(k, 0, 0) ∈ R, e seja kα = [k, k], ∀α ∈ [0, 1]. Neste caso, a func¸a˜o de pertineˆncia e´ substitu´ıda pela func¸a˜o
caracter´ıstica, dada por [55], como segue:
µk(x) =
{
1 se x = k
0 caso contra´rio.
(2.3)
2.1.3 Implementac¸a˜o Computacional dos Nu´meros Fuzzy como Intervalos de Confianc¸a
O uso de α-cortes nos permite operar com nu´meros fuzzy ponto-a-ponto, ou seja, discretizamos
os nu´meros fuzzy em n α-cortes, e efetuamos as operac¸o˜es aritme´ticas em cada α-corte, usando as
operac¸o˜es alge´bricas usuais. Desta forma verificamos ainda as condic¸o˜es impostas pela aritme´tica fuzzy,
permitindo-nos uma implementac¸a˜o mais simples e sem distorc¸o˜es de suas caracter´ısticas fuzzy, como
aquelas que podem ocorrer usando as operac¸o˜es fuzzy dadas por [18]. Outro motivo para o uso desta
representac¸a˜o e´ devido a` facilidade em trabalhar, por exemplo, com nu´meros fuzzy trigonome´tricos e
exponenciais.
A construc¸a˜o algor´ıtmica de um nu´mero fuzzy como intervalo de confianc¸a, supondo inicialmente que
o nu´mero e´ triangular como em (2.2), e´ dada pelo Algor´ıtmo 2.1.1.
As operac¸o˜es com nu´meros fuzzy, como em [42], e seus algoritmos computacionais seguem nas sec¸o˜es
subsequ¨entes.
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Algoritmo 2.1.1 Construc¸a˜o do Nu´mero Fuzzy
Dados δ =
1
n− 1, para n ∈ N tal que n > 1 (tamanho da discretizac¸a˜o); α = 0, e a, a e a constantes.
1: Para i = 0 ate´ i = n, fac¸a
2: a1[i] = a · α+ (a− a)
3: a2[i] = −a · α+ (a+ a)
4: α = α+ δ
5: Fim do lac¸o
Adic¸a˜o
Sejam a˜, b˜ ∈ F(R), ∀x, y, z ∈ R:
µ
a˜⊕b˜(z) =
∨
z=x+y
(µA(x) ∧ µB(y)) ou,
a˜α ⊕ b˜α = [aα1 , aα2 ] + [bα1 , bα2 ]
= [aα1 + b
α
1 , a
α
2 + b
α
2 ].
As seguintes propriedades sa˜o va´lidas:
1. Comutativa: a˜⊕ b˜ = b˜⊕ a˜;
2. Associativa: (a˜⊕ b˜)⊕ c˜ = a˜⊕ (b˜⊕ c˜);
3. Se existe um elemento neutro a` direita e a` esquerda do nu´mero fuzzy, este elemento e´ o nu´mero
ordina´rio 0:
a˜⊕ 0 = 0⊕ a˜ = a˜;
4. A imagem e´ na˜o sime´trica:
a˜⊕ a˜− = a˜− ⊕ a˜ 6= 0,
onde a˜−α = [−aα2 ,−aα1 ].
O Algoritmo 2.1.2 executa a soma entre dois nu´meros fuzzy.
Algoritmo 2.1.2 Adic¸a˜o de Nu´meros Fuzzy
Dados a˜, b˜ ∈ F(R), constru´ıdos de acordo com o Algoritmo 2.1.1.
1: Para i = 0 ate´ i = n, fac¸a
2: soma1[i] = a1[i] + b1[i]
3: soma2[i] = a2[i] + b2[i]
4: Fim do lac¸o
Um outro caso a considerar e´ a soma entre um nu´mero fuzzy e um nu´mero ordina´rio, apresentado
no Algoritmo 2.1.3.
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Algoritmo 2.1.3 Adic¸a˜o de Nu´mero Fuzzy com Nu´mero Ordina´rio
Dados a˜ ∈ F(R), constru´ıdo de acordo com o Algoritmo 2.1.1, e k ∈ R.
1: Para i = 0 ate´ i = n, fac¸a
2: soma1[i] = k + a1[i]
3: soma2[i] = k + a2[i]
4: Fim do lac¸o
Subtrac¸a˜o
Considere a˜, b˜ ∈ F(R), ∀x, y, z ∈ R:
µ
a˜	b˜(z) =
∨
z=x−y
(µA(x) ∧ µB(y)) ou,
a˜α 	 b˜α = [aα1 , aα2 ]− [bα1 , bα2 ]
= [aα1 − bα2 , aα2 − bα1 ].
Ao contra´rio da adic¸a˜o, a subtrac¸a˜o na˜o e´ associativa nem comutativa. O Algoritmo 2.1.4 efetua tal
operac¸a˜o.
Algoritmo 2.1.4 Subtrac¸a˜o de Nu´meros Fuzzy
Dados a˜, b˜ ∈ F(R), constru´ıdos de acordo com o Algoritmo 2.1.1.
1: Para i = 0 ate´ i = n, fac¸a
2: sub1[i] = a1[i]− b2[i]
3: sub2[i] = a2[i]− b1[i]
4: Fim do lac¸o
O Algoritmo 2.1.5 apresenta a subtrac¸a˜o entre um nu´mero fuzzy e um nu´mero ordina´rio.
Algoritmo 2.1.5 Subtrac¸a˜o de Nu´mero Fuzzy com Nu´mero Ordina´rio
Dados a˜ ∈ F(R), constru´ıdo de acordo com o Algoritmo 2.1.1, e k ∈ R.
1: Para i = 0 ate´ i = n, fac¸a
2: sub1[i] = k − a2[i]
3: sub2[i] = k − a1[i]
4: Fim do lac¸o
Multiplicac¸a˜o
Sejam a˜, b˜ ∈ F(R), ∀x, y, z ∈ R:
µ
a˜b˜(z) =
∨
z=x·y
(µA(x) ∧ µB(y)),
ou na forma de Intervalos de Confianc¸a (Tabela 2.1), onde usaremos a seguinte notac¸a˜o: a˜ = a˜α,
consequ¨entemente, a˜ = [a1, a2]. A prova para cada um dos casos apresentados na Tabela 2.1 esta´ em
[42].
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a˜ b˜ a˜ b˜ = [a1, a2] [b1, b2]
1 0 ≤ a1 ≤ a2 0 ≤ b1 ≤ b2 [a1 · b1, a2 · b2]
2 0 ≤ a1 ≤ a2 b1 ≤ 0 ≤ b2 [a2 · b1, a2 · b2]
3 0 ≤ a1 ≤ a2 b1 ≤ b2 ≤ 0 [a2 · b1, a1 · b2]
4 a1 ≤ 0 ≤ a2 0 ≤ b1 ≤ b2 [a1 · b2, a2 · b2]
5 a1 ≤ 0 ≤ a2 b1 ≤ 0 ≤ b2 [min(a1 · b2, a2 · b1),max(a1 · b1, a2 · b2)]
6 a1 ≤ 0 ≤ a2 b1 ≤ b2 ≤ 0 [a2 · b1, a1 · b1]
7 a1 ≤ a2 ≤ 0 0 ≤ b1 ≤ b2 [a1 · b2, a2 · b1]
8 a1 ≤ a2 ≤ 0 b1 ≤ 0 ≤ b2 [a1 · b2, a1 · b1]
9 a1 ≤ a2 ≤ 0 b1 ≤ b2 ≤ 0 [a2 · b2, a1 · b1]
Tabela 2.1: Multiplicac¸a˜o de Intervalos de Confianc¸a.
A Tabela 2.1 pode ser resumida no seguinte Intervalo de Confianc¸a, como em [55]:
[a1, a2] [b1, b2] = [min(a1b1, a1b2, a2b1, a2b2),max(a1b1, a1b2, a2b1, a2b2)]. (2.4)
Para a multiplicac¸a˜o, as seguintes propriedades se verificam:
1. Comutativa: a˜ b˜ = b˜ a˜;
2. Associativa: (a˜ b˜) c˜ = a˜ (b˜ c˜);
3. Se existe um elemento neutro a` direita e a` esquerda do nu´mero fuzzy, este elemento e´ o nu´mero
ordina´rio 1:
a˜ 1 = 1 a˜ = a˜;
4. Se representarmos o inverso de a˜ por a˜−1, ele sera´ na˜o–sime´trico:
a˜ a˜−1 = a˜−1  a˜ 6= 1,
como podemos verificar atrave´s dos resultados apresentados na Tabela 2.2.
Casos Intervalo
1 0 < a1 ≤ a2 [a1, a2]−1 =
[
1
a2
, 1
a1
]
2 0 = a1 < a2 [a1, a2]
−1 =
[
1
a2
,∞
)
3 0 = a1 = a2 um ponto que tende para ∞
4 a1 ≤ a2 < 0 [a1, a2]−1 =
[
1
a2
, 1
a1
]
5 a1 < a2 = 0 [a1, a2]
−1 =
(
−∞, 1
a1
]
6 a1 ≤ 0 ≤ a2 [a1, a2]−1 =
(
−∞, 1
a1
]
∪
[
1
a2
,∞
)
Tabela 2.2: Inverso de um nu´mero fuzzy a˜.
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Algoritmo 2.1.6 Multiplicac¸a˜o de Nu´meros Fuzzy
Dados a˜, b˜ ∈ F(R), constru´ıdos de acordo com o Algoritmo 2.1.1.
1: Para i = 0 ate´ i = n, fac¸a
2: d1,1[i] = a1[i] · b1[i]
3: d1,2[i] = a1[i] · b2[i]
4: d2,1[i] = a2[i] · b1[i]
5: d2,2[i] = a2[i] · b2[i]
6: mult1[i] = min(d1,1, d1,2, d2,1, d2,2)
7: mult2[i] = max(d1,1, d1,2, d2,1, d2,2)
8: Fim do lac¸o
Atrave´s da equac¸a˜o (2.4), elaboramos o Algoritmo 2.1.6, para a multiplicac¸a˜o entre nu´meros fuzzy.
Como nas demais operac¸o˜es, tambe´m pode ocorrer a multiplicac¸a˜o de um nu´mero fuzzy por um
nu´mero ordina´rio qualquer. Assim, considere os seguinte casos:
1. ∀k > 0, k ∈ R: k · [a1, a2] = [k · a1, k · a2];
2. ∀k < 0, k ∈ R: k · [a1, a2] = [k · a2, k · a1];
3. Para k = 0: k · [a1, a2] = [0, 0].
O Algoritmo 2.1.7 ilustra tal situac¸a˜o.
Algoritmo 2.1.7 Multiplicac¸a˜o de Nu´mero Fuzzy por Nu´mero Ordina´rio
Dados a˜, constru´ıdo de acordo com o Algoritmo 2.1.1 e k ∈ R.
1: Para i = 0 ate´ i = n, fac¸a
2: d1[i] = a1[i] · k
3: d2[i] = a2[i] · k
4: mult1[i] = min(d1, d2)
5: mult2[i] = max(d1, d2)
6: Fim do lac¸o
Divisa˜o
Sejam a˜, b˜ ∈ F(R), ∀x, y, z ∈ R:
µ
a˜b˜(z) =
∨
z=x/y
(µA(x) ∧ µB(y)) ou,
a˜α  b˜α = [aα1 , aα2 ] [bα1 , bα2 ]
=
[
aα1
bα2
,
aα2
bα1
]
.
Note que a divisa˜o e´ a multiplicac¸a˜o pelo inverso, e estamos considerando apenas o caso 1 da Tabela
2.2. Uma outra maneira de escrever o Intervalo de Confianc¸a e´ usando a abordagem encontrada em
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[55]:
[aα1 , a
α
2 ] [bα1 , bα2 ] =
[
min
(
aα1
bα2
,
aα1
bα1
,
aα2
bα1
,
aα2
bα2
)
,max
(
aα1
bα2
,
aα1
bα1
,
aα2
bα1
,
aα2
bα2
)]
. (2.5)
Analogamente a` subtrac¸a˜o, a divisa˜o na˜o e´ associativa nem comutativa. Os Algoritmos 2.1.8, 2.1.9 e
2.1.10 apresentam a implementac¸a˜o da equac¸a˜o (2.5), a divisa˜o entre nu´meros fuzzy e ordina´rios, e entre
um nu´mero ordina´rio e um nu´mero fuzzy, respectivamente.
Algoritmo 2.1.8 Divisa˜o de Nu´meros Fuzzy
Dados a˜, b˜ ∈ F(R), constru´ıdos de acordo com o Algoritmo 2.1.1.
1: Para i = 0 ate´ i = n, fac¸a
2: Se b1[i] 6= 0 e b2[i] 6= 0, enta˜o
3: d1,1[i] =
a1[i]
b1[i]
4: d1,2[i] =
a1[i]
b2[i]
5: d2,1[i] =
a2[i]
b1[i]
6: d2,2[i] =
a2[i]
b2[i]
7: div1[i] = min(d1,1, d1,2, d2,1, d2,2)
8: div2[i] = max(d1,1, d1,2, d2,1, d2,2)
9: Caso contra´rio
10: Erro! Divisa˜o por zero!
11: Fim do condicional
12: Fim do lac¸o
Algoritmo 2.1.9 Divisa˜o de Nu´meros Fuzzy por Nu´meros Ordina´rios
Dados a˜ ∈ F(R), constru´ıdos de acordo com o Algoritmo 2.1.1, e k ∈ R.
1: Para i = 0 ate´ i = n, fac¸a
2: Se k 6= 0, enta˜o
3: d1[i] =
a1[i]
k
4: d2[i] =
a2[i]
k
5: div1[i] = min(d1, d2)
6: div2[i] = max(d1, d2)
7: Caso contra´rio
8: Erro! Divisa˜o por zero!
9: Fim do condicional
10: Fim do lac¸o
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Algoritmo 2.1.10 Divisa˜o de Nu´meros Ordina´rios por Nu´meros Fuzzy
Dados a˜ ∈ F(R), constru´ıdos de acordo com o Algoritmo 2.1.1, e k ∈ R.
1: Para i = 0 ate´ i = n, fac¸a
2: Se a1[1] 6= 0 e a2[i] 6= 0, enta˜o
3: d1[i] =
k
a1[i]
4: d2[i] =
k
a2[i]
5: div1[i] = min(d1, d2)
6: div2[i] = max(d1, d2)
7: Caso contra´rio
8: Erro! Divisa˜o por zero!
9: Fim do condicional
10: Fim do lac¸o
Poteˆncias Inteiras de Nu´meros Fuzzy
Sejam a˜ ∈ F(R) e n ∈ N (n > 0):
a˜nα = a˜α  a˜α  . . . a˜α︸ ︷︷ ︸
n vezes
. (2.6)
A equac¸a˜o (2.6) pode ser simplificada se considerarmos os casos apresentados na Tabela 2.3, para
n ∈ N e n > 0, os quais utilizamos na implementac¸a˜o do Algoritmo 2.1.11.
a˜ ∈ F(R) n [a1, a2]n
a1 ≤ a2 ≤ 0 par [an2 , an1 ]
ı´mpar [an1 , a
n
2 ]
a1 ≤ 0 ≤ a2 |a1| ≤ |a2| [a1an−12 , an2 ]
|a1| ≥ |a2| par [an−11 a2, an1 ]
ı´mpar [an1 , a
n−1
1 a2]
0 ≤ a1 ≤ a2 [an1 , an2 ]
Tabela 2.3: Estudo dos casos para a poteˆncia de Nu´meros Fuzzy.
Raiz Quadrada de Nu´meros Fuzzy
Para efetuar a raiz quadrada de um nu´mero fuzzy a˜ ∈ F(R), consideramos apenas o caso a1 ≥ 0 e
a2 ≥ 0, onde: √
a˜ =
√
a˜α =
[√
aα1 ;
√
aα2
]
.
Embora sua implementac¸a˜o algor´ıtmica seja imediata, nos algoritmos computacionais em que eventu-
almente este caso possa ocorrer, optamos pela defuzzificac¸a˜o deste nu´mero. O processo de defuzzificac¸a˜o
segue na sec¸a˜o 2.2 deste cap´ıtulo, na comparac¸a˜o entre nu´meros fuzzy.
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Algoritmo 2.1.11 Poteˆncias Inteiras de Nu´meros Fuzzy
Dados a˜ ∈ F(R), constru´ıdos de acordo com o Algoritmo 2.1.1, e n ∈ N (n > 0).
1: Para i = 0 ate´ i = n, fac¸a
2: Se (a1[1] ≤ a2[i]) e (a2[i] ≤ 0), enta˜o
3: Se (n mod 2) = 0, enta˜o
4: p1[i] = a2[i]
n
5: p2[i] = a1[i]
n
6: Caso contra´rio
7: p1[i] = a1[i]
n
8: p2[i] = a2[i]
n
9: Fim do condicional
10: Fim do condicional
11: Se (a1[i] ≤ 0) e (a2[i] ≥ 0) enta˜o
12: Se |a1[i]| ≤ |a2[i]|, enta˜o
13: p1[i] = a1[i]a2[i]
n−1
14: p2[i] = a2[i]
n
15: Caso contra´rio Se (n mod 2) = 0, enta˜o
16: p1[i] = a1[i]
n−1a2[i]
17: p2[i] = a1[i]
n
18: Caso contra´rio
19: p1[i] = a1[i]
n
20: p2[i] = a1[i]
n−1a2[i]
21: Fim do condicional
22: Fim do condicional
23: Se a1[i] ≥ 0 e a1[i] ≤ a2[i], enta˜o
24: p1[i] = a1[i]
n
25: p2[i] = a2[i]
n
26: Fim do condicional
27: Fim do lac¸o
Generalizac¸a˜o de Func¸o˜es com Nu´meros Fuzzy
Em problemas de Programac¸a˜o Na˜o–Linear podemos encontrar situac¸o˜es envolvendo func¸o˜es trigo-
nome´tricas e exponenciais, tais como: f(x) = sen ax, f(x) = cos ax, f(x) = exp ax, entre outras, para
a ∈ R. A abordagem aqui apresentada para nu´meros fuzzy nos permite calcular estas func¸o˜es com
coeficientes fuzzy (a˜ ∈ F(R)), por exemplo, para f(a˜;x) = sen a˜x, f(a˜;x) = cos a˜x e f(a˜;x) = exp a˜x.
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A extensa˜o algor´ıtmica para estas func¸o˜es e´ imediata, pois:
f(a˜;x) = sen a˜x
fα(a˜;x) = sen a˜αx
= [sen aα1x; sen a
α
2x] .
2.2 Comparac¸a˜o de Nu´meros Fuzzy
Os me´todos para comparac¸a˜o de nu´meros fuzzy apresentados em F. Choobineh e H. Li. [13], deno-
tado por Comparac¸a˜o CL e os ı´ndices de ordenac¸a˜o de Yager, apresentados em [5], sa˜o abordados.
Na comparac¸a˜o CL ha´ uma adaptac¸a˜o exclusiva para nu´meros fuzzy triangulares, ou seja, nu´meros
na forma L−R. Ja´ os ı´ndices de ordenac¸a˜o de Yager podem ser usados nos dois casos aqui discutidos:
nu´meros L − R ou nu´meros na forma de intervalos de confianc¸a. Assim, apresentamos inicialmente, a
comparac¸a˜o CL e, posteriormente, os ı´ndices de ordenac¸a˜o de Yager.
2.2.1 Comparac¸a˜o CL
Seja a˜ ∈ F(R) um nu´mero fuzzy, µa˜(x) sua func¸a˜o de pertineˆncia, ha˜ = maxµa˜(x) a altura de a˜ e
a˜α(x) = {x tal que x ∈ R, µa˜(x) ≥ α}, o conjunto α-corte de µa˜(x).
Sejam La˜α e Ra˜α func¸o˜es a` esquerda e a` direita de a˜α(x), respectivamente, da seguinte forma:
La˜α(x) = min{x tal que x ∈ a˜α(x)}, 0 ≤ α ≤ ha˜,
e
Ra˜α(x) = max{x tal que x ∈ a˜α(x)}, 0 ≤ α ≤ ha˜.
Definic¸a˜o 2.2.1. A func¸a˜o de pertineˆncia de uma barreira maximizante crisp, Ua˜, para o conjunto
fuzzy a˜ e´ definida como:
µUa˜(x) =
ha˜
u
,
onde maxα{Ra˜α(x)} = u∗ ≤ u <∞.
Definic¸a˜o 2.2.2. A func¸a˜o de pertineˆncia de uma barreira minimizante crisp, La˜, para o conjunto fuzzy
a˜ e´ definida como:
µLa˜(x) =
ha˜
l
,
onde l ≤ l∗ = minα{La˜α(x)}.
Assim, o ı´ndice de ordenac¸a˜o de conjuntos fuzzy (a˜), proposto por [13], e´ dado pela equac¸a˜o:
F (a˜) =
1
2
[
ha˜ +
D(µa˜, µUa˜)−D(µa˜, µLa˜)
u− l
]
.
O termo D(µa˜, µUa˜) representa a a´rea entre Ra˜α(x) e Ua˜(x), e o termo D(µa˜, µLa˜) a a´rea entre
La˜α(x) e La˜(x). Ou seja:
D(µa˜, µUa˜) =
∫ ha˜
0
[u−Ra˜α(x)] dα,
e
D(µa˜, µLa˜) =
∫ ha˜
0
[La˜α(x)− l] dα.
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Para o caso onde a func¸a˜o de pertineˆncia e´ do tipo triangular (ou L−R), ou seja, µa˜(x) = (x; a, a, a)
sendo a o valor modal, a e a os espalhamentos a` esquerda e a` direita do valor modal, as equac¸o˜es
D(µa˜, µUa˜) e D(µa˜, µLa˜) sa˜o dadas pelas equac¸o˜es (2.7a) e (2.7b), respectivamente. Um exemplo ilus-
trativo para esta comparac¸a˜o e´ dado pela Figura 2.2.
D(µa˜, µUa˜) = u− a−
a
2
, (2.7a)
e
D(µa˜, µLa˜) = a− l −
a
2
. (2.7b)
µa˜(x)
D(µa˜, µLa˜)
D(µa˜, µUa˜)
µUa˜
L(x)
R(x)
u xl0
µLa˜
Figura 2.2: Comparac¸a˜o CL.
Assim, dizemos que a˜ ≤ b˜, b˜ ∈ F(R), se F (a˜) ≤ F (b˜).
2.2.2 I´ndices de Ordenac¸a˜o de Yager
Em [5], G. Bortolan e R. Degani apresentam uma revisa˜o sobre os me´todos de ordenac¸a˜o de conjuntos
fuzzy. Destes me´todos, escolhemos os ı´ndices de ordenac¸a˜o de Yager para utilizarmos em nossos algoritmos
de programac¸a˜o na˜o-linear com paraˆmetros fuzzy, na comparac¸a˜o entre nu´meros fuzzy.
Os ı´ndices que apresentamos a seguir condensam as informac¸o˜es de um nu´mero fuzzy em um nu´mero
crisp, ou seja, dizemos que a˜ . b˜ se F (a˜) ≤ F (b˜).
O primeiro ı´ndice de Yager calcula o centro de gravidade do nu´mero fuzzy:
F1(a˜) =
∫ 1
0 αa˜αdα∫ 1
0 a˜αdα
.
Usamos aqui a fo´rmula do trape´zio repetido, como em [14], para o ca´lculo das integrais de F1.
O segundo ı´ndice de Yager e´ dado por:
F2(a˜) = max
α∈[0,1]
min
α=x
{α, µa˜(x)}.
Pela Figura 2.3, vemos que o ca´lculo de F2 corresponde ao x responsa´vel pela intersecc¸a˜o de maior valor
entre a reta α = x e µa˜(x).
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O terceiro ı´ndice de Yager calcula o valor me´dio de a˜α, dado por:
F3(a˜) =
∫ 1
0
M(a˜α) dα.
Como mostra a Figura 2.3, F3 envolve o ca´lculo da a´rea de um retaˆngulo (a´rea = base · altura), sendo
a altura igual a 1 pois estamos considerando que os nu´meros fuzzy sa˜o normalizados, e a base como
sendo a distaˆncia entre d (d ≤ a) e o valor modal do nu´mero fuzzy a˜. Por exemplo, na comparac¸a˜o
entre dois nu´meros fuzzy, a˜ e b˜, temos d = min{a, b}.
x
1
x
1
10
α = x
x
1
ad
µa˜(x)
F3(a˜)
µa˜(x)
F2(a˜)
µa˜(x)
F1(a˜)
Figura 2.3: I´ndices de ordenac¸a˜o de Yager.
Na Figura 2.4 detalhamos a comparac¸a˜o entre dois nu´meros fuzzy para o segundo e terceiro ı´ndices
de Yager.
b˜a˜1
x
µ(x)
α = x
F2(˜b)F2(a˜)
a˜1
µ(x)
b˜
xbad
F3(˜b)
F3(a˜)
Figura 2.4: Segundo e Terceiro I´ndice de ordenac¸a˜o de Yager.
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Convexidade Fuzzy
Introduc¸a˜o
A convexidade fuzzy pode ser aqui abordada de duas maneiras: (i) nos conjuntos de pertineˆncia
(func¸o˜es de pertineˆncia), e (ii) nas func¸o˜es com paraˆmetros fuzzy.
Na sec¸a˜o 3.1 uma revisa˜o sobre convexidade de conjuntos de pertineˆncia e´ apresentada, baseando-se
nos artigos de Zadeh [71], E. Ammar e J. Metz [2], R. Lowen [48] e Y.-M. Liu [47].
Na sec¸a˜o 3.2, alguns resultados apresentados em [18], [21] e [40], entre outros, sa˜o usados na extensa˜o
da teoria ordina´ria de func¸o˜es convexas para func¸o˜es convexas com paraˆmetros fuzzy.
3.1 Conjunto Convexo Fuzzy
Em [2], a caracterizac¸a˜o de conjuntos convexos fuzzy diferencia-se daquela atribu´ıda por muitos
autores, entre eles [18, 47, 48, 55, 71], seguindo aquela aplicada na teoria ordina´ria para func¸a˜o quasi-
coˆncava.
Considere inicialmente algumas definic¸o˜es apresentadas por [2], [47], [48] e [71]:
1. [47, 48] O envolto´rio convexo de um conjunto fuzzy A˜ e´ dado por:
convµ
A˜
(x) = inf{v(x) ≥ µ
A˜
(x) tal que v(x) e´ convexo fuzzy},
= menor conjunto convexo fuzzy contendo µ
A˜
(x).
2. [71] A combinac¸a˜o convexa de conjuntos fuzzy A˜ e B˜, expressa pelas suas respectivas func¸o˜es de
pertineˆncia µ
A˜
(·), µ
B˜
(·), e λ ∈ [0, 1], denotada por (A˜, B˜;λ), define-se como:
µ
(A˜,B˜;λ)
(x) = λµ
A˜
(x) + (1− λ)µ
B˜
(x).
3. [2] Um conjunto fuzzy A˜ e´ convexo se
µ
A˜
(λx1 + (1− λ)x2) ≥ λµA˜(x1) + (1− λ)µA˜(x2),
onde ∀x1, x2 ∈ supp(µA˜) = {x tal que µA˜(x) > 0} e λ ∈ [0, 1].
4. [2] O hipografo fuzzy de µ(·), denotado por hip(µ), define-se como: hip(µ) = {(x, t) tal que x ∈
Rn, t ∈ (0, µ(x)]}.
5. [47, 48] Um conjunto convexo fuzzy A˜ e´ um cone convexo fuzzy se, e somente se, (i) A˜ e´ convexo
e (ii) para cada x ∈ R e a ∈ R+, µA˜(ax) = µA˜(x). Note que, se um conjunto fuzzy A˜ satisfaz
apenas a segunda condic¸a˜o, ele e´ chamado apenas de cone fuzzy.
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Teorema 3.1.1. [2] Um conjunto fuzzy A˜ e´ um conjunto convexo fuzzy se, e somente se, hip(µ
A˜
) e´
convexo fuzzy.
Demonstrac¸a˜o 1. [2] (⇒) Suponha que x1, x2 ∈ supp(µA˜) e (x1, µA˜(x1)), (x2, µA˜(x2)) ∈ hip(µA˜).
Devido a convexidade de hip(µ
A˜
), temos que:
(λx1 + (1− λ)x2, λµA˜(x1) + (1− λ)µA˜(x2)) ∈ hip(µA˜),
para cada λ ∈ [0, 1]. Enta˜o:
µ
A˜
(λx1 + (1− λ)x2) ≥ λµA˜(x1) + (1− λ)µA˜(x2),
para cada λ ∈ [0, 1].
(⇐) Seja µ
A˜
(·) um conjunto convexo fuzzy e (x1, t1), (x2, t2) ∈ hip(µA˜). Como µA˜(·) e´ um conjunto
convexo fuzzy, para cada λ ∈ [0, 1] e x1, x2 ∈ supp(µA˜) temos:
µ
A˜
(λx1 + (1− λ)x2) ≥ λµA˜(x1) + (1− λ)µA˜(x2),
≥ λt1 + (1− λ)t2,
enta˜o:
(λx1 + (1− λ)x2, λt1 + (1− λ)t2) ∈ hip(µA˜).
Lema 3.1.1. Seja A˜ um conjunto convexo fuzzy, e seja µ
A˜
: R → [0, 1] uma func¸a˜o de pertineˆncia
convexa. Enta˜o o conjunto α-corte de A˜, A˜α = {x ∈ R tal que µA˜(x) ≥ α}, onde α ∈ [0, 1], e´ um
conjunto convexo.
Demonstrac¸a˜o 2. Sejam x1, x2 ∈ A˜α. Assim, x1, x2 ∈ R e µA˜(x1) ≥ α e µA˜(x2) ≥ α. Considere
agora λ ∈ (0, 1) e x ∈ R tal que x = λx1 + (1− λ)x2. Pela convexidade de A˜ e de µA˜, temos:
µ
A˜
(x) = µ
A˜
(λx1 + (1− λ)x2) ≥ λµA˜(x1) + (1− λ)µA˜(x2) ≥ λα+ (1− λ)α = α.
Assim, x ∈ A˜α e, portanto, A˜α e´ convexo.
Teorema 3.1.2. [71] Se A˜ e B˜ sa˜o conjuntos convexos fuzzy, enta˜o a sua intersecc¸a˜o tambe´m e´ um
conjunto convexo fuzzy.
Demonstrac¸a˜o 3. Sejam A˜ e B˜ conjuntos convexos fuzzy. Tomemos o seguinte conjunto C˜, tal que
C˜ = A˜ ∩ B˜, enta˜o, ∀x1, x2 ∈ C˜, isto implica que x1, x2 ∈ A˜ e x1, x2 ∈ B˜. Como A˜ e B˜ sa˜o convexos,
temos:
µ
A˜
(x1 + (1− λ)x2) ≥ λµA˜(x1) + (1− λ)µA˜(x2),
µ
B˜
(x1 + (1− λ)x2) ≥ λµB˜(x1) + (1− λ)µB˜(x2).
(3.1)
Enta˜o µ
C˜
(·) e´ dado por:
µ
C˜
(λx1 + (1− λ)x2) = min
[
µ
A˜
(λx1 + (1− λ)x2), µB˜(λx1 + (1− λ)x2)
]
≥ min [λµ
A˜
(x1) + (1− λ)µA˜(x2), λµB˜(x1) + (1− λ)µB˜(x2)
]
.
Lembrando que µ
C˜
(x) = min[µ
A˜
(x), µ
B˜
(x)], e portanto vale µ
A˜
(x) ≥ µ
C˜
(x) e µ
B˜
(x) ≥ µ
C˜
(x), enta˜o
qualquer que seja o resultado do mı´nimo acima teremos:
min
[
λµ
A˜
(x1) + (1− λ)µA˜(x2), λµB˜(x1) + (1− λ)µB˜(x2)
] ≥
≥ λµ
C˜
(x1) + (1− λ)µC˜(x2).
Portanto, C˜ e´ um conjunto convexo.
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3.1.1 Conjunto Quasi-Convexo Fuzzy
Nesta sec¸a˜o abordaremos conjuntos quasi-convexos fuzzy, seguindo a definic¸a˜o de E. Ammar e J.
Metz em [2].
Um conjunto fuzzy A˜ e´ quasi-convexo se:
µ
A˜
(λx1 + (1− λ)x2) ≥ min[µA˜(x1), µA˜(x2)],
para cada x1, x2 ∈ supp(µA˜) e λ ∈ [0, 1].
Teorema 3.1.3. [2] Um conjunto A˜ e´ quasi-convexo se, e somente se, os conjuntos A˜α (A˜α(x) =
{x tal que µ
A˜
(x) ≥ α}) sa˜o convexos para cada α ∈ [0, 1].
Demonstrac¸a˜o 4. [2] Seja A˜ um conjunto quasi-convexo fuzzy. Se A˜α e´ u´nico ou vazio, enta˜o A˜ e´
convexo fuzzy.
(⇒) Suponha que x1, x2 ∈ A˜α, ou seja, µ(x1) ≥ α e µ(x2) ≥ α, para α ∈ [0, 1]. Enta˜o µA˜(x1) ∧
µ
A˜
(x2) ≥ α. Como µA˜(·) e´ um conjunto quasi-convexo fuzzy, vale a desigualdade:
µ
A˜
(λx1 + (1− λ)x2) ≥ α,
∀λ ∈ [0, 1]. Assim todos os pontos da forma λx1 + (1 − λ)x2, ∀λ ∈ [0, 1] pertencem a A˜α, enta˜o A˜α e´
convexo fuzzy.
(⇐) Suponha que A˜α e´ convexo fuzzy. Sejam, ∀x1, x2 ∈ supp(µA˜) e α = µA˜(x1) ∧ µA˜(x2), para
α ∈ [0, 1]. Enta˜o x1, x2 ∈ A˜α, e pela convexidade de A˜α segue que λx1 + (1 − λ)x2 ∈ A˜α, ∀λ ∈ [0, 1].
Logo:
µ
A˜
(λx1 + (1− λ)x2) ≥ α = µA˜(x1) ∧ µA˜(x2).
Teorema 3.1.4. [71] A intersecc¸a˜o de dois conjuntos quasi-convexos fuzzy A˜ e B˜ e´ um conjunto quasi-
convexo fuzzy.
Demonstrac¸a˜o 5. [71] Seja C = A˜ ∩ B˜. Enta˜o:
µC(λx1 + (1− λ)x2) = min[µA˜(λx1 + (1− λ)x2), µB˜(λx1 + (1− λ)x2)].
Como A˜ e B˜ sa˜o conjuntos quasi-convexos fuzzy:
µ
A˜
(λx1 + (1− λ)x2) ≥ min[µA˜(x1), µA˜(x2)],
µ
B˜
(λx1 + (1− λ)x2) ≥ min[µB˜(x1), µB˜(x2)]
e enta˜o:
µC(λx1 + (1− λ)x2) ≥ min
[
[µ
A˜
(x1) ∧ µA˜(x2)], [µB˜(x1) ∧ µB˜(x2)]
]
,
≥ min [[µ
A˜
(x1) ∧ µB˜(x1)], [µA˜(x2) ∧ µB˜(x2)]
]
,
e assim:
µC(λx1 + (1− λ)x2) ≥ min[µC(x1), µC(x2)].
Outras definic¸o˜es baseadas em [71] referentes a conjuntos quasi-convexos fuzzy seguem:
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1. Um conjunto fuzzy A˜ e´ estritamente quasi-convexo se, e somente se:
µ
A˜
(λx1 + (1− λ)x2) > min[µA˜(x1), µA˜(x2)],
∀x1, x2 ∈ supp(µA˜), x1 6= x2, λ ∈ (0, 1].
2. Um conjunto fuzzy A˜ e´ fortemente quasi-convexo se, e somente se:
µ
A˜
(λx1 + (1− λ)x2) > min[µA˜(x1), µA˜(x2)],
∀x1, x2 ∈ supp(µA˜), x1 6= x2, λ ∈ (0, 1).
3. Sejam A˜ e B˜ conjuntos fuzzy estritamente (fortemente) quasi-convexos, enta˜o a sua intersecc¸a˜o
sera´ um conjunto estritamente (fortemente) quasi-convexo.
4. Fortemente quasi-convexo na˜o implica estritamente quasi-convexo, e vice-versa.
3.1.2 Relac¸o˜es entre Convexidade de Conjuntos Fuzzy
Nesta sec¸a˜o apresentamos um teorema, proposto por [2], para ilustrar a relac¸a˜o de conjuntos quasi-
convexos e convexos fuzzy.
Dizemos que um conjunto fuzzy A˜ e´ convexo, estritamente convexo, quasi-convexo ou fortemente
quasi-convexo por transformac¸a˜o, se, e somente se existir uma func¸a˜o mono´tona estritamente crescente
f : (0, 1]→ F(R) que satisfac¸a as seguintes condic¸o˜es:
• Para cada x1, x2 ∈ supp(µA˜) e λ ∈ [0, 1],
f(µ
A˜
(λx1 + (1− λ)x2)) ≥ λf(µA˜(x1)) + (1− λ)f(µA˜(x2));
• Para cada x1, x2 ∈ supp(µA˜), x1 6= x2 e λ ∈ (0, 1),
f(µ
A˜
(λx1 + (1− λ)x2)) > λf(µA˜(x1)) + (1− λ)f(µA˜(x2));
• Para cada x1, x2 ∈ supp(µA˜) e λ ∈ [0, 1],
f(µ
A˜
(λx1 + (1− λ)x2)) ≥ min[f(µA˜(x1)), f(µA˜(x2))];
• Para cada x1, x2 ∈ supp(µA˜), x1 6= x2 e λ ∈ (0, 1),
f(µ
A˜
(λx1 + (1− λ)x2)) > min[f(µA˜(x1)), f(µA˜(x2)].
Teorema 3.1.5. [2] No seguinte diagrama as flechas denotam as implicac¸o˜es entre os atributos dos
conjuntos fuzzy:
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estritamente
convexo
(5)
=⇒ convexo
(1)
⇓
(9)
⇓
estritamente convexo
por transformac¸a˜o
(6)
=⇒ convexo por
transformac¸a˜o
(2)
⇓
(10)
⇓
fortemente quasi-convexo
por transformac¸a˜o
(7)
=⇒ quasi-convexo
por transformac¸a˜o
(3)
⇓
(4)
⇑
(11)
⇓
(12)
⇑
fortemente
quasi-convexo
(8)
=⇒ quasi-convexo
Demonstrac¸a˜o 6. [2] As implicac¸o˜es (1), (4), (9) e (12) seguem da func¸a˜o f identidade. As im-
plicac¸o˜es (5), (6), (7) e (8) obteˆm-se diretamente das correspondentes definic¸o˜es. As demais implicac¸o˜es
seguem abaixo:
• (2), (3): Como f e´ uma func¸a˜o mono´tona estritamente crescente, para cada x1, x2 ∈ supp(µA˜)
com x1 6= x2, λ ∈ (0, 1), temos:
f(µ
A˜
(λx1 + (1− λ)x2)) > λf(µA˜(x1)) + (1− λ)f(µA˜(x2)) ≥ f(µA˜(x1)) ∧ f(µA˜(x2)),
e
µ
A˜
(λx1 + (1− λ)x2) > µA˜(x1) ∧ µA˜(x2).
• (10), (11): Analogamente, para cada x1, x2 ∈ supp(µA˜) com x1 6= x2, λ ∈ [0, 1], temos:
f(µ
A˜
(λx1 + (1− λ)x2)) ≥ λf(µA˜(x1)) + (1− λ)f(µA˜(x2)) ≥ f(µA˜(x1)) ∧ f(µA˜(x2)),
e
µ
A˜
(λx1 + (1− λ)x2) ≥ µA˜(x1) ∧ µA˜(x2).
Nas sec¸o˜es seguintes resultados referentes a conjuntos fuzzy sa˜o apresentados.
3.1.3 Conjunto Fuzzy Limitado
Considere as seguintes definic¸o˜es dadas por Zadeh [71]:
1. Um conjunto fuzzy A˜ se diz limitado se, e somente se, os conjuntos A˜α sa˜o limitados, ∀α > 0, isto
e´, para cada α > 0 existe um raio R(α) finito, tal que ||x|| ≤ R(α), ∀x ∈ A˜α;
2. Se A˜ e´ um conjunto limitado, enta˜o para cada  > 0 existe um hiperplano1 H tal que µ
A˜
(x) ≤ ,
para todo x no lado de H que na˜o conte´m a origem.
1Um hiperplano H ∈ Rn e´ um conjunto de pontos da forma: H = {x : cTx = κ}, onde c ∈ Rn, c 6= 0 e κ ∈ R.
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0 xx0
M = 1
 = 0.3
0.7
Q(x)
µA˜(x)
Figura 3.1: Interpretac¸a˜o gra´fica de Q(x).
1
A
core(A˜)
µA˜(x)
Figura 3.2: Nu´cleo (core) de um conjunto fuzzy.
Lema 3.1.2. [71] Seja A˜ um conjunto fuzzy limitado e seja M = supx µA˜(x). Enta˜o, existe no mı´nimo
um ponto x0 que fornece o grau ma´ximo para M tal que, para cada  > 0, toda vizinhanc¸a esfe´rica de
x0 conte´m pontos no conjunto Q(x) = {x ∈ R tal que µA˜(x) ≥M − }.
Demonstrac¸a˜o 7. Vide [71].
Para uma interpretac¸a˜o gra´fica do Lema 3.1.2 vide a Figura 3.1, onde  = 0.3, M = 1 e Q(x) =
{x ∈ R tal que µ
A˜
(x) ≥ 0.7}.
Observac¸o˜es:
1. A unia˜o e a intersecc¸a˜o de conjuntos fuzzy limitados sa˜o conjuntos fuzzy limitados.
2. O nu´cleo de um conjunto fuzzy A˜ – denotado por core(A˜) – e´ composto por todos os pontos que
fornecem o valor ma´ximo em M . Ou seja:
core(A˜) = {x ∈ R tal que µ
A˜
(x) = 1}.
Para um exemplo ilustrativo vide a Figura 3.2.
Teorema 3.1.6. [71] Se A˜ e´ um conjunto convexo fuzzy, enta˜o o seu nu´cleo e´ um conjunto convexo.
Demonstrac¸a˜o 8. Vide [71].
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3.1.4 Projec¸a˜o de Conjuntos
Considere o seguinte conjunto fuzzy A˜ em F(Rn), com func¸a˜o de pertineˆncia µ
A˜
(x) = µ
A˜
(x1, x2, . . . , xn)
e seja H um hiperplano coordenado, isto e´, H = {x ∈ Rn tal que x1 = 0}.
A projec¸a˜o de A˜ em H e´ definida como um conjunto fuzzy SH(A˜) em F(Rn−1) com µSH(A˜)(·) dado
por:
µ
SH(A˜)
= µ
SH(A˜)
(x2, x3, . . . , xn) = sup
x1
µ
A˜
(x1, x2, . . . , xn).
Temos a seguinte propriedade [71]:
1. Se A˜ e´ um conjunto convexo fuzzy, enta˜o a sua projec¸a˜o em qualquer hiperplano e´ tambe´m um
conjunto convexo fuzzy.
3.1.5 Separac¸a˜o de Conjuntos Convexos Fuzzy
Para conjuntos crisp, isto e´, conjuntos ordina´rios, o teorema da separac¸a˜o estabelece que, se existem
dois conjuntos convexos disjuntos A e B, esta˜o existe um hiperplano H tal que A esta´ de um lado de H
e B do outro lado. Para o caso fuzzy, podemos aplicar este teorema sem exigir que os conjuntos fuzzy
A˜ e B˜ sejam disjuntos.
Sejam A˜ e B˜ conjuntos fuzzy limitados e H uma hipersuperf´ıcie em Rn definida pela equac¸a˜o h(x) = 0,
tal que todos os pontos para os quais h(x) ≥ 0 esta˜o em um lado de H, e todos os pontos para os quais
h(x) ≤ 0 esta˜o no outro lado. Seja KH um nu´mero dependente de H tal que µA˜(x) ≤ KH de um lado
de H e µ
B˜
(x) ≤ KH do outro lado. Seja MH = inf KH . O nu´mero DH = 1−MH , e´ o grau de separac¸a˜o
de A˜ e B˜ por H.
Uma extensa˜o do grau da separac¸a˜o para conjuntos convexos fuzzy e´ dada abaixo.
Teorema 3.1.7. [71] Sejam A˜ e B˜ conjuntos convexos fuzzy limitados em F(Rn), com graus ma´ximos
M
A˜
e M
B˜
, respectivamente, onde M
A˜
= supx µA˜(x) e MB˜ = supx µB˜(x). Seja M o grau ma´ximo da
intersecc¸a˜o A˜ ∩ B˜, ou seja, M = supx min[µA˜(x), µB˜(x)]. Enta˜o D = 1−M .
Demonstrac¸a˜o 9. Vide [71].
Este teorema estabelece que o maior grau de separac¸a˜o de dois conjuntos convexos fuzzy A˜ e B˜
obtido com um hiperplano em F(Rn), e´ igual a um menos o grau ma´ximo da intersecc¸a˜o A˜ ∩ B˜. A
ilustrac¸a˜o gra´fica do Teorema 3.1.7 pode ser vista pela Figura 3.3, apresentando treˆs situac¸o˜es distintas:
M e´ a intersecc¸a˜o de dois conjuntos convexos fuzzy distintos A˜ e B˜; A˜ e B˜ sa˜o ideˆnticos; e, A˜ e B˜ sa˜o
dois conjuntos convexos fuzzy disjuntos, respectivamente.
Na pro´xima sec¸a˜o trataremos de func¸o˜es com paraˆmetros fuzzy, onde a cada paraˆmetro esta´ associada
uma func¸a˜o de pertineˆncia.
3.2 Func¸o˜es Convexas com Paraˆmetros Fuzzy
Nesta sec¸a˜o, denominamos de func¸a˜o fuzzy aquela que possui paraˆmetros fuzzy caracterizados por
nu´meros fuzzy. Esta caracterizac¸a˜o pode ocorrer, como ja´ definido por [19] e [42], da seguinte maneira:
1. Func¸a˜o com coeficientes fuzzy:
f(a˜; x) : F(Rm)× Rn → F(R),
onde a˜ ∈ F(Rm) e x ∈ Rn;
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Hiperplano H
Hiperplano H
µ(x)
x
D = 1−M = 0
µB˜(x)
x
µ(x)
M = 0
D = 1−M = 1
1
µB˜(x)µA˜(x)
MA˜ = MB˜ = M
µA˜(x) = µB˜(x)
MA˜ MB˜
x
µ(x)
1
MB˜MA˜ 1
M
D = 1−M
µA˜(x)
Figura 3.3: Teorema da Separac¸a˜o para conjuntos fuzzy em R.
x0 x1
y = f(a˜;x)
µ
f
(a˜
;x
0
)(
y
)
Figura 3.4: Func¸a˜o com paraˆmetros fuzzy.
2. Func¸a˜o com varia´veis fuzzy:
f(a; x˜) : Rm × F(Rn)→ F(R),
onde a ∈ Rm e x˜ ∈ F(Rn);
3. Func¸a˜o com coeficientes e varia´veis fuzzy:
f(a˜; x˜) : F(Rm)× F(Rn)→ F(R),
onde a˜ ∈ F(Rm) e x˜ ∈ F(Rn).
Generalizando, seja X˜ o paraˆmetro fuzzy presente nas func¸o˜es acima. Cada paraˆmetro fuzzy esta´
associado a uma func¸a˜o de pertineˆncia µ
X˜
: R→ [0, 1], logo, a func¸a˜o f(X˜) tambe´m esta´ associada a uma
func¸a˜o de pertineˆncia µ
f(X˜)
: R→ [0, 1]. Como utilizaremos a primeira func¸a˜o (f(a˜; x) : F(Rm)×Rn →
F(R)), sua imagem y = f(a˜; x) sera´ uma regia˜o fuzzy (um nu´mero fuzzy), e sua func¸a˜o de pertineˆncia e´
definida como µf(a˜,x)(y) : R→ [0, 1]. A Figura 3.4 ilustra este caso.
Considere as seguintes definic¸o˜es:
1. Uma func¸a˜o f(a˜; x) e´ convexa se:
f(a˜;λx1 + (1− λ)x2) . λf(a˜; x1) + (1− λ)f(a˜; x2),
para cada x1,x2 ∈ Rn, x1 6= x2, a˜ ∈ F(Rm) e λ ∈ [0, 1];
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2. Uma func¸a˜o f(a˜; x) e´ coˆncava se:
f(a˜;λx1 + (1− λ)x2) & λf(a˜; x1) + (1− λ)f(a˜; x2),
para cada x1,x2 ∈ R, x1 6= x2, a˜ ∈ R e λ ∈ [0, 1].
Teorema 3.2.1. Se f(a˜; x) e´ convexa, enta˜o o conjunto
fκ(a˜; x) = {x ∈ Rn tal que f(a˜; x) . κ}
e´ convexo, ∀κ ∈ R.
Demonstrac¸a˜o 10. Ana´loga a` demonstrac¸a˜o do lema 3.1.1.
Teorema 3.2.2. Uma combinac¸a˜o linear positiva de func¸o˜es convexas e´ convexa.
Demonstrac¸a˜o 11. Para todo a˜ ∈ F(Rm),
n∑
i=1
κi = 1 e κ ∈ R+, λ ∈ [0, 1], considere:
n∑
i=1
κifi(a˜;λx1 + (1− λ)x2) =
= κ1f1(a˜;λx1 + (1− λ)x2) + · · ·+ κnfn(a˜;λx1 + (1− λ)x2) .
. κ1[λf1(a˜; x1) + (1− λ)f1(a˜; x2)] + · · ·+ κn[λfn(a˜; x1) + (1− λ)fn(a˜; x2)] =
= λ[κ1f1(a˜; x1) + · · ·+ κnfn(a˜; x1)] + (1− λ)[κ1f1(a˜; x1) + · · ·+ κnfn(a˜; x1)] =
= λ[(κ1f1 + · · ·+ κnfn)(a˜; x1)] + (1− λ)[(κ1f1 + · · ·+ κnfn)(a˜; x2)].
A definic¸a˜o de derivada de uma func¸a˜o fuzzy f(a˜; x) : F(Rm)×Rn → F(R) seguira´ aquela dada por
O. Kaleva em [40] e [41], como segue:
Definic¸a˜o 3.2.1. [40], [41] Uma func¸a˜o fuzzy f(a˜; x) : F(Rm)×Rn → F(R), onde a˜ ∈ F(Rm) e x ∈ Rn,
e´ diferenc´ıavel em x0 ∈ Rn se existir uma func¸a˜o f ′(a˜; x) ∈ F(Rm) tal que os seus limites:
lim
λ→0+
f(a˜; x0 + λ)− f(a˜; x0)
λ
e lim
λ→0+
f(a˜; x0)− f(a˜; x0 − λ)
λ
existam e sejam iguais.
Entre os resultados apresentados por O. Kaleva, [40], destacamos aqui o seguinte:
Teorema 3.2.3. Seja f(a˜; x) : F(Rm) × R → F(R) diferencia´vel, onde a˜ ∈ F(Rm) e x ∈ Rn. Denote
fα(a˜; x) = [f
α
1 (a˜; x); f
α
2 (a˜; x)], α ∈ [0, 1]. Enta˜o fα1 (a˜; x) e fα2 (a˜; x) sa˜o diferencia´veis e
f ′α(a˜; x) = [(f
α
1 )
′(a˜; x); (fα2 )
′(a˜; x)].
Demonstrac¸a˜o 12. Vide [40].
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Derivada Direcional
Outro conceito importante e´ o de Derivada Direcional de uma Func¸a˜o Convexa Fuzzy, onde a variac¸a˜o
de uma func¸a˜o e´ dada ao longo de uma direc¸a˜o espec´ıfica.
Definic¸a˜o 3.2.2. Seja f(a˜; x) : F(Rm)× Rn → R, onde a˜ ∈ F(Rm) e x ∈ R. Sejam x ∈ Rn e d ∈ Rn,
d 6= 0, vetores tais que x + λd ∈ R, para λ > 0 e suficientemente pequeno. A derivada direcional de f
em x ao longo do vetor d, f ′(a˜; x,d), e´ definida quando os limites indicados existem e sa˜o iguais:
lim
λ→0+
f(a˜; x + λd)− f(a˜; x)
λ
e lim
λ→0+
f(a˜; x)− f(a˜; x− λd)
λ
Proposic¸a˜o 3.2.1. f ′(a˜; x,d) = ∇f(a˜; x)Td.
Demonstrac¸a˜o 13. Seja θ(a˜;λ) := f(a˜; x + λd), para a˜ ∈ F(Rm), obte´m-se:
f ′(a˜; x,d) =
∂θ
∂λ
|λ=0 = ∂
∂λ
f(a˜; x + λd)|λ=0,
e pela regra da cadeia:
f ′(a˜; x,d) =
∂f(a˜; x)
∂x1
d1 +
∂f(a˜; x)
∂x2
d2 + · · ·+ ∂f(a˜; x)
∂xn
dn
= ∇f(a˜; x)Td.
Teorema 3.2.4. Uma func¸a˜o f(a˜; x) : F(Rm) × Rn → F(R), onde a˜ ∈ F(Rm) e x ∈ Rn, e´ convexa
fuzzy se, e somente se, a func¸a˜o de uma varia´vel θ(a˜;λ) : F(Rm)×R→ R, com a˜ ∈ F(Rm) e λ ∈ R, tal
que θ(a˜;λ) = f(a˜; x + λd) e´ convexa fuzzy ∀x,d ∈ Rn fixos e d 6= 0.
Demonstrac¸a˜o 14. Sejam λ ∈ R e κ ∈ [0, 1].
(=⇒) Seja f(a˜; x) : F(Rm) × Rn → F(R), com a˜ ∈ F(Rm) e x ∈ Rn, uma func¸a˜o convexa fuzzy,
enta˜o para λ1, λ2 ∈ R e para qualquer κ ∈ [0, 1] temos:
θ(a˜;κλ1 + (1− κ)λ2) = f(a˜;κ[x + λ1d] + (1− κ)[x + λ2d])
. κf(a˜; x + λ1d) + (1− κ)f(a˜; x + λ2d)
' κθ(a˜;λ1) + (1− κ)θ(a˜;λ2).
Portanto, θ(a˜;λ), com a˜ ∈ F(Rm) e λ ∈ R, e´ convexa fuzzy.
(⇐=) Suponha que θ(a˜;λ), com a˜ ∈ F(Rm) e λ ∈ R, e´ convexa fuzzy ∀x,d ∈ Rn e d 6= 0. Enta˜o,
∀x1,x2 ∈ Rn e κ ∈ [0, 1] temos:
κf(a˜; x1) + (1− κ)f(a˜; x2) = κf [a˜; x1 + 0(x2 − x1)] + (1− κ)f [a˜; x1 + 1(x2 − x1)]
= κθ[x1;(x2−x1)](a˜; 0) + (1− κ)θ[x1;(x2−x1)](a˜; 1)
& θ[x1;(x2−x1)](a˜; (1− κ))
' f [a˜; x1 + (1− κ)(x2 − x1)] = f [a˜;κx1 + (1− κ)x2].
Logo, f(a˜; x), para a˜ ∈ F(Rm) e x ∈ Rn, e´ convexa fuzzy.
30
Cap´ıtulo 3 3.2 Func¸o˜es Convexas com Paraˆmetros Fuzzy
Derivac¸a˜o de Func¸o˜es Convexas com Paraˆmetros Fuzzy
Abordamos aqui a definic¸a˜o de derivada de func¸o˜es convexas fuzzy de primeira e segunda ordens
como uma aproximac¸a˜o da expansa˜o da se´rie de Taylor. Inicialmente, apresentamos suas respectivas
definic¸o˜es e posteriormente, um teorema agregando estes conceitos.
Definic¸a˜o 3.2.3. Seja S um conjunto na˜o-vazio no Rn, e seja f(a˜; x) : F(Rm) × Rn → F(R), onde
a˜ ∈ F(Rm) e x ∈ Rn.
1. f e´ diferencia´vel em x ∈ S se existir um vetor ∇f(a˜; x), tal que:
∇f(a˜; x) =
(
∂f(a˜; x)
∂x1
, . . . ,
∂f(a˜; x)
∂xn
)T
,
conhecido como vetor gradiente. Enta˜o a aproximac¸a˜o da se´rie de Taylor de primeira-ordem de f e´
dada por:
f(a˜; x) u f(a˜; x) +∇f(a˜; x)T (x− x), (3.2)
para cada x ∈ S.
2. f e´ duas vezes diferencia´vel em x ∈ S se existir um vetor ∇f(a˜; x) e uma matriz n× n sime´trica
∇2f(a˜; x) com paraˆmetros fuzzy, tal que:
∇2f(a˜; x) =

∂2f(a˜; x)
∂x21
∂2f(a˜; x)
∂x1x2
. . .
∂2f(a˜; x)
∂x1xn
∂2f(a˜; x)
∂x2x1
∂2f(a˜; x)
∂x22
. . .
∂2f(a˜; x)
∂x2xn
...
...
. . .
...
∂2f(a˜; x)
∂xnx1
∂2f(a˜; x)
∂xnx2
. . .
∂2f(a˜; x)
∂x2n

conhecida como matriz Hessiana fuzzy. Enta˜o a aproximac¸a˜o da se´rie de Taylor de segunda ordem
de f e´ dada por:
f(a˜; x) u f(a˜; x) +∇f(a˜; x)T (x− x) + 1
2
(x− x)T ∇2f(a˜; x)(x− x), (3.3)
para cada x ∈ S.
Teorema 3.2.5. Sejam S um conjunto na˜o-vazio convexo no Rn, e f(a˜; x) : F(Rm) × S → F(R), com
a˜ ∈ F(Rm) e x ∈ S, com derivadas parciais de primeira e segunda ordem cont´ınuas. Enta˜o as seguintes
afirmac¸o˜es sa˜o equivalentes:
1. f(a˜; x) e´ convexa ∀x ∈ S;
2. f(a˜; x) & f(a˜; x) +∇f(a˜; x)T (x− x), para cada x ∈ S;
3. A matriz Hessiana ∇2f(a˜; x) e´ semidefinida positiva fuzzy para cada x ∈ S.
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Demonstrac¸a˜o 15. (1) =⇒ (2): Suponha que f(a˜; x) e´ convexa para qualquer x ∈ S, isto e´, x =
λx1 + (1− λ)x2 ∈ S e λ ∈ [0, 1]. Enta˜o:
f(a˜;λx1 + (1− λ)x2) . λf(a˜; x1) + (1− λ)f(a˜; x2)
= λf(a˜; x1)− λf(a˜; x2) + f(a˜; x2)
(3.4a)
Subtraindo f(a˜; x2) em ambos os lados,
f(a˜;λx1 + (1− λ)x2)− f(a˜; x2) = λf(a˜; x1)− λf(a˜; x2) + f(a˜; x2)− f(a˜; x2)
= λf(a˜; x1)− λf(a˜; x2) + 0˜
. λf(a˜; x1)− λf(a˜; x2)
(3.4b)
Assim, para λ ∈ (0, 1]:
f(a˜;λx1 + (1− λ)x2)− f(a˜; x2)
λ
. f(a˜; x1)− f(a˜; x2).
Tomando o limite quando λ→ 0, obtemos:
∇f(a˜; x2)T (x1 − x2) . f(a˜; x1)− f(a˜; x2).
Portanto, analogamente a (3.4), temos:
f(a˜; x1) & f(a˜; x2) +∇f(a˜; x2)T (x1 − x2).
(2) =⇒ (1): Suponha que:
f(a˜; x1) & f(a˜; x2) +∇f(a˜; x2)T (x1 − x2),
∀x1,x2 ∈ S e a˜ ∈ F(Rm). Dados t1, t2 e λ ∈ [0, 1] fixos, pore´m arbitra´rios. Fazendo x = λt1 +(1−λ)t2
e alternativamente, x1 = t1 ou x2 = t2, temos:
f(a˜; t1) & f(a˜; x) +∇f(a˜; x)T (t1 − x), (3.5)
f(a˜; t2) & f(a˜; x) +∇f(a˜; x)T (t2 − x), (3.6)
Somando (3.5) com (3.6) multiplicando por λ e (1− λ), respectivamente, temos:
λf(a˜; t1) + (1− λ)f(a˜; t2) & f(a˜; x) +∇f(a˜; x)T [λt1 + (1− λ)t2 − x].
Substituindo x = λt1 + (1− λ)t2, obtemos:
λf(a˜; t1) + (1− λ)f(a˜; t2) & f(a˜;λt1 + (1− λ)t2).
(2) =⇒ (3): Considere a seguinte desigualdade:
f(a˜; x) & f(a˜; x) +∇f(a˜; x)T (x− x), (3.7)
∀x,x ∈ S.
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O que falta na desigualdade (3.7), do lado direito, para tornar-se uma expansa˜o da se´rie de Taylor
de segunda ordem e´ 12(x− x)T∇2f(a˜; x)(x− x), assim:
f(a˜; x) u f(a˜; x) +∇f(a˜; x)T (x− x) + 1
2
(x− x)T∇2f(a˜; x)(x− x),
∀x,x ∈ S e λ ∈ [0, 1].
Como a desigualdade e´ va´lida ∀x,x ∈ S, isto implica que:
1
2
(x− x)T∇2f(a˜; x)(x− x) & 0˜.
Portanto, ∇2f(a˜,x) e´ uma matriz semi-definida positiva fuzzy.
(3) =⇒ (2): Seja ∇2f(a˜,x) uma matriz semi-definida positiva fuzzy. Pela aproximac¸a˜o da se´rie de
Taylor de segunda ordem:
f(a˜; x) = f(a˜; x) +∇f(a˜; x)T (x− x) + 1
2
(x− x)T∇2f(a˜; x)(x− x).
Se ∇2f(a˜; x) & 0˜, para qualquer x,x ∈ S, enta˜o:
f(a˜; x) & f(a˜; x) +∇f(a˜; x)T (x− x).
3.2.1 M´ınimos de Func¸o˜es Convexas com Paraˆmetros Fuzzy
Nesta sec¸a˜o tratamos de mı´nimos de func¸o˜es convexas com paraˆmetros fuzzy. Neste caso e´ poss´ıvel
fazer uma extensa˜o de alguns dos resultados obtidos para o caso crisp, como veremos, por exemplo,
no Teorema 3.2.6, pois o mesmo permite uma comparac¸a˜o fuzzy e nos fornecera´ a condic¸a˜o necessa´ria
de otimalidade para problemas com func¸a˜o objetivo convexa com paraˆmetros fuzzy em um conjunto
convexo S ⊂ Rn.
Definic¸a˜o 3.2.4. Seja f(a˜;x) : F(Rm)× Rn → F(R), onde a˜ ∈ F(Rm) e x ∈ Rn, uma func¸a˜o convexa
com paraˆmetros fuzzy, S um conjunto convexo do Rn, e considere o seguinte problema:
min f(a˜; x)
S. a x ∈ S (3.8)
O ponto x ∈ S e´ uma soluc¸a˜o via´vel para o problema (3.8). Se x ∈ S e f(a˜; x) & f(a˜; x), para cada
x ∈ S, enta˜o x e´ uma soluc¸a˜o o´tima global. Se x ∈ S e existe uma vizinhanc¸a esfe´rica Q(x), onde
Q(x) = {x tal que ‖x− x‖ < , ∀x ∈ Rn}, tal que f(a˜; x) & f(a˜; x) para cada x ∈ S ∩ Q(x), enta˜o
x e´ uma soluc¸a˜o o´tima local.
Teorema 3.2.6. Considere o problema (3.8) com f(a˜; x), uma func¸a˜o convexa com paraˆmetros fuzzy,
e S, um conjunto convexo do Rn. Suponha que x ∈ S e´ uma soluc¸a˜o o´tima local para o problema, enta˜o
x e´ uma soluc¸a˜o o´tima global.
Demonstrac¸a˜o 16. Seja x uma soluc¸a˜o o´tima local, enta˜o existe uma vizinhanc¸a esfe´rica de x, x ∈
S ∩Q(x), tal que:
f(a˜; x) & f(a˜; x), (3.9)
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para cada x ∈ S ∩ Q(x). Por contradic¸a˜o, suponha que x na˜o e´ uma soluc¸a˜o o´tima global, tal que
f(a˜; xˆ) . f(a˜; x), para algum xˆ ∈ S. Pela convexidade de f(a˜; x), para cada λ ∈ (0, 1), temos:
f(a˜;λxˆ + (1− λ)x) . λf(a˜; xˆ) + (1− λ)f(a˜; x)
. λf(a˜; x) + (1− λ)f(a˜; x)
= λf(a˜; x)− λf(a˜; x) + f(a˜; x)
= 0˜ + f(a˜; x)
. f(a˜; x);
(3.10)
Pore´m, para λ > 0 e suficientemente pequeno,
λxˆ + (1− λ)x ∈ S ∩Q(x).
Enta˜o a desigualdade (3.10) contradiz (3.9).
3.2.2 Generalizac¸o˜es de Func¸a˜o Convexa com Paraˆmetros Fuzzy
Nesta sec¸a˜o apresentamos a definic¸a˜o para func¸a˜o quasi-convexa e pseudoconvexa com paraˆmetros
fuzzy, e suas relac¸o˜es.
Definic¸a˜o 3.2.5. Seja f(a˜; x) : F(Rm)× S→ R, onde a˜ ∈ F(Rm), x ∈ S.
1. Seja S um conjunto convexo na˜o-vazio do Rn. Enta˜o f e´ uma func¸a˜o quasi–convexa com paraˆmetros
fuzzy se, para cada x1,x2 ∈ S, a seguinte desigualdade se verifica:
f(a˜;λx1 + (1− λ)x2) . max {f(a˜; x1), f(a˜; x2)} ,
para cada λ ∈ (0, 1).
2. Sejam S um conjunto aberto e na˜o-vazio do Rn, e f uma func¸a˜o diferencia´vel. Enta˜o f e´ uma
func¸a˜o pseudoconvexa com paraˆmetros fuzzy se para cada x1,x2 ∈ S com ∇f(a˜; x1)T (x2 − x1) & 0
temos que f(a˜; x2) & f(a˜; x1).
Teorema 3.2.7. Seja f(a˜; x) : F(Rm)× S→ F(R), onde a˜ ∈ F(Rm), x ∈ S e S e´ um conjunto convexo
na˜o-vazio do Rn. A func¸a˜o f(a˜; x) e´ quasi–convexa se, e somente se, Sκ = {x ∈ S tal que f(a˜; x) . κ}
e´ convexa para cada κ ∈ R.
Demonstrac¸a˜o 17. (=⇒) Suponha que f(a˜; x) : F(Rm)×S→ F(R) e´ uma func¸a˜o quasi-convexa, onde
a˜ ∈ F(Rm), x ∈ S e S e´ um conjunto convexo na˜o-vazio do Rn, e sejam x1,x2 ∈ Sκ.
Logo, x1,x2 ∈ S e max {f(a˜; x1), f(a˜; x2)} . κ.
Seja λ ∈ (0, 1), e seja x = λx1 + (1− λ)x2. Pela convexidade de S, x ∈ S, e pela quasi-convexidade
da func¸a˜o f(a˜; x), f(a˜; x) . max {f(a˜; x1), f(a˜; x2)} . κ.
Portanto, x ∈ Sκ e Sκ e´ convexo.
(⇐=) Suponha agora que Sκ e´ um conjunto convexo para cada κ ∈ R. Sejam x1,x2 ∈ S, λ ∈ (0, 1)
e x = λx1 + (1− λ)x2.
Note que x1,x2 ∈ Sκ para κ = max {f(a˜; x1), f(a˜; x2)}. Como Sκ e´ convexo, x ∈ Sκ. E assim,
f(a˜; x) . κ = max {f(a˜; x1), f(a˜; x2)}.
Portanto, f(a˜; x) e´ quasi-convexa.
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A Definic¸a˜o 3.2.6 abaixo mostra a relac¸a˜o entre func¸o˜es convexas, quasi-convexas e pseudoconvexas
com paraˆmetros fuzzy.
Definic¸a˜o 3.2.6. Seja S ⊆ Rn um conjunto convexo na˜o-vazio e f(a˜; x) : F(Rm) × S → F(R) uma
func¸a˜o com paraˆmetros fuzzy. Considere as seguintes relac¸o˜es:
Convexidade: Uma func¸a˜o fuzzy f(a˜; x) e´ convexa em x ∈ S se:
f(a˜;λx + (1− λ)x) . λf(a˜; x) + (1− λ)f(a˜; x).
Quasi-Convexidade: Uma func¸a˜o fuzzy f(a˜; x) e´ quasi-convexa em x ∈ S se:
f(a˜;λx + (1− λ)x) . max {f(a˜; x), f(a˜; x)} .
Pseudoconvexidade: Uma func¸a˜o fuzzy f(a˜; x) e´ pseudoconvexa em x ∈ S se ∇f(a˜; x)T (x−x) & 0˜
para cada x ∈ S, implica que f(a˜; x) & f(a˜; x).
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Cap´ıtulo 4
Programac¸a˜o Na˜o-Linear Irrestrita com
Paraˆmetros Fuzzy
Introduc¸a˜o
Um problema de otimizac¸a˜o irrestrita fuzzy pode ser formulado da seguinte maneira:
min f(a˜; x)
S. a x ∈ S (4.1)
onde f(a˜; x) : F(Rm)×Rn → F(R), a˜ ∈ F(Rm) e x ∈ Rn, e´ uma func¸a˜o com coeficientes fuzzy e S ⊆ Rn
e´ o conjunto de soluc¸o˜es via´veis.
Na sec¸a˜o 4.1, abordamos as condic¸o˜es de otimalidade para o problema (4.1) definido acima. Nas
sec¸o˜es 4.2 e 4.3, apresentamos as seguintes classes de me´todos de otimizac¸a˜o irrestrita unidimensional
e multidimensional, com caracter´ısticas fuzzy nos coeficientes:
1. Me´todos para func¸o˜es unidimensionais:
(a) Me´todos de busca sem uso de derivadas;
(b) Me´todos de busca com derivadas.
2. Me´todos para func¸o˜es multidimensional:
(a) Me´todos de busca sem uso de derivadas;
(b) Me´todos de busca com uso de derivadas;
(c) Me´todos de busca: Gradiente Conjugado.
4.1 Condic¸o˜es de Otimalidade
Nesta sec¸a˜o apresentamos a extensa˜o das Condic¸o˜es Necessa´rias e Suficientes de Otimalidade, baseado
em [3] e [49], para problemas com paraˆmetros (coeficientes) fuzzy na func¸a˜o a ser otimizada.
Neste cap´ıtulo e nos pro´ximos, denotamos por vizinhanc¸a esfe´rica Q(x) o conjunto de pontos distando
 de x, ou seja, Q(x) = {x tal que ‖x− x‖ < , ∀x ∈ Rn}.
A comparac¸a˜o em x que adotaremos sera´ crisp, pois x sera´ um nu´mero crisp, ao passo que as
comparac¸o˜es baseadas nas func¸o˜es objetivos sera˜o fuzzy.
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Condic¸o˜es Necessa´rias de Otimalidade
Dado um ponto x ∈ Rn, pretendemos caracteriza´-lo como um ponto de mı´nimo supondo que a
func¸a˜o fuzzy associada seja diferencia´vel.
Teorema 4.1.1. Suponha que f(a˜; x) : F(Rm)×Rn → F(R), a˜ ∈ F(Rm) e x ∈ Rn, seja diferencia´vel em
x. Se existe um vetor d tal que ∇f(a˜; x)Td . 0˜, enta˜o existe um δ > 0 tal que f(a˜; x + λd) . f(a˜; x)
para cada λ ∈ (0, δ), onde d e´ uma direc¸a˜o de descida de f(a˜; x).
Demonstrac¸a˜o 18. Pela diferenciabilidade de f(a˜; x) em x, temos:
f(a˜; x + λd) u f(a˜; x) + λ∇f(a˜; x)Td, (4.2)
Rearrumando os termos e dividindo por λ, para λ > 0, temos:
f(a˜; x + λd)− f(a˜; x)
λ
' ∇f(a˜; x)Td.
Como λ → 0 e ∇f(a˜; x)Td . 0˜ existe um δ > 0 que minimiza o erro da aproximac¸a˜o da se´rie de
Taylor da equac¸a˜o (4.2) para todo λ ∈ (0, δ), enta˜o f(a˜; x + λd) . f(a˜; x).
Corola´rio 4.1.1. Suponha que f(a˜; x) : F(Rm) × Rn → F(R), a˜ ∈ F(Rm) e x ∈ Rn, seja diferencia´vel
em x. Se x e´ um mı´nimo local, enta˜o, ∇f(a˜; x) ' 0˜.
Demonstrac¸a˜o 19. Suponha que ∇f(a˜; x) seja diferente de zero. Enta˜o, tomando −d = ∇f(a˜; x),
temos ∇f(a˜; x)Td ' −||∇f(a˜; x)||2 . 0˜; pelo Teorema 4.1.1, existe um δ > 0 tal que f(a˜; x + λd) .
f(a˜; x), para cada λ ∈ (0, δ), contradizendo a suposic¸a˜o de que x e´ um mı´nimo local. Enta˜o, ∇f(a˜; x) '
0˜.
O Corola´rio 4.1.1 do Teorema 4.1.1 nos fornece as condic¸o˜es de primeira ordem, uma vez que as
componentes de ∇f(a˜; x), a˜ ∈ F(Rm) e x ∈ Rn, sa˜o compostas pelas derivadas parciais de primeira
ordem de f(a˜; x). O Teorema 4.1.2 nos fornece as condic¸o˜es de segunda ordem.
Teorema 4.1.2. Suponha que f(a˜; x) : F(Rm) × Rn → F(R), a˜ ∈ F(Rm) e x ∈ Rn, seja duas vezes
diferencia´vel em x. Se x e´ um ponto de mı´nimo local, enta˜o ∇f(a˜; x) ' 0˜ e ∇2f(a˜; x) e´ uma matriz
semi-definida positiva com paraˆmetros fuzzy.
Demonstrac¸a˜o 20. Considere uma direc¸a˜o arbitra´ria d. Enta˜o, da diferenciabilidade de f(a˜; x) em
x, temos que:
f(a˜; x + λd) u f(a˜; x) + λ∇f(a˜; x)Td + 1
2
λ2dT∇2f(a˜; x)d (4.3)
Como x e´ um ponto de mı´nimo local, do Corola´rio 4.1.1, temos que ∇f(a˜; x) ' 0˜. Rearrumando os
termos em (4.3) e dividindo por λ2 (λ > 0), temos:
f(a˜; x + λd)− f(a˜; x)
λ2
' 1
2
dT∇2f(a˜; x)d. (4.4)
Como x e´ um ponto de mı´nimo local, f(a˜; x+λd) & f(a˜; x), para λ suficientemente pequeno. Enta˜o
λ → 0, dT∇2f(a˜; x)d & 0˜; e assim, ∇2f(a˜; x) e´ uma matriz semi-definida positiva com paraˆmetros
fuzzy.
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Condic¸o˜es Suficientes de Otimalidade
Teorema 4.1.3. Seja f(a˜; x) : F(Rm) × Rn → R uma func¸a˜o pseudoconvexa em x. Enta˜o, x e´ um
ponto de mı´nimo local se, e somente se, ∇f(a˜; x) ' 0˜.
Demonstrac¸a˜o 21. (=⇒) Pelo Corola´rio 4.1.1, se x e´ um ponto de mı´nimo global, enta˜o ∇f(a˜; x) ' 0.
(⇐=) Suponha que ∇f(a˜; x) ' 0, de modo que ∇f(a˜; x)T (x − x) ' 0, para cada x ∈ Rn. Pela
pseudoconvexidade de f(a˜; x), temos enta˜o f(a˜; x) & f(a˜; x), para cada x ∈ Rn.
4.2 Me´todos de Busca Unidimensional com Paraˆmetros Fuzzy
Tratamos aqui de alguns me´todos cla´ssicos de minimizac¸a˜o de func¸o˜es unidimensionais, tais como os
me´todos de busca sem o uso de derivadas (busca dicotoˆmica, secc¸a˜o a´urea (Golden Section) e Fibonacci),
e os me´todos que usam derivadas (me´todo da bissecc¸a˜o, Newton, Falsa Posic¸a˜o e Interpolac¸a˜o Cu´bica).
Estes me´todos foram baseados em [3], [49] e [52], e adaptados para minimizar func¸o˜es com coeficientes
fuzzy.
Os me´todos de busca unidimensional sa˜o usados em muitos algoritmos para func¸o˜es multidimensi-
onais, e procedem da seguinte maneira: dado um ponto xk, encontra-se uma direc¸a˜o dk e usando um
passo λk de tamanho conveniente, encontra-se um novo ponto xk+1 = xk + λkdk. Repete-se o processo
ate´ satisfazer a um crite´rio de parada estabelecido. Encontrar o melhor λk envolve a resoluc¸a˜o do sub-
problema: min f(a˜; xk + λdk), onde a˜ ∈ F(Rm) (m e´ o total de coeficientes fuzzy). A varia´vel λ pode
ser qualquer valor real na˜o-negativo que minimize a func¸a˜o dada, ou λ tal que xk + λdk seja via´vel.
Assim, para xk e dk fixos, a func¸a˜o objetivo pode ser reescrita como:
f(a˜; xk + λdk) ≡ θ(a˜;λ).
Nesta sec¸a˜o abordamos os me´todos que minimizam uma func¸a˜o unidimensional. Para os me´todos
que na˜o usam derivadas, esta minimizac¸a˜o e´ dada em um intervalo limitado e fechado, conhecido como
intervalo de incerteza. O problema pode ser formulado como segue:
min θ(a˜;λ)
S. a λ ∈ [l, u] (4.5)
onde a˜ ∈ F(Rm), λ, l, u ∈ R tais que l ≤ λ ≤ u.
4.2.1 Me´todos de Busca Sem Uso de Derivadas
Os me´todos de busca sem o uso de derivadas resolvem o problema (4.5) diminuindo o intervalo de
incerteza. Geralmente, [l, u] e´ conhecido como intervalo de incerteza se um ponto de mı´nimo λ pertence
ao intervalo, isto e´, λ ∈ [l, u], embora o seu valor exato seja desconhecido.
Como estamos minimizando uma func¸a˜o com paraˆmetros fuzzy θ(a˜;λ) : F(Rm) × R → F(R), com
a˜ ∈ F(Rm) e λ ∈ R, a comparac¸a˜o desta func¸a˜o em diferentes valores de λ e´ uma comparac¸a˜o entre
nu´meros fuzzy, e isto e´ feito usando o processo de defuzzificac¸a˜o: os I´ndices de Yager, como apresentados
em [5]. Para efeito de simplificac¸a˜o, denotamos por F (θ(a˜;λ)) um processo gene´rico de defuzzificac¸a˜o.
Busca Dicotoˆmica
Seja θ(a˜;λ) : F(Rm) × R → F(R), com a˜ ∈ F(Rm) e λ ∈ R, uma func¸a˜o quasi-convexa fuzzy a ser
minimizada no intervalo de incerteza [l1, u1].
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u1z1 x
f(a˜;x)
y1
2δ
l2 u2
l1
Figura 4.1: Busca dicotoˆmica.
O me´todo de busca dicotoˆmica divide o intervalo de incerteza em duas partes iguais, e a cada uma
destas duas partes atribui uma distaˆncia δ a partir do ponto me´dio do intervalo, gerando os pontos yk
e zk. Se θ(a˜; yk) . θ(a˜; zk), o novo intervalo de incerteza e´ [lk+1; zk+1], caso contra´rio, temos o seguinte
intervalo: [yk+1;uk+1]. A Figura 4.1, ilustra uma func¸a˜o onde se obte´m o intervalo [lk+1; zk+1].
O Algoritmo 4.2.1 resume o me´todo de busca dicotoˆmica.
Algoritmo 4.2.1 Algoritmo de Busca Dicotoˆmica
Dados Sejam 2δ > 0 o tamanho do intervalo de incerteza final,  > 0 o crite´rio de parada, [l1, u1] o
intervalo de incerteza inicial e k = 1 a iterac¸a˜o inicial.
1: Enquanto (uk − lk > ) fac¸a
2: Calcule: yk =
lk + uk
2
− δ e zk = lk + uk
2
+ δ.
3: Se F (θ(a˜; yk)) ≤ F (θ(a˜; zk)) enta˜o
4: lk+1 = lk e uk+1 = zk.
5: Caso contra´rio
6: lk+1 = yk e uk+1 = uk.
7: Fim do condicional
8: k = k + 1.
9: Fim do enquanto
10: λ =
lk + uk
2
.
Me´todo da Secc¸a˜o A´urea
Como no me´todo da bissecc¸a˜o, o me´todo da secc¸a˜o a´urea – Golden Section – minimiza uma func¸a˜o
quasi-convexa com paraˆmetros fuzzy ou crisp. Pore´m, este difere na maneira de reduzir o intervalo de
incerteza.
Seja [lk, uk] o intervalo de incerteza na k-e´sima iterac¸a˜o. Duas situac¸o˜es distintas podem ocorrer:
• Se θ(a˜; yk) & θ(a˜; zk), onde a˜ ∈ F(Rm), enta˜o o novo intervalo de incerteza [lk+1, uk+1] e´ dado por
[yk, uk] (altera-se o extremo inferior);
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Caso 1:
yk zk uklk
Figura 4.2: Me´todo da Secc¸a˜o A´urea.
• Caso contra´rio, [lk+1, uk+1] e´ dado por [lk, zk] (altera-se o extremo superior).
Os pontos yk e zk sa˜o obtidos da seguinte maneira:
1. O tamanho do intervalo de incerteza uk+1 − lk+1 na˜o depende do resultado da k-e´sima iterac¸a˜o,
ou seja, uk − yk = zk − lk. Assim, se yk e´ da forma:
yk = lk + (1− γ)(uk − lk), (4.6)
onde γ ∈ (0, 1), enta˜o zk e´:
zk = lk + γ(uk − lk), (4.7)
e o tamanho do novo intervalo de incerteza e´:
uk+1 − lk+1 = γ(uk − lk).
2. No ca´lculo de yk+1 e zk+1 para uma nova iterac¸a˜o, ou yk+1 coincide com zk, ou zk+1 coincide com
yk, como ilustra a Figura 4.2. Analisaremos cada caso.
Caso 1: θ(a˜; yk) & θ(a˜; zk), com a˜ ∈ F(Rm):
Neste caso lk+1 = yk e uk+1 = uk. Para satisfazer yk+1 = zk, aplicando (4.6) com k = k + 1,
temos:
zk = yk+1 = lk+1 + (1− γ)(uk+1 − lk+1)
= yk + (1− γ)(uk − yk).
(4.8)
Substituindo as expresso˜es (4.6) e (4.7) na expressa˜o (4.8) acima, temos γ2 + γ − 1 = 0.
Caso 2: θ(a˜; yk) . θ(a˜; zk), com a˜ ∈ F(Rm):
Neste caso lk+1 = lk e uk+1 = zk. Para satisfazer zk+1 = yk, aplicando (4.7) com k = k+1, temos:
yk = zk+1 = lk+1 + γ(uk+1 − lk+1)
= lk + (1− γ)(zk − lk).
(4.9)
Novamente, substituindo as expresso˜es (4.6) e (4.7) na expressa˜o (4.9) acima, temos γ2 +γ−1 = 0.
Os dois casos discutidos acima resultaram na equac¸a˜o γ2 + γ − 1 = 0, que possui duas ra´ızes reais
distintas: γ = 0.618 e γ = −1.618. Como γ ∈ (0, 1), enta˜o tomamos γ = 0.618.
Desta forma, na k-e´sima iterac¸a˜o, yk ou zk sa˜o calculados de acordo com as equac¸o˜es (4.6) e (4.7),
respectivamente, com γ = 0.618. O Algoritmo 4.2.2 resume este me´todo.
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Algoritmo 4.2.2 Algoritmo da Secc¸a˜o A´urea
Dados Sejam  > 0 o tamanho do intervalo de incerteza final, γ = 0.618, [l1, u1] o intervalo de incerteza
inicial e k = 1.
1: Calcule: y1 = l1 + (1− γ)(u1 − l1) e z1 = l1 + γ(u1 − l1).
2: Enquanto (uk − lk > ) fac¸a
3: Se F (θ(a˜; yk)) > F (θ(a˜; zk)) enta˜o
4: lk+1 = yk e uk+1 = uk.
5: yk+1 = zk e zk+1 = lk+1 + γ(uk+1 − lk+1).
6: Calcule θ(a˜; zk+1).
7: Caso contra´rio
8: lk+1 = lk e uk+1 = zk.
9: yk+1 = lk+1 + (1− γ)(uk+1 − lk+1) e zk+1 = yk.
10: Calcule θ(a˜; yk+1).
11: Fim do condicional
12: k = k + 1.
13: Fim do enquanto
14: λ =
lk + uk
2
.
Me´todo de Fibonacci
O me´todo de busca de Fibonacci tambe´m minimiza uma func¸a˜o quasi-convexa (com paraˆmetros fuzzy
ou crisp) em um intervalo fechado. Analogamente ao me´todo de secc¸a˜o a´urea, o me´todo de Fibonacci
calcula a func¸a˜o em dois pontos no passo principal do algoritmo, e nas demais iterac¸o˜es, calcula a func¸a˜o
em apenas um ponto. Este destaca-se na te´cnica de reduc¸a˜o do intervalo de incerteza pois baseia-se na
sequ¨eˆncia de Fibonacci:
FSv+1 = FSv + FSv−1; v = 1, 2, . . .
FS0 = FS1 = 1,
(4.10)
onde a sequ¨eˆncia sera´: 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, . . . .
Os valores de yk e zk na k-e´sima iterac¸a˜o, sa˜o calculados como seguem:
yk = lk +
FSn−k−2
FSn−k (uk − lk),
zk = lk +
FSn−k−1
FSn−k (uk − lk),
onde FSN e´ um elemento da sequ¨eˆncia de Fibonacci obtido atrave´s de (4.10), n e´ o nu´mero total de
ca´lculos na func¸a˜o a ser minimizada dado no Algoritmo 4.2.3.
4.2.2 Me´todos de Busca com Uso de Derivadas
Nesta sec¸a˜o abordamos os me´todos de busca unidimensional que usam derivadas, tais como: o
me´todo da bissecc¸a˜o, o me´todo de Newton, o me´todo da Falsa Posic¸a˜o e Interpolac¸a˜o Cu´bica. O
me´todo da bissecc¸a˜o utiliza derivadas de primeira ordem, o me´todo de Newton usa derivadas de primeira
e segunda ordens da func¸a˜o, e o me´todo da Falsa Posic¸a˜o e Interpolac¸a˜o Cu´bica usam derivadas de
primeira ordem em diferentes pontos λk.
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Algoritmo 4.2.3 Algoritmo de Busca de Fibonacci
Dados Sejam  > 0 o tamanho do intervalo de incerteza final e δ > 0. Sejam [l1, u1] o intervalo de
incerteza inicial e n tal que: FSn > u1 − l1

.
1: Calcule: y1 = l1 +
FSn−2
FSn (u1 − l1) e z1 = l1 +
FSn−1
FSn (u1 − l1).
2: Calcule θ(a˜; y1) e θ(a˜; z1), e seja k = 1.
3: Enquanto (k > n− 2) fac¸a
4: Se F (θ)(a˜; yk)) > F (θ(a˜; zk)) enta˜o
5: lk+1 = yk, uk+1 = uk, yk+1 = zk e zk+1 = lk+1 +
FSn−k−1
FSn−k (uk+1 − lk+1).
6: Calcule θ(a˜; zk+1).
7: Caso contra´rio
8: lk+1 = lk, uk+1 = zk, zk+1 = yk e yk+1 = lk+1 +
FSn−k−2
FSn−k (uk+1 − lk+1).
9: Calcule θ(a˜; yk+1).
10: Fim do condicional
11: k = k + 1.
12: Fim do enquanto
13: yn = yn−1 e zn = zn−1.
14: Se F (θ(a˜; yn)) > F (θ(a˜; zn)) enta˜o
15: ln = yn e un = un−1
16: Caso contra´rio
17: ln = ln−1 e un = yn.
18: Fim do condicional
19: λ =
ln + un
2
.
Me´todo da Bissecc¸a˜o
Suponha agora que θ(a˜;λ) : F(Rm) × S → F(R), com a˜ ∈ F(Rm), λ ∈ S e S um conjunto convexo,
na˜o-vazio e limitado do Rn, e seja θ(a˜;λ) uma func¸a˜o pseudoconvexa com paraˆmetros fuzzy.
O me´todo da bissecc¸a˜o, em cada iterac¸a˜o k calcula o valor de θ′(a˜; yk), onde yk e´ o ponto me´dio
do intervalo de incerteza. Dependendo do valor da derivada da func¸a˜o em yk, o algoritmo termina ou
obte´m um novo intervalo de incerteza, com metade do tamanho do intervalo anterior.
O me´todo da bissecc¸a˜o finaliza quando o tamanho do intervalo de incerteza e´ suficientemente pe-
queno, como nos me´todos de busca sem o uso de derivadas, ou quando θ′(λ) = 0 (para o caso crisp).
Neste u´ltimo caso, temos enta˜o a seguinte comparac¸a˜o F (θ′(a˜;λ)) ≤ , para  suficientemente pequeno.
Este me´todo sera´ apresentado no Algoritmo 4.2.4.
Me´todo de Newton
O me´todo de Newton esta´ baseado na explorac¸a˜o da aproximac¸a˜o quadra´tica (se´rie de Taylor de
segunda ordem) da func¸a˜o a ser minimizada, em um dado ponto λk ∈ R. Esta aproximac¸a˜o quadra´tica
e´ dada por:
q(a˜;λ) = θ(a˜;λk) + θ
′(a˜;λk)(λ− λk) + 1
2
θ′′(a˜;λk)(λ− λk)2, (4.11)
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Algoritmo 4.2.4 Algoritmo da Bissecc¸a˜o
Dados Sejam 1 > 0 o tamanho do intervalo de incerteza final, 2 > 0 suficientemente pequeno, [l1, u1]
o intervalo de incerteza inicial e k = 1. Calcule n e y1, respectivamente, como:(
1
2
)n
≤ 1
u1 − l1 , e y1 =
1
2(l1 + u1)
1: Enquanto (k > n) e (|F (θ′α(a˜; yk)) | > 2) fac¸a
2: Se k 6= 1 enta˜o
3: Calcule yk =
1
2(lk + uk).
4: Fim do condicional
5: Se |F (θ′(a˜; yk))| ≤ 2 enta˜o
6: Va´ ao passo (18).
7: Caso contra´rio Se F (θ′(a˜; yk)) > 0 enta˜o
8: lk+1 = lk e uk+1 = yk.
9: Caso contra´rio
10: lk+1 = yk e uk+1 = uk.
11: Fim do condicional
12: Se k = n enta˜o
13: Va´ ao passo (19).
14: Caso contra´rio
15: k = k + 1.
16: Fim do condicional
17: Fim do enquanto
18: λ = yk e´ soluc¸a˜o o´tima, PARE.
19: λ =
lk + uk
2
, PARE.
onde a˜ ∈ F(Rm), λ ∈ S e S, um conjunto convexo, na˜o-vazio de R.
O ponto λk+1 e´ calculado quando a derivada de q esta´ pro´xima a zero, ou seja, θ
′(a˜;λk)+θ′′(a˜;λk)(λk+1−
λk) ' 0˜, assim:
λk+1 = λk − θ
′(a˜;λk)
θ′′(a˜;λk)
. (4.12)
Da equac¸a˜o (4.12) temos que λk+1 e´ um nu´mero fuzzy apo´s cada iterac¸a˜o. Se continuarmos a
calcula´-lo como um nu´mero fuzzy, nas demais iterac¸o˜es este nu´mero aumenta sua incerteza devido as
operac¸o˜es aritme´ticas envolvidas na sua atualizac¸a˜o.
Note que um nu´mero fuzzy a˜ ∈ F(R) pode ser representado atrave´s de um intervalo de confianc¸a,
usando α-cortes, ou seja, a˜α = [aα+ (a− a),−aα+ (a+ a)], onde a e´ o seu valor modal (µa˜(x) = 1), a
e a o seu espalhamento a` direita e a` esquerda, respectivamente.
Para evitar o excessivo espalhamento da incerteza, aplicamos a cada atualizac¸a˜o de λk um me´todo
de busca unidimensional sem derivada, usando como intervalo de incerteza aqueles valores definidos
pelo α-corte, atrave´s do intervalo de confianc¸a do nu´mero fuzzy, com α pre´–definido e fixo.
Devemos lembrar tambe´m que o me´todo de Newton so´ pode ser aplicado a`s func¸o˜es que tenham
derivada de segunda ordem. Ale´m disso, o algoritmo e´ bem comportado se θ′′(a˜;λk) 6= 0˜, para cada
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λk ∈ S.
O Algoritmo 4.2.5 apresenta a proposta aqui discutida para o me´todo de Newton.
Algoritmo 4.2.5 Algoritmo para o Me´todo de Newton
Dados Sejam  > 0 e λ1 um ponto inicial. Escolha α ∈ [0, 1) e seja k = 1.
1: loop
2: Calcule λ˜ = λk − θ
′(a˜;λk)
θ′′(a˜;λk)
.
3: Resolva λk+1 = min θ(a˜;λ) sujeito a λ ∈ λ˜α usando um dos Algoritmos 4.2.1, 4.2.2 ou 4.2.3.
4: Se |λk+1 − λk| <  enta˜o
5: PARE, λk+1 e´ soluc¸a˜o o´tima.
6: Caso contra´rio
7: Fac¸a k = k + 1 e volte ao passo (2).
8: Fim do condicional
9: Fim do loop
Me´todo da Falsa Posic¸a˜o
O me´todo da falsa posic¸a˜o usa uma aproximac¸a˜o da func¸a˜o quadra´tica (4.11) do me´todo de Newton,
ou seja,
q¯(a˜;λ) = θ(a˜;λk) + θ
′(a˜;λk)(λ− λk) + θ
′(a˜;λk−1)− θ′(a˜;λk)
λk−1 − λk ·
(λ− λk)2
2
, (4.13)
onde a equac¸a˜o (4.13) fornece o valor aproximado da equac¸a˜o (4.11). Para a equac¸a˜o (4.13) treˆs
informac¸o˜es sa˜o necessa´rias: θ(a˜;λk), θ
′(a˜;λk) e θ′(a˜;λk−1), com a˜ ∈ F(Rm); observe que na terceira
informac¸a˜o, usa-se a derivada da func¸a˜o no ponto anterior e na equac¸a˜o (4.11) (ou no me´todo de
Newton), usa-se a derivada de segunda ordem no ponto λk.
Assim, o novo ponto λk+1 e´ obtido quando a derivada da func¸a˜o q¯ esta´ pro´xima de zero, ou seja:
λk+1 = λk − θ′(a˜;λk)
[
λk−1 − λk
θ′(a˜;λk−1)− θ′(a˜;λk)
]
.
Analogamente ao que acontece no me´todo de Newton, o me´todo da falsa posic¸a˜o gera um nu´mero
fuzzy ao obter λk+1. Enta˜o o mesmo procedimento aplicado ao me´todo de Newton e´ utilizado para
encontrar o melhor valor λk+1 crisp, como segue no Algoritmo 4.2.6.
Interpolac¸a˜o Cu´bica
Dados um intervalo de incerteza inicial [l0, u0], θ(a˜; ·) e θ′(a˜; ·) e´ poss´ıvel interpolar uma func¸a˜o
cu´bica e obter o seu mı´nimo. Este processo pode ser usado para determinar o tamanho do passo λk
iterativamente.
Uma outra ferramenta interessante a ser aplicada e´ a condic¸a˜o de Wolfe. A extensa˜o da condic¸a˜o de
Wolfe, como apresentada em [51] e [52], para func¸o˜es com paraˆmetros fuzzy e´ dada por:
θ(a˜;λk) . θ(a˜; 0) + c1λkθ′(a˜; 0)
|θ′(a˜;λk)| . c2|θ′(a˜; 0)|
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Algoritmo 4.2.6 Algoritmo para o Me´todo da Falsa Posic¸a˜o
Dados Sejam  > 0 e λ1 um ponto inicial. Escolha α ∈ [0, 1) e seja k = 1.
1: loop
2: Calcule: λk+1 = λk − θ′(a˜;λk) ·
[
λk−1 − λk
θ′(a˜;λk−1)− θ′(a˜;λk)
]
.
3: Resolva λk+1 = min θ(a˜;λ) sujeito a λ ∈ λ˜α usando os Algoritmos 4.2.1, 4.2.2 ou 4.2.3.
4: Se |λk+1 − λk| <  enta˜o
5: PARE, λk+1 e´ soluc¸a˜o o´tima.
6: Caso contra´rio
7: Fac¸a k = k + 1 e volte ao passo (2).
8: Fim do condicional
9: Fim do loop
onde 0 < c1 < c2 < 1. Ou ainda, usando o processo de defuzzificac¸a˜o (F (·)):
F (θ(a˜;λk)) ≤ F (θ(a˜; 0)) + c1λkF
(
θ′(a˜; 0)
)
(4.14a)
|F (θ′(a˜;λk)) | ≤ c2 |F (θ′(a˜; 0)) |. (4.14b)
Note que θ(a˜;λ) ≡ f(a˜; x + λd) e θ′(a˜;λ) ≡ ∇f(a˜; x + λd)Td. A desigualdade (4.14a) representa a
condic¸a˜o de diminuic¸a˜o suficiente da func¸a˜o otimizada, e a desigualdade (4.14b) a condic¸a˜o de curvatura.
Em [51] estas condic¸o˜es sa˜o usadas no desenvolvimento algor´ıtmico de um me´todo de busca, e os autores
na˜o garantem o seu desempenho para os casos patolo´gicos.
Assim, usando interpolac¸a˜o cu´bica e a condic¸a˜o de Wolfe (4.14), desenvolvemos um algoritmo, como
em [52], em duas fases:
1. Busca Linear: Dado um intervalo de incerteza [λmin, λmax], onde λmin > 0 e´ pequeno e λmax grande,
a busca linear obte´m um λk que satisfac¸a a condic¸a˜o de Wolfe (4.14), ou toma uma intervalo de
incerteza menor contendo λk e executa-se a segunda fase (Interpolac¸a˜o – Algoritmo 4.2.7);
2. Interpolac¸a˜o: Calculamos sucessivos λ reduzindo o intervalo de incerteza ate´ que satisfac¸a (4.14)
(Algoritmo 4.2.8).
4.3 Me´todos de Busca Multidimensional com Paraˆmetros Fuzzy
Considere aqui o seguinte problema de otimizac¸a˜o fuzzy multidimensional:
min f(a˜; x)
S. a x ∈ Rn,
a˜ ∈ F(Rm).
(4.15)
Para a resoluc¸a˜o desta classe de problemas podemos destacar os seguintes me´todos: me´todos que na˜o
usam derivadas (me´todo de Rosenbrock), me´todos que usam derivadas (me´todo de ma´xima descida –
Steepest Descent – e o me´todo de Newton) e o me´todo do gradiente conjugado.
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Algoritmo 4.2.7 Algoritmo de Busca Linear – Fase I
Dados Seja [λmin, λmax] o intervalo de incerteza inicial. Denote λ0 = 0, λ1 = λmin = 0.0001, i = 1,
c1 = 0.0001 e c2 = 0.9.
1: Calcule θ(a˜; 0) e θ′(a˜; 0).
2: loop
3: Calcule θ(a˜;λi).
4: Se [F (θ(a˜;λi)) > F (θ(a˜; 0)) + c1λiF (θ
′(a˜; 0))] ou [F (θ(a˜;λi)) ≥ F (θ(a˜;λi−1)) e i > 1] enta˜o
5: Seja [λi−1, λi] o intervalo de incerteza para executar o Algoritmo 4.2.8. PARE, λk fornecido
pelo algoritmo na fase II e´ a soluc¸a˜o.
6: Fim do condicional
7: Calcule θ′(a˜;λi).
8: Se |F (θ′(a˜;λi)) | ≤ −c2F (θ′(a˜; 0)) enta˜o
9: Seja λi = λk a soluc¸a˜o e PARE.
10: Fim do condicional
11: Se F (θ′(a˜;λi)) ≥ 0 enta˜o
12: Seja [λi−1, λi] o intervalo de incerteza para executar o Algoritmo 4.2.8. PARE, λk fornecido
pelo algoritmo na fase II e´ a soluc¸a˜o.
13: Fim do condicional
14: λi−1 = λi e λi =
λi−1 − λmax
2
.
15: Fac¸a i = i+ 1 e volte ao passo (3).
16: Fim do loop
4.3.1 Me´todos de Busca Sem Derivadas
Considere o problema (4.15). Abordamos a seguir um me´todo de busca sem o uso de derivadas da
func¸a˜o cujo procedimento e´ dado por: dado um vetor x ∈ Rn, uma direc¸a˜o d e´ encontrada, e enta˜o a
func¸a˜o objetivo e´ minimizada em x na direc¸a˜o d: min f(a˜; x + λd), λ ∈ S, S um subconjunto do Rn. O
me´todo abordado e´ o me´todo de Rosenbrock, como em [3].
Me´todo de Rosenbrock
O me´todo de Rosenbrock toma passos discretos ao longo de uma direc¸a˜o d. Em cada iterac¸a˜o, o
me´todo busca iterativamente n direc¸o˜es ortogonais; quando um novo ponto e´ obtido, um novo vetor de
direc¸o˜es ortogonais e´ constru´ıdo.
Sejam d1,d2, . . . ,dn vetores linearmente independentes, onde cada vetor tem norma igual a 1.
Suponha que estes vetores sa˜o ortogonais entre si, ou seja dTi dj = 0, para i 6= j. Dado um vetor xk, a
func¸a˜o objetivo com paraˆmetros fuzzy e´ minimizada ao longo de cada direc¸a˜o iterativamente, resultando
em um novo vetor xk+1. Assim, xk+1−xk =
∑n
j=1 λjdj , onde λj e´ o tamanho do passo na direc¸a˜o dj . O
novo conjunto de vetores d1,d2, . . . ,dn e´ obtido usando o processo de ortogonalizac¸a˜o de Gram-Schmidt,
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Algoritmo 4.2.8 Algoritmo de Busca (Interpolac¸a˜o Cu´bica) – Fase II
Dados Sejam [λi−1, λi] = [λmin, λmax], c1 = 0.0001, c2 = 0.9 e α ∈ [0, 1).
1: Calcule θ(a˜; 0) e θ′(a˜; 0).
2: loop
3: Calcule lmin = θ(a˜;λmin) e llmin = θ
′(a˜;λmin), lmax = θ(a˜;λmax) e llmax = θ′(a˜;λmax).
4: Ca´lculo da Interpolac¸a˜o Cu´bica:
ic1 = llmin + llmax − 3 llmin − lmax
λmin − λmax
i˜c2 = ic
2
1 − llminllmax
ic2 =
√
F
(
i˜c2
)
λ˜ = λmax − (λmax − λmin)
[
llmax + ic2 − ic1
llmax − llmin + 2 ic2
]
5: Resolva λ¯ = min θ(a˜;λ) sujeito a λ ∈ λ˜α usando os Algoritmos 4.2.1, 4.2.2 ou 4.2.3.
6: Calcule θ(a˜; λ¯).
7: Se [F
(
θ(a˜; λ¯)
)
> c1λ¯F (θ
′(a˜; 0))] ou [F
(
θ(a˜; λ¯)
) ≥ F (θ(a˜;λmin))] enta˜o
8: λmax = λ¯.
9: Caso contra´rio
10: Calcule θ′(a˜; λ¯).
11: Se |F (θ′(a˜; λ¯)) | ≤ −c2 F (θ′(a˜; 0)) enta˜o
12: λ¯ e´ soluc¸a˜o. PARE.
13: Fim do condicional
14: Se F
(
θ′(a˜; λ¯)
)
(λmax − λmin) ≥ 0 enta˜o
15: λmax = λmin.
16: Fim do condicional
17: λmin = λ¯. Volte ao passo (3).
18: Fim do condicional
19: Fim do loop
como segue:
aj =

dj se λj = 0
n∑
i=j
λidi se λj 6= 0
bj =

aj se j = 1
aj −
j−1∑
i=1
(aTj di)di se j ≥ 2
dj =
bj
||bj ||
(4.16)
De (4.16), se λj = 0, a nova direc¸a˜o dj sera´ igual a direc¸a˜o dj anterior. Assim, so´ calculamos a nova
direc¸a˜o quando λj 6= 0.
Note que o paraˆmetro fuzzy a˜ ∈ F(Rm) so´ e´ utilizado no passo 2 do Algoritmo 4.3.1, retornando λ
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Algoritmo 4.3.1 Algoritmo de Rosenbrock
Dados Seja  > 0. Escolha d1,d2, . . . ,dn ortogonais, x1, fac¸a y1 = x1, k = j = 1, e va´ ao passo (1).
1: Para j = 1 ate´ j = n, fac¸a
2: λj = m˜inf(a˜; yj + λdj) ≡ θ(a˜;λ), sujeito a λ ∈ R.
3: yj+1 = yj + λjdj , e j = j + 1.
4: Fim do lac¸o
5: xk+1 = yn.
6: Se ||xk+1 − xk|| <  enta˜o
7: PARE, xk+1 e´ soluc¸a˜o o´tima.
8: Caso contra´rio
9: y1 = xk+1, k = k + 1 e j = 1.
10: Forme um novo conjunto de direc¸o˜es ortogonais usando (4.16). Denote estas direc¸o˜es por
d1,d2, . . . ,dn e volte ao passo (1).
11: Fim do condicional
crisp (λ e´ obtido executando um me´todo de busca unidimensional sem derivadas, por exemplo, o me´todo
da Secc¸a˜o A´urea – Algoritmo 4.2.2).
4.3.2 Me´todos de Busca com Uso de Derivadas
Nesta sec¸a˜o sa˜o abordados me´todos que usam a derivada da func¸a˜o a ser minimizada para obter a
direc¸a˜o de busca, tais como o me´todo de ma´xima descida, o me´todo de Newton e o Me´todo do Gradiente
Conjugado.
Nestes algoritmos, o processo de atualizac¸a˜o e´ dado por:
xk+1 = xk + λdk,
onde λ minimiza f(a˜; xk+λdk), e dk e´ uma direc¸a˜o de busca que pode ser obtida de diferentes maneiras;
nos me´todos que seguem, esta direc¸a˜o de busca dk sera´ um vetor com elementos fuzzy.
A complicac¸a˜o extra associada a uma direc¸a˜o fuzzy e´ que se a mantivermos fuzzy, xk+1 sera´ um
vetor com elementos fuzzy e, consequ¨entemente, teremos uma propagac¸a˜o da caracter´ıstica fuzzy. A fim
de evitar esta propagac¸a˜o da caracter´ıstica fuzzy, propomos uma discretizac¸a˜o de d˜k antes do ca´lculo
de xk+1, e tomamos o vetor dk discretizado que mais se aproxime do valor o´timo da func¸a˜o objetivo.
Assim, discretizamos cada elemento da direc¸a˜o fuzzy d˜αk , α ∈ [0, 1], em I fatores, como ilustra a
Figura 4.3. Denotaremos por d1 e d2 os extremos do nu´mero fuzzy d˜
α
k , para α = 0, expresso por
intervalos de confianc¸a, ou seja, d˜αk = [d
α
1 , d
α
2 ], onde α ∈ [0, 1]. Assim, tomando α ∈ [0, 1), podemos
discretizar d˜k como no Algoritmo 4.3.2.
Me´todo de Ma´xima Descida
O me´todo de ma´xima descida (Steepest Descent) e´ um dos me´todos mais conhecidos para mini-
mizac¸a˜o de func¸o˜es multivaria´veis, tambe´m conhecido como o me´todo do gradiente [3].
Este me´todo usa o vetor d como uma direc¸a˜o de descida da func¸a˜o f(·) a ser otimizada. Aqui, esta
func¸a˜o apresenta paraˆmetros fuzzy f(a˜; x) : F(Rm)× Rn → F(R), a˜ ∈ F(Rm) e x ∈ Rn. Consideramos
que d e´ uma direc¸a˜o de descida, se existe um δ > 0 tal que f(a˜; x + λd) . f(a˜; x) para todo λ ∈ (0, δ).
Devemos destacar que dk e´ um vetor de componentes fuzzy, pois dk = −∇f(a˜; x), ou seja, dk aponta
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d1 dk d2 x
1
1 32 ...
µd˜k(x)
I
Figura 4.3: Discretizac¸a˜o do nu´mero fuzzy d˜k.
Algoritmo 4.3.2 Discretizac¸a˜o da direc¸a˜o de busca
Dados I ∈ N maior que zero e α ∈ [0, 1) fixo, calcule δ = d
α
2 − dα1
I
.
1: Para i = 0 ate´ i = I, fac¸a
2: Para cada elemento de d˜k, calcule d
α
i = d
α
1 + (δ · i)
3: Minimize f(a˜; xk + λdi), sujeito a λ ∈ R.
4: Fim do lac¸o
5: xk+1 = {xi = xk + λdi : m˜ini∈I [f(a˜; xi)]}
na direc¸a˜o de maior decre´scimo da func¸a˜o objetivo. Enta˜o, aplicamos o Algoritmo 4.3.2 para obter a
direc¸a˜o crisp que mais se aproxime do valor o´timo da func¸a˜o objetivo.
Algoritmo 4.3.3 Algoritmo para o Me´todo de Ma´xima Descida
Dados Sejam 1 > 0 e 2 > 0, x1 a soluc¸a˜o inicial, ∆ > 2 e k = 1.
1: Enquanto (F1(||∇f(a˜; xk)||) > 1) e (∆ > 2) fac¸a
2: Fac¸a dk = −∇f(a˜; xk), e execute o Algoritmo (4.3.2) para obter xk+1.
3: Fac¸a ∆ =
||xk+1 − xk||
||xk|| , e k = k + 1.
4: Fim do enquanto
O Me´todo de Newton
De maneira ana´loga a` otimizac¸a˜o de func¸o˜es unidimensionais, o me´todo de Newton pode ser aplicado
a func¸o˜es multidimensionais, com a diferenc¸a de que a func¸a˜o com derivada de segunda ordem gera uma
matriz de derivadas parciais de segunda ordem, a qual denominamos de matriz Hessiana.
Assim, o me´todo de Newton usa a aproximac¸a˜o da se´rie de Taylor de segunda-ordem no ponto xk:
q(a˜; x) u f(a˜; xk) +∇f(a˜; xk)T (x− xk) + 1
2
(x− xk)T∇2f(a˜; xk)(x− xk),
onde ∇2f(a˜; xk) e´ a matriz Hessiana com paraˆmetros fuzzy de f(a˜; xk). A condic¸a˜o necessa´ria para a
minimizac¸a˜o de q e´ que q′(a˜; x) ' 0˜ ou ∇f(a˜; xk) +∇2f(a˜; xk)(x− xk) ' 0˜. Assumindo que a inversa
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de ∇2f(a˜; xk) exista, enta˜o xk+1 e´ dado por:
xk+1 = xk −∇2f(a˜; xk)−1∇f(a˜; xk),
onde ∇2f(a˜; xk)−1∇f(a˜; xk) substitui a direc¸a˜o de ma´xima descida e o ca´lculo de λk. Como esta direc¸a˜o
e´ fuzzy, utilizamos a ide´ia do Algoritmo 4.3.2.
Seja d˜k = ∇2f(a˜; xk)−1∇f(a˜; xk), e supondo que a inversa da matriz Hessiana exista, temos:
∇2f(a˜; xk)d˜k = ∇f(a˜; xk). (4.17)
Resolvendo o sistema fornecido por (4.17), obtemos d˜k, onde o discretizamos usando os passos 1 e 2 do
Algoritmo 4.3.2, e escolhemos xk+1 tal que xk+1 = {xi = xk−di tal que m˜ini∈I [f(a˜; xi)]}. O Algoritmo
4.3.4 esboc¸a tais procedimentos.
Algoritmo 4.3.4 Algoritmo para o Me´todo de Newton
Dados Sejam  > 0, x1 a soluc¸a˜o inicial, ∆ > δ e k = 1.
1: Enquanto (∆ > ) fac¸a
2: Resolva o sistema (4.17) e obtenha dk, execute o Algoritmo 4.3.2 ate´ o passo (2).
3: xk+1 = {xi = xk − di : m˜ini∈I [f(a˜; xi)]}.
4: Fac¸a ∆ =
||xk+1 − xk||
||xk|| , e k = k + 1.
5: Fim do enquanto
Para a resoluc¸a˜o do sistema (4.17) usamos o me´todo de Eliminac¸a˜o de Gauss baseado em [14], utili-
zando a aritme´tica fuzzy, como apresentada no Cap´ıtulo 2.
4.3.3 Me´todo do Gradiente Conjugado
Na abordagem tratada, o me´todo do gradiente conjugado minimiza uma func¸a˜o fuzzy diferencia´vel
f(a˜; x) : F(Rm)× Rn → F(R) gerando iterac¸o˜es yl como:
yl+1 = yl + λldl,
onde dl e´ a direc¸a˜o de busca e λl e´ o tamanho do passo que minimiza f(a˜; x) na direc¸a˜o dl a partir do
ponto yl, ou seja, λl = min f(a˜; yl + λdl) ≡ min θ(a˜;λ).
Para l = 1, a direc¸a˜o inicial sera´ d1 = −∇f(a˜; y1), e para as demais iterac¸o˜es, dado yl+1 com
∇f(a˜; yl+1) 6= 0, para cada a˜ ∈ F(Rm) e l ≥ 1, temos:
dl+1 = −∇f(a˜; yl+1) + µldl,
onde µl e´ um paraˆmetro de deflac¸a˜o que caracteriza um me´todo particular do gradiente conjugado. No
algoritmo implementado, usamos o paraˆmetro dado por Fletcher e Reeves, como apresentado em [3]:
µl =
||∇f(a˜; yl+1)||2
||∇f(a˜; yl)||2 .
Novamente, note que dl e´ uma direc¸a˜o fuzzy (cada componente e´ um nu´mero fuzzy) e, portanto,
usamos o Algoritmo 4.3.2.
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Algoritmo 4.3.5 Algoritmo do Gradiente Conjugado
Dados Sejam 1 > 0, 2 > 0, x1 a soluc¸a˜o inicial, ∆2 > δ, y1 = x1 e k = l = 1.
1: ∆1 = F1(||∇f(a˜; xk)||).
2: Enquanto (∆1 > 1) e (∆2 > 2) fac¸a
3: d1 = −∇f(a˜; y1), e execute o Algoritmo 4.3.2.
4: Verifique o crite´rio de parada: ∆1 e ∆2 =
||yl+1 − yl||
||yl|| .
5: Para l = 1 ate´ l = n fac¸a
6: µl =
||∇f(a˜; yl+1)||2
||∇f(a˜; yl)||2 ,
7: dl+1 = −∇f(a˜; yl) + ηl dl.
8: Execute o Algoritmo 4.3.2.
9: Verifique o crite´rio de parada: ∆1 e ∆2 =
||yl+1 − yl||
||yl|| . Fac¸a l = l + 1.
10: Fim do lac¸o
11: xk+1 = yl, k = k + 1, l = 1 e va´ ao passo (3).
12: Fim do enquanto
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Cap´ıtulo 5
Programac¸a˜o Na˜o-Linear Restrita com
Paraˆmetros Fuzzy
Introduc¸a˜o
Para problemas com restric¸o˜es, os paraˆmetros (ou coeficientes) fuzzy podem ocorrer na func¸a˜o
objetivo, no conjunto de restric¸o˜es, ou em ambos os casos. Tratamos do caso onde tais paraˆmetros
fuzzy ocorrem apenas na func¸a˜o objetivo do problema. Assim, um problema de Programac¸a˜o Na˜o-Linear
Restrita com Paraˆmetros Fuzzy e´ estabelecido como:
min f(a˜; x)
S. a gi(x) ≤ 0 i = 1, 2, . . . , p
hj(x) = 0 j = 1, 2, . . . , q
x ∈ Rn
(5.1)
onde a˜ ∈ F(Rm). As restric¸o˜es dadas por gi(x), para i = 1, 2, . . . p, e hj(x), para j = 1, 2, . . . , q, podem
ser lineares ou na˜o-lineares. O conjunto S e´ dado por:
S = {x ∈ Rn tal que g(x) ≤ 0, h(x) = 0} ,
onde g = [g1, g2, . . . , gp] e h = [h1, h2, . . . hq].
Como no cap´ıtulo anterior, apresentamos inicialmente a extensa˜o das condic¸o˜es de otimalidade para
o problema (5.1), e na sec¸a˜o 5.2, os seguinte me´todos:
1. Func¸a˜o Penalidade:
(a) Me´todo de Func¸a˜o Penalidade;
(b) Me´todo do Lagrangeano Aumentado.
2. Me´todo de Direc¸o˜es Via´veis:
(a) Me´todo do Gradiente Projetado de Rosen (para restric¸o˜es lineares).
5.1 Condic¸o˜es de Otimalidade
Considere algumas definic¸o˜es.
Definic¸a˜o 5.1.1. [60]
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1. Uma restric¸a˜o de desigualdade gi(x) ≤ 0, para i = 1, 2, . . . , p, se diz ativa em um ponto x se
gi(x) = 0; onde o conjunto de ı´ndices para as restric¸o˜es ativas e´ dado por I = {i : gi(x) = 0};
2. Um ponto x satisfazendo gi(x) ≤ 0, para i = 1, 2, . . . , p, e hj(x) = 0, para j = 1, 2, . . . q, se diz
regular se os vetores gradientes ∇gi(x), para i ∈ I, e ∇hj(x), para j = 1, 2, . . . , q, sa˜o linearmente
independentes;
3. A func¸a˜o Lagrangeana associada ao problema (5.1) e´ dada por:
L(a˜; x,u,v) = f(a˜; x) +
p∑
i=1
uigi(x) +
q∑
j=1
vjhj(x),
onde u = [u1, u2, . . . , up]
T e v = [v1, v2, . . . , vq]
T sa˜o os multiplicadores de Lagrange para as res-
tric¸o˜es de desigualdade e igualdade, respectivamente;
4. Uma restric¸a˜o ativa se diz na˜o-degenerada se os correspondentes multiplicadores de Lagrange sa˜o
estritamente positivos; o conjunto de ı´ndices e´ definido por I+ = {i ∈ I : ui > 0}.
Definic¸a˜o 5.1.2. [24] Considere as seguintes definic¸o˜es de curva sobre superf´ıcie para uma famı´lia de
pontos x ∈ S continuamente parametrizada por l ≤ t ≤ u:
1. Uma curva e´ diferencia´vel se x˙(t) = dx/dt existe, e duas vezes diferencia´vel se x¨ existe;
2. Uma curva passa por x se x = t para algum l ≤ t ≤ u;
3. A derivada de uma curva em x e´ x˙(t).
As condic¸o˜es de otimalidade de KKT (Karush (1939) e Kuhn e Tucker (1951)), vide [3] e [49], podem
ser extendidas para o problema (5.1) apresentado. Entre os resultados obtidos por KKT, apresentamos
as condic¸o˜es necessa´rias de primeira e segunda ordens e a condic¸a˜o suficiente de segunda ordem.
Teorema 5.1.1. Condic¸a˜o Necessa´ria de Primeira Ordem: Seja x um ponto regular para o conjunto de
restric¸o˜es do problema (5.1) e suponha que as func¸o˜es f(a˜; x), gi(x), para i = 1, 2, . . . , p e hj(x), para
j = 1, 2, . . . , q, sejam diferencia´veis. Se x e´ um ponto de mı´nimo local para o problema (5.1), enta˜o
existem multiplicadores de Lagrange u ≥ 0 e v, tais que:
∇L(a˜; x,u,v) = ∇f(a˜; x) +
∑
i∈I
ui∇gi(x) +
q∑
j=1
vj∇hj(x) ' 0˜, (5.2a)
ui gi(x) = 0, i = 1, 2, . . . , p. (5.2b)
Demonstrac¸a˜o 22. Se x e´ um ponto de mı´nimo local de f(a˜; x), enta˜o x e´ tambe´m um ponto de
mı´nimo local de f sobre o conjunto de restric¸o˜es:
gi(x) = 0, i ∈ I
hj(x) = 0, j = 1, 2, . . . , q
e a existeˆncia de multiplicadores de Lagrange satisfazendo (5.2) e´ garantida. Resta mostrar que u ≥ 0.
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Suponha que uk < 0 para algum k ∈ I. Sejam S e M uma superf´ıcie e um plano tangente, respecti-
vamente, definido por todas as restric¸o˜es ativas em x exceto a k-e´sima restric¸a˜o. Como x e´ um ponto
regular, existe um vetor d ∈ M tal que ∇gk(x)d < 0. Seja x(t) uma curva em S passando por x (em
t = 0) com x˙(0) = d. Enta˜o, para t ≥ 0 pequeno, x(t) e´ via´vel, e
∂f
∂t
(x(t))|t=0 = ∇f(a˜; x)d . 0˜,
pela equac¸a˜o (5.2a), contradiz a otimalidade de x.
Teorema 5.1.2. Condic¸a˜o Necessa´ria de Segunda Ordem: Suponha que a func¸a˜o f(a˜; x) : F(Rm)×Rn →
F(R) e as func¸o˜es gi(x) : Rn → R, para i = 1, 2, . . . , p e hj(x) : Rn → R, para j = 1, 2, . . . , q, sejam duas
vezes diferencia´veis, e seja x um ponto regular de gi(x), para i = 1, 2, . . . , p, e hj(x), para j = 1, 2, . . . , q.
Se x e´ um ponto de mı´nimo local para o problema (5.1), enta˜o existem multiplicadores de Lagrange u ≥ 0
e v, tais que as condic¸o˜es (5.2) se verificam e a matriz Hessiana com paraˆmetros fuzzy:
∇2L(a˜; x,u,v) = ∇2f(a˜; x) +
p∑
i=1
ui∇2gi(x) +
q∑
j=1
vj∇2hj(x) (5.3)
e´ semi-definida positiva fuzzy no subespac¸o tangente a`s restric¸o˜es ativas em x. Logo, dt∇2L(a˜; x,u,v)d &
0˜, ∀d ∈M ′ = {d 6= 0 : ∇gi(x)Td ≤ 0, ∀i ∈ I, ∇hj(x)Td = 0, j = 1, 2, . . . , q}.
Demonstrac¸a˜o 23. Do Teorema 5.1.1, temos que x e´ um ponto de mı´nimo local para o problema (5.1).
Se M ′ = ∅, o resultado e´ trivial. Caso contra´rio, seja d ∈M ′, e denote I(d) = {i ∈ I : ∇gi(x)Td = 0}.
Para λ ≥ 0, definimos ϑ(λ) : R→ Rn, pela seguinte equac¸a˜o diferencial e condic¸a˜o de fronteira:
dϑ(λ)
dλ
= P(λ)d, ϑ(0) = x,
onde P(λ) e´ a matriz que projeta qualquer vetor no espac¸o nulo da matriz com linhas ∇gi(ϑ(λ)), i ∈ I,
e ∇hj(ϑ(λ)), para j = 1, 2, . . . , q. De [3], temos que ϑ(λ) e´ via´vel para 0 ≤ λ ≤ δ, para algum δ > 0.
Considere a sequ¨eˆncia {λ} → 0+ e denote x = ϑ(λk) para todo k. Denotando L(a˜; x,u,v) ≡
L(a˜; x), considere a seguinte aproximac¸a˜o da expansa˜o da se´rie de Taylor para a func¸a˜o Lagrangeana
com paraˆmetros fuzzy:
L(a˜; xk) = L(a˜; x) +∇L(a˜; x)T (xk − x) + 1
2
(xk − x)T∇2L(a˜; x)(xk − x). (5.4)
Como gi(xk) = 0, ∀i ∈ I, e hj(xk) = 0, para j = 1, 2, . . . , q, temos que L(a˜; xk) = f(a˜; xk), e
consequ¨entemente, L(a˜; x) = f(a˜; x). De maneira ana´loga, se x satisfaz a equac¸a˜o (5.2a), temos que,
∇L(a˜; x) ' 0˜. E ainda, como xk = ϑ(λ) e´ via´vel, xk → x quando λk → 0+ ou quando k → ∞,
e como x e´ um ponto de mı´nimo local, temos que f(a˜; xk) & f(a˜; x) para k suficientemente grande.
Consequ¨entemente, da equac¸a˜o (5.4), temos:
f(a˜; x)− f(a˜; xk)
λ2k
=
1
2
(xk − x)T
λk
∇2L(a˜; xk)(xk − x)
λk
, (5.5a)
para k suficientemente grande. Mas note que,
lim
k→∞
(xk − x)
λk
= lim
k→∞
ϑ(λk)− ϑ(0)
λk
= ϑ′(0) = P(0)d = d, (5.5b)
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como d ∈M ′ implica que d ja´ esta´ no espac¸o nulo da matriz com linhas ∇gi(x) e ∇hj(x), para i ∈ I(d)
e j = 1, 2, . . . , q. Tomando o limite em (5.5a) quando k → ∞ e usando a equac¸a˜o (5.5b), temos que
dT∇2L(a˜; x)d & 0˜.
Teorema 5.1.3. Condic¸a˜o Suficiente de Segunda Ordem: Seja x um ponto regular para o problema (5.1).
Suponha que existam multiplicadores de Lagrange u ≥ 0 e v tais que as condic¸o˜es em (5.2) se verificam,
e a matriz Hessiana com paraˆmetros fuzzy (5.3) seja semi-definida positiva fuzzy. Enta˜o x e´ um ponto
de mı´nimo local.
Demonstrac¸a˜o 24. Suponha que x na˜o e´ um ponto de mı´nimo local. Enta˜o, existe uma sequ¨eˆncia
{xk} convergindo para x tal que xk 6= x e f(a˜; xk) . f(a˜; x) ∀k. Definindo dk = (xk − x)/||xk − x|| e
λk = ||xk − x|| ∀k, temos xk = x + λkdk, onde ||dk|| = 1 ∀k, e temos que {λk} → 0+ quando k →∞.
Como ||dk|| = 1 ∀k, uma sequ¨eˆncia convergente existe. Suponha, sem perda de generalidade, que a
sequ¨eˆncia dada represente a subsequ¨eˆncia convergente. Enta˜o, {dk} → d, onde ||dk|| = 1. Ale´m disso,
temos que:
0˜ & f(a˜; x + λkdk)− f(a˜; x) = λk∇f(a˜; x)Tdk + 1
2
λ2kd
2
k∇2f(a˜; x)dk (5.6a)
0 ≥ gi(x + λkdk)− gi(x) = λk∇gi(x)Tdk + 1
2
λ2kd
2
k∇2gi(x)dk, i ∈ I (5.6b)
0 ≥ hj(x + λkdk)− hj(x) = λk∇hj(x)Tdk + 1
2
λ2kd
2
k∇2hj(x)dk, j = 1, . . . , q (5.6c)
Dividindo cada expressa˜o em (5.6) por λk > 0 e tomando k →∞, obtemos:
∇f(a˜; x)Td . 0˜
∇gi(x)Td ≤ 0, i ∈ I
∇hj(x)Td ≤ 0, j = 1, 2, . . . , q.
(5.7)
Como x e´ um ponto regular, obtemos (5.2a). Tomando o seu produto interno com d e usando (5.7),
conclu´ımos que
∇f(a˜; x)Td ' 0˜
∇gi(x)Td = 0, i ∈ I+
∇gi(x)Td ≤ 0, i ∈ I0
∇hj(x)Td = 0, j = 1, 2, . . . , q
(5.8)
onde I+ = {i ∈ I : ui > 0} e I0 = {i ∈ I : ui = 0}. Enta˜o, em particular, d ∈ M . E ainda,
multiplicando (5.6b) por ui, para i ∈ I, e (5.6c) por vj, para j = 1, 2, . . . , q, somando-os e usando
(5.2a), temos:
λ2k
2
dTk∇2L˜(a˜; x; u,v)dk . 0˜. (5.9)
Dividindo a desigualdade (5.9) por λ2k > 0 e tomando k → ∞, obtemos dT∇2L˜(a˜; x; u,v)d . 0˜,
onde ||d|| = 1 e d ∈ M , o que e´ uma contradic¸a˜o. Portanto, x e´ um ponto de mı´nimo local para o
problema (5.1).
As demonstrac¸o˜es dos Teoremas 5.1.1, 5.1.2 e 5.1.3 sa˜o adaptac¸o˜es daquelas apresentadas por M. S.
Bazaraa et al [3] e por D. G. Luenberger [49], para problemas crisp.
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5.2 Me´todos de Programac¸a˜o Na˜o-Linear Restrita com Paraˆmetros Fuzzy
Entre os diversos me´todos de Programac¸a˜o Na˜o-Linear Restrita, abordamos os me´todos de Func¸a˜o
Penalidade, Lagrangeano Aumentado e o me´todo de direc¸o˜es via´veis de Rosen. Estes me´todos sa˜o
adaptados para resolver problemas que apresentam incerteza nos coeficientes da func¸a˜o objetivo, e
tomamos como base os me´todos/algoritmos apresentados em [3], [24], [49] e [52].
5.2.1 Me´todo de Func¸a˜o Penalidade e Lagrangeano Aumentado
A caracter´ıstica mais importante dos me´todos de Func¸a˜o Penalidade e Lagrangeano Aumentado e´ a
transformac¸a˜o do problema restrito (5.1) em um problema irrestrito, ou em uma sequ¨eˆncia de problemas
irrestritos.
Me´todo de Func¸a˜o Penalidade
Considere o problema (5.1). O me´todo de Func¸a˜o Penalidade transforma este problema em um
problema irrestrito, cuja func¸a˜o objetivo e´ obtida combinando-se treˆs ingredientes:
1. A func¸a˜o objetivo do problema restrito original;
2. um termo de penalizac¸a˜o de violac¸a˜o para cada restric¸a˜o;
3. um paraˆmetro de penalidade ρ > 0, para controlar o n´ıvel de penalizac¸a˜o.
Quando ρ → ∞, o problema restrito torna-se mais preciso, ou seja, caminha para a soluc¸a˜o via´vel do
problema original.
A func¸a˜o penalidade e´ dada por:
P (x) =
p∑
i=1
φ [gi(x)] +
q∑
j=1
ψ [hj(x)] , (5.10)
onde φ(·) e ψ(·) sa˜o func¸o˜es cont´ınuas satisfazendo:
φ(y) = 0 se y ≤ 0 e φ(y) > 0 se y > 0
ψ(y) = 0 se y = 0 e ψ(y) > 0 se y 6= 0. (5.11)
As func¸o˜es φ(·) e ψ(·) em geral sa˜o da forma:
φ(y) = [max {0, y}]r
ψ(y) = |y|r
onde r e´ um valor inteiro e positivo. Assim, a func¸a˜o penalidade P , dada por (5.10), e´ reformulada
como:
P (x) =
p∑
i=1
[max {0, gi(x)}]r +
q∑
j=1
|hj(x)|r .
Tomando r = 2 obtemos P (x) como uma func¸a˜o diferencia´vel. Assim, a func¸a˜o f(a˜; x) + ρP (x) e´
chamada de func¸a˜o auxiliar.
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O Algoritmo 5.2.1 resolve o problema (5.1) usando a func¸a˜o penalidade, ou seja, resolve o problema:
min f(a˜; x) + ρ
 p∑
i=1
[max {0, gi(x)}]2 +
q∑
j=1
|hj(x)|2

S. a x ∈ Rn.
(5.12)
Algoritmo 5.2.1 Algoritmo de Func¸a˜o Penalidade
Dados Sejam  > 0, x1 uma soluc¸a˜o inicial, ρ1 > 0, β > 1 e k = 1.
1: loop
2: Resolva o problema (5.12) usando os Algoritmos 4.3.4 ou 4.3.5 para obter xk+1.
3: Se ρkP (xk+1) <  enta˜o
4: PARE, xk+1 e´ soluc¸a˜o o´tima do problema.
5: Caso contra´rio
6: Fac¸a ρk+1 = ρk · β, k = k + 1.
7: Fim do condicional
8: Fim do loop
Me´todo do Lagrangeano Aumentado
Como foi visto na sec¸a˜o anterior, no me´todo de penalidade o problema (5.1) e´ modificado pela adic¸a˜o
de uma func¸a˜o penalidade (auxiliar) quadra´tica, resultando em um novo problema (5.12). Neste caso,
e´ preciso que ρ→∞ para obter uma soluc¸a˜o o´tima para o problema (5.1). Apresentamos o me´todo do
Lagrangeano Aumentado (ALAG), que esta´ relacionado ao me´todo de Func¸a˜o Penalidade, introduzindo
os multiplicadores de Lagrange.
Considere, inicialmente, o seguinte problema:
min f(a˜; x)
S. a hj(x) = 0 j = 1, 2, . . . , q.
(5.13)
Se usarmos a func¸a˜o penalidade para minimiza´-lo, teremos: f(a˜; x) + ρ
∑q
j=1 h
2
j (x), e quando ρ → ∞
obtemos uma soluc¸a˜o o´tima para (5.13).
Considere agora uma perturbac¸a˜o no termo penalidade original de t = (tj , j = 1, 2, . . . , q) e considere
a func¸a˜o Penalidade (ou auxiliar) f(a˜; x) + ρ
∑q
j=1 [hj(x)− tj ]2. Enta˜o e´ poss´ıvel obter uma soluc¸a˜o
o´tima para o problema (5.13) sem precisar que ρ→∞. Expandindo esta u´ltima func¸a˜o, temos:
f(a˜; x)− 2ρ
q∑
j=1
tjhj(x) + ρ
q∑
j=1
h2j (x) + ρ
q∑
j=1
t2j .
Denotando vj = −2ρtj , para j = 1, 2, . . . , q e eliminando o u´ltimo termo constante desta func¸a˜o,
podemos reescreveˆ-la como:
Falag(a˜; x,v) = f(a˜; x) +
q∑
j=1
vjhj(x) + ρ
q∑
j=1
h2j (x). (5.14)
Considere agora o problema (5.1). A extensa˜o da func¸a˜o (5.14) para problemas com restric¸o˜es
de desigualdade (g(x) ≤ 0), e´ obtida transformando-se a restric¸a˜o de desigualdade em restric¸a˜o de
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igualdade pela inclusa˜o de varia´veis de folga s2 = [s21, s
2
2, . . . , s
2
p], tal que g(x) + s
2 = 0. Enta˜o Falag
pode ser dada por:
Falag(a˜; x,u,v) = f(a˜; x) +
p∑
i=1
ui
[
gi(x) + s
2
i
]
+
q∑
j=1
vjhj(x)
+ ρ
 p∑
i=1
(
gi(x) + s
2
i
)2
+
q∑
j=1
h2j (x)
 .
Note que esta representac¸a˜o pode ser simplificada tomando ρ > 0. Seja t = (u,v) como sua repre-
sentac¸a˜o em (x, s) para o conjunto de multiplicadores de Lagrange (u,v). Enta˜o:
f(a˜; x) + ρ
p∑
i=1
[
gi(x) + s
2
i +
ui
2ρ
]
−
p∑
i=1
u2i
4ρ
+
q∑
j=1
vjhj(x) + ρ
q∑
j=1
h2j (x). (5.15)
Portanto, no ca´lculo de t = (u,v), minimizamos (5.15) sobre (x, s), primeiramente, minimizando[
gi(x) + s
2
i + (ui/2ρ)
]2
sobre si em termos de x para cada i = 1, 2, . . . , p, e depois a expressa˜o resultante
sobre x ∈ Rn. Para efetuar tal operac¸a˜o, tomamos s2 = − [g(x) + (u/2ρ)] se este for na˜o-negativo e
zero caso contra´rio. Assim, obtemos:
t(u,v) = min
x
{
f(a˜; x) + ρ
p∑
i=1
max
[
gi(x) +
ui
2ρ
, 0
]2
−
p∑
i=1
u2i
4ρ
+
q∑
j=1
vjhj(x) + ρ
q∑
j=1
h2j (x)

= min
x
{Falag(a˜; x,u,v)} .
(5.16)
A atualizac¸a˜o dos multiplicadores de Lagrange (u,v) esta´ mostrada no Algoritmo 5.2.2.
5.2.2 Me´todos de Direc¸o˜es Via´veis
Discutimos a modificac¸a˜o no me´todo do Gradiente Projetado de Rosen para restric¸o˜es lineares, apli-
cado aos problemas com paraˆmetros fuzzy nos coeficientes da func¸a˜o objetivo.
Os me´todos de direc¸o˜es via´veis geram uma sequ¨encia de pontos exclusivamente dentro da regia˜o via´vel.
Portanto, dados xk (um ponto via´vel) e uma direc¸a˜o de busca dk determina-se λ > 0, suficientemente
pequeno, atrave´s de uma busca unidimensional, de maneira que:
1. xk+1 = xk + λdk seja via´vel;
2. f(a˜; xk+1) . f(a˜; xk).
Repete-se o procedimento ate´ satisfazer a um crite´rio de parada estabelecido.
Me´todo do Gradiente Projetado de Rosen
Considere o seguinte problema:
min f(a˜; x)
S. a Ax ≤ b
Ex = e
(5.17)
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Algoritmo 5.2.2 Algoritmo para Lagrangeano Aumentado
Dados Sejam u1 e v1 os multiplicadores de Lagrange iniciais, ρ1 o paraˆmetro penalidade inicial, x1
um vetor nulo,  > 0 e k = 1.
1: Calcule viol(xk) = max{|gi(xk)| : i = 1, 2, . . . , p, |hj(xk)| : j = 1, 2, . . . , q}.
2: Enquanto viol(xk) >  fac¸a
3: Resolva o problema irrestrito minFalag(a˜; xk,uk,vk) sujeito a xk ∈ Rn usando a func¸a˜o penalidade
(5.16), atrave´s dos Algoritmos 4.3.4 ou 4.3.5 para obter xk+1.
4: Calcule viol(xk+1) = max{|gi(xk+1)| : i = 1, 2, . . . , p, |hj(xk+1)| : j = 1, 2, . . . , q}.
5: Se viol(xk+1) <  enta˜o
6: PARE, xk+1 e´ soluc¸a˜o o´tima.
7: Fim do condicional
8: Se viol(xk) ≤ 14viol(xk+1) enta˜o
9: Calcule:
(uk+1)i = (uk)i + max{gi(2ρkxk+1),−(uk)i} for i = 1, 2, . . . , p,
(vk+1)j = (vk)j + 2ρkhj(xk+1) for j = 1, 2, . . . , q.
10: Fac¸a k = k + 1 e volte ao passo (3).
11: Caso contra´rio
12: Fac¸a ρk+1 = 10ρk, uk+1 = uk, vk+1 = vk e k = k + 1. Retorne ao passo (3).
13: Fim do condicional
14: Fim do enquanto
onde a˜ ∈ F(Rm), A ∈ Rp×n e E ∈ Rq×n sa˜o matrizes; b ∈ Rp e e ∈ Rq os vetores associados.
O me´todo do Gradiente Projetado de Rosen e´ baseado no me´todo de Ma´xima Descida para problemas
irrestritos. Se usarmos somente a direc¸a˜o de busca −∇f(a˜; xk) discretizada no problema (5.17), a
viabilidade requerida pode ser perdida; logo, para manteˆ-la ao longo do processo de busca projeta-se
−∇f(a˜; xk) no espac¸o nulo dos gradientes das restric¸o˜es ativas.
Definic¸a˜o 5.2.1. [3] Uma matriz P ∈ Rn×n e´ chamada de matriz de projec¸a˜o se P = PT e PP = P.
Lema 5.2.1. Considere a matriz P ∈ Rn×n e as seguintes afirmac¸o˜es:
1. Se P e´ uma matriz de projec¸a˜o, enta˜o P e´ semi-definida positiva;
2. P e´ uma matriz de projec¸a˜o se, e somente se, I−P e´ uma matriz de projec¸a˜o.
Demonstrac¸a˜o 25. Vide [3].
A matriz de projec¸a˜o e´ dada por:
P = I−MT (MMT )−1M, (5.18)
onde M = (AT1 ,E
T ) e A1 agrega as restric¸o˜es ativas de A, isto e´, A pode ser decomposta em A
T =
(AT1 ,A
T
2 ), tal que A
T
1 = b1 e A
T
2 < b2. A matriz (5.18) satisfaz a Definic¸a˜o 5.2.1 e MP = 0. Neste
u´ltimo caso, temos que A1P = 0 e EP = 0 pois A1 e E sa˜o matrizes compostas pelas restric¸o˜es ativas.
Consequ¨entemente, para o caso crisp, P∇f(xk) e´ a projec¸a˜o de ∇f(xk) no espac¸o nulo das restric¸o˜es
ativas. Para o caso onde o gradiente da func¸a˜o objetivo e´ dado por ∇f(a˜; xk), calculamos a projec¸a˜o
para P∇f(a˜α; xk) discretizado e α ∈ [0, 1), seguindo a ide´ia do Algoritmo 4.3.2.
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Se P∇f(a˜α; xk) 6= 0, enta˜o a direc¸a˜o de descida para o me´todo do Gradiente Projetado de Rosen e´
dada por dk = −P∇f(a˜α; xk). Caso contra´rio,
0 = P∇f(a˜α; xk) =
[
I−MT (MMT )−1M]∇f(a˜α; xk)
= f(a˜α; xk) + M
Tw
= f(a˜α; xk) + A
T
1 u + E
Tv
onde w = −(MMT )−1M∇f(a˜α; xk) e wT = (uT ,vT ). Se u ≥ 0, enta˜o xk satisfaz as condic¸o˜es de
otimalidade de KKT. Caso contra´rio, uma nova matriz de projec¸a˜o Pˆ e´ gerada pela eliminac¸a˜o da linha
correspondente a u = min{u < 0}.
No Algoritmo 5.2.3, estamos usando uma variac¸a˜o do me´todo do Gradiente Projetado de Rosen,
onde a direc¸a˜o dk e´ dada por:
dk =
{
dIk se ||dIk|| > |u| · c
dIIk caso contra´rio
onde dIk = −P∇f(a˜α; xk) 6= 0, dIIk = −Pˆ∇f(a˜α; xk) e c > 0.
O Algoritmo 5.2.3 resume o procedimento discutido.
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Algoritmo 5.2.3 Algoritmo para o Gradiente Projetado de Rosen
Dados Sejam x1 a soluc¸a˜o inicial, J ∈ N maior que zero, c > 0 e k = 1.
1: loop
2: Mt = (At1,E
t).
3: d˜k = −∇f˜(a˜; x).
4: Se M e´ vazia enta˜o
5: Se ∇f˜(a˜; x) = 0 enta˜o
6: PARE, xk e´ soluc¸a˜o.
7: Caso contra´rio
8: Seja d˜k a direc¸a˜o de descida fuzzy e execute o Algoritmo de discretizac¸a˜o 4.3.2 para obter xk+1. Fac¸a
k = k + 1.
9: Fim do condicional
10: Caso contra´rio
11: Para cada elemento de d˜k, calcule: δ =
dαi2 − dαi1
J
.
12: Para j = 0 ate´ j = J , fac¸a
13: dj = d + (δ · j).
14: Calcule dIk = P · dj e (ut,vt) = w = − (MMt)−1 M · dj (os vetores u e v correspondem aos
multiplicadores de Lagrange para as restric¸o˜es de desigualdade e igualdade, respectivamente).
15: Se u ≥ 0 enta˜o
16: Se dk = 0 enta˜o
17: PARE, xk e´ um ponto de KKT.
18: Caso contra´rio
19: dk = d
I
k e va´ ao passo (26).
20: Fim do condicional
21: Caso contra´rio
22: u = min{u1 < 0}. Atualize Mˆ = (Aˆt1,Et), onde Aˆt1 e´ obtido de A1 eliminando a linha correspon-
dente a u, e construa Pˆ = Iˆ− Mˆt(MˆMˆt)−1Mˆ.
23: Calcule dIIk = Pˆ · dj
24: Fac¸a
dk =
{
dIk se ||dIk|| > |u| · c
dIIk caso contra´rio
Va´ ao passo (26).
25: Fim do condicional
26: Fac¸a bˆ = b2 −A2xk, dˆ = A2dk e calcule:
λmax =
{
min{bˆi/dˆi : dˆi > 0} if dˆ  0
∞ if dˆ ≤ 0
27: Calcule λj = m˜inf˜(a˜; xk + λdj), sujeito a λ ∈ [0, λmax].
28: xj = xk + λjdk.
29: Fim do lac¸o
30: Fac¸a xk+1 = m˜inj∈J
[
f˜(a˜; xj)
]
e k = k + 1.
31: Fim do condicional
32: Fim do loop
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Cap´ıtulo 6
Resultados Computacionais
Introduc¸a˜o
Apresentamos agora alguns resultados computacionais para os me´todos de Programac¸a˜o Na˜o-Linear
com Paraˆmetros Fuzzy como implementados e discutidos nos Cap´ıtulos 4 e 5.
Nas tabelas contendo os problemas teste, os nu´meros fuzzy sa˜o indicados pelo s´ımbolo ∼ e a coluna
denominada como “Variac¸a˜o Fuzzy” mostra a porcentagem de variac¸a˜o do nu´mero fuzzy; por exemplo,
se um nu´mero fuzzy 2˜ tem uma porcentagem de variac¸a˜o de 10%, enta˜o sua func¸a˜o de pertineˆncia
triangular pode ser dada por:
µ2˜(x) =

x− 1.8
0.2
, x ∈ [1.8, 2.0]
2.2− x
0.2
, x ∈ [2.0, 2.2]
0.0, caso contra´rio.
Este nu´mero fuzzy tambe´m pode ser denotado por [2.0; 1.8, 2.2], onde o primeiro elemento corresponde
ao seu valor modal, e os outros valores aos extremos a` esquerda e a` direita do valor modal. Utilizamos
esta notac¸a˜o nas tabelas de resultados, mais precisamente, na coluna denotada por f(a˜; x). A coluna
denotada por F (f(a˜; x)) representa o valor defuzzificado de f(a˜; x) pelo Primeiro I´ndice de Yager.
Neste cap´ıtulo, a sec¸a˜o 6.1 apresenta os resultados obtidos para os me´todos de busca Unidimensional
e de busca Multidimensional. Ja´ a sec¸a˜o 6.2 aborda os resultados de alguns problemas para os casos
onde o conjunto de restric¸o˜es sa˜o Na˜o-Lineares e Lineares.
6.1 Problemas de Programac¸a˜o Na˜o-Linear Irrestrita
Nesta sec¸a˜o, apresentamos separadamente os resultados para problemas de busca Unidimensional
(sec¸a˜o 6.1.1) e Multidimensional (sec¸a˜o 6.1.2).
6.1.1 Problemas Unidimensionais
Apresentamos na Tabela 6.1 os problemas Unidimensionais, e nas Tabelas 6.2, 6.3, 6.4 e 6.5 seus
respectivos resultados. Os problemas PU2, PU3 e PU4 foram obtidos de [25]. Note que o me´todo de
Interpolac¸a˜o Cu´bica e´ omitido nas tabelas de resultados, pois este foi implementado e testado apenas
para o ca´lculo de λk, e aplicado diretamente nos algoritmos de busca multidimensional.
A func¸a˜o teste PU2 tem como mı´nimos locais os pontos x∗ = 0 e x∗ = 2 para a func¸a˜o crisp no
intervalo de incerteza sugerido pela literatura (vide [25]); assim, um desses pontos pode ser obtido
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Variac¸a˜o Intervalo de Sol. crisp
Prob. f(a˜;x) Fuzzy Incerteza x∗ f(x∗)
PU1 0˜.75x2 − 6˜x+ 1˜3 1% x ∈ [1, 9] 4 1
PU2 4˜x2 − 4˜x3 + x4 10% x ∈ [−5, 5] 0 0
2 0
PU3 x6 − 2˜.08x5 + 0˜.4875x4 10% x ∈ [−2, 11] −1.1913 −7.4873
+7˜.1x3 − 3˜.95x2 − x+ 0˜.1
PU4 x4 − 3˜x3 − 1˜.5x2 + 1˜0x 10% x ∈ [−5, 5] −1.0 −7.5
Tabela 6.1: Func¸o˜es teste para problemas Unidimensionais.
Mı´nimo de f(a˜;x∗)
Me´todo x∗ f(a˜;x∗) F (f(a˜;x∗)) It.
Dicotoˆmico 3.9999 [1.0; 0.51, 1.49] 1.0 17
Sec¸a˜o A´urea 4.0000 [1.0; 0.51, 1.49] 1.0 25
Fibonacci 3.9999 [1.0; 0.51, 1.49] 1.0 24
Bissecc¸a˜o 4.0 [1.0; 0.51, 1.49] 1.0 03
Newton 4.0 [1.0; 0.51, 1.49] 1.0 02
Falsa Pos. 3.9999 [1.0; 0.51, 1.49] 1.0 02
Tabela 6.2: Resultado para o Problema PU1.
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Figura 6.1: Representac¸a˜o Gra´fica do Problema PU1.
pelos me´todos de busca, como confirmam os dados da Tabela 6.3. Os demais problemas (PU1, PU3 e
PU4) apresentam uma u´nica soluc¸a˜o o´tima no intervalo de incerteza sugerido, distinguindo-se apenas
na precisa˜o em cada me´todo, embora tenhamos usado o mesmo valor () como crite´rio de parada.
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Mı´nimo de f(a˜;x∗)
Me´todo x∗ f(a˜;x∗) F (f(a˜;x∗)) It.
Dicotoˆmico 2.0000 [6.98× 10−9;−4.8003, 4.8003] 6.98× 10−9 17
Sec¸a˜o A´urea −2.81× 10−6 [(3.16; 2.84, 3.47)× 10−11] 3.16× 10−11 26
Fibonacci 4.12× 10−5 [(6.79; 6.11, 7.46)× 10−9] 6.79× 10−9 24
Bissecc¸a˜o 0.0 [0.0; 0.0, 0.0] 0.0 01
Newton 1.05× 10−7 [(4.44; 3.99, 4.89)× 10−14] 4.44× 10−14 08
Falsa Pos. −1.26× 10−5 [(6.37; 5.74, 7.01)× 10−10] 6.37× 10−10 04
Tabela 6.3: Resultado para o Problema PU2.
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Figura 6.2: Representac¸a˜o Gra´fica do Problema PU2.
Mı´nimo de f(a˜;x∗)
Me´todo x∗ f(a˜;x∗) F (f(a˜;x∗)) It.
Dicotoˆmico −1.1913 [−7.4873;−9.8556,−5.119] −7.4873 18
Sec¸a˜o A´urea −1.1913 [−7.4873;−9.8555,−5.1191] −7.4873 26
Fibonacci −1.1913 [−7.4873;−9.8556,−5.119] −7.4873 25
Bissecc¸a˜o −1.19137 [−7.4873;−9.856,−5.1186] −7.4873 16
Newton −1.19137 [−7.4871;−9.8708,−5.1034] −7.4871 05
Falsa Pos. −1.19369 [−7.4871;−9.8706,−5.1036] −7.4871 06
Tabela 6.4: Resultado para o Problema PU3.
As Figuras 6.1, 6.2, 6.3 e 6.4 ilustram as func¸o˜es crisp relativas aos problemas PU1, PU2, PU3 e PU4,
respectivamente, e mostram claramente que as soluc¸o˜es obtidas para o problema fuzzificado tambe´m
sa˜o soluc¸o˜es dos problemas crisp associdados.
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Figura 6.3: Representac¸a˜o Gra´fica do Problema PU3.
Mı´nimo de f(a˜;x∗)
Me´todo x∗ f(a˜;x∗) F (f(a˜;x∗)) It.
Dicotoˆmico −0.9999 [−7.5;−8.95,−6.05] −7.5 17
Sec¸a˜o A´urea −1.000 [−7.5;−8.95,−6.05] −7.5 26
Fibonacci −1.0000 [−7.5;−8.95,−6.05] −7.5 24
Bissecc¸a˜o −1.00098 [−7.5;−8.9521,−6.0478] −7.5 11
Newton −0.9976 [−7.4999;−8.9445,−6.0553] −7.4999 05
Falsa Pos. −0.9999 [−7.5;−8.95,−6.05] −7.5 03
Tabela 6.5: Resultado para o Problema PU4.
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Figura 6.4: Representac¸a˜o Gra´fica do Problema PU4.
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6.1.2 Problemas Multidimensionais
A Tabela 6.6 apresenta os problemas aplica´veis a me´todos de busca Multidimensional extra´ıdos de
[37]; as Tabelas 6.7, 6.8, 6.9, 6.10, 6.11, 6.12 e 6.13 apresentam seus respectivos resultados, e as Figuras
6.5, 6.6, 6.7, 6.8 e 6.9 a trajeto´ria dos problemas PM3, PM4, PM5, PM6 e PM7, respectivamente.
Variac¸a˜o Soluc¸a˜o crisp
Prob. f(a˜; x) Fuzzy xinicial x f(x)
PM1 1˜00(x2 − x1)2 + (1− x1)2 3% [−3,−1,−3,−1]T [1, 1, 1, 1]T 0
+9˜0(x4 − x3)2 + (1− x3)2
+1˜0.1[(x2 − 1)2 + (x4 − 1)2]
+1˜9.8(x2 − 1)(x4 − 1)
PM2 (x1 + 1˜0x2) + 5˜(x3 − x4)2 10% [−3,−1, 0, 1]T [0, 0, 0, 0]T 0
+(x2 − 2˜x3)4 + 1˜0(x1 − x4)4
PM3 4˜(x1 − 5˜)2 + (x2 − 6˜)2 2% [8, 9]T [5, 6]T 0
PM4 1˜00(x2 − x21)2 + (1˜− x1)2 10% [−1.2, 1]T [1, 1]T 0
PM5 (x2 − x21)2 + 1˜00(1˜− x1)2 10% [−1.2, 1]T [1, 1]T 0
PM6 (x1x2)
2(1˜− x1)2
[
1˜− x1 − x2(1˜− x1)5
]2
2% [−1.2, 1]T [1, ilimitado]T 0
[0, ilimitado]T
[ilimitado, 0]T
PM7 (x1 − 2˜)2 + (x2 − 1˜)2 + 0˜.04
g
+
h2
0˜.2
1% [2, 2]T [1.7954, 1.3779]T 0.16904
g = −x
2
1
4˜
− x22 + 1˜ e h = x1 − 2˜x2 + 1˜
Tabela 6.6: Func¸o˜es teste para problemas Multidimensionais.
Mı´nimo de f(a˜; x∗)
Me´todo x∗ f(a˜; x∗) F (f(a˜; x∗)) It.
Rosenbrock [0.9642, 0.9301, 1.016, 1.033]T [0.0163; 0.01306, 0.0194] 0.0163 33
Ma´x. Desc. [0.9968, 0.9939, 1.0016, 1.0033]T [0.0001; 7.6× 10−5, 0.00013] 0.0001 31
Newton [0.9992, 0.9983, 1.0008, 1.0017]T [(2.65;−0.88, 6.17)× 10−6] 2.65× 10−6 64
Grad. Conj. [0.9905, 0.9811, 1.00995, 1.020]T [0.0004;−0.0001, 0.00081] 0.0004 04
Tabela 6.7: Resultado para o Problema PM1.
Em particular, o me´todo de Rosenbrock obteve um desempenho muito bom para os problemas PM4 e
PM5, pois este e´ espec´ıfico para tais problemas. Para os demais casos, obteve-se um nu´mero de iterac¸o˜es
e precisa˜o semelhantes ao caso crisp, uma vez que a caracter´ıstica fuzzy do problema so´ influencia no
ca´lculo do tamanho do passo. Neste caso, usamos o me´todo da Secc¸a˜o A´urea que trabalha de maneira
ana´loga quando o problema e´ crisp.
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Mı´nimo de f(a˜; x∗)
Me´todo x∗ f(a˜; x∗) F (f(a˜; x∗)) It.
Rosenbrock [0.0102,−0.00102, 0.0043, 0.0043]T [(2.19; 1.11, 3.43)× 10−8]T 2.24× 10−8 26
Ma´x. Desc. [−0.0942, 0.0094,−0.0452,−0.0458]T [0.000156; 0.00015, 0.00016] 0.000156 45
Newton [0.0299,−0.0029, 0.0131, 0.0131]T [(1.52; 1.39, 1.66)× 10−6] 1.53× 10−6 15
Grad. Conj. [−0.1065, 0.0106,−0.0536,−0.0543]T [0.000269; 0.00026, 0.00028] 0.00027 10
Tabela 6.8: Resultado para o Problema PM2.
Mı´nimo de f(a˜; x∗)
Me´todo x∗ f(a˜; x∗) F (f(a˜; x∗)) It.
Rosenbrock [5, 6]T [7.026× 10−12;−0.0552, 0.0552] 3.97× 10−7 02
Ma´x. Desc. [5, 6.00008]T [6.47× 10−9;−0.0552, 0.0552] 7.24× 10−6 03
Newton [5.00003, 6]T [2.76× 10−9;−0.0552, 0.05522] 7.96× 10−6 02
Grad. Conj. [5, 5.9993]T [5.11× 10−7;−0.0552, 0.0554] 6.47× 10−5 02
Tabela 6.9: Resultado para o Problema PM3.
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Figura 6.5: Trajeto´ria para o problema PM3.
O me´todo de Newton, embora tenha obtido a soluc¸a˜o para todos os problemas aqui apresentados,
em muitos casos, executa um nu´mero grande de iterac¸o˜es (vide a Figura 6.6), talvez maior do que a
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Cap´ıtulo 6 6.1 Problemas de Programac¸a˜o Na˜o-Linear Irrestrita
Mı´nimo de f(a˜; x∗)
Me´todo x∗ f(a˜; x∗) F (f(a˜; x∗)) It.
Rosenbrock [1.0, 1.00001]T [1.0998× 10−8;−0.01, 0.01] 1.2818× 10−8 04
Ma´x. Desc. [1, 0.99998]T [−4.44× 10−8;−0.001, 0.01]T 3.42× 10−8 26
Newton [0.9999, 0.9999]T [3.54× 10−9;−0.01, 0.01] 2.12× 10−6 161
Grad. Conj. [1.0, 1.0]T [6.27× 10−9;−0.01, 0.01] 3.71× 10−8 07
Tabela 6.10: Resultado para o Problema PM4.
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Figura 6.6: Trajeto´ria para o problema PM4.
Mı´nimo de f(a˜; x∗)
Me´todo x∗ f(a˜; x∗) F (f(a˜; x∗)) It.
Rosenbrock [1, 0.99999]T [1.5579× 10−10;−1.1, 1.1]T 3.4798× 10−6 03
Ma´x. Desc. [0.9999, 1.0038]T [1.46× 10−5;−1.1, 1.1001]T 3.88× 10−5 02
Newton [1.0, 1.0]T [1.98× 10−10;−1.1, 1.1] 1.14× 10−5 03
Grad. Conj. [0.9999, 1.0038]T [1.45× 10−5;−1.1, 1.1] 2.16× 10−5 01
Tabela 6.11: Resultado para o Problema PM5.
versa˜o sem a caracter´ıstica fuzzy. Este fato e´ devido ao ca´lculo da direc¸a˜o de busca que se da´ pela
resoluc¸a˜o do sistema (4.17) executando muitas operac¸o˜es com nu´meros fuzzy, e assim, a caracter´ıstica
fuzzy aumenta mais que para os demais me´todos implementados e testados.
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Figura 6.7: Trajeto´ria para o problema PM5.
Mı´nimo de f(a˜; x∗)
Me´todo x∗ f(a˜; x∗) F (f(a˜; x∗)) It.
Rosenbrock [1, 1.9× 10−6]T [1.26× 10−46; (−5.784, 5.784e)× 10−19] 4.29× 10−26 04
Ma´x. Desc. [1.0053,−0.0695]T [(0.0039;−1.16, 2.006)× 10−9] 2.67× 10−10 02
Newton [−0.0225,−1.8213× 10−5]T [(1.83; 1.69, 1.97)× 10−13] 1.83× 10−13 13
Grad. Conj. [0.9988,−0.1512]T [(0.000049;−4.09, 4.62)× 10−9] 1.63× 10−10 01
Tabela 6.12: Resultado para o Problema PM6.
Mı´nimo de f(a˜; x∗)
Me´todo x∗ f(a˜; x∗) F (f(a˜; x∗)) It.
Rosenbrock [1.7946, 1.3775]T [0.16904; 0.14545, 0.208] 0.1729 05
Ma´x. Desc. [1.7956, 1.378]T [0.16904; 0.1455, 0.208] 0.1729 03
Newton [1.7953, 1.3778]T [0.16904; 0.1455, 0.208] 0.1729 03
Grad. Conj. [1.7949, 1.3776]T [0.16904; 0.14546, 0.208] 0.17288 02
Tabela 6.13: Resultado para o Problema PM7.
O me´todo de Ma´xima Descida executou um nu´mero bastante reduzido de iterac¸o˜es para os proble-
mas testados, e encontrou a soluc¸a˜o para todos os casos, o que e´ um ganho bastante significativo se
resolveˆssemos tais problemas sem a caracter´ıstica fuzzy, pois para os casos patolo´gicos crisp este me´todo
dificilmente encontra a soluc¸a˜o.
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Figura 6.8: Trajeto´ria para o problema PM6.
Finalmente, o me´todo do Gradiente Conjugado resolveu todos os problemas teste com um nu´mero
reduzido de iterac¸o˜es e uma boa precisa˜o dos resultados (exceto para a func¸a˜o de Fletcher–Powell –
PM2). Devido aos bons resultados, este me´todo e´ usado para resolver os subproblemas gerados para
me´todos de Func¸a˜o Penalidade e Lagrangeano Aumentado.
Para o ca´lculo do tamanho do passo, nos me´todos de Ma´xima Descida e Gradiente Conjugado, foram
usados os me´todos da Sec¸a˜o A´urea e Interpolac¸a˜o Cu´bica, escolhendo aquele com melhor desempenho
para o problema em questa˜o.
6.2 Problemas de Programac¸a˜o Na˜o-Linear Restrita
Os problemas de Programac¸a˜o Na˜o-Linear Restrita podem apresentar conjuntos de restric¸o˜es na˜o-
lineares e lineares, e cada um desses conjuntos pode conter restric¸o˜es de igualdade, desigualdade ou
ambas. Apresentamos os resultados para conjuntos de restric¸o˜es na˜o-lineares, usando os me´todos de
Func¸a˜o Penalidade e Func¸a˜o Lagrangeana, e para conjuntos de restric¸o˜es lineares usando o me´todo do
Gradiente Projetado de Rosen.
6.2.1 Restric¸o˜es Na˜o-Lineares
Os problemas com restric¸o˜es na˜o-lineares podem ser divididos em problemas com restric¸o˜es de
igualdade (h(x) = 0), desigualdade (g(x) ≤ 0) ou ambos. Os problemas com restric¸o˜es de igualdade
sera˜o denotados por PH, como apresentados na Tabela 6.14 e os demais (aqueles com restric¸o˜es de
desigualdade e igualdade) por PG, Tabela 6.16. Os problemas PH1 ao PH11 e PG5 ao PG7 foram
obtidos de [61] e os problemas PG1 ao PG4 de [37].
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Figura 6.9: Trajeto´ria para o problema PM7.
Os problemas PH1 ao PH11 (vide seus resultados na Tabela 6.15) foram resolvidos facilmente,
ou seja, o ajuste dos paraˆmetros de penalidade para o me´todo de Func¸a˜o Penalidade e Lagrangeano
Aumentado foram facilmente obtidos, e seus resultados foram satisfato´rios para todos os casos testados.
Para problemas com restric¸a˜o de desigualdade PG1 ao PG8 (vide seus resultados na Tabela 6.18), o
me´todo de Func¸a˜o Penalidade resolveu todos os casos testados, sem grandes dificuldades para o ajuste
do paraˆmetro penalidade, ao contra´rio do me´todo do Lagrangeano Aumentado, pois neste caso, o ajuste
de paraˆmetros foi muito mais trabalhoso, embora este tenha executado um nu´mero menor de iterac¸o˜es
para todos os casos em relac¸a˜o ao me´todo de Func¸a˜o Penalidade.
6.2.2 Restric¸o˜es Lineares
Considere os problemas apresentados na Tabela 6.19 e seus respectivos resultados na Tabela 6.23.
O problema PP1 e´ um exemplo teste de [3], os problemas PP2, PP2 e PP4 foram extra´ıdos de [37] e
o PP5 de [61]. Estes problemas teste foram resolvidos usando o me´todo do Gradiente Projetado de
Rosen, embora eles tambe´m possam ser resolvidos pelo me´todo de Func¸a˜o Penalidade e Lagrangeano
Aumentado, nestes casos, ajustando adequadamente os seus respectivos paraˆmetros.
O me´todo do Gradiente Projetado de Rosen resolveu os problemas testados de maneira satisfato´ria,
executando um nu´mero razoa´vel de iterac¸o˜es e com boa precisa˜o. Enfim, este me´todo, com a utilizac¸a˜o
de paraˆmetros fuzzy, mostrou-se bastante eficiente e confia´vel.
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Variac¸a˜o Soluc¸a˜o crisp
Prob. f(a˜; x) Fuzzy xinicial Restric¸o˜es x
T f(x)
PH1 1˜00(x21 − x2)2 + (x1 − 1˜)2 1% [−1.2, 1]T x1(x1 − 4)− 2x2 + 12 = 0 [2, 4]T 1
PH2 0˜.01(x1 − 1˜)2 + (x2 − x21)2 10% [−2, 3, 1]T x1 + x23 + 1 = 0 [−1, 1, 0]T 0.04
PH3 (x1 − 2˜0)2 + (x2 + 2˜0)2 10% [0, 0]T x21/100 + x22/100− 1 = 0 [7.071, 7.071]T 334.315
PH4 (x1 − 2˜0)2 + (x2 + 2˜0)2 10% [0, 0]T x21/100 + x22/64− 1 = 0 [7.352,−5.423]T 372.467
PH5 (x1 − 2˜0)2 + (x2 + 2˜0)2 10% [0, 0]T x21/100 + x22/36− 1 = 0 [7.809,−3.746]T 412.75
PH6 (x1 − 2˜0)2 + (x2 + 2˜0)2 10% [0, 0]T x21/100 + x22/16− 1 = 0 [8.492,−2.112]T 452.404
PH7 (x1 − 2˜0)2 + (x2 + 2˜0)2 10% [0, 0]T x21/100 + x22/4− 1 = 0 [9.395,−0.6846]T 485.531
PH8 (x1 − 2˜0)2 + (x2 + 2˜0)2 10% [0, 0]T x21/100 + x22/1− 1 = 0 [9.816,−0.1909]T 496.112
PH9 (x1 − 2˜0)2 + (x2 + 2˜0)2 10% [0, 0]T x21/100 + x22/0.01− 1 = 0 [9.998, 0.0019]T 499.96
PH10 −(0˜.001x1 + x2) 10% [1, 1, 1]T 1000x21 + 100x22 − x3 = 0 [0.000002, −0.00447
100x21 + 400x
2
2 + x3 − 0.01 = 0 0.0045, 0.002]T
PH11 7˜x1 − 6˜x2 + 4˜x3 10% [0, 0, 0]T 5x1 + 5x2 − 3x3 − 6 = 0 [0.5346, −0.3379
x21 + 2x
2
2 + 3x
2
3 − 1 = 0 0.534,−0.2191]T
Tabela 6.14: Problemas teste com restric¸o˜es de igualdade na˜o-lineares.
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Mı´nimo de f(a˜; x∗)
Prob. Me´todo x∗ f(a˜; x∗) F (f(a˜; x∗)) It.
PH1 Penalidade [1.9993, 3.9999]T [0.9993; 0.9794, 1.0194] 0.9994 05
Lagrange [1.9994, 4]T [0.9994; 0.9795, 1.0195] 0.9994 06
PH2 Penalidade [−0.9981, 0.9962,−0.0003]T [0.0399; 0.0324, 0.0484] 0.0484 05
Lagrange [−1.0005, 1.0009,−0.0229]T [0.04002; 0.0325, 0.0485] 0.0427 04
PH3 Penalidade [7.074,−7.0741]T [334.16; 238.75, 445.57] 338.14 54
Lagrange [7.07107,−7.07107]T [334.31; 238.88, 445.75] 338.3 09
PH4 Penalidade [7.3551,−5.4252]T [372.31; 271.43, 489.19] 376.29 35
Lagrange [7.3519,−5.4229]T [372.47; 271.57, 489.37] 376.45 10
PH5 Penalidade [7.8119,−3.7496]T [412.62; 306.87, 534.38] 416.61 35
Lagrange [7.8092,−3.7478]T [412.75; 306.98, 534.52] 416.73 10
PH6 Penalidade [8.4961,−2.1133]T [452.27; 342.71, 577.83] 456.25 41
Lagrange [8.49229,−2.1121]T [452.4; 342.82, 577.99] 456.39 10
PH7 Penalidade [9.4007,−0.6845]T [485.43; 373.77, 613.09] 489.41 34
Lagrange [9.3961,−0.6845]T [485.53; 373.85, 613.21] 489.51 12
PH8 Penalidade [9.8199,−0.1911]T [496.03; 384.07, 623.98] 500.01 34
Lagrange [9.8160,−0.1909]T [496.11; 384.14, 624.08] 500.09 12
PH9 Penalidade [10.003,−0.002]T [499.86; 387.88, 627.84] 503.84 31
Lagrange [9.998,−0.00199]T [499.96; 387.96, 627.96] 503.94 12
PH10 Penalidade [0.0032, 0.0036, 0.0065]T [(−6.77;−7.45,−6.09)× 10−6] −6.77× 10−6 41
Lagrange [0.0002, 0.0045, 0.002]T [(−4.62;−5.08,−4.15)× 10−6] −4.62× 10−6 08
PH11 Penalidade [0.5348, 0.5365,−0.2146]T [−0.3341;−1.1161, 0.448] −0.3341 29
Lagrange [0.5346, 0.5348,−0.2179]T [−0.3381;−1.12, 0.4441] −0.3381 10
Tabela 6.15: Resultados dos Problemas PH1 ao PH11.
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Variac¸a˜o Soluc¸a˜o crisp
Prob. f(a˜; x) Fuzzy xinicial Restric¸o˜es x
T f(x)
PG1 (x1 − 2˜)2 + (x2 − 1˜)2 10% [2, 2]T x1 − 2x2 + 1 = 0 [0.823, 0.911]T 1.393
x21/4 + x
2
2 − 1 ≤ 0
PG2 1˜000− x21 − 2˜x22 − x23 1% [2, 2, 2]T x21 + x22 + x23 − 25 = 0 [3.512, 0.217, 961.715
−x1x2 − x1x3 8x1 + 14x2 + 7x3 − 56 = 0 3.552]T
xi ≥ 0, i ∈ [1, 3]
PG3 1˜00(x2 − x21)2 + (1˜− x1)2 3% [−3,−1,−3,−1]T −xi ≤ 10 [1, 1, 1, 1]T 0
+9˜0(x4 − x23)2 + (1˜− x3)2 xi ≤ 10
+1˜0.1[(x2 − 1)2 + (x4 − 1˜)2] i ∈ [1, 4]
+1˜9.8(x2 − 1˜)(x4 − 1˜)
PG4 ˜5.3578547x23 + ˜0.8356891x1x5 0.01% [78, 33, 27, 27, 27]T Vide Tabela 6.17. [78, 33, 29.995, −30665.5
+ ˜37.293239x1 − ˜40792.141 45, 36.776]T
PG5 (x1 − 2˜)2 + (x2 − 1˜)2 5% [0.5, 0.5]T x21 − x2 ≤ 0 [1, 1]T 1
−x1 + x22 ≤ 0
PG6 1˜00(x2 − x21)2 + (1˜− x1)2 1% [−1.2, 1]T −1/3x1 − x2 − 0.1 ≤ 0 [1, 1]T 0
1/3x1 − x2 − 0.1 ≤ 0
PG7 1˜00(x2 − x21)2 + (1˜− x1)2 1% [−1.2, 1]T −x21 − x22 + 0.25 ≤ 0 [1, 1]T 0
PG8 −[9˜− (x1 − 3˜)2](x32/2˜7
√
3) 5% [2, 0.5]T −x1/
√
3 + x2 ≤ 0 [3, 1.732]T −1
−x1 +
√
3x2 ≤ 0
−6 + x1 +
√
3x2 ≤ 0
Tabela 6.16: Problemas teste com restric¸o˜es de igualdade e desigualdade na˜o-lineares.
0 ≤ 85.334407 + 0.0056858x2x5 + 0.0006262x1x4 − 0.002053x3x5 ≤ 92
90 ≤ 80.51249 + 0.0071317x2x5 + 0.0029955x1x2 + 0.0021813x23 ≤ 110
20 ≤ 9.300961 + 0.0047026x3x5 + 0.0012547x1x3 + 0.0019085x3x4 ≤ 25
78 ≤ x1 ≤ 102
33 ≤ x2 ≤ 45
27 ≤ x3 ≤ 45
27 ≤ x4 ≤ 45
27 ≤ x5 ≤ 45
Tabela 6.17: Restric¸o˜es do problema PG4.
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Mı´nimo de f(a˜; x∗)
Prob. Me´todo x∗ f(a˜; x∗) F (f(a˜; x∗)) It.
PG1 Penalidade [0.8238, 0.9116]T [1.3912; 0.9508, 1.9294] 1.416 15
Lagrange [0.8228, 0.9114]T [1.3936; 0.9527, 1.9321] 1.4183 10
PG2 Penalidade [3.6735, 0.2074, 3.3868]T [961.75; 951.75, 971.75] 961.75 11
Lagrange [3.5057; 0.2174, 3.5586]T [961.71; 951.71, 971.72] 961.71 08
PG3 Penalidade [1.0004, 1.0009, 0.9996, 0.9992]T [(6.49;−2.12, 15.12)× 10−7] 6.49× 10−7 01
Lagrange [0.9999, 0.9999, 0.9999, 0.9999]T [(9.85; 9.56, 10.14)× 10−8] 9.85× 10−8 01
PG4 Penalidade [78.005, 33.001, 29.996, 44.986, 36.779]T [−30665;−30670,−30659] −30665 23
Lagrange [78, 33, 29.9949, 45, 36.7762]T [−30666;−30671,−30661] −30666 07
PG5 Penalidade [1.0005, 1.0004]T [0.999; 0.8066, 1.2115] 1.004 13
Lagrange [1, 1]T [1; 0.8075, 1.2125] 1.005 09
PG6 Penalidade [1, 1]T [2.76× 10−12;−0.0001, 0.0001] 3.49× 1011 01
Lagrange [1, 1]T [9.67× 10−10;−0.00009, 0.0001] 1.01× 10−9 01
PG7 Penalidade [1, 1]T [6.63× 10−10;−0.00009, 0.0001] 6.76× 1010 01
Lagrange [1, 1]T [1.39× 10−11;−0.0001, 0.0001] 2.83× 10−11 01
PG8 Penalidade [2.9984, 1.7323]T [−1.0005;−1.1084,−0.9027] −1.003 03
Lagrange [2.9999, 1.7321]T [−1;−1.1079,−0.9024] −1.0026 06
Tabela 6.18: Resultados dos Problemas PG1 ao PG7.
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Variac¸a˜o Sol. crisp
Prob. f(a˜; x) Fuzzy xinicial Restric¸o˜es x f(x)
PP1 2˜x21 + 2˜x
2
2 − 2˜x1x22 − 4˜x1 − 6˜x2 1% [0, 0]T x1 + x2 ≤ 2 [1.129, −7.16
x1 + 5x2 ≤ 5 0.7742]T
x1, x2 ≥ 0
PP2
10∑
i=1
xi
c˜i + ln xi∑10
i=j xj
 3% xi = 0.1 x1 + 2x2 + 2x3 + x6 + x10 − 2 = 0 vide [37].
i ∈ [1, 10] x4 + 2x5 + x6 + x7 − 1 = 0
c˜i: vide Tabela 6.20 x3 + x7 + x8 + 2x9 + x10 − 1 = 0
xi ≥ 0, i ∈ [1, 10]
PP3 1˜00(x2 − x21)2 + (1− x1)2 3% [−3,−1, −xi ≤ 10 [1, 1, 1, 1]T 0
+9˜0(x4 − x23)2 + (1− x3)2 −3,−1]T xi ≤ 10
+1˜0.1[(x2 − 1)2 + (x4 − 1)2] i ∈ [1, 4]
+1˜9.8(x2 − 1)(x4 − 1)
PP4
5∑
j=1
e˜jxj +
5∑
i=1
5∑
j=1
c˜ijxixj +
5∑
j=1
d˜jx
3
j 2% [0, 0, 0,
5∑
j=1
−aij + bi ≤ 0, i ∈ [1, 10] [0.3, 0.3335, −32.349
0, 1]T −xj ≤ 0, j ∈ [1, 4] 0.4, 0.4285,
e˜j , c˜ij e d˜j : vide Tabela 6.21 aij e bi: vide Tabela 6.22. 0.224]
T
PP5 (x1 + 1˜0x2)
2 + 5˜(x3 − x4)2 1% [20, 20, −x1 − x2 − x3 − x4 + 1 ≤ 0 0.5034,−0.0456, 0.1138
+(x2 − 2˜x3)4 + 1˜0(x1 − x4)4 20, 20]T xi ≤ 20, i ∈ [1, 4] 0.2358, 0.3064]T
Tabela 6.19: Problemas teste com restric¸o˜es lineares.
c˜1 = −6.089 c˜2 = −17.164 c˜3 = −34.054 c˜4 = −5.914
c˜5 = −24.721 c˜6 = −14.986 c˜7 = −21.100 c˜8 = −10.708
c˜9 = −26.662 c˜10 = −10.708
Tabela 6.20: Coeficientes Fuzzy do Problema PP2.
j 1 2 3 4 5
e˜j −1˜5 −2˜7 −3˜6 −1˜8 −1˜2
c˜1j 3˜0 −2˜0 −1˜0 3˜2 −1˜0
c˜2j −2˜0 3˜9 −6˜ −3˜1 3˜2
c˜3j −1˜0 −6˜ 1˜0 −6˜ −1˜0
c˜4j 3˜2 −3˜1 −6˜ 3˜9 −2˜0
c˜5j −1˜0 −3˜2 −1˜0 −2˜0 3˜0
d˜j 4˜ 8˜ 1˜0 6˜ 2˜
Tabela 6.21: Coeficientes da Func¸a˜o Objetivo do Problema PP4.
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j 1 2 3 4 5 b
a1j −16 2 0 1 0 b1 −40
a2j 0 −2 0 0.4 2 b2 −2
a3j −3.5 0 2 0 0 b3 −0.25
a4j 0 −2 0 −4 −1 b4 −4
a5j 0 −9 −2 1 −2.8 b5 −4
a6j 2 0 −4 0 0 b6 −1
a7j −1 −1 −1 −1 −1 b7 −40
a8j −1 −2 −3 −2 −1 b8 −60
a9j 1 2 3 4 5 b9 5
a10j 1 1 1 1 1 b10 1
Tabela 6.22: Coeficientes das Restric¸o˜es do Problema PP4.
Mı´nimo de f(a˜; x∗)
Prob. x∗ f(a˜; x∗) F (f(a˜; x∗)) It.
PP1 [1.1277, 0.7722]T [−7.1498;−7.296,−7.0036] −7.1498 03
PP2 [0.042, 0.1564, 0.7741, 0.0014, 0.4845, [−47.476;−48.83,−46.122] −47.476 13
0.0007, 0.0243, 0.0368, 0.0315, 0.09095]T
PP3 [0.9991, 0.9979, 1.0035, 1.0069]T [0.00026; 0.00024, 0.00028] 0.00026 37
PP4 [0.2965, 0.3329, 0.3961, 0.4312, 0.2254]T [−32.189;−34.105,−30.272] −32.189 15
PP5 [0.5094,−0.0469, 0.2339, 0.3038]T [0.11409; 0.1108, 0.1175] 0.11412 23
Tabela 6.23: Resultados para os Problemas usando o me´t. do Grad. Projetado de Rosen.
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Comenta´rios Finais
Uma das principais propostas deste trabalho foi a de fundamentar a base teo´rica de Programac¸a˜o
Na˜o-Linear com Paraˆmetros Fuzzy, e este objetivo foi alcanc¸ado. Muitos resultados podem ser esten-
didos da teoria crisp para o caso aqui abordado, relaxando as relac¸o˜es de desigualdades e igualdades,
permitindo um certo grau de violac¸a˜o das restric¸o˜es, ou mesmo permitindo impreciso˜es nos paraˆmetros
do problema. Vale ressaltar que:
1. Geralmente, em problemas reais, desconhecemos os valores exatos de alguns (ou de todos) coefi-
cientes da func¸a˜o objetivo;
2. Em problemas de dif´ıcil resoluc¸a˜o, o processo de fuzzificac¸a˜o dos coeficientes da func¸a˜o objetivo
nos fornece um problema relaxado, o que pode facilitar a obtenc¸a˜o da soluc¸a˜o.
Outro aspecto importante foi o desenvolvimento de algoritmos computacionais para a resoluc¸a˜o de
problemas. Neste caso, a proposta apresentada mostrou-se bastante satisfato´ria, pois:
1. Para alguns problemas fuzzificados encontramos soluc¸o˜es melhores, quando comparadas a` soluc¸a˜o
do problema crisp;
2. Os algoritmos, embora simples, mostraram-se eficientes.
Um exemplo para as afirmac¸o˜es acima e´ a minimizac¸a˜o da func¸a˜o de Rosenbrock (problema PM4),
onde esta foi resolvida por todos os me´todos propostos, sendo que a sua func¸a˜o original (sem a fuzzi-
ficac¸a˜o de seus coeficientes) na˜o foi resolvida pelo Me´todo de Ma´xima Descida, e para os demais me´todos
(exceto o me´todo de Newton) executou um nu´mero de iterac¸o˜es muito elevado se comparado a`queles
apresentados na Tabela 6.10.
Para todos os exemplos testados, podemos afirmar que os tempos de execuc¸a˜o dos me´todos fo-
ram satisfato´rios, embora na˜o se tenham efetuado medidas acuradas. Todos os algoritmos elabora-
dos mostraram-se eficientes, apesar das dificuldades inerentes dos mesmos (por exemplo, o ajuste do
paraˆmetro de Penalidade).
Apresentamos algumas propostas de trabalhos futuros:
1. Explorar, teoricamente e algoritmicamente, a dualidade em Programac¸a˜o Na˜o-Linear com Paraˆmetros
Fuzzy;
2. Extensa˜o dos resultados teo´ricos para problemas do tipo:
min f(a˜; x)
S. a g(a˜; x) . 0
h(a˜; x) ' 0
(6.1)
3. Propostas algor´ıtmicas para a resoluc¸a˜o do problema (6.1), utilizando, por exemplo, a proposta
de R. E. Belmman e L. A. Zadeh [4] como aquelas apresentadas por J.-F. C. Trappey et al [66],
T. Takahama e S. Sakai [65], entre outros;
4. Utilizar a teoria fuzzy em problemas de Programac¸a˜o Na˜o-Linear na˜o-convexos para relaxar o
espac¸o de soluc¸o˜es;
5. Aplicac¸a˜o das propostas aqui apresentadas em problemas reais.
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