For a positive integer d, the d-dimensional Chebyshev-Frolov lattice is the Z-lattice in R d generated by the Vandermonde matrix associated to the roots of the d-dimensional Chebyshev polynomial. It is important to enumerate the points from the Chebyshev-Frolov lattices in axis-parallel boxes when d = 2 n for a non-negative integer n, since the points are used for the nodes of Frolov's cubature formula, which achieves the optimal rate of convergence for many spaces of functions with bounded mixed derivatives and compact support. The existing enumeration algorithm for such points by Kacwin, Oettershagen and Ullrich is efficient up to dimension d = 16. In this paper we suggest a new enumeration algorithm of such points for d = 2 n , efficient up to d = 32.
Introduction
Let d be a positive integer and X ⊂ R d be a d-dimensional lattice, i.e., there exists an invertible d × d matrix T over R such that
The lattice X is said to be admissible if
Using an admissible lattice X = T (Z d ), Frolov's cubature formula approximates the integration value 
Thus the nodes are the shrunk lattice points a −1 X inside the box [−1/2, 1/2] d . Frolov's cubature formula is first proposed by Frolov [4] and has been studied in many papers, see [1, 2, 3, 7, 9, 10, 11, 12, 13, 14] . One prominent feature of the formula is that it achieves the optimal rate of convergence for various spaces of functions with bounded mixed derivatives and compact support. This means that the approximation is automatically good, even without knowing specific information of integrands. The constraint of compact supportness can be removed using some modification, see [8] .
The implementation of Frolov's cubature formula requires to enumerate the points in the set a −1 X ∩ [−1/2, 1/2] d , or equivalently, the points in the set X ∩ [−a/2, a/2] d . However the enumeration is a difficult task even in moderate dimensions. Recently, an efficient enumeration algorithm for the so-called Chebyshev-Frolov lattices up to d = 16 was suggested by Kacwin, Oettershagen and Ullrich [6] . Since the lattices are admissible when d = 2 n , it is possible to implement Frolov's cubature formula for d = 2 n , up to d = 16. Numerical experiments based on the algorithm are given in [5] and will be given in the forthcoming paper by the authors of [6] and Mario Ullrich. Our contribution in this paper is to suggest a new efficient enumeration algorithm for the Chebyshev-Frolov lattices for d = 2 n . It is efficient up to d = 32. The Chebyshev-Frolov lattices for d = 2
n are examples of admissible lattices, suggested by Temlyakov [10, IV.4] . Let P d be a rescaled d-dimensional Chebyshev polynomial defined as P d (x) = 2 cos(d arccos(x/2)) for |x| < 2.
Its roots are given by ζ n,k = 2 cos π(2k − 1) 2d , k = 1, . . . , 2 n .
With these roots, we define a Vandermonde matrix T by
n . This is a special case of a general construction method for admissible lattices for any d elaborated in [10] , see also Section 2. An advantage of the Chebyshev-Frolov lattices is that the generating matrices are explicitly given.
We now briefly recall results in [6] . The paper established an enumeration algorithm of the lattice points in [−a/2, a/2] d , for any orthogonal lattices. This is applicable to the Chebyshev-Frolov lattices as they are orthogonal. Their experiment shows that it is efficient up to d = 16. They further proved properties of the Chebyshev-Frolov lattices summarized as follows. •T ⊤T = diag(d, 2d, . . . , 2d).
Our algorithm is based on another property particular to the ChebyshevFrolov lattices. Our key observation is that the 2 n -dimensional ChebyshevFrolov lattice with a certain permutation of coordinates is generated by a matrix A n which satisfies a recursive property as in (4) . This property reduces the 2 ndimensional enumeration to a number of 2 n−1 -dimensional enumerations as in Lemma 3.3. By applying this repeatedly, finally the enumeration is reduced to nested 1-dimensional enumerations, which can be implemented as 2 n -folded for-loops. We will expose them in Section 3. We will show that our algorithm is efficient up to d = 32 in Section 5.
Another advantage of our algorithm is that it can enumerate the ChebyshevFrolov lattice points in arbitrary axis-parallel boxes. This helps us to implement not only Frolov's cubature formula but also its randomization. Randomized Frolov's cubature formula was introduced by Krieg and Novak [7] and studied further by Ullrich [12] . It inherits the prominent convergence behavior of the deterministic version as well as it is unbiased. Further it also has the optimal order of convergence in the randomized sense for Sobolev spaces with isotropic and mixed smoothness. We will give how to enumerate the integration nodes of the deterministic and randomized versions with our algorithm in Section 4.
Throughout this paper we use the following notation. The symbols N, Z, Q and R denote the set of the non-negative integers, the integers, the rational numbers and the real numbers, respectively. For
denotes the vector where x 1 and x 2 are vertically connected. We denote SL d (Z) the special linear group of degree d over Z, i.e., the set of matrices over Z whose determinant is 1. For
Construction method of admissible lattices
One general construction scheme for admissible lattices is studied in Temlyakov
be a d-dimensional polynomial with integer coefficients satisfying the following three properties: (i) its leading coefficient is 1, (ii) it is irreducible over Q, (iii) it has different d real roots, say ζ 1 , . . . , ζ d ∈ R.
Then the lattice T (Z) generated by T is admissible. Frolov used q d (x) = −1 + d j=1 (x − 2j + 1) in his paper [4] . Note that he originally used the lattice made from q d (x) not for T in (1) 3 Enumeration of the Chebyshev-Frolov lattice points
Recursive property of generating matrices
Our considering Chebyshev-Frolov lattices are coordinate-permuted versions of the usual ones. Let n ∈ N and put d = 2 n . We define σ(n, k) ∈ Z for 1 ≤ k ≤ d recursively as σ(0, 1) = 1 and
For all n ∈ N, the map σ(n, ·) is a permutation on {1, . . . , d}, which is shown by induction on n as follows. The case n = 0 is trivial. We assume the lemma holds for n. By the definition of σ(n+1, k) and induction assumption, σ(n+1, ·) is a permutation on {1, . . . , d} and also a permutation on {d + 1, . . . , 2d}. This proves the result for n + 1.
We now define ξ n,k ∈ R as
and consider a Vandermonde matrix V n ∈ R d as
Comparing ξ n,k 's and ζ n,k 's defined as in (3), we find that ξ n,k 's are also the roots of P d (x) since σ(n, ·) is a permutation on {1, . . . , d}. Thus the lattice
is a coordinate permutation of the usual Chebyshev-Frolov lattice.
Further we define a diagonal matrix
We are now ready to define a matrix A n ∈ R d recursively as A 0 = 1 and
The following lemma shows that A n can be used as a generating matrix of the Chebyshev-Frolov lattices, i.e.,
Proof. We prove the lemma by induction on n. The case n = 0 is trivial since V 0 = A 0 = 1. Now we assume that the lemma holds for n and show for n + 1.
where j i is a binomial coefficient and is defined to be zero if i > j. Since U n is upper-triangular and all the diagonal entries are 1, U n ∈ SL d (Z) holds. We now
using the formula cos 2θ = 2 cos
By induction assumption, there exists S n ∈ Z d×d such that det S n = ±1 and V n S n = A n . Hence
Thus we have shown that V n+1 S n+1 = A n+1 with
This shows that the lemma holds for n + 1.
Recursive enumeration
In this subsection we give a recursive algorithm to obtain the Chebyshev-Frolov lattice points. We start with the definition of functions which is used to state Lemma 3.3 to reduce a 2 n+1 -dimensional enumeration to 2 n -dimensional enumerations.
, c := (c 1 ; c 2 ) and x := (x 1 ; x 2 ). Then the inequality b ≤ A n+1 x ≤ c is equivalent to the simultaneous inequalities
Proof. From Lemma 3.1, b ≤ A n+1 x ≤ c is equivalent to
By adding the inequalities in (7) we have
On the other hand, (7) is equivalent to
which is equivalent to
Since D n is a diagonal matrix whose diagonal entries are positive, this inequality is equivalent to
Thus we have (7) ⇐⇒ (7) and (8) ⇐⇒ (9) and (8), which is what we desired to prove. Let n ∈ N and b, c ∈ R d . We define
Lemma 3.3 implies the following theorem to give P n (b, c).
Theorem 3.5. Let n ∈ N, d := 2 n and b, c ∈ R 2d . Then we have
This theorem reduces an enumeration in dimension 2 n+1 to enumerations in dimension 2
n . Further the case n = 0 is easy to solve, since k ∈ P 0 (b, c) for k ∈ Z and b, c ∈ R is equivalent to b ≤ k ≤ c. This justifies Algorithm 1 to obtain the set P n (b, c).
Algorithm 1 Recursive algorithm to obtain the set P n (b, c)
if n = 0 then P ← empty set ⊲ Initialize P as the empty set 6:
for all k 2 ∈ Set(n − 1,
⊲ Append a point to the set P 
Sequential enumeration
One disadvantage of Algorithm 1 is that it needs much memory. In this subsection, to defeat this disadvantage we derive simultaneous inequalities equivalent to b ≤ A n x ≤ c by applying Lemma 3.3 repeatedly and then we give a sequential enumeration algorithm.
We begin with an illustration for the case n = 2. Fix b, c ∈ R 4 and let x = (x 1 ; x 2 ; x 3 ; x 4 ). Our aim is to obtain simultaneous inequalities which are equivalent to b ≤ A 2 x ≤ c. From Lemma 3.3, it is reduced to
where we put
Whereas β 1,2 and γ 1,2 are not determined until x 1 and x 2 are fixed, β 1,1 and γ 1,1 are determined using only b and c. Hence we first consider (10) . Again from Lemma 3.3, (10) is reduced to
where we put β 0,1 :
. Whereas β 0,2 and γ 0,2 are not determined until x 1 is fixed, β 0,1 and γ 0,1 are determined using only b and c. Thus we can fix x 1 satisfying (12) . Once x 1 is fixed, β 0,2 and γ 0,2 are determined and thus we can fix x 2 with (13). Once x 2 is fixed, then β 1,2 and γ 1,2 are determined, and again from Lemma 3.3, Inequality (11) is reduced to
where we put β 0,3 := ρ 0 (β 1,2 ), γ 0,3 := ρ 0 (γ 1,2 ), β 0,4 := φ 0 (A 0 x 3 , β 1,2 , γ 1,2 ) and γ 0,4 := ψ 0 (A 0 x 3 , β 1,2 , γ 1,2 ). Now β 0,3 and γ 0,3 are determined and we can fix x 3 with (14) . Once x 3 is fixed, β 0,4 and γ 0,4 are determined and thus we can fix x 4 with (15). In this way, we have shown that b ≤ A 2 x ≤ c is equivalent to the simultaneous inequalities (12)- (15), where β 0,1 and γ 0,1 are already determined and β 0,i and γ 0,i are determined when x 1 , . . . , x i−1 are fixed (i = 2, 3, 4). This equivalence allows us to implement the enumeration of the vectors k ∈ Z 4 with b ≤ A 2 k ≤ c by 4-folded for-loops or an equivalent tail-recursion.
We now generalize the procedure for any n ∈ N. Hereafter, to clarify which coordinates we consider, we use the following notation.
Put d := 2 n and fix b, c ∈ R d . Our aim is to reduce b ≤ A n x n,1 ≤ c to simultaneous 1-dimensional inequalities. Put β n,1 := b and γ n,1 := c. From
We have seen that α L,a 's, β L,a 's and γ L,a 's depend on each other and some of them are not determined until some of k i 's are fixed. The dependence between α L,a 's are given as follows. For
Then for 1 ≤ L ≤ n and 1 ≤ a ≤ 2 n−L it follows from (4) that
We now study how those values are determined. We define the sets A i and B i for i ∈ N, 0 ≤ i ≤ 2 n recursively as
and, for i = 2 r p where r ∈ N and p is an odd integer,
The following lemmas show that these sets control the determination of the values.
Proof. We prove the lemma by induction on i. If i = 0, we have nothing to prove. Now let i = 2 r p > 0 where r ∈ N and p is an odd integer and assume that the result holds for i − 1. Let x 1 , . . . , x i be fixed. By induction assumption, for all (L, a) ∈ A i−1 the value α L,a is determined. Thus it remains to show for (L, a) ∈ A i \ A i−1 . Since x i is fixed, α 0,2 r p = x i is determined. Further, by induction assumption, for all 0 ≤ j < r we have (j, 2 r−j p − 1) ∈ A 2 r p−2 j ⊂ A i−1 and thus α j,2 r−j p−1 is determined. By using these results and applying (20) repeatedly, α j,2 r−j p is sequentially determined for all 0 ≤ j ≤ r. This proves the result for i.
We remark that the lemma is directly shown as follows: The condition that x 1 , . . . , x i are fixed implies that x L,a is fixed for all (L, a) ∈ A i and thus α L,a = A L x L,a is determined. The procedure shown in the proof, however, can save the cost to compute the values similarly to the fast-Fourier transform algorithm.
Lemma 3.8. Let i ∈ N, 0 ≤ i < 2 n . Let x 1 , . . . , x i be fixed. If (L, a) ∈ B i holds, then β L,a and γ L,a are determined.
Proof. We prove the lemma by induction on i. First assume i = 0, i.e., none of x j are fixed for 1 ≤ j ≤ 2 n . Even then, β n,1 and γ n,1 are determined as β n,1 = b and γ n,1 = c. Hence, using (16) and (17) repeatedly, β j,1 and γ j,1 are determined for all 0 ≤ j ≤ r. This proves the result for i = 0. Now we assume that the lemma holds for i − 1. Let x 1 , . . . , x i be fixed. By induction assumption, β L,a and γ L,a are determined for all (L, a) ∈ B i−1 . Thus it remains to show for (L, a) ∈ B i \ B i−1 . Lemma 3.7 implies that α r,p is determined. Further, by induction assumption we have (r + 1, (p + 1)/2) ∈ B 2 r (p−1) ⊂ B i−1 and thus β r+1,(p+1)/2 and γ r+1,(p+1)/2 are determined. Then β r,p+1 and γ r,p+1 are determined from these results, (18) and (19). Thus, by using (16) and (17) repeatedly, β j,2 r−j p+1 and γ j,2 r−j p+1 are determined for all 0 ≤ j ≤ r. This proves the result for i.
Lemma 3.8 implies that (0, i + 1) ∈ B i , which means that β 0,i+1 and γ 0,i+1 are determined when x 1 , . . . , x i are fixed. Thus we have shown the following equivalence in summary.
Theorem 3.9. The inequality b ≤ A n x ≤ c is equivalent to 2 n simultaneous inequalities
where β 0,1 and γ 0,1 are already determined and β 0,i and γ 0,i are determined when x 1 , . . . , x i−1 are fixed, as in Lemmas 3.7 and 3.8.
Lemmas 3.7-3.8 and Theorem 3.9 allow Algorithm 2, an tail-recursive enumeration of all the Chebyshev-Frolov lattice points A n k with k ∈ Z 
Frolov's cubature formula and its randomization
In this section we revisit Frolov's cubature formula and its randomization, and in particular we show how to enumerate the integration nodes using Algorithm 2. Let v ∈ R d and a matrix T ∈ R d×d which generates an admissible lattice T (Z d ). We define the set for i = 1 to 2 n do ⊲ Preparation for updating 3: memory r(i), p(i) ∈ N as i = 2 r(i) p(i) 4: end for ⊲ Finish preparation 5: for j = n − 1 to 0 do 8:
end for ⊲ Finish updating
11:
Enum(1) 12: end procedure 
UpdateAlpha(i)
18:
UpdateBetaGamma(i)
19:
UpdateAlpha(2 n )
22:
Output α n,1 ⊲ α n,1 = A n k is a lattice point for j = 1 to r(i) do 30: 
for j = r(i) − 1 to 0 do 38:
end for 41: end function and the cubature rule for a function
As mentioned in the introduction, Frolov's cubature formula is of the form Q(a −1 T, 0) for a > 1. For the number of integration nodes, it is known from [9] 
Following [6] , we use scaled (and coordinate-permuted) Chebyshev-Frolov lattices as admissible lattices for Frolov's cubature formula. Let n ∈ N and let A n be defined as in (4) . For a scaling parameter N ∈ R with N > 0, we define the value s(N ) := (|det(A n )|N ) −1/d and the matrix
We consider Frolov's cubature formula as Q(A n,N , 0) for N ∈ N. To find the integration nodes, we can use Algorithm 2 and the bijection
where
⊤ . Randomized Frolov's cubature formula was introduced by Krieg and Novak [7] , and studied further by Ullrich [12] . Our algorithm introduced below follows the exposition in [12] , but note that A n,N in this paper corresponds to B −⊤ N in [12] . Let u and v be two independent random vectors that are uniformly distributed in [1/2, 3/2] d and [0, 1] d , respectively. Let U := diag(u). We define randomized Frolov's cubature formula M N using A n,N as
How can we enumerate the nodes of the formula M N (f )? We have
Hence, with defining
we have the following bijective map
Thus we can use Algorithm 2 to enumerate the nodes of randomized Frolov's cubature formula. We remark that the vector A n v can be quickly computed, similarly to the computation of α n,1 .
Numerical efficiency of the algorithm
In this section we show the efficiency of Algorithm 2. Based on Algorithm 2, we counted the number of the nodes of Frolov's cubature formula using the Chebyshev-Frolov lattices, for dimensions d = 2, 4, 8, 16, 32 and for the scaling parameter N = 2 m with m = 1, . . . , 30. More precisely, we replaced Line 22 in Algorithm 2 by incrementing a counter for the number of the nodes. The code we used can be found at https://github.com/tttyoyoyttt/the_Chebyshev_Frolov_lattice_points. We conducted the experiments on Intel Core i7-4790 3.60GHz CPU. Our codes are implemented in C and compiled by GCC 4.9.3 with -O2 optimization flag on Windows 7. We used windows.h for getting the execution time.
The result is summarized in Tables 1-2 , which show the number of the nodes and the execution time. We can enumerate the nodes for d = 16, N = 2 20 in less than 1 second. We can see that, for a fixed dimension d, the execution time increases linearly with respect to the scaling parameter N . On the other hand, for a fixed N , the execution time increases rapidly with respect to d. We can also see that the scaling parameter N does not well approximate the number of nodes when d = 32, for N ≤ 2 30 . Hence we suggest to use the formula when d ≤ 16.
We have to remark on the accuracy of Algorithm 2. It requires many floating-point arithmetic operations, so it might have some errors. Indeed, if we use single-precision instead of double-precision, the number of the enumerated points sometimes differs (for example, for d = 4 and N = 2 24 ). In order to check the accuracy of Algorithm 2, we conducted another experiment. We first enumerated all the points in the box with the scaling parameter 2N . Then, for each point, we checked whether it is included in the box with the scaling parameter N . We confirm that the number of the enumerated points by this algorithm coincides with that as in Tables 1-2 . We also confirm that they coincide with the result in [8, Appendix] , which gives those for d = 2, 4, 8, 16 and N = 4 m with 3 ≤ m ≤ 10. We remark that if we miscounted the integration nodes by the numerical error it would not be critical for Frolov's cubature formula since such miscounted points would be very close to the edge of the box and thus their function evaluations would be close to zero. 
