The volatility component models have received much attention recently, not only because of their ability to capture complex dynamics via a parsimonious parameter structure, but also because it is believed that they can handle well structural breaks or non-stationarities in asset price volatility. The paper studies the distributional properties of various volatility component models. Sufficient conditions for the existence or/and uniqueness of (strictly) stationary (ergodic) solutions with mixing property to the volatility component models are derived. Hence, the paper revisits the component models from a statistical perspective and attempts to explore the stationarity and mixing properties of the underlying processes. There is a clear need for such an analysis, since any discussion about non-stationarity presumes we know when component models are stationary. As it turns out, this is not the case and the purpose of the paper is to rectify this. We also look into the sampling behavior of the maximum likelihood estimates of recently proposed volatility component models and establish their local consistency and asymptotic normality are established as well.
Introduction
Asset price volatility is persistent and several models have been proposed to capture this salient stylized fact. The ARCH class models originated by Engle [15] is the most popular. The basic structure of ARCH is very much similar to ARMA, the appearance is deceiving. Indeed, there is a considerable literature on the stationarity, mixing and moment properties of various ARCH-type models, see e.g. Carrasco and Chen [10] , He and Teräsvirta [22] .
The prime focus has been on the GARCH(p,q) model -in particular GARCH(1,1) -originated by Bollerslev [7] . Yet, empirical evidence suggests that volatility dynamics is better described by component models. Engle and Lee [17] introduced a GARCH model with a long and short run component, and several others have proposed related two-factor volatility models, see e.g. Ding and Granger [14] , Alizadeh et al. [3] , Chernov et al. [12] and Adrian and Rosenberg [1] among many others. The volatility component model of Engle and Lee [17] decomposed the equity conditional variance as the sum of the short-run (transitory) and long-run (trend) components.
The appeal of component models is their ability to capture complex dynamics via a parsimonious parameter structure. Yet, there is also another reason why component models are becoming more popular, and this is again motivated by empirical evidence. Several studies have reported evidence of so called structural breaks in asset price volatility, see for example Andreou and Ghysels [4] , Berkes et al. [5] . Chen and Gupta [11] , Horvath et al. [23] , Horvath et al. [24] , Inclan and Tiao [25] , Kokoszka and Leipus [28] , Kulperger and Yu [29] , among others.
To address the non-stationarity in the data, it has been suggested that such breaks should be captured by the long run component. Alternatively, locally stable GARCH models have been considered to handle non-stationarity -see e.g. Dahlhaus and Rao [13] . This paper focuses exclusively on component models. For some component models, like the restricted GARCH(2,2) model of Engle and Lee [17] which consist of two GARCH(1,1) components, the literature has not well covered the conditions that characterize non-stationarity issues of the components. Moreover, the component models that have been suggested recently are not of the additive ARCH-type, but instead consist of a multiplicative structure. The first to suggest a component structure that accommodates non-stationarity of volatility is Engle and Rangel [18] , later extended by Engle, Ghysels and Sohn [16] . These component models, also known as Spline-GARCH and GARCH-MIDAS re-spectively, feature a multiplicative decomposition of the conditional variance into a short-run (high-frequency) and long-run (low-frequency) components. The high-frequency volatility component in both models is driven by a GARCH(1,1) process which mean-reverts to one. The low-frequency component picks up the non-stationarity. The difference between the two models is the specification of the low-frequency volatility. The Spline-GARCH model formulates the low-frequency volatility in a non-parametric framework. Exponential quadratic Spline is used to estimate the long memory structure of low-frequency volatility so that the unconditional variance is time varying. This makes the model much more flexible but at the cost of losing the mean-reverting property.
The economic implications of component models and their empirical application have been studied intensively in Engle and Lee [17] , Engle and Rangel [18] , Engle, Ghysels and Sohn [16] . This paper revisits the component models from a statistical perspective and attempts to explore the stationarity and mixing properties of the underlying processes. There is a clear need for such an analysis, since any discussion about non-stationarity presumes we know when component models are stationary. As it turns out, this is not the case and the purpose of the paper is to rectify this.
Although most of our focus is on the aforementioned multiplicative models, we start with filling a gap in the literature pertaining to additive component models, that is the original Engle and Lee model. The dynamic structure of the conditional variance in their model can be reduced to a restricted GARCH(2,2) model with certain coefficients negative, which, to some extent, distinguishes itself from the classic GARCH model. Hence, the existing regularity conditions for GARCH models need to be extended to handle the constrained additive component models. Under certain regularity conditions on the parameters, the transitory component mean-reverts to zero and the trend converges to the unconditional variance but at a much slower rate. While, the resulting volatility process is covariance stationary, as pointed out by Engle and Lee [17] , the mapping from component models to GARCH involves nonlinear transformations of the parameter space.
The GARCH-MIDAS model of Engle, Ghysels and Sohn [16] modified the dynamics of low-frequency volatility as a stochastic component "by smoothing realized volatility in the spirit of MIDAS (mixed data sampling, see e.g. [20] ) regression and MIDAS filtering" so that it can incorporate directly data sampled at lower frequency (say, monthly or quarterly) than the asset returns (sampled at a daily basis). The GARCH-MIDAS model has two ba-sic specifications. In terms of the structure of low-frequency volatility, they are classified as: (1) GARCH-MIDAS model with fixed time span realized volatility (RV) where the low-frequency component is constant within a fixed time span, say a month or a quarter but the high-frequency component is varying from day to day; (2) GARCH-MIDAS model with rolling window realized volatility (RV) where both low-frequency and high-frequency components change at a daily basis.
In particular, we are looking for regularity conditions under which the models could admit covariance stationary or strictly stationary ergodic solutions with/without β-mixing property. By linking the models with multivariate stochastic difference equations, we study the covariance stationary property through a reversed martingale argument and the strict stationarity property in terms of the top Lyapounov exponent. The dilemma is how to evaluate theoretically the top Lyapounov exponents which are defined on (i) a sequence of i.i.d. matrices with certain negative entries and (ii) a sequence of strictly stationary ergodic matrices with positive entries. In addition, we derive the locally consistent estimates of the GARCH-MIDAS model with rolling window realized volatility specification and study their asymptotic behaviors by means of Cramér-Wold device.
The rest of paper is organized as follows: we revisit the volatility component model of Engle and Lee in section 2, and give the condition under which it is strictly stationary ergodic and β-mixing. Section 3 focuses on the stationarity properties of the two GARCH-MIDAS specifications. The consistent estimates with asymptotic behaviors of GARCH-MIDAS model with rolling window RV are studied in section 4. Section 5 gives the concluding remarks. In the appendix, we list the theorems and lemmas cited from others' work for quick reference.
Volatility component model of Engle and Lee
The volatility component model of Engle and Lee [17] structures the daily return r t as
where ε t iid ∼ N (0, 1) and the parameter space is
which ensures the conditional variance h is nonnegative (see [17] for the proof of nonnegativity of h). According to the model, the conditional variance is the sum of long-run (trend) variance τ and the short-run (transitory) variance g. The condition 0 < α + β < ρ < 1 guarantees that the short-run volatility mean-reverts to zero at a geometric rate of α+β and long-run volatility converges to ω/(1−ρ) with a much slower rate.
Engle and Lee [17] provided sufficient conditions for the covariance stationarity of {r t } with parameter space P by linking it to an ARMA(2,2) process, i.e.
where η t = r 2 t − h t (see [17] ). Here we shall present conditions for strict stationarity and β-mixing. For the time being, we assume the process to extend infinitely into the past. Later, we will consider the scenario of closing the system by assigning an initial distribution at time point 0.
The volatility component model of Engle and lee is also referred to as the restricted GARCH(2,2) model because the dynamics of conditional variance h can be cast into the framework of a GARCH(2,2) process as
The distinct feature of this 'new' model is its similarity to a GARCH(2,2) setting but of having negative coefficients (α 2 and β 2 are negative). So the existing results about classic GARCH(2,2) model [8] can not be applied to the volatility component model of Engle and Lee.
Introducing Y t = (h t+1 , h t , r 
with iid coefficients.
There is a vast literature on the existence/uniqueness of the strictly stationary solution to the stochastic difference equation of the form
where Y t and B t are R n -valued random vectors, A t is a R n×n -valued random matrix, and {(A t , B t ), t ∈ Z} is a strictly stationary ergodic sequence. Vervaat [34] and Brandt [9] analyzed the stochastic difference equation for the scaler case, i.e. n = 1 with assumption that the coefficients are iid and strictly stationary ergodic respectively. Bougerol and Picard [8] studied the problem with A t and B t being iid. Glasserman and Yao [21] extended the results for the general strictly stationary ergodic sequence. For the vector case, the problem of strictly stationary ergodic solution to (2.4) is closely related to the associated top Lyapounov exponent which is defined as Definition 2.1 Let {A t , t ∈ Z} be a strictly stationary and ergodic sequence of R n×n -valued random matrices, such that E log + A 0 < ∞. Then the top Lyapounov exponent associated with {A t , t ∈ Z} is defined as
Combining subadditive ergodic theory of Kingman [27] due to the submultiplicativity of matrix norm and the work of Furstenberg and Kesten [19] , we could derive a well-known property of the top Lyapounov exponent which is stated as Theorem 2.1 ( [19] , [27] ) If {A t , t ∈ Z} is a strictly stationary ergodic sequence of R n×n -valued random matrices, such that E log
and lim
The top Lyapounov exponent is independent of the choice of underlying matrix norm . since all the norms on the finite norm space are equivalent. For ease of analysis, we consider the Frobenius norm in particular throughout this paper. Next proposition gives a sufficient condition for the strict stationarity of the restricted GARCH(2,2) model of Engle and Lee when we assume the whole system starts from the negative infinity.
Proposition 2.1 For the volatility component model of Engle and Lee with the parameter space P, {r t , h t } is strictly stationary ergodic if α < φ, 2α + β + φ < ρ < 5α + β and α + β + ρ < 1.
The proof of Proposition 2.1 needs the following lemmas.
Lemma 2.1 Let {F t , t ∈ Z} be a sequence of iid random matrices such that P (F t F t−1 . . . F 0 ≥ 0, infinitely often) = 1 and suppose that E(log + F 0 ) < ∞ and ρ(E(F 0 )) < 1. Then the top Lyapounov exponent associated with this sequence is strictly negative.
Proof of Lemma 2.1 Define
. . F −k , the top Lyapounov exponent associated with {F t , t ∈ Z} is strictly negative, following from Lemma 3.4 of Bougerol and Picard [8] (See Lemma 6.2 in Appendix).
Lemma 2.2 Suppose that α < φ, and 2α + β + φ < ρ < 5α + β. If further express h t in model (2.2) with parameter space P as an infinite distributed lag of r 2 t , then all the coefficients are positive, i.e.
Proof of Lemma 2.2 Let Z 1 and Z 2 be the roots of Z 2 −β 1 Z −β 2 . WLOG, assume |Z 1 | ≥ |Z 2 |. By theorem 2 of Nelson and Cao [32] (see Appendix), to show ω * ≥ 0, φ k ≥ 0 it is equivalent to prove that (1) Z 1 , Z 2 are real, and
Conditions (1) & (2) have been checked by Engle and Lee (see Appendix of [17] ). We only need to justify conditions (3) & (4) under the restrictions specified. Since
Note that under the restrictions, ρ − (β + 2α + φ) > 0,
Next to check condition (4). Since
Condition (4) is also satisfied. Therefore ω * ≥ 0 and φ k ≥ 0 ∀k.
Proof of Proposition 2.1 According to Theorem 3.1 of Glasserman and
Yao (see Appendix), the statement is true if E(log A(ε 0 ) ) + < ∞ and γ < 0.
Under Frobenius norm,
The eigenvalues of M is 0, α + β and ρ, from where we know ρ(M ) < 1 by assumption. Using Lemma 2.2, it could be derived that each component of M t,k is nonnegative. Further applying Lemma 2.1, the top Lyapounov exponent γ associated with {A(ε t ), t ∈ Z} is strictly negative.
In Proposition 2.1, the model is assumed to extend infinitely into the past. Next we consider the system (2.2) starting from time 0 with initial values g 0 and τ 0 defined on the probability space {Ω, F, P} such that P (0 < τ 0 < ∞) = P (0 < τ 0 + g 0 < ∞) = 1. Now the process (2.3) can be viewed as a time-homogeneous Markov process, which puts us in the setting of the polynomial random coefficient autoregressive model mentioned in Carrasco and Chen [10] . Starting from there, we could derive the mixing property of volatility component model.
Based on the work of Mokkadem [31] , Carrasco and Chen [10] studied the conditions for the stationarity, mixing and moment properties of various ARCH-type models. Again, we consider Theorem 4.3 of Mokkadem [31] or Theorem 1 of Carrasco and Chen [10] (see Appendix), and we have the following, Proposition 2.2 Consider the volatility component model of Engle and Lee with the parameter space P, with α < φ, 2α+β+φ < ρ < 5α+β, α+β+ρ < 1 and the distribution induced by τ 0 +g 0 invariant, then • Assumption (A.3): Note
and its characteristic function is det(
• Assumption (A.4): From the proofs of Lemma 2.1 and Proposition 2.1,
converges almost surely to the 0 matrix.
• Assumption (A.5): Define V (y) = |y 1 |+a|y 2 |+a|y 3 | for y = (y 1 , y 2 , y 3 ) ∈ R 3 , where a =
< 1 and B > 0 be such that
Assumption (A.5) is also satisfied.
Stationarity of GARCH-MIDAS process
The spline-GARCH model of Engle and Rangel [18] and the GARCH-MIDAS model of Engle, Ghysels and Sohn [16] assume the conditional volatility to be the product of long-run and short-run volatility. To be specific, the spline-GARCH model is defined through the following three equations
where
• {0 = t 0 < t 1 < t 2 < . . . < t k = T } is a partition of the time horizon T in k equally spaced intervals.
The high-frequency component g follows a mean-reverting unit GARCH(1,1) process. The low-frequency component τ is deterministic, and it equals the unconditional variance, ie E(r t − µ) 2 = τ t from where we could see the conditional volatility process is not mean-reverting and is not stationary as well.
GARCH-MIDAS model, as an extension of spline-GARCH model, keeps the structure of short-run component g but modifies the long-run component τ as stochastic. According to the way the low-frequency component is structured, GARCH-MIDAS model has two basic specifications: GARCH-MIDAS model with fixed time span realized volatilities (RV) and GARCH-MIDAS model with rolling window realized volatility (RV).
For the fixed time span RV setting, the dynamics of long-run and shortrun components are specified as
where • r it is the log return on day i of period (say month, quarter, etc.) t.
• N t is the number of days in period t, but in this paper we assume N t = N (a predetermined number) for any t.
•
• E(g 1,t |F t−1 ) = 1, which is equivalent to E(g i,t |F t−1 ) = 1 (1 ≤ i ≤ N t ), an assumption used in Engle, Ghysels and Sohn [16] .
• ϕ k (ω) are nonnegative functions of ω such that N k=1 ϕ k (ω) = 1.
For the rolling window RV setting, the long-run component dynamics is simplified,
where • r t is the log return on day t,
• N is the length of a certain period of interest with value predetermined,
The appeal of GARCH-MIDAS model is that the structure of long-run component is stochastic which makes it possible to study the statistical property of the conditional volatility process.
GARCH-MIDAS model with fixed time span RV
We start with the fixed time span RV setting and assume µ = 0. Model (3.1) is simplified as
As an immediate consequence, we have Proof of Proposition 3.1 To show that {r i,t } is a White Noise, we need to verify the following three conditions:
(ii) Cov(r i,t , r j,s ) = 0 for j = i or t = s (iii) V ar(r i,t ) is a finite constant.
(i) is true since E(r i,t ) = E( √ τ t g i,t ε i,t ) = 0 and (ii) also holds due to the property of ε i,t . Now we need to check the third condition. For ease of reference, let η ≡ α + β,
. . .
Next we need to show that E[τ t ] exists and is finite. Notice that
Moreover, we have
by iteration,
is finite (elementary-wise) when s is sufficiently large.
Together with equ(3.6), we know E(Y s ) is finite for every s. Fix t, and let s go to infinity in (3.7) . By the property of reversed martingale, we have
ρ(A) = max j |λ j | should be strictly less than 1 which implies that lim s→∞ A s = 0.
GARCH-MIDAS model with rolling window RV
For the rolling window RV setting, we still consider the simple case of µ = 0 first. Model (3.2) becomes
Further, the dynamics of r 2 t could be reduced to
where c l 's are certain combinations of ϕ k 's and they satisfy
Under the assumptions α > 0, β > 0 and α + β < 1, model (3.9) can be linked to a multivariate stochastic difference equation with strictly stationary ergodic coefficients through Markovian representation ( [2] , [34] ). In other words, the stationarity property of the process {r 2 t , t ∈ Z} is equivalent to the existence of stationary solution to the following stochastic difference equation
Again, we are put in the setting of model (2.4) with strictly stationary ergodic coefficients. If we could find conditions to meet the assumptions in Theorem 3.1 of Glasserman and Yao [21] , then model (3.11) will have a unique strictly stationary solution. But the problem is how to evaluate the top Lyapounov exponent associated with the stationary ergodic matrices. We approach this problem in three steps: (1) K = 1, N = 1 (2) K = 1, N > 1 (3) K > 1 and N ≥ 1 due to the complicated structure of A t (c).
When KN = 1, A t (c) is just a scaler and the top Lyapounov exponent is easy to compute. The sufficient condition of stationary solution comes directly from Theorem 1 of Brandt [9] or Theorem 3.1 of Glasserman and Yao [21] (see Appendix). Notice that when α > 0, β > 0, α + β < 1, {g t ε 2 t , t ∈ Z} is strictly stationary ergodic. If 0 < θ < 1, E log(θg 0 ε 2 0 ) ≤ log E(θg 0 ε 2 0 ) = log θ < 0, E log(mg 0 ε 2 0 ) ≤ log E(mg 0 ε 2 0 ) = log m < ∞ the conclusion follows from Theorem 1 of Brandt [9] or Theorem 3.1 of Glasserman and Yao [21] (see Appendix) directly.
When K = 1 and N > 1, the weight function vanishes and A t (c) is simplified as 
ρ(M (a)) is increasing in a and it is a concave function of a.
Proof of Lemma 3.1 For ease of reference, we use λ(a) or λ for ρ(A).
Since λ is a smooth function of a, to prove λ is a concave function of a is equivalent to show that
da 2 < 0. Taking derivative on both sides of (3.13) with respect to a, we could have
where g = dg(λ) dλ and λ = dλ(a) da
On the other hand, put f (λ) = 0 as F (λ, a) = 0. By implicit function theorem,
where F a = ∂F ∂a = −h(λ) < 0 and F λ > 0 (since λ is the largest root of f and f goes to ∞ as λ goes to ∞ for fixed a). Hence λ > 0 and 1 + g > 0.
To show λ < 0, it is sufficient to show that g =
and 
It follows that
γ ≤ E log g 0 + lim
Letγ be the top Lyapounov exponent associated with sequence {Ã t , t ∈ Z}, then γ ≤γ.
SinceÃ t 's are iid and nonnegative, according to Lemma 2. 
Proof of Proposition 3.4 Under the Frobenius norm,
And when β 2 + 2αβ + 3α 2 < 1,
The top Lyapounov exponent associated with A t (c) is
Since g n is a polynomial inc and all the entries in the matrices are nonnegative, the coefficients of c j (1 ≤ j ≤ K +N −1) are positive which implies that, for every n, g n (c) is nondecreasing in each c j . In other words, g(c) ≤ g (1) . It follows from Proposition 3.3 that
Combining the above results, we have The resulting process is nonanticipative (or causal). In addition, the lowfrequency volatility component τ is strictly stationary ergodic as well.
Asymptotic properties of GARCH-MIDAS model
The last property in section 3 tells us that GARCH-MIDAS model with rolling-window RV (3.8) has a unique strictly stationary ergodic solution under certain regularity conditions. In this section, we will follow this line and study the consistency and asymptotic behavior of maximum likelihood estimates (MLE) of this model. The parameter space we will consider in this section is
Given a sequence of {r t , 1 ≤ t ≤ T } where T N + K which are generated by the following dynamics
For ease of reference, we use {φ i , 1 ≤ i ≤ 5} to refer to the parameter set {α, β, m, θ, ω} when there is no confusion. Introduce
The gradient of L T (Φ) is
As a convention, if a function is expressed without specifying Φ, we assume that it is evaluated at the true parameter Φ 0 .
The following main result establishes the existence and uniqueness of the consistent and asymptotically normal estimatorΦ T .
Proposition 4.1 Assume {r t , 1 ≤ t ≤ T } is generated from model (4.1) with Φ 0 ∈ U. Then there exists a fixed open neighborhood N (Φ 0 ) ⊂ N (Φ 0 ) ⊂ U of Φ 0 such that with probability tending to 1 as T goes to ∞, L T (Φ) has a unique minimumΦ T in N (Φ 0 ) such that
The next proposition gives the consistent estimate of the asymptotic covariance matrix Σ 
Proofs of Proposition and Proposition 4.2
To establish the consistency and asymptotic normality ofΦ T , we need the following helpful lemmas.
Lemma 4.1 Let {X n , F n : n ≥ 1} be a strictly stationary ergodic martingale difference sequence such that
Proof of Lemma 4.1 Define
by Birkhoff 's Ergodic Theorem. It follows from martingale central limit theorem of Mcleish [30] that
Lemma 4.1 presents a fact for a one-dimensional situation. To extend it to higher dimensions, we need to use Cramér-Wold Device of Bilingsley [6] . Moreover, we could derive the following result.
Lemma 4.2 Under the assumptions in Proposition
Remark 4.1 Σ S is symmetric. We only display its upper triangular part here for brevity. In the rest of paper, we will express a symmetric matrix this way.
Proof of Lemma 4.2 According to Cramér-Wold Device, it is sufficient to show that for any t = (t 1 , t 2 , t 3 , t 4 ,
Notice that [33] ).
evaluated at the true parameters
Note also
].
For i = 1, ie φ 1 = α, ∂τt ∂α = 0, and
For i = 2, ie φ 2 = β, ∂τt ∂β = 0, and
), we have
(without loss of generality, we could assume {ϕ k , 1 ≤ k ≤ K} are all positive) and
). We have
The following lemma evaluates the probabilistic property of the Hessian matrix of L T with value taken at Φ = Φ 0 .
Lemma 4.3 Under the assumptions in Proposition
and each element in Σ I is denoted by σ 2 ij . We need to show that
where . is an arbitrary matrix norm.
All norms on the finite dimensional norm space are equivalent, which implies that all the matrix norms on C n×n should be equivalent. Thus, we only need to show the result is true for Frobenious norm. Under Frobenious norm,
and
is a measurable function of {ε s , s ≤ t}, hence is strictly stationary ergodic. By Birkhoff 's ergodic theorem,
ie.
Therefore,
Next, we want to show the third derivatives of L T is locally bounded in a 'weak' sense, i.e., sup
Proof of Lemma 4.4
of Φ 0 such that N (Φ 0 ) ⊂ U and further, there exists a pointΦ
Further, let w t = The proof of Proposition 4.2 needs one more lemma.
Lemma 4.5 Let {x n (θ), n = 1, 2, . . .} be a sequence of random variables defined on probability space {Ω, F, P } such that x n is uniformly continuous in θ and for each fixed θ, x n (θ)
Proof of Lemma 4.5 For any ε > 0,
The conclusion follows from the inequality immediately.
Proof of Proposition 4.2 For each Φ ∈ N (Φ 0 ), H(l t )(Φ), ∇l t ∇l t (Φ) are strictly stationary ergodic,
due to Birkhoff 's ergodic theorem. Also consider the fact thatΦ T P → Φ, and H(l t )(Φ), ∇l t ∇l t (Φ) are uniformly continuous in Φ ∈ N (Φ 0 ). Therefore,
Applying continuous mapping theorem,
I .
Conclusion
This paper focused on the distributional properties of two volatility component models: the restricted GARCH(2,2) model of Engle and Lee, the GARCH-MIDAS model of Engle, Ghysels and Sohn. The restricted GARCH(2,2) model structured the conditional variance as the sum of low-frequency and high-frequency stochastic components. It was shown that, under certain regularity conditions on the parameter space, it was strictly stationary ergodic and β-mixing. In the GARCH-MIDAS model, the conditional volatility was characterized as the multiplicative effects of low-frequency and highfrequency stochastic components. It was an extension of Spline-GARCH model of Engle and Rangel where the low-frequency volatility was fitted by an exponential quadratic spline, a deterministic structure. For GARCH-MIDAS model with fixed time span realized volatility, we showed that it could admit a covariance stationary solution in a specific parameter space. We also derived sufficient conditions for the existence and uniqueness of strictly stationary ergodic solution to the GARCH-MIDAS model with rolling window realized volatility. Further, this paper showed that its maximum likelihood estimates were locally consistent and asymptotically normal. Its asymptotic variance-covariance matrix and associated consistent estimate were also specified.
Appendix
In the appendix, we list the theorems and lemmas used throughout this paper for readers' quick reference.
Theorem 6.1 (Theorem 3.1 of Glasserman and Yao [21] ) Suppose {(A t , B t ), t ∈ Z} is a strictly stationary ergodic process and one of the conditions E(log A 0 ) + < ∞, γ < 0, E(log B 0 ) + < ∞ or P (A t . . . A 0 = 0) > 0 for some n ≥ 0 is satisfied, then where {Y t , t ∈ Z + } is a sequence of R m -valued random process, {ε t } is a 
