Hyperbolic-hyperbolic systems  by Roseman, J.J & Meyer, R.E
JOURNAL OF DIFFERENTIAL EQUATIONS 10, 403-411 (1970) 
Hyperbolic-Hyperbolic Systems* 
J. J. KOSEMAN AND R. E. MEYER 
Polytechnic Institute of Brooklyn, Brooklyn, New York 
University of Wisconsin, Madison, Wisconsin 
Received April 27, 1970 
1. INTRODUCTION 
In this paper, we study certain hyperbolic systems with a parameter E, 
which we call hyperbolic-hyperbolic. Their feature is that they are hyperbolic 
for all values of E, but the order of the system and its characteristics change 
discontinuously at E = 0. 
An illustration of such a system is the following, which comes from the 
study of one-dimensional gas flow with chemical reactions. 
8% ih, c-+--=0, 
ax at 
(14 
(lb) 
where u1 , ua , and ua represent the pressure, density, and rate of change of 
gas composition at any point x and time t; c is a parameter with value greater 
than one, and E is the time of reaction (the reciprocal of the rate of reaction). 
A derivation of the equations is given in [l] and [2]. The system can be reduced 
to a single third-order equation 
where $ stands for either ur , ua , or us . 
(4 
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In practice, the parameter E is difficult to obtain especially since the exact 
nature of the reaction involved may not be known. Furthermore, system (1) 
represents a simplified model. In more complex models the terms involving 
the derivatives of u3 may not be known exactly. Thus, for fast reactions, 
where the magnitude of E is known to be small, we are led to cons&r the 
possibility of approximating ui and z+ by solving the system at t ~: 0. 
However, for E > 0, the system has three distinct families of characteristics 
given by x = constant, x - ct =- constant, and x ml- ct = constant; while 
at t = 0, there are only two characteristics given by x - t :: constant and 
x + t = constant. Therefore, if the solution at E m: 0 is called the reduced 
solution, it is not clear that the solution for a particular problem with r 
small but nonzero is close to the reduced solution. In fact, for an initial value 
problem with arbitrary data, it is generally not true. 
In this paper, sufficiency conditions are given for a general hyperbolic- 
hyperbolic system with constant coefficients which guarantee that the 
difference between the solution for positive E and the reduced solution is of 
the order of E in any bounded subdomain of the half-plane t ;> 0. For 
illustrative purposes, the work is first done for system ( 1) and then generalized. 
These results are obtained by estimating the magnitude of the derivatives 
of the solution directly from the equations. The techniques used to get these 
estimates show promise of being able to be extended to hyperbolic systems 
with nonconstant coefficients and even to nonlinear systems. Estimate 
techniques have been used, for example, in [3] to obtain asymptotic results 
for a nonlinear elliptic system. 
2. THE INITIAL VALUE PROBLEM FOR SYSTEM (1) 
We now consider the standard initial-value problem consisting of the 
system (I), with u1 , ua , and ua specified on the line t = 0. For E > 0, the 
problem has a unique solution; but, if E = 0, the system degenerates into a 
second-order system and the initial data could then become incompatible, 
so that the system would then have no solution. The data can, however, be 
given in such a way that a unique solution exists even at E = 0. Nevertheless, 
since the characteristics change discontinuously, the question remains as to 
whether the solution for E > 0 approaches the reduced solution as 6 + 0. 
This is what we shall determine. 
DEFINITION. Compatible initial data at t = 0 for system (1) are data of the 
form ur(x, 0) = F(x), u2(x, 0) = G(x), and U&X, 0) = (c” - I)G’(x)/2c2, 
where F and G are square integrable on (-CD, co) and have, respectively, 
three and four square integrable derivatives. 
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The special relation between u2 and ua at t = 0 ensure the existence of a 
solution for all values of E. The reason for the additional smoothness conditions 
will become evident in the proof of Theorem 1. 
DEFINITION. The statement a == O(b), in the context of this paper, means 
that there exists a constant K which may depend on c and the initial data, 
but not on E, such that / a ( f RI b :. By contrast, the statement a =-- 0(b) 
means that there exists a universal constant such that ) a i < Kj b ). 
THEOREM I. If E >, 0 and c > 1 in system (I), and if the initial data are 
compatible, then 
Ul = u,(x, t; c) = Ul(X, t; 0) + O(d), 
as E--f0 
up = u2(x, t; c) = u,(x, t; 0) + O(d) 
in the region t > 0, --co < x < a3. 
Proof In system (l), the parameter E occurs only in Eq. (lc) as the 
coefficient of the term %u,/2t. Therefore, the theorem can be proved by 
showing au,jZt has a bound for all x and nonnegative t which is independent 
of E. This is the method we shall use and, since we are interested in small E, 
we may assume in the following that E <: 1. 
Let 
Vl Ul 
v= v2 = 
i 0 
u2 ; 
v 3 EU3 
then, in vector notation, system (1) becomes 
with compatible initial data, F(x) v(x, 0) = i 1 G(x) 9 &-W(x) 
where h = $(c2 - 1). If 
(3b) 
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then 
We next define 100 $7: i 0 c$ 0 1w, -0 f 
16h 
4 w 0. 
I 
(4) 
4h 
where 5 is a real parameter to be chosen presently. This gives 
We now wish to choose [ so as to make the coefficient of + a positid 
matrix. This can be done by choosing E = 4hl:z. (Note that this is possible 
because c3 :- 1). Thus, 
0 0 0 
2% 0 
[ I 
a+ 
at 
l- OK- -, A t-:1,2 -y 
0 o-c Cc2 E 1 
~-;I'2 + _- 0, (6) 
x1/2 -~A h 1 
i.e., 
l3Y/at + A aY/cY.x + <-'BY = 0 (7) 
with A symmetric and B positive. 
Kow consider the shaded trapezoidal area shown in Fig. 1. 
x0 -ct x,-c (to-T) x, x, +a J-T) x, +ct 
FIG. 1. Domain of dependence of an arbitrary point P(x, , t, > 0). PSQ and 
PTR are straight lines of slopes CC’ and --c ml, respectively; they are the characteristics 
through P of the system (1) for < 0. ST is a line t m:: const = T with T chosen 
arbitrarily in (0, tJ. 
IA matrix B is called positive if (Bu, u) > 0 for every vector u. 
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Since A is symmetric and B is positive, the theory of “energy integrals” 
for hyperbolic differential equations implies 
if E is nonnegative. (cf., Courant-Hilbert, Vol. 2 [4]). By allowing the point P 
to go to infinity in the upper half-plane along the line QP, we obtain 
With a change in notation, we may write this as 
j: (+(t, 9, 445, t) dt < jy=‘,., (+(t, O), 4450) ht. 
for any x and any t > 0. 
Since Y = Ilk, where M is nonsingular for h > 0 and is independent of E 
and the initial data, (IO) implies 
r (V> (5>% v(E, 9) dt = ; 0 (jY (v(5, O), v(E, 0)) d[) (11) 2-ct Jx 
or 
Now, allowing x to go to -co with t fixed, we have 
j:, (~(6, t), ~(5, t)) df == ; 0 (jl;,. [I F(Ol" + I G(Q2 + '; I G'(S);"]) d5
(13) 
or 
Thus, the L, norm of v is seen to have a bound which is uniform in t and 
independent of E. 
We now note that every derivative of v satisfies the same system of 
differential Eqs. (3a) as v itself. Therefore, the arguments used above imply 
that, for any k-th derivative of v which is square integrable in x on (-co, 03) 
at t = 0, 
jm (@v(x, t), o^“v(x, t) d  =0 (jl, pi+, 01, qx, 0)) d") (15) --m 
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where a represents partial differentiation with respect to either .X or t. l’hns, 
so that 
j’,. (ijv(x, t), av(x, 1) dx -= O( 1). 
A calculation of the second derivative terms at t = 0 shows that 
(18) 
(19) 
Examining the third derivatives, we find that for any term which involves 
at least one x derivative, 
However, 
(20) 
Sobolev’s Lemma can now be used to obtain a point-wise estimate for 
v and av. A form sufficient for our purposes, is the following: 
SOBOLEV’S LEMMA. Suppose f(x) and f’(x) aye square integrable on the 
interval [b, CO). Then, for any x E [b, co) and any positive number a, 
j f (x)1’ = 0 (a-l j’: ! f (01’ do + 0 (a j’: if ‘(5)i2 dt). (22) 
For a proof, cf. [5]. 
Now, replacing f(x) in (22) by 7+(x, t) (k = 1, 2, 3) for fixed t > 0, setting 
a = 1, and noting (18), we obtain 
v(x, t) = O(1). (23) 
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Similarly, 
th(x, t) = O(1) (t 2 0) (24) 
and 
8v(x, t) = O(1). (t > 0) (25) 
In terms of the original variables, Eq. (25) says that all second derivatives 
of ui and u, are O(1) for t >, 0. From Eq. (1 b), we see that 
su, 1 azUl &La -__ 
__ = zc at2 +----. 2t ax at (26) 
This implies that &+/at = O(1) which was to be proved. 
It is necessary for the above proof that c > 1 if E 3 0. This condition is 
necessary for the initial-value problem of (I) to be well-posed, and it is a 
natural condition for the physical model. Being defined as a reaction time, 
E is necessarily positive. From (2), c is the signal speed or ‘frozen sound speed’ 
in the gas, while unity corresponds to the ‘equilibrium sound speed’ which 
thermodynamics shows [2] to be smaller. 
3. THE GENERAL HYPERBOLIC-HYPERBOLIC EQUATION 
WITH CONSTANT COEFFICIENTS 
In analyzing system (l), Chu [I], R oseman and Agosta [2], and Whitham 
[6] all maintained that the bulk of any wave would move with speed one but 
that there would be some wave motion with speeds between one and c. 
These conclusions were reached by examining periodic wave solutions or by 
using Heaviside calculus to obtain an integral representation of the solution 
which could then be expanded asymptotically. Whitham also considered a 
generalization of Eq. (2) of the form 
( 
6 a 
E z + Cl-& )("+c2&(~+c.& at 
f 
i 
a a 
t + a, - 
Ii 
i+a2~)...(~+a~~~)~=0, (27) 
ax 2t 
where n > nz. He claimed that the bulk of the disturbance would be deter- 
mined by the lower order operator if 
(a) n=m+l, 
(b) 6 > 0, (28) 
(4 cl > a, > c2 > a2 ... > a,-, ; c,~ .
If n = m + 1, then, with the help of the techniques used in Section 2, 
Eq. (27) can be transformed into a first-order svstrm of the form 
i:V 
--- I
Cl 0 c-2 
4 
(‘3 i'V ?f 
‘.. l- 
:~;Bv-~O, 
i .\ (29) 
0 CT, 
where v is an n-dimensional vector function of x and t and B is a matrix with 
coefficients which depend on cr , c’ ,..., c,, and a, , a2 ,..., a,,, . 
In order to obtain a result similar to Theorem 1, it is evident from the work 
in Section 2 that B must be positive. The condition that B be positive can be 
shown to be equivalent to (28~). 
Initial data for (27) at t = 0 consist off and the first 7z - 1 derivatives off 
with respect to t. If the initial data are such thatfhas n -I- 2 square integrable 
derivatives and a solution exists even at E = 0, then we shall call the data 
compatible. 
THEOREM 2. If conditions (28) aye satis$ed for (27) and if the initial data 
are compatible, then 
f(X, t; E) =. f(x, t; 0) $ 0(&-l) 
as E + 0 in the half-plane t > 0. 
(30) 
The proof of Theorem 2 proceeds from system (29) in a manner similar to 
that of Theorem 1. With compatible data, it can be shown that 
as E - 0, which then implies (30). 
A further extension of this result can be made, without substantial changes 
in the proof, for data dependent on t; for (27), the following generalization of 
Theorem 2 is then valid. 
THEOREM 3. Let w be the n-dimensional vector, the components of which are 
f and the first n - 1 time-derivatives off. Jf the conditions (28) are satisfied and 
if the initial data are of the form 
w(x, 0) = r(x) -k E~~-~s(.Y) (32) 
where r(x) is compatible and s(x) E L;+2 (-so, co), then (30) holds as E -+ 0,for 
t > 0. 
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