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SOME SUFFICIENT CONDITIONS FOR THE UNIVALENCE OF AN INTEGRAL
OPERATOR
†HALIT ORHAN, ††DORINA RA˘DUCANU, AND †††MURAT C¸AG˘LAR
Abstract. Making use of the method of subordination chains, we obtain some sufficient conditions
for the univalence of an integral operator. In particular, as special cases, our results imply certain
known univalence criteria. A refinement to a quasiconformal extension criterion of the main result, is
also obtained.
1. Introduction
Denote by Ur (0 < r ≤ 1) the disk of radius r centered at 0, i.e Ur = {z ∈ C : |z| < r} and let U = U1
be the unit disk.
Let A denote the class of analytic functions in U which satisfy the usual normalization
f(0) = f ′(0)− 1 = 0.
One of the most important univalence criterion for functions in the class A was obtained by Becker in
1972 [3]. His result was derived by means of Loewner chains and Loewner differential equation. During the
time many extensions of Becker’s criterion have been given, among them being the results due to Ahlfors
[1], Lewandowski [14], Pascu [17], [18], Ruscheweyh [23], Ovesea [16] and Kanas and Srivastava [13].
In the present paper we use the method of subordination chains to obtain some sufficient conditions
for the univalence of an integral operator. Our results generalize certain criteria obtained by Pascu [18],
Danikas and Ruscheweyh [7], Moldoveanu [15], Deniz and Orhan [8], Ra˘ducanu et. all [22]. Also, we obtain
a refinement to a quasiconformal extension criterion of the main result.
2. Loewner chains and quasiconformal extensions
Before proving our main theorem we need a brief summary of Loewner chains and Becker’s method of
constructing quasiconformal extensions by means of Loewner chains and generalized Loewner differential
equation.
A function L(z, t) : U × [0,∞)→ C is said to be a subordination chain or a Loewner chain if:
(i) L(z, t) is analytic and univalent in U for all t ≥ 0.
(ii) L(z, t) ≺ L(z, s) for all 0 ≤ t ≤ s <∞, where the symbol ” ≺ ” stands for subordination.
The following result, due to Pommerenke, is often used to prove univalence criteria.
Theorem 2.1. ([20], [21]) Let L(z, t) = a1(t)z + . . . be an analytic function in Ur (0 < r ≤ 1) for all
t ≥ 0. Suppose that:
(i) L(z, t) is a locally absolutely continuous function of t ∈ [0,∞), locally uniform with respect to
z ∈ Ur.
(ii) a1(t) is a complex valued continuous function on [0,∞) such that a1(t) 6= 0, limt→∞ |a1(t)| = ∞
and {
L(z, t)
a1(t)
}
t≥0
is a normal family of functions in Ur.
(iii) There exists an analytic function p : U×[0,∞)→ C satisfying ℜp(z, t) > 0 for all (z, t) ∈ U×[0,∞)
and
(2.1) z
∂L(z, t)
∂z
= p(z, t)
∂L(z, t)
∂t
, z ∈ Ur , a.e t ≥ 0.
Then, for each t ≥ 0, the function L(z, t) has an analytic and univalent extension to the whole disk U,
i.e L(z, t) is a subordination chain.
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Let k be constant in [0, 1). Recall that a homeomorphism f of G ⊂ C is said to be k−quasiconformal
if ∂zf and ∂zf ,in the distributional sense, are locally integrable on G and fulfill |∂zf | ≤ k |∂zf | almost
everywhere in G.
An important problem in the theory of univalent functions is to find functions that have quasiconformal
extensions to C.
The method of constructing quasiconformal extension criteria is based on the following result due to
Becker (see [3], [4] and also [5]).
Theorem 2.2. Suppose that L(z, t) is a subordination chain. Consider
w(z, t) =
p(z, t)− 1
p(z, t) + 1
, z ∈ U , t ≥ 0
where p(z, t) is defined by (2.1). If
|w(z, t)| ≤ k, 0 ≤ k < 1
for all z ∈ U and t ≥ 0, then L(z, t) admits a continuous extension to U¯ for each t ≥ 0 and the function
F (z, z¯) defined by
F (z, z¯) =
{
L(z, 0) , if |z| < 1
L
(
z
|z|
, log |z|
)
, if |z| ≥ 1.
is a k-quasiconformal extension of L(z, 0) to C.
Examples of quasiconformal extension criteria can be found in [1], [2], [6], [12], [19] and more recently
in [9], [10], [11].
3. Univalence criteria
In this section, making use of Theorem 2.1, we obtain certain sufficient conditions for the univalence of
an integral operator.
Theorem 3.1. Let f, g, φ ∈ A, g(z) 6= 0, φ(z) 6= 0 in U. Let also m ∈ R+ and α, β, γ ∈ C. If
(3.1)
∣∣∣∣ (1− |z|(m+1)γ)γ
[
α
zf ′′(z)
f ′(z)
+ β
(
zg′(z)
g(z)
−
zφ′(z)
φ(z)
)]
−
m− 1
2
∣∣∣∣ ≤ m+ 12
holds z ∈ U, then the function Fα,β,γ defined by
(3.2) Fα,β,γ(z) =

γ
z∫
0
u
γ−1 (
f
′(u)
)α ( g(u)
φ(u)
)β
du


1/γ
z ∈ U ,
where the principal branch is intended, is analytic and univalent in U.
Proof. Let a be a positive real number. We are going to prove that there exists r ∈ (0, 1] such that the
function L : Ur × [0,∞)→ C, defined by
(3.3) L(z, t) =

γ
e−atz∫
0
u
γ−1(f ′(u))α
(
g(u)
φ(u)
)β
du+ (ematγ − e−atγ)zγ(f ′(e−atz))α
(
g(e−atz)
φ(e−atz)
)β

1/γ
is analytic in Ur for all t ∈ [0,∞) and satisfies the conditions of Theorem 2.1. Since f, g, φ ∈ A, there
exists a disk Ur1 , 0 < r1 ≤ 1 in which the function
h(z) = (f ′(z))α
(
g(z)
φ(z)
)β
is analytic. The powers are considered with their principal branches. The function h(z) is analytic and
does not vanish in Ur1 .
Consider the function
h1(z, t) = γ
e−atz∫
0
u
γ−1
h(u)du , z ∈ Ur1 , t ≥ 0.
We can write
h1(z, t) = z
γ
h2(z, t)
where h2(z, t) is analytic in Ur1 for all t ≥ 0. It follows that the function
h3(z, t) = h2(z, t) + (e
matγ − e−atγ)h(e−atz)
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is also analytic in Ur1 and
h3(0, t) = e
matγ
.
Since h3(0, 0) = 1, h3(z, t) 6= 0 for t ≥ 0 and limt→∞ |h3(z, t)| = ∞ there exists a disk Ur2 , 0 < r2 ≤ r1.
Therefore we can choose a uniform and analytic branch of [h3(z, t)]
1/γ in Ur2 which will be denoted by
h4(z, t). Now, the function defined by (3.3) can be rewritten as
(3.4) L(z, t) = zh4(z, t) = a1(t)z + ..., z ∈ Ur2 and t ≥ 0
where a1(t) = e
mat. Moreover L(z, t) is analytic in Ur2 for all t ≥ 0.
Let r3 ∈ (0, r2] and let K = {z ∈ C : |z| ≤ r3}. Since the function L(z, t) is analytic in Ur2 , there exists
M > 0 such that ∣∣∣∣L(z, t)a1(t)
∣∣∣∣ ≤M for z ∈ K and t ≥ 0.
Thus,
{
L(z,t)
a1(t)
}
t≥0
forms a normal family in Ur2 .
From (3.4) we obtain that
{
∂L(z,t)
∂t
}
is analytic in Ur2 . It follows that
∣∣∣ ∂L(z,t)∂t ∣∣∣ is bounded on [0, T ] for
any fixed T > 0 and z ∈ Ur2 . Therefore, the function L(z, t) is locally absolutely continuous on [0,∞),
locally uniform with respect to Ur2 .
For 0 < r ≤ r2 and t ≥ 0, consider the function p : Ur × [0,∞)→ C defined by
p(z, t) = z
∂L(z, t)
∂z
upslope
∂L(z, t)
∂t
.
In order to prove that the function p(z, t) is analytic and has positive real part in U , we will show that the
function
w(z, t) =
p(z, t)− 1
p(z, t) + 1
is analytic in U and
(3.5) |w(z, t)| < 1 , for all z ∈ U and t ≥ 0.
Lengthy but elementary calculation gives
(3.6) w(z, t) =
(1 + a)G(z, t) + 1−ma
(1− a)G(z, t) + 1 +ma
,
where
(3.7) G(z, t) =
1
γ
[
α
e−atzf ′′(e−atz)
f ′(e−atz)
+ β
(
e−atzg′(e−atz)
g(e−atz)
−
e−atzφ′(e−atz)
φ(e−atz)
)](
1− e−(m+1)atγ
)
for z ∈ U and t ≥ 0.
Inequality (3.5) is therefore, equivalent to
(3.8)
∣∣∣∣G(z, t)− m− 12
∣∣∣∣ < m+ 12 , z ∈ U , t ≥ 0.
For t = 0 the last inequality holds. Define
(3.9) H(z, t) = G(z, t)−
m− 1
2
, z ∈ U , t ≥ 0.
Since |e−atz| ≤ |e−at| = e−at < 1 for all z ∈ U¯ = {z ∈ C : |z| ≤ 1} and t > 0, we have that H(z, t) is
analytic in U¯ for every t > 0. Making use of the maximum modulus principle, we obtain that, for each
arbitrary fixed t > 0, there exists θ(t) ∈ R such that
|H(z, t)| < max
|z|=1
|H(z, t)| = |H(eiθ , t)| for all z ∈ U .
Let u = e−ateiθ. Then |u| = e−at and e−(m+1)at = (e−at)(m+1) = |u|m+1. Therefore
|H(eiθ, t)| =
∣∣∣∣ (1− |u|(m+1)γ )γ
[
α
uf ′′(u)
f ′(u)
+ β
(
ug′(u)
g(u)
−
uφ′(u)
φ(u)
)]
−
m− 1
2
∣∣∣∣ .
Inequality (3.1) from hypothesis implies
(3.10) |H(eiθ , t)| ≤
m+ 1
2
.
From (3.10) it follows that inequality (3.8) is satisfied for all z ∈ U and t ≥ 0.
Since all the conditions of Theorem 2.1 are satisfied, we obtain that the function L(z, t) has an analytic
and univalent extension to the whole unit disk U , for all t ≥ 0. If t = 0 we have L(z, 0) = Fα,β,γ(z) and
therefore, our integral operator Fα,β,γ is analytic and univalent in U . 
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Making use of Theorem 3.1, we derive another univalence criterion for the integral operator Fα,β,γ .
Theorem 3.2. Let f, g, φ ∈ A, g(z) 6= 0, φ(z) 6= 0. Let also α, β, γ ∈ C with ℜγ > 0 and m ∈ R+, m ≥ 1.
If
1− |z|(m+1)ℜγ
ℜγ
∣∣∣∣αzf ′′(z)f ′(z) + β
(
zg′(z)
g(z)
−
zφ′(z)
φ(z)
)∣∣∣∣ ≤ 1
holds for z ∈ U then, the function Fα,β,γ defined by (3.2) is analytic and univalent in U.
Proof. It can be proved (see [18]) that for z ∈ U \ {0} , ℜγ > 0 and m ∈ R+∣∣∣∣1− |z|(m+1)γγ
∣∣∣∣ ≤ 1− |z|(m+1)ℜγℜγ .
For m ≥ 1, we have ∣∣∣∣1− |z|(m+1)γγ
[
α
zf ′′(z)
f ′(z)
+ β
(
zg′(z)
g(z)
−
zφ′(z)
φ(z)
)]
−
m− 1
2
∣∣∣∣
≤
∣∣∣∣1− |z|(m+1)γγ
[
α
zf ′′(z)
f ′(z)
+ β
(
zg′(z)
g(z)
−
zφ′(z)
φ(z)
)]∣∣∣∣+ m− 12
≤
1− |z|(m+1)ℜγ
ℜγ
∣∣∣∣αzf ′′(z)f ′(z) + β
(
zg′(z)
g(z)
−
zφ′(z)
φ(z)
)∣∣∣∣+ m− 12
≤ 1 +
m− 1
2
=
m+ 1
2
.
Since inequality (3.1) is satisfied, making use of Theorem 3.1, we can conclude that the function Fα,β,γ is
analytic and univalent in U . 
Example 1. Let α, β, γ be three complex numbers such that ℜγ > 0 and ℜγ ≥ |α|+ |β|. Then, the function
Fα,β,γ(z) = z
[
2F1(γ,−(α+ β); 1 + γ;−
z
2
)
]1/γ
is univalent in U. The symbol 2F1(a, b; c; z) denotes the well known hypergeometric function.
Proof. Set f(z) = z +
z2
4
, g(z) = z +
z2
2
, z ∈ U and φ(z) = z, z ∈ U in Theorem 3.2. Making use of
triangle inequality, we have
1− |z|(m+1)ℜγ
ℜγ
∣∣∣∣αzf ′′(z)f ′(z) + β
(
zg′(z)
g(z)
−
zφ′(z)
φ(z)
)∣∣∣∣
=
1− |z|(m+1)ℜγ
ℜγ
∣∣∣∣α zz + 2 + β
(
2z + 2
z + 2
− 1
)∣∣∣∣
≤
1− |z|(m+1)ℜγ
ℜγ
|z|
2− |z|
(|α|+ |β|) <
1
ℜγ
(|α|+ |β|) ≤ 1.
The last inequality follows from 1− |z|(m+1)ℜγ < 1,
|z|
2− |z|
< 1, z ∈ U and ℜγ ≥ |α|+ |β|. Since all the
conditions of Theorem 3.2 are satisfied, we obtain that the function
Fα,β,γ(z) =

γ
z∫
0
u
γ−1
(
1 +
u
2
)α (
1 +
u
2
)β
du


1/γ
is univalent in U . With the substitution u = tz the function Fα,β,γ(z) becomes
Fα,β,γ(z) = z

γ
1∫
0
t
γ−1
(
1 + t
z
2
)α+β
dt


1/γ
= z
[
2F1(γ,−(α+ β); 1 + γ;−
z
2
)
]1/γ
.
With this, the proof is complete.
Certain particular cases of Theorem 3.1 and Theorem 3.2 respectively, are listed below. 
If in Theorem 3.1 we consider α = β, g(z) = z and φ = f , we obtain the following univalence condition.
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Corollary 3.1. Let f ∈ A and m ∈ R+. If∣∣∣∣α1− |z|(m+1)γγ
[
1 +
zf ′′(z)
f ′(z)
−
zf ′(z)
f(z)
]
−
m− 1
2
∣∣∣∣ ≤ m+ 12
holds z ∈ U then the function Fα,γ(z) defined by
(3.11) Fα,γ(z) =

γ
z∫
0
u
γ−1
(
uf ′(u)
f(u)
)α
du


1/γ
is analytic and univalent in U.
If we take α = γ = 1 then, the integral operator Fα,γ(z) defined by (3.11) reduces to the integral
operator considered by Danikas and Ruscheweyh in [7].
An improvement of Becker’s univalence criterion (see[3]) which was obtained by Pascu can be derived
from Theorem 3.2 for α = 1, g = φ and m = 1.
Corollary 3.2. ([18]) Let f ∈ A and γ ∈ C, ℜγ > 0. If
1− |z|2ℜγ
ℜγ
∣∣∣∣zf ′′(z)f ′(z)
∣∣∣∣ ≤ 1 , z ∈ U
then the integral operator
Fγ(z) =

γ
z∫
0
u
γ−1
f
′(u)du


1/γ
is analytic and univalent in U.
4. Quasiconformal extension criterion
In this section we will refine the univalence condition given in Theorem 3.1 to a quasiconformal extension
criterion.
Theorem 4.1. Let f, g, φ ∈ A, g(z) 6= 0, φ(z) 6= 0. Let also m ∈ R+, α, β, γ ∈ C and k ∈ [0, 1). If
(4.1)
∣∣∣∣ (1− |z|(m+1)γ)γ
[
α
zf ′′(z)
f ′(z)
+ β
(
zg′(z)
g(z)
−
zφ′(z)
φ(z)
)]
−
m− 1
2
∣∣∣∣ ≤ km+ 12
is true for z ∈ U then, the function Fα,β,γ given by (3.2) has a quasiconformal extension to C.
Proof. In the proof of Theorem 3.1 has been proved that the function L(z, t) given by (3.3) is a subor-
dination chain in U . Applying Theorem 2.2 to the function w(z, t) given by (3.6), we obtain that the
assumption
(4.2)
∣∣∣∣ (1 + a)G(z, t) + 1−ma(1− a)G(z, t) + 1 +ma
∣∣∣∣ < l, z ∈ U , t ≥ 0 and l ∈ [0, 1)
where G(z, t) is defined by (3.7), implies l-quasiconformal extensibility of Fα,β,γ .
Lenghty but elementary calculation shows that the last inequality (4.2) is equivalent to
(4.3)
∣∣∣∣G(z, t)− a(1 + l2)(m− 1) + (1− l2)(ma2 − 1)2a(1 + l2) + (1− l2)(1 + a2)
∣∣∣∣ ≤ 2al(1 +m)2a(1 + l2) + (1− l2)(1 + a2) .
It is easy to check that, under the assumption (4.1) we have
(4.4)
∣∣∣∣G(z, t)− m− 12
∣∣∣∣ ≤ km+ 12 .
Consider the two disks ∆ and ∆′ defined by (4.3) and (4.4) respectively, where G(z, t) is replaced by a
complex variable ζ. Our theorem will be proved if we find the smallest l ∈ [0, 1) for which ∆′ is contained
in ∆. This will be so if and only if the distance apart of the centers plus the smallest radius is equal, at
most, to the largest radius. So, we are required to prove that∣∣∣∣a(1 + l2)(m− 1) + (1− l2)(ma2 − 1)2a(1 + l2) + (1− l2)(1 + a2) − m− 12
∣∣∣∣+ km+ 12 ≤ 2al(1 +m)2a(1 + l2) + (1− l2)(1 + a2)
or equivalently
(4.5)
(1− l2)|1− a2|
2[2a(1 + l2) + (1− l2)(1 + a2)]
≤
2al
2a(1 + l2) + (1− l2)(1 + a2)
−
k
2
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with the condition
(4.6)
2al
2a(1 + l2) + (1− l2)(1 + a2)
−
k
2
≥ 0.
We will solve inequalities (4.5) and (4.6) for 1 − a2 > 0. In a similar way they can be solved for
1− a2 < 0.
The solutions of the quadratic equation obtained from (4.4), where instead of inequality sign we put
equal, are:
L1 =
(1− a)2 + k(1− a2)
1− a2 + k(1− a)2
, L2 = −
(1 + a)2 + k(1− a2)
1− a2 + k(1− a)2
.
Therefore, the solution of inequality (4.5) is l ≤ L2 and L1 ≤ l. Since L2 < 0 it remains L1 ≤ l.
After similar calculations, from inequality (4.6), we get l ≤ L2 and L1 ≤ l, where
L1 =
−2a+
√
4a2 + (1− a2)2k2
k(1− a)2
, L2 =
−2a−
√
4a2 + (1− a2)2k2
k(1− a)2
.
Since L2 < 0 it follows L1 ≤ l.
It can be checked, eventually by using Mathematica program, that L1 ≤ L1 and thus L1 ≤ l < 1. If
a = 1, both inequalities (4.5) and (4.6) reduce to k ≤ l.
Consequently, we proved that the assumption (4.1) implies the existence of an l-quasiconformal extension
of Fα,β,γ to C, which is given by
l =
{
(1−a)2+k|1−a2|
|1−a2|+k(1−a)2
, a ∈ (0,∞) \ {1}
k, a = 1.
Therefore L1 ≤ l < 1 and the proof is complete. 
References
1. L. V. Ahlfors, Sufficient conditions for quasiconformal extension, Ann. Math. Studies., 79 (1974), 23-29.
2. J. M. Anderson, A. Hinkkanen, Univalence criteria and quasiconformal extensions, Trans. Amer. Math. Soc., 324
(1991), 823-842.
3. J. Becker, Lo¨wnersche differential gleichung und quasikonform fortsetzbare schlichte functionen, J. Reine Angew.
Math.255 (1972), 23-43.
4. J. Becker, U¨ber die Lo¨sungsstruktur einer Differentialgleichung in der Konformen Abbildung, J. Reine Angew. Math.,
285 (1976), 66-74.
5. J. Becker, Conformal mappings with quasiconformal extensions, Aspects of Contemporary Complex Analysis, Ed. by
D. A. Brannan and J. G. Clunie, Acad. Press, 1980, 37-77.
6. Th. Betker, Lo¨ewner chains and quasiconformal extensions, Complex Variables Theory Appl., 20(1-4) (1992), 107-
111.
7. N. Danikas, S. Ruscheweyh, Semi-convex hulls of analytic functions in the unit disk, Analysis 19(4) (1999), 309-318.
8. E. Deniz, H. Orhan, Some notes on extensions of basic univalence criteria, J. Korean Math. Soc., 48(1) (2011),
179-189.
9. I. Hotta, Lo¨wner chains with complex leading coefficient, Monatsh Math., 163 (2011), 315-325.
10. I. Hotta, Explicit quasiconformal extensions and Loewner chains, Proc. Japan Acad. Ser. A., 85 (2009), 108-111.
11. I. Hotta, Lo¨ewner chains and quasiconformal extension of univalent functions, Dissertation, Tohoku Univ., 2010.
12. J. G. Kry´z, Convolution and quasiconformal extension, Comm. Math. Helv., 51, (1976), 99-104.
13. S. Kanas and H. M. Srivastava, Some criteria for univalence related to Ruscheweyh and Salagean derivatives, Complex
Var. Elliptic Equ., 38(1997), 263-275.
14. Z. Lewandowski, On a univalence criterion, Bull. Acad. Polon. Sci. Ser. Sci. Math. 29 (1981), 123-126.
15. S. Moldoveanu, On an univalence condition, Seminar on Geometric Functions Theory, (Preprint) 3 (1993), 49-54.
16. H. Ovesea, A generalization of Ruscheweyh’s univalence criterion, J. Math. Anal. Appl., 258 (2001), 102-109.
17. N. N. Pascu, Sufficient conditions for univalence, Seminar on Geometric Functions Theory, (Preprint), 5 (1986),
119-122.
18. N. N. Pascu, An improvement of Becker’s univalence criterion, Commemorative Session Simion Stoilov, Univ. of
Bras¸ov, (Preprint) (1987), 43-48.
19. J. A. Pfaltzgraff, K-quasiconformal extension criteria in the disk, Complex Variables, 21 (1993), 293-301.
20. Ch. Pommerenke, U¨ber die Subordination analytischer Funktionen, J. Reine Angew Math., 218 (1965), 159-173.
21. Ch. Pommerenke, Univalent Functions, Vandenhoeck Ruprecht in Go¨ttingen, 1975.
22. D. Ra˘ducanu, H. Orhan, E. Deniz, On some sufficient conditions for univalence, An. S¸t. Univ. ” Ovidius” Constanta
Ser. Mat., 18(2) (2010), 217-222.
23. St. Ruscheweyh, An extension of Becker’s univalence condition, Math. Ann., 220 (1976), 285-290.
†Department of Mathematics, Faculty of Science, Ataturk University, 25240, Erzurum, Turkey.
E-mail address: horhan@atauni.edu.tr (Corresponding author)
††Faculty of Mathematics and Computer Science, TransilvaniaUniversity of Bras¸ov, 50091, Iuliu Maniu, 50, Bras¸ov,
Romania.
E-mail address: dorinaraducanu@yahoo.com
†††Department of Mathematics, Faculty of Science, Ataturk University, 25240, Erzurum, Turkey.
E-mail address: mcaglar25@gmail.com
