Abstract
Introduction
Information privacy research has largely focused on understanding why consumers, who are assumed to be "rational," choose to disclose so much personal information during consumer-provider interactions such as website registrations, transactions, mobile app installations, etc. in return for seemingly small benefits, contrary to the fact that these consumers claim to have significant privacy concerns [7, 61] ; this phenomenon (in which consumers' disclosure behavior does not match their disclosure intentions) is known as the "privacy paradox" [48] . However, more recent research has argued that consumers cannot be fully rational decision makers because they do not know the data-related intentions or practices of the provider (of the goods or services, esp. software, for which consumers data is collected) [1, 2, 28, 32, 63] and therefore cannot evaluate true privacy risk.
In order to reduce information asymmetry between consumers and providers of data-based personalization services, privacy regulatorsincluding government bodies [12, 14, 13, 58, 46] and mobile app platforms [5] -require that providers disclose their data practices through "privacy policies" [66] . However, research indicates that privacy policies are ineffective and troublesome because (1) they typically are not read or are too difficult for consumers to understand [21, 43, 55] and (2) they may have the unintended effect of raising consumer privacy concerns rather than reducing them [55] . The first problem arises because consumers, regulators, and producers have different motivations in (respectively) reading, regulating, and designing privacy policies. Generally, consumers want to be assured that their personal data will be protected, but they also want a seamless experience and have little desire to expend the effort to read lengthy, legalistic documents. Regulators are interested in safeguarding consumers (by ensuring that consumers are provided with comprehensive information regarding producers' data practices) while enabling producers. Producers are interested in fulfilling two competing objectives: (1) providing comprehensive information regarding their data practices to stay ahead of legal or regulatory action and (2) assuring and building trust with consumers to encourage information disclosure.
We have termed the difficulty experienced by producers in fulfilling both objectives within a single privacy policy as the "privacy policy paradox" [30] . Consumers benefit (in terms of ability to make rational decisions) from easy-to-read, easy-to-understand privacy policies, which reduce information asymmetry between them and producers. However, given that any noticeable privacy policy may heighten consumer privacy concerns and reduce information disclosure [35, 30] , producers are motivated primarily to fulfill the first objective-complying with regulations and protecting themselves against privacy-related lawsuits-rather than to create highly "consumable" privacy policies that effectively fulfill the second objective (i.e., assuring consumers and building trust). The frequent result is privacy policies that cost more (in terms of effort required to read) than they are worth (in terms of benefits from reading) to consumers. Accordingly, consumers often ignore privacy policies and instead use heuristics such as mobile app ratings, number of downloads, brand credibility, and privacy seals (which do not actually communicate providers' practices) [27, 37] to inform their information disclosure decisions.
To resolve this problem, some regulators (e.g., European Union [12] ) and researchers [30] have suggested using "layered" privacy policies in which a summary version is presented to consumers along with access to more detailed information and/or the full document (separate from the summary version). Prior research has provided suggestions for optimizing the content of the summarized, "consumable" version and has suggested that this version is better implemented as a short, understandable, commercial-like video than as a textual statement [35, 30] . However, while video has shown remarkable promise in initial tests as a medium for communicating summarized privacy policies, the research is still in its infancy and does not provide clear direction regarding how to optimize the delivery of privacy policy content (rather than the content itself) to increase consumer attention, understanding, trust in the provider, favorable perceptions of information disclosure risks/benefits, and actual information disclosure. Accordingly, the objective of this research is to identify optimal design characteristics (i.e., design characteristics that maximize these constructs) of privacy policy videos. In so doing, we do not aim to "take the side" of consumers, providers, or regulators. Rather, we attempt to demonstrate transparently how the delivery of privacy policy content affects consumers' perceptions and behaviors. Providers may use the results of this research to attempt to minimize consumers' perceived risk, while regulators may use the results to establish privacy policy requirements or restrictions.
For purposes of this research, we take a design science approach, in which design elements are theory-driven and the ultimate theoretical contribution is in the design of the artifact [24, 22, 39, 52] . First, we created a mobile app that requests and uses a variety of sensitive consumer data. We next hired a professional video producer with extensive experience in commercial production (esp. animation) to generate 24 unique versions of the same privacy policy script. These versions varied based on four factors known to have an impact on consumers' psychological perceptions: gender of narrator voice (male versus female), tone of background music (no music, light tone, dark tone), palette of colors used to animate the video (vibrant versus "corporate"), and nature of the animation itself (text-based versus imagery-based). We integrated the commercial-like privacy policy video into the initial usage of the app so that consumers were forced to view it before they could proceed with app testing and registration. Each consumer who used the app was randomly assigned one of the 24 versions of the privacy policy. Effects of the videos were thus tested "in context" (as they would be in actual practice) rather than in an artificial laboratory environment.
Theory and Literature

Why Privacy Policy Videos?
The proposition that videos may be more effective than privacy policy documents as a means of reducing consumer privacy fears and engendering trust is supported both by theory and by research findings.
Theoretical support centers on the richer visual rhetoric conveyed by video and on the combination of visual information with auditory information. Videos present visual metaphors, which help with understanding new phenomena and classifying encountered phenomena into a known or familiar context [53] ; this is a key component of learning [33] . Furthermore, video incorporates human voice, which, according to theory on multimedia, influences human behavior by carrying important nonlinguistic signals or cues [8] . The cognitive theory of multimedia learning [40] posits that because humans process visual information and auditory information separately and simultaneously in "dual channels," each of which is limited in the amount of information that can be processed at one time, humans are able to learn more meaningfully and lastingly from a combination of visual and auditory information than from only one or the other [41] . Privacy policy videos that are designed to minimize cognitive overload [42] and encourage active learning [40] are therefore more likely than textual privacy policies to reduce information asymmetry between providers and consumers.
Perhaps most importantly, two studies have confirmed that privacy policies, which are intended to build trust, minimize perceived risk, and encourage information disclosure, have that exact effect more strongly when presented through videos rather than text [35, 30] . Accordingly, we proceed by reviewing theory to argue which video design elements will most pronounce this effect.
Theoretical Video Design Elements
The use of video (rather than textual documents) to communicate privacy policies to consumers introduces new design variables by which consumers'
Page 3699 risk/benefit perceptions and disclosure behavior may be impacted. Relevant factors include animation style [36, 9] , color palette [36, 20] , background music [60, 25] and narrator's gender [64, 10, 65] . As we are testing the constructs, models, methods, and instantiations of mediated content for privacy policy design, we facilitated design evaluation via hypothesis testing [39] by implementing the predicted optimal and suboptimal variations of all factors. Hypotheses regarding design factors are found below.
Animation.
Privacy policy videos can be animated using imagery relevant to product functionality and data practices or using "redundant presentation," in which content is simultaneously presented through narration and as on-screen text.
Research indicates that redundant presentation may increase cognitive overload in viewers by causing viewers to "devote cognitive capacity to processing the on-screen text and reconciling it with the narration" [42] . In an educational context, nonredundant multimedia presentations were demonstrated to help students more than redundant presentations to learn [42] . Based on this redundancy effect, we expect that animated images will help consumers to learn about producers' data practices better than will text-based animation. We expect that by so doing, image-based animation will reduce perceived information asymmetry and thereby decrease perceived risk, increase trust, and increase information disclosure.
H1: Fully animated imagery will have a greater effect on decreasing perceived risk and increasing trust, perceived benefits, information disclosure than text-based animation.
Color Palette.
Marketing research indicates that colors of a higher "value" (i.e., brighter colors) in ads cause consumers to feel more relaxed and to like ads better (as compared to lower-value colors) [20] . Similarly, consumers exhibit a "visual saliency bias" in which they are more likely to select products with brighter packaging and, interestingly, that this bias becomes stronger when consumers are placed under conditions of greater cognitive load [45] . Because the privacy policy context involves relatively highcognitive-load conditions, we expect a pronounced, similar effect in which more vibrant color palettes in privacy policy videos will lead to less attention paid to privacy risks resulting in more information disclosure than "corporate" color palettes.
H2: Vibrant color palettes will have a greater effect on decreasing perceived risk and increasing
trust, perceived benefits, information disclosure than "corporate" color palettes.
Music Tone.
Research indicates that music is an affective background component that causes consumers to feel a sense of attachment to a product independent of cognitive processes [60] and that music acts as a symbol of meaning and therefore affects consumers' interpretation of meaning in advertisements [25] . Based on these findings, we expect that privacy policies with background music that is light in tone will decrease perceived risk, increase trust, increase perceived benefits, and increase information disclosure as compared to music that is dark in tone or no music.
H3: Music with a lighter tone will decrease perceived risk and increase trust, perceived benefits, and information disclosure relative to no music or to music with a darker tone.
Narrator Gender.
Research regarding the impact of gender on trust is mixed. Some studies have indicated that women are trusted more than men [65] . Although a study using the Investment Game to examine gender and trust found that females are more trustworthy than men but that neither gender is trusted more than the other and gender effects on other variables (not trust) vary by context [64] , we expect that in the privacy policy context, female narrators will be perceived more favorably than male narrators.
H4: Female voices will decrease perceived risk and increase trust, perceived benefits, and information disclosure compared to male voices.
Evaluation
To test our video privacy policy design, we needed to select a privacy policy context. We could not test the privacy policy videos in a disaffected laboratory environment because participants would know that there is no real privacy risk. Rather, so that participants could experience the privacy policy in a natural environment, we began by selecting the mobile app context. We deemed this appropriate because today's mobile app technology allows for unprecedented combinations of consumer data in ubiquitous devices [3, 6, 26, 29, 67] , thus maximizing information privacy risk exposure. We developed a hypothetical mobile app, called "Sharing Tree," that is intended to collect a consumer's personal demographic data, GPS location data, social network data (by logging into Facebook, Instagram, etc), and financial data for automating purchases. Sharing Tree uses this data to Page 3700 generate "intelligent finds" (i.e. predicted based on statistical algorithms) for the consumer and their friends. For example, based on your data, Sharing Tree predicts activities (concerts, dining, entertainment) that you would enjoy as well as the specific group of social network contacts (friends and family members) who are likely to want to join you in those activities.
After creating the hypothetical scenario, we developed the app using HTML5 (to make it platform independent) so that it could be tested out on any device. We developed just enough of the app to allow its features to be tested in "alpha" mode, meaning participants could navigate to the app, login under a test account, and view the features for that test account. In addition, participants could use a "Registration" feature and see the many forms of data that would be required or optional to make the app as personalized and useful as possible.
Next, we wrote a script for a simple, condensed version of a privacy policy. Based on the suggestions of regulators (e.g. European Union [12] ) and prior researchers [30] , this was not meant to be a comprehensive privacy policy that meets all of the regulations of law or mobile app platform rules. Rather, this is meant to be the top layer of a "layered" policy-separate from the full version, shorter, and more likely to be consumed by the user.
Based on suggestions from prior research [30] , this policy script included an introduction to the app, a description of what data would be collected, how the data would be used by the app and provider, and who the data would eventually be shared with. To eliminate spurious effects related to the specific content of the privacy policy, which prior research has demonstrated to have a significant impact on risk and trust perceptions [30, 4, 17, 19, 44, 50, 62, 66, 27] , we created nine versions of this script with varying levels of content. For example, some scripts only included what information would be collected, while others included how and who. Some scripts specified a realistic list of information to be collected, whereas others specified collection of data that did not appear to "fit" the app's functionality requirements (e.g. camera data was included even though there was no specified need for using the camera in the app). Some scripts stated that the data would be shared with nobody, while others stated that the data would be shared with "partners." Table 1 (below) summarizes each of these nine scripts. To be clear, the primary purpose of this research is not to test or examine how these variations in script content will affect consumer information disclosure, as a complete analysis of the effects of these nine scripts' content is found in prior research [30] . Rather, we implemented these treatments as a control by randomly assigning every eventual participant to one of the treatments so that we would avoid "overfitting" to any particular level and type of privacy policy content. Furthermore, we include control variables representing these nine scripts in our hypothesis testing later. However, the focus of this study is H1-H4: the design factors (beyond privacy policy video content) that affect consumer behavior.
Next, we hired a professional commercial video producer with special expertise in animation-based videos. We allowed the production team to view and try out the Sharing Tree app to better understand it. They then produced a video for each of the nine scripts. In addition, a version of each script was reproduced with (1) male and female narrator voice; (2) imagery-based animation and text-based animation; (3) vibrant colors and muted, "corporate" colors; and (4) no background music, "light"-toned background music, and "dark"-toned background music. In other words, we produced enough versions of the privacy policy for a between-subjects 2 x 2 x 2 x 3 (24 treatments) design. Each of these 24 videos was replicated across all nine versions of the script for a total of 216 unique videos 1 .
Evaluation Procedures
To test our privacy policy video design, we implemented our procedures using a Qualtrics survey with YouTube videos and the Sharing Tree app's HTML embedded. We recruited participants under the false premise (with IRB approval) that they were being recruited to help "consumer focus test" a forthcoming mobile app for an undisclosed (to avoid brand recognition and credibility bias) mobile app development company. Their first task was to watch a "commercial" describing the mobile app. We were careful not to describe it as a "privacy policy," knowing that this could heighten privacy concern [55] .
Next, participants were informed that as another form of compensation for their help (in addition to the monetary payment they received for participating), they would be allowed to register to use the app for free for life if they so desired. They were navigated to a registration screen with a variety of mandatory (if they chose to register) information (e.g. email and password) as well as a long list of optional information (address, phone, work history, education, birthday, relationship status, annual income, gender, ethnicity) that would be used to help improve their predictions. The percent of this information that the participant chose to disclose is the primary dependent variable of our analysis. Since we explicitly stated that registration was not required for participants to receive their full payment, we do not suspect that a significant amount of information was falsified.
Finally, participants were navigated to a survey through which we measured several latent constructs to evaluate a variance model explaining consumer information disclosure. This survey concluded the procedures.
Evaluation Participants.
To help us evaluate our video privacy policy design factors, we recruited 1,165 participants who completed the entire procedures. Of these, 59 percent were "master" level workers from Amazon Mechanical Turk (AMT) which have been demonstrated to be at least as valid as professionally collected samples [11, 51] . The other 41 percent were students in an introduction to information systems course in the business school of a large western university in the United States. Of those who chose to disclose, 38 percent were female, the average age was 25.8, 82.6 percent were Caucasian, 7.9 percent were Asian/Pacific Islander, 4.5 percent were Hispanic, 3.3 percent were African American, and 1.6 percent Other.
Evaluation Criteria
To evaluate the effectiveness of each design factor, our survey measured the relevant variables of privacy calculus [15, 34] , which is the dominant theory used by researchers to explain consumer information disclosure intentions and which has since been modified to be based on actual information disclosure [31] because of the limited relationship between disclosure intentions and behaviors [48] .
Privacy calculus posits that consumer information disclosure is based on the rational tradeoff between the consumer's perceived risk and benefit of disclosing information. Trust in the provider and general privacy concerns are covariates in this model.
Lastly, we measured the construct of privacy assurance, which has been modeled as the degree to which the consumer believes that information asymmetry between them and provider has been reduced [30] . Although the relationships among these variables are typically examined in a variance path model, our purpose is not to test privacy calculus or build onto the theory. Rather, we only measure these constructs as endogenous variables that are influenced by privacy policy design factors.
Our measures for privacy assurance (PA), perceived risk (PR), perceived benefits (PB), trust (TRU), and privacy concern (PC) were all drawn from prior research [68, 31, 37] . However, as stated previously, the dependent variable was measured separately as the percent of information disclosed. One final control variable that was measured and that is extremely relevant to our context is the degree to which the participant recalled and paid attention to the privacy policy. We used the following two items: I paid close attention as I watched the app commercial and I only skimmed the information presented in the app commercial.
By measuring the dependent variable differently from the independent variable, we eliminate the concern of common methods bias [54] . However, the latent reflective constructs are still subject to validation of reliability, convergent validity, discriminant validity, and multi-collinearity. All AVEs were well-over the 0.50 recommended cutoff [18] , and all alphas were above the 0.70 cutoff [59] , indicating adequate convergent validity. Concerning discriminant validity, the average variance explained (AVE) by the indicators for their underlying latent constructs is greater than the squared correlation between the focal construct and the sub-constructs [18] , indicating satisfactory results. Because multicollinearity has been identified as a problem in prior research, we also calculated variance inflation factors (VIF), which were all below the stringent 4.0 cutoff [49] .
Evaluation Results
To further validate our latent factors and actual consumer disclosure variable, we tested them in a structural equation path model using SmartPLS 3.0 2 Page 3702 [57] . Figure 1 depicts the results. Bootstrapping with 1000 samples was used to generate p-values (*** p < 0.001, ** p < 0.01, * p < 0.05, † p < 0.10). All expected relationships were established except for the effect of perceived risk on actual disclosure. However, this is acceptable given that recent research has demonstrated that the effect of perceived risk is minimized when strong privacy assurances are given [30] . Notes: DIS = actual disclosure, ATT = attention paid to the video, PB = perceived benefits, PR = perceived risk, PA = privacy assurance, TRU = trust in the provider, What = whether the video included "what" data would be collected (0=no, 1=yes), How = whether the video included "how" the data would be used (0=no, 1=yes), Who = whether the video included "who" the data would be shared with (0=no, 1=yes), ContentFit = whether the data collected "fit" the requirements of the app (0=no, 1=yes), ShareRisk = whether the data would be shared with partners (0=no, 1=yes).
To be clear, the purpose of this paper is not to test privacy calculus theory. Rather, we use this model to fully validate our measures in a nomological model as suggested by experts on scale development [38] . Based on the results in Figure 1 confirming privacy calculus theory [15, 34] , we conclude that the latent constructs were measured accurately. Therefore, we proceed by calculating participants' factor scores for each latent construct in Figure 1 . We also use the actual disclosure variable in its original form (percent of information disclosed) and average the two "attention" items to which we referred earlier.
The purpose of this experiment is to validate the design factors of privacy policy videos to determine their effect on each variable in the model depicted in Figure 1 . Accordingly, Table 2 summarizes the results of another PLS model that is based on Figure 1 but also includes the effects of each video design factor as well as the control factors for video content, content fit, and sharing risk (drawn from prior research) [30] . The scores in Table 2 are the coefficients of the PLS algorithm representing the effects of each variable down the left column on each variable across the top.
For simplicity, Table 2 does not include the relationships already analyzed in Figure 1 . As before, we measured significance based on a bootstrapping procedure using 1000 samples.
Discussion and Implications
The results of the evaluation were quite interesting and leave room for future research. The most important design factor for privacy policy videos is the gender of the narrator voice. In particular, female narrators lead to greater perceived benefits, lower perceived risk, greater feelings of privacy assurance, and greater trust. According to privacy calculus theory [15, 34] , this means that female narrators should also result in greater consumer information disclosure.
In addition, vibrant colors lead to greater focus and attention paid to the privacy policy. This effect could be a double-edged sword. On one hand, regulators and consumers would be happy about being able to pay more attention. On the other hand, both prior research [55] and our current results (ß = -0.10, p < 0.001) indicate that as consumers pay attention to privacy policies, they are less likely to disclose information, which is bad for providers. Although using vibrant colors causes consumers to pay closer attention and, thus, possibly be less likely to disclose information, there is also evidence that once consumers begin paying attention to privacy policies, their risk concerns can be reduced by privacy policies' inclusion of appropriate content [30] . Indeed, our control variables indicate that telling consumers how their data will be used (ß = 0.06*), having appropriate "fit" between the data collected and the data required for app functionality (ß = 0.05*), and reducing the number of entities with whom consumers' information is shared Page 3703 (ß = 0.12***) can all further increase consumer disclosure once a privacy policy is viewed.
Lastly, using a lighter musical tone did have a marginally significant effect on consumer's feelings of privacy assurance (ß = 0.04, p < 0.10).
It is important to place these findings in perspective. Although the design elements of video privacy policies were the focus of this study, and clearly play an important role in risk perceptions and disclosure behavior, the content of a privacy policy is certainly the most important element of a privacy policy [30] . Telling consumers only what information will be collected will increase perceived risk and reduce trust, privacy assurance, and disclosure, but disclosure can be somewhat increased by telling consumers how their information will be used. More importantly, having an appropriate fit between the data stated to be collected and the apparent requirements of the app can offset the negative effects of telling consumers what data will be collected. Finally, telling consumers who their data will be shared with has mixed and surprising-yet very significant-effects. In particular, telling consumers who their data will be shared with appears to reduce disclosure overall, but disclosure is increased if consumers are told that their data will be shared with partners rather than with "nobody."
Some providers may perceive our findings as an opportunity to optimize privacy policy videos to simply maximize consumer information disclosure. That is not our intention. Rather, by identifying the effects of privacy policy video design elements-and, specifically, by designing a video in which these design elements are optimized to minimize perceived risk, maximize trust, and maximize information disclosure, we hope to inform consumers, providers, and regulators. Armed with our findings, regulators can better establish relevant standards for privacy policies and thus protect consumers without overlimiting providers; consumers can be conscious of factors that may influence their perceptions of privacy policy statements delivered through video; and providers can minimize consumers' perceived risk and maximize consumer attention to trust-engendering information.
Limitations and Future Research
Although we take a design science approach to this topic, it is difficult to assert that the privacy policy videos become part of any designed system. However, an effective privacy policy that elicits compliance from its constituents is a powerful part of systems development and design, assuming that a "security-isbaked-in" approach is desired. Research into IT/IS phenomena will continue to operate on an imperative that IT practice should be improved as we improve our understanding of phenomena from a scientific approach [39] . Thus, while our use of in-situ surveying and hypothesis testing may appear to not be consistent with some canonical assumptions on design science work, our aim is consistent with Hevner's three cycle model [23] of design science research; we strive, in our investigation of effective privacy policy design, to maintain a realistic environment in which to test our design while also providing a "laboratory"-like level of control.
A possibility for future research would be to use embedding in the app ecosystem (the device, distribution channels, and any attendant supporting systems) to measure and analyze app behavior as it pertains to privacy policy understanding. Among the questions to pose would be the degree to which trust changes over time as information asymmetry changes during the producer-consumer relationship. In many circumstances, privacy policies and other terms-of-use agreements change over time. Is the initial trust barrier the only that must be overcome? Would the design of mediated content change depending on the progress of the relationship? What is the right portfolio of information and communication approaches as the relationship progresses (although [30] have made significant progress toward this end)? Further, the diffusion of the artifact itself, the ebb and flow of its community of use, would change. Another avenue for exploration would then be the degree to which information asymmetry can be reduced from a co-creative position [56] . The cocreation of value, achieved in part via reduction in information asymmetry, could be thought of as bidirectional. If an app like Sharing Tree was developed in a co-creative mode, then the proximity of its user community, accustomed to regular and equitable exchange with producers, would likely have a positive impact on privacy calculus factors such as trust, risk/benefit, and general privacy concerns. This is not a panacea approach, however, as the producer must be prepared for the imperatives that will arise from this arrangement.
A further avenue for research would be to more closely study the flux of information asymmetry itself. This would continue to focus on various mediated content in assistance to the central endeavor of trustbuilding and the development of shared context between the producer and consumer. The initial hurdle of trust and disclosure, as outlined in this paper, undoubtedly remains important. However, as an instrument of signification, the mediated content is one element in a system of framed actions (actions with the intent of establishing a frame of meaning and Page 3704 understanding) that may be better understood from Activity Theory [16, 47] . Also used in some HumanComputer Interaction studies, Activity Theory would provide some agency to the mediated content to understand how, as a medium, the videos are being used as an intercessor between the producer and consumer-reconciling their worldviews. In this sense, the mediated content of video is creating a learning environment that would reduce information asymmetry. While the components of "first impressions" discussed here are imperative to facilitating a longer-term and potentially co-creative relationship, these are important next-step considerations once the relationship progresses past the who, what, and why results of our study. Entering the fray of high-affect mediated content comes with some responsibility to accept the closeness of the relationship it is likely to foster.
It may be argued that the effect size of our dependent variable, information disclosure, is too low (R 2 = 15.5%). However, given that we measured actual behavior rather than perceptions or intentions, this effect size actually compares quite favorably to that achieved in prior research on consumer information disclosure [31] . Furthermore, as the dependent variable was measured separately (and differently) than the independent variables, there is no possibility for common methods bias, which typically inflates effect sizes in survey-only methodologies [54] .
Conclusion
In summary, our results indicate that the "best" design for privacy policy videos is one that uses a female narrator to reduce perceived risk and increase trust and assurance, a vibrant color scheme to help consumers pay closer attention, and a light musical tone to increase privacy assurance. Furthermore, it is important that privacy policies include information about what data will be collected that "fits" the actual data requirements that are apparent to consumers. However, telling consumers who their data will be shared with should be done with care; it has a strong effect on consumer information disclosure, but consumers do not appear to trust providers when they are told that their data will be shared with "nobody."
