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Abstract
Las ima´genes de resonancia magne´tica card´ıaca son dificiles de obtener debido a fuentes
intr´ınsecas de ruido, tales como los movimientos respiratorios y del corazo´n. Sin embargo,
las ima´genes del corazo´n pueden ser adquiridas en tiempo real, la calidad de la imagen es
muy limitada y muchas secuencias usan sincronizacio´n con el ECG para capturar ima´genes
de cada fase del ciclo card´ıaco durante varios latidos del corazo´n. Este trabajo presenta
un algoritmo de super-resolucio´n novedoso que mejora la calidad de las ima´genes usando
un enfoque Bayesiano disperso. La versio´n de alta resolucio´n de la imagen card´ıaca se
construye a partir de la informacio´n de series de baja resolucio´n, observaciones de difer-
entes series no ortogonales con voxeles anisotro´picos y un conocimiento a priori a cerca
de las caracter´ısticas locales y la forma global de la imagen. Se realizaron validaciones
cualitativas y cuantitativas sobre ima´genes sinte´ticas y reales en comparacio´n con te´cnicas
de linea base; reportando un incremento promedio de 2.8 dB en la relacio´n sen˜al a ruido
pico y 1.8% en el ı´ndice de similitud estructural. Los resultados obtenidos demuestran
que el me´todo propuesto es capaz de reconstruir de forma precisa la imagen, recuperando
la forma original con pocos artefactos y bajo ruido.
Keywords: Super-resolucio´n, Ima´genes de resonancia magne´tica card´ıaca, Enfoque Bayesiano,
Representacio´n dispersa.
Abstract
High quality Cardiac MR images can be hardly obtained when intrinsic noise sources
are present, namely heart and breathing movements. Yet heart images may be acquired
in real time, the image quality is really limited and most sequences use ECG gating to
capture images at each stage of the cardiac cycle during several heart beats. This work
presents a novel super-resolution algorithm that improves the cardiac image quality using a
sparse Bayesian approach. The high-resolution version of the cardiac image is constructed
by taking into account the information of the low-resolution series, observations from dif-
ferent non-orthogonal series with anisotropic voxels, and a priori knowledge about local
image features and global shape information. Quantitative and qualitative validations
were performed on synthetic and real images w.r.t to the baseline, showing an average in-
crement of 2.8 dB in the peak signal-to-noise ratio and of 1.8% in the structural similarity
measure. The obtained results demonstrated that the proposed method is able to accu-
rately reconstruct the image, recovering the original shape with less artifacts and low noise.
Keywords: Super-resolution, Cardiac magnetic resonance images, Bayesian approach,
Sparse representation.
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Chapter 1
Introduction
The magnetic resonance imaging (MRI) is considered as a non-invasive and painless imaging
technique. Unlike the techniques based on X-ray or those that use some type of radioactive
isotope (PET), MRI does not require the use of ionizing radiation. One reason, behind the
high interest in MR imaging, is that this technique is the single one to be completely harmless.
Another reason is the quite large list of applications, for instance cardiovascular, neurological
or osteomuscular. MRI is possible thanks to the magnetic properties of elements, specially
the Hydrogen in water molecules in the body tissues. Under normal conditions, the spins of
the atoms are oriented at random and there is no appreciable magnetic behavior. The basic
principle for generating magnetic resonance imaging is based on the ability of a magnetic field
to make the spin of a particle find its lowest energy state, the orientation with respect to the
field lines. Additionally generates precess movement (rotation around an axis) around the field
vector, such precession is performed at a specific frequency known as the Larmor frequency.
Once all atomic nuclei are aligned with respect to the magnetic field (equilibrium state), it
forms a net magnetization vector that is parallel to the field. Subsequently a disturbance is
applied using radio-frequency waves to the Larmor frequency. This perturbation generates two
effects, the first is that a certain number of cores go out of its low power state and secondly
cores are forced to process in phase. The result is that the magnetization vector begins
to precess at the Larmor frequency in the plane transverse to the magnetic field direction.
After suspended the electromagnetic pulse, atomic nuclei return gradually to initial state of
equilibrium. This movement of the magnetization vector is possible to register, by one or
more coils (antennas) placed near the patient [2].
To form an image from the captured signals, three processes are required: Selection of
cut coding frequency and coding phase. The selection of cutting is performed by applying
a gradient of intensity in the field, it shows that only the nuclei which are in the selected
segment will precess at the Larmor frequency and respond to the excitation. The frequency
and phase encodings are used to obtain information of specific points within the selected
section (voxels). The coding phase is done by applying small temporal changes in the field
between the application of the excitation pulses and reading signals, it causes alterations of
the frequency of precession which finally causes a change in the phase of movement. The
frequency encoding allows differentiation of voxels with the same coding phase is achieved by
applying field gradients while reading the signals, it changes in the precessional frequency of
voxels with the same phase. Finally on the acquired signals applies inverse Fourier transform,
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(a) (b)
Figure 1.1: MRI scanner. (1.1a) Schematic representation of a MRI scanner indicating their
parts an patient localization. Source:http://www.magnet.fsu.edu/education/tutorials/
magnetacademy/mri/, (1.1b) Picture of a 3.0 Tesla X750 GE Discovery MRI scanner. Source:
http://brainimaging.waisman.wisc.edu/facilities/ni_facilities.html.
and as a result has the image [3]. Figure (1.1) shows a schematic and a picture of a MRI
scanner.
Among the resonance techniques applied to the cardiovascular system, the most common
techniques are the bright-blood and black-blood imaging. In bright-blood techniques the
blood generates bright signal intensity and multiple consecutive images are acquired that can
be viewed dynamically to depict cardiac motion (cine techniques). Bright-blood sequences
are useful in both both morphological and functional assessments. Black-blood imaging was
the first sequence used for evaluating cardiac morphology and generally provide good con-
trast between the myocardium and blood. The clinical use of cardiac MR imaging allows
a functional assessment of the ventricular function by performing accurate measurements of
physiological parameters such as the ejection fraction or the ventricular volumes. It is also
possible to carry out evaluations of the cardiac muscle, facilitating detection of necrosis or
low perfusion areas. MR images are useful in the detection and monitoring of various heart
diseases and to effectively visualize flaws in the ventricle walls such as thickenings or dis-
continuities. Additionally, these techniques are helpful to evaluate heart-related structures
such as the pericardium, aorta and heart valves [4]. Figure (1.2) shows typical MR images of
the heart and related structures, note that contrast features allow to easily differentiate the
different organs.
The main clinical applications of cardiac MRI include [5]:
• Cardiac function.
• Cardiac Morphology
• Perfusion
• Viability / Infarction
• Flow / Velocity
2
Figure 1.2: Cardiac MR images showing different views of the heart
• Angiography
Depending on the application, there are different techniques or sequences to obtain images
with the appropriate features. In [6] the techniques for cardiac MRI are grouped depending
on application. There are techniques for morphology description, cardiac function, myocar-
dial perfusion, myocardial viability and coronary angiography. In most of these techniques,
quick acquisitions are necessary to capture the heart volume at least possible time because,
during the examination interval, the patient has to realize breath hold periods. Typically the
total time to acquire a 3D Volume in a single frame is about 15 minutes, while a multislice
multiphase acquisition time is between 60 to 90 minutes.
1.1 Cardiac MRI acquisition
Cardiac MR images offer significant advantages. Among them, their ability to represent
three-dimensional structures, the possibility of viewing from different directions and a high
soft tissue contrast. However there are disadvantages such as long acquisition times, the
presence of artifacts related to respiratory and heart movements, and the incompatibility of
technique, with devices such as defibrillators, pacemakers, among others. A major limitation
of this type of images is its spatial resolution. Among the factors that significantly affect the
resolution of the MR images are: The time it takes for data acquisition, the fact that the
heart is an organ in continuous movement and that acquisitions are performed in intervals
where the patient should stop breathing. This implies that the voxels that make up the image
planes must be taken widely separated (8mm or more), generating very anisotropic voxels
with a proportion close to 5 : 1 between height and other dimensions.
The generation of cardiac MRI requires the synchronization of signals acquisition with the
movement of the heart, it is achieved by the synchronization with the ECG (ECG gating).
Synchronization ensures the elimination or at least reduction of artifacts due to motion of
the heart. Usually the synchronization is performed using the R wave of ECG as a reference,
then the images are obtained from data collected through several cardiac cycles. However,
with the use of this technique is not possible to correct artifacts due to the lungs motion. The
mitigation of this problem, requires the patient to make episodes of apnea during acquisition.
Some pathologies such as arrhythmia or alterations of the cardiac wave forms may influence
causing inaccuracies in the formation of images. However, neither the synchronization with
ECG or apnea during signal acquisition can correct mistakes due to patient movement within
3
(a) (b)
Figure 1.3: Difference between in-plane and slice thickness resolutions. (1.3a) in real cardiac
MRI, (1.3b) Diagram showing the anisotropic voxels concept
the MR unit. Figure(1.3) the difference between the in-plane and the slice direction (slice-
selection) resolution. Figure (1.3a) shows 3 views of the same volume, transverse view is the
plane of slices, while coronal and sagittal are orthogonal views displaying the height of voxels
(8 mm). A schematic representation of anisotropic voxels is shown in Figure (1.3b).
1.2 Super-resolution
Super-resolution (SR) is defined as a set of signal processing techniques, to produce an image
of high spatial resolution from several low resolution images. The idea behind SR is to exploit
the small differences and data redundancy among the low resolution images to increase the
total information in the resulting high resolution image. Those differences are caused by
different projection or view, sub-pixel shifts, camera or sensor blur, defocus or zoom. The
main difference between SR and interpolation techniques is that SR produces a sharp image,
introducing real information while interpolation techniques generates a smooth image [7, 8].
Fig. (1.4) shows the results of applying SR algorithms on non-medical images.
The idea to reconstruct a high resolution image from several low resolution images was first
addressed by Tsai et al. [9], authors applied a Fourier transform based algorithm that estimates
the shifts present in multiple aliased frames, considering a ideal sampling and ignoring sensor
blurring. This promising method is not applicable by its high computational complexity.
Other strategies are based on iterative back projection algorithms, in this case the high
resolution image is approximated iteratively to the observations until a error condition is
reached [7,8]. Another approach is the projection onto convex sets proposed (POCS) by Stark
et al. [10], this approach is able to treat motion blur and noise, but do not consider the presence
of acquisition noise. The problem also has been treated using statistical estimation frameworks
as maximum a posteriori (MAP) [1, 11, 12], this approach establishes a likelihood function
based on an observation model, this model depends on application; additionally considers
a prior term based on a Markov random field to regularizes the solution. The statistical
framework permits to consider the acquisition step as a stochastic process, including the noise
and the point spread function of the sensor. In the specific case of MRI, SR algorithms have
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(a) (b) (c)
Figure 1.4: SR applied to a Forward Looking InfraRed (FLIR) image. (1.4a) original image,
(1.4b) Resulting image using an interpolation method, (1.4c) resulting image after applying
a SR method. Source [1]
been applied widely on brain images, this kind of images instead of cardiac MRI, does not have
very anisotropic voxels, the proportion between interplane separation and in-plane resolution
does not exceed 3 : 1. Greenspan et al. [13] proposes a first approach combining images
parallel acquired at different intervals with small displacements, then methods of registration
and interpolation iteratively applied find the high resolution image. In Bai et al. [14], author
describes a SR algorithm based on a MAP estimator, the estimator is a functional composed
by two terms, a likelihood function and a prior regularizator. In the likelihood an observation
model for MRI has to be included and represents the acquisition process. The prior term
is based on a Markov random field acording to [15] and regularizes the solution to preserve
edges. Given the capability of MRI to provide different views of the analyzed objects, efforts
in SR are concentrated on using orthogonal views [16,17], without considering the redundancy
present in the non-orthogonal acquisitions. For SR of cardiac MR images, to our knowledge
the only approach proposed so far is the one of Rahman et al. [18], where a Maximum a
Posteriori estimation (MAP) is used with orthogonal series of cardiac MR images to calculate
the SR image.
SR approaches are grouped depending on: reconstruction method employed, in which
domain the algorithms are applied, method of capturing the low resolution data, etc [19].
This document presents a method which is applied on cardiac MRI, using a Sparse Bayesian
representation; this method was developed for cardiac MRI composed by non-orthogonal views
and highly anisotropic voxels. Those features describe a non-regular sampling grid and the
interest is to estimate the intensity values on the high resolution regular grid. The described
method is an original contribution in the SR state of art taking into a count the application
and basis formulation of the problem.
1.3 Document organization
This document has structured around the main product of this thesis: a paper submitted to
IEEE Transactions on Medical Imaging in January 2013. The paper presents the results of
applying a Bayesian representation based Super-Resolution technique.
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Chapter 2
A Sparse Bayesian Representation
for Super-Resolution of Cardiac
MR Images
2.1 Introduction
Magnetic resonance imaging (MRI) has been broadly applied in diagnosis, surgical planning
and research of several structural or functional heart disorders. However, the data acquisition
time is limited by both heart movements and the protocol apnea periods, conditions that
affect the final resolution of the acquisition, resulting in highly anisotropic voxels, i.e., 1-
2 mm in-plane resolution and 8 mm inter-plane separation. Most cardiac MRI sequences
extract slices in arbitrary directions, which in practice amounts to three orthogonal acquisition
planes: 4-chamber long axis, 2-chamber long axis and 2-chamber short axis. In general, the
complementary information, provided by these standard views, is enough to examine the
heart structure, but at a very high acquisition time cost. Accordingly, less time demanding
acquisition methods have been developed, such as protocols that radially acquire images.
Nevertheless, these techniques produce highly anisotropic voxels and hence a very limited
image quality [20].
Several advances in cardiovascular magnetic resonance (CMR) have brought out this tech-
nique as the imaging gold standard for many cardiac diseases [4, 5]. In spite of that, cardi-
ologists seem to remain reluctant to the use of CMR in their everyday clinical practice [21]
and most MR centers are not familiar with such technology. Even though the importance
of this technique is not at the stake, for CMR to become integrated to the everyday clinical
practice, it is crucial the design of dedicated CMR programs, the improvement of the image
quality and supplementary education for the specialists. These imaging educational programs
require reliable 3D reconstructions that permit efficient data interaction. A 3D representa-
tion of cardiac structures may be useful to explain some procedure details to patients [6, 22].
Additionally, a higher resolution image may improve post-processing and/or segmentation
results so that accurate volume calculation of the cardiac chambers or valves may be possible.
A great challenge of such reconstruction is that most acquisition techniques result in very
large anisotropic voxels and therefore very blurred versions of the 3D object. Essentially,
this problem is equivalent to a non-uniform sampling in a regular grid. Traditional inter-
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polation methods fail since they overfit a curve or a surface model that hardly reconstructs
discontinuities of some structures such as the interventricular septum or the valve motion.
This paper has addressed such limitations by using super-resolution techniques (SR). In
general, SR methods reconstruct a high resolution image from low resolution images that have
been captured with small displacements between them [1, 12, 14, 23]. Greenspan et al. [13]
introduce the use of SR algorithms in MR images. They have used an iterative method
that minimizes the mean square distance between the given low resolution image and low
resolution versions of the high resolution image. This high resolution image is obtained by
simulating the imaging process as a geometric transformation of the high resolution image,
which is blurred, downsampled and perturbed by a Gaussian noise. Results were evaluated
on a 3D isotropic grid with 4.5 mm inter-plane and 1.5 mm in-plane resolutions, respectively,
reporting an improvement of 3% in the signal to noise ratio (SNR). However this resolution is
far from what is observed in CMR, case in which this regularization would be equivalent to an
ordinary interpolation. Other type of approximations have used different capture protocols
that improve the image quality. Peeters et al. [24] acquired shifted versions of the original
dataset, whereby simple interpolations would increase the data quality, but at a higher ac-
quisition time. From the results obtained using functional brain MR images, these authors
claim that the detectability of small activated areas is increased and the SNR improved. Bai
et al. [14] increased the quality of MR images by applying a Bayesian approach to two or-
thogonal series, a drawback in case of CMR since images are non-orthogonal. Overall, current
MR SR methods will surely fail in case of CMR images since planes are non- orthogonal and
the voxel’s anisotropism is much larger, i.e., between 5mm and 8mm slice thickness. This is
why this problem has still remained quite far from the main super-resolution stream and few
works have approached it. Rahman et al. [18] estimate a SR image by computing a Maxi-
mum a Posteriori (MAP) from a set of orthogonal series of CMR images, but only orthogonal
views are considered. Evaluation was purely qualitative on real images, with no numerical or
quantitative accuracy measures.
This chapter presents a novel super-resolution method to improve the CMR image quality
that can be applied with non-orthogonal slices and anisotropic voxels. The method uses a
sparse Bayesian representation, under the assumption that the MRI acquisition process may
be modeled using few parameters that represent the influence of a neighborhood of samples
in a non-uniform grid, i.e, non-orthogonal acquisitions and anisotropic voxels. The proposed
Bayesian approach uses two prior hypotheses: local information implemented as a Markov
random field (MRF) that models low noise characteristics and intensity homogeneity among
neighboring voxels, and global information which prevents degradation of image edges and
shape structure. This article is divided into three sections. Section 2.3 presents the general
outline of the proposed method, while Section 2.4 describes the experiments performed to
evaluate the accuracy of the proposal and the quality of the obtained images.
2.2 Sparse Bayesian Representations
Given a data set of the form {xn, tn}Nn=1, where x is a vector of known inputs and t is
a desired output or target, the main purpose is to formulate a model capable of making
accurate predictions of t for new examples of x. Supervised learning strategies as Support
Vector Machines (SVM) are able to solve this problem but they have some disadvantages, a
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dimensionality proportional to the amount of data, predictions that are not probabilistic so
that uncertainty is not captured, and over-fitting and poor generalization [25, 26]. Instead,
probabilistic modeling is a popular prediction technique, capable of managing complex and
large real data. From the given data set, a probability model p(tn | x) is inferred using a prior
that regularizes the prediction model. This framework is known as Bayesian representation.
The standard formulation assumes that targets tn are samples from a model y, which
depends on the known inputs xn and a set of parameters w, plus some additive noise  with
zero mean and variance σ2, expressed as
tn = y(xn,w) + n
From a probabilistic standpoint, a common assumption of the probability model to be inferred
is that it obeys a Gaussian law, meaning that statistical independence holds and the model
can be expressed using the conditional probability function p(tn | x) = N (tn | y(xn, w), σ2).
This formulation represents the probability of an output tn from an input x, considering a
regression model y(x,w) of the form
y(x,w) =
N∑
i=1
wiφi(x) + w0
where w is a coefficient or weight vector and φ(x) represents the regression basis. Then, the
likelihood reads as
p(t | w, σ2) = (2piσ2)−N/2 exp
{
− 1
2σ2
‖t−Φw‖2
}
where Φ is the N × (N + 1) design matrix. In this expression, the maximum likelihood
estimation of w can lead to over-fitting, a condition that can be avoided by imposing some
additional constraints. Here, the prior is formulated as a zero mean Gaussian distribution
over w
p(w | α) =
N∏
i=0
N (wi | 0, α−1i )
with α a vector of hyperparameters that moderates the strength of the prior.
A sparse Bayesian model amounts to suppose that the inferred predictor contains few
non-zero wi parameters. This ensures that the representation is extremely effective to identify
the relevant basis functions φi. Common applications of this sparse Bayesian representation
includes classification, signal representation and reconstruction problems [27–29].
2.3 Methods
The proposed method takes as input N low resolution images, corresponding to series of 2D
slices acquired at different and non-orthogonal orientations, and combine them into a single
high resolution volume. The method is divided into two stages, the first (pre-processing) aims
to correct or eliminate differences in the gray scale intensity and to spatially transform the
images into a common reference system. The second stage is the super-resolution method
8
Figure 2.1: flowchart of the proposed method
itself, formulated as a regression problem in terms of a set of independent bases or regressors.
The method searches for a sparsest solution that expresses the statistical dependence of a
particular prediction on both the local neighborhood determined by the capture procedure
and a global condition associated to the particular heart shape. Fig. (2.1) shows the method
overview.
2.3.1 Image pre-processing
The purpose of this stage is to homogenize the gray scale low resolution images and to ob-
tain a common spatial representation. Three different operations are performed: a contrast
correction, an upsampling (interpolation) and a spatial transformation.
Contrast correction
The cumulative histogram of an image was mapped to the cumulative histogram of a reference
image, as described in [30], reducing differences between the two images.
max
k
[Tm−1 < Sk ≤ Tm] (2.1)
Where Tm represents the cumulative histogram sum of the image to be modified, Sk is the
cumulative histogram sum of the reference image and the subscripts k and m are the gray
levels of the reference and modified image, respectively.
Upsampling
As a second step, a resampling at each low-resolution image is performed, whereby an isotropic
grid is constructed from the anisotropic voxels. Two different strategies, a simple interpolation
and a statistical filtering [31], were herein assessed.
Spatial transformation
Finally, to bring all images of each series to the same reference system, the DICOM header
information is used to set the rotation and translation matrices of the rigid transformation,
locating the voxels with respect to the spatial reference system of the machine. As stated
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in [32], a 2D image (a slice) is represented by assigning a null vector to the third column
of the transformation matrix. In the present investigation the third column corresponds to
the vector Zxyz4z, where 4z is the height in millimeters of the low resolution voxels and
Zxyz = Xxyz × Yxyz.
2.3.2 The Super-Resolution algorithm
The low resolution intensity tn and the xn location are the coupled set of observed samples
{xn, tn}Nn=1, which in case of CMR are non uniformly distributed since the acquisition process
is not regular, that is to say, it is based on the combination of different non-orthogonal views.
The process of degradation can be written as
tn = f(xn) +  (2.2)
Where  is an additive noise from sensors and/or acquisition devices. f is a function that
represents the combination of several operators, namely spatial transformation, blurring and
down sampling. The super-resolution problem can be herein stated then as an optimal search
of continuous information from a discrete non regular grid of samples. This classical regression
problem can be though of as the estimation of the weights ωi such that the regressor basis ϕn
approximates the observation tn ,.i.e., t ≈ ΦTi ω with t ≡ [t1, . . . , tn]T and Φ ≡ [φ1, . . . , φn]T .
This formulation falls under what has been recently derived as the sparse Bayesian learning
(SBL) framework [25,26,33], a set of techniques that determines a probability by integrating
on the weights while encouraging sparsity, i.e., few non-zero weights. Unlike this approach,
the presented method assumes a simple prior that aims to preserve local information. The
prior probability was therefore formulated as a relevance vector machine (RVM), a Bayesian
machine which takes local neighboring information to set a probability value of the missing
values, provided Φ is square and built from a positive-definite kernel function. An approxi-
mation of f is
fˆ =
M∑
m=1
ωmφm(x)
The Bayesian approach
Given a new regressor vector Φnew, the full Bayesian treatment of (2.2) leads to find the
predictive distribution p (tnew | t,Φ,Φnew), which typically is calculated by marginalizing over
the model weights.
p (tnew | t,Φ,Φnew) =
1
p(t)
∫
p (tnew | ω,Φ,Φnew) p (ω, t,Φ,Φnew) dω
where the joint probability combines all relevant information from the training data (the
likelihood principle holds), that is p (ω, t,Φ,Φnew) = p (t | ω,Φ,Φnew) p (ω,Φ,Φnew). This
Likelihood term (p (t | ω,Φ,Φnew)) is a measure of the ability to generate the observed data
t from possible regressors Φ and Φnew. Under the consideration that the noise is i.i.d. and
Gaussian, it follows
n = t−w ·Φ
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then p (t | ω,Φ,Φnew)
= 1
(2pi)
M
2 σM
exp
{
− 1
2σ2
(t−w ·Φ)T (t−w ·Φ)
}
On the other hand, the Prior term is estimated by assuming that a sparse solution must
neglect nearly every basis except the one belonging to a pre-defined neighborhood, determined
by the capture procedure. A prior model, following a Gaussian distribution, has the advantage
of providing a convex cost function with a global minimum, which is also easily differentiable
with respect to the estimated Φ. This kind of model can be written as
p (ω,Φ,Φnew) =
1
(2pi)M |Cω|1/2
exp
{
−1
2
ΦTC−1ω Φ
}
where Cω is the M ×M covariance matrix of the weight vector ω. The exponential term can
be factored as a sum of products
P (Φ) =
1
(2pi)M |Cω|1/2
exp
{
− 1
2λ
M∑
i=1
ΦTdid
T
i Φ
}
(2.3)
where di = [di,1, di,2, . . . , di,M ]
T is a vector of coefficients and λ is a fitting parameter. The
vectors of coefficients di are the set of prior assumptions about the local relationship between
the values of Φ. Commonly, these parameters are chosen to determine random smooth areas.
In case of a 3-dimensional image and a neighborhood of 27
di,j =
{
1, for i = j
−1/26 for j : φj is a neighbor of φi
The above approach only takes into account local characteristics of the image. The prior
was then modified to include global image information by centering the data when using an
estimated of Φ, that is to say
Φ = Φ¯ + ε
Assuming an additive and independent noise, the final prior reads as
P (Φ | Φ¯) = 1
(2pi)
M
2 σM
exp
{
− 1
2σ2
M∑
i=1
(
φi − φ¯i
)2}
Gradient descent
A cost function, containing a likelihood term, together with local and global priors, is con-
structed
argmin
Φ
{− ln [P (y | Φ)]− ln [P (Φ)]− ln [P (Φ | Φ¯)]}
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Solving and eliminating terms that do not depend on Φ, The cost function L (Φ) is
L (Φ) =
1
2σ2
N∑
n=1
(
tn −
M∑
r=1
wn,rφr
)2
+
1
2λ
M∑
i=1
 M∑
j=1
di,jφj
2 (2.4)
+
1
2σ2
M∑
i=1
(
φi − φ¯i
)2
Values for Φˆ are calculated according to
Φˆn+1 = Φˆn − ε∇L(Φˆn)
where
∇L(Φˆn) =
[
∂L(Φˆn)
∂φ1
∂L(Φˆn)
∂φ2
· · · ∂L(Φˆn)∂φN
]T
2.4 Experimental results
Qualitative and quantitative evaluation were carried out by calculating the reconstruction
accuracy of the proposed SR method. Several quantitative experiments were conducted using
artificial (synthetic) and real images. The proposed method was implemented in C++ using
ITK library version 3.20 on an Intel Core i7, 12 GB of RAM and Debian-Linux operating
system version 6.0.
2.4.1 Artificial (synthetic) images
A 3D 16-bit ellipsoid volume (350× 350× 350 voxels, DICOM format) was constructed with
two different voxel intensities, after the two histogram peaks observed in cardiac MR images.
A Gaussian noise (µ = 0 , σ2 = 1000 ) was added to emulate the acquisition process. The
use of these synthetic images allows to evaluate different factors that affect the reconstruction
accuracy under controlled conditions. In this work, five scenarios of interest were covered:
influence of prior information, upsampling strategy, orthogonality, amount of information and
comparison with other methods. For these experiments, several series were extracted from
the original volume. Each series consisting of a set of 43 slices, with an in-plane resolution
of 1.6 mm and a slice separation of 8 mm. Orthogonal series were extracted along the three
principal axes of the ellipsoid, while the non-orthogonal series were extracted along arbitrary
angles. Two different metrics were used to quantitatively measure the reconstruction quality:
the Peak signal to noise ratio (PSNR) and the Structural similarity index (SSIM) [34]. A
blurred noiseless version of the ellipsoid was used as the reference image.
Prior influence on reconstruction
In this section, the contribution of global prior information is evaluated. Two different strate-
gies were tested: using only local prior information and a combination of local and global
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(a) (b) (c)
Figure 2.2: Evaluation of the prior influence.(2.2a) original image, (2.2b) reconstruction using
only local prior information, (2.2c) reconstruction using global and local prior information.
Metric local prior local + global prior
PSNR 26.77 27.10
SSIM 0.8902 0.9101
Table 2.1: Evaluation of reconstruction accuracy using two prior hypothesis
information. A set of 7 non-orthogonal series were used in this test. Fig. (2.2b) and (2.2c)
depict the reconstruction results after applying the two strategies, while Table 2.1 presents the
quantitative reconstruction performance. As can be seen in the zoomed regions, the edges in
Fig. (2.2c) are sharper and present less irregularities than in Fig. (2.2b); the obtained edges in
Fig. (2.2b) make a sawtooth pattern, an effect that is reduced in Fig. (2.2c), suggesting that
the combination of local and global prior hypotheses leads to better optical results. Numerical
results in Table 2.1 confirm that the reconstruction, using the two prior hypotheses (local and
global), delivers a better reconstruction accuracy. The use of the two priors results in an
improvement of 0.33 dB in the PSNR and 2.23% in the SSIM. Hence, only the local+global
prior combination was used for the rest of experiments.
Upsampling Method
This section evaluates the influence of the upsampling strategy used in the preprocessing step
(Section 2.3.1). Two different upsampling strategies were tested:
• Linear interpolation: a tri-linear interpolation was used, given its computational low-
cost.
• Statistical Filtering method [31]: This method has been proposed for SR of a single
brain MR volume and was herein used as an upsampling strategy.
In this test, a set of 7 non-orthogonal series is used. The result of applying the two upsampling
strategies is shown in Fig. (2.3b) and (2.3c). In these images, differences are zoomed out in the
small panel, in fact the artifacts are more perceptible when using the tri-linear interpolation.
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(a) (b) (c)
Figure 2.3: Evaluation of upsampling strategy. (2.3a) original image, (2.3b) reconstruction
using tri-linear interpolation, (2.3c) reconstruction using Manjon’s SR method.
Metric
Tri-linear Statistical Filtering
Interpolation
PSNR 25.06 27.10
SSIM 0.8792 0.9101
Table 2.2: Reconstruction performance of the proposed method using two upsampling strate-
gies
Fig. (2.3b) and (2.3c) show a better visual reconstruction using the statistical filtering method,
closer to the original image in Fig. (2.3a). This statement can be corroborated with the
numerical results presented in Table 2.2, in which the results after the statistical filtering
demonstrate an important improvement of the reconstruction accuracy, i.e., 2.04 dB for PSNR
and 3.51% for SSIM.
Orthogonality influence
The influence of orthogonality was tested by using two different configurations: three or-
thogonal series (sagittal, coronal and transversal views) against three non-orthogonal series,
extracted following arbitrary angles. Fig. (2.4b) and (2.4c) show a detail of the differences
in the reconstruction results. Edge irregularities are present as stairwise artifacts for both
cases, orthogonal and non-orthogonal acquisitions. Numerical evaluation using the two se-
lected metrics (see Table 2.3) shows no important differences between both configurations,
suggesting that the orthogonality is not a relevant factor of the reconstruction quality.
Metric orthogonal non-orthogonal
PSNR 24.69 24.66
SSIM 0.8910 0.8909
Table 2.3: Reconstruction performance using orthogonal and non-orthogonal series.
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(a) (b) (c)
Figure 2.4: Evaluation of orthogonality influence. (2.4a) original image, (2.4b) reconstruction
using three orthogonal series, (2.4c) reconstruction using three non-orthogonal series.
(a) (b) (c)
Figure 2.5: Method performance using a smaller number of slices. (2.5a) reconstruction using
the full number of slices, (2.5b) interpolation of two subsets of slices, (2.5c) The proposed
method with two subset of slices.
Reconstruction quality of the high resolution image
This section explores the capability of the method to approximate the high resolution image
from a smaller number of slices than the original volume. For this purpose, three sets of
two series of synthetic (1 subset of the original ellipsoid) and real images (2 subsets, named
subjects A and B) were prepared. Each series contained a different number of non-orthogonal
slices, chosen from the original volume, with a separation of 16 mm.
Results using synthetic images are illustrated in Fig. (2.5b) and (2.5c), the proposed
method achieves a much better quality reconstruction than a simple interpolation, a net gain
of about 6 dB in the PSNR. Likewise, visual comparison of the resulting images, allows to
conclude that edge irregularities nearly disappeared when using the proposed method. From
Table 2.4, it can be observed that the use of the proposed method increases the reconstruction
accuracy in 5.97 dB for the PSNR and 1.02% for the SSIM.
Fig. (2.6a) shows the reconstruction using the proposed method on a full set of slices of
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Metric Interpolation Proposed method
PSNR 25.47 31.44
SSIM 0.9843 0.9944
Table 2.4: Comparison of a standard interpolation and the proposed method when combining
a subset of slices of the original volume.
(a) (b) (c)
Figure 2.6: Method performance using real cardiac MR series of subject A. (2.6a) reconstruc-
tion using the full number of slices, (2.6b) interpolation with two series, (2.6c) the proposed
method reconstruction using two series.
actual cardiac MR images, this reconstruction was used as the reference image in this test.
Fig. (2.6c) shows the proposed method reconstruction using two non-orthogonal cardiac MR
images, while Fig. (2.6b) shows the reconstruction obtained by interpolating the same slices.
It is easily observed that edges are better defined in Fig. (2.6c) and important heart structures,
such as the ventricular walls or the papillary muscles, appear more clearly delineated. In Table
(2.5), it is presented the figures obtained when applying the test on two different subjects. The
proposed method outperforms a conventional interpolation by improving the reconstruction
in 1.77 dB and 4.22 dB for subjects A and B respectively. A SSIM increment of 2.02% is
observed for subject B and of 0,03\% for subject A. Overall, SSIM figures are larger than 0, 9,
indicating a reconstructed image very close to the reference.
Metric
subject A subject B
Interp. Prop. method Interp. Prop. method
PSNR 29.58 31.35 25.19 29.41
SSIM 0.9739 0.9742 0.9381 0.9571
Table 2.5: Comparison of interpolation and proposed method (MAP approach) combining
two real cardiac MR series.
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(a) (b) (c)
Figure 2.7: Comparison with a basic strategy. (2.7a) original image, (2.7b) interpolated and
averaged image, (2.7c) result using the proposed method.
Metric
Interpolation
Proposed approach
and averaging
PSNR 24.27 27.10
SSIM 0.8938 0.9101
Table 2.6: Comparison between a basic strategy and the proposed approach.
Baseline comparison
In this section, the performance of the proposed method is compared with a baseline strategy,
commonly used for visualization of the CMR images. It consists in a simple average of the
voxel intensities after interpolation and spatial normalization of the different series. In this
test, the statistical filtering method [31] is used for interpolation, and a set of 7 non-orthogonal
series is used.
Fig. (2.7b) and (2.7c) show the results of the basic strategy (interpolation and averaging)
and the proposed approach, respectively. Zoomed areas illustrate the differences, mainly at the
edges, where the proposed method (Fig. (2.7c)) achieved a reconstruction with edges better
defined than the basic strategy. Although edge artifacts are present in both images, they are
more visible in the resulting image of the baseline strategy. The quantitative results presented
in Table (2.6) show that the proposed method outperforms the reconstruction accuracy in
about 2.83 dB in PSNR and 1.82% for SSIM with respect to the interpolation and averaging
strategy.
2.4.2 Real images
A dataset composed of five cases (from five different subjects) of CMR images (acquired in a
1.5 T scanner) were used to evaluate the performance of the proposed method on real images.
The cases are composed of a variable number of series (between five and eleven series) in
different non-orthogonal orientations. Each series can contain between two and fifteen slices,
with an in-plane resolution of 256 x 256, and a inter-slice separation between 8 mm to 11 mm.
In this section, results obtained with the proposed method are compared with an approach
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(a) (b)
(c) (d)
Figure 2.8: SR reconstruction using real images from two different subjects. Row 1: subject
A; Row 2: subject B. Column 1 (2.8a) and (2.8c): results after interpolation and averaging;
Column 2 (2.8b) and (2.8d): results after the proposed method.
that combines the statistical filtering [31] and voxel intensity averaging, as performed with
synthetic images in Section 2.4.1.
Images in Fig. (2.8b) and (2.8d), compared with Fig. (2.8a) and (2.8c), show that
the proposed method delivers more structural (shape) details and sharper edges than the
averaging-based method. The reconstructed images (Fig. (2.8b) and (2.8d)) show improve-
ment in details of the ventricular and septum walls as well as in the apex area; additionally,
structures of papillary muscles are easily visible. Note that all resulting images present some
artifacts related with contrast differences, even though most of them have been highly reduced
by the pre-processing step.
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Chapter 3
Discussion and conclusion
In this paper, a novel SR method for improving the image quality of cardiac MR image series,
based on a sparse Bayesian approach, has been described and analyzed. This method can
be applied with non-orthogonal series and highly anisotropic voxels, conditions which are
associated to a non-uniform sampled grid. Two main stages are proposed, a pre-processing
step and a SR algorithm. The pre-processing step is intended to transform the input series
into a set of volumes with normalized intensities, isotropic voxels and a common spatial
representation. In the SR algorithm, a Bayesian sparse representation includes a likelihood
function and a very adapted prior model. Two prior hypotheses were used in the proposal, the
former related to preserve local information, searching for a low-noise estimated image, while
the latter attempted to include global features like the organ shape. The set of hypotheses
promotes sparse solutions by defining a prior dependent on the local influences associated
to the particular capture protocol and an averaged heart correction. This method generates
high-resolution reconstructions of cardiac MR images, much more suitable for accurate heart
segmentation and motion analysis.
SR has been introduced for brain MR to enhance the quality of medical images [13,14,18].
Previous works have considered only orthogonal views of brain images, in which case the SR
can be formulated as multi-resolution problem with a constant sampling factor. This feature
allows to manage a high resolution uniform grid, simplifying the task of estimating the high
resolution image. The complexity generated by the non orthogonality amounts to a non
uniform sampling, or to the ill conditioned problem of a space generated by un uncomplete
set of bases. Introduction of prior knowledge has facilitated the sub-space regularization,
setting thereby an acceptable solution, a way already explored by a precedent work in CMR
images [18]. Yet this investigation approached such problem, their conclusions were very
limited since the presented results were purely qualitative and the model not general. In
comparison, the proposed method introduces a very adaptable model and has been assessed
in several (at least five) non-orthogonal and very anisotropic voxel images (proportion of 5:1).
Evaluation of the reconstruction with the proposed method was performed by conducting tests
on synthetic and real images. The use of synthetic images allows to analyze the influence
of different parameters and conditions related with the input images. Four factors were
herein explored: prior influence, upsampling strategy, orthogonality and number of series.
The prior information was a function that captured the uncertainty of the local influence
under a restricted global shape. The global information is represented by the mean of the
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probability data distribution, which forces any instance to stay close to the prior global shape
and preserves not only shapes but relationships between Regions of Interest in the image. The
local information prior tends to highlight low-level features like homogeneous regions and/or
sharper edges, factors which are straightforwardly associated with the particular capture
protocol. A sparse solution allows to identify how important these local factors are in function
of the voxel size. The learning phase was herein substituted by a pre-defined prior that
essentially captures a similar uncertainty by using the covariance metrics, considered as a
good estimator under Gaussian support. The chosen local relationship should balance the
statistical dependence and the sample distance, a relationship that was herein covered using
a 9 × 9 × 9 neighborhood. On the other hand, the upsampling strategy has also shown to
directly influence the reconstruction accuracy results. The use of an accurate interpolation
method in the pre-processing step, such as the state-of-the-art statistical filtering method [31]
for single MR volumes, results crucial since this step operates as a first estimation of the
reconstruction. In addition, the experiment using a variable number of series, to reconstruct
the whole volume, has demonstrated that the proposed method obtains more accurate results
than a simple approximation (interpolation). Finally, the orthogonality acquisition appears
to be not important for the reconstruction accuracy. These results suggest that the proposed
method is not affected by the orientation of the input series and hence it can be directly
applied to any type of protocol acquisition.
A comparison with a baseline strategy was also performed in both synthetic and real im-
ages. The obtained results demonstrate that the proposed method always obtains a better
high-quality reconstruction than the interpolation or averaging strategies. The main differ-
ence between the baseline strategy and the proposed SR method is that the former basically
calculates the mean intensity of the available series, while the latter attempts to find the most
probable high-resolution image that explains the input series, regularized by a certain prior
knowledge of both the heart structure and the capture protocol. The obtained reconstruction
results confirm that the inclusion of prior information and a probabilistic framework repre-
sents an advantage in SR of cardiac MR images, increasing the reconstruction accuracy. Given
the difficulty of the current acquisition process of cardiac MR images, where the heart motion
restricts the scanning time and thus the number of slices per volume series, the search of a
high-resolution image for diagnosis and surgical planning is still an open issue. The quality of
the high-resolution reconstructions obtained with the proposed method introduce a promising
approach for increasing the image quality in tasks such as segmentation, morphometry and
heart motion analysis. An initial extension to handle complete 4D cardiac MR image series
can be achieved by reconstructing individually each 3D frame volume.
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