,4bstmct-Irs this short paper the Bayesiao estimation of parameters of discrete timq firsear, finite-dkssetssionaf stoehaatfc systems is discussed. Upper bounds for the estimator roean-square error are obtained under the assumption of a firrite parameter set. Neeesary and sufficient emsditioas are established for exponential convergence of the Bayeaian estimate to the true parameter valrsea in the mean-square error sense for systems with measurements whieir are stationary Gaussian random pmeeaaea. The ems- 
I. INTRODLTCTION
Bayestan conditional-mean parameter estimators are useful for the estimation of unknown system or noise parameters of linear fmite-dlmenslonal dynamic signal models [ I] . Exact performance calculation for this type of estw-~r, however. appears to be difficult-a common feature of non]]. Jr estimators [2] . In this short paper we derive an upper bound for the estimator mean-square error. This bound N then marupulated to reveal conditions which guarantee an exponential convergence rate of the estimator.
Quite a lot of work has been done on the convergence properties of maximum-likelihood estimators (MLE). For example, Wald [3] proved the strong consistency of the MLE in the case of independent identically distributed random variables. Recently, Caines and Rissanen [4] have proved the strong consistency of the MLE of the parameters of Gaussian random processes possessing linear autoregressive moving average or state-space representations.
In [5] Liporace discusses the performance of Bayes' conditional-mean estimators on a finite parameter set using the assumption of independently and Identically distributed measurement records. Specifically, the mean-square error in the Bayes' estimate 1s found to be bounded by a quantity that diminishes exponentially as the number of observations increases. Corresponding results are obtained when the true parameter is not a member of the parameter set.
Lainiotis er al. [1] , [ 10] ~13] have also investigated the performance of the class of estimator studied in this short paper. In [1] and [10] expressions for the mean-square error of adaptive state estimators are given in a form convenient for on-line implementation.
Evaluating these expressions is tantamount to simulating the system under study. In [11H13] probability of error bounds for certain classes of multihypothesis detection problems are given. We also note that Tse [ 14] is currently investigating bounds for identification error. In this short paper we study the mean-square convergence of Bayesian estimates of unknown system and noise parameters of linear, stochastic discrete time signal models where the parameter space is assumed to be finite. For systems with stationary output sequences it N shown that certain Identifiability conditions guarantee that the Bayesian parameter estimator will converge exponentially to the true parameter value. The identifiability conditions are characterized by a finite set of Markov parameters.
Signal models with the same output statistics (or equivalently Markov parameters)
are not identifiable. Adaptive state estimation algorithms given in [1] can be analyzed by a straightforward extension to the results for parameter estimation. Under certain stationarity conditions on the signal models the mean-square error for adaptive estimation tends at an exponential rate to the optimal meansquare error for linear filtering given complete knowledge of the signal model.
The significance of the convergence results obtained in this short paper is that for the first time, we believe, exponential convergence in the mean-square error sense is established for nonindependently and identically distributed data sequences.
II. PROBLEM FORMULATION
Signal model: Suppose that a sequence of measurements are obtained that are a realization of the m-vector random process z(k) with the time invariant innovations representation (IR) [7] z(/c)=Hlx(k)+w(k), k=l,2,. . . (2.1) 
(2.4)
,-0 (The homogeneous system x(k + 1) = I#IiX(k) is assumed asymptotically stable in this short paper.)
Denoting the sequence of measurements up to the kth discrete time instant by the vector ZkT= [z '(l),. . . , z~(k)], the probability densities, {P(z~lfV: ?~~) area family of normal densities with
where P,(k), is the output covariance matrix of the system of (2.1) and (2.2).
The output covariance matrix P,(k) is block Toeplitz with the (rs)'h
Zk=,'t(qei)uk (2.7)
where 
The quantity L,(s) can be related to the Kalman filter associated with
where Ki (s) is the Kalman gain sequence. The random sequence u(s), S= I,2,. . . , k is a zero mean, white, Gaussian sequence with covariance matrix dik equal to that of the innovations sequence of the Kalman filter associated with the ith model (2.1), (2.2). We comment that it is well known that under the standing assumptions of this short paper
With A (k \8,) as defined in (2.9), we introduce the definitions
..,d~} The following identifiability condition is imposed on the set of N oossible sienal models. 
III. BOUNDS ON THE MEAN-SQUARE ERROR
In this section bounds are derived for u2(k), the mean-square error of the Bayesian parameter estimator, defined as given in Lemma 3.1, at least for the usual case when the signal model has infinite memory, is that the number of computations required to calculate the bound increases as the cube of the number of measurements k.
For the special case when the signal model has finite memory, the growth in computations is linear in k. Taking cognizance of this last fact, we now seek relaxed boundr for u2(k) which can be 1) characterized by a computational effort linear in k, and 2) made arbitrarily close to the bounds of the previous section. 
lPr(k)+ P,(k) l=lPr(k -l)+~(kl)lld; +cf+2c:l (3.19)
where the matrix c; is defined in (3. 13). Substituting (3, 17) and (3. 19) into (3.4) establishes (3, 11) and (3. 12). Finally, observe c,$ >0. 
IV. ADAPTIVE STATE ESTIMATION
For signal models as described in Section II ah optimal mean-square error sense (MSE) state estimate i(klk) can be obtained in the presence of unknown system parameters via [ 1] i 8,) is the MSE state estimate conditioned on y = 0,. These estimates,~(k Ik, 0,), are obtained using a Kalman filter conditioned on 0,, and the a posferiorl probabilities p (0,1Zk) are calculated using the innovations of the Kalman filter. The convergence results of previous sections are applicable to the nonlinear estimation scheme given by (4. 1).
Theorem 4,f:
For the adaptive estimation scheme of (4.1) the identifiability condition (C 1) is necessary and sufficient for the mearwquare error in the state estimate~( k Ik) to converge exponentially to its lower bound, the mean-square error for linear filtering assuming complete knowledge of the model statistics.
Proo~See [15].
V. NUMERICAL
RESULTS
In this section two examples are given to illustrate the theory presented in earlier sections. In Fig. 1 the effect of kfonthequantit yp~(kf) isplottedforvanous time pomtsk, Forthis example itwould appear that amemorykfof 10 time points enables a bound to be calculated which is as tight as that which could be calculated taking into account the entire memory. Choosing M of the order of the longest system time constant appears to be adequate to achieve the best bound. In this example possibly l@30 data points would beneeded to distinguish between the two models. In this case there isa considerable advantage toassuming a finite memory in calculating this type of bound.
Example 5.2: In this example we compare the bounds obtained assuming a finite memory with simulation results. Which of five possible signal models is present is to be decided using a Bayesian parameter estimator. Each of the five models is assumed to be in time invariant IR form. First, details of the simulation are given, then results are presented for comparison with the boands and discussion follows.
In the simulation the aposreriori probabilities p(@,l Zk) are averaged over NR runs to give I,~m(k)=NR-l~~jl 
The two models of interest are now specified by Observe that in Fig. 2 there n some irregularity in the convergence rate of l,jm(k) as k increases and that Ifim(k) in fact is above the bound at certain time points. From our experience such irregularities are quite common in results obtained using simulations. The results in Fig. 2 do not, in our opinion, invalidate the bounds but rather are an indictment "of the use of simulations to study the performance of stochastic nonlinear systems. Here the simulations do indicate that the bounds are not absurdly weak.
VI. DtSCUSSIOf4
It may be concluded that the upper bounds derived in this short paper provide a simple and effective means of determining the convergence rate of the class of parameter estimator studied here. The finite memory required to obtain bounds as tight as those calculated with no memory limitations appears to be related to the system time constants. However, the convergence rate depends upon the "distance" between the various possible signal models. This latter concept of "distance" between the models is discussed in a later paper using the Kulfback informarfon junction.
APPENDtX
In this Appendix, certain not well known and nontrivial matrix results needed in this short paper are given. 
