Abstract. We show that each isolated solution, y(t), of the general nonlinear two-point boundary value problem (*): y' f(t, y), a < < b, g(y(a), y(b)) 0 can be approximated by the (box) difference scheme (**): [uj uj_l q and p + q n, the coefficient matrices have the special block tridiagonal form A [Bj, Aj, Cj] in which the n x n matrices Bj(Cj) have their last q (first p) rows null. Block elimination and band elimination without destroying the zero pattern are shown to be valid. The numerical scheme is very efficient, as a worked out example illustrates.
These results generalize a previous study of accurate difference schemes for linear multipoint boundary value problems [3] to the nonlinear case. Indeed, the basic stability result from this earlier study is crucial in the present analysis. Somewhat similar results for nonlinear two-point boundary value problems have been given in [4, pp. 96-102], but only for linear boundary conditions under quite unnatural restrictions. The present basic requirement that the solution of (1.1) be isolated is close to the minimal conditions to be expected.
The present theory has been extended to very general difference schemes which are defined in terms of one-step and multistep schemes for initial value problems. In fact any numerical scheme which is stable and consistent for initial value problems can be shown to yield a difference scheme to which our main theorem (trivially modified) applies. These results will be published in the future [10] . One particularly significant such extension due to R. Weiss In 2 we present some results from [3] which are valid for linear two-point boundary value problems; this is the basic stability theory we employ. Parts (i) and (ii) of the main theorem are proven in 3 and parts (iii) and (iv) are proven in 4. In 5 we show that for separated endpoint boundary conditions, i.e., for g (y(a)) 0, g2(y(b)) 0, the linearized equations which arise in Newton's method can be solved by very efficient block-elimination or band-elimination procedures. Some practical observations on the use of Newton's method in conjunction with Richardson extrapolation are given in 6. A worked out example is also reported there. Our method has been used to solve nonlinear systems with as many as n 120 equations, and this work is reported elsewhere [7] . 
For any V, We So{y(tj)}, we have
Here we have used the convexity of S{y(tj)} and the continuous differentiability of f(t,z) and g(v, w). From (1.2c) we recall that A(tj_l/2)= j(tj_ 1/2, y(tj_ 1/2)). The proof and the "derivation" of the (R)(t) and proceed essentially by induction and are by now standard. Indeed, the corresponding development for initial value problems as in 1] contains all the basic ideas and yields the form of the (R)(t). The modifications required for variable net spacing are contained in [3] .
The boundary conditions are easily treated using expansions analogous to those for the differential equations. Thus the proof of the main theorem is concluded.
5. Separated endpoints and block elimination. Perhaps the most important practical observation in applying (1.3) with Newton's method (3.5) to solve the difference equations is the fact that many problems have separated endpoint boundary conditions. That is, g(v, w) in (1.1b) can be written as It is assumed that rank M p and rank M q for all arguments to be employed. This insures p independent constraints at x a and q independent constraints at x b. If we write the first p-boundary conditions first and the last q-boundary conditions last, then (I)(U) is not as defined in (3. Clearly each is a band matrix of bandwidth at most 2n so that efficient band-or block-elimination methods can be used to solve (5.3a). In particular, efficient elimination schemes can be devised by writing the in block tridiagonal form Here j, j, 7j and 0 are n n matrices, the latter having all zero elements, so that _ and U are also block-tridiagonal, in fact block-lower and -upper triangular as well. The solution of (5.4a To continue (or start if k 0) the reduction, we can perform row interchanges among the rows of index p + 1,..., p + n in A to obtain a nonsingular matrix k in (5.8c ). This follows from (5.8a, b) and the fact that the last q n p rows of B+I are zeros. In these interchanges the zero patterns of C, C+1 and Bk+ remain undisturbed, so the procedure can be continued.
Clearly in the final stage, as As, and this must be nonsingular by (5.9) .
Thus the proof is complete.
It is of interest to note that while the first p rows of are being processed, for the Gauss eliminations used in (5.6c, f) .397 (-03) .990 (-04) .147 (-04) .100 (-02) .247 (-03) .613 (-04) .153 (-04) .335 (-02) .825 (-03) .205 (-03) .314 (-04) .727 (-05) .443 (-06) .275 (-07) .487 (-05) .300 06)
.187 (-07) .176 (-04) .108 (-05) .673 (-07) .125 (-07) .192 (-09) .503 (-08) .761 (-10) .197 (-07) .297 (-09) .401 (-11) .255 11)
.109 10)
The convergence of the Newton iterates was very similar in all four cases. The worst case, for h 1/12, is reported in Table 3 . The data for all initial iterates was 
