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Quantum simulation has the potential to in-
vestigate gauge theories in strongly-interacting
regimes, which are up to now inaccessible through
conventional numerical techniques. Here, we take
a first step in this direction by implementing
a Floquet-based method for studying Z2 lattice
gauge theories using two-component ultracold
atoms in a double-well potential. For resonant pe-
riodic driving at the on-site interaction strength
and an appropriate choice of the modulation pa-
rameters, the effective Floquet Hamiltonian ex-
hibits Z2 symmetry. We study the dynamics of
the system for different initial states and criti-
cally contrast the observed evolution with a theo-
retical analysis of the full time-dependent Hamil-
tonian of the periodically-driven lattice model.
We reveal challenges that arise due to symmetry-
breaking terms and outline potential pathways
to overcome these limitations. Our results pro-
vide important insights for future studies of lat-
tice gauge theories based on Floquet techniques.
Lattice gauge theories (LGTs) [1, 2] are fundamental
for our understanding of quantum many-body physics
across different disciplines ranging from condensed mat-
ter [3–6] to high-energy physics [7]. However, theoret-
ical studies of LGTs can be extremely challenging in
particular in strongly-interacting regimes, where conven-
tional computational methods are limited [8, 9]. To
overcome these limitations alternative numerical tools
are currently developed, which enable out-of-equilibrium
and finite density computations [10–13]. In parallel, the
rapid progress in the field of quantum simulation [14–17]
has sparked a growing interest in designing experimental
platforms to explore the rich physics of LGTs [18–25].
State-of-the-art experiments are now able to explore the
physics of static [26] as well as density-dependent gauge
fields [27] and have engineered controlled few-body inter-
actions [28–30], which are the basis for many proposed
schemes to realize LGTs. First studies of the Schwinger
model have been performed with quantum-classical algo-
rithms [31] and a digital quantum computer composed of
four trapped ions [32]. The challenge for analog quan-
tum simulators mainly lies in the complexity to engineer
gauge-invariant interactions between matter and gauge
fields.
Here, we explore the dynamics of a minimal model
for Z2 LGTs coupled to matter with ultracold atoms in
periodically-driven double-well potentials [33]. An alter-
native technique was recently proposed for digital quan-
tum simulation [34]. Z2 LGTs are of high interest in con-
densed matter physics [13, 35–37] and topological quan-
tum computation [38]. Our scheme is based on density-
dependent laser-assisted tunneling techniques [39–42].
We use a mixture of bosonic atoms in two different in-
ternal states to encode the matter and gauge field de-
grees of freedom. The interaction between these states
is engineered via resonant periodic modulation [43–46] of
the on-site potential at the inter-species Hubbard inter-
action [47–50]. By choosing suitable modulation param-
eters, the effective Floquet model exhibits a Z2 symme-
try [33]. We present a detailed study of this effective Flo-
quet model defined on a double well, which constitutes
the basic building block of the LGT. We discuss the rela-
tion between the observed dynamics and the ideal model
and reveal the potential impact of symmetry-breaking
terms.
In order to understand the observed phenomena, it is
instructive to consider the properties of an extended one-
dimensional (1D) Z2 LGT, as captured by the Hamilto-
nian
HˆZ2 =−
∑
j
Ja
(
τˆz〈j,j+1〉aˆ
†
j aˆj+1 + h.c.
)
−
∑
j
Jf τˆ
x
〈j,j+1〉. (1)
Here aˆ†j describes the creation of a matter particle on lat-
tice site j and the Pauli operators τˆ〈j,j+1〉, defined on the
links between neighboring lattice sites, encode the gauge
field degrees of freedom. The elementary ingredients of
this Z2 LGT are illustrated in Fig. 1a. Note that the il-
lustrations of the Z2 gauge field and Z2 electric field are
related to the physical implementation of the building
block, which is discussed later in the text. The matter
field has a charge Qˆj = eipinˆ
a
j on site j, which is given
by the parity of the site occupation, with nˆaj = aˆ
†
j aˆj the
number operator. The dynamics of the matter field is
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Figure 1. 1D Z2 lattice gauge theory coupled to matter.
Circles indicate lattice sites, which are empty (gray) or occu-
pied by a matter particle (blue). Red circles and the thick-
ness of red links illustrate the expectation value of the link
operators, τz and τx. a Elementary ingredients: Z2 charge
Qˆj = eipinˆ
a
j , Z2 gauge field τˆz〈j,j+1〉, Z2 electric field τˆx〈j,j+1〉,
and local symmetry operator Gˆj with conserved quantities gj .
Here i : 〈i, j〉 denotes all lattice sites i connected to site j via
a nearest-neighbor link, denoted as 〈i, j〉. Matter and gauge
fields are implemented using two different species, denoted
as a (blue) and f (red). Matter-gauge coupling occurs with
strength Ja. b Dynamics of the 1D model (1) for different val-
ues of Jf/Ja calculated with exact diagonalization of a system
with 13 sites based on Eq. (1). The initial state is a single
matter particle located on site j=0 and the gauge field is in
an eigenstate of the electric field.
coupled to the Z2 gauge field τˆz〈j,j+1〉 with an amplitude
Ja. The energy scale associated with the electric field
τˆx〈j,j+1〉 is Jf .
The model Hamiltonian (1) commutes with the lattice
gauge transformations defined by the local symmetry op-
erators
Gˆj=Qˆj
∏
i:〈i,j〉
τˆx〈i,j〉,
[
Hˆ, Gˆj
]
=0 ∀j, (2)
where
∏
i:〈i,j〉 denotes the product over all nearest-
neighbor links connected to lattice site j. The eigenvalues
of Gˆj are gj = ±1. The dynamics of the model is con-
strained by Z2 Gauss’s law, Gˆj |ψ〉=gj |ψ〉, in analogy to
electrodynamics. Since the local values gj are conserved,
the motion of Z2 charges is coupled to a change of the
Z2 electric field lines on the link connecting the two lat-
tice sites. Gauss’s law effectively separates the Hilbert
space into different subsectors, which are characterized
by a set of conserved quantities {gj}. The two configura-
tions sketched in Fig. 1a (lower right) belong to the same
subsector and illustrate the basic matter-gauge coupling
according to Gauss’s law. Lattice sites with gj =−1 are
interpreted as local static background charges (Supple-
mentary Information). Different subsectors can be ex-
plored by preparing suitable initial states.
In order to gain more insight into the physics of the 1D
model (1), we consider a system initially prepared in an
eigenstate of the electric field operator, with τx = +1
on all links, and a single matter particle located on
site j = 0. For this initial state gj = +1, ∀j 6= 0 and
gj=−1 for j=0 (Fig. 1b). In the limit of vanishing elec-
tric field energy Jf → 0, the matter particle can tunnel
freely along the 1D chain, thereby changing the electric
field on all traversed links. For Jf 6= 0, tunneling of the
matter particle is detuned due to the energy of the elec-
tric field and the matter particle is bound to the location
of the static background charge at j = 0. In this regime
the energy of the system scales linearly with the distance
between the static charge and the matter particle, which
we interpret as a signature of confinement (Supplemen-
tary Information).
Here, we engineer the elementary interactions of the
Z2 model on a two-site lattice following Ref. [33]. The
matter and gauge fields are implemented using two dif-
ferent species denoted as a- and f -particles, which are
realized by two Zeeman levels of the hyperfine ground-
state manifold of 87Rb, |a〉 ≡ |F =1,mF =−1〉 and |f〉 ≡
|F =1,mF =+1〉. We prepare one a- and one f -particle
in each two-site system. The matter field is associated
with the a-particle. The Z2 gauge field is the number im-
balance τˆz〈j,j+1〉= nˆ
f
j+1 − nˆfj of the f -particle and the Z2
electric field corresponds to tunneling of the f -particle,
τˆx〈j,j+1〉= fˆ
†
j fˆj+1 + fˆ
†
j+1fˆj , where fˆ
†
j is the creation oper-
ator of an f -particle on site j and nˆfj = fˆ
†
j fˆj is the cor-
responding number-occupation operator. An extension
of our scheme to realize extended 1D LTGs is presented
in the Supplementary Information. It requires exactly
one f -particle per link, while the density of a-particles
(fermions or hard-core bosons) can take arbitrary values.
The driving scheme is based on a species-dependent
double-well potential with tunnel coupling J between
neighboring sites and an energy offset ∆f only seen by the
f -particle. Experimentally, it is realized with a magnetic-
field gradient, making use of the opposite magnetic mo-
ments of the two states |a〉 and |f〉 (Supplementary In-
formation). In the limit of strong on-site interactions
U  J , first-order tunneling processes are suppressed
but can be restored resonantly with a periodic modula-
tion at the resonance frequency ~ω =
√
U2 + 4J2 ≈ U .
The full time-dependent Hamiltonian can be expressed
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Figure 2. Driving scheme for Z2 LGTs on a double well. a Effective tunneling processes for the matter field (blue, a)
and gauge field (red, f) particle. For φ = 0, hopping of a-particles occurs for resonant one-photon processes at ~ω≈U with
an effective amplitude JJ1(χ), where U is the inter-species on-site interaction. Depending on the position of the f -particle,
the a-particle acquires a phase shift of pi, which realizes the matter-gauge coupling. Tunneling of the f -particle is renormalized
by zero- or induced via two-photon processes, with amplitudes JJ0(χ) and JJ2(χ) depending on the a-particle’s position. b
Experimental results for the renormalization of the tunnel couplings Jν(χ) for single-particle ν-photon processes ν={0, 1, 2},
with ω=2pi× 4122Hz and J/h≈0.5 kHz. The solid lines are the Bessel functions, where χ was calibrated by fitting the zeroth-
order Bessel function to the dark red data points (Supplementary Information). The time traces of the imbalance I are fitted
with sinusoidal functions taking into account an inhomogeneous tilt distribution (solid black line) and shown for exemplary
traces at χp = 1.28 (dashed vertical line, left panel) on the right. The error bars and the gray shading are the 1σ-confidence
interval obtained from a bootstrap analysis of 1000 repetitions (Supplementary Information). The solid gray vertical line marks
the value χ0, where J0(χ0)=J2(χ0).
as
Hˆ(t)=− J
(
aˆ†2aˆ1 + fˆ
†
2 fˆ1 + h.c.
)
+ U
∑
j=1,2
nˆaj nˆ
f
j + ∆f nˆ
f
1
+A cos (ωt+ φ) (nˆa1 + nˆ
f
1 ),
(3)
where A is the modulation amplitude and φ is the mod-
ulation phase. For resonant modulation ~ω ≈ U and in
the high-frequency limit ~ω  J , the lowest order of the
effective Floquet Hamiltonian contains renormalized tun-
neling matrix elements for both a- and f -particles [44–
46]. For general modulation parameters, the amplitudes
and phases are operator-valued and explicitly depend on
the site-occupations. For certain values of the modu-
lation phase (φ = 0 or pi), however, these expressions
simplify and realize the Z2 model. The driving scheme
can be understood by considering the individual photon-
assisted tunneling processes of a- and f -particles in sit-
uations, where one of the two particles is localized on
a particular site of the double well. This generates an
occupation-dependent energy offset for the other parti-
cle, which is equal to the on-site Hubbard interaction U
(Fig. 2a). For all configurations tunneling is resonantly
restored for energy differences ν~ω between neighboring
sites with renormalized tunneling JJν(χ)eiνφ; here ν is
an integer, Jν is the νth-order Bessel function of the first
kind and χ=A/(~ω) the dimensionless driving parame-
ter.
For φ = 0, we find that the strength of a-particle tun-
neling is density-independent Ja = J |J±1(χ)|, however,
depending on the position of the f -particle, the on-site
energy difference between neighboring sites is either +U
or −U (Fig. 2a). This results in a sign-dependence of
the renormalized tunneling ±Ja, which stems from the
property of odd Bessel functions J−ν(χ) = (−1)νJν(χ)
(Supplementary Information) and is central to our im-
plementation of the Z2 symmetry [33]. It allows us to
write the renormalized hopping of a-particles as Ja τˆz〈1,2〉.
Note that we drop the link-index from now on to simplify
notations, τˆ ≡ τˆ〈1,2〉.
Tunneling of f -particles becomes real-valued, with an
amplitude that only weakly depends on the position of
the a-particle. Due to the species-dependent tilt ∆f = U
the on-site energy difference between neighboring sites
is either ∆f −U = 0 or ∆f +U = 2U (Fig. 2a). There-
fore, tunneling is renormalized via zero- and two-photon
processes, resulting in the real-valued tunneling matrix
elements JJ0(χ) and JJ2(χ). To lowest order, the effec-
tive double-well Hamiltonian takes the form
Hˆeff=−Ja τˆz
(
aˆ†2aˆ1 + aˆ
†
1aˆ2
)
− Jˆf τˆx, (4)
where Jˆf depends on the position of the a-particle
Jˆf =JJ0(χ) nˆa1 + JJ2(χ) nˆa2 . (5)
The density dependence of Jˆf can be avoided by choosing
the dimensionless driving strength χ such that J0(χ0)=
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Figure 3. Dynamics of the matter-gauge system pre-
pared initially in an eigenstate of the electric field τˆx.
a Illustration of the gauge invariant initial state |ψx0 〉 =
|a, 0〉 ⊗ (|f, 0〉+ |0, f〉) /√2 and the expected dynamics ac-
cording to Hamiltonian (4). b Measured expectation values
of the Z2 charge 〈Qˆ1〉 (blue points) and Z2 gauge field 〈τˆz〉
(red points) for ω=2pi×4320Hz. Each data point represents
the mean of at least three individual experimental results and
the error bars denote the standard deviation. The blue and
red lines and shadings show a numerical analysis using time-
dependent exact-diagonalization, which includes averaging of
the observables in the presence of an inhomogeneous tilt dis-
tribution ∆(x, y, z) approximated by a normal distribution
with standard deviation ∆σ/h = 0.44(2) kHz, which was in-
dependently calibrated (Supplementary Information). The
blue and red solid line is the median and the shading rep-
resents the 1σ-confidence interval obtained with a bootstrap
analysis of 1000 repetitions. All calculations are performed
using the independently calibrated experimental parameters,
J/h= 587(3)Hz, ∆f/h= 4.19(3) kHz, U/h= 3.85(7) kHz and
taking into account additional terms that appear in the ex-
tended Bose-Hubbard model (Supplementary Information).
The gray solid lines are the ideal dynamics according to
Eq. (4) and Eq. (6).
J2(χ0), which occurs, e.g. at χ0 ≈ 1.84. Then, Eq. (4)
reduces to the two-site version of the Z2 LGT described
by Hamiltonian (1). Note that the double-well model
defined in Eq. (4) is Z2-symmetric for all values of the
driving strength χ.
The experimental setup consists of a 3D optical lat-
tice generated at wavelength λs = 767 nm. Along the x-
axis an additional standing wave with wavelength 2λs=
1534nm is superimposed to create a superlattice poten-
tial. For deep transverse lattices and suitable superlat-
tice parameters, an array of isolated double-well poten-
tials is realized, where all dynamics is restricted to the
two double-well sites (Supplementary Information). The
periodic drive is generated by modulating the amplitude
of an additional lattice with wavelength 2λs, whose po-
tential maxima are aligned relative to the double-well
potential in order to modulate only one of the two sites.
This enables the control of the modulation phase, which
is set to φ=0 or pi.
We first study the renormalization of the tunneling ma-
trix elements for the relevant ν-photon processes [49, 51–
54] with a single atom on each double well (Fig. 2b).
For every measurement, the atom is initially localized on
the lower-energy site with a potential energy difference
∆ν ≈ ν~ω to the higher-energy site, where ν ∈ {0, 1, 2}.
Then, the resonant modulation is switched on rapidly at
frequency ω and we evaluate the imbalance I=n2−n1 as
a function of the evolution time, where nj is the density
on site j. These densities were determined using site-
resolved detection methods [29]. Note, this technique
provides an average of this observable over the entire 3D
array of double-well potentials. Hence, an overall har-
monic confinement and imperfect alignment of the lattice
laser beams introduces an inhomogeneous tilt distribu-
tion ∆(x, y, z), which leads to dephasing of the averaged
dynamics. The renormalized tunneling amplitude is ob-
tained from the oscillation frequency of the imbalance
and by numerically taking into account the tilt distribu-
tion ∆(x, y, z) [Fig. 2b]. We find that our data agrees well
with the expected Bessel-type behavior for the ν-photon
processes (Supplementary Information). Moreover, these
measurements enable us to directly determine the value
of the modulation amplitude, for which J0(χ0)=J2(χ0),
as indicated by the vertical line in Fig. 2b.
In order to study the dynamics of the Z2 double-well
model (4), we prepare two different kinds of initial states,
where the gauge field particle is either prepared in an
eigenstate of the electric field τˆx (Fig. 3) or the gauge
field operator τˆz (Fig. 4a). In both cases the matter
particle is initially localized on site j=1.
First, we consider the state |ψx0 〉 = |a, 0〉 ⊗
(|f, 0〉+ |0, f〉) /√2 (Fig. 3a), where the gauge field parti-
cle is in a symmetric superposition between the two sites.
This state is an eigenstate of Gˆj defined in Eq. (2). The
corresponding eigenvalues are g1 =−1 and g2 = +1. Af-
ter initiating the dynamics by suddenly turning on the
resonant modulation, we expect that the matter particle
starts to tunnel to the neighboring site (j=2) according
to the matter-gauge coupling. Depending on the energy
of the electric field Jf , this process can be energetically
detuned and the matter particle does not fully tunnel to
the other site. Solving the dynamics according to Hamil-
5tonian (4) analytically, gives:
〈Qˆ1(t)〉=−
J2f + J
2
a cos
(
2t
√
J2f + J
2
a
)
J2f + J
2
a
. (6)
The maximum value of 〈Qˆ1〉 is limited to (J2a−J2f )/(J2a+
J2f ). The experimental configuration is well suited to ex-
plore the regime Jf/Ja = J0(χ0)/J1(χ0) ≈ 0.54, which
corresponds to an intermediate regime between the two
limiting cases discussed in Fig. 1c. These cases can also
be understood at the level of the two-site model. In the
weak electric field regime (Jf/Ja  1) the matter parti-
cle tunnels freely between the two sites, while in the limit
of a strong electric field (Jf/Ja  1) the matter particle
remains localized.
In the experiment we can directly access the value
of the charge operator Qˆj = eipinˆ
a
j and the link opera-
tor τˆz = nˆf2 − nˆf1 via site- and state-resolved detection
techniques [29]. They provide direct access to the state-
resolved density on each site of the double well naj and n
f
j ,
averaged over the entire 3D array of double-well realiza-
tions. The experimental results are shown in Fig. 3b for
U/J=6.6 and φ=0. As expected, we find that the charge
oscillates, while the dynamics of the f -particle is strongly
suppressed. We observe a larger characteristic oscillation
frequency for the a-particle compared to the prediction
of Eq. (6) [gray line, Fig. 3b]. This is predominantly
caused by an inhomogeneous tilt distribution ∆(x, y, z)
present in our system. Taking the inhomogeneity into ac-
count, the numerical analysis of the full time-dependence
according to Eq. (3) [solid blue line, Fig. 3b] shows good
agreement with the experimental results. The fast oscil-
lations both in the data and the numerics are due to the
micromotion at non-stroboscopic times.
The f -particle is initially prepared in an eigenstate of
the electric field operator τˆx, which corresponds to an
equal superposition of the particle on both sites of the
double-well potential, i.e. 〈τˆz(t = 0)〉 = 0. The Z2 elec-
tric field follows the oscillation of the matter particle in a
correlated manner to conserve the local quantities gj . At
the same time the expectation value of the gauge field
〈τˆz(t)〉 is expected to remain zero at all times. This
is a non-trivial result, which is a direct consequence of
the Z2-symmetry constraints. In contrast, a resonantly
driven double-well system with ∆f = 0, which does not
exhibit Z2 symmetry, would show dynamics with equal
oscillation amplitudes for the a- and f -particle. In the
experiment we clearly observe suppressed dynamics for
the f -particle, which is a signature of the experimen-
tal realization of the Z2 symmetry (Fig. 3b). Deviations
between the time-dependent numerical analysis and the
experimental results are most likely due to an imper-
fect initial state, residual energy offsets, and finite ramp
times.
In a second set of experiments we study the dynamics
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Figure 4. Dynamics of the matter-gauge system pre-
pared initially in an eigenstate of the gauge field τˆz.
a Schematic of the initial state |ψz0〉= |a, 0〉 ⊗ |0, f〉 and the
expected dynamics. Brightness of the red circles illustrate
the expectation value of τˆz. b Measured expectation val-
ues of the Z2 charge 〈Qˆ1〉 (blue points) and the Z2 gauge
field 〈τˆz〉 (red points) for ω= 2pi×4314Hz. Each data point
represents the mean of at least three individual experimen-
tal results and the error bars denote the standard devia-
tion. The blue and red lines and shadings show a numeri-
cal analysis using time-dependent exact-diagonalization, with
J/h= 578(3)Hz, ∆f/h= 4.19(3) kHz, U/h= 3.85(7) kHz and
∆σ/h= 0.46(2) kHz as explained in the caption of Fig. (3b)
and the Supplementary Information. The blue and red
solid line is the median and the shading represents the 1σ-
confidence interval obtained with a bootstrap analysis of 1000
repetitions. The gray solid lines are the ideal dynamics ac-
cording to Eq. (4) and Eq. (6).
where the gauge field particle is initialized in an eigen-
state of the gauge field operator τˆz, while the matter par-
ticle is again localized on site j= 1, |ψz0〉= |a, 0〉 ⊗ |0, f〉
(Fig. 4a). Here, the system is in a coherent superpo-
sition of the two subsectors with g1 = −g2 = ±1 and
the expectation value of the locally conserved operators
are 〈Gˆ1〉= 〈Gˆ2〉= 0. Note that there is no coupling be-
tween different subsectors according to Hamiltonian (4).
The basic dynamics can be understood in the two lim-
iting cases of the model. For Jf  Ja the electric field
vanishes and the system is dominated by the gauge field
τˆz. In this limit, a system prepared in an eigenstate of
τˆz will remain in this eigenstate because τˆz commutes
with Hamiltonian (4) for Jf = 0. In the opposite regime
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Figure 5. Finite-frequency corrections to the effective
Floquet Hamiltonian (4). Stroboscopic dynamics of the
expectation value of the local Z2-symmetry operator 〈Gˆ1〉 for
|ψx0 〉, with g1 = −1, based on Hamiltonian (3) for different
driving frequencies ω. The panels on the right show examples
of the time traces for ~ω≈1.04U and ~ω=1.01U .
(Jf  Ja), where the electric field dominates, 〈τˆz〉 os-
cillates between the two eigenvalues. The dynamics of
the Z2 charge on the other hand is still determined by
Eq. (6). In the experiment we probe the intermediate
regime at Jf/Ja≈0.54 for U/J=6.7 and φ=pi (Fig. 4b).
The dynamics agrees with the ideal evolution (gray line,
Fig. 4b) for short times. For longer times it deviates
due to the averaging over the inhomogeneous tilt dis-
tribution ∆(x, y, z), which is well captured by the full
time-dynamics according to Hamiltonian (3) [red and
blue lines, Fig. 4b]. Notably, 〈τˆz〉 exhibits a non-zero
average value.
An important requirement for quantum simulations of
gauge theories is the exact implementation of the local
symmetry constraints in order to assure that 〈Gˆj〉 is con-
served for all times. Since we do not have direct ac-
cess to 〈Gˆj〉 experimentally, we study the implications
of symmetry-breaking terms numerically. The dominant
contribution stems from the inhomogeneous tilt distribu-
tion ∆(x, y, z), which, however, can be avoided in future
experiments by generating homogeneous box potentials.
The second type of gauge-variant terms are coupling pro-
cesses that do not fulfill the constraints of Gauss’s law.
These are correlated two-particle tunneling and nearest-
neighbor interactions, which are known to exist in in-
teracting lattice models [55]. For our experimental pa-
rameters these terms are on the order of 0.03 J and can
be neglected for the timescale of the observed dynamics
(Supplementary Information). The same gauge-variant
processes appear in the higher-order terms of the Flo-
quet expansion for finite U/J [44–46]. We study them
analytically by calculating the first-order terms of the ex-
pansion and comparing them to numerics (Supplemen-
tary Information). In Fig. 5 we show the numerically-
calculated dynamics for the initial state |ψx0 〉 (Fig. 3a) ac-
cording to the full time-dependent Hamiltonian [Eq. (3)]
for U/J = 7, similar to the experimental values (Fig. 5).
We find that in this regime the driving frequency is cru-
cial and defines the timescale for which the Z2 symmetry
of the model remains. In particular there is an optimal
value around ~ω≈1.01U , where the value of 〈Gˆ1〉 devi-
ates by < 10% even for long evolution times.
In summary, we have studied the dynamics of a min-
imal model for Z2 LGTs. Our observations are well de-
scribed by a full time-dependent analysis of the 3D sys-
tem. Moreover, we find non-trivial dynamics of the mat-
ter and gauge field in agreement with predictions from
the ideal Z2 LGT. We further reached a good under-
standing of relevant symmetry-breaking terms. The dom-
inant processes we identified are species-independent en-
ergy offsets between neighboring sites and correlated two-
particle tunneling terms [55], which can be suppressed in
future experiments. We have further provided impor-
tant insights into the applicability of Floquet schemes.
While the Floquet parameters can be fine-tuned in cer-
tain cases to ensure gauge invariance, this complication
can be avoided by reaching the high-frequency limit [44–
46] to minimize finite-frequency corrections. In experi-
ments this could be achieved using Feshbach resonances
to increase the inter-species scattering length. This, how-
ever, comes at the cost of enhanced correlated tunnel-
ing processes, which in turn can be suppressed by in-
creasing the lattice depth (Supplementary Information).
Numerical studies further indicate that certain experi-
mental observables are robust to gauge-variant imper-
fections [56, 57], which may facilitate future experimen-
tal implementations. We anticipate that the double-well
model demonstrated in this work serves as a stepping
stone for experimental studies of Z2 LGTs coupled to
matter in extended 1D and 2D systems, which can be
realized by coupling many double-well links along a 1D
chain (Supplementary Information) or in a ladder config-
uration [33]. Finally, the use of state-dependent optical
lattices could further enable an independent tunability of
the matter- and gauge-particle tunneling terms.
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INTERPRETATION: STATIC LOCAL
BACKGROUND CHARGES
Below Eq. (2) in the main text we introduced the no-
tion of “static local background charges” for lattice sites,
where gj = −1. Here, we want to briefly explain this in
a more formal manner. In this interpretation, we con-
sider a second, immobile species b of matter particles
(corresponding to another particle flavor), which are lo-
calized on the sites with gj = −1. If a single b parti-
cle is localized on site j, it contributes to the Z2 charge
ˆ˜Qj = exp[ipi(nˆ
a
j + nˆ
b
j)], where nˆbj is the number operator
for b particles.
In particular, for the dynamics presented in Fig. 1b,
this interpretation results in the following scenario: We
initialize a single a-particle on the central site j = 0 and
the field in an eigenstate of the electric field, τx = 1, on
all links. This results in gj = 1 on all sites except at
j = 0, where g0 = −1. Consequently, there is a static
background charge localized at j = 0. The Z2 Gauss’s
law with the charge operator ˆ˜Qj given above, then results
in g˜j = 1 for all j, which is conventionally the physical
subsector. Moreover, when the a-particle moves, it is
connected by a string of Z2 electric-field lines to the lo-
calized b particle. The energy cost of this electric field
string leads to a linear string tension, which can be in-
terpreted as a simple instant of confinement.
EFFECTIVE HAMILTONIAN
Floquet expansion
The Z2 double-well model realized in this work consists
of a two-site potential with one a- and one f -particle im-
plementing the matter and gauge field, respectively. Such
a two-site two-particle model can be represented using
the four basis states: |1〉= |a, 0〉⊗|f, 0〉, |2〉= |a, 0〉⊗|0, f〉,
|3〉= |0, a〉⊗|f, 0〉 and |4〉= |0, a〉⊗|0, f〉, where the labels
a and f before or after the comma mark the particle occu-
pation on the left and right site. As described in the main
text, a species-dependent energy offset ∆f =U between
the two sites and a species-independent resonant driving
A cos(ωt+ φ) of the on-site potential are applied, which
leads to the time-dependent Hamiltonian (3) in the main
text. In the new basis defined above, this Hamiltonian
reads
Hˆ(t) =− J (|3〉 〈1|+ |4〉 〈2|+ |4〉 〈3|+ |2〉 〈1|+ h.c.)
+ U (2 |1〉 〈1|+ |3〉 〈3|+ |4〉 〈4|) (S.1)
+A cos(ωt+ φ) (2 |1〉 〈1|+ |2〉 〈2|+ |3〉 〈3|) ,
where the tunneling rate of both a- and f -particles is J
and the intra-species interaction energy is U .
The stroboscopic dynamics of such a time-dependent
system can be described by an effective Floquet Hamil-
tonian represented by a series of time-independent terms
in powers of 1/ω. The series can be truncated to low-
est order in the high-frequency limit ω → ∞. Fol-
lowing the method presented in [S1, S2], we calculate
the Floquet Hamiltonian HˆF up to first order. To this
end, Eq. (S.1) is transformed by a unitary transforma-
tion |ψ〉 → |ψ′〉= Rˆ(t) |ψ〉, such that the new Hamilto-
nian Hˆ(t) does not contain divergent terms in the high-
frequency limit:
Hˆ(t) = RˆHˆ(t)Rˆ† − iRˆ∂tRˆ† =
∑
k∈Z
Hˆ(k)eikωt. (S.2)
We express this transformed Hamiltonian in a Fourier-
series with time-independent components Hˆ(k). For our
model (S.1), we choose the transformation
Rˆ(t) = exp
{
+iωt (2 |1〉 〈1|+ |3〉 〈3|+ |4〉 〈4|) (S.3)
+
iA
~ω
sin(ωt+ φ) (2 |1〉 〈1|+ |2〉 〈2|+ |3〉 〈3|)
}
and obtain the following Fourier components
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Hˆ(k) =− J
{
J−k−1(χ) |3〉 〈1| ei(k+1)φ + Jk−1(χ) |1〉 〈3| ei(k−1)φ + J−k+1(χ) |4〉 〈2| ei(k−1)φ + Jk+1(χ) |2〉 〈4| ei(k+1)φ
+ J−k(χ) |4〉 〈3| eikφ + Jk(χ) |3〉 〈4| eikφ + J−k−2(χ) |2〉 〈1| ei(k+2)φ + J+k−2(χ) |1〉 〈2| ei(k−2)φ
}
(S.4)
+ (U − ~ω)δk0
{
2 |1〉 〈1|+ |3〉 〈3|+ |4〉 〈4|
}
.
Here Jν(χ) is the ν-th Bessel function of the first kind
with the dimensionless driving strength χ = A/~ω and
δij the Kronecker delta. Note that in the finite-frequency
regime the resonant driving frequency for a double well
tilted by the energy difference U is equal to the energy
gap, ~ω =
√
U2 + 4J2 6= U . In the high-frequency limit
U  J , however, ~ω ' U . The lowest orders of the
Floquet Hamiltonian can be calculated using the compo-
nents Hˆ(k) [Eq. (S.4)] according to
HˆF = Hˆ(0)+ 1~ω
∑
k>0
1
k
[
Hˆ(+k), Hˆ(−k)
]
+O
(
1
ω2
)
. (S.5)
Floquet model in the infinite-frequency limit
In the limit U/J →∞, the resonant driving frequency
is ~ω'U and the diagonal terms in Eq. (S.4) vanish. The
Floquet Hamiltonian (S.5) reduces to the lowest order
Hˆ0F =− J
{J1(χ) |3〉 〈1| ei(pi+φ) + J1(χ) |4〉 〈2| e−iφ
+ J0(χ) |4〉 〈3|+ J2(χ) |2〉 〈1| e2φ + h.c.
}
,
(S.6)
referred to as zeroth-order Floquet Hamiltonian in the
following. As discussed in the main text, different tunnel
processes have different renormalizations with an addi-
tional phase factor depending on the modulation phase φ.
The tunnel processes |3〉 〈1| and |4〉 〈2| correspond to a-
particle tunneling and |4〉 〈3| and |2〉 〈1| to f -particle tun-
neling. The a-particle’s tunneling rate is renormalized
with the first-order Bessel function of the first kind J1(χ),
while on the other hand the f -particle’s tunneling rate
is renormalized depending on the a-particle’s position.
The latter asymmetry can be resolved by choosing the
driving strength such that J0(χ0) = J2(χ0). This hap-
pens the first time at χ0 ≈ 1.84 (Fig. 2 in main text).
When choosing the modulation phase φ = {0, pi}, the
Floquet Hamiltonian (S.6) directly realizes the Z2 double
well, where the a-particle’s tunnel phase is either 0 or pi
depending on the f -particle’s position, while tunneling
of the f -particle is real-valued. This density-dependent
phase shift reflects the sign of the effective energy off-
set ±U between neighboring sites experienced by the a-
particle because of the reflection properties of the Bessel
function J−1(χ)=eipiJ1(χ).
Floquet model including the first-order correction
for finite-frequency drive
In experiments, it is generally challenging to work
deep in the high-frequency limit, especially without the
availability of Feshbach resonances; here, we work at
U/J ≈ 6.6. Consequently, higher order corrections be-
come relevant. In order to study their impact on the dy-
namics we calculate the first-order terms of the Floquet
expansion and include them in our calculations (Fig. S1).
We restrict the derivation to stroboscopic time points nT
with T =2pi/ω, n ∈ N and set the driving phase to φ=0.
The first-order term of the Floquet expansion can be
calculated following Eq. (S.5). Note, the resonant driving
frequency is now ~ω=
√
U2 + 4J2 6= U and the diagonal
terms in Hˆ0 become nonzero.
HˆF = Hˆ(0) + J
2
~ω
∑
k>0
1
k
{
|3〉 〈2| (J−k−1(χ)J−k−2(χ) + Jk(χ)Jk+1(χ)− Jk−1(χ)Jk−2(χ)− J−k(χ)J−k+1(χ))+ h.c.
+ |4〉 〈1| (J−k+1(χ)Jk−2(χ) + J−k(χ)Jk−1(χ)− Jk+1(χ)J−k−2(χ)− J+k(χ)J−k−1(χ))+ h.c.}
+
J2
~ω
∑
k>0
1
k
{(|1〉 〈1| − |2〉 〈2|)(Jk−1(χ)2 + Jk−2(χ)2 − J−k−1(χ)2 − J−k−2(χ)2)
+
(|4〉 〈4| − |3〉 〈3|)(J−k+1(χ)2 + J−k(χ)2 − Jk+1(χ)2 − Jk(χ)2)}
=Hˆ(0) + Hˆ(1)pair−hopping + Hˆ(1)detuning (S.7)
The first-order correction contains two types of terms: a pair-tunneling term Hˆ(1)pair−hopping, which corresponds
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Figure S1. Finite-frequency corrections to the zeroth-
order Floquet Hamiltonian. Solid lines are the time evo-
lution of the charge 〈Qˆ1〉 (blue) and gauge field 〈τˆz〉 (red)
according to (S.8) with the two lowest-order terms of the ef-
fective Floquet Hamiltonian (S.7). Diamonds show the stro-
boscopic dynamics of the full time-dependent Hamiltonian (3)
from the main text for resonant driving at ~ω=
√
U2 + 4J2≈
1.04U and U/J=7. Gray lines show the ideal solution Eq. (6)
of the zeroth-order effective Hamiltonian (S.6) for φ = 0.
to tunneling of both particles, and a detuning term
Hˆ
(1)
detuning, describing the deviation from the exact res-
onance condition.
When calculating the time evolution including higher
order terms, the time evolution operator Uˆ gets modified
in general by both the transformation Rˆ and the kick
operator Kˆ [S1]. However, for stroboscopic times the
time-evolution operator reduces to
Uˆ(0→ nT ) = e−iKˆe−iHˆFnT/~eiKˆ (S.8)
and only depends on the stroboscopic kick operator
Kˆ =
1
i~ω
∑
k>0
1
k
(
Hˆ(+k) − Hˆ(−k)
)
+O
(
1
ω2
)
. (S.9)
In Fig. S1 the dynamics of the effective Floquet model
including first-order corrections is compared to a full
time-dependent analysis of Hamiltonian (3) from the
main text. We find that for the experimental timescales
and parameters, i.e. U/J = 7, the effective model up to
first order is sufficient to describe the dynamics of the
system.
DESCRIPTION OF THE EXPERIMENT
Lattice setup
In the experiment, ultracold 87Rb atoms in a three-
dimensional (3D) optical lattice potential are used. The
lattice consists of three mutually orthogonal standing
waves with wavelength λs = 767 nm and an additional
lattice with λl = 2λs along the x-direction, which gener-
ates the superlattice potential
VSL(x)=Vx,s cos
2(ksx) + Vx,l cos
2(klx+ ϕSL), (S.10)
where Vx,µ denotes the lattice depth and kµ = 2pi/λµ is
the wave number, with µ ∈ {s, l}. In addition, a stand-
ing wave with wavelength λl is superimposed, where the
Figure S2. Lattice setup. A superlattice (black) is com-
posed of a lattice with wavelength λs (blue) and a lattice with
wavelength λl=2λs (red) with a relative phase of ϕSL. In ad-
dition, a second lattice with wavelength λl is superimposed
with a relative phase of ϕmod =−pi/4, such that the on-site
energy of the left double-well site can be modified by a change
in the lattice depth Vmod [Eq. (S.11)] illustrated by the red
and gray shadings. The dashed lines show the superlattice for
Vmod = 0.
relative phase between the potentials is chosen such that
the potential maxima affect only one of the double-well
sites (Fig. S2). The overall potential is then given by
V (x)=VSL(x) + Vmod cos
2(klx− pi/4), (S.11)
with Vmod the lattice depth of the additional modu-
lation lattice. A time-dependent modulation Vmod =
V
(0)
mod + Amod cos(ωt + φ) around a mean value V
(0)
mod in
combination with a suitable static superlattice phase ϕSL
then generates the time-dependent Hamiltonian (S.1).
Measurement of the renormalization of the tunnel
coupling in a driven double well
We experimentally determine the renormalization of
the tunnel coupling of a single particle in a driven double
well. The time-dependent Hamiltonian can be written in
the basis, where the particle occupies the left |L〉 or the
right |R〉 site of the double well:
Hˆ1P(t) =− J ′ (|L〉 〈R|+ |R〉 〈L|)
+ {∆ +A cos(ωt+ φ)} |L〉 〈L| , (S.12)
where J ′ is the single-particle tunneling rate, ∆ the en-
ergy offset between neighboring sites, A the modulation
amplitude, ω the modulation frequency and φ the mod-
ulation phase. In the high-frequency limit with resonant
multi-frequency driving ∆=ν ~ω, with ν ∈ Z, we find the
Fourier components of the Floquet expansion analogous
to Eq. (S.4)
Hˆ(k)1P = −J ′
{
J−k−ν(χ) ei(k+ν)φ |R〉 〈L|+
J+k−ν(χ) ei(k−ν)φ |L〉 〈R|
}
. (S.13)
In the infinite frequency limit ω →∞, we can extract the
renormalization of the tunnel coupling J˜ν = J ′|Jν(χ)|,
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which scales with the νth-order Bessel function of the
first kind.
We load atoms in the |F =1,mF =−1〉 state into a
3D optical lattice by performing an exponential-shaped
ramp during a time segment of 50ms; the final lattice
depths Vx,l = 30(1)Er,l, Vy = 35(1)Er,s are reached
within the 1/e-time τ = 5ms, while the vertical lattice
Vz = 50(1)Er,s is ramped up within τz = 1.5ms. The
lattice depth is given in units of their respective recoil
energy Er,µ = ~2k2µ/2m with m the mass of a rubid-
ium atom and µ = {s, l}. Then, we use a filtering se-
quence to remove doubly-occupied sites by light assisted-
collisions between atoms in the |F = 2,mF =−1〉 state.
The subsequent part of the sequence is in principle not
needed for this measurement but it is part of the final
experimental sequence and it is kept in order to reach
a comparable experimental situation. In this part the
long-period lattice site is split within 15ms by increas-
ing Vx,s =30(1)Er,s together with the transversal lattices
Vy,s = Vz,s = 60(2)Er,s and merged again in 15ms by
ramping down Vx,s = 0. Then, the modulation lattice is
turned on at the mean value V (0)mod =15.0(2)Er,l in 20ms
and the superlattice phase ϕSL is tuned to a value such
that ∆ J . The particle localizes to one site during the
subsequent splitting process, where the short lattice is
ramped to Vx,s = 40(1)Er,s in 10ms. Subsequently, ϕSL
is non-adiabatically changed to reach the final energy off-
set between the two sites ∆ν in 10ms. The time evolution
begins with a rapid coupling of the two sites by decreasing
Vx,s = 9.5(1)Er,s in 100µs and starting the modulation
with frequency ω = 2pi × 4122Hz. This procedure was
repeated for various modulation amplitudes Amod. For
the detection, we freeze the motion in 100µs and use site-
resolved band mapping to determine the site occupations
NL and NR from which we determine the site imbalance
I=(NL −NR)/(NL +NR) [S3, S4].
For finite driving frequencies, corrections to the res-
onant driving condition have to be taken into account
ν~ω =
√
∆2ν + 4J
2 with ν 6= 0. Thus, we have ex-
perimentally determined ∆ν using a spectroscopic mea-
surement by varying the energy offset at constant driv-
ing frequency ω. Measurements of a time-trace for dif-
ferent modulation amplitudes Amod were performed for
ν ∈ {0, 1, 2}. Each resulting imbalance time-trace repre-
sents an average over the time-traces of all double wells
in a 3D array. For technical reasons, each double well in
this 3D array experiences different energy offsets between
neighboring sites. To model this effect, we assume that
these energy offsets are distributed according to
G∆(δ) = 1√
2pi∆2σ
exp
(
− δ
2
2∆2σ
)
, (S.14)
with a standard deviation ∆σ. Taking this effect into
account, the renormalized tunneling rates J˜ν were ex-
tracted by fitting an average of S = 10 sinusoidal func-
tions
Iν(t) =
A
S
S∑
n=1
sin
(√
δ2n + 4J˜
2
ν t/~+ ξ
)
+ I0 (S.15)
to the data, where A is the oscillation amplitude, δn
a random sample of the tilt distribution (S.14), J˜ν =
J ′νJν(χ) is the renormalized tunnel coupling, ξ is an ini-
tial phase due to the finite initialization ramp time, and
I0 the imbalance offset of the oscillation. The fit uses
five free fit parameters: J˜ν , A, ∆σ, ξ, and I0. To esti-
mate the confidence interval we performed a bootstrap
analysis with 1000 realizations for different sets of {δn},
a Gaussian error in the detection of the imbalance of
0.05 and randomly-guessed fit start values for J˜ν . In
Fig. 2 (main text), J˜ν is normalized to its respective
bare tunnel coupling strength J ′ν calculated from the
double-well Wannier functions based on the calibrated
lattice parameters: J ′0/h = 490Hz, J ′1/h = 520Hz and
J ′2/h= 563Hz. They are slightly different for the three
data sets, ν = {0, 1, 2}. The data points and error bars
in Fig. 2 show the median and the 1σ-confidence inter-
val from the bootstrap analysis. The conversion α of the
driving amplitude A = αAmod is calibrated by a fit of
the function J0(αfitAmod/ω) to the experimental results
for ν = 0. A comparison of the fitted to the calculated
value results in αfit/αcalc ≈ 1.09(2). The order of mag-
nitude of this value is consistent for all measurements
and is most likely attributed to the non-linear behavior
of ∆(Vmod). In addition, also the tunneling rate depends
on the value of the modulation lattice depth J ′ν(Vmod)
and changes therefore sightly during a driving period.
These effects are especially important for large values
Vmod ∼ Vx,l, because the modulation lattice changes not
only the on-site energy, but also the combined lattice po-
tential’s shape V (x).
Species-dependent energy offset
for the Z2 two-site model
The species-dependent energy offset is realized by a
combination of a magnetic gradient and a superlattice
with a relative phase ϕSL. The magnetic gradient induces
opposite energy offsets ∆M for the two hyperfine-states
that encode the a- and f -particles, i.e. |F =1,mF =∓1〉,
because these states have opposite magnetic moments.
The experimental implementation requires an energy off-
set of zero between neighboring sites for the a-particles.
Thus, the species-independent energy offset from the su-
perlattice potential is chosen, such that it compensates
the tilt ∆M =−∆SL. The energy offset between neighbor-
ing sites for the f -particles is then ∆f =∆M+∆SL, which
needs to be matched with the interaction energy U .
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Figure S3. Parameter calibrations. a Tunnel oscillations in a symmetric double well for Vx,s=9.50(1)Er,s, Vx,l=35(1)Er,l,
and Vmod=0. The resulting single-particle tunneling rate is J ′/h=574(3)Hz. b Superexchange oscillations. c The spectroscopic
measurement of the tilt ∆f =∆M + ∆SL leads to the resonance ω=2pi×4.32(2) kHz. d A spectroscopic measurement of the tilt
induced only by the modulation lattice V (0)mod=15.0(1)Er,l leads to a resonance ωmod=2pi× 12.23(2) kHz. e Tunnel oscillations
in a symmetric configuration for the final lattice parameters Vx,s = 9.50(1)Er,s, Vx,l = 35(1)Er,l, and V
(0)
mod = 15.0(2)Er,l in
the presence of the magnetic gradient. The particle experiences a potential equivalent to the one seen by the a-particle. The
resulting tunneling rate is J ′/h= 523(3)Hz. f-h Driven tunnel oscillations in the same configuration as e for χ ≈ 0.61 in f,
χ ≈ 1.23 in g, χ ≈ 1.84 in h.
Tight-binding description of the two-site
two-particle model
The working principle of the experimental implemen-
tation for the Z2 two-site model is discussed in detail in
the main text. Here, we present a tight-binding descrip-
tion including the full set of experimental parameters and
terms from the extended Bose-Hubbard model, which are
known to exist for interacting particles in lattices [S5].
The extended Bose-Hubbard model takes into account
that the Wannier functions wµ(r) of particles on differ-
ent sites µ overlap. Hence, this leads to nearest-neighbor
interactions uLR = g
∫ |wL(r)|2|wR(r)|2 dr3 and density-
assisted tunneling, where the tunnel matrix element J=
J ′ + δj gets modified by δj= g
∫
w∗2L (r)wL(r)wR(r) dr
3.
In addition, two-particle hopping processes arise with a
strength uLR, where either two particles on the same site
tunnel simultaneously to a neighboring site, or two neigh-
boring particles exchange their positions. Note, the two-
particle hopping processes directly break the Z2 symme-
try but for our parameters the value is small, uLR/J ≈
0.03, compared to the experimental timescales. All terms
of the extended Bose-Hubbard model are proportional to
the effective interaction strength g= 4pi~2as/m, with as
the inter-species s-wave scattering length andm the mass
of a rubidium atom. In summary, the time-dependent
Hamiltonian (3) generalizes to
H(t) =− J(|3〉 〈1|+ |4〉 〈2|+ |4〉 〈3|+ |2〉 〈1|
+ h.c.
)
+ U
(|1〉 〈1|+ |4〉 〈4| )
+A cos(ωt)
(|1〉 〈1|+ |2〉 〈2|+ |3〉 〈3| )
+ ∆SL
(|1〉 〈1|+ |2〉 〈2|+ |3〉 〈3| )
+ ∆M
(|1〉 〈1| − |2〉 〈2|+ |3〉 〈3| )
+ uLR
(|1〉 〈4|+ |2〉 〈3|+ |4〉 〈1|+ |3〉 〈2|
+ |2〉 〈2|+ |3〉 〈3|).
(S.16)
To realize the Z2 two-site model, all parameters in
Hamiltonian (S.16) need to be calibrated separately. Es-
pecially, the magnetic gradient needs to be matched with
the superlattice energy offset ∆M =−∆SL to obtain zero
tilt for the a-particles. This leads to a tilt ∆f =∆SL+∆M
for the f -particles, which needs to be matched with the
interaction energy ∆f = U . Furthermore, we drive the
system resonantly at ~ω=
√
∆2f + 4J
2. In the following
we describe how the parameters are calibrated.
Parameter calibrations
Tunnel coupling in a symmetric double well — A sin-
gle particle is localized on one site of a double well
with superlattice parameters Vx,l = 35(1)Er,l and Vx,s =
15
9.5(1)Er,s. From the measured tunnel oscillation fre-
quency (Fig. S3a) we infer a precise value of the lattice
depth Vx,s. The measurement sequence is analogous to
the sequence for the renormalized tunnel coupling dis-
cussed before, where we measure the site-imbalance at
various times. This time trace was then modeled using
a two-site Bose-Hubbard Hamiltonian, including Gaus-
sian distributed energy offsets G∆(δ) [see Eq. (S.14)]. To
this end, time traces for 256 randomly-sampled values δn
were calculated and its median least-square fitted to the
measured data set. The results for the free parameters of
this fit are Vx,s =9.50(1)Er,s and a tilt distribution with
a standard deviation of ∆σ/h=0.44(4) kHz.
On-site interaction energy — The on-site interaction
energy U was calibrated by a measurement of superex-
change oscillations. To this end, we localize two distin-
guishable particles to the left and right site of a double
well. Then we couple the two sites and observe the oscil-
lations of individual species. For a known single-particle
tunneling rate, the interaction energy can be inferred
from the measured oscillation frequency, which scales as
J ′2/U . In the experiment, the on-site interaction energy
depends strongly on the chosen lattice parameters, thus
a measurement in the final configuration is preferred. Di-
rectly using a- and f -particles is not possible as they have
opposite magnetic moments and the f -particle experi-
ences an energy offset between neighboring sites. How-
ever, we can use a microwave-driven adiabatic passage
to transfer the f -particle to the state |F =2, mF =+1〉
in the F = 2 manifold, such that it has the same mag-
netic moment as the a-particle. In this configuration we
can measure site-imbalance traces of the superexchange
oscillations by F -state selective imaging (Fig. S3b) and
calibrate the interaction energy U = 3.85(7) kHz.
Magnetic and superlattice tilts — The energy offset be-
tween neighboring sites of the double well is given by a
combination of the magnetic gradient, the tilted super-
lattice potential and the modulation lattice. The mod-
ulation lattice is static at V (0)mod = 15.0(2)Er,l and the
resulting tilt can be fully compensated by the superlat-
tice phase (Fig. S2). Starting form this situation, we
introduce a magnetic gradient and measure the imbal-
ance Ia of a single a-particle. At the superlattice phase
where Ia = 0 the tilts are identical ∆SL = ∆M. Then we
measure the energy offset ∆f = ∆SL + ∆M introduced
for the f -particles by modulation spectroscopy with the
modulation lattice (Fig. S3c). From the measurement we
fit the resonance frequency ω. This procedure was itera-
tively applied until the condition U = ∆ =
√
~2ω2 − 4J2
was fulfilled.
Characterization of the modulation amplitude — First,
Vmod was determined by a spectroscopic measurement of
the energy difference between neighboring sites induced
exclusively by the modulation lattice. Therefore, a single
particle was loaded to the lower site of a double well with
ϕSL =0 and Vmod ≈ 15Er,l at a fixed modulation lattice
phase of −pi/4 (Fig. S3d). From this outcome a first esti-
mate of the modulation amplitude can be made, however,
more accurate results can be gained by determining the
oscillation frequency of driven tunnel oscillations. We
choose ν = 0 as in this case the driving is always reso-
nant and the observable depends strongly on the driving
strength. We start with zero driving A = 0 and ver-
ify that the oscillation frequency in the combined poten-
tial agrees with the theoretical expectations (Fig. S3e).
Then, we measure a set of driven tunnel oscillations at
A 6= 0 (Fig. S3f-h). The driving amplitude was then
fitted to match the measured oscillation frequencies. In
this model we also take inhomogeneous energy offsets into
account, which are modeled to be Gaussian distributed
[Eq. (S.14)].
Initial state preparation — As discussed in the main
text, we first prepare an initial state |ψx0 〉 = (|1〉 +
|2〉)/√2 = |a, 0〉 ⊗ (|f, 0〉+ |0, f〉) /√2, where the f -
particle is in an eigenstate of the electric field operator τˆx
and the a-particle is localized to the left site of the dou-
ble well. This initial state probes a single subsector of
the model. Experimentally we achieve this by realizing
the groundstate of a specially-designed static model. To
this end, we start with two distinguishable atoms a and
f on a single long period lattice site (sequence of the Z2
double-well model, see below). Then, the magnetic gra-
dient and the superlattice phase are adjusted according
to the calibrations above. We set an initial value of the
modulation lattice and create the two sites by adiabat-
ically increasing the short lattice to Vx,s = 9.5Er,s. The
initial value of the modulation lattice is chosen such that
the imbalance of the f -particles is zero. The prepared
initial state is the groundstate of the system in this con-
figuration |ψxinit〉 ≈ 0.70 |1〉+0.71 |2〉+0.087 |3〉+0.036 |4〉.
Furthermore, we prepare the localized initial state
|ψz0〉= |2〉= |a, 0〉⊗ |0, f〉. Therefore, we instead use V (0)mod
as initial value for the modulation lattice. The corre-
sponding experimental initial state is |ψzinit〉 ≈ 0.071 |1〉+
0.98 |2〉+ 0.025 |3〉+ 0.15 |4〉.
Experimental sequence for the Z2 two-site model
The experimental sequence for the data presented in
Fig. 3 and 4 in the main text starts by loading atoms
in the |F =1,mF =−1〉 state into a 3D optical lattice
with lattice depths Vx,l = 30(1)Er,l, Vy = 35(1)Er,s
and Vz = 50(2)Er,s. These initial ramps are expo-
nentially shaped and carried out in a time-segment of
50ms length. The 1/e-time of the exponential ramp
is τ = 5ms for the horizontal lattices (x, y) and τz =
1.5ms for the vertical lattice (z). This loading proce-
dure was optimized for a maximal amount of doubly-
occupied sites, while loading a negligible amount of
tripply- and a small amount of singly-occupied sites.
Later, each doubly-occupied site will realize a Z2 two-
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Figure S4. Experimental sequence. a Separate illustra-
tions of the individual experimental steps for singly- and
doubly-occupied double wells. The dots denote atoms in the
F =1 manifold of 87Rb in the mF =−1 (blue), mF =0 (gray)
andmF =+1 (red) state. The red and blue triangles illustrate
the respective potential induced by the magnetic gradient. b
Parameter ramps for the numbered steps in a. c Measured
modulation lattice intensity, with sudden jump at t=0.
site model with both an a- and an f -particle. To cre-
ate these distinguishable atoms, we use coherent spin-
changing collisions (SCC) [S6] to transfer atom pairs to
the |F =1,mF =±1〉 states (Fig. S4a). To this end, we
first apply a series of microwave-driven adiabatic pas-
sages to transfer the atoms to the |F =1,mF =0〉 state.
Subsequently, the short lattice in x-direction was ramped
up to Vx,s = 40(1)Er,s within 15ms with a superlattice
phase ϕSL, such that both particles are localized to a
single site of the double well. At the same time the
lattice depths along the orthogonal directions are raised
to Vy = 100(5)Er,s and Vz = 120(6)Er,s to further in-
crease the on-site interaction energy. Finally, an adia-
batic passage of microwave-mediated SCC was performed
within 100ms. Note, single atoms on a double well are
not affected by SCC and remain in the |F =1,mF =0〉
state, which allows us to independently detect singly-
and doubly-occupied sites. After the SCC sequence, the
double-well sites are merged again in 15ms by adiabati-
cally switching off Vx,s =0. Then, a magnetic field gradi-
ent of B′/h ≈ 5.9(3) kHz/λs was applied within 120ms.
Simultaneously, the modulation lattice is turned on to
Vmod = 6.0(1)Er,l and the superlattice phase ramped up
to the final value. The initial state is prepared by ramp-
ing up Vx,s = 9.50(1)Er,s in 10ms as described above.
Then, the modulation is started with a sudden jump
(50µs) of the modulation intensity to obtain the correct
initial driving phase of φ = 0 (Fig. S4c). The modula-
tion is performed with an amplitude of Amod =9.0(1)Er,l
around a mean value of V (0)mod =15.0(1)Er,l and a driving
frequency of ω= 2pi × 4320Hz. The initial state evolves
in this driven model, for different times t, approximat-
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Figure S5. Time evolution for a single Z2 two-site
model. Solid lines are the expectation values for the time
evolution of the Z2 charge 〈Qˆ1〉, the Z2 gauge field 〈τˆz〉, the
Z2 electric field 〈τˆx〉, and the Z2 symmetry operator 〈Gˆ1〉.
The parameters are identical to the ones used in Fig. 4. Note,
the traces are for a single double well and not averaged over a
distribution of tilts. Diamonds are stroboscopic time points.
ing the time-dynamics in the Z2 two-site model. Subse-
quently, the tunneling dynamics was inhibited by rapidly
increasing the potential barrier between the two sites
Vx,s =40(1)Er,s in 50µs, followed by a site-resolved band-
mapping detection in combination with a Stern-Gerlach
species separation [S3, S4, S7].
NUMERIC TIME EVOLUTION
The analysis of the effective Floquet model is com-
pared to a full, time-dependent numerical analysis of the
two-site two-particle model. We use formulation (S.16),
which is very close to the experimental realization includ-
ing the superlattice, magnetic gradient and first-order
corrections to the Bose-Hubbard model.
We use the experimentally calibrated parameters J ′,
U , ∆M, ∆SL, and ω together with calculated extended
Bose-Hubbard parameters δj and uLR to perform a nu-
merical time evolution. The time evolution is performed
using the Trotter method by applying the quasi-static
time evolution operator Uˆn = exp{−iH(tn)∆t/~} for
each time point tn = n∆t with n ∈ N. The time
step ∆t = 2pi/(sω) is chosen to subsample the driving
frequency with s ∼ 50. For the initial state |ψxinit〉,
the groundstate of the configuration for the initial state
preparation is chosen as explained above.
A single calculated time-trace shows strong oscillatory
behavior (Fig. S5), which is not present in the strobo-
scopic calculation of the Floquet Hamiltonian and can
be attributed to the micromotion. The micromotion is
an additional dynamics with a period equal to the driving
frequency.
The experimentally measured observables are averaged
over many realizations of double wells. Due to inhomo-
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Figure S6. Symmetry breaking due to finite-frequency
and extended Bose-Hubbard corrections. a The solid
line is the time evolution according to the time-evolution op-
erator (S.8) of the expectation value of the Z2 symmetry oper-
ator 〈Gˆ1〉 including the two lowest-order terms of the effective
Floquet Hamiltonian (S.7). Diamonds show the stroboscopic
dynamics of the full time-dependent Hamiltonian (3) from the
main text for resonant driving at ~ω =
√
U2 + 4J2 ≈ 1.04U
and U/J=7. The gray line shows the ideal solution Eq. (6).
The corresponding dynamics of 〈Qˆ1〉 and 〈τˆz〉 are shown in
Fig. S1. b Time evolution of the expectation value of the Z2
symmetry operator 〈Gˆ1〉 including additional terms from the
extended Bose-Hubbard model with a strength uLR = 0.03 J
to the effective Floquet model in the infinite-frequency limit.
For all calculations the initial state was |ψxinit〉=(|1〉+|2〉)/
√
2.
geneities in the energy offsets between neighboring sites,
the traces of individual double wells are different. We
model these inhomogeneties with a Gaussian distribution
of tilts as described in Eq. (S.14) with a standard devi-
ation of ∆σ, extracted from the measurement of tunnel
oscillations. From this distribution we randomly draw
1000 tilt values and average the observables.
SYMMETRY-BREAKING CORRECTION TERMS
IN THE EXPERIMENTAL REALIZATION
It is essential for experimental realizations of LGTs
that the underlying gauge symmetry is sufficiently con-
served during the experiment. This puts high re-
quirements on experimental implementations to suppress
symmetry-breaking terms. In the presented scheme, we
find two main sources for symmetry breaking: finite-
frequency corrections to the effective Floquet Hamil-
tonian and first-order corrections to the Bose-Hubbard
model.
The first-order correction to the Floquet Hamiltonian
for finite-frequency drive was derived above [Eq. (S.7)].
The corrections contain diagonal detuning, correlated
hopping and direct exchange coupling terms, which scale
as J2/(~ω). The driving frequency is connected to the
interaction energy in this realization. Therefore, the cor-
rections can be reduced by either increasing the interac-
tion energy or decreasing the tunnel coupling J . The
effect on the Z2 symmetry is studied in Fig. S6a for
U/J = 7, similar to the experimental parameters, and
an initial state in the g1 =−1 subsector.
The additional terms from the extended Bose-Hubbard
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Figure S7. Suppressing the corrections. Scaling of the
tight-binding parameters J/U and uLR/J with Vx,s and Vx,l ∼√
Vx,s for an initial ratio of Vx,s/Vx,l = 9.5/35. This relative
scaling keeps the ratio of the inter- to the intra-double well
tunneling constant.
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Figure S8. Numerical time evolution of a 1D Z2 chain
with one matter particle. Dynamics of the matter particle
and Z2 degrees-of-freedom for two different initial states cal-
culated using exact diagonalization on a system with 13 sites
based on Eq. (1). The matter particle is initially localized on
site j = 0. a All links are initialized in τx〈j,j+1〉 = +1. b All
links are initialized in τz〈j,j+1〉=+1.
model were introduced in Eq. (S.16) and are nearest-
neighbor interactions, correlated tunneling and a di-
rect exchange coupling. The terms scale with the
square overlap of neighboring Wannier functions, uLR =
g
∫ |wL(r)|2|wR(r)|2 dr3, and vanish therefore faster than
the tunnel coupling J , when reducing the Wannier over-
lap. In Fig. S6b the correction terms were added to the
infinite-frequency Floquet model with strength uLR =
0.03 J and the time evolution of the expectation value
of Gˆ was calculated numerically.
Both symmetry-breaking terms can be reduced by in-
creasing the short period lattice potential depth, as the
Wannier function overlap between neighboring sites re-
duces, while the on-site overlap and therefore the inter-
action energy increases. In Fig. S7, the relative scaling
of the correction terms with Vx,s are shown. Note, to
keep the ratio between the inter-double well tunneling
rate Ji and the tunneling rate J constant for comparabil-
ity, the long period lattice depth was scaled accordingly
with Vx,l ∝
√
Vx,s.
18
Z2 LGT IN 1D
The ideal 1D model
The Z2 double well is a minimal two-site model, which
consists of one link and a single matter particle. A direct
generalization of this model arises when extending the
double well to a chain by adding more links, an experi-
mental scheme to realize such a system is introduced be-
low. We discuss the dynamics for the resulting Z2 chain
described by Eq. (1) in the main text in different regimes
Jf/Ja and for two initial states analogous to the ones
used in the main text to study the two-site model. The
dynamics of the system is analyzed by a calculation of
the numerical time evolution with a Hamiltonian for 13
sites. Initially, the matter particle is always in the center
of the system labeled j=0.
We first start with an initial state, where all links are
in the groundstate of the electric field operator −τˆx〈j,j+1〉.
Therefore τx〈j,j+1〉=+1 for all sites j. Together with the
matter particle at site j = 0, this leads to gj = +1 for
all j 6= 0 and a local static charge at j= 0 described by
g0 =−1. As Gˆ commutes with the Hamiltonian (1), the
static charges gj are conserved. Thus, when the matter
particle traverses a link its electric field value needs to
change. This process is associated with an energy cost
proportional to Jf . Figure S8a summarizes the result for
two different regimes. In the regime Jf  Ja, the energy
cost of flipping a traversed link, changing the value of τx,
is small and the matter particle can freely expand, which
is clearly visible in the expectation value of Qˆj . The
same cone shape is visible in the expectation value of
the electric field operator 〈τˆx〉. Inside the cone 〈τˆx〉 ≈ 0
because the particle either traversed the link or not. In
the opposite regime, where Jf > Ja, the energy cost for
flipping τx is high, and also linearly increases with the
number of traversed links. Therefore, the matter particle
stays confined to the local static charge at site j=0.
Analog to the experiment on the two-site model, an
initial state is examined, where each link is in an eigen-
state of the gauge field operator τˆz. In this situation,
instead of a single subsector a superposition of many sub-
sectors is probed. We again investigate the two different
regimes and present the results in Fig. S8b. In the regime
Jf  Ja, the matter particle still expands freely, while
we again observe confinement of the matter particle in
the regime Jf > Ja. The expectation value of the elec-
tric field operator 〈τˆx〉= 0 for all sites and times. The
expectation value of the gauge field operator 〈τˆz〉, on the
other hand, shows dynamics. This dynamics can be ex-
plained on the level of a single link prepared in one of the
eigenstates of τˆz. The coupling −Jf τˆx leads to Rabi os-
cillations between τz=±1. In the presence of the matter
particle the Rabi oscillations are detuned, which leads to
faster oscillations with a reduced amplitude.
Figure S9. Illustration of the super-site model. Each site
in the 1D Z2 chain is replaced by a super-site with two phys-
ical sites a and b. They are coupled by a tunneling rate Jsc .
The links between the super-sites have a Z2 degree-of-freedom
and are realized by the building blocks.
1D model with super-sites
Super-site Hamiltonian — The Z2 double-well model
is based on inter-species on-site interactions between f -
and a-particles. Simply connecting two double-wells by
introducing a joint site shared by both leads to an am-
biguous situation: The a-particle can then no longer dis-
tinguish to which link the f -particles belong, unless dif-
ferent species f and f ′ are used on alternating links.
To resolve this complication, the Z2 double wells can be
connected via a tunnel coupling Jc of the a-particle from
the right site of the left double-well (2j) to the left site
of the right double-well (2j + 1). Hence, the individual
building blocks remain functional. The resulting chain of
coupled double-well building blocks can then be under-
stood as a 1D model of super-sites at positions j. Each
super-site consists of matter creation operators aˆ†j and bˆ
†
j ,
describing the a-particles on sites 2j and 2j + 1, respec-
tively. In this language, the super-sites are connected
by a link with a gauge field τˆz〈j,j±1〉. The corresponding
Hamiltonian is
Hˆs1D =
∑
j
[
−J sa aˆ†j+1τˆz〈j,j+1〉bˆj − J sc aˆ†j bˆj + h.c.
]
−
∑
j
J sf τˆ
x
〈j,j+1〉. (S.17)
When replacing the Z2 charge by the super-site charge
Qˆsj = e
ipi(nˆaj +nˆ
b
j), (S.18)
which depends on the matter particle occupation on the
super-site nˆsj = nˆaj+nˆbj , then Hˆ1D, ab is Z2 gauge-invariant
with respect to the super-sites and commutes with the
gauge transformation [Hˆs1D, Gˆ
s
jb] = 0 for all j.
Ideal model limit of the super-site Hamiltonian — The
super-site Hamiltonian reduces to the 1D model Eq. (1)
in the main text, if J sc  J sa. In this limit, each super-site
forms an energetically lower (upper) orbital hˆj,± = (aˆj±
bˆj)/
√
2 with on-site energies described by −J sc(hˆ†j,+hˆj,+−
hˆ†j,−hˆj,−) = −J sc(nˆhj,+ − nˆhj,−). Couplings between those
higher and lower bands can be neglected in this limit
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J sa  J sc and the effective Hamiltonian becomes
Hˆs1D =− J s?a
∑
j
∑
µ=±
µ
[
hˆ†j+1,µτˆ
z
〈j,j+1〉hˆj,µ + h.c.
]
− J sc
∑
j
(
nˆhj,+ − nˆhj,−
)
− J sf
∑
j
τˆx〈j,j+1〉, (S.19)
where J s?a = J sa/2. At low energies, or in properly
prepared states, the higher band remains unoccupied,
nˆhj,− = 0 for all j and as a function of time. This yields
a 1D Z2 LGT as discussed in the main text,
Hˆs1D =− J s?a
∑
j
[
hˆ†j+1,+τˆ
z
〈j,j+1〉hˆj,+ + h.c.
]
− J sc
∑
j
nˆhj,+ − J sf
∑
j
τˆx〈j,j+1〉. (S.20)
If Hubbard interactions nˆaj (nˆaj − 1)Ua/2 and nˆbj(nˆbj −
1)Ub/2 are present initially, which are weak compared to
the super-site tunneling Ua,b  |J sc |, they cannot cause
significant mixing of the symmetric and anti-symmetric
super-site orbitals. Projecting them to the lower band
yields a new term
Hˆ =
∑
j
1
2
U∗nˆhj,+(nˆ
h
j,+ − 1) + δµ
∑
j
nˆhj,+ (S.21)
with an effective Hubbard interaction U? = (Ua + Ub)/4
and renormalization of the chemical potential by δµ =
−(Ua + Ub)/8. Thus, if in addition to Ua,b  |Jc| it also
holds |J sa|  U?, we can treat the resulting model by
assuming that hˆj,+ are hard-core bosons.
Because the model in Eq. (S.17) has local Z2 gauge
symmetries on the super-sites, the properties of its eigen-
states are qualitatively similar to those of the simplified
one-band model in Eq. (S.20), even if J sc is comparable
to J sa. To demonstrate this, we repeated the simulations
from Fig. 1 in the main text, but in a more realistic super-
site model. We compare cases where Ja in the ideal model
from the main text is equal to J s?a in the super-site Hamil-
tonian. We find similar behavior for different values of
the super-site coupling J sc (Fig. S10) after releasing a Z2
charge on the central super-site. Already for small values
of the super-site coupling J sc = J sa in the super-site model
Eq. (S.17), we find a good quantitative agreement with
the ideal 1D model introduced in Eq. (1) in the main
text.
Floquet scheme — The super-site model above can
be realized by a Floquet scheme. In the following we
present one possible microscopic approach, as illustrated
in Fig. S11, which is closely related to the proposal from
Ref. [S8], using the same notations as in Eq. (S.17). On
the double-well building blocks the processes are iden-
tical to the ones described in the main text, which we
already implemented experimentally.
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Figure S10. Numerical time evolution of the 1D Z2
super-site chain with one matter particle. Dynamics of
the matter particle calculated using exact diagonalization of a
system with 12 Z2 building blocks connected by 11 super-sites
based on Eq. (S.17), with Js?a = Jsa/2. The initial state is a
matter particle localized on site j=0 and all links are initial-
ized in τx〈j,j+1〉= +1. a Super-site occupation n
s
j in a regime
with low electric field strength Jsf/J
s?
a = 0.1 for different val-
ues of the super-site tunnel coupling Jsc . b Root-mean-square
distance to the initial position
√〈j2〉. The values of Jsc/Js?a
are indicated next to the curves. A free expansion is observed
already for Jsc/Js?a & 1, which agrees well with the ideal evo-
lution expected from the ideal 1D model captured by Eq. (1)
in the main text (black thick line). c-d Results in the regime
Jsf/J
s?
a = 2 analogous to a-b.
We start from the following static Hamiltonian,
Hˆ0 = −J0f
∑
j
τˆx〈j+1,j〉 +
∆f
2
∑
j
τˆz〈j+1,j〉 − J0a
∑
j
(
aˆ†j+1bˆj + h.c.
)
− J0c
∑
j
(
bˆ†j aˆj + h.c.
)
+ ∆′a
∑
j
[
2jnˆaj + (2j + 1)nˆ
b
j
]− ∆a
2
∑
j
[
nˆaj − nˆbj
]
+
U
2
∑
j
[
(1− τˆz〈j+1,j〉)nˆbj + (1 + τˆz〈j+1,j〉)nˆaj+1
]
. (S.22)
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The first term corresponds to tunneling J0f of the f -
particles between the super-sites, which is initially sup-
pressed by the gradient ∆f . The next two terms are bare
tunnel couplings of the a-particles between and within
the super-sites. They are initially suppressed by the fol-
lowing two terms: a linear gradient ∆′a and an alternat-
ing potential ±∆a/2 on the two inequivalent positions in
the super-site. The last term corresponds to local inter-
species Hubbard interactions between a and f particles
on all sites.
To obtain the Z2 gauge invariant super-site model, we
supplement Hˆ0 by the following driving terms,
Hˆω(t) =
(
V aω cos(ωt) + V
a
2ω cos(2ωt)
)∑
j
[
2jnˆaj + (2j + 1)nˆ
b
j
]
+
∆ωf
2
cos(ωt)
∑
j
τˆz〈j+1,j〉
−
(
∆ωa
2
cos(ωt) +
∆2ωa
2
cos(2ωt)
)∑
j
[
nˆaj − nˆbj
]
, (S.23)
which will be used to restore tunnel couplings of the a-
and f -particles. The first term corresponds to a modu-
lated linear gradient seen by the a-particles. The other
two terms are modulated alternating potentials seen by
the f - and a-particles, respectively. The modulations at
two frequencies ω and 2ω are used to control both the
amplitude and phase of the resulting effective Floquet
Hamiltonian, see Refs. [S8, S9].
Following the scheme proposed in Ref. [S8], we require
the following resonance conditions:
~ω = ∆f = U (S.24)
∆a = ∆
′
a = U/2 (S.25)
∆2ωa = V
a
2ω ≡ V x2ω/2 (S.26)
V aω −∆ωa = ∆ωf ≡ V yω (S.27)
V aω + ∆
ω
a ≡ V xω . (S.28)
The last three lines include the three amplitudes V x2ω, V xω
and V yω which are fixed by
x(1) = V xω /(~ω) ' 1.71 (S.29)
x(2) = V x2ω/(~ω) ' 1.05 (S.30)
y(1) = V yω /(~ω) ' 1.84 (S.31)
These are solutions to J0(y(1)) = J2(y(1)) and λ0 = λ1 =
λ2 ≡ λ012 where λn =
∑∞
`=−∞ Jn−2`(x(1))J`(x(2)/2).
In the large frequency limit, and under the above con-
ditions, the effective Floquet Hamiltonian becomes [S1]
Hˆeff = −J0f
∑
j
τˆx〈j+1,j〉Λˆ
y
〈j+1,j〉−J0c
∑
j
λx
(
aˆ†j bˆj + h.c.
)
− J0a
∑
j
λy
(
aˆ†j+1τˆ
z
〈j+1,j〉bˆj + h.c.
)
. (S.32)
Figure S11. Floquet implementation of the super-site
model. The super-sites are illustrated by the gray boxes.
They consist of a and b sites, which are separately illustrated
for a- and f -particles. The super-site tunnel coupling for
the a-particles is J0c and assumed to be negligible for the f -
particles. The a-particles are exposed to a linear potential
n∆′a/2, which is modulated by ω and 2ω with a strength V aω
and V a2ω. In addition, they experience a staggered potential
±∆a between neighboring sites, which is also modulated by
ω and 2ω with the strength ∆ωa and ∆2ωa . The f -particles
experience an opposite staggered potential with ∆f . This
potential is modulated with frequency ω and amplitude ∆ωf .
The renormalization of tunneling amplitudes is given by
Λˆy〈j+1,j〉 =
1
2
(
1− (−1)nˆaj+1+nˆbj
)
J0(y(1))
+
1
2
(
1 + (−1)nˆaj+1+nˆbj
)
J1(y(1)), (S.33)
λx = λ012 ' 0.37 and λy = J1(y(1)) ' 0.58.
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One easily confirms that Hamiltonian (S.32) is Z2
gauge invariant if the super-site gauge operator is used,
Gˆj,ab = Qˆj,abτˆ
x
〈j−1,j〉τˆ
x
〈j,j+1〉. (S.34)
The effective Hamiltonian (S.32) is similar to the super-
site model in Eq. (S.17), except for the fact that the
renormalization of the f -particle tunneling, Λˆy〈j+1,j〉, is
operator-valued and depends on the Z2 charges on the
adjacent sites. This is not expected to change the physics
of the model. If required, two-frequency driving can also
be used for the f -particles to obtain a situation where
Λˆy → Λy becomes a C number.
To illustrate the accuracy of our Floquet scheme, in
Fig. S12 we repeat our calculations from Fig. S10 start-
ing from the microscopic model. The parameters in
Eqs. (S.22), (S.23) are chosen such that the effective cou-
plings in Eq. (S.32) correspond to the parameters we used
in the super-site model Eq. (S.17). For U = 10J0a in the
microscopic Hamiltonian, we find that the Z2 gauge in-
variance remains valid for long times and the observed
dynamics is similar to our expectation from the super-site
model. In Fig. S13 we also performed simulations start-
ing from an initial state with two fermionic Z2 charges
a located next to each other, connected by a Z2 electric
field line. In this case, too, the gauge invariance of the
model remains intact for long times. This establishes the
proposed Floquet scheme as a realistic method to imple-
ment and realize dynamics in models with local Z2 gauge
constraints.
—
[S1] N. Goldman, J. Dalibard, M. Aidelsburger, and N. R.
Cooper, Phys. Rev. A 91, 033632 (2015).
[S2] N. Goldman and J. Dalibard, Phys. Rev. X 4, 031027
(2014).
[S3] J. Sebby-Strabley, M. Anderlini, P. S. Jessen, and J. V.
Porto, Phys. Rev. A 73, 033605 (2006).
[S4] S. Fölling, S. Trotzky, P. Cheinet, M. Feld, R. Saers,
A. Widera, T. Müller, and I. Bloch, Nature 448, 1029
(2007).
[S5] V. W. Scarola and S. Das Sarma, Phys. Rev. Lett. 95,
033003 (2005).
[S6] A. Widera, F. Gerbier, S. Fölling, T. Gericke, O. Mandel,
and I. Bloch, Phys. Rev. Lett. 95, 190405 (2005).
[S7] S. Trotzky, P. Cheinet, S. Fölling, M. Feld, U. Schnor-
rberger, A. M. Rey, A. Polkovnikov, E. A. Demler, M. D.
Lukin, and I. Bloch, Science 319, 295 (2008).
[S8] L. Barbiero, C. Schweizer, M. Aidelsburger, E. Demler,
N. Goldman, and F. Grusdt, Science Advances 5 (2019),
10.1126/sciadv.aav7444.
[S9] F. Görg, K. Sandholzer, J. Minguzzi, R. Desbuquois,
M. Messer, and T. Esslinger, Nat. Phys. 15, 1 (2019).
22
lattice site lattice site lattice site lattice site 
0.4
0.2
0
0
-1
1
0.4
0.2
0
0.5
0
1
-4 40-4 40-4 40-4 40
ba
0 0.2 0.4
6
2
4
0
6
2
4
0
lattice site lattice site lattice site lattice site 
0.4
0.2
0
0
-1
1
0.4
0.2
0
0.5
0
1
-4 40-4 40-4 40-4 40
dc
0 0.2 0.4
6
2
4
0
6
2
4
0
Figure S12. Numerical time evolution of the full time-dependent model with one particle. Dynamics of the matter
particle calculated by numerically solving the time-dependent model according to Eqs. (S.22) and (S.23), fulfilling the resonance
conditions Eqs. (S.24) – (S.31) and setting J0a = 2Js?a /J1(y(1)), J0c = Jc/λx and J0f = Jf/J1(y(1)). The system consists of 10
Z2 building blocks and 9 super-sites. The edges of the 1D chain have therefore only a single site. The initial state is a matter
particle localized on site j=0 and all links are initialized in τx〈j,j+1〉=+1. a Matter particle dynamics and expectation value of
the local symmetry operator 〈Gˆj〉 in a regime with low electric field strength Jsf/Js?a = 0.1 for different inter-species interaction
energies U . b Root-mean-square distance to the initial position
√〈j2〉 of the matter particle dynamics from a in comparison
to the high-frequency limit. The results in the high-frequency limit are shown by thick dashed black lines. c-d Results in the
regime Jsf/J
s?
a = 2 analogous to a-b.
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Figure S13. Numerical time evolution of the full time-dependent model with two particles. Dynamics of two matter
particles calculated by numerically solving the time-dependent model according to Eqs. (S.22) and (S.23), fulfilling the resonance
conditions Eqs. (S.24) – (S.31) and setting J0a = 2Js?a /J1(y(1)), J0c = Jc/λx and J0f = Jf/J1(y(1)). The system consists of 8 Z2
building blocks and 9 super-sites. The system’s edge is therefore a super-site. The initial state is a matter particle localized
on site j = 0 and a second matter particle at site j =−1. The link between the two sites is τx〈−1,0〉 =−1. All other links are
initialized in τx〈j,j+1〉=+1. a Matter particle dynamics and expectation value of the local symmetry operator 〈Gˆj〉 in a regime
with low electric field strength Jsf/J
s?
a = 0.1 for different inter-species interaction energies U . b Time evolution of the distance
between the two particles measured by
∑
i<j |i− j|〈nˆinˆj〉 for the data shown in a, in comparison to the high frequency-limit.
The results in the high-frequency limit are shown by thick black lines. c-d Results in the regime Jsf/Js?a = 2 analogous to a-b.
