Abstract. Dedekind symbols are generalizations of the classical Dedekind sums (symbols). There is a natural isomorphism between the space of Dedekind symbols with Laurent polynomial reciprocity laws and the space of modular forms. We will define a new elliptic analogue of the Apostol-Dedekind sums. Then we will show that the newly defined sums generate all odd Dedekind symbols with Laurent polynomial reciprocity laws. Our construction is based on Machide's result [7] on his elliptic Dedekind-Rademacher sums. As an application of our results, we discover Eisenstein series identities which generalize certain formulas by Ramanujan[11], van der Pol [9], Rankin [12] and Skoruppa [14] .
Introduction and statement of results
A Dedekind symbol is a generalization of the classical Dedekind sums ( [10] ), and is defined as a complex valued function D on V := {(p, q) ∈ Z + × Z | gcd(p, q) = 1} satisfying R(p + q, q) + R(p, p + q) = R(p, q).
When the reciprocity function R is a Laurent polynomial in p and q, the symbol D is called a Dedekind symbol with Laurent polynomial reciprocity law. These symbols are particularly important because they naturally correspond to modular forms ( [2] ). The symbol D is said to be even (resp. odd) if D satisfies:
(1.4) D(p, −q) = D(p, q) (resp. D(p, −q) = −D(p, q)).
To state our results, we need to review the relevant relationship between modular forms, Dedekind symbols and period polynomials (see [2] for details). Throughout the paper, we assume that w is an even positive integer, and we use the following notation:
M w+2 := the vector space of modular forms on SL 2 (Z) with weight w + 2, S w+2 := the vector space of cusp forms on SL 2 (Z) with weight w + 2, where [x] denotes the greatest integer not exceeding x ∈ R. We note that dim S w+2 = d w and dim M w+2 = d w + 1.
Let B k denote the kth Bernoulli number, and let g w be a Laurent polynomial in p and q defined by f can be similarly defined for f ∈ M w+2 , see [2] for further details). Hence we can define a map 
Next we also need to recall the generalized Dedekind sum defined by Apostol [1] . The first Dedekind symbol, after the classical Dedekind sum, was given by Apostol, which we call the Apostol-Dedekind sum to distinguish it from other generalized Dedekind sums. Let k be an positive integer, and let (p, q) be in V . The ApostolDedekind sum s k (q, p) is defined by
HereB k (x) denotes the kth Bernoulli function. That is,B k (x) is given by the Fourier expansionB
It is well-known that for 0 ≤ x < 1,B k (x) reduces to the kth Bernoulli polynomial
If k is even, it is easy to see that s k (q, p) = 0. If k is odd, a reciprocity law for the Apostol-Dedekind sums was obtained by Apostol [1, p.149 ]:
In [4] we have proposed an elliptic analogue of Apostol-Dedekind sums, saỹ s w+1 (q, p; τ ). Here τ ∈ H := {z ∈ C | ℑz > 0}. These sums satisfy lim τ →i∞s w+1 (q, p; τ ) = s w+1 (q, p).
However, they have two defects:
(1) they are not real Dedekind symbols, instead they satisfỹ
they are defined in two different ways depending on the parity condition of p and q.
To rectify these defects, we introduce a new kind of the elliptic Apostol-Dedekind sum.
In what follows, σ(z; τ ), ℘(z; τ ) and ζ(z; τ ) denote the Weierstrass sigma, pe and zeta functions, and ζ (k) (z; τ ) denotes the kth derivative ∂ k ζ(z; τ )/∂z k of ζ(z; τ ). Furthermore E k (τ ) denotes the kth Eisenstein series (details of these functions will be given in the section 4). Definition 1.1. For (p, q) ∈ V , τ ∈ H and a positive integer n, we define
We call D − 2n (p, q; τ ) the elliptic Apostol-Dedekind sum. For (p, q) ∈ U , τ ∈ H and a positive integer n, we also define
Then this sum D − 2n (p, q; τ ) is an odd Dedekind symbol and expressed without regard to the parities of p and q. Furthermore, this sum is equipped with Laurent polynomial reciprocity law. We will formulate these findings more precisely as a theorem. Theorem 1.1.
(1) For (p, q) ∈ V , τ ∈ H and a positive integer n, it holds that
(2) For (p, q) ∈ U , τ ∈ H and a positive integer n, D − 2n (p, q; τ ) satisfies the following reciprocity law:
The sum has the following property:
This means that D − 2n (p, q; τ ) is an elliptic analogue of Apostol-Dedekind sums. The most striking feature of the newly defined sum is that the sum "generates" all odd Dedekind symbols with Laurent polynomial reciprocity laws. To prove Theorem 1.1, it is convenient to introduce the generating functions of D − 2n (p, q; τ ) and R − 2n (p, q; τ ).
For (p, q) ∈ U , τ ∈ H and x ∈ R, we define
Then we know that D − (p, q; τ ; x) and R − (p, q; τ ; x) are generating functions of D (1) For (p, q) ∈ V , τ ∈ H and x ∈ R, it holds that
(2) For (p, q) ∈ U , τ ∈ H and a sufficiently small real number x = 0, D − (p, q; τ ; x) satisfies the following reciprocity law:
where C(τ ) is a constant with respect to x.
(see Sczech [13] for details of this function), we can express the sums D − 2n (p, q; τ ) and D − (p, q; τ ; x) in Definitions 1.1 and 1.2 as follows:
As an application of our results, in the last section, we discover Eisenstein series identities (Theorem 7.1). In doing so, we rediscover the formulas by Ramanujan [11] , van der Pol [9] , Rankin [12] and Skoruppa [14] .
Machide's reciprocity laws
In this section we recall Machide's result [7] on his elliptic Dedekind-Rademacher sums. His result will play an important role in proving Theorem 1.3. We will use some standard notation: e(x) := exp(2πix), q := e(τ ),
We consider the following functions (refer to [6] , [7] , [16] , [17] )
The function B m (x, y; τ ) is called Kronecker's double series or the elliptic Bernoulli function. The following expansion of B m (x, y; τ ) will be used in the later section:
′ be positive integers, and x, x ′ , y, y ′ , z, z ′ real numbers. Suppose that
Machide defined the elliptic Dedekind-Rademacher sum as:
Furthermore he introduced a generating function for S 
Suppose that the integers a, b and c (resp. a ′ , b ′ and c ′ ) have no common factor. Then we have
Reciprocity laws derived from formulas of Machide and Sczech
In this section we prove the following proposition, from which we will deduce Theorem 1.3.
Proposition 3.1. For (p, q) ∈ U , τ ∈ H and a sufficiently small real number s = 0, it holds that
where C(τ ) is a constant with respect to s.
We will give two proofs for Proposition 3.1. The first proof is our original one which is derived from Machide's formula (Theorem 2.1). The second proof is the one proposed by the referee, and it is brief and elegant and is based on Sczech's reciprocity law for elliptic Dedekind sums ( [13] ). We believe that our original proof is still interesting in its own right, and it would be applicable to other problems related to generalized Dedekind sums.
The first proof of Proposition 3.1 rests on the following lemma. Note that the conditions (2.4) are satisfied in this setting. ¿From (3.6) and (2.
Lemma 3.2. Under the notation and assumptions of Theorem 2.1, we have
Now we will take the limit of the last expression in (3.7) as t tends to 0. Extra care should be taken for the terms involving λ = µ = 0, as a priori, B 1 (0, 0; τ ) is not defined. To go around this difficulty, we will make use of the following expansion of B 1 (x, 0; τ ) at x = 0 (this will be proved later in Lemma 4.1):
We have
Hence we know
∂s .
¿From this we know that the last expression in (3.7) converges to 1 2pq
∂B 1 (s, 0; τ ) ∂s when t tends to 0. Finally, setting
we obtain the identity (3.1). This completes the proof. Now we will give the second proof, which was kindly communicated to us by the referee.
The second proof of Proposition 3.1. We recall the identity (2.1)
According to a classical result of Kronecker (refer to Weil [16] ), the left hand side above admits the following partial fraction decomposition where z = −x + yτ , w = mτ + n and χ(t) = exp(2πiℑ(t)/ℑ(τ )). Expanding the right hand side of (3.8) into a power series in ξ, we have
Therefore, from (2.1) and (3.9), we know
In what follows, we use the notation E(z) and E k (z) in place of E(z) and E k (z) in Sczech [13] to distinguish them from the Eisenstein series. First we note that (3.12)
Now we apply Satz 1 in Sczech [13, p. 530] , setting
This gives the following reciprocity law (3.13)
where L denotes the lattice Zτ + Z. Furthermore, it was shown in [13] (using results of Hecke) that (3.14)
where ℘(z; τ ) and ζ(z; τ ) are the Weierstrass pe and zeta functions and E 2 (τ ) is the Eisenstein series of weight two. Now we take x to be a sufficiently small and x = 0 so that px and qx are not rational integers. Then the equation (3.13) combined with the identities (3.12) and (3.14) produces the following formula
This formula and the identities (3.11) imply Proposition 3.1.
Weierstrass elliptic functions and elliptic Bernoulli functions
In this section we study the relationship between the Weierstrass elliptic functions and the elliptic Bernoulli functions.
For z ∈ C and τ ∈ H, the Weierstrass sigma, zeta and pe functions are given as follows:
It is known that these functions have the following expansions at z = 0:
where E 2n (τ ) is the Eisenstein series of weight 2n, namely,
It is also known that E 2n (τ ) have the following expansion:
where ζ(z) denotes the Riemann zeta function, and it holds that
Now it is easy to see that these functions have the following relation:
The function ζ(z; τ ) is subject to the following identities ([15, p. 84]):
Next we express the elliptic Bernoulli functions of lower degrees in terms of the Weierstrass elliptic functions and the Eisenstein series. 
Proof. The proof is based upon the expansion (2.2) and direct calculations:
These give the identities from (4.2) to (4.7).
Proofs of Theorems 1.1 and 1.3
In this section we give proofs of Theorems 1.1 and 1.3.
Moreover the identities (4.3), (4.5) and (4.7) give us
Now the identities (5.1) and (5.2) together with Proposition 3.1 give (2) of Theorem 1.3.
The assertion (1) follows easily from (4.1) and the fact that ζ(z; τ ) is an odd function with respect to z. This completes the proof.
Next we give a proof of Theorem 1.1.
Thus we know that the coefficient of x 2n in this expansion is equal to
This is nothing but R − 2n (p, q; τ ). Hence, from the reciprocity laws (2) in Theorem 1.3, we obtain the reciprocity laws (2) in Theorem 1.1.
The assertion (1) easily follows from that of Theorem 1.3. This completes the proof. Let G 2n be a normalized Eisenstein series:
Notice that
To prove Theorem 1.2, we need the following lemma. 
where δ i,j is the Kronecker delta symbol, and (f, g) denotes the Petersson inner product of f and g.
Proof.
We use the following Rankin's identity (refer to Kohnen-Zagier [5] noting that their notation of r n (f ) differs from ours by a factor i n+1 ): for a normalized eigenform f of S w+2 ,
where j = 1, 2, . . . , n.
We set g and h to be the left and right hand sides of (6.1), respectively. We note that both g and h are cusp forms of S w+2 . Then, for any f l (l = 1, 2, . . . , d w ), we have
This implies (6.1). 
and the formula ( [3] )
(by Lemma 6.1)
By setting
the identity (6.3) can be rewritten as
Now, since f j (j = 0, 1, · · · , d w ) form a basis of M w+2 , thus they are linearly independent. Hence there are τ 0 , τ 1 , . . . , τ dw ∈ H such that (6.5)
On the other hand, since β − w α − w+2 is an isomorphism, and β
is a basis of W − w . Therefore, noting that r 2n (f j ) = 0, we know that
is also a basis of W − w and, by (6.5), we conclude that
is also a basis of W − w . This together with the identity (6.4) imply that
is again a basis of W − w . Finally, from the fact that β − w is an isomorphism, and that β
is a basis of D Proof. ¿From (7.1) and (7.2), we have By comparing the coefficients of p k q 2n+3−k in the both sides of the equation above, we obtain the identities (7.3).
If we take k = 1 in Theorem 7.1 we rediscover the formulas 2πi n ∂E 2n (τ ) ∂τ = − n j=1 E 2j (τ )E 2n+2−2j (τ ) + (2n + 3)E 2n+2 (τ ) (n ≥ 1) which were proved by van der Pol [9, p. 266] and Rankin [12, Theorem 3] (originated with Ramanujan [11, p. 142] ). Furthermore, Skoruppa [14] discussed a method to produce such identities for given n and showed the first few of them. On the other hand, our result (7.3) gives explicit formulas for any n. Note added. We are informed by Machide that his new result [8, Lemma 6.3 ] implies that C(τ ) = −E 2 (τ )/(2πi) 2 pq for the constant C(τ ) in Theorem 1.3.
