The Grey-level Co- 
Introduction
Texture classification is no longer a recent topic as it has been studied by many researchers for a long period of time. The topic remains to be important as it is not only useful in solving problems of classifying or differentiating textures, it is often used in many other pattern recognition problems where the classification involves patterns that can be viewed as textures, such as wood recognition [1] [2], rock classification [3] , face recognition, text detection and face detection.
In some of the object recognition and classification problems, we can again view the objects as a specific texture [4] , such as classifying wood species through its cross-section surface which uniquely regard each wood species as different textures. However, if different textures in a same problem show many similar properties, such as in the case of wood classification, it might cause classification difficulties as two classes may present very similar textures, thus a precise classifier need to be used.
The Grey-level Co-occurrence Matrices (GLCM) is a popular technique used for texture classification [5] ever since its introduction in 1973 by Haralick et al [6] . However, the GLCM method involves extensive calculations. When all 256 grey levels are being used to generate the GLCMs, each GLCM generated will be 256 × 256 in size. The GLCM will be used to extract textural features where calculations of each element in the GLCM is involved, therefore the larger the size, the more calculations are performed.
In our previous work, we have implemented the GLCM method on five different wood species from the CAIRO dataset from the Centre for Artificial Intelligence and Robotics (CAIRO), UTM and has achieved 72% on 25 training samples and 25 testing samples. This shows that the GLCM is useful in the classification of wood species and can be used for wood species recognition [2] , but further improvement is needed.
Therefore, in this paper, the main objective is to introduce the reduction of computations for the GLCM method by reducing the matrix dimension from two dimensions to one dimension. It will also improve the recognition performance of the GLCM. Section 2 will introduce the reduction of the GLCM size and dimension. Section 3 is to elaborate the experiment datasets and the tool used for the experiment. Section 4 shows the results of the experiments and the findings from the results. Section 5 is the conclusion of this paper.
One-dimensional GLCM

Grey-level Selection
When all 256 grey levels are used in generating a GLCM, the GLCM will have a size of 256 × 256 that shows every possible pixel pairs obtained. This is a disadvantage as the GLCM consumes computational time to generate the matrices. Furthermore, the calculations of textural features from the GLCMs involve the calculation on every element of the GLCMs. Hence, a lot of computational steps are wasted in these calculations. By selecting a lower grey level, it will reduce the size of the GLCM and computational time accordingly. For example, if we select the grey level to be 32, the GLCM generated will only be 32 × 32, which is very much smaller compared to the 256 × 256 GLCM.
Besides reducing the matrix size, in a real world situation, a same object can have different values of grey-scaled pixels at a same area due to the orientation and lighting condition during the image acquisition. This will cause the same object to look darker when the light is less bright, the computer will percept the two object as distinct due to the differences in grey value. Although histogram equalization can often be used to normalize the grey-scaled level, but it may not give the exact same grey value for a same pixel at two different acquisitions. However, the grey value should be similar in value to each other. To make the problem illumination invariant, we can group up a few similar greys as one specific grey during the calculations. If we choose a grey level that is less than 256, we will have to group up a few grey values together to be viewed as one. For example, 8 grey values when the grey level is 256 will be regarded as 1 grey value when the grey level is 32.
Matrix Dimension Reduction
To reduce computations, the GLCM dimension can be reduced from two dimensions to one dimension by combining certain values of the matrix. By focusing only on the differences of the grey level, we are only concerning on a one-dimensional GLCM with a significantly smaller size which is only 2 × G -1 where G represents the grey level, compared to G × G for a conventional two-dimensional GLCM. By reducing the dimension of the GLCM, the calculations of features will be faster as fewer values are involved in the calculation.
In the conventional GLCM, C d (m,n) represents the total pixel pair value where d represents the spatial distance, m represents the reference pixel value and n represents the neighboring pixel value according to the spatial distance and direction defined. The joint probability density function normalizes the GLCM by dividing every set of pixel pairs with the total number of pixel pairs used and is represented using p(m,n) as shown in Eq. 2.1 [7] . The one-dimensional GLCM is similar, but focus only on the differences of grey value between the pixel pairs, therefore, x shows the differences of grey value between the two pixels of the pixel pairs, as shown in Eq. 2.2.
The feature formulas must be modified to suite the one-dimensional GLCM, this must be done as the original feature extraction functions involved two dimensional data from the GLCM as shown in Eq 2.3 to Eq 2.6 [7] . The correlation feature of the conventional GLCM is omitted as it involves the calculations of specific pixel pairs, but the onedimensional GLCM has merged a few pixel pairs with the same grey differences into one, therefore has lost the information for specific pixel pairs.
Energy:
Entropy:
Homogeneity:
(1 + |m -n|)
For the modification of the textural features, the summation function that involves every value in the GLCM is only one dimension in the one-dimensional GLCM, and the joint probability density p(m,n) is replaced by p(x) in the one-dimensional GLCM. The calculations of (m-n) that represents the differences of grey value in the conventional GLCM is represented by x that represents the same thing in the one-dimensional GLCM. After the modification, the values of contrast and homogeneity will be identical but the values of energy and entropy will be different with the conventional GLCM. The modified features are shown below from Eq. 2.7 to 2.10.
(1 + |x|) (2.10)
Parameter Selection
The selection of the parameters of the onedimensional GLCMs is important as each different implementation requires different parameters. As discussed above in Section 2.1, the grey level will affect the results of the GLCMs, and the best grey level differs for each different application, therefore experiments are required to find a suitable grey level for a certain problem. Other than that, the spatial distance and direction to be used is also important. Usually all four directions will be considered when a certain spatial distance is selected, producing four different GLCMs. The selection of the spatial distances is affected by the input images, there is no generic spatial distance that suites every case, as the important co-occurrence pair might occur in different spatial distances for different type of textures involves. Usually the spatial distance will not be too large as the larger the spatial distance, the less relationship between the pixel pairs.
Experiments
The experiments in this paper are tested on two different datasets, Brodatz texture dataset [8] with 32 textures and CAIRO wood dataset with 5 species. In the experiments, 16 features will be extracted from each input samples by using four one-dimensional GLCMs, with spatial distance of 1 pixel and four different directions, which are 0 degree, 45 degree, 90 degree and 135 degree. The textural features extract from each one-dimensional GLCM are contrast, energy, entropy and homogeneity. The extracted features will be fed into a classifier for classification, the classifier used in the experiments are k-Nearest Neighbour (k-NN) and multi-layer perceptron (MLP).
For the Brodatz texture dataset, we are using a subset of 32 grey-scaled textures of size 256 × 256 from the Brodatz texture dataset which includes a total of 112 textures which is used in [9] as shown in Figure  1 . Only part of the entire Brodatz texture dataset due to the limited number of training samples compare to the large number of classes [10] . For each of the 32 textures, they are segmented into 16 disjoint images of size 64 × 64. There are three images that are derived from these original images, the first being a rotated sample by 90 degrees, the next sample is a scaled image of size 64 × 64 from a 45 × 45 sub image extracted from the middle of the original samples, and the last image is both rotated and scaled. Eight sub images from each texture together with their respected variations will be randomly selected for training while the other eight will be used for testing [9] . This provides a total of 1024 training samples and 1024 testing samples for the whole dataset. The CAIRO wood dataset is used for experiments for a real application to be implemented in a manner of texture classification. Only five species is used from the dataset that contains wood cross-section surfaces obtained from the Centre for Artificial Intelligence and Robotics (CAIRO), UTM, Malaysia as shown in Figure  2 . Each species has fifty images for training and fifty images for testing; therefore there are a total of 250 training samples and 250 testing samples. The five species of wood that is selected are: 
Results and Discussion
Experiment 1: Brodatz Texture Dataset
In this experiment, 16 features are extracted from the four one-dimensional GLCM for all four directions with a spatial distance and grey level. The k-NN is used as the classifier for the following experiments with k is one to ten.
The first experiment is testing on 6 different grey levels, which are 8, 16, 32, 64, 128 and 256 to test the best grey levels for the problem. The spatial distance used to generate the one-dimensional GLCMs is one pixel. Table 1 shows the result where the horizontal bar shows the grey level and the vertical bar shows the value of k used in the k-NN. The next experiment is testing on 5 different spatial distances for a same grey level value. The spatial distances tested are 1, 2, 3, 4 and 5 pixels. Table  2 shows the result where the horizontal bar shows the spatial distance and the vertical bar shows the value of k used in the k-NN for grey level of 256. The value of k used is one to ten. The last experiment is testing on the onedimensional GLCM compared to the conventional GLCM where grey level is 256. Both used four GLCMs generated using spatial distance of one pixel for all four directions and four features are extracted from each, which are the contrast, energy, homogeneity and entropy. Table 3 shows the comparison of the results where the horizontal bar represents the value of k used in the k-NN which is one to five. 
Experiment 2: CAIRO Wood Dataset
In this experiment, the dataset is tested on both conventional and one-dimensional GLCM, the classifier used is k-NN and MLP. The experiment's main objective is to prove that application such as wood species recognition can be regarded as a type of texture classification problem.
The experiments are done for both conventional GLCM method and one-dimensional GLCM method, both methods uses four GLCMs with spatial distance of one pixel, grey level of 256 and all four directions. Five features are extracted from each conventional GLCM which are contrast, energy, entropy, homogeneity and correlation. Four features are extracted from each one-dimensional GLCM which are similar with the conventional GLCM except correlation. The MLP used is having 20 input neurons for conventional GLCM and 16 input neurons for onedimensional GLCM, 20 hidden neurons and 5 output neurons. The k-NN is used with value of k from one to ten. Table 4 shows the comparison of experiment results for both types of GLCM method and both types of classifier. An experiment is done with adding more training samples for each species of wood to 90 samples each but reducing the testing samples to 10 samples for each species. The one-dimensional GLCM with 16 features are used and achieved a recognition rate of 80% using a classifier of 3-NN.
The last experiment is the comparison between different grey levels and classifiers. The grey level used is 8, 16, 32, 64, 128 and 256 while the classifier used is an MLP with 16 input neuron, 20 hidden neuron and 5 output neuron. For the results of the k-NN, the value of k that produces the best result for k is one to ten is shown in the brackets behind the recognition rate. Table 5 shows the result of the experiment where the horizontal bar shows the grey level and vertical bar shows the classifier. 
Discussion
From the experiment results above, it shows that different grey level and spatial distance will affect the recognition rate. The best grey level are 32 and 256 for Experiment 1 but in Experiment 2, 256 is the best grey level for k-NN and 32 is the best grey level for MLP. This shows that the value of suitable grey level is not generic and has to base on the different implementation. However, the ideal grey level is usually less than 256 and more than 4. When the grey level is 256, all 256 values of the image is concerned, however the exact values may differ in different acquisitions when the lighting condition differs. However, if the grey level is 2 or 4, it is too low where 128 or 64 grey values are regarded a single grey value respectively. This will cause information of the pixel pairs to be lost and therefore not useful for the implementations.
In Experiment 1, it also shows that the spatial distance will affect the result where the result declines as the spatial distance increases. The spatial distance should not be too large as the larger it is the less related the pixels are, therefore the pixel pairs are usually concerning on smaller spatial distances. A comparison between the conventional and one-dimensional GLCM shows that the one-dimensional GLCM can achieve 83.01% of recognition rate where the conventional GLCM only achieves a recognition rate of 81.35%. This proves that the one-dimensional can achieve better results and on the same time, reducing computations.
In Experiment 2, we used the wood dataset to implement the one-dimensional GLCM as a texture classification problem. However, the wood species are very similar textures to each other, therefore causing more challenges for classifying them. A comparison between the conventional GLCM and one-dimensional GLCM shows that even the features that is used is less but the results can be better, this implies that the correlation is not significant in the contribution of the recognition in this problem, hence adding one dimension of input may affect the results. On the other hand, only the value of contrast and homogeneity is identical in both methods, the energy and entropy differs, therefore it shows that the values obtained using one-dimensional GLCM can perform better in this problem.
However, the k-NN performs badly in this experiment since the wood species has very similar features by nature, but k-NN is based on the Euclidean distance between two samples, causing the confusion, the MLP performs better as it can learn to classify the wood species unlike the k-NN. When we change the settings of the experiment to include more training samples, the k-NN can perform well as the more training samples to compare with, the more accurate the results can be.
Conclusion
GLCM is long proven to be a useful technique in texture classification problem, in this paper, we have proven that the one-dimensional GLCM is also useful for the texture classification problem, even though there are less information in the GLCMs, and less features can be obtained from the technique. The onedimensional GLCM is more efficient for calculations especially when there are restricted resources and computational power such as an embedded device. This paper also proves that the one-dimensional GLCM can be implemented on other applications that are texturebased, such as wood species recognition.
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