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INTISARI 
 
Penambangan data banyak digunakan untuk membantu menentukan 
keputusan dengan memprediksi tren data masa depan. Penambangan data juga 
dapat diimplementasikan pada berbagai bidang seperti pendidikan, medis, 
pemasaran, asuransi, dan lain sebagainya. Algoritma modifikasi juga sudah 
banyak dimunculkan oleh para peneliti dengan menggabungkan beberapa metode 
penambangan data. Penggabungan metode penambangan data digunakan untuk 
meningkatkan proses klasifikasi data dengan mengenali kelemahan dari sebuah 
metode penambangan data. Kelemahan dari metode tersebut kemudian diatasi 
dengan metode lain untuk dapat memperbaiki kelemahan tersebut. 
 Pada penelitian ini, akan dibahas penggabungan dua metode 
penambangan data untuk klasifikasi data. Metode klasifikasi yang digabungkan 
ialah KNN dan Naïve Bayes. Kedua  metode ini termasuk dalam 10 peringkat 
metode penambangan data yang sering digunakan. KNN memiliki kelemahan 
pada tahap klasifikasi yang akan diatasi oleh tahapan yang dimiliki oleh Naïve 
Bayes. 
Penerapan metode kombinasi dari KNN dan Naïve Bayes dapat 
meningkatkan kecepatan metode penambangan data dengan nilai keakuratan yang 
tinggi seperti KNN. Metode kombinasi diterapkan dengan bahasa pemrograman 
C++. 
 
Kata Kunci : Klasifikasi, Penambangan data, Kombinasi Metode, KNN, 
Naïve Bayes. 
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ABSTRACT 
 
 
Data mining is widely used to help determine the decision to predict the 
future trend of the data. Data mining can be implemented in various fields such as 
education, health, marketing, insurance, etc. Modification of the algorithm has 
been raised by many researchers to combine several data mining methods. 
Merging data mining methods are used to improve the process of data 
classification by recognizing the drawback of a data mining method. The 
drawback of the method then, can be solved by another method. 
  This research will discuss about merging two data mining methods to 
classify the data. The combined classification methods used in this research are 
KNN and Naïve Bayes. These methods are in the top 10 frequently used data 
mining. KNN has a drawback in the data classification phase which will be fixed 
by Naïve Bayes. 
Application of this two combined method, KNN and Naïve Bayes, will 
accelerate data mining process with high accuracy values such as KNN. This 
combined method will be applied using C ++ programming language. 
 
Keyword : Classification, Data mining, Combination Method, KNN, Naïve 
Bayes. 
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