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LA FORME ASYMPTOTIQUE DU PROCESSUS DE CONTACT
EN ENVIRONNEMENT ALÉATOIRE
OLIVIER GARET AND RÉGINE MARCHAND
Résumé. Le but de et artile est d'établir des théorèmes de forme asymp-
totique pour le proessus de ontat en environnement aléatoire stationnaire,
généralisant ainsi des résultats onnus pour le proessus de ontat en en-
vironnement déterministe. En partiulier, on montre que pour presque toute
réalisation de l'environnement aléatoire et pour presque toute réalisation du
proessus de ontat telle que le proessus survit, l'ensemble Ht des points qui
ont été oupés avant le temps t est tel que Ht/t onverge vers un ompat
qui ne dépend que de la loi de l'environnement. La preuve utilise un nouveau
théorème ergodique presque sous-additif.
Mots lefs : roissane aléatoire, proessus de ontat, environnement aléa-
toire, théorème ergodique sous-additif, théorème de forme asymptotique
Abstrat. The aim of this artile is to prove asymptoti shape theorems
for the ontat proess in stationary random environment. These theorems
generalize known results for the lassial ontat proess. In partiular, if Ht
denotes the set of already oupied sites at time t, we show that for almost ev-
ery environment, when the ontat proess survives, the set Ht/t almost surely
onverges to a ompat set that only depends on the law of the environment.
To this aim, we prove a new almost subadditive ergodi theorem.
Key words: Random growth, ontat proess, random environment, sub-
additive ergodi theorem, shape theorem
1. Introdution
Le but de et artile est d'obtenir un théorème de forme asymptotique pour
le proessus de ontat dans un environnement aléatoire en dimension d. Dans
notre as, l'environnement est donné par une famille de variables aléatoires (λe)e∈Ed
indexée par l'ensemble Ed des arêtes du réseau ubique Zd, la variable aléatoire λe
représentant le taux de naissane sur l'arête e tandis que les taux de mort sont tous
égaux à 1. La loi des (λe)e∈Ed est supposée stationnaire et ergodique.
Notre prinipal résultat est le suivant : si on suppose que les (λe)e∈Ed prennent
leurs valeurs au dessus de λc(Z
d), le paramètre ritique pour la possibilité de survie
du proessus de ontat ordinaire sur Zd, alors il existe une norme µ sur Rd telle
que, pour presque tout environnement λ = (λe)e∈Ed , l'ensemble Ht des points déjà
infetés au moins une fois au temps t vérie
Pλ (∃T > 0 t ≥ T =⇒ (1− ε)tAµ ⊂ Ht ⊂ (1 + ε)tAµ) = 1,
où Aµ est la boule unité de la norme µ, et Pλ la loi du proessus de ontat en
environnement λ, onditionné à survivre. On retrouve don un théorème de forme
2000 Mathematis Subjet Classiation. 60K35, 82B43.
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asymptotique analogue à elui gouvernant la roissane du proessus de ontat
surritique sur Zd en environnement déterministe.
Jusqu'à présent, les travaux onernant le proessus de ontat en environnement
aléatoire sont essentiellement onsarés à la détermination de onditions assurant la
survie (Liggett [29℄, Andjel [3℄, Newman et Volhan [31℄), ou l'extintion (Klein [27℄)
du proessus de ontat. Par ailleurs, la plupart d'entre eux traitent de la dimension
un. Ainsi, Bramson, Durrett et Shonman [6℄ montrent qu'en dimension un et en
environnement aléatoire, une roissane sous-linéaire est possible. Ils onjeturent
en revanhe qu'un théorème de forme asymptotique devrait pouvoir être obtenu en
dimension d ≥ 2, dès que la survie du proessus de ontat est possible.
Rappelons les deux étapes de la preuve du résultat de forme asymptotique dans
le as du proessus de ontat en environnement déterministe :
 En 1982, Durrett et Grieath [16℄ montrent le résultat pour les grandes valeurs
du taux de naissane λ. Pour es grandes valeurs, ils obtiennent des estimées
garantissant essentiellement que la roissane est d'ordre linéaire, puis utilisent
des tehniques (presque) sous-additives pour en déduire le résultat de forme
asymptotique
 Plus tard, Bezuidenhout et Grimmett [4℄ montrent qu'un proessus de ontat
surritique sur Zd, vu à grande éhelle, domine stohastiquement une pero-
lation orientée surritique. Ils indiquent également omment leur onstrution
peut être utilisée pour prolonger le résultat de forme asymptotique dans toute
la zone surritique. Cette dernière étape, qui onsiste à montrer que les es-
timées utilisées dans [16℄ s'étendent à tout le régime surritique est faite en
détail par Durrett dans [15℄.
Dans le as de l'environnement aléatoire, on retrouve es deux aspets du pro-
blème. Le dé ertainement le plus diile onsiste à montrer que dès que la survie
est possible, la roissane du proessus de ontat est d'ordre linéaire ; ei orres-
pondrait à montrer l'équivalent en environnement aléatoire du résultat de Bezui-
denhout et Grimmett [4℄. Un autre problème est de montrer que sous des onditions
garantissant que la roissane est d'ordre linéaire, on peut obtenir un théorème de
forme asymptotique : 'est l'analogue de Durrett et Grieath [16℄, et le problème
auquel nous nous intéressons ii.
Nous avons ainsi hoisi d'imposer des onditions sur l'environnement aléatoire
permettant d'obtenir, à l'aide de tehniques lassiques, des estimées similaires à
elles requises dans [16℄ : en eet, la démonstration de l'existene d'une forme
asymptotique en milieu aléatoire à partir de es estimées reèle déjà en elle-même
de sérieuses diultés.
En général, les théorèmes de forme asymptotique pour des modèles de roissane
se prouvent grâe à la théorie des proessus sous-additifs initiée par Hammersley
et Welsh [20℄, et en partiulier grâe au théorème ergodique sous-additif de King-
man [25℄ et à ses diérentes extensions. L'exemple le plus évident est ertainement
elui du théorème de forme asymptotique pour la perolation de premier passage
sur Zd (voir aussi les diverses extensions de e modèle : Boivin [5℄, Garet et Mar-
hand [18℄, Vahidi-Asl et Wierman [35℄, Howard et Newmann [23℄, Howard [22℄,
Deijfen [10℄).
Parmi les modèles relevant de la théorie sous-additive, on peut distinguer deux
familles. La première, et la plus fréquemment étudiée, est elle des modèles perma-
nents : la forme oupée au temps t ne fait que roître et il n'y a pas d'extintion
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possible (modèles de Rihardson [32℄, modèle des grenouilles de Alves et al. [1, 2℄
et des marhes aléatoires branhantes de Comets et Popov [9℄). Dans es modèles,
la partie essentielle du travail onsiste à montrer que la roissane est au moins
linéaire, la sous-additivité permettant alors d'obtenir la onvergene désirée.
La seonde famille est elle des modèles non permanents, autrement dit eux où
l'extintion est possible. Dans e as, 'est en onditionnant par la survie que l'on
espère obtenir un théorème de forme asymptotique. Les diultés induites par la
possibilité d'extintion ont été soulignées dès la genèse de la théorie sous-additive,
en partiulier par Hammersley lui-même [19℄ : en eet, si l'on veut démontrer que
les temps d'atteinte (t(x))x∈Zd des diérents points du réseau sont tels que t(nx)/n
onverge, la théorie de Kingman requiert que la famille des variables aléatoires t(x)
est stationnaire (en un sens à préiser) et intégrable. Bien sûr, si l'extintion est
possible, il n'y a pas intégrabilité puisque les temps d'atteinte peuvent être innis.
En revanhe, si l'on onditionne par la survie, les propriétés d'indépendane, de
stationnarité, voire de sous-additivité peuvent être perdues. Un premier lemme de
presque sous-additivité est proposé par Kesten dans la disussion de l'artile de
Kingman [25℄, puis étendu par Hammersley [19℄ (page 674). Plus tard, on trou-
vera d'autres types d'hypothèses (voir par exemple Derrienni [11℄, Derrienni et
Hahem [12℄, et Shürger [33, 34℄).
Le proessus de ontat fait lairement partie de la seonde famille. C'est sur
le lemme de Kesten-Hammersley que s'appuient Bramson et Grieath [8, 7℄, puis
Durrett et Grieath [16℄ pour démontrer leurs théorèmes de forme asymptotique.
Cependant, leur preuve, quoique partiellement orrigée dans [15℄, ontient un er-
tain nombre d'erreurs liées au onditionnement. La stratégie que nous dévelop-
pons, diérente du fait de l'environnement aléatoire, ore une preuve alternative
du théorème de forme asymptotique pour le proessus de ontat en environnement
déterministe.
Bien-sûr, le aratère aléatoire de l'environnement induit des diultés supplé-
mentaires. Pour parler simplement, si l'on travaille à environnement xé, toute
stationnarité spatiale est perdue. En revanhe, si l'on travaille en environnement
moyenné, 'est le aratère markovien du proessus de ontat qui fait défaut. Le
lemme de Kesten et Hammersley ne peut don pas être utilisé diretement puisque
e dernier rélame à la fois de la stationnarité et une forme d'indépendane. Nous
introduisons ii une nouvelle quantité σ(x), que l'on peut voir omme un temps de
régénération, et qui représente un moment où le site x est oupé par un individu
dont la desendane est innie. Ce σ vérie ertaines propriétés de stationnarité
et de presque sous-additivité qui faisaient défaut au temps d'atteinte t(x) et qui
permettront de reformuler le problème dans un adre de théorie ergodique presque
sous-additive. Nous établissons alors, ave des tehniques inspirées de Liggett, un
théorème ergodique presque sous-additif général, qui nous permet d'obtenir le théo-
rème de forme asymptotique pour σ. Finalement, en ontrlant l'éart entre le temps
d'atteinte t(x) et σ(x), on pourra transférer à t les résultats obtenus pour σ.
2. Modèle et résultats
2.1. Environnement. Dans tout l'artile, on notera ‖.‖1 et ‖.‖∞ les normes sur Rd
respetivement dénies par ‖x‖1 =
∑d
i=1 |xi| et ‖x‖∞ = max1≤i≤d |xi|. La notation
‖.‖ sera utilisée pour désigner une norme quelonque.
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Soit λmin et λmax deux réels xés, ave λc(Z
d) < λmin ≤ λmax, où λc(Zd) est le
taux de naissane ritique pour la survie du proessus de ontat usuel sur Zd. Dans
toute la suite, on se limitera à l'étude du proessus de ontat en environnement
aléatoire ave des taux de naissane λ = (λe)e∈Ed appartenant à l'ensemble des
environnements Λ = [λmin, λmax]
E
d
. Un environnement est don une olletion λ =
(λe)e∈Ed ∈ Λ.
Soit λ ∈ Λ un environnement xé. Le proessus de ontat (ξt)t≥0 dans l'en-
vironnement λ est un proessus de Markov homogène qui prend ses valeurs dans
l'ensemble P(Zd) des parties de Zd, que l'on identiera parfois à l'ensemble {0, 1}Zd.
Ainsi, on s'autorisera les deux éritures
z ∈ ξt ou ξt(z) = 1.
Si ξt(z) = 1, on dit que le site z est oupé, tandis que si ξt(z) = 0, on dit que le
site z est vide. Le proessus évolue de la façon suivante :
 un site oupé devient vide à taux 1,
 un site z vide devient infeté au taux
∑
‖z−z′‖1=1
ξt(z
′)λ{z,z′},
es diérentes évolutions étant indépendantes les unes des autres. Dans la suite,
on notera D l'ensemble des fontions àdlàg de R+ dans P(Zd) : 'est l'espae
anonique pour les proessus de Markov admettant P(Zd) omme espae d'état.
Pour dénir le proessus de ontat en environnement λ ∈ Λ, on utilise la
onstrution de Harris [21℄ des proessus de Markov additifs à valeurs dans les
parties de Zd. Elle permet de oupler des proessus de ontat partant de ongu-
rations diérentes, en les onstruisant à partir d'une même olletion de mesures
de Poisson sur R+.
2.2. Constrution de la famille de mesures de Poisson. Sur R+ muni de sa
tribu borélienne B(R+), on onsidère l'ensemble M onstitué des mesures pon-
tuelles m =
∑+∞
i=0 δti loalement nies dont tous les atomes sont de masse 1. On
munit et ensemble de la tribu M engendrée par les appliations m 7→ m(B), où
B dérit l'ensemble des boréliens de R+.
On dénit alors l'espae mesurable (Ω,F) par
Ω = ME
d ×MZd et F =M⊗Ed ⊗M⊗Zd .
Sur et espae, on onsidère la famille de probabilités (Pλ)λ∈Λ dénies omme suit :
pour tout λ = (λe)e∈Ed ∈ Λ,
Pλ =

⊗
e∈Ed
Pλe

⊗ P⊗Zd1 ,
où, pour haque λ ∈ R+, Pλ est la loi d'un proessus pontuel de Poisson sur R+
d'intensité λ. Si λ ∈ R+, on érit plutt Pλ (au lieu de P(λ)
e∈Ed
) pour la loi en
environnement déterministe ave taux de naissane λ en haque arête.
Pour tout t ≥ 0, on note Ft la tribu engendrée par les appliations ω 7→ ωe(B)
et ω 7→ ωz(B), où e dérit Ed, z dérit Zd, et B dérit l'ensemble des boréliens de
[0, t].
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2.3. La onstrution graphique du proessus de ontat. Cette onstrution
est très détaillée dans l'artile de Harris [21℄ ; nous ne donnons ii qu'une desription
informelle. Soit ω = ((ωe)e∈Ed , (ωz)z∈Zd) ∈ Ω. Au dessus de haque site z ∈ Zd,
on trae un axe temporel R+, et on marque une roix aux instants donnés par
ωz. Au dessus de haque arête e ∈ Ed, on trae aux instants donnés par ωe un
segment horizontal entre les deux extrémités de l'arête. Un hemin ouvert suit les
axes temporels au dessus des sites sans pouvoir traverser les roix, et emprunte
les segments horizontaux pour passer d'un axe dessiné au dessus d'un site à l'axe
dessiné au dessus d'un site voisin. Si on pense le proessus de ontat en termes de
propagation d'une infetion, un hemin ouvert est un trajet possible de l'infetion
d'un site par un autre. Pour x, y ∈ Zd et t ≥ 0, on dit alors que ξxt (y) = 1 si et
seulement si il existe un hemin ouvert de (x, 0) à (y, t), puis on dénit :
ξxt = {y ∈ Zd : ξxt (y) = 1},
et, pour tout A ∈ P(Zd), ξAt =
⋃
x∈A
ξxt .(1)
En partiulier, on a immédiatement (A ⊂ B)⇒ (∀t ≥ 0 ξAt ⊂ ξBt ).
Quand λ ∈ R∗+, Harris prouve que sous Pλ, le proessus (ξAt )t≥0 est le proessus
de ontat ave taux de naissane onstant λ, partant de la onguration initiale A.
Il n'est pas diile d'adapter la preuve pour voir que, si λ ∈ Λ, sous Pλ, le proessus
(ξAt )t≥0 est e que nous avons appelé le proessus de ontat en environnement λ,
partant de la onguration initiale A. Ce proessus est fellérien, et jouit don de la
propriété de Markov forte.
2.4. Translations temporelles. Pour t ≥ 0, on dénit l'opérateur de translation
θt sur une mesure pontuelle m =
∑+∞
i=1 δti sur R+ par
θtm =
+∞∑
i=1
1 {ti≥t}δti−t.
La translation θt induit de manière naturelle une opération sur Ω, que l'on note
enore θt : pour tout ω ∈ Ω, on pose
θtω = ((θtωe)e∈Ed , (θtωz)z∈Zd).
Les mesures pontuelles de Poisson étant toutes invariantes par translation, l'opéra-
teur θt laisse toutes les probabilités Pλ invariantes. La propriété de semi-groupe du
proessus de ontat a ii une version plus forte trajetorielle : pour tout A ⊂ Zd,
pour tous s, t ≥ 0, pour tout ω ∈ Ω, on a l'identité
(2) ξAt+s(ω) = ξ
ξAt (ω)
s (θtω) = ξ

s(θtω) ◦ ξAt (ω),
qui peut s'exprimer sous la forme markovienne lassique
∀B ∈ B(D) P((ξAt+s)s≥0 ∈ B|Ft) = P((ξs)s≥0 ∈ B) ◦ ξAt .
On a l'analogue pour la propriété de Markov forte : si T est un temps d'arrêt
adapté à la ltration (Ft)t≥0, alors, sur l'événement {T < +∞},
ξAT+s(ω) = ξ
ξAT (ω)
s (θTω),
∀B ∈ B(D) P((ξAT+s)s≥0 ∈ B|FT ) = P((ξs)s≥0 ∈ B) ◦ ξAT .
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Rappelons que FT désigne la tribu des événements déterminés au temps T dénie
par
FT = {B ∈ F : ∀t ≥ 0 B ∩ {T ≤ t} ∈ Ft}.
2.5. Translations spatiales. On peut faire agir Zd à la fois sur le proessus et
sur l'environnement. L'ation sur le proessus onsiste à hanger le point de vue de
l'observateur de l'évolution du proessus : pour x ∈ Zd, on dénit l'opérateur de
translation Tx par
∀ω ∈ Ω Txω = ((ωx+e)e∈Ed , (ωx+z)z∈Zd),
où l'on a onvenu que x+ e était la translatée de veteur x de l'arête e.
Par ailleurs, pour tout environnement λ ∈ Λ, on onsidérera l'environnement
translaté x.λ déni par (x.λ)e = λx+e. Ces deux ations sont duales au sens suivant :
pour tout λ ∈ Λ, pour tout x ∈ Zd, on a
∀A ∈ F Pλ(Txω ∈ A) = Px.λ(ω ∈ A);(3)
en partiulier, la loi de ξx sous Pλ est égale à la loi de ξ
0
sous Px.λ.
2.6. Temps d'atteinte essentiels et transformations assoiées. Pour A ⊂
Zd, on dénit le temps de vie τA du proessus issu de A,
τA = inf{t ≥ 0 : ξAt = ∅}.
Pour A ⊂ Zd et x ∈ Zd, on dénit également l'instant tA(x) de première infetion
du point x en partant de A :
tA(x) = inf{t ≥ 0 : x ∈ ξAt }.
Si y ∈ Zd, on note ty(x) pour t{y}(x). De même, on érira simplement t(x) pour
t0(x).
On introduit alors la quantité σ(x) qui s'avèrera primordiale dans la suite : il
s'agit d'un instant où naît au site x, dans le proessus issu de 0, un point dont la
desendane ne s'éteint pas. On le dénit par une famille de temps d'arrêts omme
suit : on pose u0(x) = v0(x) = 0 et on dénit par réurrene deux suites roissantes
de temps d'arrêt (un(x))n≥0 et (vn(x))n≥0 ave u0(x) = v0(x) ≤ u1(x) ≤ v1(x) ≤
u2(x) . . . de la façon suivante :
 Supposons avoir onstruit vk(x). On pose uk+1(x) = inf{t ≥ vk(x) : x ∈ ξ0t }.
Si vk(x) < +∞, alors uk+1(x) représente le premier instant après vk(x) où le
point x est à nouveau oupé ; sinon uk+1(x) = +∞.
 Supposons avoir onstruit uk(x), ave k ≥ 1. On pose vk(x) = uk(x) + τx ◦
θuk(x).
Si uk(x) < +∞, le temps τx ◦ θuk(x) représente la durée de vie du proessus
de ontat démarrant en x à l'instant uk(x) ; sinon vk(x) = +∞.
On pose alors
(4) K(x) = min{n ≥ 0 : vn(x) = +∞ ou un+1(x) = +∞}.
Cette quantité représente le nombre d'étapes avant que l'on arrête le proédé : on
s'arrête soit pare qu'on trouve un vn(x) inni, e qui orrespond à trouver un
instant un(x) où le point x est à la fois oupé et départ d'une desendane innie,
soit pare qu'on trouve un un+1(x) inni, e qui orrespond au fait qu'après vn(x),
le point x n'est plus jamais oupé.
On pose alors σ(x) = uK(x).
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Nous l'appellerons le temps d'atteinte essentiel de x. Il est bien sûr plus grand
que le temps d'atteinte t(x). On verra que la quantité K(x) est presque sûrement
nie, e qui fait que σ(x) est bien déni. Conjointement, on dénit la transformation
θ˜x de Ω dans lui-même par :
θ˜x =
{
Tx ◦ θσ(x) si σ(x) < +∞,
Tx sinon,
ou, si l'on se veut plus expliite :
(θ˜x)(ω) =
{
Tx(θσ(x)(ω)ω) si σ(x)(ω) < +∞,
Tx(ω) sinon.
Nous allons travailler prinipalement ave le temps d'atteinte essentiel σ(x) qui
possède, ontrairement à t(x), de bonnes propriétés d'invariane en environnement
onditionné à survivre. Nous verrons qu'on peut aussi ontrler la diérene entre
σ(x) et t(x), e qui permettra de transposer les résultats obtenus pour σ(x) à t(x).
2.7. Proessus de ontat en environnement aléatoire onditionné à sur-
vivre. Nous allons maintenant nous plaer en environnement aléatoire. Pour toute
la suite, on xe une mesure de probabilité ν sur l'ensemble des environnements
Λ = [λmin, λmax]
E
d
. On suppose que ν est stationnaire et ergodique sous l'ation de
Zd. Bien évidemment, ela ontient le as d'un environnement déterministe las-
sique ave un taux de naissane onstant λ > λc(Z
d) : il sut de prendre pour ν
la masse de Dira (δλ)
⊗Ed
.
Pour λ ∈ Λ, on dénit la probabilité Pλ sur (Ω,F) par
∀E ∈ F Pλ(E) = Pλ(E|τ0 = +∞).
C'est la loi de la famille des proessus pontuels de Poisson, onditionnés à e que
le proessus de ontat issu de 0 survive. Sur le même espae (Ω,F), on dénit
alors la probabilité moyennée (annealed) P par
∀E ∈ F P(E) =
∫
Λ
Pλ(E) dν(λ).
Autrement dit, l'environnement λ = (λe)e∈Ed dans lequel le proessus de ontat
évolue est une variable aléatoire de loi ν, et 'est sous ette dernière probabilité P
que l'on va herher à établir le théorème de forme asymptotique.
Il aurait pu sembler plus naturel de travailler ave la probabilité suivante :
∀E ∈ F Pˆ(E) = P(E|τ0 = +∞) =
∫
Pλ(E)Pλ(τ
0 = +∞)dν(λ)∫
Pλ(τ0 = +∞)dν(λ) .
Notre hoix de ne onsidérer que des environnements uniformément surritiques
assure ependant que P et Pˆ sont équivalentes. Le théorème de forme asymptotique
que nous énonçons presque sûrement sous P peut ainsi être énoné presque sûrement
sous Pˆ.
2.8. Organisation de l'artile et résultats. Dans la setion 3, on établit les
propriétés d'invariane et d'ergodiité. On montre en partiulier le théorème sui-
vant :
Théorème 2.1. Pour tout x ∈ Zd\{0}, le système (Ω,F ,P, θ˜x) est ergodique.
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Dans la setion 4, on étudie les propriétés d'intégrabilité des (σ(x))x∈Zd ; on
ontrle l'éart entre σ(x) et t(x) ainsi que le défaut de sous-additivité de σ :
Théorème 2.2. Il existe des onstantes positives A
5
, B
5
telles que pour tout λ ∈ Λ,
pour tous x, y ∈ Zd,
(5) ∀t > 0 Pλ(σ(x + y)− (σ(x) + σ(y) ◦ θ˜x) ≥ t) ≤ A5 exp(−B5
√
t).
Ainsi, le défaut de sous-additivité de σ est très faible ; en partiulier il ne dé-
pend pas des points onsidérés. Alors, s'inspirant des méthodes de Kingman [26℄
et Liggett [28℄, on montre dans la setion 5 que pour tout x dans Zd, le rapport
σ(nx)
n onverge P presque sûrement vers un réel µ(x). La fontionnelle x 7→ µ(x) se
prolonge en une norme sur Rd, qui va aratériser la forme asymptotique. Dans la
suite, on notera Aµ la boule unité pour µ. On dénit
Ht = {x ∈ Zd : t(x) ≤ t},
Gt = {x ∈ Zd : σ(x) ≤ t},
K ′t = {x ∈ Zd : ∀s ≥ t ξ0s (x) = ξZ
d
s (x)},
et on désigne par H˜t, G˜t, K˜
′
t les versions grossies des ensembles Ht, Gt,K
′
t :
H˜t = Ht + [0, 1]
d, G˜t = Gt + [0, 1]
d
et K˜ ′t = K
′
t + [0, 1]
d.
On peut alors démontrer les résultats suivants :
Théorème 2.3 (Théorème de forme asymptotique). Pour tout ε > 0, ave proba-
bilité 1 sous P, pour tout t susamment grand,
(6) (1− ε)Aµ ⊂ K˜
′
t ∩ G˜t
t
⊂ G˜t
t
⊂ H˜t
t
⊂ (1 + ε)Aµ.
L'ensemble K ′t ∩ Gt est la zone ouplée du proessus. Notons que omme la
littérature existante n'a pas fait jouer de rle partiulier à σ(x), les théorèmes de
forme asymptotique onsidèrent plutt la quantité Kt ∩Ht, ave
Kt = {x ∈ Zd : ξ0t (x) = ξZ
d
t (x)}.
Notre résultat implique également le théorème de forme asymptotique pourKt∩Ht,
ar K ′t ∩Gt ⊂ Kt ∩Ht ⊂ Ht.
Remarquons que le théorème de forme asymptotique peut se reformuler sous la
forme "quenhed" suivante : pour ν presque tout environnement, on sait que sur
l'événement le proessus de ontat survit, sa roissane est presque sûrement
gouvernée par (6) pour tout t susamment grand. Dans le même ordre d'idées, on
peut retrouver pour ν presque tout environnement le résultat de onvergene en loi
suivant :
Théorème 2.4 (Théorème de onvergene omplète). Pour tout λ ∈ Λ, le proessus
de ontat dans l'environnement Λ admet une mesure invariante maximale mλ qui
est aratérisée par
∀A ⊂ Zd, |A| < +∞ mλ(ω ⊃ A) = lim
t→+∞
Pλ(ξ
Z
d
t ⊃ A).
Alors, pour toute partie nie A de Zd et pour ν presque tout λ, on a
PAλ,t =⇒ Pλ(τA < +∞)δ∅ + Pλ(τA =∞)mλ,
où PAλ,t est la loi de ξ
A
t sous Pλ et =⇒ représente la onvergene en loi.
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La preuve de e théorème ne demandant pas d'idées nouvelles, on se ontentera
d'en donner l'ingrédient prinipal à la n de la setion 6.
Pour démontrer le théorème de forme asymptotique, on aura besoin de quelques
ontrles exponentiels. Dans toute la suite, on note
Bxr = {y ∈ Zd : ‖y − x‖∞ ≤ r},
et on note plus simplement Br au lieu de B
0
r .
Proposition 2.5. Il existe des onstantes stritement positives A,B,M, c, ρ telles
que pour tout λ ∈ Λ, pour tout y ∈ Zd, pour tout t ≥ 0
Pλ(τ
0 = +∞) ≥ ρ,(7)
Pλ(H
0
t 6⊂ BMt) ≤ A exp(−Bt),(8)
Pλ(t < τ
0 < +∞) ≤ A exp(−Bt),(9)
Pλ
(
t0(y) ≥ ‖y‖
c
+ t, τ0 = +∞
)
≤ A exp(−Bt),(10)
Pλ(0 6∈ K ′t, τ0 = +∞) ≤ A exp(−Bt).(11)
On dispose déjà des estimées de la proposition 2.5 en environnement détermi-
niste homogène λ, pour λ > λc(Z
d). Le résultat pour les grands λ est dû à Durrett
et Grieath [16℄. L'extension à tout le régime surritique est rendue possible grâe
au travail de Bezuidenhout et Grimmett [4℄. Pour les détails de la preuve de l'in-
égalité (9), qui en est le point essentiel, voir par exemple l'artile de revue de
Durrett [17℄ ou la monographie de Liggett [30℄.
Nous avons hoisi de mettre l'aent sur la preuve du théorème de forme asymp-
totique et des propriétés de stationnarité de de sous-additivité du temps d'atteinte
essentiel σ. Nous admettons dans les parties 3, 4 et 5 les ontrles uniformes de
la proposition 2.5 : ils seront établis par des arguments de redémarrage dans la
setion 6, qui est totalement indépendante du reste de l'artile. Un appendie est
onsaré à la preuve d'un théorème ergodique presque sous-additif adapté à nos
besoins.
3. Propriétés des transformations θ˜x
3.1. Premières propriétés. On ommene par vérier que K(x) est presque sû-
rement ni, et don que le temps d'atteinte essentiel σ(x) orretement déni. Pour
ela, on montre que sous Pλ, la loi de K(x) est sous-géométrique :
Lemme 3.1. ∀A ⊂ Zd ∀x ∈ Zd ∀λ ∈ Λ ∀n ∈ N Pλ(K(x) > n) ≤ (1− ρ)n.
Démonstration. Rappelons que ρ est la onstante apparaissant dans (7). Soit λ ∈ Λ
et n ∈ N. En utilisant la propriété de Markov forte au temps un+1, on obtient :
Pλ(K(x) > n+ 1) = Pλ(un+2(x) < +∞)
≤ Pλ(un+1(x) < +∞, vn+1(x) < +∞)
≤ Pλ(un+1(x) < +∞, τx ◦ θun+1(x) < +∞)
≤ Pλ(un+1(x) < +∞)Pλ(τx < +∞)
≤ Pλ(un+1(x) < +∞)(1− ρ) = Pλ(K(x) > n)(1 − ρ),
e qui prouve le lemme. 
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Lemme 3.2. Soit λ ∈ Λ. Sous Pλ, on a, presque sûrement, pour tout x dans Zd,
(12) (K(x) = k) et (τ0 = +∞) ⇐⇒ (uk(x) < +∞ et vk(x) = +∞),
Démonstration. Fixons λ ∈ Λ. Le lemme 3.1 assure que K(x) est Pλ presque sûre-
ment ni. Plaçons-nous dans le as où le proessus de ontat issu de 0 survit, 'est
à dire sur {τ0 = +∞}. Soit k ∈ N : en appliquant la propriété de Markov forte au
temps d'arrêt vk(x), on obtient
Pλ(τ
0 = +∞, vk(x) < +∞, uk+1(x) = +∞|Fvk(x))
= 1 {vk(x)<+∞}Pλ(τ
 = +∞, t(x) = +∞) ◦ ξ0vk(x).
Maintenant, soit B une partie nie non vide de Zd : ave l'estimée (10), on obtient
Pλ(τ
B = +∞, tB(x) = +∞) ≤
∑
y∈B
Pλ(τ
y = +∞, ty(x) = +∞)
≤
∑
y∈B
Py.λ(τ
0 = +∞, t0(x− y) = +∞) = 0.
Don Pλ(τ
0 = +∞, vk(x) < +∞, uk+1(x) = +∞) = 0, e qui implique que sous
Pλ,
(13) (K(x) = k) et (τ0 = +∞) =⇒ (uk(x) < +∞ et vk(x) = +∞),
autrement dit le proédé de redémarrage s'arrête pare qu'on a trouvé un instant
 uK(x)  où la desendane de x est innie.
La réiproque vient alors de la propriété trajetorielle (2). 
La onstrution que nous avons présentée ii est très semblable au proédé de
redémarrage de Durrett et Grieath [16℄. La diérene essentielle est que, dans leur
artile, il s'agit de trouver un point prohe de x qui a une desendane innie, alors
qu'ii il faut touher exatement x. Ainsi, dès lors que l'on sait que le proessus
partant de x redémarre, on pourra dérire préisément la loi après redémarrage et
ainsi mettre en plae des transformations laissant P invariante.
Lemme 3.3. Soit x ∈ Zd\{0}, A dans la tribu engendrée par σ(x), et B ∈ F .
Alors
∀λ ∈ Λ Pλ(A ∩ (θ˜x)−1(B)) = Pλ(A)Px.λ(B).
Démonstration. Il sut de montrer que pour tout k ∈ N∗, on a
Pλ(A ∩ (θ˜x)−1(B) ∩ {K(x) = k}) = Pλ(A ∩ {K(x) = k})Px.λ(B).
Comme A est dans la tribu engendrée par σ(x), il existe un borélien A′ de R tel
que A = {σ(x) ∈ A′}. Le temps d'attente essentiel σ(x) n'est pas un temps d'arrêt,
mais on peut utiliser les temps d'arrêt de la onstrution séquentielle.
Pλ({τ0 = +∞} ∩A ∩ (θ˜x)−1(B) ∩ {K(x) = k})
= Pλ(τ
0 = +∞, σ(x) ∈ A′, Tx ◦ θσ(x) ∈ B, uk(x) < +∞, vk = +∞)(14)
= Pλ(uk(x) < +∞, uk(x) ∈ A′, τx ◦ θuk(x) = +∞, Tx ◦ θuk(x) ∈ B)(15)
= Pλ(uk(x) ∈ A′, uk(x) < +∞)Pλ(τx = +∞, Tx ∈ B)(16)
= Pλ(uk(x) ∈ A′, uk(x) < +∞)Px.λ({τ0 = +∞} ∩B).(17)
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Pour (14), on utilise l'équivalene (12). Pour l'égalité (15), on remarque que pour
tout temps d'arrêt T ,
(18) {T < +∞, x ∈ ξ0T , τ0 ◦ Tx ◦ θT = +∞} ⊂ {τ0 = +∞}.
L'égalité (16) résulte de la propriété de Markov forte appliquée au temps d'arrêt
uk, tandis que (17) déoule de la propriété de translation spatiale (3). En divisant
l'identité par Pλ(τ
0 = +∞), on obtient une identité de la forme
Pλ(A ∩ (θ˜x)−1(B) ∩ {K(x) = k}) = ψ(x, λ, k, A)Px.λ(B),
et on identie la valeur de ψ(x, λ, k, A) en prenant B = Ω. 
Corollaire 3.4. Soient x et y dans Zd et λ ∈ Λ. On suppose que x 6= 0.
 La translation θ˜x laisse P invariante.
 Sous Pλ, σ(y) ◦ θ˜x est indépendant de σ(x). De plus, la loi de σ(y) ◦ θ˜x sous
Pλ est la même que la loi de σ(y) sous Px.λ.
 Les variables (σ(x) ◦ (θ˜x)j)j≥0 sont indépendantes sous Pλ.
Démonstration. Pour montrer le premier point, il sut d'appliquer le lemme pré-
édent ave A = Ω, puis d'intégrer en λ en utilisant la stationnarité de ν.
Pour le seond point, on onsidère A′, B′ deux boréliens de R et on applique le
lemme 3.3 ave A = {σ(x) ∈ A′} et B = {σ(y) ◦ θ˜x ∈ B′}.
Soit enn n ≥ 1 et A0, A1, . . . , An des boréliens de R. On a :
Pλ(σ(x) ∈ A0, σ(x) ◦ θ˜x ∈ A1, . . . , σ(x) ◦ (θ˜x)n ∈ An)
= Pλ(σ(x) ∈ A0, (σ(x), . . . , σ(x) ◦ (θ˜x)n−1) ◦ θ˜x ∈ A1 × · · · ×An)
= Pλ(σ(x) ∈ A0)Px.λ(σ(x) ∈ A1, σ(x) ◦ θ˜x ∈ A2, . . . , σ(x) ◦ (θ˜x)n−1 ∈ An),
où la dernière égalité vient du lemme 3.3. Par réurrene, on obtient
Pλ

 ⋂
0≤j≤n
{σ(x) ◦ (θ˜x)j ∈ Aj}

 = ∏
0≤j≤n
Pjx.λ (σ(x) ∈ Aj) ,
e qui onlut la preuve du lemme. 
3.2. Ergodiité des transformations θ˜x. Pour montrer le théorème 2.1, il est
naturel de herher à estimer, pour des événements A et B, omment évolue ave m
la dépendane entre les événements A et θ˜−mx (B). Si m ≥ 1, l'opérateur θ˜mx réalise
globalement une translation spatiale de veteur mx et une translation temporelle
de veteur Sm(x) :
θ˜mx = Tmx ◦ θSm(x),
ave Sm(x) =
m−1∑
j=0
σ(x) ◦ θ˜jx.
On ommene par établir un lemme dans l'esprit du lemme 3.3 :
Lemme 3.5. Soit t > 0, soit A ∈ Ft et soit B ∈ F . Alors pour tout x ∈ Zd, pour
tout λ ∈ λ, pour tout m ≥ 1,
Pλ(A ∩ {t ≤ Sm(x)} ∩ (θ˜mx )−1(B)) = Pλ(A ∩ {t ≤ Sm(x)})Pmx.λ(B).
12 OLIVIER GARET AND RÉGINE MARCHAND
Démonstration. Posons Km(x) = (K(x),K(x) ◦ θ˜x, . . . ,K(x) ◦ θ˜m−1x ). Il sut de
montrer que pour tout k = (k0, . . . , km−1) ∈ (N∗)m, on a
Pλ(A, t ≤ Sm(x), θ˜−mx (B), Km(x) = k)
= Pλ(A, t ≤ Sm(x), Km(x) = k)Pmx.λ(B).
0 x 2x 3x
uk1(x)
R1(x)
uk2(x) ◦ θ˜x = uk2(x) ◦ Tx ◦ θR1(x)
R2(x)
uk3(x) ◦ θ˜2x = uk3(x) ◦ T2x ◦ θR2(x)
R3(x)
∞
Fig. 1. Un exemple ave k1 = 3, k2 = 2 et k3 = 4.
Soit k ∈ (N∗)m. On pose R0(x) = 0 et, pour l ≤ m− 2, Rl+1(x) = Rl + ukl(x) ◦
θRl(x). Grâe à la remarque (18), on a l'égalité entre les deux événements suivants :{
τ0 = +∞,
Km(x) = k
}
=


uk1(x) < +∞, uk2(x) ◦ Tx ◦ θR1(x) < +∞, . . . ,
ukm(x) ◦ T(m−1)x ◦ θRm−1(x) < +∞,
τ0 ◦ Tmx ◦ θRm(x) = +∞


ainsi que, sur et événement, l'identité Sm(x) = Rm(x). Ainsi,
Pλ

 τ0 = +∞, A,t ≤ Sm(x),
Km(x) = k, θ˜
−m
x (B)

 = Pλ


A, uk1(x) < +∞,
uk2(x) ◦ Tx ◦ θR1(x) < +∞, . . . ,
ukm(x) ◦ T(m−1)x ◦ θRm−1(x) < +∞,
t ≤ Rm(x), τ0 ◦ Tmx ◦ θRm(x) = +∞,
Tmx ◦ θRm(x) ∈ B

 .
Par onstrution, Rm(x) est un temps d'arrêt et l'événement
A ∩ {uk1(x) < +∞} ∩ · · · ∩ {ukm(x) ◦ T(m−1)x ◦ θRm−1(x) < +∞}∩ {t ≤ Rm(x)}
est dans FRm(x). En utilisant la propriété de Markov forte et la propriété de trans-
lation spatiale (3), il vient don :
Pλ

 τ0 = +∞, A,t ≤ Sm(x),
Km(x) = k, θ˜
−m
x (B)

 = Pλ


A, uk1(x) < +∞,
uk2(x) ◦ Tx ◦ θuk1 (x) < +∞, . . .
ukm(x) ◦ T(m−1)x ◦ θRm−1(x) < +∞,
t ≤ Rm(x)


×Pmx.λ({τ = +∞} ∩B).
En divisant l'identité par Pλ(τ = +∞), on obtient une identité de la forme
Pλ(A, t ≤ Sm(x), θ˜−mx (B), Km(x) = k) = ψ(x, λ, k,m,A)Pmx.λ(B),
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et on identie la valeur de ψ(x, λ, k,m,A) en prenant B = Ω. 
Ainsi, on peut maintenant énoner une propriété de mélange.
Lemme 3.6. Soit t > 0 et q > 1. Il existe une onstante A(t, q) telle que pour tout
x ∈ Zd\{0}, pour tout A ∈ Ft, pour tout B ∈ F , λ ∈ Λ et tout ℓ ≥ 1, on a
|Pλ(A ∩ (θ˜ℓx)−1(B)) − Pλ(A)Pℓx.λ(B)| ≤ A(t, q)q−ℓ.
Démonstration. Soit ℓ ≥ 1 quelonque. Ave le lemme 3.5, on a
|Pλ(A ∩ θ˜−ℓx (B))− Pλ(A)Pλ(θ˜−ℓx (B))|
≤ |Pλ(t ≤ Sℓ(x), A ∩ θ˜−ℓx (B)) − Pλ(t ≤ Sℓ(x), A)Pλ(θ˜−ℓx (B))|
+2Pλ(t > Sℓ(x))
= 2Pλ(t > Sℓ(x)).
Maintenant, xons nous α > 0.
Ave l'inégalité de Markov, on a Pλ(Sℓ(x) ≤ t) ≤ exp(αt)Eλ(exp(−αSℓ(x))). En
utilisant les deux derniers points du orollaire 3.4, il vient
Eλ(exp(−αSℓ(x))) ≤ Eλ

exp

−α ℓ−1∑
j=0
σ(x) ◦ θ˜jx




≤
ℓ−1∏
j=0
Eλ
(
exp(−ασ(x) ◦ θ˜jx)
)
=
ℓ−1∏
j=0
Ejx.λ(exp(−ασ(x)).
Il nous reste don à prouver l'existene d'un α > 0 tel que pour tout λ ∈ Λ,
Eλ(exp(−ασ(x)) ≤ q−1.
Soit ρ la onstante donnée dans l'inégalité (7).
Eλ(exp(−ασ(x))) ≤ 1
ρ
Eλ(exp(−ασ(x))) ≤ 1
ρ
Eλmax(exp(−ασ(x))) ≤
1
ρ
2dλmax
α+ 2dλmax
,
ar σ(x) ≥ t(x), qui lui-même domine stohastiquement une variable exmonentielle
de paramètre 2dλmax. Cei donne bien l'inégalité voulue si l'on prend α assez grand.

On a maintenant le matériel néessaire pour passer à la preuve de l'ergodiité
des systèmes (Ω,F ,P, θ˜x).
Démonstration du théorème 2.1. On a déjà vu dans le orollaire 3.4 que, pour tout
x ∈ Zd, la probabilité P est invariante sous θ˜x. Pour la preuve de l'ergodiité,
on a besoin de omplexier l'espae an de pouvoir regarder onjointement un
environnement aléatoire et un proessus de ontat aléatoire.
On pose ainsi Ω˜ = Λ×Ω, que l'on munit de la tribu F˜ = B(Λ)⊗F et on dénit
une mesure de probabilité Q sur F˜ par
∀(A,B) ∈ B(Λ)×F Q(A×B) =
∫
Λ
1A(λ)Pλ(B) dν(λ).
Dénissons la transformation Θ˜x sur Ω˜ en posant Θ˜x(λ, ω) = (x.λ, θ˜x(ω)). Il est
faile de voir que la transformation Θ˜x laisse Q invariant. En eet, pour (A,B) ∈
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B(Λ)×F , en utilisant le lemme 3.3, on a
Q(Θ˜x(λ, ω) ∈ A×B) = Q(x.λ ∈ A, θ˜x(ω) ∈ B)
=
∫
Λ
1A(x.λ)Pλ(θ˜x(ω) ∈ B) dν(λ)
=
∫
Λ
1A(x.λ)Px.λ(B) dν(λ)
=
∫
Λ
1A(λ)Pλ(B) dν(λ) = Q(A×B).
Remarquons que si g(λ, ω) = f(λ), alors
∫
g dQ =
∫
f dν.
De même, si g(λ, ω) = f(ω), alors
∫
g dQ =
∫
f dP.
Comme A = ∪
t≥0
Ft est une algèbre qui engendre F , il sut, pour montrer que
θ˜x est ergodique, de montrer que pour tout A ∈ A,
(19) la suite
1
n
n−1∑
k=0
1A(θ˜
k
x) onverge dans L
2(P) vers P(A).
On peut voir la quantité i-dessus omme une fontion des deux variables (λ, ω).
Ainsi, il est équivalent de montrer que la suite de fontions (λ, ω) 7→ 1n
n−1∑
k=0
1A(θ˜
k
xω)
onverge vers P(A) dans L2(Q).
Soit A ∈ A et t > 0 tel que A ∈ Ft. On déompose, pour tout (ω, λ) ∈ Ω˜, la
somme en deux termes :
1
n
n−1∑
k=0
1A(θ˜
k
xω) =
1
n
n−1∑
k=0
(
1A(θ˜
k
xω)− Pkx.λ(A)
)
+
1
n
n−1∑
k=0
Pkx.λ(A)
Si l'on pose f(λ) = Pλ(A), le seond terme peut s'érire
1
n
n−1∑
k=0
Pkx.λ(A) =
1
n
n−1∑
k=0
f(kx.λ).
Comme ν est ergodique, le théorème ergodique L2 de Von Neumann dit que ette
quantité onverge dans L2(ν) vers
∫
fdν = P(A). En la regardant omme une
fontion des deux variables (λ, ω), ela dit aussi que la quantité onverge dans
L2(Q) vers P(A).
Posons, pour k ≥ 0,
Yk = 1A(θ˜
k
xω)− Pλ(θ˜−kx (A)) = 1A(θ˜kxω)− Pkx.λ(A)
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et Ln = Y0 + Y1 + · · · + Yn−1. Il reste don à montrer que Ln/n onverge vers 0
dans L2(Q). Comme Yk = Y0 ◦ Θ˜kx, le hamp (Yk)k≥0 est stationnaire. On a don∫
L2n dQ =
∑
0≤i,j≤n−1
∫
YiYj dQ
=
n−1∑
i=0
∫
Y 2i dQ+ 2
n−1∑
ℓ=1
(n− ℓ)
∫
Y0Yℓ dQ
≤ 2n
(
+∞∑
ℓ=0
∣∣∣∣
∫
Y0Yℓ dQ
∣∣∣∣
)
≤ 2n
(
+∞∑
ℓ=0
∫
Λ
|Eλ(Y0Yℓ)| dν(λ)
)
≤ 2n
(
+∞∑
ℓ=0
∫
Λ
|Pλ(A ∩ θ˜−ℓx (A)) − Pλ(A)Pλ(θ˜−ℓx (A))| dν(λ)
)
≤ 2n
(
+∞∑
ℓ=0
A(t, 2)2−ℓ
)
= 4A(t, 2)n,
grâe au lemme 3.6. Cei termine la preuve de la onvergene (19) et du théo-
rème 2.1. 
4. Contrle de l'éart σ(x) − t(x) à environnement fixé
Dans ette setion, nous allons ontrler le défaut de sous-additivité de σ, 'est-à-
dire les quantités du type σ(x+y)−σ(x)−σ(y)◦θ˜x d'une part, et la diérene σ(x)−
t(x) d'autre part. Ces résultats seront utilisés pour appliquer un théorème ergodique
presque sous-additif dans la setion 5. Dans les deux as, on va appliquer une
proédure de redémarrage, argument fréquemment utilisé dans l'étude des systèmes
de partiules : ii, vu la dénition de σ on devra ontrler des sommes de variables
aléatoires de type vi − ui et ui+1 − vi, qui sont de nature assez diérente :
 La durée de vie vi(x) − ui(x) de la desendane de x peut être majorée de
manière indépendante de la valeur préise de la onguration au temps ui(x)
puisqu'on ne regarde qu'une desendane issue d'un unique point. Le ontrle
de es ontributions est don assez simple.
 En revanhe, le temps ui+1(x) − vi(x) néessaire à la réinfetion du point
x dépend évidemment de la onguration au temps vi(x), que l'on peine à
ontrler préisément et surtout uniformément en x. Cela explique que l'ar-
gument de redémarrage utilisé ii soit plus omplexe et les estimées obtenues
moins bonnes que dans des situations plus lassiques où on peut avoir des
ontrles exponentiels, omme e sera le as dans la setion 6.
Comme illustration du premier point, on obtient failement :
Lemme 4.1. Il existe des onstantes A,B > 0 telles que pour tout λ ∈ Λ,
(20) ∀x ∈ Zd ∀t > 0 Pλ(∃i < K(x) : vi(x) − ui(x) > t) ≤ A exp(−Bt).
Démonstration. Soit F : Ω→ R une fontion mesurable positive et x ∈ Zd. Posons
Lx(F ) =
+∞∑
i=0
1 {ui(x)<+∞}F ◦ θui(x).
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Ave la propriété de Markov et la dénition de K(x), on a
Eλ[Lx(F )] =
+∞∑
i=0
Eλ[1 {ui(x)<+∞}]Eλ[F ] =
(
1 +
+∞∑
i=0
Pλ(K(x) > i)
)
Eλ[F ]
= (1 + Eλ[K(x)])Eλ[F ] ≤
(
1 +
1
ρ
)
Eλ[F ],
la dernière inégalité provenant du lemme 3.1. On hoisit F = 1 {t<ui(x)−vi(x)<+∞},
et ave l'inégalité (7), il vient :
Pλ(∃i < K(x) : vi(x)− ui(x) > t) ≤ 1
ρ
Pλ(∃i < K(x) : vi(x) − ui(x) > t)
≤ 1
ρ
Pλ(Lx(F ) ≥ 1) ≤ 1
ρ
Eλ[Lx(F )]
≤ 1
ρ
(
1 +
1
ρ
)
Pλ(t < τ
x < +∞).
On onlut alors ave l'inégalité (9). 
Pour traiter les temps de réinfetion de type ui+1(x)−vi(x), l'idée est de herher,
prohe du point (x, ui(x))  en oordonnées spatio-temporelles , un point (y, t),
infeté depuis (0, 0), de temps de vie inni : on pourra alors, ave l'estimée de
roissane au moins linéaire, qu'on peut réinfeter x, pas trop longtemps après
vi(x), en partant de e nouveau point soure (y, t). Toute la diulté onsiste à bien
ontrler la distane entre (x, ui(x)) et un point soure (y, t). Si la onguration
autour de (x, ui(x)) est "raisonnable", e point sera prohe de (x, ui(x)), e qui
donnera le ontrle souhaité entre ui+1(x) et ui(x).
On rappelle que pour tout x ∈ Zd, ωx est la mesure pontuelle dont le support
est formé par les temps des morts possibles au site x, et queM (qu'on peut supposer
supérieur ou égal à 1) et c sont donnés dans les estimées (8) et (10). On note
(21) γ = 3M(1 + 1/c) > 3.
Pour x, y ∈ Zd et t > 0, on dit que le point y a une mauvaise roissane par rapport
à x si l'événement suivant est réalisé :
Ey(x, t) = {ωy[0, t/2] = 0} ∪ {Hyt 6⊂ y +BMt}
∪ {t/2 < τy < +∞}∪ {τy = +∞, inf{s ≥ 2t : x ∈ ξys } > γt},
Dans notre adre, on travaille ave le formalisme des mesures pontuelles de Poisson
pour aluler le nombre de points à roissane mauvaise par rapport à x dans une
boîte spatio-temporelle autour de (x, 0) : pour tout x ∈ Zd, tout L > 0 et tout
t > 0, on dénit le nombre de points à roissane mauvaise dans une boîte spatio-
temporelle :
NL(x, t) =
∑
y∈x+BMt+2
∫ L
0
1Ey(x,t) ◦ θs d

ωy + ∑
e∈Ed:y∈e
ωe + δ0

 (s).
Autrement dit, on ompte le nombre de ouple (y, s) dans la boîte spatio-temporelle
(x+BMt+1)× [0, L] tels que
 il se passe quelque hose pour y au temps s, soit une mort possible, soit une
infetion possible (et on rajoute l'instant 0 pour des raisons tehniques) ;
 l'événement Ey(x, t) ◦ θs est réalisé.
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Nous allons tout de suite voir que si la boîte spatio-temporelle ne ontient que des
points ave une bonne roissane, et que ui(x) est dans la fenêtre temporelle, alors
on ontrle le délai avant la prohaine réinfetion ui+1(x) :
Lemme 4.2. Si NL(x, t) ◦ θs = 0 et s+ t ≤ ui(x) ≤ s + L, alors vi(x) = +∞ ou
ui+1(x)− ui(x) ≤ γt.
Démonstration. Par dénition de ui(x), le point x est infeté depuis (0, 0) au temps
ui(x). Comme s+t ≤ ui(x) ≤ s+L et que 'est un temps d'infetion possible pour x,
la non-réalisation de Ex(x, t)◦θui(x) assure que τx◦θui(x) = +∞ ou τx◦θui(x) ≤ t/2.
Si τx ◦ θui(x) = +∞, 'est terminé ar alors vi(x) = +∞. Sinon, on peut déjà noter
que vi(x)− ui(x) ≤ t/2.
Par dénition, il existe un hemin d'infetion γi : [0, ui(x)] → Zd entre (0, 0) et
(x, ui(x)), 'est-à-dire tel que γi(0) = 0 et γi(ui(x)) = x. Considérons la portion
du hemin d'infetion γi omprise entre les instants de ui(x) − t et ui(x). Notons
x0 = γi(ui(x)) : nous allons voir que x0 ∈ x+BMt+2. En eet, si x0 /∈ x+BMt+2,
on regarde le prohain instant t1 où γi entre dans x + BMt+2 au point, disons,
x1 (remarquons que omme x1 est à la frontière intérieure de x + BMt+2, alors
‖x − x1‖∞ ≥ Mt + 1) : 'est un instant de possible infetion pour x1, et la non-
réalisation de Ex1(x, t) ◦ θt1 assure que x ne pourra être atteint avant un délai t
depuis (x1, t1), e qui ontredit le fait que ui(x)− t ≥ 0.
Don x0 ∈ x + BMt+2 : omme NL(x, t) ◦ θs = 0, tout intervalle de temps
de longueur supérieure à t/2 inlus dans [s, s + L] au dessus de x0 ontient une
guérison possible ; on en déduit que le premier instant t2 où le hemin γi partant de
(x0, ui(x)− t) saute en un autre point x2 vérie t2 ≤ ui(x)− t+ t/2 = ui(x)− t/2.
Ainsi, au moment où (x2, t2) infete (x, ui(x)), il a véu un temps au moins t/2, et
la non-réalisation de Ex2(x, t) ◦ θt2 assure alors qu'il vit inniment et que
inf{u ≥ 2t : x ∈ ξx2u } ◦ θt2 ≤ γt.
Ainsi il existe t3 ∈ [t2 +2t, t2 + γt], ave x ∈ ξ0t3 . Comme vi(x)− ui(x) ≤ t/2, On a
t3 ≥ t2 + 2t ≥ (ui(x) − t) + 2t = ui(x) + t ≥ vi(x).
Finalement, ui+1(x) − ui(x) ≤ t3 − ui(x) ≤ t2 − ui(x) + γt ≤ γt. 
Il faut maintenant vérier qu'il est très probable qu'une boîte spatio-temporelle
ne ontienne que des points ayant une bonne roissane vis-à-vis de x :
Lemme 4.3. Il existe des onstantes A
22
, B
22
> 0 telles que pour tout λ ∈ Λ,
(22) ∀L > 0 ∀x ∈ Zd ∀t > 0 Pλ(NL(x, t) ≥ 1) ≤ A22(1 + L) exp(−B22t).
Démonstration. Montrons qu'il existe des onstantes positives A
23
, B
23
telles que
pour tout λ ∈ Λ,
(23) ∀x ∈ Zd ∀t > 0 ∀y ∈ x+BMt+2 Pλ(Ey(x, t)) ≤ A23 exp(−B23t).
Soit x ∈ Zd, t > 0 et y ∈ x+BMt+2. Si τy = +∞, il existe z ∈ ξy2t ave τz◦θ2t = +∞.
Ainsi, ave la dénition (21) de γ,
{τy = +∞, inf{s ≥ 2t : x ∈ ξys } > γt}
⊂ {ξy2t 6⊂ y +B2Mt} ∪
⋃
z∈y+B2Mt
{tz(x) ◦ θ2t > (γ − 2M)t}
⊂ {ξy2t 6⊂ y +B2Mt} ∪
⋃
z∈y+B2Mt
{
tz(x) ◦ θ2t > ‖x− z‖
c
+Mt− 3
c
}
.
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D'où, ave les inégalités (8) et (10),
Pλ(τ
y = +∞, inf{s ≥ 2t : x ∈ ξys } > γt)
≤ A exp(−2BMt) + (1 + 4Mt)dA exp(−B(Mt− 3/c)).
Le nombre ωy([0, t/2]) de morts possibles sur le site y entre l'instant 0 et l'instant
t/2 suit une loi de Poisson de paramètre t/2, don pour haune des 2d arêtes
touhant y, on a
Pλ(ωy([0, t/2]) = 0) = exp(−t/2).
Les deux autres termes se ontrlent ave les estimées (8) et (9), e qui prouve (23).
Fixons maintenant y ∈ x + BMt+2.Notons βy = ωy +
∑
e∈Ed:y∈e
ωe. Sous Pλ, la
mesure βy est une réalisation d'un proessus pontuel d'intensité 2dλe + 1. Soit
S0 = 0 et (Sn)n≥1 la suite roissante des instants donnés par e proessus.∫ L
0
1Ey(x,t) ◦ θs d(βy + δ0)(s) =
+∞∑
n=0
1 {Sn≤L}1Ey(x,t) ◦ θSn ,
d'où, ave la propriété de Markov,
Eλ
(∫ L
0
1Ey(x,t) ◦ θs d(βy + δ0)(s)
)
=
+∞∑
n=0
Eλ
(
1 {Sn≤L}1Ey(x,t) ◦ θSn ]
)
=
+∞∑
n=0
Eλ
(
1 {Sn≤L}
)
Pλ(E
y(x, t))
= (1 + Eλ[βy([0, L])])Pλ(E
y(x, t)) = (1 + L(2dλe + 1))Pλ(E
y(x, t)).
En utilisant (23) et en remarquant que Pλ(NL(x, t) ≥ 1) ≤ Eλ[NL(x, t)], on termine
la preuve. 
An de pouvoir ontrler les ui+1(x) − ui(x) de prohe en prohe à l'aide du
lemme 4.2, on doit amorer le proédé. On va supposer pour ela qu'il existe un
point (u, T ), atteint depuis 0, de desendane innie et prohe en espae de x :
Lemme 4.4. Pour tout t, T > 0, pour tout x ∈ Zd, on a l'inlusion suivante :
{τ0 = +∞}(24)
∩{∃u ∈ x+BMt+2, τu ◦ θT = +∞, u ∈ ξ0T}(25)
∩{NK(x)γt(x, t) ◦ θT = 0}(26)
∩
⋂
1≤i<K(x)
{vi(x)− ui(x) < t}(27)
⊂ {τ0 = +∞}∩ {σ(x) ≤ T +K(x)γt} .(28)
Démonstration. Si tous les ui(x) nis sont plus petits que T + t, il n'y a rien à
démontrer puisqu'alors σ(x) ≤ T + t ≤ T +K(x)γt. Soit don
i0 = max{i : ui(x) ≤ T + t}.
Comme vi0 (x) < +∞, l'événement (27) assure que vi0(x) − ui0(x) < t, et don
vi0(x) ≤ T + 2t. Maintenant, omme τu = +∞, la non-réalisation de Eu(x, t) ◦ θT
impliquée par (26) assure que
inf{s ≥ 2t : x ∈ ξus } ◦ θT ≤ γt,
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e qui implique que ui0+1(x) ≤ T + γt. En remarquant que, par dénition de i0,
pour tout j ≥ 1,
ui0+j(x + y) ≥ T + t,
on montre alors, par réurrene sur j ≤ K(x)− i0, en appliquant le lemme 4.2 ave
l'événement {NK(x)γt(x, t) ◦ θT = 0}, que
∀j ∈ {1, . . . ,K(x)− i0} ui0+j ≤ T + jγt;
ei permet d'obtenir, pour j = K(x)− i0,
σ(x) = ui0+j(x) ≤ T + (K(x)− i0)γt ≤ T +K(x)γt,
et ahève de prouver l'inlusion (28). 
4.1. Contrle du défaut de sous-additivité. On utilise la stratégie que l'on
vient d'expliquer, autour du point x+ y. Ii, on bénéie de l'existene d'un départ
inni en un point bien préis (x+ y, σ(x) + σ(y) ◦ θ˜y) pour appliquer le lemme 4.4.
Démonstration du théorème 2.2. Soit x, y ∈ Zd, λ ∈ Λ et t > 0. On pose T =
σ(x) + σ(y) ◦ θ˜x.
Pλ(σ(x + y) > σ(x) + σ(y) ◦ θ˜x + t)
≤ Pλ
(
K(x+ y) >
√
t
γ
)
+ Pλ
(
τ0 = +∞, K(x+ y) ≤
√
t
γ
σ(x + y) ≥ T +K(x+ y)γ√t
)
.
Le omportement sous-géométrique de la queue de distribution de K donnée par
le lemme 3.1 et le ontrle uniforme de la probabilité de survie (7) permettent de
ontrler le premier terme. Remarquons que si K(x+y) ≤
√
t
γ , alorsK(x+y)γ
√
t ≤
t, et don que
{NK(x+y)γ√t(x+ y,
√
t) ≥ 1} ⊂ {Nt(x+ y,
√
t) ≥ 1}.
On applique alors le lemme 4.4 autour de x + y, ave une éhelle
√
t, un temps de
départ T = σ(x) + σ(y) ◦ θ˜x et un point-soure u = x+ y :
Pλ
(
τ0 = +∞, K(x+ y) ≤
√
t
γ
σ(x+ y) ≥ T +K(x+ y)γ√t
)
≤ Pλ(Nt(x+ y,
√
t) ◦ θT ≥ 1) + Pλ(∃i < K(x+ y) : vi(x + y)− ui(x+ y) >
√
t)
Comme Nt(x+ y,
√
t) = Nt(0,
√
t) ◦ Tx ◦ Ty, on a, en se souvenant que T = σ(x) +
σ(y) ◦ θ˜x,
Nt(x + y,
√
t) ◦ θT = Nt(0,
√
t) ◦ θ˜y ◦ θ˜x.
Ainsi, Pλ(Nt(x+y,
√
t)◦θT ≥ 1) =≤ P(x+y).λ(Nt(0,
√
t) ≥ 1), et le lemme 4.3 permet
de ontrler e terme. Finalement, le terme Pλ(∃i < K(x+y) : vi(x+y)−ui(x+y) >√
t) est traité l'aide du lemme 4.1. 
Corollaire 4.5. On pose r(x, y) = (σ(x+ y)− (σ(x) + σ(y) ◦ θ˜x))+.
Pour tout p ≥ 1, il existe une onstante Mp telle que
(29) ∀λ ∈ Λ ∀x, y ∈ Zd Eλ[r(x, y)p] ≤Mp.
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Démonstration. Comme Eλ[r(x, y)
p] =
∫ +∞
0
pup−1Pλ(r(x, y) > u) du, d'après la
proposition 2.2 et l'équation (7), il sut de prendre
Mp =
pA
5
ρ
∫ +∞
0
up−1 exp(−B
5
√
u) du
pour terminer la preuve. 
4.2. Contrle de σ(x) − t(x). Ii enore, on voudrait appliquer un proédé ana-
logue à partir de (x, t(x)) mais on n'a pas a priori de départ inni prohe de e
point. Nous allons, pour trouver un tel point soure, le herher le long du hemin
d'infetion entre (0, 0) et (x, t(x)), e qui néessitera des ontrles sur une boite
spatio-temporelle de hauteur t(x), 'est-à-dire de l'ordre de ‖x‖. Nous allons don
perdre à la fois dans la préision des estimées et dans leur uniformité en ‖x‖.
Proposition 4.6. Il existe des onstantes A
30
, B
30
, α
30
stritement positives telles
que pour tout z > 0, tout x ∈ Zd, pour tout λ ∈ Λ :
Pλ
(
τ0 = +∞, σ(x) ≥ t(x) +K(x)(α30 ln(1 + ‖x‖) + z)
)
≤ A30 exp(−B30z).(30)
Démonstration. Pour x, y ∈ Zd et t, L > 0, on note
E˜y(t) = {τy < +∞, ∪
s≥0
Hxs 6⊂ BMt},
N˜L(x, t) =
∑
y∈x+BMt+1
∫ L
0
1 E˜y(Mt+1) ◦ θs d

 ∑
e∈Ed:y∈e
ωe

 (s).
A l'aide des estimées (7), (8) et (9), on voit failement qu'il existe des onstantes
A,B > 0 telles que
(31) ∀λ ∈ Λ ∀x ∈ Zd ∀t > 0 Pλ(N˜L(x, t) ≥ 1) ≤ A(1 + L) exp(−Bt).
Maintenant, on hoisit (u, T ) sur le hemin d'infetion entre (0, 0) et (x, t(x)), de
sorte que τu ◦ θT = +∞ et que T soit le dernier instant satisfaisant es propriétés
(omme on se plae sur l'événement {τ0 = +∞}, un tel T existe toujours).
Montrons maintenant que si N˜t(x)(x, t) = 0, alors u ∈ x + BMt+2. En eet, si
‖u−x‖ > Mt+2, onsidérons le premier point (u′, T ′) du hemin d'infetion (après
(u, T )) qui est dans x + BMt : par dénition de T , la desendane de (u
′, T ′) est
nie, mais, pour ontenir x, de diamètre supérieur ou égal à Mt, e qui implique
N˜t(x)(x, t) ≥ 1, et donne l'impliation souhaitée.
Sur l'événement {N˜t(x)(x, t) = 0}, on pourra don appliquer le lemme 4.4 autour
du point x, ave une éhelle
t =
α log(1 + ‖x‖) + z
γ
≥ z
γ
,
le point (u, T ) omme point-soure et une fenêtre temporelle de hauteur L =
K(x)γt. Ii, α > 0 est une onstante susamment grande que l'on hoisira par
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la suite. Comme T ≤ t(x),
Pλ (σ(x) ≥ t(x) +K(x)(α ln(1 + ‖x‖) + z)) = Pλ (σ(x) ≥ t(x) +K(x)γt)
≤ Pλ (σ(x) ≥ T +K(x)γt)
≤ Pλ
(
σ(x) ≥ T +K(x)γt, N˜t(x)(x, t) = 0
)
+ Pλ
(
N˜t(x)(x, t) ≥ 1
)
≤ Pλ(NK(x)γt(x, t) ◦ θT ≥ 1) + Pλ(∃i < K(x) : vi(x)− ui(x) > t)
+Pλ(N˜t(x)(x, t) ≥ 1).(32)
Le seond terme de (32) est majoré par le lemme 4.1. Contrlons le dernier terme
de (32) :
Pλ
(
N˜t(x)(x, t) ≥ 1
)
≤ Pλ
(
N˜ ‖x‖
c +z
(x, t) ≥ 1
)
+ Pλ
(
t(x) >
‖x‖
c
+ z
)
.
L'estimée (10) permet de traiter le seond terme, et (31) assure que
Pλ
(
N˜ ‖x‖
c +t
(x, t) ≥ 1
)
≤ A
(
1 +
‖x‖
c
+ z
)
exp(−Bt)
≤ A
(
1 +
‖x‖
c
+ z
)
exp
(
−B(α log(1 + ‖x‖) + z)
γ
)
≤ A′ exp(−B′z),
dès que α est hoisie susamment grande.
Pour traiter le premier terme de (32), on remarque que NK(x)γt(x, t) ◦ θT ≤
Nt(x)+K(x)γt(x, t). Ainsi
Pλ(NK(x)γt(x, t) ◦ θT ≥ 1)
≤ Pλ
(
N ‖x‖
c +z+K(x)γt
(x, t) ≥ 1
)
+ Pλ
(
t(x) ≥ ‖x‖
c
+ z
)
.
Comme préédemment, le seond terme est ontrlé à l'aide de (10), tandis que, en
déoupant suivant les valeurs prises par K(x), en utilisant (22), on obtient :
Pλ
(
N ‖x‖
c +z+K(x)γt
(x, t) ≥ 1
)
≤
+∞∑
k=1
√
Pλ(K(x) = k)
√
Pλ(Nkγt+ ‖x‖c +z
(x, t) ≥ 1)
≤
+∞∑
k=1
√
Pλ(K(x) = k)
√
A
22
(kγt+
‖x‖
c
+ z) exp(−B
22
t)
≤
√
A
22
(1 +
‖x‖
c
)(1 + z)(1 + γt) exp(−B22
2
t)
+∞∑
k=1
√
(1 + k)Pλ(K(x) = k).
Le ontrle sous-géométrique (3.1)de la queue de distribution de K(x) assure que la
série est nie, et quitte à augmenter α si besoin, on peut trouver A′′, B′′ > 0 telles
que le préfateur soit majoré par A′′ exp(−B′′z), e qui termine la preuve. 
Lemme 4.7. Pour tout p ≥ 1, il existe une onstante C
33
(p) telle que, pour tout
x ∈ Zd,
(33) ∀λ ∈ Λ Eλ(|σ(x) − t(x)|p) ≤ C33(p)(ln(1 + ‖x‖))p.
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Démonstration. Posons Vx =
σ(x)−t(x)
K(x) −α ln(1+‖x‖). D'après la proposition 4.6, on
peut trouver une variable aléatoire W ave des moments exponentiels telle que W
domine stohastiquement la loi de Vx sous Pλ pour tout x et pour tout λ. De même,
d'après le lemme 3.1, la variable aléatoire K(x) est stohastiquement dominée par
une variable aléatoire K ′ géométrique de paramètre ρ.
Posons v(x) = σ(x) − t(x) = K(x) − (α ln(1 + ‖x‖) + Vx). Soit p ≥ 1. D'après
l'inégalité de Minkowski,
(Eλv(x)
p)1/p ≤ α ln(1 + ‖x‖)(Eλ(K(x)p))1/p +
(
Eλ[K(x)
pV px ]
)1/p
≤ α ln(1 + ‖x‖)(Eλ[K(x)p])1/p +
(
Eλ[K(x)
2p]EλV
2p
x
) 1
2p
≤ α ln(1 + ‖x‖)(E(K ′p))1/p + (E(K ′2p)E[W 2p]) 12p ,
e qui termine la preuve. 
On montre ensuite que la diérene entre σ(x) et t(x) est asymptotiquement
négligeable devant ‖x‖ :
Corollaire 4.8. P presque sûrement, lim
‖x‖→+∞
|σ(x) − t(x)|
‖x‖ = 0.
Démonstration. Soit p > d : d'après l'équation (33), on a∑
x∈Zd
E
|σ(x) − t(x)|p
(1 + ‖x‖)p ≤ C33(p)
∑
x∈Zd
(ln(1 + ‖x‖))p
(1 + ‖x‖)p < +∞.
Ainsi, presque sûrement, ( |σ(x)−t(x)|(1+‖x‖) )x∈Zd est dans ℓ
p(Zd), don en partiulier tend
vers zéro. 
Corollaire 4.9. Il existe des onstantes positives A
34
, B
34
, C
34
telles que pour
tout λ ∈ Λ, pour tout x ∈ Zd,
(34) ∀t > 0 Pλ (σ(x) ≥ C34‖x‖+ t) ≤ A34 exp(−B34
√
t).
Démonstration. On onsidère la onstante α = α
30
donnée dans la proposition 4.6,
et on remarque que siK(x) ≤ 12α
√
‖x‖+ t/2 et z = α
√
‖x‖+ t/2, alors, en utilisant
que ln(1 + u) ≤ √u, on obtient que
K(x)[α ln(1 + ‖x‖) + z] ≤ 2zK(x) ≤ ‖x‖+ t/2.
Ainsi, ave les estimées (10) et (7),
Pλ
(
σ(x) >
(
1
c
+ 1
)
‖x‖+ t
)
≤ 1
ρ
Pλ
(
τ0 = +∞, σ(x) >
(
1
c
+ 1
)
‖x‖+ t
)
≤ 1
ρ
Pλ
(
τ0 = +∞, t(x) ≥ ‖x‖
c
+ t/2
)
+
1
ρ
Pλ
(
K(x) >
1
2α
√
‖x‖+ t/2
)
+
1
ρ
Pλ
(
σ(x) > t(x) +K(x)(α ln(1 + ‖x‖) + α
√
‖x‖+ t/2)
)
.
Le premier terme est ontrlé par l'inégalité (10). Le deuxième terme est ontrlé
par la queue sous-exponentielle de K(x) du lemme 3.1, et le dernier par la propo-
sition 4.6. 
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On peut alors donner les onditions d'intégrabilité pour σ évoquées dans l'intro-
dution de ette setion.
Corollaire 4.10. Pour tout p ≥ 1, il existe une onstante C
35
(p) telle que
(35) ∀λ ∈ Λ ∀x ∈ Zd Eλ[σ(x)p] ≤ C35(p)(1 + ‖x‖)p.
Démonstration. Ave l'inégalité de Minkowski, on a
(Eλ[σ(x)
p])1/p ≤ C
34
‖x‖+ (Eλ[((σ(x) − C
34
‖x‖)+)p])1/p.
Cependant
Eλ[((σ(x) − C
34
‖x‖)+)p] =
∫ +∞
0
pup−1Pλ(σ(x) − C
34
‖x‖ > u) du
≤ pA
34
∫ +∞
0
up−1 exp(−B
34
√
u) du,
d'après le orollaire 4.9, e qui ahève la preuve. 
Remarque. Dans les arguments de redémarrage lassique, on herhe à obtenir
l'existene de moments exponentiels pour une variable aléatoire en se basant sur
le lemme suivant : si les (Xn)n∈N sont des variables aléatoires indépendantes iden-
tiquement distribuées ave des moments exponentiels, si K est indépendant des
(Xn)n∈N et admet lui-aussi des moments exponentiels, alors
∑K
n=0Xn admet des
moments exponentiels. Ii, la diulté à ontrler préisément les temps de réin-
fetion du type ui+1 − vi nous empêhe d'intégrer e adre : on doit don utiliser
des arguments ad ho donnant des ontrles plus faibles.
5. Théorèmes de forme asymptotique
On peut maintenant passer à la preuve du théorème 2.3. Le premier pas onsiste
à prouver l'existene de limites pour les quantités
σ(nx)
n .
Grâe au orollaire 4.5, on a quels que soient les entiers n et p :
E[σ((n+ p)x)] ≤ E[σ(nx)] + E[σ(px)] +M1.
Alors, d'après le lemme de Fekete,
1
nE[σ(nx)] admet une limite nie lorsque n tend
vers l'inni. Ainsi, un bon andidat pour être la limite est la quantité
µ(x) = lim
n→+∞
E(σ(nx))
n
.
Théorème 5.1. Pour tout x ∈ Zd, P presque sûrement :
lim
n→+∞
σ(nx)
n
= lim
n→+∞
Eσ(nx)
n
= µ(x).
Cette onvergene a de plus lieu dans tous les Lp(P), p ≥ 1.
Pour ela, on va avoir besoin d'établir deux théorèmes ergodiques presque sous-
additifs :
Théorème 5.2. Soit (Ω,F ,P) un espae probabilisé, (θn)n≥1 une famille de trans-
formations laissant P invariante. Sur et espae sont dénies une famille (fn)n≥1
de fontions intégrables, une famille (gn)n≥1 de fontions positives ou nulles, et une
famille (rn,p)n,p≥1 telles que
(36) ∀n, p ≥ 1 fn+p ≤ fn + fp ◦ θn + gp ◦ θn + rn,p.
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On fait les hypothèses suivantes :
 c = infn≥1 Efnn > −∞
 g1 est intégrable, gn/n onverge presque sûrement et dans L
1
vers 0
 il existe α > 1 et une suite (Cp)p≥1 telles que E[(r+n,p)
α] ≤ Cp pour tous n, p
et
+∞∑
p=1
Cp
pα
< +∞.
Alors, la suite de terme général
1
nEfn onverge ; si on note µ sa limite, on a
E[ lim
n→+∞
fn
n
] ≥ µ.
Si l'on pose f = lim
n→+∞
fn
n , alors f est invariante par tous les θn.
Théorème 5.3. On se plae sous les hypothèses du théorème 5.2. On suppose en
plus que pour tout k,
1
n
(
fnk −
n−1∑
i=0
fk ◦ (θk)i
)+
→ 0 P p.s.
Alors fn/n onverge presque sûrement vers f .
Démonstration. La preuve de es résultats, inspirée de elle de Liggett [28℄, sera
donnée dans une annexe, où on trouvera également un ertain nombre de ommen-
taires. 
Démonstration du théorème 5.1. On ommene par appliquer le théorème 5.2 en
posant fn = σ(nx), θn = θ˜nx, gp = 0, et rn,k = r(nx, kx) et en travaillant ave
la probabilité P. On peut prendre α > 1 quelonque. Le orollaire 4.10 assure
l'intégrabilité de σ(x) sous P et le orollaire 4.5 donne les ontrles de moments
néessaires.
Vérions maintenant les hypothèses du théorème 5.3 : on voit failement que
t(nkx) ≤
n−1∑
i=0
σ(kx) ◦ (θ˜kx)i,
e qui implique(
σ(nkx) −
n−1∑
i=0
σ(kx) ◦ (θ˜kx)i
)+
≤ σ(nkx) − t(nkx),
qui est bien négligeable devant n en l'inni, d'après le orollaire 4.8.
Ainsi σ(nx)/n onverge bien vers une variable aléatoire µ(x), qui est invariante
par θ˜x. D'après le théorème 2.1, ette variable est en fait une onstante, e qui ahève
la preuve de la onvergene presque sûre. Pour montrer qu'une suite onverge dans
Lp, il sut de montrer qu'elle onverge presque sûrement et qu'elle est bornée dans
Lq pour un q > p. Or, le orollaire 4.10 montre que fn/n est bornée dans tous les
Lq, e qui permet de onlure. 
Nous allons maintenant prouver le théorème 2.3 de forme asymptotique. On
ommene par montrer le théorème de forme asymptotique pour le temps d'atteinte
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essentiel σ, en proédant selon les étapes dérites i-dessous, omme dans le shéma
lassique :
 On prolonge µ en une norme sur Rd dans le lemme 5.4.
 On montre que la onvergene diretionnelle du théorème 5.1 est en fait une
onvergene uniforme en la diretion dans le lemme 5.6.
 Ce lemme implique failement le résultat de forme asymptotique du lemme 5.7.
Pour montrer les résultats du même type pour le temps d'atteinte lassique t
(lemme 5.8), il sut alors de ontrler la diérene entre t et σ, e que nous avons
fait dans le lemme 4.8. Finalement, le résultat de forme asymptotique pour la zone
ouplée est démontré dans le lemme 5.9, en introduisant un temps de ouplage t′
et en ontrlant la diérene entre e temps t′ et le temps d'atteinte essentiel σ.
Lemme 5.4. La fontionnelle µ se prolonge en une norme sur Rd.
Démonstration. Homogénéité en entiers On sait que µ(x) = limEσ(nx)n , et que
σ(nx) et σ(−nx) ont même loi sous P, don µ(x) = µ(−x). À l'aide de suites
extraites, on prouve alors la propriété d'homogénéité en entiers :
∀k ∈ Z ∀x ∈ Zd µ(kx) = |k|µ(x).
Sous-additivité On a
σ(nx+ ny) ≤ σ(nx) + σ(ny) ◦ θ˜nx + r(nx, ny).
Comme θ˜nx laisse invariant P, il vient
Eσ(nx+ ny) ≤ Eσ(nx) + Eσ(ny) + Er(nx, ny)
Eσ(nx) + Eσ(ny) +M1,
d'après le orollaire 4.5, e qui entraîne que
∀x ∈ Zd ∀y ∈ Zd µ(x+ y) ≤ µ(x) + µ(y).
Extension à Rd D'après le lemme de Fekete, µ(x) + M1 = inf
n≥1
Eσ(nx)+M1
n , d'où
µ(x) ≤ Eσ(x). Le orollaire 4.10 donne l'existene de L > 0 tel que Eσ(x) ≤
L‖x‖ pour tout x. Finalement, µ(x) ≤ L‖x‖ pour tout x dans Zd, e qui entraîne
|µ(x)− µ(y)| ≤ L‖x− y‖ : on peut alors prolonger µ sur Qd par homogénéité, puis
sur Rd par uniforme ontinuité.
Positivité Soit M la onstante donnée dans la proposition 2.5. L'estimée (8) nous
donne
P
(
σ(nx) <
n‖x‖
2M
)
≤ P
(
t(nx) <
n‖x‖
2M
)
≤ P
(
ξn‖x‖
M
6⊂ Bn‖x‖
2
)
≤
∫ Pλ
(
τ = +∞, ξ0n‖x‖
2M
6⊂ Bn‖x‖
2
)
Pλ(τ = +∞) dν(λ)
≤ A
ρ
exp
(
−Bn‖x‖
2M
)
.
On en déduit, ave le lemme de Borel-Cantelli, que µ(x) ≥ 12M ‖x‖. L'inégalité,
établie pour tout x ∈ Zd, se prolonge par homogénéité et ontinuité à Rd tout
entier, e qui entraîne que µ est une norme. 
Dans la suite, on pose C = 2C
34
, où C
34
est donnée dans le orollaire 4.9.
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Lemme 5.5. Pour tout ε > 0, P presque sûrement, il existe R tel que
∀x, y ∈ Zd (‖x‖ ≥ R et ‖x− y‖ ≤ ε‖x‖) =⇒ (|σ(x) − σ(y)| ≤ Cε‖x‖).
Démonstration. Pour m ∈ N et ε > 0, on dénit l'événement
Am(ε) =
{∃x, y ∈ Zd : ‖x‖ = m, ‖x− y‖ ≤ εm et |σ(x) − σ(y)| > Cεm} .
En remarquant que
Am(ε) ⊂
⋃
(1−ε)m≤‖x‖≤(1+ε)m
‖x−y‖≤εm
{
σ(y − x) ◦ θ˜x + r(x, y − x) > Cεm
}
,
il vient, à l'aide des orollaires 4.9 et 4.5,
Pλ(Am(ε)) ≤
∑
(1−ε)m≤‖x‖≤(1+ε)m
‖z‖≤εm
Pλ(σ(z) ◦ θ˜x + r(x, z) > Cεm)
≤
∑
(1−ε)m≤‖x‖≤(1+ε)m
‖z‖≤εm
Px.λ(σ(z) > 2Cεm/3)
+ Pλ(r(x, y − x) > Cεm/3)
≤ ((1 + 2εm)d((1 + 2(1 + ε)m)d(A
34
exp(−B
34
√
Cεm/3)
+A
29
exp(−B
29
√
C′εm/3)).
grâe au orollaire 4.9 et au théorème 2.2. On intègre alors ette inégalité par
rapport à l'environnement λ, et le lemme de Borel-Cantelli permet de onlure. 
On peut maintenant montrer que la onvergene du théorème 5.1 est uniforme
par rapport à la diretion.
Lemme 5.6. P presque sûrement, lim
‖x‖→+∞
|σ(x) − µ(x)|
‖x‖ = 0.
Démonstration. On raisonne par l'absurde et on suppose qu'il existe ε > 0 tel que
l'événement  |σ(x) − µ(x)| > ε‖x‖ pour un ensemble inni de valeurs de x a une
probabilité stritement positive. Plaçons nous sur et événement. Alors, il existe
une suite aléatoire (yn)n≥0 de sommets de Zd telle que ‖yn‖1 → +∞ et, pour tout
n, |σ(yn)− µ(yn)| ≥ ε‖yn‖1. Quitte à prendre une sous-suite, on peut supposer
yn
‖yn‖1 → z.
Approhons z par un point rationnel : onsidérant ε1 > 0 (qui sera hoisi plus tard),
on peut prendre z′ ∈ Zd tel que∥∥∥∥ z′‖z′‖1 − z
∥∥∥∥
1
≤ ε1.
On peut trouver, pour haque yn, un point entier sur la ligne Rz
′
qui est susam-
ment près de yn : soit hn la partie entière de
‖yn‖1
‖z′‖1 . On a
‖yn − hn.z′‖1 ≤
∥∥∥∥yn − ‖yn‖1‖z′‖1 z′
∥∥∥∥
1
+
∣∣∣∣‖yn‖1‖z′‖1 − hn
∣∣∣∣ ‖z′‖1
≤ ‖yn‖1
∥∥∥∥ yn‖yn‖1 −
z′
‖z′‖1
∥∥∥∥
1
+ ‖z′‖1
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Prenons N > 0 susamment grand pour que
(
n ≥ N) ⇒ (‖ yn‖yn‖1 − z‖1 ≤ ε1).
Grâe au hoix que l'on a fait pour z′, on a
(
n ≥ N)⇒ ( ∥∥∥∥ yn‖yn‖1 −
z′
‖z′‖1
∥∥∥∥
1
≤ 2ε1
)
,
et par onséquent, ‖yn − hn.z′‖1 ≤ 2ε1‖yn‖1 + ‖z′‖1. Ainsi, quitte à augmenter N
si besoin, on a pour tout n ≥ N , ‖yn−hn.z′‖1 ≤ 3ε1‖yn‖1. Cependant, si on prend
N susamment grand, le lemme 5.5 implique alors que l'on a
∀n ≥ N |σ(yn)− σ(hn.z′)| ≤ 3Cε1‖yn‖1.
Finalement, pour tout n assez grand, on a
|σ(yn)− µ(yn)| ≤ |σ(yn)− σ(hn.z′)|+ |σ(hn.z′)− µ(hn.z′)|+ |µ(hn.z′)− µ(yn)|
≤ 3Cε1‖yn‖1 + hn
∣∣∣∣σ(hn.z′)hn − µ(z′)
∣∣∣∣+ L‖hn.z′ − yn‖1
≤ 3Cε1‖yn‖1 + (1 + ε1)‖yn‖1‖z′‖1
∣∣∣∣σ(hn.z′)hn − µ(z′)
∣∣∣∣+ 3ε1L‖yn‖1.
Mais la onvergene presque sûre dans la diretion donnée par z′ assure que pour
n assez grand ∣∣∣∣σ(hn.z′)hn − µ(z′)
∣∣∣∣ ≤ ε1.
Si l'on prend ε1 assez petit, on obtient que pour n assez grand |σ(yn) − µ(yn)| <
ε‖yn‖1, e qui amène la ontradition. 
On déduit alors de la onvergene uniforme du lemme 5.6 le théorème de forme
asymptotique pour la version grossie G˜t de Gt = {x ∈ Zd : σ(x) ≤ t} ; on rappelle
que Aµ désigne la boule unité pour la norme µ.
Lemme 5.7. Pour tout ε > 0, ave probabilité 1 sous P, pour tout t susamment
grand, (1− ε)Aµ ⊂ G˜tt ⊂ (1 + ε)Aµ.
Démonstration. Montrons par l'absurde que pour t assez grand, on a bien Gtt ⊂ (1+
ε)Aµ. Supposons qu'il existe une suite (tn)n≥1, ave tn → +∞ et Gtntn 6⊂ (1+ε)Aµ :
il existe don xn ave σ(xn) ≤ tn et µ(xn)/tn > 1 + ε. Ainsi µ(xn)/σ(xn) > 1 + ε,
e qui ontredit la onvergene uniforme puisque, omme µ(xn) > tn(1+ε), la suite
(‖xn‖)n≥1 tend vers l'inni.
Passons à l'inlusion inverse. En raisonnant toujours par l'absurde, on a une suite
(tn)n≥1, ave tn → +∞ et (1− ε)Aµ 6⊂ G˜tntn , e qui veut dire qu'on peut trouver xn
ave µ(xn) ≤ (1− ε)tn, mais σ(xn) > tn. La suite (xn)n≥1 ne peut pas être bornée
('est à dire ne prendre qu'un nombre ni de valeur) ar tn tend vers l'inni. Ainsi
on a
µ(xn)
σ(xn)
< 1− ε, e qui ontredit enore une fois la onvergene uniforme. 
Grâe au lemme 4.8, on réupère alors immédiatement la onvergene uniforme
pour le temps d'atteinte t et, par un argument identique à elui du lemme 5.7, le
théorème de forme asymptotique pour la version grossie H˜t de Ht = {x ∈ Zd :
t(x) ≤ t}.
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Lemme 5.8. P presque sûrement, lim
‖x‖→+∞
t(x) − µ(x)
‖x‖ = 0,
et pour tout ε > 0, ave probabilité 1 sous P, pour tout t susamment grand,
(1− ε)Aµ ⊂ H˜t
t
⊂ (1 + ε)Aµ.
Il nous reste maintenant à prouver le théorème de forme asymptotique pour la
zone ouplée K˜ ′t, version grossie de K
′
t = {x ∈ Zd : ∀s ≥ t ξ0s (x) = ξZ
d
s (x)} :
Lemme 5.9. Pour tout ε > 0, ave probabilité 1 sous P, pour tout t susamment
grand, (1− ε)Aµ ⊂ K˜
′
t∩G˜t
t .
Démonstration. Comme t 7→ K ′t ∩ Gt est roissant, on se retrouve dans le même
shéma de preuve que dans le lemme 5.7. On pose, pour x ∈ Zd,
t′(x) = inf{t ≥ 0 : x ∈ K ′t ∩Gt}.
Il sut alors de montrer que P presque sûrement, lim
‖x‖→+∞
|t′(x)−σ(x)|
‖x‖ = 0. Par
dénition, t′(x) ≥ σ(x) ; ainsi il sut de montrer qu'il existe deux onstantes
A′, B′ > 0 telles que
(37) ∀x ∈ Zd ∀s ≥ 0 P(t′(x)− σ(x) ≥ s) ≤ A′e−B′s.
• On ommene par remarquer que, pour tout t ≥ 0, Kσ(x)+t ⊃ x+Kt ◦ θ˜x.
En eet, soit z ∈ x +Kt ◦ θ˜x. Considérons d'abord le as où z 6∈ ξZdσ(x)+t. Comme,
par additivité (1), ξ0σ(x)+t ⊂ ξZ
d
σ(x)+t, alors z 6∈ ξ0σ(x)+t, et don z ∈ Kσ(x)+t.
Considérons maintenant le as où z ∈ ξZdσ(x)+t. Comme ξZ
d
σ(x) ⊂ ξZ
d
0 ◦ θ˜x par
additivité, on a y = z − x ∈ ξZdt ◦ θ˜x. Mais omme y ∈ Kt ◦ θ˜x, il s'ensuit, par
dénition de Kt, que ξ
0
t (y) ◦ θ˜x = ξZ
d
t (y) ◦ θ˜x = 1. Comme x ∈ ξ0σ(x) et que
y ∈ ξ0t ◦ θ˜x, on a z = x+ y ∈ ξ0σ(x)+t, d'où z ∈ Kσ(x)+t.
• Soit s ≥ 0 xé. Le point préédent assure que
⋂
t≥s
Kσ(x)+t

 ⊃

x+⋂
t≥s
(Kt ◦ θ˜x)

 , et don K ′σ(x)+s ⊃ (x+ (K ′s ◦ θ˜x)) .
Ainsi, en utilisant l'invariane de P sous l'ation de θ˜x, on obtient :
P(t′(x) > σ(x) + s) = P(x /∈ K ′σ(x)+s ∩Gσ(x)+s)
= P(x /∈ K ′σ(x)+s)
≤ P
(
x /∈ (x+K ′s ◦ θ˜x)
)
≤ P(0 /∈ K ′s ◦ θ˜x) = P(0 /∈ K ′s).
L'estimée (11) permet alors de onlure. 
6. Contrle uniforme de la roissane en environnement λ
Le but de ette setion est d'établir les ontrles uniformes en λ annonés dans
la proposition 2.5. An de ontrler la roissane du proessus de ontat, on a
besoin de quelques lemmes sur le modèle de Rihardson.
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6.1. Quelques lemmes sur le modèle de Rihardson. On appelle modèle de
Rihardson de paramètre λ le proessus de Markov (ηt)t≥0, homogène en temps, qui
prend ses valeurs dans P(Zd) et dont l'évolution est dénie omme suit : les sites z
vides deviennent infetés au taux λ
∑
‖z−z′‖1=1
ηt(z
′), es diérentes évolutions étant
indépendantes les unes des autres. Grâe à la onstrution graphique, on peut, pour
tout λ ∈ Λ, oupler le proessus de ontat en environnement λ ave le modèle de
Rihardson de paramètre λmax, de telle manière que l'espae oupé au temps t par
le proessus de ontat est toujours ontenu dans l'espae oupé par le modèle de
Rihardson.
Le premier lemme, dont nous omettons la preuve, déoule aisément de la repré-
sentation du modèle de Rihardson en terme de perolation de premier passage et
d'un omptage de hemins.
Lemme 6.1. Pour tout λ > 0, il existe des onstantes A,B > 0 telles que
∀t ≥ 0 P(η1 6⊂ Bt) ≤ A exp(−Bt).
Lemme 6.2. Pour tout λ > 0, il existe des onstantes A,B,M > 0 telles que
∀s ≥ 0 P(∃t ≥ 0 : ηt 6⊂ BMt+s) ≤ A exp(−Bs).
Démonstration. La représentation en termes de perolation de premier passage du
modèle de Rihardson assure l'existene de A′, B′,M ′ > 0 tels que pour tout t ≥ 0,
(38) P(ηt 6⊂ BM ′t) ≤ A′ exp(−B′t).
Pour plus de détails, on pourra se reporter à Kesten [24℄.
On ommene par ontrler le proessus aux temps entiers grâe à ette estimée :
P(∃k ∈ N : ηk 6⊂ BM ′k+s/2) ≤ P(∃k ∈ N : ηk+s/(2M ′) 6⊂ BM ′k+s/2)
≤
+∞∑
k=0
P(ηk+s/(2M ′) 6⊂ BM ′k+s/2)
≤ A
′
1− exp(−B′) exp
(
− B
′s
2M ′
)
.(39)
Contrlons maintenant les utuations entre les temps entiers. Soit M > M ′ :
P({∃t ≥ 0 : ηt 6⊂ BMt+s} ∩ {∀k ∈ N, ηk ⊂ BM ′k+s/2})
≤
+∞∑
k=0
P(∃t ∈ [k, k + 1] : ηk ⊂ BM ′k+s/2 et ηt 6⊂ BMt+s).(40)
Mais alors, si C′ > 0 est une onstante telle que |Bt| ≤ C′(1 + t)d et si A,B sont
les onstantes du lemme 6.1,
P(∃t ∈ [k, k + 1] : ηk ⊂ BM ′k+s/2 et ηt 6⊂ BMt+s)
≤ P(ηk ⊂ BM ′k+s/2 et ηk+1 6⊂ BMk+s)
≤ |BM ′k+s/2|P(η1 6⊂ Bk(M−M ′)+s/2)(41)
≤ C′(1 +M ′k + s/2)dA exp(−B(k(M −M ′) + s/2))
≤ AC′(1 + s/2)d exp(−Bs/2)(1 +M ′k)d exp(−B(k(M −M ′)).
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L'inégalité (41) vient de la propriété de Markov et de l'additivité du proessus de
ontat. Comme la série de terme général (1+M ′k)d exp(−B(k(M−M ′)) onverge,
le résultat souhaité déoule de (39) et (40). 
6.2. Un proédé de redémarrage. On va utiliser ii un argument dit de redé-
marrage, que l'on peut résumer omme suit. On ouple le système que l'on souhaite
étudier (système fort) ave un système qu'il domine stohastiquement (système
faible) et que l'on onnaît mieux. On peut alors transporter un ertain nombre de
propriétés du système onnu à elui que l'on doit étudier : on laisse évoluer les deux
systèmes onjointement, et à haque fois que le plus faible meurt et que le plus
fort est vivant, on fait repartir une opie du plus faible toujours ouplée au plus
fort. Ainsi, soit les deux proessus meurent avant qu'on ait pu trouver un proessus
faible apable de survivre, et dans e as le ontrle des grands temps de survie du
faible peut se transposer sur le fort, soit le plus fort survit indéniment et on nit
par le oupler ave un faible qui survit. Dans e as, un ontrle du temps néessaire
pour un redémarrage réussi permet de transférer des propriétés du proessus faible
lorsqu'il survit sur le proessus fort.
Cette tehnique est déjà anienne ; on la trouve par exemple hez Durrett [14℄,
setion 12, sous une forme très pure. Elle est aussi utilisée par Durrett et Grif-
feath [16℄, an de transporter des ontrles onnus pour le proessus de ontat
en dimension 1 au proessus de ontat en dimension supérieure. Nous allons ii
l'utiliser en ouplant le proessus de ontat en environnement inhomogène λ ∈ Λ
ave le proessus de ontat ave taux de naissane onstant λmin. C'est ii que
l'hypothèse λmin > λc(Z
d) est importante.
Pour e faire, nous allons oupler des familles de proessus pontuels de Poisson.
Fixons λ ∈ Λ. On peut onstruire une mesure de probabilité P˜λ sur Ω × Ω sous
laquelle
 La première oordonnée ω est une famille ((ωe)e∈Ed , (ωz)z∈Zd) de proessus
pontuels de Poisson , d'intensités respetives (λe)e∈Ed pour les proessus in-
dexés par les arêtes, et d'intensité 1 pour les proessus indexés par les sites.
 La seonde oordonnée η est une famille ((ηe)e∈Ed , (ηz)z∈Zd) de proessus pon-
tuels de Poisson , d'intensité λmin pour les proessus indexés par les arêtes, et
d'intensité 1 pour les proessus indexés par les sites.
 Les proessus pontuels de Poisson indexés par les sites (les temps de mort)
oïnident : pour tout z ∈ Zd, ηz = ωz.
 Les proessus pontuels de Poisson indexés par les arêtes (les temps des éven-
tuelles naissanes) sont ouplés : pour tout e ∈ Ed, le support de ηe est inlus
dans elui de ωe.
On note ξA = ξA(ω, η) le proessus de ontat dans l'environnement λ partant de
A onstruit ave la famille de proessus de Poisson ω, et ζB = ζB(ω, η) le proessus
de ontat dans l'environnement λmin partant de B onstruit ave la famille de
proessus de Poisson η. Si B ⊂ A, alors on a P˜λ presque sûrement ζBt ⊂ ξAt pour
tout t ≥ 0. On peut remarquer que le proessus (ξA, ζB) est un proessus de Markov.
On introduit les temps de vie de es deux proessus :
τ = inf{t ≥ 0 : ξ0t = ∅} et, pour x ∈ Zd, τ ′x = inf{t ≥ 0 : ζxt = ∅}.
Remarquons que la loi de τ ′x sous P˜λ est la loi de τx sous Pλmin ; ette loi est en
fait indépendante du point de départ du proessus, puisque le modèle à taux de
naissane onstant est invariant par translation.
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On dénit par réurrene une suite de temps d'arrêt (uk)k≥0 et une suite de
points (zk)k≥0 en posant u0 = 0, z0 = 0, et pour tout k ≥ 0 :
 si uk < +∞ et ξuk 6= ∅, alors uk+1 = τ ′zk ◦ θuk ;
 si uk = +∞ ou si ξuk = ∅, alors uk+1 = +∞ ;
 si uk+1 < +∞ et ξuk+1 6= ∅, alors zk+1 est le plus petit point pour l'ordre
lexiographique de ξuk+1 ;
 si uk+1 = +∞ ou si ξuk+1 = ∅, alors zk+1 = +∞.
Autrement dit, tant que uk < +∞ et ξuk 6= ∅, on prend dans ξuk le point zk le plus
petit pour l'ordre lexiographique, et on regarde le temps de vie du proessus le plus
faible, 'est à dire ζ, partant de zk au temps uk. Le proédé de redémarrage peut
s'arrêter pour deux raisons : soit on trouve un k tel que uk < +∞ et ξuk = ∅, e
qui implique que le proessus le plus fort (qui ontient le faible) meurt exatement
au temps uk ; soit on trouve un k tel que uk < +∞, ξuk 6= ∅, et uk+1 = +∞. Dans
e deuxième as, on a trouvé un point zk tel que le proessus faible, partant de
zk au temps uk, survit, e qui implique en partiulier que le fort, qui le ontient,
survit. On pose alors
K = inf{n ≥ 0 : un+1 = +∞}.
Le nom de la variable K est hoisi par analogie ave la setion 3. Cette setion
étant indépendante du reste de l'artile, la onfusion ne devrait ependant pas être
possible. Il ressort de la disussion préédente que
(42) (τ = +∞⇐⇒ ξ0uK 6= ∅) et si τ < +∞, alors uK = τ.
On regroupe dans le lemme suivant les estimées sur le proédé de redémarrage
néessaires pour démontrer la proposition 2.5. On rappelle que ρ est introduit dans
l'équation (7).
Lemme 6.3. On se plae dans le adre préédent. Alors
 ∀λ ∈ Λ ∀n ∈ N P˜λ(K > n) ≤ (1 − ρ)n.
 ∀B ∈ B(D) P˜λ(τ = +∞, ζzK ◦ θuK ∈ B) = Pλ(τ = +∞)Pλmin(ξ0 ∈ B).
 Il existe α, β > 0 tel que pour tout λ ∈ Λ, E˜λ(exp(αuK)) < β.
Démonstration. D'après la propriété de Markov forte, on a
P˜λ(K ≥ n+ 1) = P˜λ(un+1 < +∞)
= P˜λ(un < +∞, ξun 6= ∅, τ ′zn ◦ θun) < +∞)
≤ P˜λ(un < +∞)(1 − ρ) = P˜λ(K ≥ n)(1 − ρ).
Ainsi, K a une queue sous-géométrique, e qui montre le premier point. En parti-
ulier, K est presque sûrement ni.
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En utilisant (42) et la propriété de Markov forte, on a enore
P˜λ(τ = +∞, ζzK ◦ θuK ∈ B) = P˜λ(ξuK 6= ∅, ζzK ◦ θuK ∈ B)
=
+∞∑
k=0
∑
z∈Zd
P˜λ(K = k, ξ
0
uk
6= ∅, zk = z, ζzK ◦ θuK ∈ B)
=
+∞∑
k=0
∑
z∈Zd
P˜λ(uk < +∞, ξ0uk 6= ∅, zk = z, τ ′zK ◦ θuk = +∞, ζzK ◦ θuK ∈ B)
=
+∞∑
k=0
∑
z∈Zd
P˜λ(uk < +∞, ξ0uk 6= ∅, zk = z)Pλmin(τ = +∞, ξ0 ∈ B)
= Pλmin(τ = +∞, ξ0 ∈ B)
+∞∑
k=0
P˜λ(uk < +∞, ξ0uK 6= ∅).
En prenant pour B l'ensemble des trajetoires, on identie :
P˜(τ = +∞) = Pλ(τ = +∞) = Pλmin(τ = +∞)
+∞∑
k=0
P˜λ(uk < +∞, ξ0uK 6= ∅),
e qui nous donne le deuxième point
Comme λmin > λc(Z
d), les résultats de Durrett et Grieath [16℄ pour les grands λ,
étendus à tout le régime surritique par Bezuidenhout et Grimmett [4℄, assurent
l'existene de A,B > 0 telles que
∀t ≥ 0 Pλmin(t ≤ τ < +∞) ≤ A exp(−Bt),
e qui donne l'existene de moments exponentiels pour τ1 {τ<+∞}. Comme Pλmin(τ =
+∞) > 0, on peut hoisir (en utilisant par exemple le théorème de onvergene do-
minée) un α > 0 tel que Eλmin(exp(ατ)1 {τ<+∞}) = r < 1.
Pour k ≥ 0, on note
Sk = exp
(
α
k−1∑
i=0
τ ′zi ◦ θui
)
1 {uk<+∞}.
On remarque que Sk est Fuk -mesurable. Soit k ≥ 0. On a
exp(αuK)1 {K=k} ≤ Sk.
Ainsi, en appliquant la propriété de Markov forte au temps uk−1 < +∞, on obtient,
pour k ≥ 1
E˜λ[exp(αuK)1 {K=k}] ≤ E˜λ(Sk) = E˜λ(Sk−1)Eλmin(exp(ατ)1 {τ<+∞})
≤ rE˜λ(Sk−1).
Comme r < 1, on en déduit que E˜λ[exp(αuK)] ≤ r1−r < +∞. 
6.3. Preuve de la proposition 2.5. Les estimées (8) et (7) déoulent d'une simple
omparaison stohastique :
Démonstration de (7). Il sut de remarquer que pour tout environnement λ ∈ Λ
et tout z ∈ Zd, on a
Pλ(τ
z = +∞) ≥ Pλmin(τz = +∞) = Pλmin(τ0 = +∞) > 0.

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Démonstration de (8). On utilise la domination stohastique du proessus de ontat
en environnement λ par le modèle de Rihardson de paramètre λmax. Pour e mo-
dèle, la roissane au plus linéaire est assurée par (38). 
Il nous reste don à démontrer (9), (10) et (11) par le proédé de redémarrage.
Démonstration de (9). Soit α, β > 0 données dans le troisième point du lemme 6.3.
Rappelons que, sur {τ < +∞}, uK = τ . On a, pour tout λ ∈ Λ, pour tout t > 0,
Pλ(t < τ < +∞) = Pλ(eαt < eατ , τ < +∞) = P˜λ(eαt < eαuK , τ < +∞)
≤ P˜λ(eαt < eαuK ) ≤ e−αtE˜λeαuK ≤ βe−αt,
e qui termine la preuve. 
Démonstration de (10). Comme λmin > λc(Z
d), les résultats de Durrett et Grif-
feath [16℄ pour les grands λ, étendus à tout le régime surritique par Bezuidenhout
et Grimmett [4℄, assurent l'existene de onstantes A,B, c > 0 telles que, pour tout
y ∈ Zd, pour tout t ≥ 0,
(43) Pλmin
(
t(y) ≥ ‖y‖
c
+ t
)
≤ A exp(−Bt).
D'autre part, le ontrle par le modèle de Rihardson du lemme 6.2 ave λmax
assure l'existene de A,B,M tels que pour tout λ ∈ Λ, pour tout s ≥ 0,
(44) Pλ(∃t ≥ 0, ξ0t 6⊂ BMt+s) ≤ A exp(−Bs).
Quitte à diminuer c ou à augmenter M , on peut en outre supposer que cM ≤ 1.
Maintenant,
P˜λ
(
t(y) ≥ ‖y‖
c
+ t, τ = +∞
)
≤ P˜λ
(
uK ≥ tc
6M
)
+ P˜λ
(
uK ≤ tc
6M
, ξ0uK 6⊂ Btc/3
)
+P˜λ
(
τ = +∞, uK ≤ tc
6M
, ξ0uK ⊂ Btc/3, t(y) ≥
‖y‖
c
+ t
)
.
Le premier terme est bien ontrlé par l'existene de moments exponentiels pour
uK donnée par le troisième point du lemme 6.3 de redémarrage : il existe C,α > 0
tels que pour tout λ ∈ Λ, pour tout t ≥ 0,
P˜λ
(
uK ≥ tc
6M
)
≤ C exp
(
−αct
6M
)
.
Le seond terme est ontrlé à l'aide de (44) :
P˜λ
(
uK ≤ tc
6M
, ξ0uK 6⊂ Btc/3
)
≤ Pλ(∃t ≥ 0, ξ0t 6⊂ BMt+ tc6 ) ≤ A exp
(
−Btc
6
)
.
Il reste à ontrler le dernier terme. On note ii
t′(y) = inf{t ≥ 0 : y ∈ ζ0t }.
Rappelons que si τ = +∞, alors ξuK 6= ∅ et zK est bien déni. Comme t(y) est un
temps d'entrée et que ξ0t ⊃ ζ0t pour tout t, on a, sur {τ = +∞},
t(y) ≤ uK + t′(y − zK) ◦ TzK ◦ θuK .
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Si uK ≤ tc6M ≤ t6 , alors t(y) ≤ t6 + t′(y − zK) ◦ TzK ◦ θuK . Si, de plus, ξ0uK ⊂ Btc/3,
on a ‖y‖ ≥ ‖y − zK‖ − tc3 , e qui donne, ave deuxième point du lemme 6.3,
P˜λ
(
τ = +∞, uK ≤ ct
6M
, ξ0uK ⊂ Bct/3, t(y) ≥
‖y‖
c
+ t
)
≤ P˜λ
(
τ = +∞, t′(y − zK) ◦ TzK ◦ θuK ≥
‖y − zK‖
c
+
t
2
)
≤ Pλ(τ = +∞) sup
z∈Zd
Pλmin
(
t(y − z) ≥ ‖y − z‖
c
+
t
2
)
≤ A exp(−Bt/2),
où la dernière égalité provient de (43). Cei termine la preuve. 
Démonstration de (11). Soit s ≥ 0, et notons n la partie entière de s. Soit γ > 0
xé, dont la valeur sera préisée ultérieurement.
P(0 /∈ K ′s) = P(∃t ≥ s : 0 6∈ Kt)
≤
+∞∑
k=n
P(Bγk 6⊂ Kk) +
+∞∑
k=n
P(Bγk ⊂ Kk, ∃t ∈ [k, k + 1) tel que 0 6∈ Kt).
Commençons par ontrler la deuxième somme. Fixons k ≥ n. Supposons que
Bγk ⊂ Kk et onsidérons t ∈ [k, k+1) tel que 0 6∈ Kt. Il existe don x ∈ Zd tel que
0 ∈ ξxt \ξ0t . Comme 0 ∈ ξxt et t ≥ k, il existe y ∈ Zd tel que y ∈ ξxk et 0 ∈ ξyt−k ◦ θk.
Si y ∈ Bγk ⊂ Kk, alors ξ0k(y) = ξZ
d
k (y) = 1, e qui implique que y ∈ ξ0k, e qui à
son tour, vu que 0 ∈ ξyt−k ◦ θk, implique que 0 ∈ ξ0t , et ontredit l'hypothèse 0 6∈ ξ0t .
Ainsi, néessairement, y 6∈ Bγk, et don :
Pλ(Bγk ⊂ Kk, ∃t ∈ [k, k + 1) tel que 0 6∈ Kt)
≤ 1
Pλ(τ = +∞)Pλ
(
θ−1k
(
0 ∈ ∪
s∈[0,1]
ξ
Z
d\Bγk
s
))
≤ 1
ρ
Pλ
(
0 ∈ ∪
s∈[0,1]
ξ
Z
d\Bγk
s
)
≤ 1
ρ
Pλ
(
∪
s∈[0,1]
ξ0s 6⊂ Bγk
)
=
1
ρ
Pλ(H
0
1 6⊂ Bγk).
Comme le modèle de Rihardson de paramètre λmax domine stohastiquement le
proessus de ontat en environnement λ, on ontrle e dernier terme à l'aide du
lemme 6.1.
Pour ontrler la première somme, il sut de montrer qu'il existe des onstantes
stritement positives A,B, γ telles que pour tout λ ∈ Λ, pour tout t ≥ 0
(45) Pλ(Bγt 6⊂ Kt, τ0 = +∞) ≤ A exp(−Bt).
La onstante γ dont nous avions reporté la dénition est ainsi déterminée.
Le nombre de points ontenus dans une boule étant polynomial en le rayon de
la boule, il sut de montrer qu'il existe des onstantes A,B, c′ > 0 telles que pour
tout t ≥ 0, pour tout x ∈ Zd,
(46) ‖x‖ ≤ c′t =⇒ P˜λ(ξ0(t) 6= ∅, x ∈ ξZ
d
(t)\ξ0(t)) ≤ A exp(−Bt).
Pour démontrer (46), on va s'appuyer sur le résultat suivant, obtenu par Durrett [17℄
omme onséquene de la onstrution de Bezuidenhout et Grimmett [4℄ : si ξ0 et
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ξ˜x sont deux proessus de ontat indépendants de paramètre λ > λc(Z
d), par-
tant respetivement de 0 et de x, alors il existe des onstantes A,B, α stritement
positives telles que pour tout t ≥ 0, pour tout x ∈ Zd,
(47) ‖x‖ ≤ αt =⇒ P(ξ0t ∩ ξ˜xt = ∅, ξ˜xt 6= ∅, ξ0t 6= ∅) ≤ A exp(−Bt).
Soient α et M les onstantes respetivement données par les équations (47) et (8).
On pose c′ = α/2 et on hoisit ε > 0 tel que c′ + 2εM ≤ α.
Soient a ∈ B0αt/4 et b ∈ Bxαt/4. On pose
αa,s = ζ
a
s ◦ θεt/2 et βb,s = {y ∈ Zd : b ∈ ζys ◦ θt(1−ε/2)−s}.
Alors (αa,s)0≤s≤t/2(1−ε) et (βa,s)0≤s≤t/2(1−ε) sont deux proessus de ontat indé-
pendants de taux de naissane λmin onstant, partant respetivement de a et b.
Le proessus (βa,s)0≤s≤t/2(1−ε) est un proessus de ontat, mais pour lequel on
a retourné l'axe temporel dans la onstrution ave les proessus de Poisson. De
manière analogue, on pose
ξˆxs = {y ∈ Zd : x ∈ ξys ◦ θt−s}.
La loi de (ξˆxs )0≤s≤t/2 oïnide ave la loi de (ξ
x
s )0≤s≤t/2. On s'appuie sur les re-
marques suivantes :
 Si a ∈ ξ0εt/2, que αa,(1−ε)t/2 ∩ βb,(1−ε)t/2 6= ∅ et que b ∈ ξˆxεt/2, alors x ∈ ξ0t .
 Si x ∈ ξZdt , alors ξˆxt/2 est non-vide.
 Si ξ0t est non-vide, alors ξ
0
t/2 est non-vide.
Ainsi, en posant
E0 =
{
ξ0t/2 6= ∅
}
\
{
∃a ∈ B0αt/4 ∩ ξ0εt/2 : αa,(1−ε)t/2 6= ∅
}
et Eˆx =
{
ξˆxt/2 6= ∅
}
\
{
∃b ∈ Bxαt/4 ∩ ξˆxεt/2 : βb,(1−ε)t/2 6= ∅
}
,
on obtient
P˜λ(ξ
0
t 6= ∅, x ∈ ξZ
d
t \ξ0t ) ≤ P˜λ(ξ0t/2 6= ∅, ξˆxt/2 6= ∅, ξ0t/2 ∩ ξˆxt/2 = ∅)(48)
≤ P˜λ(E0) + P˜λ(Eˆx) + S,
où S =
∑
a∈B0
αt/4
b∈Bx
αt/4
P˜λ
(
α
a, (1−ε)t2
6= ∅, β
b, (1−ε)t2
6= ∅, α
a, (1−ε)t2
∩ β
b, (1−ε)t2
= ∅
)
.
Pour haque ouple (a, b) apparaissant dans S, on a ‖a−b‖ ≤ ‖a‖+‖b−x‖+‖x‖ ≤
αt/4 + αt/4 + αt/2 = αt, e qui permet d'utiliser (47), et donne l'existene de
onstantes A,B,C′ > 0 telles que
S ≤ C′(1 + αt/4)2dA exp(−B(1− ε)t/2).
En retournant à nouveau le temps, on voit que P˜λ(Eˆ
x) = P˜x.λ(E
0) ; il sut don
de ontrler P˜λ(E
0) uniformément en λ. Posons
E1 = {ξ0t/2 6= ∅}\{∃a ∈ Zd : a ∈ ξ0εt/2, αa,(1−ε)t/2 6= ∅}.
On a P˜λ(E
0) ≤ P˜λ(E1) + P˜λ(ξ0εt/2 6⊂ B0αt/4). D'après le hoix de ε et l'inégalité (8),
on a
∀λ ∈ Λ ∀t ≥ 0 P˜λ(ξ0εt/2 6⊂ B(0, αt/4)) ≤ A exp(−Bεt/2).
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À l'aide du lemme 6.3 de redémarrage, on voit que
P˜λ(uK > εt/2) ≤ β exp(−αεt/2).
Supposons don que uK ≤ εt/2 et que ξ0t/2 6= ∅ : zK est don bien déni et on a
τ ′zK ◦ θuK = +∞. Ainsi, il existe une branhe d'infetion innie dans le proessus
ouplé en environnement λmin partant de ξ
0
uK . Cette branhe ontient au moins un
point a ∈ ξ0(1−ε)t/2. Par onstrution a ∈ ξ0(1−ε)t/2 et αa,(1−ε)t/2 6= ∅, e qui ahève
la preuve de (45). 
Remarque Au ours de ette preuve, on a montré que pour tout λ ∈ Λ,
lim
t→+∞ P˜λ(ξ
0
t 6= ∅, ξˆxt 6= ∅, ξ0t ∩ ξˆxt = ∅) = 0,
e qui est l'ingrédient essentiel de la preuve du théorème 2.4 de onvergene om-
plète. On pourra se reporter à l'artile de Durrett [17℄ pour les détails de la preuve
dans le as du proessus de ontat lassique.
Appendie : preuve des théorèmes ergodiques presque
sous-additifs 5.2 et 5.3
Démonstration du théorème 5.2. Posons ap = C
1/α
p et un = E[fn] : on a pour tous
n, p ∈ N E[r+n,p] ≤ (E[(r+n,p)α])1/α ≤ C1/αp = ap, d'où
un+p ≤ un + up + E[gp]− E[rn,p] ≤ un + up + E[gp] + ap.
Le terme général d'une série onvergente tend vers 0, don Cp = o(p
α), soit ap =
o(p). Comme an+E[gn]n tend vers 0, la onvergene de un/n est lassique (voir par
exemple Derrienni [11℄). La limite µ est nie ar un ≥ cn pour tout n.
On va montrer que f = lim
n→+∞
fn
n domine stohastiquement une variable aléa-
toire dont l'espérane dépasse µ.
Pour toute variable aléatoireX , on note L(X) sa loi sous P. On note K l'ensemble
des mesures de probabilités sur RN
∗
+ dont toutes les lois marginales m vérient :
∀t > 0 m(]t,+∞[) ≤ P(f1 + g1 > t/2) + C1(2/t)α.
On dénit, pour tout k ≥ 1,
∆k = fk+1 − fk,
et on note ∆ le proessus ∆ = (∆k)k≥1. Pour tout k ∈ N, la sous-additivité assure
que ∆k ≤ (f1 + g1) ◦ θk + rk,1, don, pour tout t > 0,
P(∆k > t) ≤ P((f1 + g1) ◦ θk > t/2) + P(r+k,1 > t/2)
≤ P(f1 + g1 > t/2) + C1(2/t)α.
Cei assure que ∆ ∈ K.
En notant s le shift : s((uk)k≥0) = (uk)k≥1, on regarde alors la suite de proba-
bilités sur RN
∗
:
(Ln)n≥1 =

 1
n
n∑
j=1
L(sj ◦∆)


n≥1
.
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Comme K est onvexe et invariant par s, la suite (Ln)n≥1 prend ses valeurs dans
K. Soient n, k ≥ 1.∫
πk(x) dLn(x) =
1
n
n∑
j=1
E(πk(s
j ◦∆))
=
1
n
n∑
j=1
E(fk+j+1 − fk+j) = 1
n
(E[fn+k+1]− E[fk+1]).
Posons Mk = sup
n≥1
1
n |E[fn+k+1] − E[fk+1]|. La onvergene de un/n entraîne que
Mk est ni. De même, par presque sous-additivité,∫
π+k (x) dLn(x) =
1
n
n∑
j=1
E(π+k (s
j ◦∆))
=
1
n
n∑
j=1
E[(fk+j+1 − fk+j)+] ≤ E[f+1 ] + E[g+1 ] + a1.
Ainsi, on a∫
|πk(x)| dLn(x) ≤
∫
2π+k (x) dLn(x) + |
∫
πk(x) dLn(x)|
≤ Mk + 2E[f+1 ] + 2E[g+1 ] + 2a1.
Soit K′ l'ensemble des loism sur RN∗ tel que pour tout k, ∫ |πk| dm ≤ 2Mk+E[f+1 ]+
E[g+1 ] + a1. L'ensemble K′ est ompat pour la topologie de la onvergene en loi
et la suite (Ln)n≥1 prend ses valeurs dans K′. Soit don γ un point d'aumulation
de (Ln)n≥1 et (nk)k≥1 une suite d'indies telle que Lnk =⇒ γ. Par onstrution, γ
est invariante par le shift s.
Maintenant, la suite des lois de la première oordonnée π1(x) sous (Lnk)k≥0
onverge faiblement vers la loi de la première oordonnée sous γ. Par ailleurs,
par dénition de K, ette famille de lois a une partie positive uniformément in-
tégrable, don
∫
π+1 dγ = lim
∫
π+1 dLnk . Cependant, le lemme de Fatou nous dit
que
∫
π−1 dγ ≤ lim
k→+∞
Eπ−1 dLnk , d'où nalement
∫
π1 dγ ≥ lim
k→+∞
∫
π1 dLnk = µ.
Soit Y = (Yk)k≥1 un proessus de loi γ. Comme γ est invariante par le shift s, le
théorème de Birkho nous dit que la suite ( 1n
∑n
k=1 Yk)n≥1 onverge p.s. vers une
variable aléatoire réelle Y∞, qui vérie don E(Y∞) =
∫
π1 dγ ≥ µ.
Il nous reste à voir que la loi de Y∞ est stohastiquement dominée par la loi de
f = lim
n→+∞
1
nfn. On va montrer que pour tout a ∈ R, P(Y∞ > a) ≤ P(f > a). Par
ontinuité à droite, il sut d'obtenir l'inégalité pour a dans une partie dense de R.
On supposera don que a est un point de ontinuité de la loi de f .
{Y∞ > a} =
{
lim
n→+∞
Y1 + · · ·+ Yn
n
> a
}
=
⋃
k≥1
{
inf
n≥k
Y1 + · · ·+ Yn
n
> a
}
.
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D'où
P(Y∞ > a) = lim
k→+∞
PY
(
inf
i≥k
π1 + · · ·+ πi
i
> a
)
= lim
k→+∞
inf
n≥k
PY
(
inf
k≤i≤n
π1 + · · ·+ πi
i
> a
)
≤ lim
k→+∞
inf
n≥k
lim
K→+∞
1
nK
nK∑
j=1
P
(
inf
k≤i≤n
π1 + · · ·+ πi
i
◦ sj ◦∆ > a
)
.
Soit ε > 0. On a, pour k, n, j xés,
P
(
inf
k≤i≤n
π1 + · · ·+ πi
i
◦ sj ◦∆ > a
)
= P
(
inf
k≤i≤n
fj+i+1 − fj+1
i
> a
)
≤ P
(
inf
k≤i≤n
(fi + gi) ◦ θj+1 + rj+1,i
i
> a
)
≤ P
(
inf
k≤i≤n
(fi + gi) ◦ θj+1
i
> a− ε
)
+ P
(
sup
i≥k
rj+1,i
i
> ε
)
D'une part, on a
P
(
sup
i≥k
rj+1,i
i
> ε
)
≤ P
( ∑
i≥k
(
r+j+1,i
i
)α
> εα
)
≤ ε−α ∑
i≥k
1
iα
E[(r+j+1,i)
α]
≤ ε−α ∑
i≥k
Ci
iα
.
Notons que e terme est indépendant de j et de n. D'autre part,
P
(
inf
k≤i≤n
(fi + gi) ◦ θj+1
i
> a− ε
)
= P
(
inf
k≤i≤n
fi + gi
i
> a− ε
)
,
qui est indépendant de j. Ainsi quel que soit ε > 0, on a pour tous n, k, ave n ≥ k :
lim
K→+∞
1
nK
nK∑
j=1
P
(
inf
k≤i≤n
π1 + · · ·+ πi
i
◦ sj ◦∆ > a
)
≤ ε−α ∑
i≥k
Ci
iα
+P
(
inf
k≤i≤n
fi + gi
i
> a− ε
)
,
puis
inf
n≥k
lim
K→+∞
1
nK
nK∑
j=1
P
(
inf
k≤i≤n
π1 + · · ·+ πi
i
◦ sj ◦∆ > a
)
≤ ε−α ∑
i≥k
Ci
iα
+ inf
n≥k
P
(
inf
k≤i≤n
fi + gi
i
> a− ε
)
.
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Enn
P(Y∞ > a) ≤ lim
k→+∞
inf
n≥k
P
(
inf
k≤i≤n
fi + gi
i
> a− ε
)
+ lim
k→+∞
ε−α
∑
i≥k
Ci
iα
≤ lim
k→+∞
P
(
inf
i≥k
fi + gi
i
> a− ε
)
≤ P
(
lim
i→+∞
fi + gi
i
> a− ε
)
= P
(
lim
i→+∞
fi
i
> a− ε
)
,
étant donné que gi/i tend presque sûrement vers 0. Faisant alors tendre ε vers zéro,
on obtient
P(Y∞ > a) ≤ P
(
lim
i→+∞
fi
i
≥ a
)
= P(f > a).
Reste à voir l'invariane par les θn de f . Soit n ≥ 1 xé. On a
E
[
+∞∑
p=1
(
r+n,p
p
)α]
=
+∞∑
p=1
E
[(
r+n,p
p
)α]
≤
+∞∑
p=1
Cp
pα
< +∞.
En partiulier,
r+n,p
p tend presque sûrement vers 0 lorsque p tend vers l'inni. Comme
fn+p ≤ fn + fp ◦ θn + gp ◦ θn + r+n,p, en divisant par n + p et en faisant tendre p
vers +∞, il vient que
f ≤ f ◦ θn p.s.
Comme θn laisse P invariante, on en déduit lassiquement que f est invariante par
θn. 
Remarques Dans le présent artile, il n'est pas fait usage de la possibilité de
prendre gp non nul. Dans le as où les (gp) ne sont pas nuls mais où les rn,p sont,
en revanhe, nuls, on obtient un résultat qui ressemble beauoup au théorème 3 de
Shürger [34℄. Comme Shürger [33℄, nous reprenons le proédé de ouplage ave un
proessus stationnarisé initié par Durrett [13℄ et popularisé par Liggett [28℄. Ii, le
raisonnement est rané en établissant diretetement une omparaison stohastique
de la variable aléatoire Y , et non du proessus (Yn)n≥1 dont elle est la limite
inférieure.
Dans la plupart des théorèmes ergodiques presque sous-additifs existants, la
onvergene presque sûre requiert des onditions assez fortes (du type stationnarité
en loi) du défaut de sous-additivité. Ii, en revanhe, on obtient un omportement
presque sûr en onsidérant une ondition sur les moments (d'ordre supérieur à 1) du
défaut de sous-additivité. A ontrario, on sait qu'un ontrle du moment d'ordre
1 du défaut de sous-additivité n'est pas susant pour obtenir un omportement
presque sûr (voir la remarque de Derrienni [11℄ et le ontre-exemple de Derrienni
et Hahem [12℄).
Démonstration du théorème 5.3. Il reste à montrer que E
(
lim
n→+∞
fn
n
)
≤ µ.
On xe k ≥ 1. En utilisant la sous-additivité, on a pour tout n ≥ 0 et pour tout
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0 ≤ r ≤ k − 1 :
fnk+r ≤ fnk + (fr + gr) ◦ θnk + r+nk,r
≤
(
n−1∑
i=0
fk ◦ (θk)i
)
+
(
fnk −
n−1∑
i=0
fk ◦ (θk)i
)+
+ (fr + gr) ◦ θnk + r+nk,r
Comme θk laisse P invariante, le théorème de Birkho nous donne la onvergene
presque sûre et dans L1 :
lim
n→+∞
1
n
n−1∑
j=0
fk ◦ (θk)j
k
=
E(fk|Ik)
k
,
où Ik est la tribu des invariants par θk. Contrlons maintenant les termes résiduels.
Comme la famille nie ((fr + gr))0≤r≤k−1 est équi-intégrable et que θk laisse P
invariant, la famille ( sup
0≤r≤k−1
(fr + gr) ◦ θnk )n≥1 est équi-intégrable, e qui assure
la onvergene presque sûre et dans L1 :
lim
n→+∞
1
n
sup
0≤r≤k−1
(fr + gr) ◦ (θk)n = 0.
On a
+∞∑
n=1
E[(
r+nk,r
n
)α] ≤
+∞∑
n=1
Cr
nα
< +∞, e qui entraîne, omme préédemment, que
r+nk,r/n tend presque sûrement vers 0. Finalement,
∀r ∈ {0, . . . , k − 1} lim
n→+∞
fnk+r
nk + r
≤ E[fk|Ik]
k
,
et don E[ lim
n→+∞
fn
n
] ≤ E[fk]
k
. On ahève la preuve en faisant tendre k vers +∞.

RemarqueDans le as où il n'y a pas de défaut de sous-additivité, les hypothèses
du théorème 5.3 sont évidemment vériées ; on obtient ainsi un théorème ergodique
sous-addititif qui ressemble beauoup à elui de Liggett [28℄ sans toutefois lui être
stritement omparable, au sens où auun des deux n'entraîne l'autre.
En eet, prolongeant une remarque faite par Kingman dans son ours de Saint-
Flour [26℄ (page 178), on peut noter que l'hypothèse de l'artile original de Kingman,
à savoir la stationnarité du proessus doublement indexé (Xs,t)s≥0,t≥0, peut être
aaiblie de deux manières :
 Soit en supposant que pour tout k, le proessus (X(r−1)k,rk)r≥1 est stationnaire
 'est l'hypothèse qui sera utilisée par Liggett [28℄.
 Soit en supposant que la loi de Xn,n+p ne dépend que de p. Cette hypothèse,
suggérée par Hammersley et Welsh, est elle que nous faisons ii, ou que fait
Shürger dans [34℄.
Il faut noter toutefois que dans la preuve de Liggett [28℄, l'hypothèse spéiale de
stationnarité n'intervient que dans la partie réputée faile du ontrle de la limite
supérieure.
A l'époque, Kingman semble penser que le premier jeu d'hypothèses l'a emporté
sur le seond, au vu des appliations possibles. Plus de trente ans plus tard, les
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progrès des théorèmes ergodiques sous-additifs  en partiulier s'agissant du ontrle
de la limite inférieure  amènent à nuaner ette armation.
Les auteurs tiennent à remerier le rapporteur anonyme qui a déelé une erreur
dans une première version de et artile.
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