ABSTRACT Computing Gaussian curvature is a fundamental task in image and video processing. However, this task becomes more and more time consuming when the image resolution goes higher and higher. In this paper, we tackle this issue from two aspects. First, we develop a novel discrete computing scheme for Gaussian curvature of discrete images. Our method does not require the image to be smooth. Second, we propose to perform the actual calculation by lookup tables, which significantly reduce the computation time. As a result, our method can compute the Gaussian curvature for 4K videos in real time, without requiring the image to be smooth. Moreover, our method can be implemented on mobile devices. Several experiments confirm the efficiency and effectiveness of our method. Our method can be applied on a large range of image and video processing applications that involve Gaussian curvature.
I. INTRODUCTION
Videos play important roles in many applications, such as traffic monitoring, security surveillance, cell motion analysis [1] , advertisement, remote sensing, etc. For example, in cell motion analysis, videos are used to record the microscope view with a certain frame rate. There are three stages in such video analysis. First, each frame in the video is processed, removing the noise and enhancing the contrast. Then, the cell boundary is identified in each frame. Finally, the cell contour is linked between frames in a short time period. These stages are also valid for video analysis in other scenarios such as traffic monitoring and security surveillance.
With the development of imaging hardware in the past few years, the resolution of videos is getting higher and higher. Higher resolution provides more spatial information (details) for the video, which will be clearer for human vision system. Many cameras and displays start to support high resolution videos. Nowadays, 4K (4096×2160) resolution videos become popular in daily life and scientific research.
Another important factor in video processing is the frame rate. Different from the spatial resolution, frame rate quantifies in the time axis. Higher frame rate will make the motion in the video more 'continuous' and, thus, is preferred by human vision system. The frame rate is at least 24 frames
The associate editor coordinating the review of this article and approving it for publication was Jiachen Yang. per second to be real time. Although higher frame rate is always preferred, this factor is limited by hardware and processing algorithms, especially for mobile devices.
High frame rate and high resolution in videos cause many technical difficulties, such as storage, compression, processing and display [2] - [5] . High frame rate requires the processing time delay to be short. This further requires the processing algorithms to have high performance. Meanwhile, the high resolution in videos also require the processing algorithms to have high performance.
On the other hand, mean curvature and Gaussian curvature are fundamental quantities for image processing, video analysis and triangular mesh editing [6] - [13] . Mean curvature regularization assumes that the ground truth signal has zero mean curvature everywhere [14] . Such assumption is valid for most of natural images [10] , [13] . But such assumption requires the processed result to be smooth (second order differentiable), which indicates blurring artifacts in image processing. Gaussian curvature, however, does not have this issue. Gaussian curvature assumes that the ground truth signal is a developable surface. It allows the result to maintain the edges such as step functions and cone structures [10] . This edge preserving property is preferred in image processing, leading to clear results.
In this paper, we focus on Gaussian curvature for three reasons. First, it has been shown good performance in preserving edges for image denoising in practical applications [7] , [15] , [16] . Second, it has a close relationship with the determinant of Hessian matrix at each pixel location. In fact, the numerator in Gaussian curvature is the determinant of Hessian matrix (see Eq. 1), which is the product of two eigenvalues. Third, it has some mathematical properties that are preferred for image processing tasks. In differential geometry, Gaussian curvature is an intrinsic property of the surface [10] . It is the product of the two principle curvatures. When the Gaussian curvature is zero for any location on the surface, the surface is called a developable surface. Such surfaces can be mapped to a plane without any distortion. This property is fundamentally important for various manufacturing industries, such as ship, cloth, toy, cup, etc. Thanks to this important property, Gaussian curvature has been used as regularization term in various image processing tasks, such as smoothing [6] , [9] , [17] , registration, segmentation, motion analysis, object tracking, etc.
In most of these tasks, there are two issues that hamper the application of Gaussian curvature. The first problem is that computing Gaussian curvature is the bottleneck for the whole processing pipeline. Computing Gaussian curvature requires a lot of computation resource such as computer memory (variable storage) and CPU time (actual operation). The second problem is that computing Gaussian curvature requires the surface to be second order differentiable. This requirement can not be satisfied for sharp image edges, where the image is not even differentiable. As shown in following sections, Gaussian curvature is a second order property of the surface. Therefore, the first and second order differentiation must be approximated by finite difference schemes for the images. In this paper, we propose a novel method to compute Gaussian curvature without these two issues.
A. GAUSSIAN CURVATURE
A video is a sequence of images {I 0 ( x), I 1 ( x), · · · , I T ( x)}, where x = (x, y) is the spatial coordinate, I t ( x) is an image, and t ∈ [0, T ] is the frame index.
As shown in previous work [9] , [10] , each frame can be embedded in a higher dimensional space to form a surface = ( x, I t ( x)). For convenience, we drop the frame index t if it does not cause any confusion. The Gaussian curvature of image I at x = (x, y) is defined as [7] 
where I (·) indicates the partial derivative with respect to that variable. Be aware that the numerator in Eq. 1 is the determinant of the Hessian matrix for image I ( x) at x. This equation implicitly assumes that image I is second order differentiable. But many images are not always differentiable, especially at large edges. Although Eq. 1 has been used a lot in image processing research, it can not accurately capture the real Gaussian curvature, especially at edges.
We refer Eq. 1 as conventional method or classical method in this paper. As confirmed in the experiment section, Eq. 1 can not accurately capture the geometry of discrete images. 
B. COMPUTE GAUSSIAN CURVATURE
In general, there are three ways to compute Gaussian curvature for discrete images [18] . The first one is based on Eq. 1. According to the Gaussian curvature definition in Eq. 1, Gaussian curvature can be directly computed by finite difference scheme. This method requires that the surface is at least second order differentiable. However, this requirement is not always satisfied by discrete images, especially at edges that contain large jump in neighboring pixels.
To satisfy the differential ability requirement, polynomial method is proposed. This method first fits the local data by a second order polynomial
where C i are parameters to be determined by image data. Then this method computes the partial derivatives from this polynomial f (x, y) instead of the image data. Since this method needs to fit a polynomial for every pixel in the image, it is computational expensive and rarely used in image processing. When the image resolution goes higher, this method becomes practically impossible due to limited computation resource in reality.
The third way to compute Gaussian curvature is developed for triangular meshes from computer graphics field [8] , [18] . This method is based on following equation (local GaussBonnet Formula)
where A is a local area and θ k is the angle related with vertex V n . The geometric configuration is shown in Fig. 1 , where the shaded are is A and the angles θ k are around vertex V n . Therefore, the Gaussian curvature of vertex V n can be computed by
This method does not require the surface to be second order differentiable. Although this scheme is well established in computer graphics field, it does not take the advantage of regular sampling property from discrete images. These three methods are not suitable for high resolution images and videos because of the smoothness requirement and (or) the computation burden in practice. In this paper, we propose a new method that does not have these issues. 
C. MOTIVATION AND CONTRIBUTION
As analyzed in previous section, existing methods have their limitations. There are mainly two issues. The first issue is that the computing methods require the surface to be second order differentiable. This requirement could not be satisfied by all images, especially images with sharp edges.
The second issue is computation burden. All previous methods require a lot of computer memory and CPU time to compute Gaussian curvature. Therefore, these methods can not be used for high resolution images or videos, especially for real time applications.
These two issues motivate us to develop a new method that 1) does not require the surface to be differentiable; 2) can compute Gaussian curvature for high resolution video in real time. Our contributions are in the following two aspects:
• We propose a novel Gaussian curvature computation scheme for discrete images, which does not require the surface to be second order differentiable. Our method uses the regular sampling property of discrete images. Therefore, it is suitable for discrete images and videos.
• We propose to compute the Gaussian curvature by lookup tables. This significantly reduces the computation burden, leading to high performance in many practical applications. Therefore, it is suitable for high resolution videos and real time applications.
II. DISCRETE GAUSSIAN CURVATURE
Inspired by the computation scheme for triangular meshes from computer graphics (Eq. 4), we construct a novel method for discrete images, avoiding the differential ability requirement but considering the regular sampling property of images. Thus the resulting image could have sharp edges. Further more, we propose to perform the actual computation by lookup tables. These lookup tables significantly reduce the computation cost. As a result, our method can achieve real time performance on high resolution videos.
A. THE PROPOSED COMPUTING SCHEME
A local 3 × 3 window centered at location (i, j) forms four triangles, as shown in Fig. 2(a) . According to Eq. 4, we need to compute the angle and area for each triangle. To do so, we put a local 3D coordinate system at (i, j, I (i, j)). One example is shown in Fig. 2(b) , where 
There are four such triangles in our case, k = 1, 2, 3, 4. Finally, the Gaussian curvature can be computed as
This computing scheme has two important features. First, Eq. 7 does not have the issue that denominator becomes zero, since A k ≥ 1 2 and the sum 4 k=1 A k ≥ 2. Second, the maximum value of this scheme is bounded. More specifically, a simple upper bound is 2π 4× 1 2 = π. As shown in the experiment section, we found the maximum value of Gaussian curvature from this computing scheme on natural images is about π 5 .
B. HIGH DIMENSIONAL LOOKUP TABLES
Although Eq. 7 does not require the surface to be second order differentiable, it is still computationally expensive. To accelerate the computation, we propose to use lookup tables (LUT) for Eq. 5, 6 and 7, respectively.
First of all, Eq. 5 can be computed by a lookup table. Since the intensity value of I is usually in [0, 255], the area A k can be recorded in a lookup table, as shown in Fig. 3(a) . The x and y axis is |d 1 | and |d 2 |, respectively. Each element in this Similarly, the angle θ k in Eq. 6 can also be recorded in a lookup table. We do not have to record all possible values, but only some part of it. The reason is based on the relationship cos(θ k ) = − cos(π − θ k ). And we only need to record the cases that Fig. 3(b) . The size of this lookup table is also 256 × 256 = 65536.
For the same d 1 and d 2 , we have to look their corresponding area and angle in these two lookup tables. Therefore, we can put these two lookup tables into one whose each cell contains both the area and angle value. This memory layout is shown in Fig. 4 . When CPU tries to access a float number, for example A1, it takes several float numbers that surround A1. This behavior is called CPU cache. Therefore, θ 1 will be cached. And cache access is faster than memory access. As a result, our data structure is cache friendly and more efficient.
Based on these two lookup tables, we can construct another four-dimensional lookup 
We can construct another four-dimensional table to further reduce the computation cost.
However, such full table would have 256 4 entities that requires a lot of computer memory. To avoid this issue, we construct a small lookup table that only covers the most frequently used entities. We study the distribution of all |d k | on 500 natural images from the BSDS500 data set. And the result is shown in Fig. 5 . Eighty percent of |d k | is smaller or equal to 15. Therefore, we have only 16 values (including zero value) to cover. As a result, we have only 16 4 = 65536 entities in this four-dimensional table. Although 16 4 256 4 is a small part of the full space, it covers 63% (probability) of all possible cases on these 500 natural images. Meanwhile, we also noticed that |d k | ≤ 2 covers 20% while |d k | ≤ 3 covers 26%. These practical statistics will be used to further accelerate our computing scheme by improving CPU cache efficiency in next section.
The size of these lookup tables fits the cache size of modern CPU architecture. All these three lookup tables have 65536 elements. With single precision, they require 65536 × 4 = 256K byte, while 256K byte is a typical size of L1 cache in CPU. Since CPU also has L2 and L3 caches, the size of these tables helps in improving the cache efficiency.
Moreover, such size of lookup tables can be implemented on embedded devices or mobile devices that have limited memory, such as cell phones, TVs, microscopes and smart watches. This enables our method to be applied in a large range of application scenarios.
In summary, if the four |d k | ≤ 15, the Gaussian curvature can be directly obtained from the four-dimensional lookup table. Otherwise, the Gaussian curvature is computed according to Eq. 7, based on the two-dimensional lookup tables (area  table and angle table) in Fig. 3 .
With these lookup table techniques, our method can achieve high performance for many practical applications, as confirmed in later sections.
C. LOOKUP TABLES IN ONE DIMENSION
Although the high dimensional lookup tables can avoid the actual computation and lead to high performance, they can be further optimized by rearranging them into one-dimensional array that fits computer memory layout better, is more cache friendly and thus more efficient in practical applications.
More specifically, we need to rearrange the lookup tables in Fig. 3(a) and (b) into one-dimensional array. The probability distribution of |d k | is shown in Fig. 5 . According to this probability, we need to put (|d 1 |, |d 2 |) that has higher probability in the front of this one-dimensional array. The result is shown in Table 1 (left). The index in the linear array is determined by following equation
A 4 × 4 example is shown in Fig. 6 , where the number is the index in the one-dimensional array.
Similarly, we also construct an array for the fourdimensional lookup table, as shown in Table 1 (right). We arrange the array such that the sum |d 1 |+|d 2 |+|d 3 |+|d 4 | is not increasing. When the sum is the same, we use 'the smaller comes first' strategy. For example, when |d 1 |+|d 2 |+ |d 3 | + |d 4 | = 1 in Table 1 (right), these cases are shown with index from one to four. Be aware that computing the index is challenging and we implement this with the 'map' function from Container in MATLAB. In fact, we do not have to turn the full lookup table into one dimension thanks to the |d k | statistics from natural images. As mentioned in previous section, |d k | ≤ 5 covers 29% of all possible cases. We take this small part of lookup table and turn it into one-dimensional array. The small number of elements leads to efficiency in practice.
D. RUNNING TIME COMPARISON
In this section, we compare the three methods for Eq. 7 from previous section: direct computing, high-dimensional lookup table method, and one-dimensional lookup table method. We take twenty 4K images with resolution 4096 × 2160 in gray scale. We compute their Gaussian curvature by Eq. 7 with these three methods. We compute the Gaussian curvature 200 times for each image and the average running time is shown in Table 2 . This comparison confirms that these lookup tables indeed improve the performance, resulting in 12 to 16 times faster and real-time performance for 4K images. The speedup is defined as the running time from direct method divided by the counterpart from accelerated methods. The CPU is Intel Xeon E5-1620 V4 with L1 cache size 256KB.
Although the one-dimensional table is cache friendly, the index computation in Eq. 8 and the 'map' function add extra computational cost. As a result, the performance is only slightly better than the four-dimensional lookup table method. In practice, the four-dimensional lookup table with |d i | ≤ 5 is recommended because it is easy to implement and efficient.
E. PARALLEL IMPLEMENTATION ON GPU
Since the computation of Gaussian curvature only relies on the four neighbor pixels as shown in Fig. 2(a) , we can further accelerate our method by implementing it on multi core systems such as Graphic Processing Unit (GPU), which usually contains thousands of cores and can process each pixel in a parallel fashion. If higher performance is required, GPU implementation is recommended.
We implement our method on GPU with CUDA C++ language. By putting the image data into shared memory, our implementation can achieve 290 frames per second for 4K video processing on a GTX 1070 Max-Q card, which has 2048 CUDA cores and 8GB memory. Our block size is set to 32 × 32. We only put image data into shared memory, but leave these lookup tables in the global memory. The same code running on a GTX 1080 Ti card (3584 CUDA cores, 11GB memory) can achieve about 460 frames per second.
When we put these lookup tables into the constant memory, our code can achieve 660 frames per second for 4K video processing on a GTX 1080 Ti card. Such performance can satisfy the requirement of most practical applications.
F. STATISTICS OF GAUSSIAN CURVATURE
In many applications, the distribution of Gaussian curvature is also the concern. We compute the Gaussian curvature for each image from BSDS500 data set. And we find its distribution as shown in Fig. 7 . The average value of K is 0 and the max value of K is 0.6182 ≈ π 5 . Similar Gaussian curvature distribution from the same data set but computed by Eq. 1 is also confirmed in Fig.7.2 from [10] . This distribution can be used as a prior term for image processing tasks [19] .
III. COMPARE OUR METHOD WITH THE CLASSIC ONE
In this section, we perform several experiments to show the advantages of our method. First, our method does not require the surface to be second order differentiable. Therefore, it is suitable for discrete images. Second, our method captures better geometric structures in the discrete image than the FIGURE 8. Synthetic image with zero Gaussian curvature, which contains cylinder structure, circle, triangle, square plane and Chinese characters (a). The Gaussian curvature computed by the classical computing scheme (Eq. 1) and our method (Eq. 7), respectively. The mean and standard deviation for (b) are (−1.46, 58.14) and for (c) are (2.2 × 10 −5 , 2.1 × 10 −3 ), respectively. conventional method because our method has smaller support region. In differential geometry, the smaller support region indicates the better local geometry. Third, our method can be efficiently computed. It is suitable for high resolution image processing and video processing in many practical applications. The difference is summarized in Table 3 .
A. SYNTHETIC IMAGES
We generate a synthetic image with zero Gaussian curvature, which contains several geometric structures, such as cylinder, circle, triangle and rectangle. The image is shown in Fig. 8(a) . We compute the Gaussian curvature by Eq. 1 and Eq. 7, respectively. The results are shown in Fig. 8(b) and (c) .
Conventional computing scheme (Eq. 1) has problems at large edges, as confirmed in Fig. 8(b) , because the surface itself is not differentiable at these locations. Therefore, Eq. 1 does not give accurate estimation at those locations. The mean and standard deviation in Fig. 8(b) are −1.46 and 58.14, respectively.
In contrast, our computing scheme (Eq. 7) does not require the surface to be differentiable. It would give accurate estimation at edges. As shown in Fig. 8(c) , our method has almost zero value everywhere for this synthetic image. The mean and standard deviation of our result are 2.2×10 −5 and 2.1×10 −3 , respectively.
B. NATURAL IMAGES
We further compare the conventional method with our computing scheme on several natural images. And the results are shown in Fig. 9 . As confirmed by these results, our computing FIGURE 9. Compare the classical computing scheme (Eq. 1) and our method (Eq. 7) on natural images from BSDS500 data set. Our method captures more geometric information than the conventional method. In the first row, it is difficult to see the balls in (b). In the second row, the grass and zebra do not have obvious difference in (e). In the third row, the eyes and nose are almost invisible in (h). In contrast, we can see more structure information in our results. Such difference indicates that the Gaussian curvature from our computing scheme can distinguish different geometric structures.
FIGURE 10.
Compare the classical computing scheme (Eq. 1) and our method (Eq. 7) on biomedical images. Our method captures more geometric information than the conventional method. In the first row, the original image is for blood cells. It is difficult to see the details in (b). In the second row, the original image is an X-ray image for hand. The bone structure is not clear in (e). In contrast, we can see the repeated pattern in (c) and the hand in (f).
scheme can capture more geometric information than the conventional method.
In the first row, it is difficult to see the balls in (b). In the second row, the grass and zebra do not have obvious difference in (e). In the third row, the eyes and nose are almost invisible in (h). In contrast, these structures are different from the background in the results from our computing scheme.
C. BIOMEDICAL IMAGES
With the development of imaging devices, biomedical images get higher resolution and wider imaging view with shorter imaging time. Computing Gaussian curvature for such images could help in analyzing the geometric structure of the imaging objects. Such curvature information can also be used in image denoising, registration, segmentation, etc.
In this section, we compare the conventional method and our computing scheme on biomedical images from different imaging modalities. One example is blood cell image from electron microscope and the other is X-ray image from medical field. As shown in Fig. 10 , it is difficult to see the repeated pattern in Fig. 10(b) . In the second row, the bone structure is not clear in Fig. 10(e) . In contrast, these structures are visible in the results from our computing scheme Fig. 10(c) and (f).
IV. APPLICATIONS
In previous sections, we theoretically analyzed our computation scheme and numerically confirmed its effectiveness on synthetic, natural and biomedical images. In this section, we apply our method on several image processing tasks.
FIGURE 12.
We perform the Gaussian curvature filter [9] on RGB channel of the input video separately and compute the Gaussian curvature of the Y channel by our proposed method. The MSE and SSIM between (b) and (e) are 13.84 and 0.96, respectively. The MSE and SSIM between (c) and (f) are 652.09 and 0.62, respectively. This example confirms that Gaussian curvature filter reduces Gaussian curvature without changing its luminance during the processing. Since Gaussian curvature in mathematics is a smoothness measurement, it can be used to measure the smoothness of image processing results.
Since the ground truth of Gaussian curvature in natural images is unknown, it is difficult to give a quantitative evaluation on the results. But we could use Mean Squared Error (MSE) and Structural Similarity Index (SSIM) as similarity measurements if they are applicable.
A. 4K AND 8K COLOR IMAGES
We perform our method on the Y channel for color images in YCbCr color space because human vision is sensitive to luminance. Thanks to the high performance of our method, it can be applied on high resolution images, such as 4K or 8K images. Two examples are shown in Fig. 11 . The first row and second row of Fi.g 11 is for the 4k and 8k case, respectively. We multiply the Gaussian curvature by 212 and plus 128 to put it in the gray scale range [0, 255] . Since the running time of our method is linear with respect to the number of pixels, our method for the 8K image can not achieve real time performance on CPU (about 9 frames per second). Real time 8K video processing can be achieved by our GPU implementation (about 165 frames per second).
B. REAL-TIME 4K VIDEOS PROCESSING
For any video processing algorithms, we can compute Gaussian curvature of the processed videos to indicate the video quality, such as smoothness, sharpness, statistics, etc. One example is shown in Fig. 12 . Although the output video frame is smoothed, the luminance (Y channel) is almost the same as confirmed in Fig. 12(b) and (e). The MSE and SSIM between (b) and (e) are 13.84 and 0.96, respectively. However, the Gaussian curvature maps in Fig. 12 (c) and (f) are different. The MSE and SSIM between (c) and (f) are 652.09 and 0.62, respectively. This example confirms that Gaussian curvature filter [9] reduces Gaussian curvature without changing its luminance during the processing. This processing property is important for video processing.
C. REMOTE SENSING IMAGE
Remote sensing image usually has very high resolution. Gaussian curvature can be used to find features of objects in such images. One example is shown in Fig. 13 , where the Gaussian curvature indicates some features of image content. For example, the forest region in Fig. 13(a) seems smooth, but its Gaussian curvature in Fig. 13(c) shows different features. The ocean region in Fig. 13(d) seems smooth, but its Gaussian curvature map Fig. 13(f) shows that this region is highly curved.
D. IMAGE SMOOTHING TASK
Nowadays, it is important to smooth the image while keeping the large gradients [20] , [21] . For such task, the Gaussian curvature is an important quantity to evaluate the smoothness of the results, especially when the ground truth is unknown. Computing Gaussian curvature by our method does not increase the computation burden. We compare the Gaussian curvature of original and processed images. One example is shown in Fig. 14 . In this example, the original image has high Gaussian curvature at background regions. After various smoothing filters, the image is smoothed in RGB color space. However, these smoothing algorithms increase the Gaussian curvature of luminance as confirmed in Fig. 14 . Therefore, these algorithms need to be further improved, reducing the impact on local luminance variance.
V. CONCLUSION
This paper proposes a novel method to compute Gaussian curvature for discrete images. The proposed computing scheme is derived from the method in computer graphic field but uses the regular sampling property of discrete images.
Compared with the conventional computing method, the proposed computing scheme does not require the surface to be second order differentiable. Moreover, it captures better geometric information than conventional scheme, as confirmed by several experiments in this paper. Third, the proposed scheme can be efficiently computed by several lookup tables. Our method can achieve real-time performance for 4K video processing.
In future work, this method can be used in a large range of image processing applications, such as image registration, biomedical image reconstruction, motion analysis and image restoration. Our method can also be applied on memory limited devices, such as embedded devices and mobile phones.
