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ABSTRACT 
It is well known that if A and B are n X m matrices over a ring R, then 
cokerA - coker B does not imply A and B are equivalent. An elementary proof is 
given that the implication does hold if 1 is in the stable range of R. Furthermore, for 
certain R (including commutative rings), if A is block diagonal and B is block upper 
triangular with the same diagonal blocks as A, then coker A = coker B implies A and B 
are equivalent under a special equivalence. This extends results of Roth and Gustafson. 
As a corollary, a theorem on decomposition of modules is obtained. 
1. INTRODUCTION 
Let R be a ring with 1, and denote by R,,x,, the set of n X m matrices 
over R. Let R, = R,xn, and Gl,( R) be the set of invertible matrices in R,. A 
and BER,,, are called equivalent if CrA = BV for some UEGl,( R) and 
VEGGI,(R). A matrix AE R,x,n determines a (right) R-module, cokerA = 
,“/A,,‘, where A is considered as a map (on the space of column vectors) 
from R”’ to R”. If A and B are equivalent, then clearly coker A -coker B. The 
converse is not true in general. Levy and Robson [13, Theorem 4.31 proved 
that this does hold for semiperfect rings (see Section 2). In Section 2, this 
result is extended to rings with 1 in the stable range. These include algebras S 
over a local ring and are in general not semiper-fect. Some applications are 
then given. For example, a result of Goodearl and Warfield [7] is obtained, 
that if M and N are finitely generated Smodules such that M(‘) = NC’), then 
M = N. Here M(‘) denotes the direct sum of t copies of M. 
In Section 3, a generalization of a theorem of Roth [16] is considered. 
Suppose aii is an ni X mi matrix over R, l< i < i < k. It is shown that for 
certain classes of rings (including rings module finite over a commutative 
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are equivalent (or satisfy cokerA zcoker B), then there exist ni X ni matrices 
yii and mi X mi matrices Sii such that 
A=B 
Z 
! *. 0 .I (1.2) 
Note that (1.2) is a linear condition. Roth [16] first proved this for k = 2 and 
R = F[ x]. Also, for k = 2, Gustafson [9] proved this for an arbitrary commuta- 
tive ring. Feinberg [6] obtained the result for all k and R a field. See also [8], 
[lo], and [ll] for related results. There is a corresponding result for similarity 
(see Section 4). 
A related result holds for decomposition of modules. Suppose S is a ring 
module finite over a commutative ring and M is a finitely presented Smodule. 
If 
k 
O=M,C *.* cM,=M and M-@Mi/Mi_,, 0.3) i=l 
then in fact each Mi is a summand of M. This is proved for k =2 and S 
noetherian in [14] and without the noetherian restriction in [8]. Surprisingly, 
it appears that one cannot reduce to the case k =2. 
All rings have 1, and unless otherwise stated modules are right modules. 
2. MATRIX EQUIVALENCE 
Recall that a ring is semiperfect if finitely generated modules have 
projective covers (see [2]). Let J(R) denote the Jacobson radical of R. Then R 
is semiperfect if R/J(R) is semisimple and idempotents modulo J(R) can be 
lifted [2, Theorem 2.11. In particular, artinian rings and local rings are 
semiperfect. Also if R is a commutative noetherian local ring with maximal 
ideal P which is complete with respect to the P-adic topology and S is a 
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module finite R-algebra, then S is semiperfect. Recall an R-algebra is an 
overring S of R with R central in S. 
Levy and Robson [ 13, Theorem 4.31 prove that if A, BE R, Xm, R is 
semiperfect, and cokerA = coker B, then A and B are equivalent. We extend 
this result to rings S such that 1 is in the stable range of S. (1 is in the stable 
range of R if aR + bR = R implies a + bx is a unit in R for some x E R.) Rings 
satisfying this property include: 
(a) Artinian rings (Bass [16, Lemma 11.8]), and so more generally rings R 
with R/J(R) artinian (including semiperfect rings). 
(b) Module finite algebras over a commutative ring R with R/J(R) von 
Neumann regular [7] (including R semilocal). 
(c) Module finite algebras over a commutative local-global ring R [4]. 
Risalocalglobalringifwheneverf(x,,...,x,)~R[x,,...,x.]represents 
a unit locally, then it does globally. Such rings include commutative rings with 
R /_I( R) von Neumann regular, the ring of all algebraic integers, and S’R [ x] 
with R any commutative ring and S the set of primitive polynomials in R[x]. 
See [4] for a discussion of such rings. 
THEOREM 2.1. Suppose 1 is in the stable range of R, and R,, , and 
A, BE R,,,. If cokerA =coker B, then A and B are equivalent. 
Proof. Say the isomorphism from R”/AR” to R”/BR”’ is induced by left 
multiplication by X E R,. Hence R” = XR” + BR”, and so R, = XR, + 
BR mxnR,. Since 1 is in the stable range of R,, X,= X + BT is a unit for 
some TE RTrlx,. Since X, induces the same isomorphism as X, X,AR” = BR”. 
By replacing A with X,A, we can assume that AR” = BR”. Thus A = BC and 
B=ADforsomeC,DER,.HenceA(Z-DC)=O,andsoDR,+L=R,, 
where L = {YE R, 1 AY =O}. The stable range condition implies that D + E 
is a unit for some E E L and so B = AD = A( D + E) is equivalent to A. n 
B. McDonald has informed me that Warfield [17, Theorem 41 has ob- 
tained Theorem 2.1 under the hypothesis that 1 is in the stable range of R and 
that 1 in the stable range of R implies 1 is in the stable range of R, [18]. 
In particular, Theorem 2.1 includes the Levy-Robson result. For algebras 
over local commutative rings, another proof can be given. This leads to some 
other interesting consequences. Some preliminary results are needed. 
LEMMA 2.2. Let R be a local noetherian commutative ring with maximal 
ideal P. Suppose S is a module finite R-algebra and A, BE SnXm. The 
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following are equivalent: 
(a) A and B are equivalent. 
(b) A and B are equivalent over S= S@s R, where R is the completion of 
R with respect to the P-adic topology. 
(c) A and B are equivalent over S/P5 for e sufficiently large. 
Proof. Obviously (a) implies (b) implies (c). Define A : S, X S,, + S,,, by 
A(X,Y)= XA- BY. 
By the Artin-Rees lemma (cf. [3, p. 197]), there exists f = f(A, B) such that 
im A Ti Pi+fS nxm c P’im A for j>O. (2.1) 
NOW if A and B are equivalent over S/Pf+‘S, there exist XE Gl,(S) and 
YEG~,(S) with A(X,Y)-0 (mod Pf+‘S,,,). Thus A(X,Y)=A(X’,Y’), 
where X’E PS, and Y’E PS,,. Hence (X - X’)A = B(Y - Y’), and since X E 
X - X’ (mod P) and Y E Y - Y’ (mod P), X - X’ and Y - Y’ are invertible. 
H 
The next result is standard. See [lo, Lemma 21. It will also be used in 
section 3. 
LEMMA 2.3. Let S be a module finite R-algebra. If Q is a finite subset of 
S, there exists a noetherian subring R, of R such that R,[;12] is a module 
finite R,-algebra. Furthermore, if R is local, R, can be chosen local. 
The equivalence result for algebras over local rings follows from Lemmas 
2.2 and 2.3. For one can reduce to the noetherian case by Lemma 2.3 and 
then to the artinian case by Lemma 2.2. An interesting consequence of 
Lemma 2.2 is: 
THEOREM 2.4. Let R be a local noetherian ring with maximal ideal P. lf 
S is a module finite R-algebra, and M and N are finitely generated Smodules 
such that either 
(a) M/P”M c N/PeN for e sufficiently large, or 
@) ti = M@J~ R = ni as &nodules, 
then M = N. 
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Proof. Choose A, B E S, x m such that M = cokerA and N = coker B. If 
e > f(A, B) (see 2.1) and M/PeM = N/P”N, then A and B are equivalent 
over S/P”S, and hence by Lemma 2.2, they are equivalent over S. Thus 
M = N. Similarly (b) holds. n 
Theorem 2.4(b) is known. It follows from the facts that 8 is a faithfully 
flat c-module, P$ i; the maximal ideal of fi, d = R + PA, and Horn&M, N) 
@Jo R =Homt(M, N). See [l, Lemma 2.41 for a proof of the last property. 
Although local rings do not necessarily satisfy the Krull-Schmidt theorem, 
many of its consequences do hold. For example, if S is a module finite 
R-algebra, R a local-global ring, then S satisfies the cancellation property for 
finitely generated modules. ([4, Theorem 2.51) So if A@ M = B@ M for A, B, M 
Smodules with M finitely generated, then A = B. Theorem 2.4 affords a new 
proof of a result of Goodearl and Warfield [7, Theorem 191 for algebras over 
local rings. 
THEOREM 2.5. Let S be a module finite R-algebra, R a local ring. lf M 
and N are finitely generated S-modules such that MC”) - Net), then M = N. 
Proof. As in [7], if E=End,(M), it suffices to prove that Dct) -Ect) 
implies D = E for D an E-module. Let A and B E E, Xm with E = coker A and 
D-cokerB. Set A’=diag(A,...,A) and B’=diag(B,...,B). If F is a free 
Smodule mapping onto M, then E is a homomorphic image of R-subalgebra 
of S, = End,(F), and thus by Theorem 2.1, A’ and B’ are equivalent over E. 
By passing to a subring as in Lemma 2.3, we can assume A’ and B’ are 
equivalent in a subring E, which is a module finite algebra over a local 
noetherian ring R,. Say P is the maximal ideal of R,. 
Let M, and N1 be the modules coker A’ and coker I?’ over E,. So 
Mit)- Nit’ and (M,/P”M,)(t’-(N,/P”N,)“). Since E,/P”E, is artinian, 
this implies MI/PeM1- N,/P”N,, and so Ml= N1 by Theorem 2.4. By 
Theorem 2.1, this implies A and B are equivalent over E, and hence over E. 
Thus D = E as desired. a 
Estes and the author [4, Theorem 2.111 have extended the above result to 
local global rings. 
3. ROTH’S THEOREM 
Let us say that a ring R has the equivalence property if whenever A and B 
are equivalent matrices as in (l.l), then (1.2) holds. Let Wi and Vi be free 
R-modules of rank m, and ni, respectively, for 1~ i d k. Then A and B can be 
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considered as maps from 
w=w,cB -*. @W/( to V=V,@ . . . w,. 
Set W[= W,@ . . . @Wi and v;.l=V,@ *. . By. Let v be the canonical map 
from V to V/BW. 
LEMMA 3.1. following are equivalent: 
(a) There exist yii and Sii such that (1.2) holds. 
(b) v,l n BW = SW: and v(v) is a summand of v(V). 
Proof. If k =2, the result is [8, Lemma 2.21. For k >2, write W = Wi_, 
@W, and V = VL_,@V,. By the result for k = 2, it suffices to now assume that 
(Y]k,...’ lyk_ r, k are ah 0. The result follows by induction. n 
If for any finitely presented R-module M satisfying (1.3), each Mi is a 
summand, say R has the extension property. 
LEMMA 3.2. Suppose R is a right artinian ring. Then the extension 
property implies the equivalence property. 
Proof. Let A and B be as in (1.1). If A and B are equivalent, then 
Now 
v(y’)/v(v,‘_+~./v; n(BW+V-,) 
Hence by calculating the composition length of v(V), V n (B W + v_ 1) = 
cuiiWi, and hence by a straightforward induction argument, V/ 17 BW = SW’. 
Thus 3.1(b) holds. Hence by Lemma 3.1, the equivalence property holds. n 
Since any semisimple artinian ring has the extension property trivially, the 
next result follows. 
THEOREM 3.3. A semisimple artinian ring has the equivalence property. 
Hartwig [ll] and Gustafson and Zelmanowitz [lo] proved this for k ~2. 
The converse of Lemma 3.2 holds. In fact more is true. 
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LEMMA 3.4. Suppose that 1 is in the stable range of S. Then the 
equivalence property implies the extension property. 
Proof. Suppose M is finitely presented and O= M, C M, C . . . C M, = M 
such that 
k 
M = @ Mi/Mi_l. 
i=l 
Hence M, / Mi_ r is finitely presented. Thus there exist finitely generated free 
modules y,Wi, lGii/c, and clliiEHom(Wi,V,) such that Mi/Mi_l= 
~,//LY~~W~. Choose go,~Hom(V, Mi) that induce these isomorphisms. Thus 
qiaijW c Mi_l = cpi(V,)+ * . . + ‘pi_ 1( y_ l). Since each “;. is free, there exist 
cuiiEHom(Wi,V), l~i<j, such that 
- ‘piUJii = 2 ‘pi”ij* 
i<j 
Set W= @Wi and V= @y. Define BEHom(W,V) by (1.1). Let aE 
Hom(V, M) be defined by 
u(q + -. . + Ok)= ‘pd”d+ . . . + (Pkbkb 
It is straightforward to verify that u is sutjective, ker u = SW, and so u 
induces an isomorphism of coker B with M. Furthermore Mi and v(V, 
@ . . . @v) correspond under this isomorphism. 
Now coker B =cokerA, where A = air@ 9 * . @ akk. Hence by Theorem 
2.1, A and B are equivalent. If S has the equivalence property, then v(V, 
CD . . @y) is a summand of v(V) by Lemma 3.2. HenceM,is a summand of 
M. n 
Suppose now that S is a module finite R-algebra, R an artinian ring. 
LEMMA 3.5. S satisfies the extension property. 
Proof Let M and Mi be as in (1.3). Thus for N any SmoduIe, 
k 
Homs(M, N)-I~iHoms(Mi/Mi-,, N). (3.1) 
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For each i, j, there is an exact sequence 
O-Hom(Mi/M,_,,Mi)-Hom(M,, Mi) >Hom(Mi_1, Mi), (3.2) 
where qi is the restriction mapping. Let aii and bii denote the lengths (as 
R-modules) of Hom( Mj /&f-i, Mi) and Hom( M,, Mi), respectively. By (3.2), 
biiGa,i+bi_l,j, and so 
Hence hki < aii + . . . + ski. By (3.1), this must be actual equality. Thus 
equality holds in all the equations. This implies I;~ is sujective, and yields 
Mi _ 1 is a summand of Mi for each i. This is the desired result. n 
If S is any artinian ring, the above result is still true for bimodules. In that 
case, Hom( M, N) is an Smodule, and one can argue as above. It is still open 
whether Lemma 3.5 holds for artinian rings. We can now prove the main 
result of this section. 
THEOREM 3.6. Suppose S is a module finite R-algebra, R commutative. 
Then S has the extension and equivabnce properties. 
Proof. For the equivalence property, one can pass to a finitely generated 
subring. Thus we can assume R is noetherian by Lemma 2.3. Now (1.3) can 
be expressed as a linear system of equations. In particular (1.3) holds if and 
only if there exist Y,~ and aii such that 
i-1 
aii = yiiaii - 2 oL,,SIj 
I=1 
(3.3) 
for 1~ i < j G k. The right hand side is an R-linear expression, and so (3.3) has 
a solution if and only if it does over S, for each maximal ideal P [3, p. 881. By 
[8, Lemma 3.3(ii)], (3.3) has a solution over S, if and only if it does over 
S,/P”S, for each e. However, S,/P”S, is artinian, and so by Lemma 3.5 has 
the extension property. Thus by Lemma 3.2, it has the equivalence property. 
So (3.3) is solvable, and S has the equivalence property. 
Since Mi /M, ~. 1 is finitely presented, Mi ~ I is a summand of Mi if and only 
if this is true locally (cf. [3, p. 901). Thus for the extension property, we can 
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assume R is local. By Lemma 3.4, the equivalence property now implies the 
extension property. n 
Some noncommutative results can be obtained. Hartwig [II], however, 
showed that if ab = I# ha for some a, h E R, then R does not have the 
equivalence property. Call R directly finite if ah = 1 implies ba = 1. In [8], it 
is shown that if R, is a directly finite von Neumann regular ring for all n, then 
R has the equivalence property for k =2. The proof can be modified for 
arbitrary k. 
Suppose that R is an artinian principal ideal ring. Then R is an injective 
R-module. For such rings, we have: 
THEOREM 3.7. R has the extension and equivalence properties. 
Proof. By Lemma 3.2, it suffices to prove the extension property. So let 
the notation be as in (1.3). By refining the series, we can assume ‘M, is 
indecomposable. If M, is faithful, then by the classification of R-modules (see 
[ 12, p. 79]), M, is projective and hence injective by the remarks preceding the 
theorem. Hence M, is a summand of M. 
So let I be the annihilator of M,. We certainly can assume that M is 
faithful and so MI fO. Let && denote the image of Mi under the mapping M 
onto M/MI. By (1.3), if I denotes the composition length, 
Z(M)= i l(M;/M,I+M,-,). 
;=I 
However, Mi/(MiZ + M,_l)-(Mi/MiZ)/(M,Z + Mimml/MiZ), and so 
Z(M)= ; Z(M,/M,Z)- ; Z(Mi_,/M,_,17 M,Z) 
i-1 i=l 
Since M, = M, this yields 
k-l k-l 
2 l(Mi/MiZ)= 2 Z(Mi,‘Mi n Mi+,Z). 
i=l i-1 
As each term on the right hand side is a homomorphic image of the 
corresponding term on the left, this implies M,Z = M,+iZ n M, for each i. 
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This implies that M,Z = Mi n MI, and hence 
Mw 43 ixi/Mi_,. 
i=l 
Since Z(M) < Z(M), by induction each Mi is a summand of fi In particular, 
there exists a submodule L of M with MI C L so that fl= Mi@c Hence 
M=M,+LandM,nLCM,nMZ=M,Z=O.ThusM,isasummandofM 
whether or not M, is faithful. 
Now passing to M/M,, it follows by induction that each Mi/M, is a 
summand and so M, is a summand. w 
4. SIMILARITY PROPERTY 
Suppose A and B are as in (1.1) except that mi = ni. Thus aii, A, and B 
are all square matrices. We say R has the similarity property if whenever A 
and B are similar and are as above, then there exist ni X ni matrices yii such 
that 
(; ;i)A=B( i “Ii). (4.0 
This can be shown to be equivalent to solving the system of equations 
aii = QYii - “iisii for lGi<j%k, (4.2) 
where aii is an ni X nj matrix over R. Feinberg [5] shows this for R a field, but 
the proof does not depend on this fact. The next result shows how the 
similarity property relates to the other properties. 
THEOREM 4.1. Let R[x] denote the ring of polynomials over R, where x 
commutes with R. Zf R[x] has the extension or equivalence property, then R 
.ha9 the simikrrity property. 
Proof. Suppose R[x] has the extension property. Let A and B be as 
above, and set n=n,+ a.0 + nk. These determine two R[x]-module struc- 
tures M and M’ on R” by declaring vx = Bv or Au, respectively, for vE R”. 
LetO=V,CV,C*. . C V, = R” be the corresponding invariant subspaces. If 
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A and B are similar, then 
k 
M= @ y/y_, (as R [ xl-modules). 
i=l 
By the extension property, this implies each q is an R[ xl-summand of M. 
Hence there exists an R [ x] isomorphism u from M’ to M mapping V, to y and 
which is the identity on V; /&1. Thus uA = Ba and u is of the form in (4.1). 
Now suppose that R[r] has the equivalence property. If A and B are as 
above and similar, then A - xl and B - xl are equivalent. The equivalence 
property now implies there exist U,VEGl,( R[ x]) (where n = n, i- . - . + nk) 
suchthatU(A--Z)=(B-d)VandUandVareasin(1.2).WriteU=U,+ 
xcr, + . . . +x’U,and V=V,+ ... + x’V,, where Uj,V, E R,. Equating coef- 
ficients, we obtain 
U,A = BV,, 
U,A - U, = BV, -V,, 
U,A - tJ_, = BV, -Vi-l, 
Multiplying the equations on the left by I, B, . . . , B’ and adding yields 
( U,+BU,+ e.. + B’U,)A = B( U, + BU, + . . . + B’U,). 
Since U is as in (1.2), W=U, + BU, + . . . + B’U, has the form of (4.1), and 
the similarity property holds. n 
COROLLARY 4.2. Zf R is commutative and S is a module finite R-algebra, 
then S has the similarity property. 
Proof S[ X] is a module finite R [ xl-algebra, and so by Theorem 3.6, S[ x] 
has the equivalence property. Now apply Theorem 4.1. n 
It is unknown whether division rings have the similarity property. If A is 
algebraic over a division ring D, let f(x) E D[ x] be a central polynomial 
with f(A) = 0. Then A and B determine two D[ xl-module structures on D” 
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as in the proof of Theorem 4.1. If A and B are similar, these are in fact 
D[x]/(f(x)-modules. Since D[x]/(f(x)) . IS an artinian principal ideal ring, 
Theorem 3.7 and the proof of Theorem 4.1 show that A and B have the 
similarity property. 




















M. Auslander and 0. Goldman, Maximal orders, Trans. Amer. Math. Sot. 
97:1-24 (1966). 
H. Bass, Finitistic dimension and a homological generalization of semiprimary 
rings, Trans. Amer. Math. Sot. 95:466-488 (1966). 
N. Bourbaki, Elements of Mathematics, Commutatioe Algebra, Hermann, Paris, 
1972. 
D. Estes and R. Guralnick, Module equivalences: local to global when primitive 
polynomials represent units, J. Algebra, to appear. 
R. Feinberg, Similarity of partitioned matrices, J. Res. Nat. BUT. Standards Sect. 
B 79:117-125 (1975). 
R. Feinberg, Equivalence of partitioned matrices, J. Res. Nat. Bur. Standards 
Sect. B 80:89-97 (1976). 
K. R. Goodearl and R. B. Warfield, Jr., Algebras over zero-dimensional rings, 
Math. Ann. 223:157-168 (1976). 
R. Gun&rick, Roth’s theorems and decomposition of modules, Linear Algebra 
Appl. 39:155-165 (1981). 
W. Gustafson, Roth’s theorems over commutative rings, Linear Algebra A&. 
23:245-251 (1979). 
W. Gustafson and J. Zelmanowitz, On matrix equivalence and matrix equations, 
Linear Algebra Appl. 27:219-224 (1979). 
R. Hartwig, Roth’s equivalence problem in unit regular rings, Proc. Amer. Math. 
Sot. 59:39-44 (1976). 
N. Jacobson, The Theory of Rings, Amer. Math. Sot., New York, 1943. 
L. Levy and J. Robson, Matrices and pairs of modules, J. Algebra 29:427-454 
(1974). 
T. Miyata, Note on direct summands of modules, J. Math. Kyoto Unio. 7:65-69 
(1967). 
R. G. Swan, Algebraic K-theory, Springer, New York, 1978. 
W. Roth, The equations AX - YB = C and AX - XB = C in matrices, Proc. Amer. 
Math. Sot. 3:392-396 (1952). 
R. B. Warfield, Jr., Stable equivalence of matrices and resolutions, &mm. 
Algebra 6(17):1811-1828 (1978). 
I. G. Connell, Some ring theoretic Schrijder-Bernstein Theorems, Trans. Amer. 
Math. Sot. 132:335-351 (1968). 
Received 25 February 1981; revised 8 September 1981 
