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.
We present the SP package devoted to the manipulation of Schubert polynomials. These
polynomials contain as a subfamily the Schur symmetric functions and allow to extend to
non symmetric polynomials the classical combinatorial techniques of the theory of sym-
metric functions. They have many applications, ranging from multivariate interpolation
to intersection theory in algebraic geometry.
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1. Introduction
Let x := fx1; : : : ; xng be a totally ordered set of variables. We denote by si, i =
1; : : : ; n¡ 1 the elementary transposition regarded as the operator on Z[x] that inter-
changes xi and xi+1 and flxes all other variables. Elementary transpositions satisfy the
following relations:
sisj = sjsi if ji¡ jj > 1 ; . (1.1)
sisjsi = sjsisj if j = i+ 1 ; . (1.2)
known as the famous braid relations. We also consider another operator @i, i = 1; : : : ; n¡1
on the polynomial ring deflned by:
Z[x1; : : : ; xn] 3 p ¡! @i(p) := p¡ si p
xi ¡ xi+1 ; (1.3)
where si p stands for the polynomial p in which variables xi and xi+1 have been ex-
changed. This linear operator was introduced by Newton and is called Newton’s divided
difierence. .Bernstein .et al. .(1973), and .Demazure .(1974) observed that divided difierences
fulfll, like elementary transpositions, the braid relations:
@i@j = @j@i if ji¡ jj > 1 ; . (1.4)
@i@j@i = @j@i@j if j = i+ 1 : . (1.5)
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It is well-known that the symmetric group Sn of degree n is generated by elementary
transpositions si, i = 1; : : : ; n¡ 1, so that for any permutation „ 2 Sn, one can flnd an
expression of „ as a product si1 : : : sik of elementary transpositions. Such an expression
is far from being unique (because elementary transpositions satisfy relations (1.1), (1.2)
together with the extra relations s2i = 1, i = 1; : : : ; n¡1) but is said to be reduced when k
is exactly the number of inversions of the permutation „. Now, relations (1.4) and (1.5)
imply that for any permutation „ 2 Sn, there exists a divided difierence @„ (Newton’s
case corresponding to elementary transpositions). Indeed, we may deflne unambiguously
for any reduced decomposition of „ = si1 : : : sik :
@„ := @i1 : : : @ik :
Schubert polynomials, introduced by .Lascoux and .Schu˜tzenberger .(1982) as a combina-
torial tool for some issues in algebraic geometry, are the images by divided difierences of
the monomial x– = xn¡11 x
n¡2
2 : : : x
0
n:
X„ := @„¡1!(x–) ; .
where ! = (n; n¡ 1; : : : ; 2; 1) denotes the longest element of Sn. These are polynomials
in n variables, indexed by permutations „ 2 Sn which provide a convenient basis of
the polynomial ring regarded as a free module over the ring of symmetric polynomials.
Schubert polynomials are non-negative integral linear combinations of the monomials of
the obvious basis fxi11 : : : xinn : 0 • ik • n¡k; 1 • k • ng, over which they present many
advantages. Their geometric interpretation is the source of many non trivial identities
that are liftings at the level of polynomials of classical or recent formulas of the Schubert
calculus, whose original version was only valid in a certain quotient of Z[x1; : : : ; xn].
This quotient is the so-called ring of coinvariants of the symmetric group. It is the
quotient R = Z[x1; : : : ; xn]=I+ of the ring of polynomials by the ideal I+ generated by
the symmetric polynomials without constant term. Geometrically, R can be interpreted
as the cohomology ring H⁄(Fn;Z) of the variety of complete °ags in Cn. With this
interpretation, the class of the Schubert polynomial X„ is the Poincar¶e dual of the
Schubert cycle [ „B„].
Schubert polynomials are compatible with the embedding Sn ,! Sn+1 that maps
(„(1); : : : ; „(n)) onto („(1); : : : ; „(n); n+1). When Sn is identifled with its image in Sn+1,
Schubert polynomials form a basis of the polynomial ring Z[x1; x2; : : :] in an inflnite
sequence of indeterminates. But the most important key is that Schubert polynomials are
compatible with divided difierences, which turn out to be the fundamental operators of
the Schubert calculus. This was realized independently by Bernstein, Gelfand & Gelfand
and by Demazure, who introduced such operators for any Weyl group and applied them
to the description of the cohomology of generalized °ag manifolds G=P where G is a
complex semisimple Lie group and P a parabolic subgroup.
Algebraic calculations on Schubert polynomials involve both manipulations of com-
binatorial objects such as permutations, codes or diagrams, and a scalar product with
self-adjoint operators. This combinatorics includes the combinatorics of Schur functions|
partitions being considered as Lehmer codes of special permutations|and is moreover
very similar to it. With Schubert polynomials, one can compute directly on polynomials,
not passing to the quotient by the ideal I+. The resulting theory appears as a natural gen-
eralization of the theory of Schur functions (which correspond to Grassmann manifolds)
and provides some deep insights in the combinatorics of permutations.
The kernel of the program system SYMMETRICA .(Kerber et al., 1992) is based on
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Schubert polynomials|in fact the development started with a program devoted to the
Littlewood{Richardson rule for which the method of Schubert polynomials was used
.(Lascoux and Schu˜tzenberger, 1985). This system, which is well suited for large scale
computations, requires the compilation of a source flle for each computation. The aim
of the SP package is to provide a more °exible tool for experimentation, in the spirit of
J. Stembridge’s SF package .(Stembridge, 1993) for symmetric functions. It is part of the
ACE .(Thibon and Veigneau, 1996; Ung and Veigneau, 1995) environment that clusters
various packages in algebraic combinatorics. The following sections are devoted to the
main mathematical tools contained in SP.
2. Symmetric Groups and Divided Difierence Operators
Consider a polynomial p in the variables : : : ; xi; : : : ; xj ; : : :, then the divided difierence
of p with respect to the variables xi and xj is deflned by:
@xi;xj (f) :=
f(: : : ; xi; : : : ; xj ; : : :)¡ f(: : : ; xj ; : : : ; xi; : : :)
xi ¡ xj : (2.1)
This operator which maps polynomials onto polynomials and decreases the degrees by 1,
satisfles the following properties:
@xi;xjsxi;xj = ¡@xi;xj ; (2.2)
sxi;xj@xi;xj = @xi;xj ; (2.3)
@2xi;xj = 0 ; (2.4)
@xi;xj@xj ;xk@xi;xj = @xj ;xk@xi;xj@xj ;xk ; (2.5)
where sxi;xj denotes the transposition that interchanges the variables xi and xj .
Consider now the polynomial ring Z[x1; x2; : : :] in an inflnite sequence of indetermi-
nates. For each i ‚ 1, one can deflne the two operators si and @i by:
si := sxi;xi+1 ;
@i := @xi;xi+1 ;
so that, if p 2 Z[x1; x2; : : :] and i ‚ 1, then:
@i(p) :=
p¡ si p
xi ¡ xi+1 : (2.6)
The resulting is a polynomial which is symmetric in xi and xi+1. It is very helpful to
remark that both operators si and @i separately satisfy the braid relations. This allows to
deflne operators @„ for any permutation „ 2 Sn. When considering that Sn is embedded
into Sn+1 by adding a flxed point n+ 1, then one can deflne the group:
S1 := lim
i!1Si
;
of permutations of the set of positive integers that flx all but a flnite number of them.
Thus, one can more generally consider operators @„ for any permutation „ 2 S1.
Let p 2 K[x1] be a polynomial in the unique variable x1 of degree less than n and
let also fy1; : : : ; yn¡1g denote any set of elements of K. Then, the Newton interpolation
formula can be written:
p(x1) = p(y1) +
n¡1X
i=1
@i : : : @1(p)(x1 ¡ y1) : : : (x1 ¡ yi) ; . (2.7)
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in which divided difierences act on the alphabet fy1; : : : ; yn¡1g.
A couple (i; j) of indices such that 1 • i < j • n and „(i) > „(j) is called an
inversion of „. The code of „ is the vector c(„) := (c1; : : : ; cn) of non-negative integers,
ci being the number of j such that (i; j) is an inversion of „. The code of a permutation
describes its inversions and is another coding of the permutation. In other words, the
code of a permutation provides a one-to-one map from the symmetric group to sequences
of non-negative integers. It is also useful to consider the partition ‚(„) associated with
the permutation „. The parts of this partition are the non-zero entries of the vector c(„),
arranged in weakly decreasing order.
We introduce a special class of permutations known as the vexillary class. A permuta-
tion „ is said to be vexillary if there do not exist four positions 1 • i < j < k < l such
that „(j) < „(i) < „(l) < „(k). For instance, all permutations of S1;S2 and S3 are vex-
illary, while the only permutation in S4 which is not vexillary is „ = (2; 1; 4; 3). Testing
whether a permutation is vexillary or not is not so trivial but among vexillary permuta-
tions one has sub-families for which this test is easier. Let „ 2 Sn and c(„) = (c1; : : : ; cn)
denote its code. Then, „ is said to be dominant when c(„) is a partition, i.e. a weakly
decreasing sequence of non-negative integers. On the other hand, „ is said to be grass-
mannian if and only if c1 • ¢ ¢ ¢ • ck and 8i > k; ci = 0 for some k. In fact, dominant
and grassmannian permutations are vexillary.
We recall that s1; : : : ; sn¡1 generate the symmetric group Sn i.e. each permutation
„ 2 Sn can be expressed as a product of elementary (simple) transpositions. The length
l(„) of the permutation „ is the minimal number of simple transpositions required to
express „ as such a product: this product is then called a reduced decomposition of „. It
is a classical result that the length of a permutation „ is also equal to the number of its
inversions or equivalently to the sum of all components of its code.
Because of relations (1.1) and (1.2) the reduced decomposition of a permutation „ 2 Sn
is in general not unique, but thanks to relations (1.4) and (1.5) an operator:
@„ := @i1 : : : @ik ; (2.8)
can be unambiguously deflned for any reduced decomposition si1 : : : sik of „. Moreover,
considering any sequence of positive integers i = (i1; : : : ; ip), properties @2i = 0, i =
1; : : : ; n¡ 1 show that if i is not a reduced decomposition of a certain permutation, then
@i = @i1 : : : @ip = 0.
3. Schubert Polynomials
Schubert polynomials possess many interesting combinatorial properties related to the
symmetric group. They contain as a subfamily Schur functions which are the fundamen-
tal symmetric polynomials. This section gives a brief exposition of some properties of
Schubert polynomials that lead to e–cient computations.
For each „ 2 Sn, the (simple) Schubert polynomial X„ is deflned by:
X„ := @„¡1!(x–) ;
where ! denotes the longest|with respect to the number of inversions|element of Sn,
„¡1 the inverse of „ and x– := xn¡11 x
n¡2
2 : : : x
0
n. For instance, we compute X„ for „ =
(1; 4; 2; 3) as follows: we have ! = (4; 3; 2; 1) and „¡1 = (1; 3; 4; 2) so that „¡1! =
(2; 4; 3; 1) = s1s2s3s2. Thus, by deflnition, X„ = @2;4;3;1(x–) = @1@2@3@2(x31x
2
2x3). Now,
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remember that, thanks to relation (1.5), @2@3@2 = @3@2@3:
X1;4;2;3 = @1@3@2@3(x31x
2
2x3)
= @1@3@2(x31x
2
2)
= @1@3(x31x2 + x
3
1x3)
= @1(x31) = x
2
1 + x1x2 + x
2
2 :
Some basic properties of Schubert polynomials are the following:
1. 8„ 2 Sn, X„ is a homogeneous polynomial of degree l(„) in x1; : : : ; xn¡1.
2. 8„ 2 Sn, X„ is symmetric in xi; xi+1 if and only if „(i) < „(i+ 1).
3. X! = x– and X1;:::;n = 1.
4. Whenever „ belongs to a Young subgroup Si£Sj i.e. „ = „0„00, „0 2 Si£fidg,
„00 2 fidg £Sj , we have X„ = X„0X„00 .
Schubert polynomials are sometimes indexed by sequences i = (i1; : : : ; in) ‰ Nn by
taking the code of „ instead of the permutation itself. We denote by Yi the Schubert
polynomial corresponding to the sequence i ‰ Nn. On account of the above properties,
it is quite easy to deduce that Yi, i ‰ Nn is homogeneous of degree jij = i1 + ¢ ¢ ¢ + in.
Calculations may be simplifled by the following properties:
1. If „ is a dominant permutation, then X„ = x‚(„).
2. If „ is a grassmannian permutation, then X„ = s‚(„)(x1; : : : ; xr) where r is the
unique descent of „ and s‚(„) is the Schur function corresponding to the partition
‚(„).
3. Y0:::0i|{z}
r
= si(x1; : : : ; xr), i > 0.
4. Y 0:::0|{z}
r¡k
1:::1|{z}
k
= s 1:::1|{z}
k
(x1; : : : ; xr).
5. In particular, Xsi = x1 + ¢ ¢ ¢+ xi, for i = 1; : : : ; n¡ 1.
The function TableX in the SP package computes all Schubert polynomials corresponding
to a given symmetric group. The following Maple example illustrates such a computation
for S3, the table being indexed by the six permutations of the group S3:
SP> TableX(3);
table([
[1, 2, 3] = 1
[2, 1, 3] = x1
[1, 3, 2] = x1 + x2
[2, 3, 1] = x1 x2
2
[3, 1, 2] = x1
2
[3, 2, 1] = x1 x2
])
Schubert polynomials X„, „ 2 Sn form a Z-basis of the subspace of Z[x1; : : : ; xn] spanned
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by the monomials xfi, fi µ (n¡ 1; n¡ 2; : : : ; 0), consequently Schubert polynomials X„,
„ 2 S1 form a Z-basis of the polynomial ring Z[x1; x2; : : :] in an inflnite sequence of
indeterminates (the function ToX expresses any general expression in the basis of Schubert
polynomials). The function x2X converts any expression from the basis of monomials to
the basis of Schubert polynomials while the function X2x realizes the reverse operation
as illustrated by the following example:
SP> x2X(x1^5 + x1*x2^3*x3);
X[2, 5, 3, 1, 4] - X[3, 4, 2, 1] - X[4, 2, 3, 1] + X[6, 1, 2, 3, 4, 5]
SP> X2x(");
5 3
x1 + x1 x2 x3
Schubert polynomials X„, „ 2 Sn also form a basis of the algebra of polynomials
Z[x1; : : : ; xn] regarded as a free module over the ring of symmetric polynomials
Sym[x1; : : : ; xn]. This point exceeds the scope of this paper hence we refer the interested
reader to .Kohnert and Veigneau (1996) for more details and solely give an example of this
interpretation of Z[x1; : : : ; xn]. Considering the previous polynomial p = x51 +x1x32x3 for
which the expansion in terms of Schubert polynomials involves permutations in S4, S5
and S6, we have another expression of p that only involves Schubert polynomials in S3
but now with coe–cients that are symmetric functions in the variables x1; x2; x3 ex-
pressed for instance in the Schur basis: p = (s3;1;1¡s2;2;1)X1;2;3¡s3;1X2;1;3¡s1;1;1X2;3;1+
(s3 ¡ s1;1;1)X3;1;2 + s2;1;1X1;3;2.
The multiplicative structure in Sym[x1; : : : ; xn] is determined by Pieri’s formula that
expresses in the basis of Schur functions the product his‚ (respectively eis‚), i ‚ 0, ‚
being a partition, and where hi (resp. ei) denotes the ith complete (resp. elementary)
symmetric function. In the Schubert basis, the multiplicative structure relies on the mul-
tiplication by one variable. It involves a certain combinatorics on permutations described
by Monk’s formula .(Monk, 1959), .(Macdonald, 1991, formula (4.15’)):
xrX„ =
X
”=„ tri; i>r; l(”)=l(„)+1
X” ¡
X
·=„ tir; i<r; l(·)=l(„)+1
X· ; . (3.1)
where tij denotes the transposition that interchanges i and j. Because Xsr = x1+¢ ¢ ¢+xr,
it can be equivalently stated by:
XsrX„ =
X
”=„ tij ; i•r<j; l(”)=l(„)+1
X” :
The function Monk realizes this operation. For instance, to compute x4X3;6;2;4;8;7;1;5:
SP> Monk(4, X[3,6,2,4,8,7,1,5]);
- X[3,6,4,2,8,7,1,5] - X[4,6,2,3,8,7,1,5] + X[3,6,2,8,4,7,1,5]
+ X[3,6,2,7,8,4,1,5] + X[3,6,2,5,8,7,1,4]
A more general Pieri formula .(Lascoux and Schu˜tzenberger, 1982) provides a way to
express the product hiX„ (resp. eiX„) in the Schubert basis. For the time being, Monk’s
SP, a MAPLE Package 419
formula appears as the fundamental tool for calculation on Schubert polynomials. Exem-
pli gratia, we may choose r so that there is only one positive term in the product xrX„.
In that case, we obtain the following so-called transition:
X” = xrX„ +
X
·
X· : . (3.2)
By iterating this same principle on X„ and all X·, it gives an e–cient way to develop a
Schubert polynomial X” in the basis of monomials (this algorithm is used by the function
X2x). Now, starting from an identity of type (3.2), one writes:
X” ¡!
X
·
X· ; . (3.3)
and calls it a truncated transition. This amounts to ignore the extra term xrX„ (this can
be of course realized by putting xr = 0). To deflne the maximal transition of ”, we start
from equation (3.2) in which one chooses r to be the last descent of the permutation|this
ensures the validity of the equation (3.3) except for the identity permutation. The max-
imal transition corresponding to a given permutation may be computed by the function
MaxTr as illustrated in the sequel:
SP> MaxTr([3,1,5,2,4]);
X[3, 1, 5, 2, 4] = x3 X[3, 1, 4, 2, 5] + X[3, 4, 1, 2, 5] + X[4, 1, 3, 2, 5]
To any permutation ”, one can associate a tree deflned as follows: if ” is vexillary, the
tree is reduced to one leaf indexed by ”; otherwise, considering the truncated maximal
transition X” ¡!
P
X·, one builds all edges from ” to all sub-trees corresponding to
each ·. For instance, the tree that corresponds to „ = (4; 2; 1; 3; 7; 6; 5) is:
(4,2,5,3,1) (5,2,3,4,1) (4,3,5,1,2) (4,5,1,3,2)
(4,2,1,3,7,6,5)
(5,3,1,4,2)
(4,2,3,6,1,5)
(4,2,1,6,5,3)
(4,2,1,5,7,3,6)
(4,3,1,6,2,5) (5,2,4,1,3) (5,4,1,2,3)
(6,2,3,1,4,5) (6,3,1,2,4,5)
(6,2,1,4,3,5)
(6,2,1,3,5,4)(5,2,1,6,3,4)
(5,2,1,3,7,4,6)
The action ¡! that corresponds in fact to an alphabet restriction, allows one to compute
the symmetric part of a Schubert polynomial as a sum of Schur functions (which are
Schubert polynomials corresponding to grassmannian permutations). A special case of the
algorithm .(Lascoux and Schu˜tzenberger, 1985) gives the decomposition of a product of
two Schur functions. This algorithm which is totally difierent from the famous Littlewood{
Richardson rule, is implemented in SP. The following example gives the expansion of the
product s3;1s2;1 in terms of Schur functions:
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SP> LRrbyX(s[3,1], s[2,1]);
s[5, 2] + s[5, 1, 1] + s[4, 3] + 2 s[4, 2, 1] + s[4, 1, 1, 1]
+ s[3, 3, 1] + s[3, 2, 2] + s[3, 2, 1, 1]
In relation with the geometry of °ag manifolds, it is natural to deflne a scalar product on
Z[x1; : : : ; xn] for which elements of the ring of symmetric polynomials Sym[x1; : : : ; xn]
are scalars. The use of the @!, ! 2 Sn operator seems to be the best adapted so that
the scalar product may be deflned by:
hf; gi := @!(fg) : . (3.4)
For this scalar product, divided difierences @i, i = 1; : : : ; n¡ 1 are self-adjoint and more
generally we get the next property on Schubert polynomials: let „, ” 2 Sn such that
l(„) + l(”) =
¡
n
2
¢
, then:
hX„;X”i =
n 1 if ” = !„ ,
0 otherwise .
(3.5)
Thus, Schubert polynomials of degree k are adjoint to Schubert polynomials of degree¡
n
2
¢ ¡ k. The following Maple instructions show how to compute all scalar products
between Schubert polynomials in S3 using the function ScalarPol that e–ciently im-
plements deflnition (3.4), expressing the result in terms of Schur functions:
SP> Sn:=3: scal:=array(1..Sn!, 1..Sn!): l:=ListPerm(Sn):
SP> for i from 1 to Sn! do
for j from i to Sn! do
scal[i, j] := ScalarPol(X2x(X[op(op(i, l))]), X2x(X[op(op(j, l))]), Sn);
scal[j, i] := scal[i, j]
od
od:
SP> print(l);
[[1, 2, 3], [1, 3, 2], [3, 1, 2], [2, 1, 3], [2, 3, 1], [3, 2, 1]]
SP> print(scal);
[ 0 0 0 0 0 1 ]
[ ]
[ 0 0 1 0 0 s[1] ]
[ ]
[ 0 1 0 0 s[1] s[2] ]
[ ]
[ 0 0 0 0 1 s[1] ]
[ ]
[ 0 0 s[1] 1 0 s[1, 1] ]
[ ]
[ 1 s[1] s[2] s[1] s[1, 1] s[2, 1] ]
The next section is devoted to the study of double Schubert polynomials and our point
of view will be to shed some new light on simple Schubert polynomials.
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4. Double Schubert Polynomials
Let us take two independent sets of indeterminates x := fx1; : : : ; xng and y :=
fy1; : : : ; yng. The maximal double Schubert polynomial X! is deflned by:
X!(x;y) :=
Y
i+j•n
(xi ¡ yj) ; (4.1)
where ! denotes the longest element of Sn, and in general for any permutation „ 2 Sn
the double Schubert polynomial X„ is deflned to be the image under divided difierences
of X!(x;y):
X„(x;y) := @„¡1!
¡
X!(x;y)
¢
; . (4.2)
in which divided difierences act only on the x variables. These polynomials which belong
to the polynomial ring Z[x1; : : : ; xn¡1; y1; : : : ; yn¡1] have the following properties:
1. 8„ 2 Sn, X„ is homogeneous of degree l(„) in x1; : : : ; xn¡1; y1; : : : ; yn¡1.
2. Specializing all yi’s to 0, X„(x;y) = X„(x) because X!(x; 0) = x–.
3. X1;:::;n(x;y) = 1.
4. 8„ 2 Sn, X„¡1(x;y) = X„(¡y;¡x).
The SP package provides the function TableXX to compute the table of all double Schubert
polynomials corresponding to Sn. The example shown below illustrates the use of this
function for n = 3:
SP> TableXX(3);
table([
[1, 2, 3] = 1
[2, 1, 3] = x1 - y1
[1, 3, 2] = x1 - y1 + x2 - y2
[2, 3, 1] = (x1 - y1) (x2 - y1)
[3, 1, 2] = (x1 - y1) (x1 - y2)
[3, 2, 1] = (x1 - y1) (x1 - y2) (x2 - y1)
])
Double Schubert polynomials generalize the coe–cients (x1 ¡ y1) : : : (x1 ¡ yi) in the
Newton interpolation formula for functions of one variable (2.7) to the case of any number
of variables. In other words, considering one set of indeterminates x := fx1; x2; : : :g and
y := fy1; : : : ; yn¡1g denoting any set of elements of a fleld K, the Newton interpolation
formula for p 2 K[x1; x2; : : :] becomes:
p(x) ·
X
„
@„(p)(y)X„(x;y) ; (4.3)
in which divided difierences act on the y variables. This formula becomes an exact formula
if one takes a su–ciently big symmetric group: it then coincides with the result of the
x2XX function. The following Maple commands illustrate the function NewtonInterp that
realizes the Newton interpolation, the last argument being the degree of the symmetric
group:
SP> NewtonInterp(x1^2, 2);
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2
y1 XX[1, 2] + (y1 + y2) XX[2, 1]
SP> XX2x(");
y1 x1 + y2 x1 - y2 y1
SP> Tox(NewtonInterp(x1^5 + x1*x2^3*x3, 6));
5 3
x1 + x1 x2 x3
in which XX2x converts any expression in terms of double Schubert polynomials to the
basis of monomials and Tox develops any expression in the basis of monomials.
Because in deflnition (4.2) divided difierences act on the x variables, double Schubert
polynomials are sums of monomials xfi, fi µ –. Thus, double Schubert polynomials can
be expressed as linear combinations of simple Schubert polynomials in the variables x
with coe–cients in Z[y]. Double Schubert polynomials may be considered as generating
functions for families of simple Schubert polynomials as illustrated by the relation:
X„(x;y) =
X
”
X”(x) X”!(¡y) ; (4.4)
in which „ and ” lie in Sn. As in the case of simple Schubert polynomials (3.1), we have
a Monk formula to multiply a double Schubert polynomial by a variable xr:
xrX„ = y„(r)X„ +
X
”=„ trj ; j>r; l(”)=l(„)+1
X” ¡
X
·=„ tjr; j<r; l(·)=l(„)+1
X· : (4.5)
Thus, working with two sets of variables involves only adding an extra term .(Kohnert
and Veigneau, 1996) in Monk’s formula (3.1), as shown below:
SP> Monk(3, XX[2,3,5,1,4]);
y5 XX[2, 3, 5, 1, 4] - XX[2, 5, 3, 1, 4] + XX[2, 3, 6, 1, 4, 5]
Furthermore, as in the case of simple Schubert polynomials, r may be chosen such that:
X” = (xr ¡ y„(r))X„ +
X
·
X· : . (4.6)
This provides a convenient way to compute the development of a double Schubert poly-
nomial in the basis of monomials but the most interesting point to notice is that it gives
an e–cient manner to specialize double Schubert polynomials. Indeed, in relation (4.6)
the term (xr ¡ y„(r))X„ will be very soon specialized to zero whenever the specialization
of the second alphabet to a permutation of the flrst one maps the factor xr ¡ y„(r) onto
zero. More generally, the specialization of the second alphabet (Specialize) is related
to many interesting properties, which justify using double Schubert polynomials instead
of their specialization yi = 0.
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5. Examples from Algebraic Geometry
5.1. Chern classes of flag manifolds
According to Borel, the cohomology ring of the °ag manifold Fn is isomorphic to
Z[x1; : : : ; xn]=I+ where I+ is the ideal generated by the symmetric polynomials in the
variables x1; : : : ; xn without constant term.
The °ag manifold is equipped with tautological line bundles L1; : : : ;Ln, whose re-
spective flrst Chern classes are equal to the classes °1; : : : ; °n of x1; : : : ; xn modulo the
ideal I+. It follows from the splitting principle .(see Hirzebruch, 1978, Section 13) that
the tangent bundle has the same Chern classes as the direct sum
L
i>j LiL
⁄
j , that is:
c(Fn) =
Y
i<j
(1 + °i ¡ °j) :
The following sequence of instructions gives the expansion of c(F4) in the basis of Schu-
bert cycles:
SP> Chern:=proc(n)
local
i, j, res;
res:=1;
for j to n do
for i to j-1 do
res:=res * (1+x.i-x.j)
od
od;
RETURN(res)
end:
SP> Flag(4):
SP> Chern(4);
(1 + x1 - x2) (1 + x1 - x3) (1 + x2 - x3)
(1 + x1 - x4) (1 + x2 - x4) (1 + x3 - x4)
SP> ToX(");
6 X[2, 3, 1, 4] + 6 X[3, 1, 2, 4] + 4 X[2, 1, 4, 3] + 6 X[1, 4, 2, 3]
+ 6 X[3, 2, 1, 4] + 16 X[3, 1, 4, 2] + 2 X[1, 3, 2, 4] + 2 X[1, 2, 4, 3]
+ X[1, 2, 3, 4] + 6 X[1, 3, 4, 2] + 2 X[2, 1, 3, 4] + 22 X[4, 1, 2, 3]
+ 24 X[4, 3, 2, 1] + 22 X[2, 3, 4, 1] + 20 X[2, 4, 1, 3]
+ 28 X[3, 2, 4, 1] + 44 X[3, 4, 1, 2] + 24 X[4, 2, 1, 3]
+ 24 X[2, 4, 3, 1] + 28 X[4, 1, 3, 2] + 6 X[1, 4, 3, 2]
+ 48 X[4, 2, 3, 1] + 36 X[4, 3, 1, 2] + 36 X[3, 4, 2, 1]
Moreover, Schubert polynomials are compatible with the embeddings
H⁄(Fi1:::ir ) ,! H⁄(Fn) of the cohomology rings of incomplete °ag varieties given by
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the flbrations:
(V0 ‰ V1 ‰ ¢ ¢ ¢ ‰ Vn) ¡! (Vi1 ‰ Vi1+i2 ‰ ¢ ¢ ¢ ‰ Vi1+¢¢¢+ir ) :
For example, the Chern classes of the grassmannian G(2; 4) are given by:
SP> Flag(4):
SP> res:=1:
SP> for i from 1 to 2 do
for j from 3 to 4 do
res:=res * (1+x.i-x.j)
od
od:
SP> res;
(1 + x1 - x3) (1 + x1 - x4) (1 + x2 - x3) (1 + x2 - x4)
SP> ToX(res);
7 X[2, 3, 1, 4] + 7 X[1, 4, 2, 3] + 4 X[1, 3, 2, 4]
+ X[1, 2, 3, 4] + 12 X[2, 4, 1, 3] + 6 X[3, 4, 1, 2]
To obtain the result in the usual basis of Schur functions (indexation of Schubert cycles of
G(k; n) by partitions contained in the rectangle k£(n¡k)), we can use the function X2Y:
SP> X2Y(");
7 Y[1, 1, 0, 0] + 7 Y[0, 2, 0, 0] + 4 Y[0, 1, 0, 0]
+ Y[0, 0, 0, 0] + 12 Y[1, 2, 0, 0] + 6 Y[2, 2, 0, 0]
When the code of a permutation has the form I = J:0n¡1, where J is a partition (weakly
increasing vector), the Schubert polynomial YI corresponds to the Schubert cycle sJ of
G(k; n¡k). The properties of the Chern classes of °ag manifolds are discussed in .Lascoux
(1982) and .Lascoux et al. (1996).
5.2. projective degrees of Schubert varieties
Let i : Fn ,! PN be a projective embedding of Fn, corresponding to the line bundle:
· = Lm11 L
m2
2 : : :L
mn
n = i
⁄OPN (1) ;
and let h 2 H1¡PN¢ be the class of a hyperplane. The projective degree of a subvariety Z
of codimension k in Fn is:
d(Z) = "
¡
i⁄([iZ]:hk)
¢
= "([Z]:Y k) ;
where " : Htop(Fn) ¡! Z is the morphism sending to 1 the class of a point, and Y =
i⁄h =
P
mixi.
For example, with the Plu˜cker embedding we get Y = (n¡ 1)x1 + ¢ ¢ ¢+ xn¡1 and for
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this embedding, the degree of the Schubert variety X
2;1;4;3
of F4 is computed by the
following sequence of commands:
SP> y:=3*x1 + 2*x2 + x3:
SP> ToX(y^4 * X[2,1,4,3]);
78 X[4, 3, 2, 1]
so that the required degree is 78. For more details about how to efiectively compute the
projective degrees of Schubert cycles, the reader may refer to .Lascoux and Schu˜tzenberger
(1983).
The double Schubert polynomials also have a geometrical interpretation .(Fulton, 1991).
When the variables xi and yj are interpreted as Chern classes of certain line bundles over
a variety M , they give the cohomology classes corresponding to various degeneracy loci
of maps of °agged bundles over M .
References
.|Bernstein, I.N., Gelfand, I.M., Gelfand, S.I. (1973). Schubert cells and cohomology of the spaces G=P ,
Uspekhi. Mat. Nauk 28, 3{26.
.|Demazure, M. (1974). D¶esingularisation des vari¶et¶es de Schubert, Annales E.N.S. 6, 163{172.
.|Fulton, W. (1991). Flags, Schubert polynomials, degeneracy loci and determinantal formulas, Duke Math.
J. 65, 381{420.
.|Hirzebruch, F. (1978). Topological Methods in Algebraic Geometry, 3rd edn, Springer-Verlag.
.|Kerber, A. (1991). Algebraic combinatorics via flnite group actions, Mannheim:BI-Wissenschaftsverlag.
.|Kerber, A., Kohnert, A., Lascoux, A. (1992). SYMMETRICA, an object oriented computer algebra system
for the symmetric group, J. Symbolic Computation 14, 195{203.
.|Kohnert, A. (1991). Weintrauben, Polynome, Tableaux, Bayreuther Math. Schr. 38, 1{97.
.|Kohnert, A., Veigneau, S. (1996). Using Schubert toolkit to compute with polynomials in several vari-
ables, Proc. 8th Conference \Formal Power Series and Algebraic Combinatorics", University of
Minnesota, 283{293.
.|Lascoux, A. (1982). Classes de Chern des vari¶et¶es de drapeaux, C.R. Acad. Sci. Paris 295, 393{398.
.|Lascoux, A. (1992). Polyno^mes de Schubert. Une approche historique, Actes du 4eme colloque \S¶eries
formelles et combinatoire alg¶ebrique", Publ. LACIM, UQAM, Montr¶eal.
.|Lascoux, A., Leclerc, B., Thibon, J.-Y. (1996). Twisted action of the symmetric group on the cohomology
of a °ag manifold, Banach Center Publ. 36, 111{124.
.|Lascoux, A., Schu˜tzenberger, M.P. (1982). Polyno^mes de Schubert, C.R. Acad. Sci. Paris 294, 447{450.
.|Lascoux, A., Schu˜tzenberger, M.P. (1983). Symmetry and Flag manifolds, Springer L.N. 996, 118{144.
.|Lascoux, A., Schu˜tzenberger, M.P. (1985). Schubert polynomials and the Littlewood{Richardson Rule,
Lett. Math. Phys. 10, 111{124.
.|Macdonald, I.G. (1979). Symmetric functions and Hall polynomials, Oxford: Clarendon Press.
.|Macdonald, I.G. (1991). Notes on Schubert polynomials, Publ. LACIM 6, UQAM, Montr¶eal.
.|Monk, D. (1959). The geometry of °ag manifolds, Proc. London M.S. 9(3), 253{286.
.|Stembridge, J. (1993). SF, a maple package for symmetric functions, University of Michigan.
.|Thibon, J.-Y., Veigneau, S. (1996). Using ACE, an Algebraic Combinatorics Environment for MAPLE,
Proc. 8th Conference \Formal Power Series and Algebraic Combinatorics", University of Min-
nesota, 461{468.
.|Ung, B.C.V., Veigneau, S. (1995). ACE, un environnement de calcul en Combinatoire Alg¶ebrique, Proc. 7th
Conference \Formal Power Series and Algebraic Combinatorics", Universit¶e de Marne-la-Vall¶ee,
557{562.
.
