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JOINT SYSTEM QUANTUM DESCRIPTIONS ARISING
FROM LOCAL QUANTUMNESS
TOM COONEY, MARIUS JUNGE, MIGUEL NAVASCUE´S,
DAVID PE´REZ-GARCI´A, AND IGNACIO VILLANUEVA
Abstract. Bipartite correlations generated by non-signalling phys-
ical systems that admit a finite-dimensional local quantum descrip-
tion cannot exceed the quantum limits, i.e., they can always be
interpreted as distant measurements of a bipartite quantum state.
Here we consider the effect of dropping the assumption of finite
dimensionality. Remarkably, we find that the same result holds
provided that we relax the tensor structure of space-like separated
measurements to mere commutativity. We argue why an extension
of this result to tensor representations seems unlikely.
1. Introduction
One of the most remarkable and counterintuitive features of Quan-
tum Mechanics is the “spooky action at a distance” which manifests
itself best through the existence of what we call non-local correlations.
These are joint probability distributions between two (or more) space-
like separated parties which can not be explained by any local realistic
model.
At the same time, our physical models assume the finite speed of the
propagation of light from which we infer the finite speed of the propaga-
tion of information. From this restriction we are led to believe that all
physically realizable joint probability distributions between two space-
like separated parties must be non-signalling, a notion we formalize
below.
We know that the three sets of local, quantum, and non-signalling
probability distributions are each strictly contained in the next. Much
work has been done in understanding the consequences of this fact,
both from a practical and a foundational point of view.
In particular, we seek explanations for the fact that the amount of
non-locality of quantum distributions is not enough to saturate the
set of non-signalling distributions. Several physical principles have
been proposed to explain this discrepancy between quantum and non-
signalling predictions, like Non-Trivial Communication Complexity [4],
Information Causality [16] and Macroscopic Locality [13].
Recently, in the paper [3] (see also [1]), the authors address these
types of questions from the following point of view: to what extent
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does “local quantumness” plus the non-signalling condition restricts
the “amount of non-locality” of joint distributions?
They showed that for finite dimensional local systems assuming local
quantumness plus non-signalling implies that every physical prepara-
tion of the joint system can be simulated by a quantum description,
in the sense that all possible bipartite probability distributions can be
explained with this simulation (see Theorem 1.1 below).
The assumption of finite dimensionality is crucial in their proof.
From a foundational point of view, it is important to determine whether
a similar result holds for infinite dimensional systems, since so far in-
finite dimensions are needed to model many important physical situa-
tions. Indeed, in non-relativistic quantum mechanics, the positions and
momenta of a finite set of particles must satisfy a number of polynomial
identities -the canonical commutation relations- that do not admit a
finite dimensional representation. Hence the possible states of such
particles are represented as rays of a separable infinite-dimensional
Hilbert space [18]. Likewise, dynamical equations and operators in
Quantum Field Theory are defined in infinite dimensional (generally
non-separable) Hilbert spaces [17]. It is also worth noticing that, al-
though most protocols and algorithms in Quantum Information The-
ory were initially conceived for finite dimensional systems, their actual
experimental realizations typically involve infinite dimensions [7, 12].
For instance, in most quantum computation experiments, two internal
states of an ion are used to model a qubit [11]. This approximation
breaks at temperatures of the order of 1 K, though, as thermal fluctu-
ations drive the system along an infinite-dimensional state space.
In this paper we show that a result analogous to [3], [1] does hold true
in infinite dimensions, see Theorem 1.2 below. However, in our proof
we need to use the “commutative” (as opposed to “tensor”) description
of joint quantum systems to provide the desired simulation. Indeed, we
give reasons below why we find it quite unlikely that such a simulation
in the tensor description always exists.
The result requires the use of involved techniques developed in von
Neumann algebra theory or, alternatively, in non-commutative Lp-
spaces theory.
Finally, we provide an additional contribution to this problem: as
it turns out, both in the finite and infinite dimensional case, physical
preparations can be simulated via a pair of local transformations νA, νB
which map individual measurement operators to individual measure-
ment operators (as opposed to more general local transformations that
would map complete sets of measurement operators to complete sets
of measurement operators). In section 4 we show that, even in the
finite-dimensional case, such models cannot provide a quantum repre-
sentation of general physical preparations if we further demand that
νA, νB map projectors to projectors.
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We formalize now these ideas. We will consider two space-like sepa-
rated physical systems A and B (Alice and Bob’s systems). We assume
that, separately, each of them can be described by QuantumMechanics.
We call this Local Quantumness:
(LQ) Local Quantumness: When considered separately, Alice’s sys-
tem is associated to a unital C∗-algebra A such that, for every physical
preparation of the system, there exists a state ρ ∈ S(A) with the fol-
lowing property: for every POVM {Qa}
N
a=1 ⊂ A, there exists a physical
measurement such that p(a) = ρ(Qa). Here S(A) denotes the states
on A, the positive linear functionals on A of norm 1. Similarly, Bob’s
system is associated to a unital C∗-algebra B.
We want to explore to what extent Local Quantumness forces the
joint system to admit also a quantum mechanical description. There-
fore, we do not assume that the joint system can be described by Quan-
tum Mechanics. But, as explained above, we do assume that the joint
system is non-signalling.
(NS) Non-signalling: When considered jointly, the non-signalling
principle holds. That is, for every physical preparation of the joint
system, and for every set of questions x, y = 1, . . . ,M with possible
answers a, b = 1, . . . , N , the joint probability distribution p(a, b|x, y)
satisfies
∑
a
P (a, b|x, y) = p(b|y) is independent of x,
∑
b
P (a, b|x, y) = p(a|x) is independent of y.
The physical preparations of the system verifying (LQ) and (NS)
will be called valid preparations. If all the preparations of the system
are valid preparations, we say that our system is locally quantum and
non-signalling.
In a recent paper [3], Barnum, Beigi, Boixo, Elliott and Wehner
proved that if A and B are the bounded operators on finite dimensional
Hilbert spacesHA, HB, then every valid preparation on the joint system
can be simulated by a state in the Hilbert space HA ⊗HB.
Let us formalize that statement. We denote the positive self-adjoint
elements of B(HA) bounded from above by the identity 1 by B(HA)
+,1
sa .
Any valid preparation can be described by a function ω : B(HA)
+,1
sa ×
B(HB)
+,1
sa → [0, 1] with the restrictions following from properties (LQ)
and (NS) above.
With this language, the main result of [3] can be stated as follows.
Theorem 1.1. For every valid preparation ω as above, there exists a
state ρ in B(HA ⊗ HB) and mappings νA : B(HA)
+,1
sa → B(HA)
+,1
sa ,
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νB : B(HB)
+,1
sa → B(HB)
+,1
sa carrying measurement systems into mea-
surement systems such that for every (Qa, Rb) ∈ B(HA)
+,1
sa ×B(HB)
+,1
sa ,
ω(Qa, Rb) = tr(ρνA(Qa)⊗ νB(Rb)).
In this paper we study whether this result remains true if we remove
the hypothesis on the finite dimensionality of the two subsystems. We
prove that an analogous result is true if we allow the joint system
to be simulated in the so-called commutative paradigm. That is, for
every possible choice of the local C∗-algebras A and B, every valid
preparation of the joint system can be simulated by a state on a Hilbert
space H such that B(H) contains A and B as subalgebras commuting
with each other.
The precise statement now is
Theorem 1.2. For every choice of the local C∗-algebras A and B and
for every valid preparation ω on the joint system, there exists a Hilbert
space H, a state ρ on B(H), and mappings νA : A
+,1
sa → B(H)
+,1
sa ,
νB : B
+,1
sa → B(H)
+,1
sa carrying measurement systems into measurement
systems such that νA(A) commutes with νB(B) and such that for every
(Qa, Rb) ∈ A
+,1
sa × B
+,1
sa ,
ω(Qa, Rb) = ρ(νA(Qa)νB(Rb)).
At first sight it might seem as if the natural extension of the finite
dimensional version should provide a simulation of the joint system in
the tensor paradigm. That is, in Theorem 1.2 above we would want
Hilbert spaces HA and HB, a state ρAB on B(HA⊗HB) and mappings
νA : A
+,1
sa → B(HA)
+,1
sa , νB : B
+,1
sa → B(HB)
+,1
sa .
Actually, the existence of such simulation would imply a resolution of
a very strong version of Tsirelson’s problem, which leads us to believe
that such a result cannot be true. We briefly recall Tsirelson’s problem
and explain this.
We suppose a physical system composed of two space-like separated
subsystems A and B. On this system we consider a physical experiment
which can be repeated an arbitrary number of times. This experiment
has a fixed finite number of possible inputs and outputs (N and M)
to each party. Upon many realizations of the experiment, for any pair
of inputs (x, y) and any pair of outputs (a, b) we obtain a probabil-
ity distribution P = P (a, b|x, y). Following [24] we will call such a
probability distribution a behaviour.
We say that a behaviour belongs to the tensor paradigm if there exist
two Hilbert spaces HA, HB, a state ρAB ∈ S(B(HA ⊗ HB)) and , for
all inputs x and y, two sets of measurement operators {Exa ∈ B(HA)},
{F yb ∈ B(HB)} such that P (a, b|x, y) = tr(ρABE
x
a ⊗ F
y
b ).
We say that a behaviour belongs to the commutative paradigm if
there exists a Hilbert space H , a state ρ ∈ S1(H) and, for all inputs x
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and y, two sets of measurement operators {Exa , F
y
b ∈ B(H)}, such that
P (a, b|x, y) = tr(ρExaF
y
b ) and [E
x
a , F
y
b ] = 0 for all a, b, x, y.
Clearly, every behaviour in the tensor paradigm also belongs to the
commutative paradigm. The question of whether every behaviour in
the commutative paradigm can be arbitrarily well approximated by a
behaviour in the tensor paradigm is usually called Tsirelson’s problem.
It is well known that both paradigms coincide if the Hilbert spaces
involved have finite dimension.
We note that if a version of Theorem 1.2 providing a simulation
in the tensor paradigm would be true, then we would easily prove
that, for every state in the commutative description, there would ex-
ist a corresponding state in the tensor description giving rise to the
same behaviours. This would be a “uniform” (in the number of inputs
and outputs and in the choice of measurement operators) version of
Tsirelson’s problem which seems highly unlikely to be true.
2. Mathematical tools
Given two C∗-algebras A, B we consider the tensor product A⊗B.
This tensor product has a natural algebra structure with the product
given by (a ⊗ b)(c ⊗ d) = ac ⊗ bd. If we want the product A ⊗ B to
be a C∗ algebra, we need to endow it with a norm. In general, there is
more than one norm α on A⊗B that turns its completion A⊗αB into
a C∗-algebra. The biggest and smallest C∗-algebra norms on A ⊗ B
are called max and min respectively. They are defined in the following
way:
Definition 2.1. Let x =
∑n
i=1 ai ⊗ bi ∈ A ⊗ B. Then its maximal
C∗-tensor norm is
‖x‖max = sup


∥∥∥∥∥
n∑
i=1
π1(ai)π2(bi)
∥∥∥∥∥
B(H)

 ,
where the supremum is taken over all possible Hilbert spaces H and
∗-homomorphisms π1 : A → B(H), π2 : B → B(H) such that π1(A)
and π2(B) commute. The maximal tensor product A ⊗max B is the
completion of A⊗B with respect to the norm ‖·‖max.
Definition 2.2. Let A and B be embedded in B(H1) and B(H2) re-
spectively. Given x =
∑n
i=1 ai⊗bi ∈ A⊗B, its minimal tensor product
norm is ‖x‖min = ‖x‖B(H1⊗H2). (This norm can be shown to be in-
dependent of the choice of embeddings of A and B into B(H1) and
B(H2).) The minimal tensor product A ⊗min B is the completion of
A⊗ B with respect to the norm ‖·‖min.
Whether the minimal and maximal tensor norms coincide for a given
pair A,B of C∗-algebras is always a relevant question. It is known that
for nuclear C∗-algebras (in particular MN) min and max coincide [14].
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It is also known that, for an infinite dimensional Hilbert space H ,
B(H)⊗min B(H) 6= B(H)⊗max B(H) ([14]). The question of whether
min and max coincide for C(F∞)⊗ C(F∞) is (equivalent to) Connes’
conjecture, and it is again related to Tsirelson’s problem [6, 9].
2.1. Relation between complete positivity and the max norm.
Let A and B be C∗-algebras. We say that a map T : A → B is
completely positive if the maps idn⊗ T : Mn(A)→Mn(B) are positive
for all n ∈ N. We can also define a matrix order on the dual of a C∗-
algebra; a matrix (ϕij) ∈Mn(B
∗) is positive if for all positive elements
(yij) ∈Mn(B), ∑
i,j
〈ϕij, yij〉 ≥ 0.
This allows us to define complete positivity for maps from a C∗-algebra
to the dual of a C∗-algebra. We consider an operator ωˆ : A→ B∗, where
A and B are C∗ algebras. We say that ωˆ is positive if, for all positive
elements a ∈ A, b ∈ B, we have that ωˆ(a)(b) ≥ 0. We say that ωˆ is
completely positive if idn ⊗ ωˆ is positive for all n. More explicitly, ωˆ
is completely positive if, for every n ∈ N and for all positive elements
x ∈Mn(A), y ∈Mn(B),
∑
i,j
〈ωˆ(xij), yij〉 ≥ 0.
We will use the following result [14, Theorem 11.2]:
Theorem 2.3. Let ω : A⊗B → C be a linear form and let ωˆ : A→ B∗
be the corresponding linear map. The following are equivalent:
(1) ω extends to a positive linear form in the unit ball of (A ⊗max
B)∗.
(2) ωˆ is a completely positive map and ‖ωˆ‖ ≤ 1.
2.2. Inclusion of a Von Neumann algebra M into its predual
M∗. A von Neumann algebra M ⊆ B(H) is a C
∗-algebra that is closed
in the weak∗-topology on B(H). A linear functional ϕ : M → C is
said to be normal if it is weak∗-continuous. The set of normal linear
functionals on M is denoted by M∗ and satisfies M = (M∗)
∗ (when M∗
is given the Banach space structure induced by the inclusionM∗ ⊆M
∗);
it is thus known as the predual of M . In fact, von Neumann algebras
can be abstractly characterized as the C∗-algebras which are the duals
of some Banach space. A state ϕ : M → C is said to be faithful if
ϕ(x∗x) = 0 implies that x = 0. For further details about operator
algebras, see [20].
Let (M,ϕ) be a von Neumann algebra together with a normal faith-
ful state ϕ and let M∗ denote the predual of M . We use the GNS
construction associated with ϕ to represent M on a Hilbert space H .
JOINT SYSTEM QUANTUM DESCRIPTIONS 7
We denote the inclusion of M into H by Λ. We will use the contrac-
tive, linear, positivity-preserving inclusion of M into M∗ used in [10]
and [23]. Readers unfamiliar with the modular theory of von Neumann
algebras may find it helpful to read Subsection 3.1 where this inclusion
is discussed for the special case of a state on Mn(C).
Denote by S the closure of the map Λ(x) 7→ Λ(x∗). Let S = J∆1/2
be the polar decomposition of S. Here J is a conjugate-linear, isometric
involution and ∆ is a linear, positive, self-adjoint, non-singular operator
on H ; they are called the modular conjugation and modular operator
respectively of ϕ. Let ϕx ∈M∗ be the linear functional satisfying
〈ϕx, y〉 = (Λ(x) | JΛ(y)) ,
for all y ∈ M . As J is an isometry, |〈ϕx, y〉| ≤ ‖x‖ ‖y‖, and the
inclusion M →֒ M∗ is thus contractive. Here (v|w) denotes the scalar
product of vectors v, w; in physicist’s notation, (v|w) ≡ 〈w|v〉.
For those familiar with spatial noncommutative Lp-spaces (see, for
example, [23]), this inclusion corresponds to the inclusion x 7→ d1/2xd1/2,
where d is the (unbounded) density operator associated to the state ϕ.
By Proposition 4 in [23], we have that
〈ϕx∗x, y〉 = (yJΛ(x) | JΛ(x)) ,
which makes it clear that the embedding x 7→ ϕx is positivity-preserving.
It also follows that ‖ϕx‖M∗ = ϕ(x) for x ≥ 0. As elements in {JyJ :
y ∈ M} commute with the elements of M and JΛ(1) = Λ(1) (see [21]
for further details), we also have that for x, y ∈M ,
〈ϕx, y
∗y〉 = (xJΛ(y) | JΛ(y)) .
From this it follows that if ϕx ≥ 0, then x ≥ 0.
For all x, y ∈M , we have that
〈ϕx, y〉 = 〈x, ϕy〉, y ∈M,(1)
by Proposition 6 in [23].
3. Proof of Theorem 1.2
In this section we prove our main result, Theorem 1.2. Since the
proof is mathematically involved, for the sake of readability we first
write it in detail for the special case of A = B(HA) and B = B(HB),
where HA and HB are finite-dimensional Hilbert spaces. This finite-
dimensional situation admits a much simpler proof, but we “expand
it” to provide intuition for the constructions which we will need later
in the general (infinite-dimensional) case.
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3.1. Proof of the finite-dimensional case. As in [3], it follows from
(LC) and (NS) that any valid preparation can be described by a sepa-
rately finitely additive function ω : A+,1sa × B
+,1
sa → [0, 1]. We can then
use the bilinear version of Gleason’s Theorem to prove that the above
mentioned ω extends to a bilinear functional ω : A×B → C, which is
positive on pure tensors (that is, for every (Q,R) ∈ A+ ×B+, we have
ω(Q,R) ≥ 0).
Conversely, consider a unital bilinear functional ω : A × B → C. If
ω is positive on pure tensors and ω(Qa, Rb) ≤ 1 for every (Qa, Rb) ∈
A+,1sa ×B
+,1
sa , it can be associated to a valid preparation, since it can only
give rise to locally quantum, non-signalling probability distributions.
Equivalently, each valid preparation corresponds to a map
ωˆ : A→ B∗ with ωˆ(a)(b) = ω(a, b)
satisfying
ω(a, b) ≥ 0 for a ≥ 0, b ≥ 0.
We denote ωˆ(1) by ϕ. As B = B(HB), there exists a positive operator
d on HB such that ϕ(x) = tr(d
1/2xd1/2), for all x ∈ B. By replacing
HB with pHB where p is the support of d, we assume that ϕ is faithful
or, equivalently, that d is invertible.
In order to motivate the proof in the infinite-dimensional case, we
discuss the modular theory of the pair (B(HB), ϕ). We begin by con-
structing the GNS representation of B(HB) with respect to ϕ. Let Hϕ
denote the Hilbert space obtained from B(HB) by defining the follow-
ing inner product on B(HB),
(Λ(x) | Λ(y))ϕ = ϕ(y
∗x) = tr(d1/2y∗xd1/2), x, y ∈ B(HB),
where Λ denotes the inclusion of B(HB) into Hϕ. Clearly, we have
Λ(x) = xd1/2, when considered as a matrix in B(HB). We obtain a
∗-representation of B(HB) on Hϕ by letting B(HB) act by left multi-
plication,
xΛ(y) = Λ(xy), x, y ∈ B(HB).
Let S : Hϕ → Hϕ denote the conjugate linear map SΛ(x) = Λ(x
∗),
for x ∈ B(HB). This map has a polar decomposition S = J∆
1/2,
where J is a conjugate-linear isometry on Hϕ satisfying J
2 = 1, and
∆ is a linear, positive, invertible operator on Hϕ. The operator J is
the modular conjugation of ϕ and ∆ is its modular operator. In this
situation, we have
JΛ(x) = Λ(d1/2x∗d−1/2), ∆Λ(x) = Λ(dxd−1), x ∈ B(HB).
Using the modular conjugation, we can write down an inclusion x 7→ ϕx
of B(HB) into B(HB)
∗ determined by
ϕx(y) = (Λ(x) | JΛ(y))ϕ, x, y ∈ B(HB).(2)
JOINT SYSTEM QUANTUM DESCRIPTIONS 9
In this situation, we have ϕx(y) = tr(d
1/2xd1/2y), so ϕx corresponds to
the operator d1/2xd1/2. We thus have
{d1/2xd1/2 : x ∈ B(HB)} = S1(HB) ≃ B(HB)
∗ = {ϕx : x ∈ B(HB)}.
We now return to considering the map ωˆ : B(HA) → B(HB)
∗ ≃
S1(HB). This map can be factorized through B(HB) as follows:
u : B(HA)→ B(HB), u(x) = d
−1/2ωˆ(x)d−1/2,
v : B(HB)→ S1(HB), v(y) = d
1/2yd1/2,
for x ∈ B(HA) and y ∈ B(HB). As ωˆ(1) = d, we have that u is unital
and thus u maps measurement systems to measurement systems. The
map v is also clearly completely positive in the sense of the definition
in Section 2. It is trivial that ωˆ = vu. One could now apply Theorem
2.3 to obtain Theorem 1.1 but we continue in order to indicate how
this can be generalized to the infinite-dimensional case.
Written in terms of operators, if ωˆ(x) = d1/2yd1/2, this factorization
is
x ∈ B(HB)
ωˆ //
d−1/2ωˆ(·)d−1/2
$$❏
❏❏
❏❏
❏❏
❏❏
❏
d1/2yd1/2
y
d1/2·d1/2
;;✈✈✈✈✈✈✈✈✈✈
.
However, v and u can also be defined in terms of linear functionals,
in terms of B(HB)
∗ rather than S1(HB). As B(HB)
∗ = {ϕx : x ∈
B(HB)}, we have that ωˆ(x) = ϕu(x), for some u(x) ∈ B(HB). We then
have that
〈ωˆ(x), y〉 = tr(yd1/2u(x)d1/2) = tr(d1/2yd1/2u(x)) = 〈ϕy, u(x)〉.
Using the known element ωˆ(x) and the above equation, u(x) can be
identified with a linear functional in (B(HB)
∗)∗ = B(HB).
The map v : B(HB)→ B(HB)
∗ is given by v(x) = ϕx and we have
vu(x) = ϕu(x) = ωˆ(x), x ∈ B(HA).
It is this approach that will be generalized to the case where the local
systems are described by unital C∗-algebras.
The map v : B(HB)→ B(HB)
∗ is completely positive and it follows
from (2) that it is also contractive. Thus by Theorem 2.3, the corre-
sponding linear functional vˆ : B(HB)⊗B(HB)→ C is max-continuous.
Thus there exists a Hilbert space K, a state ρ ∈ B(K)∗, and commut-
ing representations π1 : B(HB) → B(K), π2 : B(HB) → B(K) such
that
ρ(π1(x)π2(y)) = vˆ(x⊗ y), x, y ∈ B(HB).
It thus follows that
ρ(π1(u(x))π2(y)) = ω(x, y), x ∈ B(HA), y ∈ B(HB),
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where π1◦u and π2 map measurement systems to measurement systems.
As HB is finite-dimensional (and thus B(HB) is nuclear), we can take
K = HB ⊗HB and recover Theorem 1.1.
3.2. Proof of the general case. Let A and B be unital C∗-algebras
describing the local systems of Alice and Bob. Let ω be a valid prepara-
tion for the joint system. As before, ω can be associated with a bilinear
functional ω : A×B −→ C which is positive on pure tensors and such
that ω(Qa, Rb) ≤ 1 for every (Qa, Rb) ∈ A
+,1
sa ×B
+,1
sa . It follows from the
definition of the maximal tensor norm in C∗-algebras that our result
would be true if ω were continuous when considered as a linear form on
A ⊗max B. In general, this is false; not every positive on pure tensors
functional is max continuous. The idea of our proof is to factor the
operator ωˆ : A −→ B∗ associated to ω as
ωˆ : A −→ B∗
uց ր v
M
where u carries measurement systems to measurement systems and v
is completely positive (which implies that the functional ωu : M ⊗max
B −→ C associated to u is continuous).
We now provide further details. First we note that the operator
ωˆ : A → B∗ associated to ω is positive. We now identify B∗∗ with the
universal enveloping von Neumann algebra of B (see Section III.2 of
[20] for details) and B∗ with the predual of this von Neumann algebra.
As ω(1, 1) = 1, we have that ωˆ(1) = ϕ is a state, a positive linear
functional of norm one in B∗. Let p ∈ B∗∗ denote the support pro-
jection of ϕ and M the von Neumann algebra pB∗∗p. By Lemma 4.1
and following in [20], we see that pϕp = ϕ (where (pϕp)(x) = ϕ(pxp)).
If x ∈ A, 0 ≤ x ≤ 1, then ωˆ(x) ≤ ϕ. It follows that the support of
ωˆ(x) ≤ p and that pωˆ(x)p = ωˆ(x) for all x ∈ A. We can thus take ωˆ(A)
to be contained in M∗, the normal linear functionals on M and doing
so does not change the probabilities assigned to sets of measurement
operators. As the support of ϕ is p, the state ϕ is faithful on M . We
represent M on a Hilbert space H using the GNS representation with
respect to ϕ.
We show now that ωˆ can be factorized as vu where u : A → M is
positive and unital and v : M →M∗ is completely positive. The defini-
tion of u and v is motivated by our discussion of the finite-dimensional
case. It can also be motivated using the language of noncommutative
Lp-spaces. Let d denote the density operator associated with the state
ϕ (as in [23]). The map ϕx 7→ d
1/2xd1/2 extends to an isometric iso-
morphism between the predual M∗ and L1(M), a space consisting of
certain (unbounded) operators on the Hilbert space H .
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We obtain a map ω˜ : A→ L1(M) from the map ωˆ : A→M∗ by using
the isometric isomorphism between L1(M) and M∗. We now motivate
the definitions of u and v by the following formal expressions, where
u(x) = d−1/2ω˜(x)d−1/2, x ∈ A,
v(y) = d1/2yd1/2, y ∈M.
As ω˜(1) = d, it is intuitively obvious that u is positive and unital
and that v is completely positive. This will now be shown rigorously
(without using the language of noncommutative Lp-spaces).
The map v : M →M∗ is the inclusion discussed in Section 2.2. This
map is linear, contractive, and completely positive, i.e., it satisfies con-
dition (2) of Theorem 2.3; we have already noted that it is contractive
so it remains to show that it is completely positive. Let tr denote the
canonical normalized trace on Mn(C). We then have that tr ⊗ ϕ is a
normal faithful state on Mn(M). In the same way as before, we have
a positivity-preserving inclusion of Mn(M) into (Mn(M))∗. Thus if
x = (xij) ∈ Mn(M)+, we have that (tr ⊗ ϕ)x is a positive element in
(Mn(M))∗ and thus v is a completely positive map.
Let x ∈ A, 0 ≤ x ≤ 1, and y ∈ M , y ≥ 0. We seek to identify ωˆ(x)
with a linear functional u(x) in (M∗)
∗ = M . To do so, we make the
following definition:
〈u(x), ϕy〉 = 〈y, ωˆ(x)〉 for all y ∈M.(3)
As ωˆ(x) ≤ ωˆ(1) = ϕ, we then have that
〈u(x), ϕy〉 = 〈y, ωˆ(x)〉 ≤ 〈y, ϕ〉 = ‖ϕy‖M∗ .(4)
By Corollary 5(2) in [23], we have that {ϕy : y ∈ M} is dense in M∗;
this implies that u(x) extends to a bounded linear functional on M∗.
By (4), we have that u is a bounded linear map from A into M . As
ωˆ is positive and linear, we have that u is also positive and linear. The
map u is unital as
〈u(1), ϕy〉 = 〈y, ωˆ(1)〉 = 〈y, ϕ〉 = 〈1, ϕy〉.
Thus u carries measurement systems into measurement systems.
We now show that vu = ωˆ. Let x ∈ A and y ∈M . We then have by
(1) and (3) that
〈vu(x), y〉 = 〈ϕu(x), y〉 = 〈u(x), ϕy〉 = 〈ωˆ(x), y〉.
Let vˆ denote the norm one positive linear functional on M ⊗max M
corresponding to the map v. Let ιB∗∗ : B −→ B
∗∗ denote the canonical
inclusion into the double dual and ι : B −→M be the map b 7→ pιB∗∗p.
The previous arguments show that
ω(a, b) = vˆ(u(a)⊗ ι(b)),
for every (a, b) ∈ A×B.
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Finally, since vˆ is max continuous, there exists a Hilbert space H , a
state ρ ∈ S(B(H)) and commuting representations π1 and π2 of M on
B(H) such that, for every a ∈ A and b ∈ B,
ω(a, b) = vˆ(u(a)⊗ ι(b)) = ρ(π1(u(a))π2(ι(b))).
4. Projections
We have shown that it is possible to simulate non-signalling locally
quantum preparations of the joint system by mapping POVM elements
to POVM elements via νA, νB. A natural question is then whether
νA, νB can be chosen so that, for any pair of projectors Π ∈ A,Π
′ ∈ B,
νA(Π) and νB(Π
′) are also projective measurements. We next show
that, even in finite dimensional scenarios, this is not the case.
First we state a definition which we will soon require. Given two
C∗-algebras A and B, we say that a map T : A → B is co-completely
positive if the maps tn⊗T : Mn(A)→Mn(B) are positive for all n ∈ N,
where tn is the transposition map onMn. It is easy to check that if T is
a ∗-antihomomorphism (T (ab) = T (b)T (a), for all a, b ∈ A), then T is
co-completely positive. Similarly, if T is a ∗-homomorphism, then T is
completely positive. Using the matrix order defined in Subsection 2.1,
we can similarly define complete positivity and co-complete positivity
for maps whose domains and/or ranges are given by the duals of C∗-
algebras. It follows immediately that if T is completely positive (co-
completely positive, respectively), then so its adjoint T ∗.
We assume that Alice and Bob’s systems are associated to von Neu-
mann algebras A and B, neither of which contains M2(C) as a direct
summand. We assume that ω : P (A) × P (B) → [0, 1] assigns non-
signalling probabilities to every local projective measurement system
chosen by Alice and Bob. Similarly to before, using the non-signalling
condition and a stronger version of Gleason’s Theorem [2, Theorem
B], this extends to a bounded linear map ω : A × B → C which is
positive on pure tensors. Seeking a contradiction, we also assume that
ω can be simulated quantum mechanically in the commuting para-
digm by mapping projections to projections; we assume that there ex-
ist C∗-algebras A′ and B′, a state ρ ∈ (A′ ⊗max B
′)∗, and assignments
νA : P (A) → P (A
′) and νB : P (B) → P (B
′) that map projective
measurement systems to projective measurement systems, such that
ω(x ⊗ y) = ρ(νA(x)νB(y)) for all x ∈ P (A), y ∈ P (B). By applying
the vector-valued version of Gleason’s Theorem ([2, Theorem A]) to νA
and νB, we obtain linear maps νA : A→ A
′ and νB : B → B
′.
In fact, the map νA must be a Jordan morphism, i.e., νA(x
∗) =
ν(x)∗ and νA(xy + yx) = νA(x)νA(y) + νA(y)νA(x). (This follows
easily from the spectral theorem by approximating self-adjoint ele-
ments by finite linear combinations of mutually orthogonal projec-
tions.) We can then apply [19, Theorem 3.3] to get that νA is the
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sum of a ∗-homomorphism and a ∗-antihomomorphism. More pre-
cisely, there exist two orthogonal central projections E1A and E
2
A in
νA(A)
weak−∗
such that ν1A : x 7→ νA(x)E
1
A is a ∗-homomorphism, and
ν2A : x 7→ νA(x)E
2
A is a ∗-antihomomorphism, with E
1
A + E
2
A = 1 and
νA = ν
1
A + ν
2
A. Similarly, there exist two orthogonal central projec-
tions E1B and E
2
B in νB(B)
weak−∗
such that the map ν1B : x 7→ νB(x)E
1
B
is a ∗-homomorphism and that the map ν2B : x 7→ νB(x)E
2
B is a ∗-
antihomomorphism, E1B + E
2
B = 1, and νB = ν
1
B + ν
2
B as linear maps.
We recall that we can associate ω : A×B → C with a positive linear
map ωˆ : A→ B∗. Similarly, we can associate ρ ∈ (A′ ⊗max B
′)∗ with a
positive linear map ρˆ : A′ → (B′)∗. Indeed, by Theorem 2.3, the map
ρˆ is completely positive. We then have the following decomposition of
ωˆ:
A
ωˆ //
ν1A+ν
2
A

B∗
A′
ρˆ // (B′)∗
(ν1B)
∗+(ν2B)
∗
OO .
That is,
ωˆ = (ν1B)
∗ρˆν1A + (ν
2
B)
∗ρˆν1A + (ν
1
B)
∗ρˆν2A + (ν
2
B)
∗ρˆν2A.
We have now written ωˆ as the sum of completely positive and co-
completely positive maps. As the composition of completely positive
maps, it is clear that (ν1B)
∗ρˆ∗ν1A is completely positive. As the maps ν
2
A
and (ν2B)
∗ are co-completely positive, the maps tn ⊗ ν
2
A and tn ⊗ (ν
2
B)
∗
are positive for each n, and thus
idn ⊗ (ν
2
B)
∗ρˆν2A = (tn ⊗ (ν
2
B)
∗)(idn ⊗ ρˆ)(tn ⊗ ν
2
A)
is positive for each n ∈ N. Thus the map (ν2B)
∗ρˆν2A is completely
positive. Similarly, the maps (ν2B)
∗ρˆν1A and (ν
1
B)
∗ρˆν2A are co-completely
positive.
However, not every positive linear map is decomposable in this fash-
ion. Appendix B in [5] provides an explicit counterexample in the form
of a map ϕ : M3(C) → M3(C) that cannot be written as the sum
of completely positive and co-completely positive maps. This contra-
diction shows that it is not, in general, possible to simulate locally
quantum non-signalling distributions while mapping projective mea-
surement systems to projective measurement systems.
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