Abstract. Let θ be an inner function satisfying the connected level set condition of B. Cohn, and let K 1 θ be the shift-coinvariant subspace of the Hardy space H 1 generated by θ. We describe the dual space to K 1 θ in terms of a bounded mean oscillation with respect to the Clark measure σα of θ. Namely, we prove that (K 1 θ ∩ zH 1 ) * = BMO(σα). The result implies a two-sided estimate for the operator norm of a finite Hankel matrix of size n × n via BMO(µ 2n )-norm of its standard symbol, where µ 2n is the Haar measure on the group {ξ ∈ C : ξ 2n = 1}. 
Introduction
A bounded analytic function θ in the open unit disk D = {z ∈ C : |z| < 1} is called inner if |θ(z)| = 1 for almost all points z on the unit circle T in the sense of angular boundary values. With every inner function θ we associate the shiftcoinvariant [19] subspace K p θ of the Hardy space H p ,
As usual, functions in H p are identified with their angular boundary values on the unit circle T; formula (1) means that f ∈ K p θ if f ∈ H p and there is g ∈ H p such that f (z) =zθ(z)g(z) for almost all points z ∈ T. An inner function θ is said to be one-component if its sublevel set Ω δ = {z ∈ D : |θ(z)| < δ} is connected for a positive number δ < 1. This class of inner functions was introduced by B.Cohn [12] in 1982. It is very useful in studying Carleson-type embeddings K p θ ֒→ L p (µ) and Riesz bases of reproducing kernels in K p θ , see [3-5, 7, 12, 13, 17, 26] for results and further references.
In this paper we describe the dual space to the space K 1 θ generated by a onecomponent inner function θ. Our main result is the following formula:
where σ α denotes the Clark measure of the inner function θ. Below we state this result formally and apply it to the boundedness problem for truncated Hankel operators. 
The measures {σ α } |α|=1 are usually referred to as Clark measures of the inner function θ due to seminal work [11] of D. N. Clark where their close connection to rank-one perturbations of singular unitary operators was discovered. For a modern exposition of this topic and subsequent results see survey [21] . Each Clark measure σ α of an inner function θ is singular with respect to the Lebesgue measure on the unit circle T. Conversely if µ is a finite positive Borel singular measure supported on T and |α| = 1, then there exists the unique inner function θ satisfying (3) with σ α = µ. Thus, there is one-to-one correspondence between inner functions in the unit disk D and singular measures on the unit circle T. It was unknown which singular measures on T correspond to the Clark measures of one-component inner functions. We fill this gap in Theorem 1 below.
For every Borel measure µ on the unit circle T denote by a(µ) the set of isolated atoms of µ. Then the set ρ(µ) = supp µ \ a(µ) consists of accumulating points in the support supp µ of µ. We will say that an atom ξ ∈ a(µ) has two neighbours in a(µ) if there is an open arc (ξ − , ξ + ) of the unit circle T with endpoints ξ ± ∈ a(µ) such that ξ is the only point in (ξ − , ξ + )∩supp µ. By m we will denote the Lebesgue measure on T normalized so that m(T) = 1. Theorem 1. Let |α| = 1. The following conditions are necessary and sufficient for a Borel measure µ to be the Clark measure σ α of a one-component inner function:
(a) µ is a discrete measure on T with isolated atoms, m(supp µ) = 0, every atom ξ ∈ a(µ) has two neighbours ξ ± in a(µ), and every connected component of T \ ρ(µ) contains atoms of µ; (b) A µ |ξ −ξ ± | µ{ξ} B µ |ξ −ξ ± | for all ξ ∈ a(µ) and some A µ > 0, B µ < ∞; (c) the discrete Hilbert transform (H µ 1)(z) = T\{z} dµ(ξ) 1−ξz is bounded on a(µ): we have |(H µ 1)(z)| C µ for all z ∈ a(µ).
The necessity of conditions (a) and (b) in Theorem 1 is well-known. I would like to thank A. D. Baranov who tell me the fact that condition (c) is necessary as well. The proof of sufficiency part in Theorem 1 relies on a characterization of one-component inner functions in terms of their derivatives which is due to A. B. Aleksandrov [3] .
1.2. The main result. Having a description of the Clark measures of one-component inner functions, we now turn back to formula (2) . For a measure µ with properties (a) − (c) define the space BMO(µ) by
where ∆ runs over all arcs of T with non-zero mass µ(∆) and b ∆,µ = 1 µ(∆) ∆ b dµ is the standard integral mean of b on ∆. The following theorem is the main result of the paper. Theorem 2. Let θ be a one-component inner function and let σ α be its Clark measure. We have (K
Conversely, for every function b ∈ BMO(σ α ) the functional Φ b is the densely defined continuous linear functional on
Every measure µ with properties (a), (b) from Theorem 1 generates the doubling metric space supp µ, | · |, µ in the sense of R. Coifman and G. Weiss [14] . For such measures µ we have
is the corresponding atomic Hardy space,
By a µ-atom we mean a complex-valued function a ∈ L ∞ (µ) supported on an arc ∆ of T, with a L ∞ (µ) 1/µ(∆), and such that a ∆,µ = 0. The norm of f ∈ H 1 at (µ) is the infinum of k |λ k | over all possible representations f = k λ k a k of f as a sum of µ-atoms. We see from Theorem 1 that Theorem 2 admits the following equivalent reformulation.
Theorem 2
′ . Let µ be a measure with properties (a) − (c). Then f ∈ H 1 at (µ) if and only if f admits the analytic continuation to the unit open disk D as a function
where θ is the inner function with the Clark measure σ α = µ. Moreover, such a function F is unique and the norms f
For the counting measure µ = δ Z on the set of integers Z Theorem 2 ′ follows from the results by C. Eoff [15] , S. Boza and M. Carro [8] . They proved that f ∈ H 1 at (Z) if and only if f admits the analytic continuation to the complex plane C as a function from the Paley-Wiener space P W 1 [0,2π] . It seems difficult to adapt the technique of [8] (where convolution operators were used to relate H 1 at (Z) and Re H 1 (R)) for the general measures µ with properties (a)−(c). Instead we give a complex-analytic proof based on the Cauchy-type formula
where ∆ is an arc of T, Γ is a simple closed contour in C which intersects T at the endpoints of ∆, and
Once we have a good estimate for the function (6) gives us an upper bound for the mean F ∆,σα on the arc ∆. Then we can use a standard Calderón-Zigmund decomposition to obtain the representation of F as a sum of atoms with respect to the measure σ α . The idea of using a contour integration is taken from the classical proof of atomic decomposition of Re(zH 1 ), where the contour Γ comes from the Lusin-Privalov construction. In our situation we have to modify this construction so that the contour Γ does not approach the subsets of the unit disk D where the function |α − θ| is small. Theorem 3 for the inner function θ = z n yields the following interesting corollary for finite Hankel matrices. Corollary 1. Let Γ = (γ j+k ) 0 k,j n−1 be a Hankel matrix of size n × n; consider its standard symbol ϕ = γ 0z + γ 1z 2 + . . . γ 2n−2z 2n−1 . We have
where the constants c 1 , c 2 do not depend on n and µ 2n = 1 2n
δ 2n √ 1 is the Haar measure on the group {ξ ∈ C : ξ 2n = 1}.
Corollary 1 implies the boundedness criterium for the standard Hankel operators on H 2 . Recall that the Hankel operator H ϕ :
where P − denotes the orthogonal projection in L 2 (T) to zH 2 . It follows from the classical Fefferman duality theorem that H ϕ is bounded if and only if its antianalytic symbol P − ϕ lies in BMO(T). Moreover, the operator norm of H ϕ is comparable to P − ϕ * , the norm of P − ϕ in BMO(T). Taking the limit in (9) as n → ∞ one can prove the estimate c 1 ϕ * H ϕ c 2 ϕ * for every antianalytic polynomial ϕ. This is already sufficient to obtain the general version of the boundedness criterium for Hankel operators on H 2 , see details in Section 4.
Proof of Theorem 1
2.1. Preliminaries. Given an inner function θ, denote by ρ(θ) its boundary spectrum, that is, the set of points ζ ∈ T such that lim inf z→ζ, z∈D |θ(z)| = 0. In this paper we always assume that ρ(θ) = T, because this is so for one-component inner functions and for functions satisfying condition (a) in Theorem 1 (see Lemma 2.1 below). As is well-known, the function θ admits the analytic continuation from the open unit disk
The analytic continuation is given by
Moreover, D ∪ G θ is the maximal domain to which θ can be extended analytically. We need the following known lemma.
Lemma 2.1. Let θ be an inner function with the Clark measure σ α , |α| = 1. Then
Moreover, in the latter case we have z ∈ a(σ α ) and
Proof. As is easy to see from formula (3), we have
Since θ is analytic on D ∪ G θ , a point z ∈ T \ ρ(θ) belongs to supp σ α if and only if θ(z) = α, and in the latter case there is no other points of supp σ α in a small neighbourhood of z. Hence z ∈ a(σ α ) and we see from (11) that
It follows that T \ ρ(θ) ⊂ T \ ρ(σ α ). For every z ∈ T \ ρ(σ α ) either z is an isolated atom of σ α or z / ∈ supp σ α . In both cases formula (11) shows that the function θ admits the analytic continuation from D to a small neighbourhood of z. Hence z ∈ T \ ρ(θ) and we have ρ(θ) = ρ(σ α ).
The following result is in [3] , see Theorem 1.11 and Remark 2 after its proof.
Theorem (A. B. Aleksandrov). An inner function θ is one-component if and only if it satisfies the following conditions:
2.2. Proof of Theorem 1. Essentially, we will show that conditions (a) − (c) in Theorem 1 are equivalent to conditions (A1), (A2) above.
Necessity. Let θ be a one-component inner function and let σ α be its Clark measure. By Lemma 2.1 we have ρ(θ) = ρ(σ α ). It was proved in [3] that m(ρ(θ)) = 0 and σ α (ρ(θ)) = 0. Hence σ α is a discrete measure with isolated atoms and we have m(supp σ α ) = 0. Let ∆ be a connected component of the set
By property (A1) the argument of θ on ∆ is a monotonic function unbounded near both endpoints of ∆. It follows that the arc ∆ contains infinitely many points ξ k such that θ(ξ k ) = α. Enumerate these points clockwise by integer numbers. We see from Lemma 2.1 that ξ k ∈ a(σ α ) for all k ∈ Z and every atom ξ k has two neighbours ξ k−1 , ξ k+1 . This shows that the measure σ α satisfies condition (a). The fact that σ α satisfies condition (b) follows from Lemma 5.1 of [7] . Now check condition (c).
Fix an atom ξ 0 ∈ a(σ α ). From (11) we see that
where c α = αθ(0)/(1 − αθ(0)). Hence,
Consider the analytic function
From here and the estimate in (A2) we see that H σα 1 is bounded on a(σ α ). Surprisingly simple relation (13) between the discrete Hilbert transform H σα 1 and the inner function θ is the key observation in the proof.
Sufficiency. Let µ be a measure with properties (a) − (c). Construct the inner function θ with the Clark measure σ α = µ. To prove that θ is a one-component inner function we will check conditions (A1) and (A2).
By Lemma 2.1 we have ρ(θ) = ρ(σ α ). Hence m(ρ(θ)) = 0 by property (a) of the measure σ α . Let ∆ be an open arc of T such that ∆ ⊂ T \ ρ(θ) and∆ ∩ ρ(θ) = ∅. Then it follows from property (a) of the measure σ α that ∆ contains infinitely many atoms of σ α . Since σ α is finite and σ α {ξ} = |θ ′ (ξ)| −1 for every ξ ∈ a(σ α ), the function |θ ′ | cannot be bounded on ∆. This gives us condition (A1).
Condition (A2) is more delicate. To check it we need the following lemma.
Lemma 2.2. Assume that the Clark measure σ α of an inner function θ has properties (a) − (c). Then there exists a number κ > 0 such that for every ξ ∈ a(σ α ) the set D ξ (κ) = {z ∈ C : |ξ − z| κσ α {ξ}} is contained in D ∪ G θ and we have
for all z ∈ D ξ (κ).
Proof. Pick an atom ξ 0 ∈ a(σ α ) and rewrite formula (12) in the following form:
We have
of the measure σ α , which gives us the inequality |ξ − z| |ξ − ξ 0 | − |ξ 0 − z|
Denote by ∆ the closed arc of T with endpoints ξ 0± ∈ a(σ α ). Using property (b), we obtain the estimate
where C 1 is a constant depending only on the measure σ α . We now see from (15) that
where the function |f ξ0 | is bounded by the constant C 2 = 2κ
. From here and (17) we get on
which shows that θ admits the analytic continuation to a neighbourhood of
and proves formula (14) for points z ∈ D ξ0 (κ). Since our choice of the number κ is uniform with respect to ξ 0 ∈ a(σ α ), the lemma is proved.
Notation. In what follows we write E 1 E 2 (correspondingly, E 1 E 2 ) for two expressions E 1 , E 2 to mean that there is a positive constant c θ depending only on the inner function θ such that
We are ready to complete the proof of Theorem 1. Differentiating (12) we get
Pick a point ξ 0 ∈ a(σ α ). Let D ξ0 (κ) be the set from Lemma 2.2. Denote by ∂D ξ0 (κ) the boundary of D ξ0 (κ). By formula (14), |α − θ(z)| κ/2 on ∂D ξ0 (κ). Arguing as in the Lemma 2.2, from (18) we obtain the estimates
for all z ∈ ∂D ξ0 (κ). By the maximum principle we have |θ
On the unit circle T we havē
From here and formula (18) we get for z ∈ D ξ0 (κ) ∩ T the estimate
Combining (19) and (20) we see that |θ
It remains to obtain the same estimate for points z ∈ T \ ρ(θ) that do not belong to the union of the sets D ξ (κ), ξ ∈ a(σ α ), from Lemma 2.2. Take such a point z 0 . We claim that |θ(z 0 ) − α| κ/2. Indeed, assume the converse and find the connected component ∆ of the set {ζ ∈ T \ ρ(θ) : |θ(ζ) − α| < κ/2} containing the point z 0 . Since the argument of the inner function θ is monotonic on ∆, there exists a point ξ ∈ ∆ such that θ(ξ) = α. By Lemma 2.1 we have ξ ∈ a(σ α ). Next, from (14) we see that |α − θ(z)| κ/2 for both points in T ∩ ∂D ξ (κ). Since ∆ is connected this yields the inclusion ∆ ⊂ D ξ (κ) which gives us the contradiction with z 0 / ∈ D ξ (κ). Thus, we proved the inequality |θ(z 0 ) − α| κ/2. Let ξ z0 be the nearest point to z 0 in a(σ α ). We have κσ α {ξ z0 } |ξ z0 − z| B σα σ α {ξ z0 }. These two estimates imply (19) and (20) for z = z 0 and ξ 0 = ξ z0 . It follows that |θ
Remark. Lemma 5.1 in [7] and formula (13) show that for every one-component inner function θ there exist positive constants A θ , B θ , C θ such that A θ A σα , B σα B θ , C σα C θ for all Clark measures σ α of θ. Also, it follows from Lemma 5.1 in [7] that |θ ′ (z)| ≍ 1/σ α {ξ} for all ξ ∈ a(σ α ) and all z ∈ T between the neighbours ξ ± of ξ in a(σ α ). In particular, we have σ β (∆) ≍ σ α (∆) ≍ m(∆) for all β with |β| = 1 and all arcs ∆ of the unit circle T containing at least two atoms of the measure σ α .
Proofs of Theorem 2 and Theorem 2 ′
We first prove Theorem 2 ′ . The following result is classical, for the proof see [11] or Chapter 9 in [10] .
Theorem. (D. N. Clark) Let θ be an inner function and let σ α be its Clark measure. The natural embedding
can be extended to the whole space K 2 θ as the
It worth be mentioned that A. G. Poltoratski [22] established the existence of angular boundary values σ α -almost everywhere on T for all functions in the space K 2 θ , thus proving that the unitary operator V α in Clark theorem acts as the natural embedding on the whole space K 2 θ . In our situation this follows from a very simple argument, see Lemma 3.3 in Section 3.2.
The embedding 
. However, the situation is ideal for the one-component inner functions θ, as following results show:
for every one-component inner function θ. We are ready to prove its easy part -the inclusion
Proof of the part "⇒" in Theorem 2
′ . Let µ be a measure on the unit circle T with properties (a) − (c). Take a complex number α of unit modulus and construct the one-component inner function θ with the Clark measure σ α = µ. We want to show that every function f ∈ H 1 at (σ α ) admits the analytic continuation to the open unit disk D as a function
Moreover, we see from Lemma 2.1 that F (ξ) = f (ξ) for all ξ ∈ a(σ α ). Let us check that the norm of F in L 1 (T) is bounded by a constant depending only on the inner function θ. By Aleksandrov desintegration theorem (see [1] or Section 9.4 in [10]), we have
Fix a complex number β = α of unit modulus. We claim that V β F L 1 (σ β ) 1. Denote by 2∆ the arc of T with center ξ c such that m(2∆) = 2m(∆) (in the case where m(∆) 1/2 put 2∆ = T). Break the integral T |V β F | dσ β into two parts,
By Clark theorem we have
because the function V α F = f is a σ α -atom supported on the arc ∆. This yields the inequality
Note that the arc ∆ contains at least two points in a(σ α ) because f has zero σ α -mean on ∆. Hence σ α (∆) ≍ m(∆) and σ β (2∆) ≍ m(2∆), see remark after the proof of Theorem 1. This shows that 2∆ |V β F (ξ)| dσ β (ξ) 1. Let us now estimate the second term in (23) . Take a point z ∈ a(σ β ) \ 2∆. Using the fact that f is a σ α -atom we obtain the estimate
From here we get
Hence the norm of F in L 1 (T) is bounded by a constant depending only on θ. Now take an arbitrary function f ∈ H 1 at (σ α ) and consider its representation f = λ k f k , where f k are σ α -atoms and
. From formula (21) we get
Since f ∈ L 1 (T), this formula determines the analytic continuation of F to the domain D ∪ G θ . From Lemma 2.1 we see that F (ξ) = f (ξ) for all ξ ∈ a(σ α ).
Preliminaries for the proof of the part "⇐" in Theorem 2
′ . Let θ be a one-component inner function with the Clark measure σ α . Introduce positive constantsÃ σα ,B σα such that
Here (κ) ). In particular, the sets D ξ (κ), ξ ∈ a(σ α ) are disjoint.
Proof. It is sufficient to prove the statement in the case where ∆ contains only finite number of atoms of σ α . Enumerate the atoms clockwise: ξ 1 , . . . , ξ n . Find the neighbours of ξ 1 , ξ n in a(σ α ) \ ∆ and denote them by ξ 0 and ξ n+1 , correspondingly. We have
In the case where n 2 we have
Now use the assumption κ (2B σα ) −1 and get
Proof. Let δ ∈ (0, 1) be a number such that the set Ω δ = {z ∈ D : |θ(z)| < 1} is connected. The set
is at most countable union of the open connected components, O k . It was proved by B. Cohn [12] that the restriction of the inner function θ to each of the sets O k is a covering map from O k to the ring R δ = {z ∈ C : δ < |z| < 1/δ}. Take a positive number ε < min(κ/2, 1 − δ). We claim that every connected component E of the set L ε = {z ∈ D ∪ G θ : |α − θ(z)| < ε} contains an atom of σ α . Indeed, we have
. Since θ is a covering map from O k to R δ , there exists a number ε 1 (which can be taken to be less than ε) such that the preimage of {ζ : |α− ζ| < ε 1 } under θ on O k is at most countable union of the open disjoint sets O km ⊂ O k and θ is a homeomorphism from O km to {ζ : |ζ − α| < ε 1 } for every m. By the minimum principle, inf z∈E |θ(z) − α| = 0. It follows that E ∩ O km = ∅ for some index m. Since E is connected and |θ − α| < ε 1 < ε on O km , we have O km ⊂ E. But every set O km contains the unique point ξ with θ(ξ) = α. By Lemma 2.1, ξ ∈ a(σ α ) and thus E ∩ a(σ α ) = ∅. To prove the lemma it is sufficient to show that E ⊂ D ξ (κ). For every z ∈ E ∩ D ξ (κ) we get from (14) the estimate |ξ − z| 2|α − θ(z)|σ α {ξ} 2εσ α {ξ}.
Hence E does not intersect the circle {z ∈ C : |z−ξ| = rσ α {ξ}} for every r ∈ (2ε, κ).
Since the set E is connected this yields the desired inclusion E ⊂ D ξ (κ). Proof. For every function F ∈ K 1 θ we haveθF ∈ zH 1 on T. Hence,
Extend the inner function θ to the domain D ∪ G θ by formula (10) . The right hand side of (27) then determines the analytic continuation of the function F to D ∪ G θ . By Lemma 2.1 we have ρ(σ α ) = ρ(θ) which completes the proof.
Lemma 3.4. Let θ be an inner function and let
Proof. Consider the functionG = θG on the unit circle T. We havẽ
This shows that G can be continued to the open unit disk D as a function from the space K
and obtain the desired representation.
Proof of the part "⇐" in Theorem 2
′ . Let µ be a measure on the unit circle T with properties (a) − (c) and let |α| = 1. Consider the one-component inner function θ with the Clark measure σ α = µ. Take a function F ∈ K 1 θ ∩ zH 1 . By Lemma 3.3, F is analytic on the domain D ∪ G θ . Denote by f its trace on the set a(σ α ) ⊂ D ∪ G θ of full measure σ α . Our aim is to prove that f ∈ H 1 at (σ α ) and
F L 1 (T) . At first, assume that F ∈ K 2 θ ∩zH 2 and F = θF on T\ρ(θ). We will need the following modification of the Lusin-Privalov construction (see Section III.D in [16] for the standard one). Consider the non-tangential maximal function of F ,
where Λ ξ denotes the convex hull of the set {ξ} ∪ {z ∈ D : |z| 1/ √ 2}. Put
Let D σα (κ) be the set defined at the beginning of Section 3.2. By Lemma 3.2, we have |α − θ| ε on D \ D σα (κ). Denote by R F (λ) the union of those connected components of the set S F (λ) ∪ D σα (κ) for which we have E ∩ S F (λ) = ∅ and E ∩ D σα (κ) = ∅. The sets R F (λ) are closed and have the following properties:
(
More special properties of the sets R F (λ) are collected in the following lemma.
Lemma 3.5. Let E be a connected component of the set R F (λ). Put γ = ∂E ∩ D and ∆ = ∂E ∩ T. There exist constants c 4 , c 5 , c 6 depending only on θ such that (4) γ is a rectifiable curve with length |γ| c 4 σ α (∆);
One can take c 4 = 40/Ã σα , c 5 = 4B σα , c 6 = 60/(εÃ σα ).
Proof. By the construction and Lemma 3.1 we have
In the case where the arc ∆ contains at least two atoms of the measure σ α Lemma 3.1 gives us the estimate
Les us check property (6). At first, assume that γ ∩ ρ(θ) = ∅. Then we have γ ∩ supp σ α = ∅ by the construction. For z ∈ C with |z| 1 denote z * = 1/z and put γ * = {z ∈ C : z * ∈ γ}. The set Γ = γ ∪ γ * is a rectifiable curve in C with length |Γ| 3|γ|. Let us check that
For z ∈ γ we have |z| 1/ √ 2, |F | λ, |α − θ| ε and therefore (28) holds. The function z → F (z * )/θ(z * ) is analytic on the interior of G θ and coincides with the function F on G θ ∩ T = T \ ρ(θ) (recall that F admits the analytic continuation to the domain D ∪ G θ by Lemma 3.3 and F = θF on T \ ρ(θ) by the assumption). By the the uniqueness of the analytic continuation we have F (z) = F (z * )/θ(z * ) for all z ∈ G θ . Now take a point z ∈ G θ and compute
This yields estimate (28) for z ∈ γ * ∩ G θ . Next, we claim that
Indeed, using formula (21) for the function F/z ∈ K 2 θ we obtain
where χ ∆ denotes the indicator of the set ∆. Note that change of the order of integration is possible because Γ ∩ supp σ α = ∅ and therefore all integrals in (30) are absolutely convergent. We now see from (28) and (29) that
This gives us property (5) in the case where γ ∩ ρ(θ) = ∅. The general case can be reduced to just considered one by a small perturbation of the contour γ; use the fact that f ∈ L 2 (σ α ) by Clark theorem and property (a) of the measure σ α from from Theorem 1.
Lemma 3.5 is the key argument in the proof of Theorem 2 ′ . The rest of the proof is a standard Calderón-Zigmund decomposition. We will follow the exposition in Section VII.E of [16] . For each λ > 0 the set
. By Lemma 3.5 we have |G λ | c 6 λ σ α -almost everywhere on T. The function B λ has zero σ α -mean on each arc ∆ k F (λ), k ∈ I λ . For every integer n ∈ Z set g n = G 2 n and b n = B 2 n . Fix a number N 0 ∈ Z such that
Note that ∆ F (2 N0 ) = T. By formula (21),
Since f is finite at each point ξ ∈ a(σ α ) we have f (ξ) = g N (ξ) for every sufficiently big number N . Hence
where the sum converges pointwise (in fact, only finite number of summands in (31) are non-zero for every ξ ∈ a(σ α )). Note that f = b n + g n and g n+1 − g n = b n − b n+1 for all n N 0 . Let I ′ 2 n be the set of indexes k ∈ I 2 n such that the set ∆ k F (2 n ) contains at least two atoms of the measure σ α . The function g n+1 − g n vanishes σ α -almost everywhere on each of the sets ∆ k F (2 n ), k ∈ I 2 n \ I ′ 2 n . Indeed, for such index k we have by the construction. Hence g n (ξ) = g n+1 (ξ) = f (ξ) because the σ α -mean of f on any arc containing the only point ξ ∈ a(σ α ) equals f (ξ). Definẽ
Also, we have |ã n,k | |g n | + |g n+1 | 3c 6 · 2 n on T for every n N 0 and k ∈ I ′ 2 n . Now put a n,k =ã n,k
and observe that a n,k are atoms with respect to the measure σ α . It follows from formula (31) that
where
) and the sum is convergent pointwise. Since the set a(σ α ) has full measure σ α it remains to check that
By Lemma 3.5 we have
for every n N 0 and k ∈ I ′ 2 n . Hence,
The last sum does not exceed
where M denotes the norm of the maximal operator F → F * on H 1 . Thus, inequality (33) holds with the constant 6c 5 c 6 M and formula (32) gives us the atomic decomposition of the trace f provided F ∈ K 2 θ ∩ zH 2 and F = θF . Now consider arbitrary function F ∈ K 1 θ ∩ zH 1 with the trace f on the set a(σ α ).
. Let G 1,k , G 2,k be the functions from Lemma 3.4 for G = F k and let g 1,k , g 2,k be their traces on a(σ α ). We have f (ξ) = g 1,k (ξ)+i g 2,k (ξ) for every ξ ∈ a(σ α ), see formula (27) . It follows from the first part of the proof that f admits the atomic decomposition with respect to the measure σ α and we have f H 1 at (σα)
3.4. Proof of Theorem 2. Since (supp σ α , | · |, σ α ) is the doubling metric space, Theorem 2 ′ and Theorem B in [14] imply Theorem 2. To make the paper more self-contained, we give a proof of this implication.
Proof. Let θ be a one-component inner function. We first remark that the integral in formula (4) is correctly defined for F ∈ K ∞ θ and b ∈ BMO(σ α ). Indeed, by Lemma 2.1 and Lemma 3.3 every function F ∈ K 1 θ has the trace f on the set a(σ α ) of full measure σ α . If
Consider a continuous linear functional
Denote by b the restriction of the function G to the set a(σ α ) of full measure σ α . By Clark theorem, we have b ∈ L 2 (σ α ). Let us prove that b ∈ BMO(σ α ). For every function F ∈ K 2 θ ∩ zH 2 we have
where use again Clark theorem. Take an arc ∆ of T and consider the function
everywhere on ∆ and a = 0 σ α -everywhere off ∆. Denote by χ ∆ the indicator of the set ∆. The function
is an atom with respect to the measure σ α and we have
By Theorem 2 ′ the function a can be continued analytically to D as a function
Conversely, take a function b ∈ BMO(σ α ) and consider the functional Φ b densely defined on K 1 θ ∩ zH 1 by formula (4). For every σ α -atom a supported on an arc ∆ we have
This shows that the functional 
Truncated Hankel and Toeplitz operators
Let θ be an inner function. Denote by P θ the orthogonal projection in
is densely defined by
Truncated Toeplitz and Hankel operators are closely related. Indeed, the antilinear isometry g →zθḡ on L 2 (T) preserves the subspace K 2 θ and for every f, g ∈ K ∞ θ we have
This shows that the operators A ψ , Γθ ψ are bounded (compact, of trace class, etc.) or not simultaneously and A ψ = Γθ ψ . Below we briefly discuss some results related to the boundedness problem for truncated Toeplitz operators.
We will say that the truncated Toeplitz operator A ψ has a bounded symbol
It can be shown all symbols of the zero truncated Toeplitz operator on K 2 θ have the form θg 1 + θg 2 , where g 1 , g 2 ∈ H 2 , see [25] . Hence the operator A ψ : K such that A = A ψ . Moreover, we have A ψ = dist H ∞ (ψ, θH ∞ ) and one can choose the function ψ so that A = ψ H ∞ . This well-known theorem yields a boundedness criterium for truncated Toeplitz operators with analytic symbols. Indeed, for every ψ ∈ H 2 and f ∈ K ∞ θ we have A ψ S θ f = S θ A ψ f . Hence the operator A ψ is bounded if and only if A ψ ∈ {S θ } ′ which is equivalent to the existence of a function ψ 1 ∈ H ∞ such that A ψ = A ψ1 (in other words, we have ψ + θh ∈ H ∞ for some h ∈ H 2 ). The equality A ψ = dist H ∞ (ψ, θH ∞ ) for ψ ∈ H ∞ leads to a short proof for the Nevanlinna-Pick interpolation theorem and its generalization, see [24] .
It was observed by N. K. Nikolskii that many problems for truncated Toeplitz operators with analytic symbols can be easily reduced to the problems for usual Hankel operators on H 2 . The reduction is based on the fact that for every ψ ∈ H 2 the operatorθA ψ P θ from H 2 to zH 2 coincides with the Hankel operator Hθ ϕ . In particular, the operator A ψ is bounded (compact, of trace class, etc.) if and only if so is the operator Hθ ψ . Since Hankel operators on H 2 are well studied this observation immediately yields consequences for truncated Toeplitz operators. As an example, the operator A ψ on K and proved that c A π/2 for every 2 × 2 self-adjoint Toeplitz matrix A. In paper [27] A. L. Volberg discuss several approaches to the dual version of the problem of determining sup A c A over all finite Toepliz matrices A, which can be formulated in terms of weak factorizations of analytic polynomials.
In 2010, A. D. Baranov, I. Chalendar, E. Fricain, J. Mashreghi, and D. Timotin [6] constructed an inner function θ and a bounded truncated Toeplitz operator A on K 2 θ that has no bounded symbols. Shortly after that in [5] appeared a description of coinvariant subspaces K 2 θ on which every bounded truncated Toeplitz operator has a bounded symbol. The proof in [5] is based on a duality relation between the space of all bounded truncated Toeplitz operators on K 2 θ and a special function space. With help of formula (37) it is easy to reformulate the results of [5] for truncated Hankel operators. We do this below as a preparation to the proof of Theorem 3. 
As is easy to see, we have 
Conversely, for every operator Γ ∈ H θ the mapping Ψ Γ is the correctly defined continuous linear functional on the space Y θ and we have Ψ Γ = Γ .
With help of the equality Y * θ = H θ the boundedness problem for truncated Hankel operators can be reformulated in terms of function theory. Indeed, now it is easy to see from Hahn-Banach theorem that every bounded truncated Hankel operator on K Thus, we see from the results of [5] and Theorem 2 that for every one-component inner function θ we have
where ν α is the Clark measure of the inner function θ 2 . It remains to combine this relations to obtain Theorem 3.
4.4. Proof of Theorem 3. Let θ be a one-component inner function and let Γ ϕ be a truncated Hankel operator on K 2 θ with standard symbol ϕ ∈ K 2 θ 2 ∩ zH 2 ; we do not assume now that the operator Γ ϕ is bounded. For every function h =
where the last equality follows from Clark theorem for the inner function θ 2 . We see that Ψ Γϕ coincides on Y θ ∩ L ∞ (T) with the functional
Since the inner function θ 2 is one-component the Banach spaces Y θ and K 
Consider the space VMO(µ) = {b ∈ BMO(µ) : lim ε→0 M ε (b) = 0} of functions of vanishing mean oscillation with respect to the measure µ. It can be shown that VMO(µ) is the closure in BMO(µ) of the set of all finitely supported sequences. 
∞ . Therefore the operators Hφ and Γφ are bounded or not simultaneously and Hφ = Γφ . Now the result follows from Theorem 3.
4.7. Finite Hankel and Toeplitz matrices. Let Γ = (γ j+k ) 0 j,k n−1 be a Hankel matrix of size n × n. Associate with Γ the antianalytic polynomial
For the inner function θ n = z n the space K 2 θn consists of analytic polynomials of degree at most n − 1. Consider the truncated Hankel operator
We have (Γ ϕ z j ,z k+1 ) = γ j+k for every 0 j, k n−1. It follows that the matrix Γ as the operator on C n is unitary equivalent to the operator Γ ϕ . Analogously, the Toeplitz matrix A = (α j−k ) 0 j,k n−1 is unitarily equivalent to the truncated Toeplitz operator A ψ : K If moreover α m = γ (n−1)−m for all m ∈ Z with |m| n − 1, then ϕ =θ n ψ and we have Γ = A by formula (37). Consider the measure µ 2n = 1 2n δ 2n √ 1 equally distributed at the roots of identity of order 2n: supp µ = {ξ ∈ T : ξ 2n = 1}. Let c 1,n , c 2,n be the best possible constants in the inequality
where Γ ϕ runs over all truncated Hankel operators on K 2 θn , ϕ is the standard symbol of Γ ϕ . Corollary 1 of Theorem 3 claims that the sequences {c −1 1,n } n 1 and {c 2,n } n 1 are bounded. We prove this below.
Proof of Corollary 1. We may assume that n 2. It follows from Lemma 2.1 that µ 2n is the Clark measure ν 1 of the inner function θ 2 n = z 2n . This allows us to estimate the constants in formula (40) using the proofs of Theorem 2 and Theorem 3. Denote d
Let Γ ϕ : K 1,n < 90. Let us turn to the second inequality in (40). As before, from formula (36) we obtain
where n , where ε n stands for the parameter ε in Lemma 3.2 for θ = θ n . Next, since the sublevel set Ω δ of θ n is connected for every δ > 0, the proof of Lemma 3.2 shows that one can take ε n = κ n /2, where κ n κ * n = (2B µ2n ) −1 = 1/2 is chosen so that estimate (14) holds for θ = θ 2 n , κ = κ n . It remains to show that inf n κ n > 0. For this aim it is sufficient to prove that the functions f ξ0,n = f ξ0 in formula (17) for θ = θ n are bounded uniformly in n. By formula (13), C µ2n 1/2. Next, for every pair of atoms ξ, ξ 0 ∈ a(µ 2n ) and for all z ∈ D ξ0 (κ * n ) we have |ξ − z| |ξ − ξ 0 |/2. Since inf n A µ2n = A µ4 = 
