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Abstract
The main theorem of this report states that, for a large class of one-dimensional
diffusions (i. e., strong Markov processes with continuous sample paths): If x(t) is a
continuous stochastic process possessing the hitting probabilities and mean exit times of
the given diffusion, then x(t) is Markovian, with the transition probabilities of the dif-
fusion.
For a diffusion x(t) with natural boundaries at ±o, there is constructed a sequence
7r (t, x) of functions with the property that the Trn(t, x(t)) are martingales, reducing in the
case of the Brownian motion to the familiar martingale polynomials.
It is shown that if a stochastic process x(t) is a martingale with continuous paths,
with the additional property that 5o C(t) m(O,y] dy - t is a martingale, then x(t) is a dif-
fusion with generator DMD+ and natural boundaries at ±oo. This generalizes a martingale
characterization given by Paul Levy for the Brownian motion.

PREFACE
We owe to the influence of Norbert Wiener a great interest in the application of the
mathematical theory of Brownian motion to studies of random processes and communi-
cation systems. [See, for example, his Nonlinear Problems in Random Theory (The
M.I. T. Press, Cambridge, Mass., 1959).] Now, a diffusion is, roughly speaking, a
Markov process for which, with probability one, the motion of the "particle" is continu-
ous; and it was Wiener who proved that the Brownian motion is a diffusion. It is to be
expected that there are areas of research in the communication sciences for which
diffusions other than the Brownian motion will prove most useful for the task at hand.
The communication scientist may, then, perhaps be interested in seeing how properties
of the Brownian motion are modified as we pass to more general diffusions. The main
result of this report generalizes a characterization theorem that is due to Paul L6vy, and
may be paraphrased as follows: "If you bump into things as a particular diffusion does,
then you must be that diffusion." The precise statement is given as Theorem 1.
This report is a revised version of the author's Ph. D. thesis in Probability Theory,
conducted under the guidance of Professor Henry P. McKean, Jr. We present the
material as a piece of pure mathematics, without suggestion of applications, but with
the hope that the communication engineer or cybernetician may find an interest in it.
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I. INTRODUCTION
It is well known that if x(t) is the Brownian motion, then
(a) almost all paths of x(t) are continuous,
(b) x(t) is a martingale, and
(c') x(t) 2 - t is a martingale.
That the converse is true, i.e., that a stochastic process satisfying (a), (b), and
(c') must be the Brownian motion, has been stated (in slightly different form) by Paul
Levy. J. L. Doob2 gives a full proof, which relies heavily on Fourier transforms and
the known transition probabilities for the Brownian motion. It is not amenable to gen-
eralization.
The Brownian motion is but one of a large class of (one-dimensional) diffusions, i. e.,
strong Markov processes with continuous sample paths. We were interested in gener-
alizing Levy's theorem to cover this class. We have noted that for a continuous stochas-
tic process, the provision that x(t) and x2(t)-t be martingales ensures that the process
x(t) has the same hitting probabilities and mean exit times as the Brownian motion. We
then conjectured that, for a large class of one-dimensional diffusions, if x(t) were a
continuous stochastic process, then the possession of the hitting probabilities and mean
exit times of a diffusion implies that x(t) is Markovian, with the transition probabilities
of the given diffusion. We found this to be true.
It is well to contrast our result with the theorem, implicit in the paper of Blumenthal,
Getoor, and McKean,3 that if two Markov processes, satisfying Hunt's condition (A), have
the same hitting probabilities and mean exit times, then they are identical. Our result is
stronger for the one-dimensional case in that we need only assume one process Markov.
It is tempting to speculate that our result is true without the dimensionality restriction,
but the verification of this would require methods quite different from those that we
employ here.
In Section II, we recapitulate, in a form convenient for our use, relevant definitions
and other material from Dynkin.4
In Section III, we verify our conjecture. The idea of the proof is very simple. Essen-
tially, we show that for a large family of functions f, and any starting point xo ,
Ex [f(x(t+))jB ] = Ex( )[f(x(t))] a. e. P (1)
O O
where x(t) is the given process, and x(t) the given diffusion. We choose the family of f's
so large that the left-hand sides determine the distribution of x(t), given B . Since the
right-hand sides are functions of x(c), our given process is Markov with the same tran-
A
sition function as x.
This is perhaps made clearer by recalling that a Markov process is a stochastic
process for which
P[x(t)er I B ] reduces to Px(T )[x(t)er]
1
_I
so that, in particular,
P[x(t)er I x(s)Ero , x(S-tl)r 1 .. , x(S-tn)Er n]
reduces to P[x(t)er I x(s)er].
The only problems of any technical difficulty are the choice of the class of functions
f, and the proof of (1).
The Brownian motion has generator and is but on of the class of diffusions
dx+
x(t) with natural boundaries at ±oo, and generators DmD . In Section IV, which is con-
cerned with martingales and diffusions with natural boundaries at ±oo, we shall see that,
for such an x(t), there is a sequence r n(t, x) of functions with the property that the
Trn(t, x(t)) are martingales, reducing in the case of the Brownian motion to the familiar
martingale polynomials. In particular,
7 (t, x) = x
and
Tr2 (t, x) = m(O, y] dy - t.
We then see that a stochastic process x(t) satisfies the conditions
(a) almost all paths of x(t) are continuous,
(b) x(t) is a martingale, and
ox(t)
(c) 3 m(O, y] dy - t is a martingale
if and only if it is a diffusion with generator DmD+, and has natural boundaries at ,oo.
This generalizes Levy's martingale characterization of the Brownian motion [(c) clearly
yields (c') when setting m(O, y] = y].
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II. PRELIMINARIES
This section recapitulates, in a form convenient for our use, relevant material from
the paper by Dynkin. 4 Although we assume that the reader is somewhat familiar with
stochastic processes, we shall recall some standard definitions to fix terminology and
notation.
Let x(t,c) be a function of the real variable t(O<t< oo) and the point X of the "path
space," . The function takes values in the "state space" E.
We shall denote by M the -algebra generated by the open sets of E, by M' the
a-algebra generated by the intervals on the line 0 < t < oo, and by B the a--algebra of
subsets of Q which is generated by the sets {x(t,o) E r}, (t>_o, r E M). We shall assume
that on B there is given a family of probability measures P , one for each x E E, such
x
that Px{x(0,) = x} = 1, and that for any B E B, the function P (B) is an M'-measurable
function of x. If all of these assumptions are fulfilled, we shall say that we have speci-
fied in E a stochastic process x(t,o).
Let. C(X) be a B-measurable function on i2. We shall denote by Ex the integral
i ~() P (dw).
We shall denote by Bt the a- algebra generated by the sets {x(u,c) EI), (u<t,r EM).
We say that the non-negative random quantity T = T(o) does not depend on the future
if, for any t, the set {T(o) t} belongs to B t. The sets A E B which for arbitrary t satisfy
the condition {T() t}n A E B form a r-algebra that we shall call BT. The conditional
expectations with respect to the cr-algebra B T will be denoted by the symbols Ex[- BT].
(The definition and properties of conditional probabilities and mathematical expectation
with respect to a r-algebra are found in Doob. 2)
A stochastic process is called a Markov process (homogeneous in time) if, for
any positive constant T, and for any r l r .. r E M,0t O t < t2  <t ,we have1 2 n 1 2 n
P[x(T+t ) E r 1... X(T+tn) Ern lBT] = PX(T){X(tl) E r ..... x(tn) rn
If this condition is fulfilled not only for every constant T but also for any random
variable T = T(W) that does not depend on the future, then we shall call the stochastic
process a strong Markov process.
By a diffusion we mean a strong Markov process almost all of whose paths are con-
tinuous.
In this report, for each stochastic process x(t,o) considered, the state space will be
some interval (open or not, bounded or not) of the real line, and x(t,o) will be assumed
continuous in t for almost all ; and so we shall always take the path space Q to be the
space of continuous paths, with the usual ac-algebras Bt generated by cylinder sets.
Let us denote by B the space of M-measurable bounded functions on E,whose norm is
3
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Ilfl = sup If(x)j.
xEE
Given a Markov process x(t), the formula
Ttf(x) = E [f(x(t))]
defines uniquely a one-parameter semigroup of linear operators in B, such that
IITtf < Ifil, and for all s > 0, t 0, T+t TSTt.
Let fn f E B. We write f = lim fn if llfn-fII - 0. The set of all f E B for which
lim Ttf = f shall be denoted Bo. If
t-0
Ttf(x) - f(x)
th(x) = lim t (fheBt-0
we write f E DG, and Gf = h.
G is called the (strong (infinitesimal)) generator of the Markov process.
We next define hitting probabilities and mean exit times for a random process x(t,o).
Given an interval (x 1, x2 ) and a time T not depending on the future, we define
T(T, xl, x2 ) to be min(tlx(t+T) (xl,x 2 ),
which is itself a time not depending on the future.
Let x be an arbitrary starting point that we can hold fixed. E [T(T) BT] is
O
referred to as a mean exit time. (If T is a time for which x(T) - x, and x(t) is a
diffusion, then this mean exit time reduces to Ex[T(T)].) The hitting probabilities are
p(T, x 1 x2 ) = Px [X(T(T)+T)=xI IBT]
0
p(T, x2 xl) = Px [X(T(T)+T)=x IBT]
O
We shall consider below triples (T, x1 , x 2 ) in which the path is almost sure to leave
(x1 , x2 ) so that we have
p(T,x1 l, x ) + p(T,x Z ,x1 ) = 1.
A process x(t) and a diffusion x(t) are said to have the same hitting characteristics
if for each starting point xo , stopping time T, and interval (x 1 , x2 )
Ex [T(T) IBT]= Ex(T)(T)
O
P(T, x 1, x 2 ) = P(T)[x((T)T) x
p(T,x 2 ,x 1 ) = x(T)[X(T(T)+T). x= 2
these statements all holding a. e. Px
O
4
Note that, in our general definition of the hitting probabilities and mean exit times,
we have conditioned on BT , that is, on the past up to some time T, not merely on hitting
x as in the case of a diffusion. The necessity for this stronger conditioning was shown
to me by D. B. Ray with an example of a stochastic process that is continuous, but not
a diffusion, while having the same Ex[T(Xl,X 2 )] as a diffusion but not the same
E[T(l, x2 ) IBT], etc. In fact, take a standard Brownian motion b(t,l 1 ), E . Then
such a process is x(t,o), = (ow 2 ) E 2 x[0, ), with
x(Zn+t,w) = b(w 2+3n+t,o 1 )
0 t<l 
x(2n+1+t, o) = b(o2+3n+1+2t,w )
where we have the measure 2 dx on [0, 2), Brownian measure on 2, and the product
measure on Q2 x[0, 2).
In a way, then, our Theorem 1 below may be interpreted as saying that, to make a
continuous stochastic process Markov, it suffices to make its exit times and hitting
places possess the Markovian property of being independent of the past, once the pres-
ent is given.
We say that a point x is a right transition point (or left) for a diffusion x(t) if there
is some t for which Px {x(t)> xo > 0 (or Px {x(t)< xo}> 0). We say that x(t) is regular
0 0
on the segment [a, b] if all points of (a, b) are both left and right transition points.
Theorems 2. 1 and 13. 1 of Dynkin4 link mean exit times, hitting probabilities, and
the generator of a diffusion as follows: Let x(t) be a diffusion regular on the segment
[a,b]. Then
1. The function p(x) = p(x, b, a) is continuous, monotonically increasing, and satis-
fies the conditions
lim p(x) = 0, lim p(x) = 1.
x-a+O x-b-0
For all a < x1 < x < x2 < b, we have
p(x2 ) - p(x)
p(x, x 1 x2) 
p(x2 ) -p(x1 )
2. n(x) = Ex(T(a,b)) is continuous on [a,b], and the derivative
n~+~x) im nn(y) - n(x)
D pn(x) = lim
P y-x+O p(y) - p(x)
exists for all x E (a, b) and is continuous on the right, and monotonically decreasing.
We set
m(x) = -D+n(x).
Thus m(x) is continuous on the right and monotonically increasing. Since it is continuous
5
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on the right, we set m(x, y] = m(y) - m(x).
3. If f E DG, then for any x E (a, b), the derivative D f(x) exists and is continuous
p
on the right. r the interval (a, b) we have
Gf(x) = D D f(x).
m p
The meaning of this is perhaps most clearly expressed by the equation
f+(b) - f+ (a)- (Gf)(~) m(di); f+ D+f.
a,b] P
Since p(x) is continuous and monotonically increasing, it is permissible to make the
change of coordinates on our state space: p(x) -x. Of course, this change affects m
too, but we shall still denote the new function by m. Our diffusion is then so standardized
that, on the regular interval [a, b], if a xl < x < x2 < b, we have:
X2 - x x -x
P(x,x1 x 2 ) -x ' P(x, x 2 x 1 ) X X (2)
x2 -1x2 1Ex(T(x 1, X2)) X - X S m(xydy x - x S mlxly] dy. (3)
Furthermore, after this standard change of scale, the generator of a diffusion on a
regular interval always has the form
f= D D+ f.
m
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III. THE HITTING CHARACTERIZATION
This section is devoted to the proof of the following theorem.
Theorem I: Let us be given a diffusion 9(t) and a stochastic process y(t) (with
continuous paths) having as common state space some interval of the real line.
Let (a, b) be an interval of regularity for the diffusion. Let (t) be our diffusion
stopped at the end points of the interval (a, b), that is,
ry(t) t < T(a, b)
x(t) =
(Y(T (a, b)) t > T(a, b).
Similarly, let x(t) be the given stochastic process stopped at the end points
of (a, b).
If the given stochastic process has the same hitting characteristics as the
diffusion, then x(t) is a Markov process, and thus a diffusion, and has the same
transition probabilities as x(t).
Let x(t) have generator DmD+ in the domain under consideration. (The standard
change of scale of Section II does not vitiate the truth of our theorem.) We know, from
McKean 5 , that if p(t, s, x) (a< s < b) is the fundamental solution of the 'generalized heat
equation, n
DmD+ u(t, x) = u(t, x), (4)
subject to absorbing boundary conditions at a and b (for our purposes the means u(x, t)
is 0 for x a then
p(t,y,x) m(dx) = Py (x(t) E r).
r
We also know that if f(x) is any continuous function of support in (a, b), then
b
(t,x) = p(t, x,s) f(s) m(ds) (t>0) (5)
a
is a solution of (3) with (0, x) = f(x); and 4(t, x) = 0 when t - a or t b.
We consider the class C(m, a, b) of functions (t, x) of the form (5) with the properties
that q = a- is uniformly continuous and that both 1 and D+¢ are bounded, less than M
say, in any bounded interval of x and t. (It suffices that f be in the domain of the gen-
erator.)
For such a /, we have
Ex()( t-s, (s+) ) = S( t-s, )p(s,x(), ) m(d)
= f(T) p(t-s, g, 1) p(s,x(a), t) m(d1) m(d)
= 5f(n) p(t, ^(r), r) m(dtl),
7
which, by Chapman -Kolmogorov,
= (t, x(c)).
We shall soon prove
Lemma 1: For all 4q of the class C(m, a, b) defined above, 0 < s < t,
E[4 (t-s, x(s+cr)) - 4 (t, x())
[Throughout the rest of this section we shall write E and P as abbreviations for E x
and Px, where x is an arbitrary starting point that we can hold fixed. ]
Let us first observe, however, that from Lemma 1 we may deduce Theorem 1.
Lemma 1 tells us that
E[(t-s, x(s+to) I B] = E X(T) [(t-s. X(s+))] (6)
for all functions of the class C(m, a, b). We wish to see that these equalities determine
the distribution of x(s+a-), given B . But
$(t-s x) = Sf(y) p(t-s, x, y) m(dy),
where f may clearly approximate any continuous function, vanishing outside (a, b), arbi-
trarily closely. Now, t-s may be made arbitrarily small without affecting the freedom
of choice of s and r. Since (O, x) = f(x), it follows, by continuity of in t-s, that the
$'s form a determining set. We thus obtain (1), whence the theorem follows as in Section I.
To prove Lemma 1 we must estimate our quantity in terms of exit times, and so
forth. To this end, we subdivide the interval (a, b) into 2n equal disjoint intervals.
We define r + en = min {t >- x(t) is an end point of an interval of our subdivision}.
Then, provided x(a+en) a or b, and ekn < s, we define
+ ekn += min {t a-+ex(t) =x(eo+e) i}.
We thus obtain a sequence of times independent of the future
e < r + en < =< + e n + e k for all > m,
where
n
em = min {T(a, b), e }
# =min{eke 1 < s, ek >-s}.
n will be short notationBn will now be used as an abbreviation for B n, whilst xk will be short notation
for x(-+e n). Furthermore, we shall usually suppress the superscript n.ko ~oe)
8
We shall need to use the fact that E[m(n) I B a < oo for each n. To see this, first
note that
E en - 1 x 1 a or b; B min m(a+q(b-a)2-n,y] dy
I -<q 2 a+q(b-a)2-n
= i(n) > 0,
since m is strictly increasing on (a, b). Thus
E[T(a,b) IB ]E (ek -e1 B
> i(n) E[m(n) B ].
Hence
m(nB° .·i(n) 
We also have, from (1) and (2),
E[Xk - XklI Bk-l] = (7)
and
E k m(xk_1 ,Y dy - (ek - ek-l) [ Bk = 0. (8)
- k- 
We now compare
E,(t-s,x(Tr+s))- (t,x()) _ B _
with 00
E[(t-em, xm) - (t-e O , Xo) B ] = E1 [(t-ek, xk) - (t-ek_ lXk-l) ] I B (9)
k=l
The difference between the two expressions is at most
E I (te 0 , x0) - (t, x(C)) I + I |(t-em, xm) - (t-s, x(tr+s)) _
We shall prove that the second term tends to zero as n -o. The proof for the first
term is simpler, and is omitted. The second term is less than or equal to
Et 4(t-em, xm) - (t-em, x(c-+s)) I I B + E I (t-em, x(o+s)) - (t-s, x(o-+s)) II T
The portions of these terms corresponding to em = T s clearly vanish, by the def-
inition of . Hence we have only to limit the portions on which em_1 < s < em.
If we choose N so large that ly - y' I < 2 -N and 0 < r <t implies I (r,y)-W(r,y')I
< E, then for n > N, the first term is less than E. The second term is less
than s M E[en -, en < s e n I B 1 Since the em(n) form a
n m sq-nc, m = m(n form a
decreasing sequence, the sn forma decreasing sequence of positive
9
--
-
terms, and hence has a limit 0-0. It equals zero, since we have,
all k, E[ek-ek_ 1 Bk 1 ] 0 as n - , since, by using (8)
E[ek-ek 1 I Bk- ] 
max s a+tqt ) to-a
1 <q< 2 n a+q(b-a)2
m(a+q(b-a) 2- n , y] dy
-n<K 2 n ,
where K = m(a,b] (b-a).
Hence, it remains to be proved that (8) tends to zero as n tends to oo.
(8) may be rewritten
o00
~ E[(t-ekk) - (t-ek_lxk-l) B1],
k=l
since (8) is absolutely convergent.
- 00
E I
-k=lI
We note that
I (t-ekx ) - (t-eklXkl )
< E 2 M. (en-ekn 1 ) +
(k=l
= E[M e n en) + .
m(n)
k= 2 1k(n) I M 2n B
m(n) | Bo-]
< 00.
Bearing in mind the usual Taylor series, and its simply proved analogue
f(b) = f(a) + (b-a)D+f(a) + (Sa m(a,y] dy) -
for some x between a and b, we have
[(t-ek, Xk)-(t-ek_ 1 'k- 1 ) ]
= [(t-ek,Xk)-b(t-ek-1,'Xk)]
+ [(t-ek 1 xk)(t-ek 1 'Xk- 1 ) ]
= - [1 (t-(k),xk)(ek-ek_1)]
+ [+(t-ek-l'Xk-l)(xk-Xk-1)
+ DmD+qi(t-ek l (k)) Sxk
Xk-1
10
for
DmD+f(x)
m.
-- --- _I _ _ ___
- .\1 ,,-nL) L
M(xk-l'yl I
where ek-l1 < (k) < e k , and (k) falls between Xk 1 and xk ,
= +(t-ek_ 1 ,Xk_ 1) (Xk-Xk_ 1)
- 1 (t-eklxkl)
ek-ek l) - SxkL kX k_ l
- [ 1 (t-e(k),xk)-4lI (t-ek-l Xk-l )](ek-ekl )
+ [1 (t-ek_ 1 ,x(k))-l)t-ek- 1 'Xk- 1) ] Xk
Xk-l
m(xk_ly] dy,
since 1 = Dm4+, by assumption,
= Tlk + T2k + T3 k + T 4 k, say.
Since E[Xk-Xk_ 1 I Bk 1] = O, we see that
00
1- 1
E[Tlk I B ] = O by conditioning the
kth term first with respect to Bk 1' and then with respect to B
00
Similarly, (8) implies that 
k=1 E[T2k I B-] = 
Now pick E > 0, and N so large and 6 so small that for O<t,t' with t-t' < 6 and
x-x'|< 2-N we have IJl4(t,x)- 1(t',x') I< . Then, for n> N, noting that ek-ek >0,
we obtain
E[IT03kl I B,] 
o0Z E[IT3kI ek-ek- >6 I B I
1
00
+ I E[IT 3kI ,-enk- 6 I B]
1
=S1 + S2
00
S1 < E E[en-en enek 1 < I B-]
1
00
< E[e-e k_1 I B]
1
< EE[r(a,b) I B ] < oo
11
m(xk-l y] dy
u_ 
_ 
_ 
0
1
S = E[ T 3 k, e-e l >6 B ]
< 2M E[e-ek l , ek-ek 1 > 6 B=]
1
< 2M E n en, max ek-ek- 1 > 6 BEs 0 (nn _) k
To prove that this goes to zero as n - oo, we show that P(An | B) , 0 as n - o,
= ax (ek-e 1 )> . But this amounts to showing that x(t) has, with proba-
bility 1, no interval of constancy. Since such an interval of constancy must contain
a rational tl, and since there are only denumerably many of these, it suffices to prove
that
P[x(t)-x(tl), t l< t t 2 ]= 0
for any given pair t 1 < t 2. Now,
P[x(t)-x(tl) , t 1 <tt 2]
= lim P[k2-n <x(t)<(k+1)2 n, tl<t<t2 , k=[x(tl)2n]]
= lim E([k2 -n<x(t)<(k+l)2n, tltt2 B t ] k=[X(t)2 n])
n k 1
< lim E
n k
, k = [(t)2] = 0,
where Ik is the interval of length 2- (n - l ) centered at (k+1/2)2 - , el k is the exit time
from this interval, and we know that E t ) 0, by our hitting assumptions.
Thus
I E[T3k IB]- 0 as n-co.
k=l
Noting now that S m(x,y] dy is always non-negative, we have, for n > N,
x
12
___
E[IT4k B ] < EEL E Xk m(xly] dy Bk
k=l k=lE[T(b) k-TI1
oo
Thus E[T 4 k I B] - 0 as n - oo, and we may finally conclude that
k[- . Q.E.D.
E[,(t-s,x(+s))-LP(tx(cr)) B] OQ. E. D.
13
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IV. MARTINGALES AND DIFFUSIONS WITH NATURAL BOUNDARIES at oo
In this section we restrict ourselves to diffusions that are regular on every finite
interval, having natural boundaries at oo and generators D mD+. [For a definition of
natural boundaries, see McKean. 5 The intuitive meaning of natural boundaries is that
"it takes a particle moving under the diffusion infinitely long to reach them."]
The classical example of such a diffusion is the Brownian motion (Wiener process)
1 d2b(t), determined by m(x) = 2x, which thus has generator 2 It is normally char-
dx
acterized by the fact that it has gaussian increments:
(y-x)
Px{b(t)EF} = e 2t dy.
r 2
Recall that a stochastic process x(t) is a martingale if, for s < t,
E[x(t) B s] = x(s).
It is well known that we may associate with the Brownian motion a sequence of poly.
nomials un(t,x) with the property that the stochastic process un(t,b(t)), obtained by
replacing x by the random variable b(t), is a martingale, for each n. We thus call
un(x,t) a martingale function for b(t). These polynomials are intimately related to the
heat polynomials of Rosenbloom and Widder 6 (which go back at least to Appell, 7 1892)
and have the generating function
oo
e(T z)x-zt = un(x't) n!
n=0
Thus, up to a multiplicative constant,
o
U X
2
23 -u3 = jx tx
U4 =-x 4 - tx + 2 , etc.
A compact expression (again up to a multiplicative constant) with the Hermite polyno-
mials H (y) used is
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We recall that Lkvy's theorem tells us that if a continuous stochastic process has
both u1 and u2 as martingale functions, then it is the Brownian motion.
We thus ask: Given the diffusion x(t) with natural boundaries at ±oo, does there exist
a sequence of martingale functions wo, rl rr2 .... for x(t), reducing naturally to u, u 1,
u2 , ... , for b(t)? Furthermore, if a continuous stochastic process has w1 and Tr2 as
martingale functions, must it then be the diffusion x(t)? The answer to both questions
is in the affirmative.
We note that
e('~z2x= zn(Zn/n)
n=O
2 n/2xn d
and that the sequence pn(x) = n! has the property that 2 dx 2 Pn+ 2 (x) = Pn(x ) We
generalize this sequence for the generator Dm D+ by the defining relations:
po= 1, =X
sx Si)
Pn = dl Pn_-2( ) dm(t)
so that we do indeed have DmD+pn+2 = Pn'
It can be verified by induction separately on odd and even n that pn(x) is positive
for n even, and has the sign of x for n odd.
Then we set
co
g(x,z) = E znpn(x)
n=O
so that
2 con
g(x,z) e- z t = n(x,t) n!LI n n!
n=O
is, at least formally, the generating function of the space-time functions
i = 1
o
I = -
W2 = 2 (x) - t
15
___  __
rr3 = p3 (x) - tPl(x)
2
Tr4 = p4(x) - tp 2 (x) + !, etc.,
2 n/2xnand rn reduces to un after replacing pn(x) by I and factoring out an unimportant
NJ2 from each 2n+l1
Theorem 2: The nr are martingale functions for the diffusion with natural boundaries
n
at ±o, and generator DD +
We already know this to be true for m = 2x, and (as in fact the reader may check
from our construction), our experience tells us that it suffices to prove
Eo[p2 n(X(t))] =tn
Eo[P2n+l(x(t))] = O.
We shall thus have our theorem as soon as we have proved Lemma 4 below.
We recall (McKean 5 ) that, for each a > 0, we have two positive solutions gl(x), g2 (x)
of DmD+g(x) = ag(x), the first increasing, the second decreasing. We normalize them
+ -sc+
so that their Wronskian gg 2 - g 1g2 is identically 1.
The Green function for DmD+ is
GG (,') = Ga(1 l,) = gl() g2 (l) for < r.
If p(t,y,x) is the fundamental solution of
DmD+f = at f,
m
it has the property that the transition probability for the diffusion with generator DmD+
is
P(t;y, r) = p(t,y,x) m(dx).
r
Furthermore,
G (y x) = e p(t,y,x) dt.
Lemma 2: For a natural boundary at +oo:
(i) g2 (o) = 0
(ii) Ag;(A)- 0 as A - oo.
2 ca 8Proof: (i) See McKean.
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(ii) Since dg2 = ag2 dm > 0, g2 must be concave
Thus (A-B)gz(A) I -< g2 (B) - g 2 (A).
.'. lim IAg(A) gZ(B)- g(o) 0 as B- oo.
AIC 
Q. E. D.
Lemma 3: If x(t) is the diffusion with generator D D , and natural boundaries at ±oo,
then x(t) is a martingale.
Proof: We first compute the Laplace transformSoo
0
e - a t Eo[x(t), x(t)3 0 ] dt
= S m(dx) x eat p(t,0,x) dt
= S xG (O,x) m(dx)
gl() 0)
a Od
xag 2 (x) m(dx)
x dg2
g 1 (0) +(x Y
= li a 2(X
A-oo C
g1 (O) g 2 (O)
a
(since D D g2 =ag)
SA 
g+x dx
by Lemma 2
G (0,O)
a
S1
0
-at
e p(t,0,0) dt
%000 e
- a t p(s,O,O) dsdt.
e
Thus, by the uniqueness of the Laplace transform, we have, for almost all t,
Eo[X(t, x(t)>0o] = p(s,O,O) ds.
Analogously, for almost all t,
Eo[X(t x(t)-<O = p(s,0,0) ds.
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(10)
Thus
Eo[Ix(t)l] = 2
That is,
Eo [Ix(t) ] 2
t
Jo
St
0
p(s,O,0) ds
p(s,0,O) ds
for almost all t.
for all t, by Fatou's lemma.
More generally,
E [Ix(t) l] < n + 2i p(s,n,0) ds for almost all t,
E [x(t)] = 
1
for almost all t,
as may be shown by a slight elaboration of the argument above for 11 = 0.
By the Chapman-Kolmogorov equation
E [x(t)] = E[Ex(s)[X(t-s)]],
ds
and so, since the measure- on (,t) has total mass 1t
E[x(t)] = tS-oS/?Y-oo0p(s, 1 ,y) m(dy) c
-0O
p(t-s,y,z) m(dz).
Let
X(s,y) ={
ds 00t JO0
if Ey[x(t-s)] = y and E [x(s)] = 
1
elsewhere
X(s,y) m(dy) = 1
which allows us to modify (11) on an (s,y) set of measure 0 to obtain
E [x(t)] = 11 for all t,
and so x(t) is a martingale, by stationarity.
t n
Eo[P2n(X(t))] =.,Lemma 4:
E o [p2 n+l(x(t))] = 0.
18
and
(11)
Then
Q. E. D.
Proof: Let
Cn = Eo[p (X), X0 ]
Cn = Eo[Pn(X), xO]
n =th Eop(] rm of c
Then the Laplace transform of c isn
C +n = gl(0)
g1 (0)
a
S
0<
500
Png2 dm
Pn dg2, just as we derived (10),
gl(0)
gl(0)
a
lim [pn(A)
A-oo 
ima [Pn(A) g(
YC + =1 Y +
n a n-2
Png2 dm ( A)
pn (A)
a
9g2(A) - S Pn(x) dg2(x
) - p+n(A) g(A) + S Pn 2 dm
for n 2, since Pn-2 = DmD Pn
g 1(0) lim
a A-oo
SA
Pn(A) g;(A)-p(A)[n2 n
I
g2 (A)
ag2 dm
dg2
Pn(A) (-g (A))
0.> 0.
Since g2 is decreasing and Pn(A) > O for A > 0,
. Pn(A) g(A) - 0 as A - oo.
Furthermore,
rB
JA
png 2 dm g2(B)
SB
A Pn dm = g 2 (B)
·B. lim g(B) pn+z(B) - lim B Png dm as A - 0.B-oo B-00 A
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A
(12)
__ILI_
+ (B -+ ( 
n+2 n+Z,+(·
Thus we deduce from (12) that
c+ = 1 co +
n a n+2
22 -1 22+ -n-I
C2n+l = n a (g l ()g 2 ())a
Similarly,
2Cn = an-l(g+(0)g2(0))
22 CZn+l a (-gl(0)g2())
and we see that YEo[Ipn(x) I] < o.
Thus, recalling that gg 2 - glg2 1, we have
1c
2n n+l
a
YC2n+l = 0
. . E[p2n(x(t))] = 2l(anl) = n!
Eo[p2n(x(t))] = 0
for almost all t
for almost all t
The Chapman-Kolmogorov trick in the proof of Theorem 2 now permits us to replace
"for almost all t" by "for all t". Q.E. D.
We are now in a position to combine Theorems 1 and 2 to obtain the promised mar-
tingale characterization, of which Levy's theorem is clearly a special case.
Theorem 3: Let x(t) be a stochastic process. Then in order that x(t) be the diffusion
with generator DmD+ and natural boundaries at oo, it is both necessary
and sufficient that it satisfy all three conditions:
(a) almost all sample paths of x(t) are continuous
(b) x(t) is a martingale
(e) O(t) m(O,y] dy - t is a martingale.
Proof: (i)
(ii)
The necessity follows from Theorem 2.
Sufficiency will follow from Theorem 1, as soon as we show that the con-
ditions (a), (b), (c) suffice to fix the hitting probabilities and mean exit
times of the process.
We want to determine
20
1 T c an-1 
2n-n 2 -2V~~I
a
p(T,xl,x2 ) = P[x(T+T)=x 1 I T]
which yields
p(T,x 2,xl) = 1 - p(T,Xl,X 2)
and
E[r(T,xl,x2 ) -T].
Now, if optional sampling at T and T + T preserves "martingaleness" in
(b) and (c), we have
x(T+T) x(T) 
-
x
X2 - X1 X2 - X1
That is,
x1 - x1 x2 - x 1 x(T) - x1
X1 p(Txlx 2 ) + x - x p(Tx 2Zxl) X - x
x(T) - x1
i.e., p(T,x 2,x 1 ) x - x1
Similarly, (c) yields
E[T I T] = p(T,Xl,x 2 ) S m(O,y] dy + p(T,x 2 ,x1 ) m(O,y] dy
r (T)
_ Sx(T) m(O,y] dy,
and the determination is complete. To make the argument rigorous, we
merely replace T by max(-n, min(T,n)) and T+T by max(-n, min(T+T,n)),
apply Theorem VII. 11.8 of Doob, 9 carry out the analogues of the compu-
tation above, and then let n - oo. Q. E. D.
21
__ _
References
1. Paul L6vy, "Processus Stochastiques et Mouvement Brownien" (Gauthier-Villars,
Paris, 1948), p. 78.
2. J. L. Doob, Stochastic Processes (John Wiley and Sons, Inc., New York and London,
1953); see Theorem 11.9, Chap. VII, p. 384.
3. R. M. Blumenthal, R. K. Getoor, and H. P. McKean, Jr., "Markov Processes
with Identical Hitting Distributions," Illinois J. Math. 6, 402-420 (1962).
4. E. B. Dynkin, "One-dimensional Continuous Strong Markov Processes," Theory
of Probability and Its Applications, Vol. 4 (1956), pp. 1-51 (English Translation).
5. H. P. McKean, "Elementary Solutions for Certain Parabolic Partial Differential
Equations," Trans. Am. Math. Soc. 82, 519-548 (1956).
6. P. C. Rosenbloom and D. V. Widder, "Expansions in Terms of Heat Polynomials
and Associated Functions," Trans. Am. Math. Soc. 92, 220-266 (1959).
2z 8z
7. P. Appell, "Sur l'6quation -2 = 0 et la th6orie de la chaleur," J. Math. Pures
Appl. 8, 187-216 (1892).
8. H. P. McKean, op. cit., p. 524.
9. J. L. Doob, op. cit., p. 376.
22
