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THE COTYPE ZETA FUNCTION OF Zd
GAUTAM CHINTA, NATHAN KAPLAN, AND SHAKED KOPLEWITZ
Abstract. We give an asymptotic formula for the number of sublattices Λ ⊆ Zd of index
at most X for which Zd/Λ has rank at most m, answering a question of Nguyen and
Shparlinski. We compare this result to recent work of Stanley and Wang on Smith Normal
Forms of random integral matrices and discuss connections to the Cohen-Lenstra heuristics.
Our arguments are based on Petrogradsky’s formulas for the cotype zeta function of Zd, a
multivariable generalization of the subgroup growth zeta function of Zd.
1. Introduction
A fundamental problem in the field of subgroup growth is understanding the number of
subgroups of finite index n in a fixed group G. In many cases, analytic properties of the
subgroup growth zeta function ζG(s) can provide useful information. This is the Dirichlet
series
(1.1) ζG(s) =
∑
H⊆G
1
[G : H]s
where H ranges over all finite index subgroups of G. If the number of subgroups in G
of index n grows at most polynomially, then the Dirichlet series defining ζG(s) converges
absolutely for Re(s) sufficiently large. An analytic continuation of the series and knowledge
of the locations and orders of its poles would provide information on asymptotics for the
number of subgroups of index less than X as X →∞.
One of the most basic examples is the subgroup growth zeta function of the integer lattice
Zd which turns out to have a simple expression as a product of Riemann zeta functions:
(1.2) ζZd(s) = ζ(s)ζ(s− 1) · · · ζ(s− (d− 1)).
See the book of Lubotzky and Segal for five proofs of this fact [16]. Since ζ(s) has a simple
pole at s = 1, standard Tauberian techniques immediately give the asymptotic
(1.3)
Nd(X) := #{sublattices of Z
d of index < X} =
ζ(d)ζ(d− 1) · · · ζ(2)
d
Xd +O(Xd−1 log(X))
as X →∞.
A number of more refined questions about the distribution of sublattices of Zd can be
asked. Motivated by the recent work of Nguyen and Shparlinski [18], we investigate the
distribution of sublattices of Zd whose cotype has a certain form. The cotype of a sublattice
Λ ⊆ Zd is defined as follows. By elementary divisor theory, there is a unique d-tuple
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of integers (α1, . . . , αd) = (α1(Λ), . . . , αd(Λ)) such that the finite abelian group Z
d/Λ is
isomorphic to the sum of cyclic groups
(1.4) (Z/α1Z)⊕ (Z/α2Z)⊕ · · · ⊕ (Z/αdZ)
where αi+1 | αi for 1 ≤ i ≤ d− 1. We call the d-tuple α(Λ) := (α1(Λ), . . . , αd(Λ)) the cotype
of Λ. The largest index i for which αi(Λ) 6= 1 is called the corank of Λ. By convention,
Zd has corank 0. A sublattice Λ of corank 0 or 1 is called cocyclic, i.e., Zd/Λ is cyclic, or
equivalently, Λ has cotype ([Zd : Λ], 1, . . . , 1).
Nguyen and Shparlinski study the distribution of cocyclic sublattices of Zd and pose
several related questions. Let N
(m)
d (X) be the number of sublattices Λ of Z
d of index less
than X such that the quotient Zd/Λ has corank at most m. In particular, N
(1)
d (X) is the
number of cocyclic sublattices of Zd of index less than X. Throughout this paper we use
∏
p
to denote a product over all primes. Rediscovering a result of Petrogradsky [19] by more
elementary means, they show that
(1.5) N
(1)
d (X) ∼
θd
d
Xd, where θd =
∏
p
(
1 +
pd−1 − 1
pd+1 − pd
)
as X →∞. Comparing this to the asymptotic (1.3) for all sublattices, Nguyen-Shparlinski
and Petrogradsky both observe that the probability that a “random” sublattice of Zd is
cocyclic is about 85% for d large.
Nguyen and Shparlinski conclude their paper by stating that it would be of interest to
obtain similar asymptotic formulas for N
(m)
d (X) for m > 1 and to show that the sublattices
of corank m form a negligible proportion of all sublattices of Zd when m is sufficiently large.
In addition, they notice an interesting connection to the Cohen-Lenstra heuristics intro-
duced in [5]. Cohen and Lenstra define a distribution on finite abelian p-groups in which a
group G is chosen with probability inversely proportional to the order of its automorphism
group, Aut(G). More precisely, a finite abelian p-group G is chosen with probability
(1.6) |Aut(G)|−1
∞∏
i=1
(
1− p−i
)
.
This defines a probability distribution since the sum over all finite abelian p-groups G
of |Aut(G)|−1 is
∏∞
i=1
(
1− p−i
)−1
, see [5]. This distribution can be modified to give a
distribution on finite abelian p-groups of rank at most d in such a way that the limit of
these distributions as d → ∞ is the Cohen-Lenstra distribution. In particular, a finite
abelian p-group G of rank r, where r ≤ d, is chosen with probability
(1.7) |Aut(G)|−1
 d∏
j=1
(1− p−j)
 d∏
j=d−r+1
(1− p−j)
 .
The Cohen-Lenstra distribution arises naturally in many settings. Perhaps most fa-
mously, Cohen and Lenstra conjecture that for an odd prime p, the distribution of (1.6)
equals the distribution of p-Sylow subgroups of ideal class groups of imaginary quadratic
number fields. Friedman and Washington prove that the distribution of cokernels of d × d
matrices with entries in the p-adic integers Zp, drawn from Haar measure on the space of
all such matrices, is the distribution of (1.7) [11, Proposition 1].
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Another appearance of the Cohen-Lenstra distribution is in the recent work of Stanley
and Wang [24], which studies the distribution of the Smith Normal Form (SNF) of a random
n ×m integer matrix with entries chosen uniformly from [−k, k], as k → ∞. The Smith
Normal Form of an integer matrix carries the same information as its cokernel. As k →∞,
each entry is uniformly distributed modulo pr for each prime power. So, for m = n = d,
this distribution of cokernels matches the one studied by Friedman and Washington, and
therefore is equal to the one defined by (1.7). Related work of Wood shows that the same
distribution of cokernels holds for large classes of integer matrices [28]. Wood’s results also
imply that the distributions on finite abelian p-groups coming from cokernels of random
integer matrices are independent at finite collections of primes; for a precise statement, see
[28, Corollary 3.4].
Stanley and Wang show that, at least in some cases, the independence at finite sets of
primes carries over to the set of all primes. In particular, they determine the probability
that the cokernel of a random d × d integer matrix has rank at most m. Setting m = 1 in
their formula gives the probability that a random integer matrix has cyclic cokernel, a result
first obtained by Ekedahl [10]. This probability equals the Nguyen-Shparlinski probability
that a sublattice of Zd is cocyclic. This is also equal to the product over all primes p of the
probability that a finite abelian p-group chosen from the distribution of (1.7) is cyclic. This
coincidence of different probability distributions yielding the same probability results leads
Stanley and Wang to ask whether there is universality result for a wider class of measures
responsible for this behavior.
In the present paper, we address the questions raised by Nguyen-Shparlinski and Stanley-
Wang. Consider the set of sublattices H ⊆ Zd of index less than X. Taking the p-Sylow
subgroup of Zd/H gives a finite abelian p-group of rank at most d, and then taking X →∞
gives a distribution on such groups. In Section 4, we give a conceptual reason why this
is equal to the distribution of (1.7) even though this is not implied by the random matrix
results of Wood [28]. We also show how the formula of Petrogradsky [19] is related to this
distribution, even though |Aut(G)|−1 does not initially appear in an obvious way.
We further address the problems posed by Nguyen-Shparlinski on the distribution of
lattices of corank m. We show, in fact, that the probability that a random sublattice of Zd
has corank m is equal to the probability that the cokernel of a d × d matrix chosen in the
model of Stanley-Wang has rank m, extending their observation for m = 1.
Theorem 1.1. Let 1 ≤ m ≤ d. As X →∞,
(1.8) N
(m)
d (X) ∼
Xd
d
·
∏
p
(
(1− p−1)
m∑
i=0
[
d
i
]
p−1
p−i
2∏i
j=1 (1− p
−j)
)
.
In Section 2, we recall the definition of the q-binomial coefficient
[d
i
]
p−1
that appears in this
statement.
Dividing by the number of all sublattices of index less than X as given in (1.3) gives the
proportion of sublattices with corank at most m.
Corollary 1.2. As X →∞,
(1.9)
N
(m)
d (X)
Nd(X)
∼
∏
p
 d∏
j=1
(1− p−j)
m∑
i=0
[
d
i
]
p−1
p−i
2∏i
j=1 (1− p
−j)
 .
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For example, the proportion of sublattices of Zd of corank at most 2 converges to approx-
imately 99.4% as d → ∞, and the proportion of sublattices of Zd of corank at most 3
converges to approximately 99.995%. Therefore, while sublattices of any fixed corank have
positive density among all sublattices of Zd, they become sparser as the corank grows. This
confirms an expectation of Nguyen-Shparlinski.
Also of interest in our work is the method of proof. Nguyen and Shparlinski prove their
results by counting solutions of linear congruence equations. A key ingredient in Stanley and
Wang’s arguments is Poonen’s work [20]. Our proofs extend Petrogradsky’s methods and
make systematic use of the cotype zeta function of Zd, which he introduced in [19]. This
is a multivariate generalization of the subgroup growth zeta function ζZd(s) from (1.2).
Petrogradsky computes it explicitly in terms of permutation descent polynomials. We note
that essentially the same formula in a much more general setting appears in the work of du
Sautoy and Lubotzky [9] on zeta functions of nilpotent groups. See our remarks at the end
of Section 2.
Outline of the paper. We review Petrogradsky’s work in Section 2. In Section 3 we prove
our main results on the distribution of the corank. Section 4 is devoted to the connections
between the distributions studied here and the Cohen-Lenstra distribution. The utility of
the cotype zeta function in the resolution of these corank problems suggests that it may
be fruitful to introduce multivariate Dirichlet series to address analogous subgroup and
subring growth problems in a broader context. We elaborate on this and present some
further concluding remarks in Section 5.
Acknowledgments. It is a pleasure to thank Professors G. Bhowmik, M. du Sautoy, J.
Fulman, S. Payne, V. Petrogradsky, I. Shparlinski, and M. Wood for their encouragement
and helpful suggestions.
2. The cotype zeta function of Zd
We recall Petrogradsky’s definition of the cotype zeta function of Zd, which he calls the
multiple zeta function of Zd.
Definition 2.1. [19] Let d be a positive integer and let aα(Z
d) be the number of subgroups
Λ ⊆ Zd of cotype α. We define the cotype zeta function of Zd:
ζZd(s1, . . . , sd) =
∑
H⊆Zd
α1(H)
−s1 · · ·αd(H)
−sd =
∑
α=(α1,...,αd)
aα(Z
d) · α−s11 · · ·α
−sd
d .
Note that ζZd(s, . . . , s) = ζZd(s), so this multivariable function generalizes the subgroup
growth zeta function of Zd.
The subgroup growth zeta function of Zd has an Euler product, and Petrogradsky shows
that this multivariable generalization has one as well.
Lemma 2.2. [19, Lemma 1.1] For each d ≥ 1 we have
ζZd(s1, . . . , sd) =
∏
p
ζZd,p(s1, . . . , sd),
where the local factor for each prime p is defined as
ζZd,p(s1, . . . , sd) =
∑
H⊆Zd
[Zd:H]=pm
α1(H)
−s1 · · ·αd(H)
−sd .
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One of the main results of [19] is the computation of the local factors of the cotype zeta
function of Zd in terms of permutation descents and q-binomial coefficients. We fix some
notation and recall basic properties of these combinatorial objects following [19, Section 3]:
[n]q =
1− qn
1− q
= 1 + q + · · · + qn−1;
[n]q! = [n]q[n− 1]q · · · [2]q;[
n
j
]
q
=
[n]q!
[j]q! [n− j]q!
;[
m1 +m2 + · · ·+mk
m1,m2, . . . ,mk
]
q
=
[m1 +m2 + · · · +mk]q!
[m1]q! [m2]q! · · · [mk]q!
=
[
m1 +m2 + · · ·+mk
m1
]
q
[
m2 + · · ·+mk
m2
]
q
· · ·
[
mk−1 +mk
mk−1
]
q
.
Let Nd = {1, 2, . . . , d} and suppose λ ⊆ Nd. If λ = ∅ then we set
[
d
λ
]
q
= 1. Otherwise, if
λ = {λ1, . . . , λk}, where d ≥ λ1 > λ2 > · · · > λk ≥ 1, let |λ| = k and mi = λi − λi+1 for
0 ≤ i ≤ k, where we set λk+1 = 0 and λ0 = d. Note that d = m0 +m1 + · · · +mk. We
define the following polynomials in q:[
d
λ
]
q
=
[
d
m0,m1, . . . ,mk
]
q
, λ ⊆ Nd;(2.1)
wd,λ(q) =
∑
µ⊆λ
(−1)|λ|−|µ|
[
d
µ
]
q
, λ ⊆ Nd.(2.2)
Theorem 2.3. [19, Theorem 3.1] Consider the cotype zeta function of Zd. For each j
satisfying 1 ≤ j ≤ d, we introduce the new variable zj = s1 + · · ·+ sj − j(d − j). Then
(1) We have
ζZd(s1, . . . , sd) = ζ(z1)ζ(z2) · · · ζ(zd) · f(s1, . . . , sd−1), where(2.3)
f(s1, . . . , sd−1) =
∏
p
1 + ∑
∅6=λ⊆Nd−1
wd,λ
(
p−1
)∏
j∈λ
p−zj
 ,(2.4)
with the sum taken over all nonempty subsets λ ⊆ Nd−1.
(2) The region of absolute convergence of the cotype zeta function is Re(zj) > 1,
j = 1, . . . , d.
(3) The region of absolute convergence of the product over primes is Re(zj) > 0,
j = 1, . . . , d− 1; and (2.3) is the analytic continuation to this region.
(4) The local factors are rational functions in the variables ti = p
−zi where 1 ≤ i ≤ d:
(2.5) ζZd,p(s1, . . . , sd) =
∑
λ⊆Nd−1
wd,λ(p
−1)
∏
j∈λ tj
(1− t1)(1− t2) · · · (1− td)
.
The polynomials wd,λ(q) that arise have been studied extensively in the combinatorial
literature. The first part of Theorem 2.5 below is stated in [19, Theorem 3.1 (2)], while the
other two parts are due to Stanley [22, 23].
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Definition 2.4. Let π ∈ Sd be a permutation. We call i ∈ {1, 2 . . . , d − 1} a descent of
π, provided that π(i) > π(i + 1). For π ∈ Sd, let D
′(π) denote its set of descents. Let
λ ⊆ Nd−1 and denote by D(λ) the set of all permutations π ∈ Sd with D
′(π) = λ.
A pair (i, j) is called an inversion of π if and only if i < j and π(i) > π(j). Let inv(π)
denote the number of inversions of π.
Note that d cannot be a descent of a permutation in Sd.
Theorem 2.5. Let λ ⊆ Nd−1 be fixed.
(1) There exists a number N ≥ |λ| such that wλ(q) is a polynomial in q with nonnegative
integer coefficients of the form
wd,λ(q) = q
N +
∑
i>N
τiq
i.
(2) We have that
wd,λ(q) =
∑
pi∈Sd
D′(pi)=λ
qinv(pi).
(3) We have that
wd,λ(q) = det
([
d− λi+1
λj − λi+1
]
q
| 0 ≤ i, j ≤ k
)
.
We highlight one more result of Petrogradsky that we apply in Section 4.
Proposition 2.6. [19, Equation (19)] Let ν = (ν1, . . . , νd) be a tuple of nonnegative inte-
gers, and let ν ′i denote the number of νj ≥ i. Then the p
−ν1s1−ν2s2−···−νdsd coefficient of
ζZd,p(s1, . . . , sd) is
F (d, ν) =
∏
i≥1
pν
′
i+1(d−ν
′
i)
[
d− ν ′i+1
ν ′i − ν
′
i+1
]
p
.
To conclude this section, we compare the results of Petrogradsky described here to the
work of du Sautoy and Lubotzky [9]. Theorem 5.9 of [9], specialized to G = GLd and ρ
the standard representation gives (2.5). (The result of [9] is specialized to a single variable,
but the multivariate extension is obvious.) Petrogradsky’s proof uses a cotype-preserving
bijective correspondence between finite index subgroups Λ of Zd and subgroups of the finite
group Zd/NZd, where N = α1(Λ). The number of the latter can be expressed in terms
of q-binomial coefficients [4]. On the other hand, du Sautoy and Lubotzky interpret the
p-part of the zeta function as a p-adic integral over GLd(Zp), which they compute using
the Iwahori decomposition. This leads to a sum over the (affine) Weyl group equivalent to
(2.5).
3. Density results for the corank
We begin by introducing the Dirichlet series counting counting sublattices of Zd of corank
less than or equal to m. This is given by
(3.1) ζ
(m)
Zd
(s) =
∑
Λ⊆Zd
corank(Λ)≤m
1
[Zd : Λ]s
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Recall that a sublattice of corank at most m will have cotype (α1, α2, . . . , αd) with αm+1 =
· · · = αd = 1. Therefore, in terms of Petrogradsky’s expression for the cotype zeta function
given in Theorem 2.3, we have
ζ
(m)
Zd
(s) = lim
sm+1→∞
· · · lim
sd→∞
ζZd(s, . . . , s, sm+1, . . . , sd)
= ζ(s− (d− 1))ζ(2s − 2(d− 2)) · · · ζ(ms−m(d−m))f
(m)
d (s),(3.2)
where
f
(m)
d (s) =
∏
p
f
(m)
d,p (s) =
∏
p
 ∑
λ⊆{1,...,m}
ωd,λ(p
−1)
∏
j∈λ
p−js+j(d−j)
 .
The analytic properties of ζ
(m)
Zd
(s) will lead to our desired density results.
Proposition 3.1. The corank m zeta function ζ
(m)
Zd
(s) has a simple pole at s = d with
residue
(3.3)
∏
p
(
(1− p−1)
m∑
i=0
[
d
i
]
q
p−i
2∏i
j=1 (1− p
−j)
)
.
The simple pole comes from the simple pole of the Riemann zeta function ζ(s−(d−1)) at
s = d. The other zeta factors in (3.2) are holomorphic at s = d and collectively contribute
a factor of
∏
2≤j≤m ζ(j
2) at s = d to the residue. Thus
(3.4) Ress=d ζ
(m)
Zd
(s) =
∏
2≤j≤m
ζ(j2) · f
(m)
d (d).
To complete the proof of Proposition 3.1, it remains to evaluate
(3.5) f
(m)
d,p (d) =
∑
λ⊆{1,...,m}
ωd,λ(p
−1)
∏
j∈λ
p−j
2
and take the product over all primes p. Setting q = p−1, we compute
∑
λ⊆{1,...,m}
ωd,λ(q)
∏
j∈λ
qj
2
=
∑
λ⊆{1,...,m}
∑
µ⊆λ
(−1)|λ|−|µ|
[
d
µ
]
q
∏
j∈λ
qj
2
=
∑
µ⊆{1,...,m}
[
d
µ
]
q
∑
λ⊃µ
(−1)|λ|−|µ|
∏
j∈λ
qj
2

=
∑
µ⊆{1,...,m}
[
d
µ
]
q
∏
j∈µ
qj
2
∏
j 6∈µ
(1− qj
2
).(3.6)
In order to go further we need the intermediate result of Lemma 3.3 below.
3.1. A q-multinomial identity.
Lemma 3.2. Let e, n be two nonnegative integers. We have
(3.7)
n∑
k=0
[
n
k
]
q
qk
2+ek
n+e∏
j=k+1+e
(1− qj) = 1.
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This lemma will be used in the proof of Lemma 3.3 below. We note in passing that
setting e = 0 and letting n → ∞ yields the generating series for partitions in terms of the
Durfee number generating series.
Proof of Lemma 3.2. The proof is by induction on n. Let Sn,e be the sum in (3.7). Clearly
S0,e = 1 for any e. Suppose now that Sn,e = 1 for all e. Then
Sn+1,e =
n+1∑
k=0
[
n+ 1
k
]
q
qk
2+ek
n+1+e∏
j=k+1+e
(1− qj)
=
n+1∑
k=0
([
n
k
]
q
+ qn+1−k
[
n
k − 1
]
q
)
qk
2+ek
n+e+1∏
j=k+1+e
(1− qj)
= Sn,e(1− q
n+e+1) + qn+1
n+1∑
k=1
[
n
k − 1
]
q
qk
2+ek−k
n+e+1∏
j=k+1+e
(1− qj).(3.8)
The last summand in the above expression is
qn+1
n∑
k=0
[
n
k
]
q
qk
2+(e+1)k+e
n+e+1∏
j=k+e+2
(1− qj) = qn+e+1Sn,e+1.
Substituting this in (3.8) and using the inductive hypothesis,
Sn+1,e = (1− q
n+e+1) + qn+e+1 = 1,
as was to be shown. 
Lemma 3.3. Let 1 ≤ i ≤ d be two integers. We have
(3.9)
∑
µ⊆{1,··· ,i−1}
[
d
µ ∪ {i}
]
q
∏
j∈µ
qj
2
∏
j∈{1,··· ,i−1}\µ
(1− qj
2
) =
[
d
i
]
q
i∏
j=1
1− qj
2
1− qj
.
Proof of Lemma 3.3. We argue by induction on i. The base case i = 1 is immediate.
Assume the identity is true for all i0 satisfying 1 ≤ i0 < i. We remove the contribution of
µ = ∅ from the left-hand side of (3.9) and write it as
∑
µ⊆{1,··· ,i−1}
[
d
µ ∪ {i}
]
q
∏
j∈µ
qj
2
∏
j∈{1,··· ,i−1}\µ
(1− qj
2
)−
[
d
i
]
q
i−1∏
j=1
(1− qj
2
)
=
i−1∑
i0=1
∑
µ⊆{1,··· ,i0−1}
[
d
µ ∪ {i0, i}
]
q
∏
j∈µ∪{i0}
qj
2
∏
j∈{1,··· ,i−1}\µ∪{i0}
(1− qj
2
)
=
i−1∑
i0=1
[
d− i0
i− i0
]
q
qi
2
0
i−1∏
j∈i0+1
(1− qj
2
)
×
∑
µ⊆{1,··· ,i0−1}
[
d
µ ∪ {i0}
]
q
∏
j∈µ
qj
2
∏
j∈{1,··· ,i0−1}\µ
(1− qj
2
),(3.10)
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where we have used the identity[
d
µ ∪ {i0, i}
]
q
=
[
d
µ ∪ {i0}
]
q
[
d− i0
i− i0
]
q
in the final step. We continue by using the inductive hypothesis on the inner sum, i.e., the
expression in (3.10), and see that the left-hand side of (3.9) is equal to:[
d
i
]
q
i−1∏
j=1
(1− qj
2
) +
i−1∑
i0=1
[
d− i0
i− i0
]
q
qi
2
0
i−1∏
j=i0+1
(1− qj
2
)
[
d
i0
]
q
i0∏
j=1
1− qj
2
1− qj
=
i−1∏
j=1
(1− qj
2
)
i−1∑
i0=0
[
d
i
]
q
[
i
i0
]
q
qi
2
0
i0∏
j=1
(1− qj)−1
where we have used the subset-of-a-subset identity. Comparing with the right-hand side of
(3.9), we are reduced to proving
i−1∑
i0=0
[
i
i0
]
q
qi
2
0
i0∏
j=1
(1− qj)−1 =
1− qi
2∏i
j=1(1− q
j)
or equivalently,
i−1∑
i0=0
[
i
i0
]
q
qi
2
0
i∏
j=i0+1
(1− qj) = 1− qi
2
.
We can write this a little more nicely:
i∑
i0=0
[
i
i0
]
q
qi
2
0
n∏
j=i0+1
(1− qj) = 1.
This is the case e = 0 of Lemma 3.2. 
3.2. Conclusion of the proof of Proposition 3.1. We return to the evaluation of f
(m)
d,p (d)
using the expression of (3.6):
f
(m)
d,p (d) =
∑
µ⊆{1,...,m}
[
d
µ
]
q
∏
j∈µ
qj
2
∏
j 6∈µ
(1− qj
2
).
By Lemma 3.3, the above sum restricted to subsets with largest element i yieldsqi2 m∏
j=i+1
(1− qj
2
)
 ∑
µ⊆{1,...,i−1}
[
d
µ ∪ {i}
]
q
∏
j∈µ
qj
2
∏
j∈{1,··· ,i−1}\µ
(1 − qj
2
) =
[
d
i
]
q
qi
2 ∏m
j=1(1− q
j2 )∏i
j=1 1− q
j
.
Noting that i = 0 corresponds to the contribution of µ = ∅, we sum over all i to obtain
f
(m)
d,p (d) =
 m∏
j=1
(1− qj
2
)
 m∑
i=0
[
d
i
]
q
qi
2∏i
j=1 (1− q
j)
.
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Now taking the product over p cancels the zeta factors in (3.4) and we are left with
Ress=d ζ
(m)
Zd
(s) =
∏
p
(
(1− p−1)
m∑
i=0
[
d
i
]
p−1
p−i
2∏i
j=1 (1− p
−j)
)
.
This concludes the proof of Proposition 3.1.
3.3. The density of sublattices of corank m. Theorem 1.1, the asymptotic expression
for the number of sublattices with corank at most m, follows immediately from Proposition
3.1 and the analytic continuation statements from Theorem 2.3.
We note that the constant term in the expression (1.3) is
ζ(d)ζ(d− 1) · · · ζ(2)
d
=
1
d
∏
p
d−2∏
j=0
(
1− p−d+j
)−1
.
Taking the quotient of this term with the constant term in Theorem 1.1 completes the proof
of Corollary 1.2.
3.4. Comparison with Stanley-Wang. We conclude this section by showing that the
density of sublattices of corank at mostm above matches the density µ(Td(m)) computed by
Stanley and Wang of integer matrices whose cokernel has rank at most m. We first explain
the connection between the Smith Normal Form of an integer matrix and its cokernel.
Definition 3.4. Let M be a d× d integer matrix of rank r. There exists a unique diagonal
matrix S such that S = UMV , where U and V are integer matrices of determinant ±1 and
the diagonal elements si of S are such that si+1/si are integers. Then UMV is the Smith
Normal Form of M . Note that the number of nonzero si is equal to r.
Proposition 3.5. Let M be a d × d integer matrix of rank r with the diagonal entries of
its Smith Normal Form equal to s1, . . . , sr, 0, . . . , 0. Then
coker(M) ∼= (Z/s1Z)⊕ (Z/s2Z)⊕ · · · ⊕ (Z/srZ)⊕ Z
d−r.
In [24, Theorem 4.13], Stanley and Wang compute
(3.11) µ(Td(m)) =
∏
p
Zd(p,m)
where
(3.12) Zd(p,m) = [p, d]
m∑
i=0
p−i
2
[p, d]
[p, i]2[p, d− i]
and
[p, n] =
{∏n
j=1(1− p
−j) if n > 0
1 if n = 0.
We note that [
d
i
]
p−1
=
[p, d]
[p, d− i][p, i]
.
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In this notation, the p-part of the density in Corollary 1.2 is
d∏
j=1
(1− p−j)
m∑
i=0
[
d
i
]
p−1
p−i
2∏i
j=1 (1− p
−j)
= [p, d] ·
m∑
i=0
[p, d]
[p, d− i][p, i]
p−i
2
[p, i]
= Zd(p,m).
This confirms that the density of sublattices of corank at mostm matches the Stanley-Wang
density µ(Td(m)).
4. p-Sylow subgroups of cokernels of random matrices and
quotients of random sublattices
We begin this section by describing three ways to choose a finite abelian p-group of rank
at most d:
(D.1) Choose a random d × d matrix M with entries in Zp where each entry is chosen
independently from Haar measure and take coker(M).
(D.2) Choose a random d×d integer matrix M where each entry is chosen uniformly from
[−k, k] and take the p-Sylow subgroup of coker(M).
(D.3) Uniformly choose a sublattice Λ ⊆ Zd of index less than X and take the p-Sylow
subgroup of Zd/Λ.
Proposition 4.1. The distribution of (D.1) is the “rank-at-most-d” Cohen-Lenstra distri-
bution of (1.7). As k → ∞ and X → ∞, (D.2) and (D.3) converge in probability to the
distribution on finite abelian p-groups of rank at most d given by (D.1).
To state this more explicitly we introduce some notation. Let Ẑ =
∏
p Zp denote the profinite
completion of Z. A d× d matrix M with entries in Ẑ gives rise to a direct product
∏
pMp
of d × d matrices with entries in Zp and coker(M) =
∏
p coker(Mp) is a direct product of
finite abelian p-groups.
Definition 4.2. (1) Let Ad(X) be a random variable that uniformly chooses a sublat-
tice of Zd of index less than X.
(2) Let Bd(k) be a random variable that chooses a d× d integer matrix M where each
entry is chosen independently to be a uniformly random integer in [−k, k].
(3) Let Yd,p be a random variable that chooses a random d × d matrix with entries in
Zp, where each entry is chosen independently from Haar measure on Zp.
(4) Let Yd be a random variable that chooses a random d× d matrix with entries in Ẑ,
where each entry is chosen independently from Haar measure on Ẑ.
The random variable Yd and the product of random variables
∏
p Yd,p give identical dis-
tributions on d × d matrices with entries in Ẑ. Here and in what follows we understand
the random variables {Yd,p} to be independent as p ranges over prime numbers. Therefore,
coker(Yd) and
∏
p coker(Yd,p) give identical distributions on direct products of finite abelian
p-groups.
Throughout this section, we write P to denote the probability that some statement involv-
ing these random variables is true, i.e., the probability that a randomly chosen sublattice
of index less than X, or that a random p-adic matrix, has some property. We write Gp
for the p-Sylow subgroup of a finite abelian group G. We rephrase Proposition 4.1 in this
language.
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Proposition 4.3. For any positive integer d and any finite abelian p-group G of rank r ≤ d,
we have
P (coker(Yd,p) ∼= G) = lim
k→∞
P (coker(Bd(k))p ∼= G)
= lim
X→∞
P
(
(Zd/Ad(X))p ∼= G
)
= |Aut(G)|−1
 d∏
j=1
(1− p−j)
 d∏
j=d−r+1
(1− p−j)
 .
As mentioned in the introduction, Friedman and Washington show that the distribution
of coker(Yd,p) is given by (1.7) [11, Proposition 1]. Since the p-Sylow subgroup of the
cokernel of an integer matrix depends only on the reduction of its entries modulo pr for
all positive integers r, as k goes to infinity, the distribution of coker(Bd(k))p is equal to
the distribution of coker(Yd,p). We relate the distribution of (Z
d/Ad(X))p to these other
distributions in two ways. First, in Proposition 4.4 and its proof, we give a conceptual
argument connecting the random d × d integer matrices given by Bd(k) to the random
sublattices of Zd given by Ad(X). Second, in Section 4.2 we directly relate Petrogradsky’s
Proposition 2.6 to the expression of (1.7).
Before stating Proposition 4.4 (which implies Proposition 4.3) we recall what happens
when we take the tensor product of finite abelian groups. Let a and a1, . . . , ar be positive
integers. Then
(Z/a1Z× Z/a2Z× · · · × Z/arZ)⊗ Z/aZ = Z/(a1, a)Z× · · · × Z/(ar, a)Z.
Taking the tensor product of a finite abelian group G with Z/aZ preserves all of the modulo
d information about G, for each divisor d of a. We can similarly take the tensor product of
Z/aZ with the cokernel of a random matrix with entries in Ẑ. For a positive integer a and
a finite abelian group G with exponent dividing a,
P (coker(Yd)⊗ Z/aZ ∼= G) =
∏
p
P (coker(Yd,p)⊗ Z/aZ ∼= Gp)
=
∏
p|a
P (coker(Yd,p)⊗ Z/aZ ∼= Gp) .
For a matrix A with entries in Z, Zp, or Ẑ, let A⊗Z/aZ be the matrix with entries in Z/aZ
whose entries are the image of the entries of A.
Proposition 4.4. Let a be a positive integer and let G be a finite abelian group with
exponent dividing a. Then
(1)
lim
k→∞
P (coker(Bd(k))⊗ Z/aZ ∼= G) = P (coker(Yd)⊗ Z/aZ ∼= G) ,
(2)
lim
X→∞
P
(
Zd/Ad(X)⊗ Z/aZ ∼= G
)
= P (coker(Yd)⊗ Z/aZ ∼= G) .
Let G be a finite abelian group with Gp of order p
s. A finite abelian p-group H satisfies
H⊗Z/ps+1Z ∼= Gp if and only ifGp ∼= H. Therefore, Proposition 4.4 implies Proposition 4.3.
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4.1. Proof of Proposition 4.4. The first part of Proposition 4.4 follows from [28, Corol-
lary 3.4], but we give a proof for completeness.
For a matrix A with entries in Z or Ẑ we have
coker(A)⊗ Z/aZ ∼= coker(A⊗ Z/aZ).
The entries of Yd ⊗ Z/aZ are uniformly distributed in Z/aZ.
The entries of Bd(k)⊗Z/aZ are not exactly uniformly distributed in Z/aZ. Fix k and let
r be the largest integer such that ra < k. If x is uniformly distributed in
[
−⌊ka⌋a, ⌊
k
a⌋a− 1
]
,
then its image in Z/aZ is uniformly distributed. Therefore, for any finite abelian group G,
|P (coker(Bd(k))⊗ Z/aZ ∼= G)− P (coker(Yd)⊗ Z/aZ ∼= G)|
is at most the probability that there is an entry of Bd(k) in [−k, k] that is not an element
of
[
−⌊ka⌋a, ⌊
k
a⌋a− 1
]
. As k goes to infinity, this probability goes to zero. This concludes
the proof of Proposition 4.4 (1).
Before proving the second part of Proposition 4.4 we prove a lemma.
Lemma 4.5. Let D be a positive integer and L ⊆ Zd be a sublattice of index D.
(1) If X > D,
P (Ad(X) ⊆ L) =
1
Dd
+O
(
log(X)
XDd−1
)
,
where the implied constant depends only on d.
(2) If X ≤ D, then P(Ad(X) ⊆ L) = 0.
Proof. No sublattice of Zd of index less than D is contained in L, implying the second
statement.
For the rest of the proof suppose that X > D. Note that
P(Ad(X) ⊆ L) =
∣∣M ⊆ Zd : |Zd/M | ≤ X and M ⊆ L∣∣
|M ⊆ Zd : |Zd/M | ≤ X|
.
By the asymptotic formula (1.3)∣∣∣M ⊆ Zd : |Zd/M | ≤ X∣∣∣ = Nd(X) = αXd +O (Xd−1 log(X)) ,
where we recall that Nd(X) denotes the number of sublattices of Z
d of index less than X.
If M ⊆ L, then
∣∣Zd/M ∣∣ = ∣∣Zd/L∣∣ · |L/M | = D · |L/M |. This implies∣∣∣M ⊆ Zd : |Zd/M | ≤ X and M ⊆ L∣∣∣ = ∣∣∣∣M ⊆ L : |L/M | ≤ XD
∣∣∣∣ .
Since L ∼= Zd as a lattice, the size of this set is given by
Nd
(
X
D
)
= α
(
X
D
)d
+O
((
X
D
)d−1
log
(
X
D
))
.
Putting this together, we have
P(Ad(X) ⊆ L) =
α
(
X
D
)d
+O
((
X
D
)d−1
log
(
X
D
))
αXd +O(Xd−1 log(X))
=
1
Dd
+O
(
log(X)
XDd−1
)
,
where the constant depends only on α. 
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For finite abelian groups H and G we write H →֒ G if there exists an injection from H
to G, or equivalently, if G contains a subgroup isomorphic to H. The following result plays
an important role in the proof of the second part of Proposition 4.4.
Proposition 4.6. Let G be a finite abelian group. Then
lim
X→∞
P
(
G →֒ Zd/Ad(X)
)
= P (G →֒ coker(Yd)) .
Proof. Fix a sublattice L ⊆ Zd. Then G →֒ Zd/L if and only if L ⊆ L′ for some sublattice
L′ ⊆ Zd with Zd/L′ ∼= G. There are finitely many sublattices L1, . . . , Ln ⊆ Z
d with
Zd/Li ∼= G. Let Ui be the set of lattices contained in Li. By Lemma 4.5,
lim
X→∞
P (Ad(X) ∈ Ui) =
1
|G|d
.
There is a bijection between sublattices Li ⊆ Z
d with Zd/Li ∼= G and sublattices L̂i ⊆ Ẑ
d
with Ẑd/L̂i ∼= G. For each such L̂i, let Ui be the set of sublattices of Ẑ
d contained in L̂i.
We identify a matrix M̂ with entries in Ẑ with the lattice L̂ spanned by its columns.
Note that coker(M̂) ∼= Ẑd/L̂. The lattice L̂ is contained in a sublattice L̂i ⊆ Ẑ
d if and only
if each of the d columns of M̂ is. Since the column vectors of a random matrix with entries
in Ẑ are uniformly distributed in Ẑd, the probability that such a vector is contained in L̂i is
equal to the index
∣∣∣Ẑd/L̂i∣∣∣ = |G|−1. The columns of M̂ are independent, so the probability
that Yd gives a matrix with each column contained in L̂i is |G|
−d. Similarly, the probability
that Yd gives a matrix with each column contained in any particular finite collection of these
L̂i is equal to the d
th power of the index of the intersection of the corresponding lattices Li.
Therefore,
lim
X→∞
P
(
G →֒ Zd/Ad(X)
)
= lim
X→∞
P
(
Ad(X) ∈
⋃
i
Ui
)
= P
(
Yd gives a matrix whose column span is an element of
⋃
i
Ui
)
= P (G →֒ coker(Yd)) .

Proof of Proposition 4.4 (2). Suppose the prime factorization of a is a = pk11 p
k2
2 · · · p
kr
r .
Write G ∼= Gp1 × Gp2 × · · · × Gpr where each Gpi is a finite abelian pi-group with ex-
ponent dividing pkii . For a sublattice L ⊆ Z
d, Zd/L ⊗ Z/aZ ∼= G if and only if for each
i ∈ [1, r], Zd/L⊗ Z/pkii Z
∼= Gpi .
For each pi let Hpi be the set of all finite abelian pi-groups with exponent dividing p
ki
i ,
order pi|Gpi |, and Gpi →֒ H. Then Z
d/L⊗Z/aZ ∼= G if and only if for each i ∈ [1, r], Gpi →֒
Zd/L⊗ Z/pkii Z and for each H ∈ Hpi , H 6 →֒ L⊗ Z/p
ki
i Z.
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For a finite abelian p-group H of exponent dividing pk, H →֒ Zd/L⊗ Z/pkZ if and only
if H →֒ Zd/L. Therefore,
P
(
Zd/Ad(X)⊗ Z/aZ ∼= G
)
=
r∏
i=1
P
(
Zd/Ad(X) ⊗ Z/p
ki
i Z
∼= Gpi
)
=
r∏
i=1
P
(
Gpi →֒ Z
d/Ad(X) ⊗ Z/p
ki
i Z and for each H ∈ Hpi , H 6 →֒ Z
d/Ad(X) ⊗ Z/p
ki
i Z
)
=
r∏
i=1
P
(
Gpi →֒ Z
d/Ad(X) and for each H ∈ Hpi , H 6 →֒ Z
d/Ad(X)
)
.
For any finite collection of groups Hj ∈ Hpi the condition that
Gpi →֒ Z
d/Ad(X) and for each j, Hj →֒ Z
d/Ad(X)
is equivalent to H ′ →֒ Zd/Ad(X) for a single finite abelian pi-group H
′. Proposition 4.6
says that
lim
X→∞
P
(
H ′ →֒ Zd/Ad(X)
)
= P
(
H ′ →֒ coker(Yd)
)
= P
(
H ′ →֒ coker(Yd,pi)
)
.
A standard inclusion-exclusion argument implies that
lim
X→∞
r∏
i=1
P
(
Gpi →֒ Z
d/Ad(X) and for each H ∈ Hpi, H 6 →֒ Z
d/Ad(X)
)
=
r∏
i=1
P (Gpi →֒ coker(Yd,pi) and for each H ∈ Hpi, H 6 →֒ coker(Yd,pi)) .
Just as above, for a sublattice L̂ ⊆ Ẑd, we have Ẑd/L̂ ⊗ Z/aZ ∼= G if and only if for each
i ∈ [1, r], Gpi →֒ Ẑ
d/L̂ and for each H ∈ Hpi , H 6 →֒ Ẑ
d/L̂. Therefore,
r∏
i=1
P (Gpi →֒ coker(Yd,pi) and for each H ∈ Hpi , H 6 →֒ coker(Yd,pi))
= P (coker(Yd)⊗ Z/aZ ∼= G) ,
completing the proof.

4.2. Explicit Computations. Stanley and Wang compute the probability that a d × d
integer matrix with entries in [−k, k] has the p-parts of the diagonal entries of its Smith
Normal Form equal to a particular set of powers of p as k → ∞ [24, Theorem 3.2 (i)]. By
Proposition 3.5 this is equivalent to computing the probability that the p-Sylow subgroup
of the cokernel of such a matrix is isomorphic to a particular finite abelian p-group G.
The expression given by Stanley and Wang does not obviously involve |AutG|, but in [24,
Remark 3.3] they note that a calculation shows that their result is consistent with the
expression of (1.7).
Proposition 2.6 gives an expression for the coefficients of the local factor at p of the
cotype zeta function of Zd. We describe how this leads to an asymptotic formula for the
number of sublattices Λ ⊆ Zd with (Zd/Λ)p isomorphic to a particular finite abelian p-group
G. The form that we initially derive does not obviously contain a factor of |AutG|−1, but
Proposition 4.3 implies that this probability must be the one given in (1.7).
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Recall from (1.2) that the local factor at p of ζZd(s) is
(1− p−s)−1(1− p−s+1)−1 · · · (1− p−s+d−1)−1.
Let λ = (λ1, . . . , λr) be a partition. A finite abelian p-group G has type λ if
G ∼= Z/pλ1Z× · · · × Z/pλrZ.
Note that r is equal to the rank of G. By Proposition 2.6, the term corresponding to G in
the local factor at p of the Euler product expansion for ζZd,p(s1, . . . , sd) is(
λ1∏
i=1
pλ
′
i+1(d−λ
′
i)
[
d− λ′i+1
λ′i − λ
′
i+1
]
p
)
p−sλ1 · · · p−sλr ,
where λ′ = (λ′1, . . . , λ
′
t) is the conjugate of λ, meaning that λ
′
i is the number of λj ≥ i. Note
that t = λ1. We see that
p−sλ1 · · · p−sλr = p−s|λ| = |G|−s.
The asymptotic formula for the number of sublattices with (Zd/Λ)p ∼= G comes from an
Euler product where the local factor at every prime ℓ 6= p is identical to the local factor of
ζZd(s). We take the ratio of the local factors at p for s = d, the location of the right-most
pole of the corresponding zeta functions.
Proposition 4.7. Let p be a prime, λ = (λ1, . . . , λr) be a partition and G be a finite abelian
p-group of type λ. Then(∏λ1
i=1 p
λ′i+1(d−λ
′
i)
[ d−λ′i+1
λ′i−λ
′
i+1
]
p
)
|G|−d∏d−1
j=0(1− p
−d+j)−1
= |Aut(G)|−1
 d∏
j=1
(1− p−j)
 d∏
j=d−r+1
(1− p−j)
 .
Proposition 4.3 implies Proposition 4.7, but we prove it directly in order to illustrate how
combining results of Friedman and Washington, Stanley and Wang, and Petrogradsky lead
to nontrivial identities.
Proof. We must show that
(4.1) |Aut(G)|
(
λ1∏
i=1
pλ
′
i+1(d−λ
′
i)
[
d− λ′i+1
λ′i − λ
′
i+1
]
p
)
= |G|d
r−1∏
j=0
(1− p−d+j).
For notational convenience, let G∗ =
(
Z/pλ1Z
)d
. The second term on the left-hand side of
(4.1) is the number of subgroups of G∗ isomorphic to G, see for example [19, bottom of page
1144]. The automorphism group of G acts simply transitively on generating sets (x1, . . . , xr)
where each xi has order exactly p
λi . An automorphism of G takes such a generating set to
another one of this type, and any map taking one such generating set to another extends
to an automorphism of G. Therefore, the left-hand side of (4.1) is the number of choices
of an r-tuple of elements (x1, . . . , xr) from G
∗ such that the group that they generate is
isomorphic to G, and each xi has order exactly p
λi .
The right-hand side of (4.1) is
r−1∏
j=0
pλj+1d(1− p−d+j) =
r−1∏
j=0
(
pλj+1d − pj · p(λj+1−1)d
)
.
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We claim that this expression also counts tuples (x1, . . . , xr) of elements of G
∗ such that
the group that they generate is isomorphic to G, and each xi has order exactly p
λi .
We argue by induction on r. For r = 1, we need only note that there are pλ1d − p(λ1−1)d
elements in G∗ of order exactly pλ1 . For a finite set of elements a1, . . . , an ∈ G
∗, let
〈a1, . . . , an〉 denote the subgroup of G
∗ they generate. We think of G∗ as being generated
by the d standard basis vectors e1, . . . , ed, each of order p
λ1 , where ei = (0, . . . , 0, 1, 0, . . . , 0).
The order of an element x ∈ G∗ is the maximum of the order of the element of Z/pλ1Z that
comes from projecting to a single component.
Suppose that this claim holds for all G of rank at most r − 1. Let λ′ = (λ1, . . . , λr−1)
and G′ be a finite abelian p-group of type λ′. Any tuple (x1, . . . , xr) of elements of G
∗ with
〈x1, . . . , xr〉 ∼= G and where each xi has order p
λi , satisfies 〈x1, . . . , xr−1〉 ∼= G
′.
The number of ways to extend a tuple (x1, . . . , xr−1) where 〈x1, . . . , xr−1〉 ∼= G
′ and
each xi has order p
λi to a tuple (x1, . . . , xr) where 〈x1, . . . , xr〉 ∼= G and xr has order p
λr
does not depend on the particular subgroup 〈x1, . . . , xr−1〉. Therefore, we may suppose
that 〈x1, . . . , xr−1〉 = 〈e1, p
λ1−λ2e2, . . . , p
λ1−λr−1er−1〉. We see that xr must be one of the
pλrd − p(λr−1)d elements of G∗ of order pλr , and moreover, when expressed as a linear
combination of the standard basis vectors, one of the last d− (r − 1) components must be
an element of Z/pλ1Z of order exactly pλr .
There are exactly pλr(r−1) − p(λr−1)(r−1) elements of 〈e1, . . . , er−1〉 of order p
λr . For each
of the remaining d − (r − 1) coordinates there are pλr−1 choices for an element of Z/pλ1Z
of order strictly less than pλr . Therefore, the number of choices for xr is
pλrd − p(λr−1)d −
(
pλr(r−1) − p(λr−1)(r−1)
)
p(λr−1)(d−(r−1)) = pλrd − pλr(r−1)p(λr−1)(d−(r−1))
= pλrd − pλrd−(d−(r−1)) = pλrd − pλrd−d+(r−1),
which completes the proof of Proposition 4.7. 
5. Conclusion
The results and methods of this paper suggest several natural directions for further study.
5.1. Distributions on finite abelian groups. In the previous section, we described how
random d× d integer matrices and random sublattices of Zd of bounded index give rise to
equivalent distributions on finite abelian p-groups of rank at most d. Consider the following
two ways of choosing a finite abelian group of rank at most d:
(DD.1) Choose a random d×d integer matrix M where each entry is chosen uniformly from
[−k, k] and take coker(M).
(DD.2) Uniformly choose a sublattice Λ of Zd of index less than X and take Zd/Λ.
We can summarize Corollary 1.2 and [24, Theorem 4.13] as follows.
Corollary 5.1. For any positive integer d and any m ≤ d, the probability as k →∞ that a
group chosen from (DD.1) has rank at most m is equal to the probability as X → ∞ that
a group chosen from (DD.2) has rank at most m. Both probabilities are equal to
P (coker(Yd) has rank at most m) =
∏
p
P (coker(Yd,p) has rank at most m) .
The expected size of a group chosen from (DD.1) goes to infinity with k, and similarly,
the expected size of a group chosen from (DD.2) goes to infinity with X. The limits do
not actually define probability distributions on finite abelian groups of rank at most d,
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since every group arises with probability 0. For more information on how to adapt the
distribution of (1.7) to a distribution on finite abelian groups, see Lengler’s work on the
“global Cohen-Lenstra heuristic” [15].
Nguyen and Shparlinski determine the probability as d → ∞ that a group chosen from
(DD.2) has squarefree order, or equivalently, the probability as d → ∞ that a random
sublattice of Zd has squarefree index [18]. Consider the distribution on finite abelian groups
of order at mostX where each group G is chosen with probability proportional to |AutG|−1.
Using a result from analytic number theory [26], they show that as X →∞ the probability
that a group chosen from this distribution has squarefree order is
(5.1)
∏
p
 ∞∏
j=2
(1− p−j)
 ≈ .4366,
which is equal to the product over all primes p of the probability that a group chosen from
the Cohen-Lenstra distribution (1.6) has squarefree order, or equivalently, that the group
chosen is either trivial or Z/pZ. Following Nguyen and Shparlinski [18], this matches the
limit as d → ∞ of the probability that a random sublattice of Zd has squarefree index.
We can also prove this fact in a manner similar to our analysis of ζ
(m)
Zd
(s) from Section 3,
replacing each local factor of ζ
(m)
Zd
(s) with terms corresponding only to the trivial group and
to Z/pZ.
We take this opportunity to point out a missing factor in Nguyen and Shparlinski’s
computation in [18] of this probability. The expression for ρn/ρ is missing a factor of ζ(2)
−1
in the proof of their Theorem 2.4. Once we multiply the expression in (1.3) of [18] by this
missing factor of ζ(2)−1, the probability matches (5.1) coming from the Cohen-Lenstra
distribution.
Cordes, Duchin, Duong, Ho, and Sanchez study random sublattices of Zd chosen in a
different way, but end up with probabilistic statements identical to those found here [6].
They choose a random sublattice of Zd by taking the span of d randomly chosen vectors.
Each vector is chosen by taking a non-backtracking simple random walk on the Zd lattice
of length N . For any positive integer a, the coordinates of such a vector become uniformly
distributed modulo a as N → ∞ [6, Corollary 16]. This implies that the distribution
of cotypes for lattices chosen from this model matches the distribution of cokernels of
d × d uniformly random integer matrices studied by Stanley and Wang [24]. It would be
interesting to study other models for choosing random sublattices of Zd in an attempt to
understand how universal these distributions are.
5.2. Subgroup and subring growth zeta functions. We may also try to construct
multivariate Dirichlet series to study subgroup growth for other groups. A first case of
potential interest is the discrete Heisenberg group
H3 = 〈a, b, c| c = [a, b], [a, c] = [b, c] = 1〉.
The normal subgroup zeta function of H3 is
(5.2) ζH3(s) =
∑
NEfH3
[H3 : N ]
−s
where the sum is over all finite index normal subgroups of H3. It has been shown [12] that
(5.3) ζH3(s) = ζ(s)ζ(s− 1)ζ(3s − 2).
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A multivariate generalization of this series might give more refined information on the
distribution of the finite groups which arise as quotients of H3.
Similar questions can be asked for subring growth. For example, we expect that the
cotype subring zeta of function of Z3 can be used to show that in contrast to the case
studied here, very few of the subrings of Z3 (ordered by index) are cocyclic. In a nonabelian
setting, the Lie ring sl2(Z) has an explicitly computed zeta function
(5.4) ζsl2(Z)(s) =
∑
L
[sl2(Z) : L]
−s = P (2−s)
ζ(s)ζ(s− 1)ζ(2s − 2)ζ(2s− 1)
ζ(3s− 1)
,
where the sum is over all finite index Lie subrings of sl2(Z) and P (x) = (1+6x
2−8x3)/(1−x3)
[8]. It would be interesting to see if the cotype subring zeta function of sl2(Z) could be
computed and used to find the density of Lie subrings with cyclic quotient.
5.3. Zeta functions of classical groups. The subgroup growth zeta function ζZd(s) of Z
d
also arises in the more general context of the zeta functions associated to algebraic groups
studied by Hey, Weil, Tamagawa, Satake, Macdonald and Igusa [13, 27, 25, 21, 17, 14]. For
G a linear algebraic group over Qp and a rational representation ρ : G→ GLn they define
(5.5) ZG,ρ(s) =
∫
G+
|det ρ(g)|s dg
where G+ = ρ−1(ρ(G(k) ∩ Matn×n(Op)), where Op is the ring of integers of Qp. When
G = GLn and ρ is the natural representation, then ZG,ρ(s) is just the p-part of the subgroup
growth zeta function ζZd(s). In more recent work, du Sautoy and Lubotzky [9] show that
ZG,ρ(s) for more general G and ρ continues to have an interpretation as a generating series
counting substructures of algebras. In fact, as noted in Section 2, the proof of their Theorem
5.9 works also in our multivariate setting and is potentially applicable to the more general
problems we describe below.
We take an explicit example from Bhowmik-Grunewald [2], see also [3, Theorem 12]. Let
β be the alternating bilinear form on a 2n dimensional space associated to the matrix(
0 −In
In 0
)
.
A sublattice Λ of Z2n is β-polarized if Λ̂ = cΛ for some constant c ∈ Q×, where
Λ̂ = {v ∈ Z2n : β(u, v) ∈ Z for all u ∈ Z2n}.
Define the group GSp2n(Q) of symplectic similitudes by
GSp2n(Q) = {g ∈ GL2n(Q) : β(gx, gy) = µgβ(x, y) for some µg ∈ Q
× and all x, y ∈ Qn}.
Following computations of Satake [21] and Macdonald [17], the zeta function of the group
GSp6(Q) is written down explicitly in [9]. Bhowmik and Grunewald use this to show that
the number of β-polarized sublattices of Z6 of index less than X is asymptotic to cX7/3 for
an explicit constant c. The results of [9] indicate a way to extend these computations, both
to higher rank and to include the distribution of cotype.
Cohen-Lenstra type heuristics for finite abelian groups with an alternating bilinear pairing
are studied in the paper of Delaunay [7]. Such groups arise as the (conjecturally finite) Tate-
Shafarevich groups of elliptic curves over Q. Bhargava, Kane, Lenstra, Poonen and Rains
develop this point of view further. In [1] they use cokernels of random alternating d × d
matrices in Md(Zp) to model the p-Sylow subgroup of the Tate-Shafarevich group. It would
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be interesting to see whether analogues of their results can be obtained with the methods
used in this paper.
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