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LANDAU-GINZBURG MIRROR SYMMETRY CONJECTURE
WEIQIANG HE, SI LI, YEFENG SHEN, AND RACHEL WEBB
Abstract. We prove the Landau-Ginzburg mirror symmetry conjecture between in-
vertible quasi-homogeneous polynomial singularities at all genera. That is, we show
that the FJRW theory (LG A-model) of such a polynomial is equivalent to the Saito-
Givental theory (LG B-model) of the mirror polynomial.
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1. Introduction
Mirror symmetry has been a driving force in geometry and physics for the last twenty
years. During that time, we have made tremendous progress in our understanding of
mirror symmetry, but several important mathematical questions remain unanswered.
Historically, mathematical research focused on mirror symmetry between Calabi-Yau/Calabi-
Yau models or Toric/Landau-Ginzburg models, rarely investigating the Landau-Ginzburg
pairs. This was mainly due to the lack of a mathematical theory for a Landau-Ginzburg
(LG) A-model, although there were geometric realizations of the Landau-Ginzburg B-
model in various contexts. In the mid 2000’s, Fan, Jarvis and Ruan invented FJRW
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theory [13] motivated by the physical work [52] of Witten. This invention is a mathe-
matical theory for a Landau-Ginzburg A-model, allowing mathematicians to investigate
mirror symmetry between two Landau-Ginzburg models. In this paper, we prove a gen-
eral LG/LG mirror theorem, which can be viewed as a Landau-Ginzburg parallel of the
mirror theorem [17,18,33–36] between Calabi-Yau manifolds established by Givental and
Lian-Liu-Yau. For a survey on the LG/LG mirror symmetry and an outline of the current
and related works, see [32].
The LG/LG mirror pairs originate from an old physical construction of Berglund-
Hu¨bsch [4] that was completed by Krawitz [27]. Let us briefly review this construction,
called the BHK mirror [9]. Let W : CN → C be a quasihomogeneous polynomial with an
isolated critical point at the origin. We define its maximal group of diagonal symmetries
to be
(1) GW =
{
(λ1, . . . , λN ) ∈ (C×)N
∣∣∣W (λ1 x1, . . . , λN xN ) =W (x1, . . . , xN )} .
In the BHK mirror construction, the polynomial W is required to be invertible [9, 27],
i.e., the number of variables must equal the number of monomials of W . By rescaling the
variables, we can always write W as
(2) W =
N∑
i=1
N∏
j=1
x
aij
j .
We denote its exponent matrix by EW = (aij)N×N . The mirror polynomial of W is
W T =
N∑
i=1
N∏
j=1
x
aji
j ,
i.e., the exponent matrix EWT of the mirror polynomial is the transpose matrix of EW .
The mathematical LG A-model is the FJRW theory of (W,GW ), and one geometry
of the LG B-model is the Saito-Givental theory of W T , where the genus zero theory is
Saito’s theory of primitive forms of W T [43] and the higher genus theory is from the
Givental-Teleman’s formula [20,49]. There is a longstanding conjecture that these A- and
B-models are equivalent.
Conjecture 1.1 (LG Mirror Symmetry Conjecture). Up to a change of variables, the
generating function of the FJRW theory at all genera for (W,GW ) can be identified with
the generating function of the Saito-Givental theory of W T .
We remark that FJRW theory is defined in [13] for any pair (W,G) where G is an
admissible subgroup of GW . The BHK mirror construction applies in this more general
situation, yielding a mirror partner (W T , GT ) where GT is a well-defined group dual
to G constructed in [3, 27]. However, when GT is nontrivial, we do not know the full
mathematical construction of LG B-model for (W T , GT ). For this reason, Conjecture 1.1
is stated only for GW on the A-side.
Previous to our work, Conjecture 1.1 was known in a handful of cases with small central
charge of W , including
• A-type singularities, by T. Jarvis, T. Kimura, and A. Vaintrob at genus 0 [24] and
by C. Faber, S. Shradin, and D. Zvonkine at higher genus [12].
• ADE (or simple) singularities, by H. Fan, T. Jarvis, and Y. Ruan [13].
• Simple elliptic singularities, by M. Krawitz, T. Milanov, and Y. Shen [28,38].
• Exceptional unimodular singularities, by C. Li, S. Li, K. Saito, and Y. Shen [31].
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Each case is important in its own right and contributes to the techniques developed
in this article. On the other hand, in [27] Krawitz shows that at the level of Frobenius
algebras, Conjecture 1.1 holds for “almost all” invertible polynomials. More explicitly, he
proves that the FJRW ring of (W,GW ) is isomorphic to the Jacobi algebra of W
T when
no variables of W have weight 1/2 (see Theorem 2.14).
The main result of this article is to show that the generating functions of both theories,
at all genera, are the same in this case.
Theorem 1.2. The LG mirror symmetry conjecture holds for all invertible polynomials
at all genera when no variables of W have weight 1/2.
Theorem 1.2 follows from a powerful reconstruction theorem for both the LG A- and
B-models, which is the main achievement in this article. By the classification of invert-
ible polynomials in terms of atomic type as in Theorem 2.1, the special cases left out
in Theorem 1.2 are only the invertible polynomials containing a special chain summand1
W = xa11 x2+x
a2
2 x3+ · · ·+xaN−1N−1 xN +xaNN with aN = 2. Our reconstruction result in fact
shows that Conjecture 1.1 holds once the Frobenius algebras and some genus zero 4-point
invariants are identified. Two such examples are the exceptional unimodular singularities
W = Z13,W13, for which Conjecture 1.1 was proved in [31]. The identification of the
Frobenius algebras of the other special cases requires the computation of some unknown
FJRW invariants. This problem will be explored in future works.
Outline. In Section 2, we review the A-model FJRW-theory and B-model Saito-Givental
theory as well as the mirror construction. In Section 3, we outline the proof of the main
theorem via several reconstruction results. In Section 4, we develop technical prepara-
tions for our reconstruction theorem and prove the conjecture for Fermat polynomials as
a warm-up towards the general cases. In section 5 and 6, we prove Theorem 1.2 fully via
explicit calculations on both sides and the reconstruction method.
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2. A review of the A- and B-models
2.1. A-model: FJRW theory. One mathematical construction of an LG A-model was
given by Fan, Jarvis, and Ruan [13, 14], based on a proposal of Witten [52]. This con-
struction is called FJRW theory after its creators. Let W be a nondegenerate quasihomo-
geneous polynomial and let G be an admissible group. Briefly speaking, FJRW theory is
an intersection theory on the moduli space of solutions to the Witten equation on orbifold
curves for the pair (W,G).
1Conjecture 1.1 is true for the A1-singularity W = x
2 although it also contains a weight 1/2 variable.
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We begin with a polynomial W ∈ C[x1, . . . xN ] that is quasihomogeneous; that is, there
exist positive rational numbers q1, q2, . . . , qN such that
W (λq1x1, c
q2x2, . . . , λ
qNxN ) = λW (x1, x2, . . . , xN ), for each λ ∈ C×.
The numbers q1, . . . , qN are called the weights of W . The central charge of W , which can
be thought of as the “dimension” of the LG theory, is defined by
(3) cˆW =
N∑
j=1
(1− 2qj).
We call W nondegenerate if it has an isolated critical point at the origin and it contains
no monomial of the form xixj for i 6= j. This implies that each weight is unique and
qj ∈ Q∩ (0, 12 ] [40]. We call a nondegenerate quasihomogeneous W invertible if it has the
same number of monomials as variables. We say W is a disjoint sum of polynomials W1
and W2 and write W =W1 ⊕W2 if the variables in W1 and W2 are distinct.
All invertible polynomials have been classified by Kreuzer and Skarke.
Theorem 2.1 ([29], Theorem 1). A polynomial is invertible if and only if it is a disjoint
sum of the three following atomic types, where a ≥ 2 and ai ≥ 2:
• Fermat: xa.
• Chain: xa11 x2 + xa22 x3 + . . .+ xaN−1N−1 xN + xaNN .
• Loop: xa11 x2 + xa22 x3 + . . .+ xaNN x1.
Finally, we define GW to be the maximal group of diagonal symmetries of W in (1).
Since our goal is to prove the LG Mirror Symmetry Conjecture 1.1, in what follows we
only discuss the FJRW theory of (W,GW ) for invertible polynomials W with the form in
(2).
2.1.1. The state space. The FJRW theory of a pair (W,GW ) is a state space
2 HW and a
cohomological field theory {ΛWg,k}, which is a set of linear maps
ΛWg,k : (HW )
⊗k → H∗(Mg,k)
for 2g − 2 + k > 0. Here Mg,k is the moduli space of stable k-pointed curves of genus g.
The state space is defined as
HW =
⊕
γ∈GW
Hγ where Hγ :=
(
HNγ (Fix(γ),W∞γ ;C)
)GW
.
Here Fix(γ) is the fixed locus of γ and Nγ is its dimension as a C-vector space. Further-
more, Wγ is the restriction of W to Fix(γ), and W
∞
γ is Re(Wγ)
−1((M,∞)) for M ≫ 0.
Thus, HW is the dual to the space of Lefschetz thimbles.
For each class ξ ∈ Hγ , we call γ the sector of ξ. If Fix(γ) = 0 ∈ CN , we say that γ is
narrow ; otherwise we say it is broad. Note that if γ is narrow then Hγ is 1-dimensional.
There is an alternative expression for HW . Let
Jac(W ) = C[x1, . . . xN ]/
(
∂W
∂x1
, . . . ,
∂W
∂xN
)
2The state space of a pair (W,G) is typically denoted HW,G. Because we restrict our attention to
G = GW , we will consistently drop the group from our notation.
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be the Jacobi algebra of W . It is a theorem of Wall (see [50] and [51]) that the vector
space HNγ (CN ,W∞γ ;C) is isomorphic to Jac(Wγ)dxγ , where dxγ is the product of the
differentials of the variables fixed by γ. Thus,
HW =
⊕
γ∈GW
(Jac(Wγ)dxγ)
GW .
With this identification, we write ξ = ⌈m ; γ⌋ where ξ corresponds to the monomial
m ∈ Jac(Wγ).
We define a grading on HW as follows. Since GW is a finite abelian group, for any
element γ ∈ GW , we may write γ =
(
exp(2π
√−1Θ(1)γ ), . . . , exp(2π
√−1Θ(N)γ )
)
for some
unique Θ
(j)
γ ∈ [0, 1). The number Θ(j)γ is called the j-th phase of γ. For ξ ∈ Hγ , we define
(4) degW (ξ) =
1
2
Nγ +
N∑
j=1
(Θ(j)γ − qj).
Note that the degree of ξ depends only on its sector.
We have a pairing ηγ : Hγ ×Hγ−1 → C which is induced by the intersection pairing
on Lefschetz thimbles. The direct sum of these pairings gives us a nondegenerate pairing
〈 , 〉 : HW ×HW → C.
Under the identification of Hγ with (Jac(Wγ)dxγ)
GW , this pairing is equal to the residue
pairing on differential forms. See [5, 8] for expositions of this fact.
2.1.2. The cohomological field theory. The construction of the cohomological field theory
{ΛWg,k} is highly nontrivial. We will only summarize it here, and refer the interested reader
to the original papers [13] and [14] for more details.
The construction uses the moduli space of stable W -orbicurves. Let C be a stable
orbicurve of genus g with marked points p1, . . . , pk. At each marked point and node we
have a local chart C/Zm for some positive interger m. We require that the actions on the
two branches of a node be inverses.
Let ρ : C → C be the forgetful morphism from the orbifold curve C to the underlying
coarse curve. If W =
∑n
i=1
∏n
j=1 x
aij
j is invertible, a W -structure consists of data (C ,L)
where L is a set of orbifold line bundles {L1, . . .LN} over C satisfying
N⊗
j=1
L
⊗aij
j
∼= ρ∗
KC ⊗ k⊗
j=1
O(pj)
 for each i,
where KC is the canonical bundle of C and O(pj) is the holomorphic line bundle of degree
one whose sections may have a simple pole at pj .
If the local group at a marked point of an orbicurve is Zm, the line bundles L1, . . .LN
induce a representation Zm → (C×)N . The representation is required to be faithful. The
image of this representation will always be in GW . The image of 1 ∈ Zm singles out some
γ ∈ GW at each marked point; these group elements are called the decorations.
Given an invertible polynomial W , the moduli space of pairs (C ,L) is called the moduli
space of stable W -orbicurves and denoted by Wg,k. According to [13], it is a Deligne-
Mumford stack, and there is a forgetful morphism st : Wg,k → Mg,k. The forgetful
morphism is flat, proper, and quasi-finite (see Theorem 2.2.6 of [13]). The decorations γi
at the marked points pi decomposeWg,k into open and closed substacksWg,k(γ1, . . . , γk).
Furthermore, the stack Wg,k(γ1, . . . , γk) is stratified, and each closure in it is denoted
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by Wg,k(Γγ1,...,γk) for some Γγ1,...,γk . Here Γγ1,...,γk is called a GW -decorated dual graph
of an underlying stable curve of genus g and k marked points. We call Γγ1,...,γk fully
GW -decorated if we assign some γ+ ∈ GW and γ− = γ−1+ on two sides of each node.
In [14] the authors perturb the polynomial W to polynomials of Morse type and con-
struct virtual cycles from the solutions of perturbed Witten equations. That is, they
construct
[Wg,k(Γγ1,...,γk)]vir ∈ H∗(Wg,k(Γγ1,...,γk),C)⊗
k∏
j=1
Hγj .
As a consequence, they obtain a cohomological field theory {ΛWg,k : H ⊗kW → H∗(Mg,k,C)}
with a flat identity ⌈1 ; JW ⌋, where
ΛWg,k(ξ1, . . . , ξk) :=
|GW |g
deg(st)
PD st∗
[Wg,k(γ1, . . . , γk)]vir ∩ k∏
j=1
ξj
 ∈ H∗(Mg,k).
Here PD is the Poincare´ dual and JW is the exponential grading operator, defined by
(5) JW =
(
exp(2π
√−1q1), . . . , exp(2π
√−1qN )
) ∈ GW .
2.1.3. The FJRW potential. The cohomological field theory allows us to define FJRW
invariants (or genus-g k-point correlators) as
〈ξ1ψℓ11 , · · · , ξkψℓkk 〉Wg =
∫
Mg,k
ΛWg,k(ξ1, · · · , ξk)
k∏
i=1
ψℓii .
Here ψi := c1(Li) is the i-th psi class, where Li is the i-th tautological line bundle on
Mg,k. The invariant is primary if there are no psi classes, i.e., ℓi = 0 for all 1 ≤ i ≤ k.
We call the classes ξ1, . . . , ξk the insertions of the correlator.
The FJRW invariants induce various structures on HW . The pairing 〈, 〉 and the
primary genus-zero 3-point correlators define a product ⋆ on HW , by
(6) 〈α ⋆ β, γ〉 = 〈α, β, γ〉W0 , where α, β, γ ∈ HW .
This definition makes the pairing Frobenius with respect to ⋆, so that the FJRW ring
(HW , ⋆) is a commutative and associative Frobenius algebra with the unit ⌈1 ; JW ⌋.
The primary genus-zero correlators define a Frobenius manifold structure on HW . Let
B be a set whose elements are a basis for HW . The pre-potential of the Frobenius manifold
is
(7) FFJRW0,W =
∑
k≥3
∑
(ξ1,...,ξk)∈Bk
〈ξ1, . . . , ξk〉Wg
tξ1 . . . tξk
k!
.
The Frobenius manifold pre-potential encodes the genus-0 data of the FJRW theory of
(W,G). The FJRW invariants of all genera are encoded in the total FJRW potential total
ancestor FJRW-potential
A FJRWW = exp
∑
g≥0
~g−1
∑
k≥0
〈ξi1ψl11 , . . . , ξikψlkk 〉Wg
ti1,l1 . . . tik,lk
k!
 .
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2.1.4. Properties of the A-model. Several properties of FJRW theory will be useful in our
proof of Landau-Ginzburg mirror symmetry. First, the following theorem tells us how
the FJRW theory of W behaves when W = W1 ⊕ W2 is a disjoint sum of the atomic
polynomials in Theorem 2.1. In this case, GW = GW1 ×GW2 .
Theorem 2.2 ([13], Theorem 4.2.2). Let W1 and W2 be invertible polynomials with no
variables in common. Then as Frobenius algebras,
HW1 ⊗HW2 ∼= HW1⊕W2
via the isomorphism (⌈m ; γ⌋, ⌈n ; δ⌋) 7→ ⌈mn ; γδ⌋. Moreover,
ΛW1⊕W2g,k (⌈m1n1 ; γ1δ1⌋, . . . , ⌈mknk ; γkδk⌋)
= ΛW1g,k (⌈m1 ; γ1⌋, . . . , ⌈mk ; γk⌋) ΛW2g,k (⌈n1 ; δ1⌋, . . . , ⌈nk ; δk⌋).
Remark 2.3. The LG mirror symmetry conjecture 1.1 is known for A1-singularity W =
x2. Also if W = x2 then HW = C. Theorem 2.2 implies that for any invertible polynomial
W , the FJRW theory is invariant under the stabilization W →W ⊕ y2. Because of these
facts, from now on, we will assume a ≥ 3 for the Fermat polynomial xa.
Second, certain vanishing properties of the FJRW correlators will be critical when we
reconstruct the pre-potential in (7). In the A-model, these come from two of the so-called
correlator “axioms”, which are summarized in the following proposition.
Proposition 2.4 ([13], Proposition 2.2.8 and Theorem 4.1.8). Let ξi ∈ Hγi and let Θ(j)γi
be the j-th phase of γi ∈ GW . If 〈ξ1, . . . , ξk〉W0 6= 0, then the following equalities hold:
k∑
i=1
degW (ξi) = cˆW + k − 3.(8)
lj := qj(k − 2)−
k∑
i=1
Θγij ∈ Z for j = 1, · · · , N.(9)
Formula (8) is called the Dimension Axiom because it is a consequence of the degree
of the class ΛW0 (ξ1, . . . , ξk). Formula (9) is called the Integer Degree Axiom because lj
is the degree of the line bundle ρ∗Lj on the underlying coarse curve, when that curve is
smooth. Formula (9) follows from the fact that line bundles must have integer degrees,
so if lj 6∈ Z then the corresponding component of W0,k is empty. We call lj the jth line
bundle degree of 〈ξ1, . . . , ξk〉W0 .
Remark 2.5. One useful application of formula (9) is due to Krawitz: if the correlator
〈ξ1, ξ2, ξ3〉W0 is nonzero and ξi ∈ Hγi , then γ3 = JW (γ1γ2)−1. Then from (6) and the
definition of the pairing, ξ1 ⋆ ξ2 ∈ Hγ1γ2J−1W .
In the remainder of this paper, we will only use primary genus-zero correlators, so we
will drop the genus-subscript g from the correlator notation. Moreover, when context
makes the polynomial clear we will suppress W , writing a genus-0 A-model correlator as
〈ξ1, . . . , ξk〉.
2.2. B-model: Saito-Givental theory. In this section, we follow the B-model con-
vention and use f for a quasihomogeneous polynomial with isolated singularity at the
origin:
f(λp1x1, · · · , λpNxN ) = λf(x1, · · · , xN ).
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Outside of this section, f ≡W T , and pi ≡ qTi is the weight of xi in W T .
The central charge of f is cˆf =
∑
i(1− 2pi). We will always let dNx ≡ dx1 ∧ · · · ∧ dxN .
The Frobenius algebra structure of the B-model is simply Jac(f) with the grading
coming from the quasihomogeneous weights, equipped with the residue pairing. Note
that Jac(f1 ⊕ f2) = Jac(f1)⊗ Jac(f2) (compare Theorem 2.2).
The genus zero invariants (or the Frobenius manifold structure) are induced from Saito’s
theory of primitive forms [43]. Since the Frobenius manifold is generically semisimple,
the higher genus invariants are given by the famous Givental-Teleman formula [20,49].
2.2.1. Saito’s triplet for primitive forms: Brieskorn lattice, higher residue pairing and the
good basis. Here we review the basics of Saito’s theory of primitive forms. Because we
wish to prove Conjecture 1.1, we will only discuss the theory for quasihomogeneous f .
See [43,47,48] for discussions of arbitrary isolated singularities.
Let Ωk
CN ,0
be the space of germs of holomorphic k-forms at the origin in CN . Define
H(0)f = ΩNCN ,0JzK/(df ∧+zd)ΩN−1CN ,0
which is a formally completed version of the Brieskorn lattice associated to f (see [44]).
Here z is a formal variable. There exists a natural semi-infinite Hodge filtration on H(0)f
given by H(−k)f := zkH(0)f such that
H(−k)f /H(−k−1)f ≃ Ωf , where Ωf := ΩNCN ,0/df ∧ ΩN−1CN ,0.
We define a natural Q-grading, or weight, on Jac(f), onH(0)f , and on Ωf which is generated
by
(10) wt(xi) = q
T
i , wt(dxi) = q
T
i , wt(z) = 1.
For a homogeneous element of the form η = zkφ(xi)d
Nx, we have
wt(η) = wt(φ) + k +
N∑
i=1
qTi .
In [44], K. Saito constructs a higher residue pairing Kf : H(0)f ⊗ H(0)f → zNC[[z]]
satisfying the following properties.
(1) Kf is equivariant with respect to the Q-grading, i.e.,
wt(Kf (α, β)) = wt(α) + wt(β)
for homogeneous elements α, β ∈ H(0)f .
(2) Kf (α, β) = (−1)NKf (β, α), where the bar operator takes z → −z.
(3) Kf (v(z)α, β) = Kf (α, v(−z)β) = v(z)Kf (α, β) for v(z) ∈ C[[z]].
(4) The leading z-order of Kf defines a pairing
H(0)f /zH(0)f ⊗H(0)f /zH(0)f → C, α⊗ β 7→ limz→0 z
−NKf (α, β)
which coincides with the usual residue pairing Ωf ⊗ Ωf → C.
The last property implies that Kf defines a semi-infinite extension of the residue pairing,
which explains the name “higher residue”. Following [43], we define a good section and a
good basis for f .
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Definition 2.6 (Good basis). A good section σ is a splitting of the projection H(0)f → Ωf ,
σ : Ωf →H(0)f ,
such that σ preserves the Q-grading, and Kf (Im(σ), Im(σ)) ⊂ zNC. A basis of the image
Im(σ) of a good section σ is a good basis of H(0)f (or f).
Equivalently, a good basis consists of homogeneous elements {ηα} ⊂ H(0)f such that
{ηα} represents a basis of Ωf and Kf (ηα, ηβ) ∈ zNC for all α and β.
Example 2.7. The ADE singularities are those for which cˆf < 1. For these singularities
any homogeneous basis of Ωf is a good basis, and any two such choices are “equivalent”
(i.e. there exists a unique good section) [43].
Proposition 2.8. Let f(x,y) = f1(x)⊕ f2(y) be the disjoint sum of two isolated quasi-
homogeneous singularities, where x = {x1, · · · , xN1} and y = {y1, · · · , yN2}. If {ηi(x)}i∈I
and {ϕα(y)}α∈A are good bases of H(0)f1 and H
(0)
f2
respectively, then {ηi(x)ϕα(y)}(i,α)∈I×A
is a good basis of H(0)f .
Proof. It follows from the construction of the higher residue pairing in [44] that
Kf (ηi(x)ϕα(y), ηj(x)ϕβ(y)) = ±Kf1(ηi(x), ηj(x))Kf2(ϕα(y), ϕβ(y)).
The proposition is a direct consequence of this equality. 
A good basis is not unique in general. Landau-Ginzburg mirror symmetry favors a
particular choice of good basis, which we call the standard basis. This basis was used by
Krawitz in [27] to describe the mirror map between Frobenius algebras. We define the
standard basis for an atomic polynomial below, and we get a basis for a general invertible
polynomial with Proposition 2.8.
In this definition and later, we use φf to denote the element of the standard basis that
spans the 1-dimensional subspace of Jac(f) of highest degree. It is a fact that wt(φf ) = cˆf .
Definition 2.9. The standard basis of an atomic polynomial f is {φα}µα=1, where µ =
dimC Jac(f), φµ = φf , and the monomials φα are defined as follows.
• If f = xa is a Fermat, then {φα} = {xr | 0 ≤ r ≤ a− 2} and φf = xa−2.
• If f = xa11 + x1xa22 + · · ·+ xN−1xaNN is a chain, then
{φα} =
{
N∏
i=1
xrii
}
r
and φf = x
aN−2
N
N−1∏
i=1
xai−1i ,
where r = (r1, · · · , rN ) with ri ≤ ai − 1 for all i and r is not of the form
(∗, · · · , ∗, k, aN−2l − 1, · · · , 0, aN−2 − 1, 0, aN − 1) with k ≥ 1.
• If f = xa11 xN + x1xa22 + · · ·+ xN−1xaNN is a loop, then
{φα} =
{
N∏
i=1
xrii
∣∣∣∣∣ 0 ≤ ri < ai
}
and φf =
N∏
i=1
xai−1i .
Because we are interested in mirror symmetry, the forms here are dual to the forms in
Theorem 2.1 See Example 2.13 for further clarification.
Theorem 2.10. The standard basis in Definition 2.9 is a good basis of f .
This theorem will be proved in Section 4.1.
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Definition 2.11. We define the normalized residue R˜es on Jac(f) by setting R˜es(φf ) = 1.
It induces a pairing η on Jac(f) defined by ηαβ = R˜es(φαφβ).
As shown in [43], a good basis of f gives rise to a primitive form, which is a certain
family of holomorphic volume forms with respect to a universal unfolding of f . The
primitive form induces a Frobenius manifold structure on Jac(f) (which was called a flat
structure in [43]). We will not give the precise definition of primitive form here. Instead,
we present a perturbative description developed in [30, 31] which is a formal solution of
the Riemann-Hilbert-Birkhoff problem described in [43]. We also use the perturbative
description of the primitive form to compute the invariants of our Landau-Ginzburg B-
model.
2.2.2. A perturbative formula. Given a polynomial g(x), we will denote [g(x)dNx] its
class in H(0)f in this section. Let polynomials {φα} represent a basis of Jac(f) such that
{[φαdNx]} is a good basis for H(0)f .
Let B denote the subspace spanC{[φαdNx]} of H(0)f , and Hf = H(0)f ⊗CJzK C((z)) be
the Laurent extension. Then
H(0)f = BJzK and Hf = B((z)).
Let s = {sα} be the linear coordinates on Jac(f) dual to the basis {φα}, so the coordinates
s parametrize a local universal deformation F = f+
∑
α sαφα of f . The following formula
gives a perturbative way to compute the associated primitive form.
Theorem 2.12 ([31], Theorem 3.7). There is a unique pair (ζ,J ) with ζ ∈ BJzKJsK and
J ∈ [dNx] + z−1B[z−1]JsK such that
(11) e(F−f)/zζ(z, s) = J in Hf JsK.
Here B[z−1]JsK is formal power series in s valued in B[z−1].
Furthermore, ζ is the series expansion in s of the primitive form associated to the
good basis B, and J plays the role of the FJRW J-function in the following sense. By
Theorem 2.12, we may write
(12) J =
[
dNx
(
1 + z−1
∑
α
J α−1φα + z
−2
∑
α
J α−2φα + . . .
)]
.
Let
(13) tα(s) = J
α
−1(s) ∈ CJsK.
We call t = {tα} the flat coordinates for Jac(f). In fact
(14) tα = sα +O(s2),
and we may write each sα as a function of t. Then in terms of the flat coordinates, the
Frobenius manifold prepotential FSG0,f,ζ associated to the primitive form ζ satisfies
(15) ∂tαFSG0,f,ζ(t) =
∑
β
ηα,βJ
β
−2(t)
where η is the matrix in Definition 2.11. The B-model correlators are defined via
(16) 〈φα1 , . . . , φαk〉 =
∂kFSG0,f,ζ
∂ta1 . . . ∂tak
(0).
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The proof of Theorem 2.12 in [31] outlines an algorithm for recursively solving ζ and
J as follows. Let ζ(≤k) be the k-th Taylor expansion in terms of s. To zeroth order (in
s), equation (11) is
ζ(≤0) = [d
Nx] + z−1B[z−1].
Because ζ has only positive powers of z, this is uniquely solved by ζ(≤0) = [d
Nx]. Suppose
we have solved for ζ(≤k), which satisfies
e(F−f)/zζ(≤k) ∈ [dNx] + z−1B[z−1]JsK modulo sk+1.
Let Rk+1 be the (k + 1)
th-order component of e(F−f)/zζ(≤k). Let Rk+1 = R
+
k+1 + R
−
k+1
where R+k+1 is the part with nonnegative powers of z. Then ζ(≤k+1) = ζ(≤k) − R+k+1
uniquely solves Equation (11) up to order k + 1 in s.
2.2.3. B-model Saito-Givental potential. Saito’s theory of primitive forms gives the genus
zero invariants (see Formula (16)) in the LG B-model. For higher genus, Givental [20]
proposed a remarkable formula for the total ancestor potential of a semi-simple Frobenius
manifold. The uniqueness of Givental’s formula was established by Teleman [49]. Accord-
ing to the work of Milanov [37], the total ancestor potential can be extended uniquely to
the origin, which is a nonsemisimple point we are interested in.
Saito’s genus zero theory together with the total ancestor potential is now referred to
as the Saito-Givental theory of a singularity. We will call the extended total ancestor po-
tential at the origin a Saito-Givental potential and denote it by A SGf,ζ , where the subscript
ζ shows its dependence on the chosen primitive form ζ.
2.3. Krawitz’s mirror map. Recall that given an invertible polynomial
W =
N∑
i=1
N∏
j=1
x
aij
j ,
its exponent matrix is EW := (aij)N×N , and the mirror polynomial (also called the trans-
pose polynomial) W T is defined by EWT = (EW )
T , so
W T =
N∑
j=1
N∏
i=1
x
aij
i .
The inverse matrix E−1W plays an important role in the mirror map constructed by Krawitz
in [27]. Let us write
(17) E−1W =
 ρ
(1)
1 · · · ρ(1)N
...
...
...
ρ
(N)
1 · · · ρ(N)N
 ,
and define
ρj :=
(
exp(2π
√−1ρ(1)j ), . . . , exp(2π
√−1ρ(N)j )
)
,
ρTj :=
(
exp(2π
√−1ρ(j)1 ), . . . , exp(2π
√−1ρ(j)N )
)
.
According to [27], the group GW is generated by {ρj}Nj=1 and GWT is generated by
{ρTj }Nj=1. Recall qj is the weight of xj in W . Let qTj be the weight of xj in W T . We
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remark that
(18) qj =
N∑
i=1
ρ
(j)
i and q
T
j =
N∑
i=1
ρ
(i)
j .
Example 2.13. The transpose of the chain polynomial in Theorem 2.1 is xa11 + x1x
a2
2 +
· · ·+ xN−1xaNN . The transpose of the loop polynomial is xa11 xN + xa22 x1 + · · ·+ xN−1xaNN .
The next theorem defines Krawitz’s mirror map. Its proof consists of Theorems 2.4
and Theorem 3.1 in [27], Theorem 2.3 in [1], and Remark 2.5.
Theorem 2.14 ([27], Krawitz’s mirror map). Let W be an invertible polynomial with no
chain variables of weight 1/2. Then the ring homomorphism Ψ : Jac(W T ) → (HW , ⋆)
generated by
(19)
Ψ(xi) =
{ ⌈xi ; 1⌋, if xi is a variable in a 2-variable loop summand with ai = 2,
⌈1 ; ρi · JW ⌋, otherwise.
is a degree-preserving isomorphism of Frobenius algebras, in the sense that wt(φ) =
degW (Ψ(φ)) for every monomial φ ∈ Jac(W T ). Furthermore,
(20) Ψ
 N∏
j=1
x
αj
j
 ∈ Hγ where γ = N∏
j=1
ρ
αj+1
j =
 N∏
j=1
ρ
αj
j
 JW .
We will call Ψ “Krawitz’s mirror map”, or simply “the mirror map.” In this paper,
we show that by appropriate rescaling3, Krawitz’s mirror map identifies the FJRW and
Saito-Givental potentials of all genus, proving mirror symmetry. From now on, for any
monomial φ ∈ Jac(W T ), we will use the following notation for the degree:
(21) deg(Ψ(φ)) = degW (Ψ(φ)) and deg(φ) = wt(φ).
Remark 2.15. When W =
⊕
j Wj, both the A and the B-model Frobenius algebras
decompose as tensor products of the Frobenius algebras of the Wj , and in this case the
mirror map is a tensor product of mirror maps.
3. Main results
The main result of this paper is Theorem 1.2, which can be more precisely stated as
Theorem 3.1 (Landau-Ginzburg Mirror Symmetry Theorem). Let W be an invertible
polynomial with no chain variables of weight 1/2. Then there exists a primitive form ζ
of W T such that the Krawitz isomorphism Jac(W T ) ∼= HW identifies the Saito-Givental
potential A SG
WT ,ζ
with the FJRW potential A FJRWW .
In fact, it suffices to prove this theorem at the level of Frobenius manifolds, i.e., at genus
zero. This is because in the cases we deal with, the work of Teleman [49] and Milanov
[37] shows that the genus zero data completely determines the higher genus data of the
LG models. Thus, in the remainder of this article, we only need to prove the following
theorem.
3The rescaling consists of Formula (23) and Formula (64).
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Theorem 3.2 (Frobenius Manifold Mirror Symmetry Theorem). Let W be as in Theorem
3.1. There exists an isomorphism between a Frobenius manifold on Jac(W T ) and the
Frobenius manifold on HW . More explicitly, there exists a primitive form ζ of W
T such
that the Krawitz isomorphism Jac(W T ) ∼= HW induces
(22) FSG0,WT ,ζ = FFJRW0,W .
As explained in Section 2.2, a primitive form is associated to a good basis. The good
basis yielding mirror symmetry in Theorem 3.2 is the standard basis of Definition 2.9.
Theorem 3.2 is proved by showing that FSG
0,WT ,ζ
and FFJRW0,W are completely determined
by a handful of 4-point correlators. We then explicitly compute these correlators to show
they differ only by a sign. We may exactly match the potentials by rescaling the primitive
form and the B-model ring generators as in [13, Section 6.5],
(23) xi → (−1)− deg(xi)xi, ζ → (−1)−cˆWT ζ.
Thus, Theorem 3.2 is a consequence of the following theorem.
Theorem 3.3. Let W be an invertible polynomial as described in Theorem 3.1.
(1) Using the pairing, the ring structure, the properties of FJRW theory and Saito-
Givental theory, and WDVV equations, the potentials FFJRW0,W and FSG0,WT ,ζ are
completely determined by the correlators
• 〈xi, xi, xai−2i , φWT 〉 when xi is the variable in a Fermat xaii with ai 6= 2.
• 〈xN , xN , xN−1xaN−2N , φWT 〉 when xN is the last variable of a chain.
• 〈xi, xi, xi−1xai−2i , φWT 〉 when xi is a variable in a loop.
Here we use B-model notation, and φWT is the element in Jac(W
T ) of highest
degree, normalized as in Definition 2.9. The A-model correlators are obtained by
mapping the insertions via Krawitz’s mirror map in Theorem 2.14.
(2) The values of these correlators are qi on the A-side.
(3) The values of these correlators are −qi on the B-side.
Remark 3.4. The correlators in Theorem 3.3 may be described as 〈xi, xi, Mi/x2i , φWT 〉
where W T =
∑
iMi and Mi =
∏N
j=1 x
aij
j is any monomial of a Fermat or loop summand,
or the final monomial of a chain summand. Here we define Mi/x
2
i :=
∏N
j=1 x
aij−2δij
j .
Similar notation will be used throughout the paper. Such a formulation of correlators and
their values was first discovered for simple elliptic singularities in [38] and then verified
for exceptional unimodular singularities in [31].
Remark 3.5. When W contains a chain summand xa11 x2+x
a2
2 x3+· · ·+xaNN with aN = 2,
we show that the B-model statements in Theorem 3.3 hold. If we further know that the
Frobenius algebra structures on HW and Jac(W
T ) coincide, and that part (2) of Theorem
3.3 hold in A-model, then Conjecture 1.1 will follow. Two such examples for Z13,W13 of
exceptional unimodular singularities are established in this way in [31].
4. Reconstruction I
In this section, we introduce some tools for the proof of Part (1) of Theorem 3.3, which
we will finish in Section 6. More explicitly, we will use the symmetries of an invertible
polynomial to prove Theorem 2.10 and establish the Dimension Axiom and Integer Degree
Axiom in the B-model (Lemma 4.1). Then we will introduce the key lemma that turns the
WDVV equations into a powerful tool for reconstructing genus zero potentials. Finally,
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we will completely reconstruct an arbitrary sum of Fermat polynomials as an example of
our proof strategy in the general case.
4.1. Good basis of invertible polynomials. In this subsection we prove Theorem
2.10. As a consequence, we obtain a Frobenius manifold structure on the base space of
the universal unfolding of the corresponding singularity. This structure can be computed
perturbatively as described in Section 2.2.2, furnishing the genus zero data in the B-
model. We will adopt the same notation as in Section 2.2 and write f instead of W T for
the mirror polynomial.
We only need to prove Theorem 2.10 for chains and loops, since Fermat polynomials
are the A-type singularities discussed in Example 2.7. We will use the following notation:
(1) If g(x) is a polynomial, [g]f will denote the class in H(0)f represented by g(x)dNx.
(2) The linear coordinates on CN are x1, · · · , xN and xN+k ≡ xk.
In the notation of Section 2.3, the inverse of the exponent matrix of f =W T is
E−1f = (E
−1
W )
T =
 ρ
(1)
1 ρ
(2)
1 · · · ρ(N)1
...
...
. . .
...
ρ
(1)
N ρ
(2)
N · · · ρ(N)N
 .
Let ρTj be the linear transformation
ρTj · xi = exp(2π
√−1ρ(j)i )xi.
This transformation preserves f ; that is, ρTj · f = f, for all j. Hence ρTj induces an action
on the Brieskorn lattice
ρTj : H(0)f →H(0)f .
Moreover, it is easy to see that the higher residue pairing Kf is ρ
T
j -invariant. These
symmetries are enough to prove that the standard basis is a good basis.
Let xr11 · · · xrNN and x
r′1
1 · · · x
r′N
N be monomials in the standard basis for either the chain
or loop type. Let
(m1, · · · ,mN ) = (r1 + r′1, · · · , rN + r′N ).
The ρTj -invariance of Kf implies the integral conditions
N∑
i=1
(mi + 2)ρ
(j)
i = ki ∈ Z, for all j
(the extra 2 comes from two copies of dNx). This is equivalent to
(24) (k1, k2, · · · , kN )Ef = (m1 + 2,m2 + 2, · · · ,mN + 2).
The remainder of the proof splits into two cases, corresponding to the possible types of
f .
The chain case. Let f = xa11 + x1x
a2
2 + · · · + xN−1xaNN . The exponent matrix has the
form
Ef =

a1
1 a2
. . .
. . .
aN−1
1 aN
 .
LANDAU-GINZBURG MIRROR SYMMETRY CONJECTURE 15
Equation (24) in this case becomes
m1 = k1a1+k2−2, m2 = k2a2+k3−2, . . . , mN−1 = kN−1aN−1+kN−2, mN = kNaN−2
where 0 ≤ mi ≤ 2ai − 2 and the ki are integers. We investigate possible values for the ki
and mi . This analysis is easiest if we begin by tracing all possible values of ki back from
kN . The only possibilities are
(1) (k1, · · · , kN ) = (1, 1, · · · , 1).
(2) (k1, · · · , kN ) = (1, · · · , 1, 0, 2, · · · , 0, 2).
(3) (k1, · · · , kN ) = (1, · · · , 1, 2, 0, 2, · · · , 0, 2).
In case (3), we have
(m1, · · · ,mN ) = (a1−1, · · · , aN−2l−2−1, aN−2l−1, 2aN−2l−2, · · · , 0, 2aN−2−2, 0, 2aN−2).
This can not appear if both xr11 · · · xrNN and x
r′1
1 · · · x
r′N
N are in the standard basis. For cases
(1) and (2), we check directly that
deg(xm11 · · · xmNN ) = deg(xr11 · · · xrNN ) + deg(x
r′1
1 · · · x
r′
N
N ) = cˆf .
Since Kf preserves the Q-grading, we have
degKf ([x
r1
1 · · · xrNN ]f , [x
r′1
1 · · · x
r′
N
N ]f ) = deg(x
r1
1 · · · xrNN ) + deg(x
r′1
1 · · · x
r′
N
N ) + 2
∑
i
qi = N.
It follows that Kf ([x
r1
1 · · · xrNN ]f , [x
r′1
1 · · · x
r′
N
N ]f ) lies in z
NC.
The loop case. Let f = xa11 xN + x1x
a2
2 + · · · + xN−1xaNN . The exponent matrix of f is
Ef =

a1 1
1 a2
. . .
. . .
aN−1
1 aN
 .
With the convention k1 ≡ kN+1, equation (24) above implies
(25) mi + 2 = kiai + ki+1, i = 1, · · · , N.
Let hi = ki − 1 for each i. Equation (25) becomes
mi + 2 = (hi + 1)ai + hi+1 + 1.
Since 0 ≤ mi ≤ 2ai − 2, we get
(26) 1− ai ≤ hiai + hi+1 ≤ ai − 1, i = 1, · · · , N.
If there is some hi+1 = 0, then the above equation implies hi = 0, and recursively,
(h1, · · · , hN ) = (0, 0, · · · , 0).
Otherwise, we can assume none of the hi is zero. There are two situations. Either there
is one hi with |hi| = 1 or all |hi| ≥ 2. For the first case, we assume some hi+1 = ±1. Since
hi 6= 0 by assumption, the inequality (26) implies hi = ∓1. We can repeat this process
and get the following solution when N is an even number:
(h1, · · · , hN ) = (±1,∓1, · · · ,±1,∓1).
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Finally we prove it is impossible to have all |hi| ≥ 2. Equation (26) implies
(27) − 1 + 1− hi+1
ai
≤ hi ≤ 1− 1 + hi+1
ai
.
If all |hi+1| ≥ 2, this implies
(28) |hi| < |hi+1|.
In fact, if hi+1 ≥ 2, then the RHS of inequality (27) implies hi < 1. By assumption, we
know hi ≤ −2. However, since
−hi+1 < −1 + 1− hi+1
ai
,
inequality (28) follows from the LHS of (27). A similar argument works for hi+1 ≤ −2.
We repeat this process and we find
|hi| = |hi+N | < · · · < |hi+1| < |hi|,
which is impossible. Thus the only possibilities for the ki’s are
(1) (k1, · · · , kN ) = (1, 1, · · · , 1), and
(2) (k1, · · · , kN ) = (1± 1, 1 ∓ 1, · · · , 1± 1, 1∓ 1), if N is even.
In each case, again we have
deg(xm11 · · · xmNN ) = deg(xr11 · · · xrNN ) + deg(x
r′1
1 · · · x
r′
N
N ) = cˆf .
By the same degree reason as in the chain case, we know Kf ([x
r1
1 · · · xrNN ]f , [x
r′1
1 · · · x
r′N
N ]f )
lies in zNC.
4.2. Vanishing conditions in B-model. We will now prove the B-model properties
that are the analogs of the Dimension Axiom (8) and Integer Degrees Axiom (9) on the
A-side. These give us vanishing conditions for B-model correlators which we will later use
to reconstruct the potential FSG
0,WT ,ζ
.
Lemma 4.1. Let Ψ be Krawitz’s mirror map (Theorem 2.14). The A-model correlator
(29) Ψ(X) =
〈
Ψ
(
N∏
i=1
x
e1,i
i
)
, . . . ,Ψ
(
N∏
i=1
x
ek,i
i
) 〉
satisfies the Dimension Axiom (8) if and only if
(30)
k∑
ν=1
deg
(
N∏
i=1
x
eν,i
i
)
= cˆWT + k − 3,
and Ψ(X) satisfies the Integer Degrees Axiom (9) if and only if
(31) − 2qj −
k∑
ν=1
N∑
i=1
ρ
(j)
i eν,i ∈ Z for j = 1, . . . , N.
Moreover, if the B-model correlator
X :=
〈
N∏
i=1
x
e1,i
i , . . . ,
N∏
i=1
x
ek,i
i
〉
is nonzero, then both (30) and (31) hold.
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Proof. The equivalence of (8) and (30) follows from the fact that Ψ is degree-preserving
(Theorem 2.14) and cˆW = cˆWT . Also from Theorem 2.14 we know
Ψ
(
N∏
i=1
x
eν,i
i
)
∈ Hγ and γ =
(
N∏
i=1
ρ
eν,i
i
)
JW .
By directly calculating the quantity lj in (9) using (18) and (5), we get
lj ≡ qj(k − 2)−
k∑
ν=1
(
N∑
i=1
ρ
(j)
i eν,i + qj
)
mod Z, for j = 1, . . . N.
This is exactly Equation (31).
Now assume X 6= 0. Then (30) holds because the potential FSG
0,WT ,ζ
has eigenvalue
cˆWT − 3 with respect to the Euler vector field
∑µ
α=1(1 − deg(φα))sα ∂∂sα . This well-
known fact also follows explicitly from the perturbative formula (11) which respects the
Q-grading.
Finally, we prove that if X 6= 0 then (31) holds. To do so we introduce a GWT -action
on the B-model. Since GWT is generated by {ρTj }Nj=1, it suffices to define each ρTj -action
as follows.
ρTj · xi = exp(2π
√−1ρ(j)i )xi, ρTj · z = z, ρTj · sα = c−1α sα.
where cα is the nonzero constant such that
ρTj · φα = cαφα.
We can check that the action of ρTj is compatible with the relations
(32)
∂f
∂xi
gdNx = −z ∂g
∂xi
dNx in H(0)f
for each monomial g in C[x1, . . . xN ]. Thus the perturbative formula (11) shows that f,
F , ζ, and J are all invariant under the GWT -action.
Furthermore, according to (12) and (13), ρTj acts on tα by a factor of c
−1
α . Each ρ
T
j
acts on the ν-th insertion of X by
ρTj ·
N∏
i=1
x
eν,i
i = exp
(
2π
√−1
N∑
i=1
ρ
(j)
i eν,i
)
N∏
i=1
x
eν,i
i .
Therefore ρTj acts on the corresponding monomial in the prepotential (16) by a factor of
exp
(
−2π√−1
k∑
ν=1
N∑
i=1
ρ
(j)
i eν,i
)
.
On the other hand, the (higher) residue pairing is invariant under the ρTj -action. Since
ρTj · dNx = exp(2π
√−1qj)dNx by (18), it follows that the pairing
Kf (φαd
Nx, φβd
Nx)
is zero unless cαcβ = exp(−4π
√−1qj). Then (15) implies
ρTj · FSG0,f,ζ(t) = exp(4π
√−1qj)FSG0,f,ζ(t).
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Matching the above two factors, we find
exp
(
−2π√−1
k∑
ν=1
N∑
i=1
ρ
(j)
i eν,i
)
= exp(4π
√−1qj).
This is exactly (31). 
4.3. A reconstruction lemma from WDVV. We introduce a powerful reconstruction
lemma that follows from the WDVV equations. The statement of this lemma requires
the following definition.
Definition 4.2. We say that an element ξ or HW is primitive if whenever ξ = ξ1 ⋆ ξ2,
either deg(ξ1) = 0 or deg(ξ2) = 0.
It is easy to see that for Jac(W T ), the set of primitive elements is a subset of {x1, . . . , xN}.
By mirror symmetry, the set of primitive elements in HW is a subset of {Ψ(x1), . . . ,Ψ(xN )}.
The next lemma says that the prepotential F0 in each theory is completely determined
by correlators with mostly primitive insertions.
Lemma 4.3 ([13], Lemma 6.2.6). A k-point correlator 〈ξ1, . . . , ξk−3, α, β, ǫ ⋆ φ〉 satisfies
〈ξ1, . . . , ξk−3, γ, δ, ǫ ⋆ φ〉 =〈ξ1, . . . , ξk−3, γ, ǫ, δ ⋆ φ〉+ 〈ξ1, . . . , ξk−3, γ ⋆ ǫ, δ, φ〉
− 〈ξ1, . . . , ξk−3, γ ⋆ δ, ǫ, φ〉 + S(33)
where S is a linear combination of correlators with fewer than k insertions. If k = 4, then
there are no such terms in the equation, i.e., S = 0. In addition, the k-point correlators
are uniquely determined by the pairing, the three-point correlators, and by correlators of
the form 〈ξ1, . . . ξn〉 with n < k where ξi is primitive for i ≤ n− 2.
Since the proof of Lemma 4.3 uses only the WDVV equations, it holds for both FSG
0,WT ,ζ
and FFJRW0,W . This lemma implies that to compare FSG0,WT ,ζ and FFJRW0,W , it suffices to
compare correlators of the form
(34) X = 〈xN , . . . , xN , xN−1, . . . , xN−1, . . . , x1, . . . , x1, α, β〉, α, β ∈ Jac(W T ).
Here we are using B-side notation; the corresponding A-model correlator is
〈Ψ(xN ), . . . ,Ψ(xN ),Ψ(xN−1), . . . ,Ψ(xN−1), . . . ,Ψ(x1), . . . ,Ψ(x1),Ψ(α),Ψ(β)〉.
The indicies of the primitive inserstions (including α and β if they are primitive) in the
correlator X in (34) are arranged in decreasing order.
In the remainder of this paper, we will apply the vanishing conditions of Lemma 4.1 to
correlators of the form (34). In this context, let
α =
N∏
i=1
x
mXi
i , β =
N∏
i=1
x
nXi
i ,
and let ℓXi be the number of insertions in X equal to xi, ignoring α and β. Thus
N∑
i=1
ℓXi = k − 2.
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Now let bXi be the real numbers defined by the equation
(35)
 b
X
1
...
bXN
 := E−1W
 ℓ
X
1 +m
X
1 + n
X
1 + 2
...
ℓXN +m
X
N + n
X
N + 2
 ,
and let
(36) KXi = ℓ
X
i − bXi + 1.
When there is no possibility of confusion, we will drop the superscript X from the
notation.
When we apply Lemma 4.1 to X, we produce the following lemma.
Lemma 4.4. Any nonvanishing A- or B-model correlator of the form in (34) can be
written so it satisfies the following properties:
(P1). All the numbers Ki are integers, i,e.,
(37) Ki ∈ Z.
(P2). The following equation holds:
(38)
N∑
i=1
Ki = 1.
(P3). The maximum values for mi and ni are as follows:
• ai − 2 if W is a Fermat polynomial,
• ai − 1 for a chain summand xa11 xN + x1xa22 + · · ·+ xN−1xaNN in W T , subject
to the additional condition that both (m1,m2, . . . ,mN ) and (n1, n2, . . . , nN )
are not of the form (a1 − 1, 0, a3 − 1, . . . , 0, aN−2 − 1, 0, aN − 1) with N odd
or (. . . , k, aN−2l − 1, 0, . . . , 0, aN−2 − 1, 0, aN − 1) with k ≥ 1,
• ai − 1 for a loop summand xa11 + x1xa22 + · · ·+ xN−1xaNN in W T .
Proof. Let X be a nonvanishing correlator of the form in (34). After we write the inser-
tions of X in the standard basis, this correlator satisfies (P3).
We will prove (P1) and (P2) for the B-model only. The same proof works for the
A-model because the A-model Axioms (8) and (9) correspond to the B-model vanishing
conditions by Lemma 4.1.
Since X is as in (34), in the context of Lemma 4.1 we have
(39) eν,i =

νi ν = k − 1
ni ν = k
1 ℓ1 + · · ·+ ℓi−1 + 1 ≤ ν ≤ ℓ1 + · · ·+ ℓi
0 otherwise.
First we will show that (P1) is equivalent to the Integer Degrees Axiom. On the B-side,
this axiom says that X is zero unless
−2qj −
k∑
ν=1
N∑
i=1
ρ
(j)
i eν,i ∈ Z, for j = 1, . . . , N.
Then using (18) and (39), we have
−2qj −
k∑
ν=1
N∑
i−1
ρ
(j)
i eν,i = −2
N∑
i=1
ρ
(j)
i −
N∑
i=1
ρ
(j)
i ℓi −
N∑
i=1
ρ
(j)
i mi −
N∑
i=1
ρ
(j)
i ni = −bj.
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The last equality follows from (35). So X satisfies the Integer Degrees Axiom if and only
if bj ∈ Z for all j, which is true if and only if Kj ∈ Z for all j.
Next we derive (P2) from the Dimension Axiom. Let qTi be the i
th weight ofW T . Then
by (30), the correlator X vanishes unless
(40)
k∑
ν=1
N∑
i=1
qTi eν,i =
N∑
i=1
(1− 2qTi ) +
N∑
i=1
ℓi − 1.
According to Equation (39), the left hand side of (40) is
N∑
i=1
ℓiq
T
i +
N∑
i=1
miq
T
i +
N∑
i=1
niq
T
i .
This implies
1 =
N∑
i=1
(ℓi − (ℓi +mi + ni + 2)qTi + 1) =
N∑
i=1
Ki.
Here the last equality uses (18), (35), and (36). 
Lemmas 4.3 and 4.4 tell us when correlators are in a particularly nice form. We make
this precise with the following definition.
Definition 4.5. A genus-0 correlator is of type X−1 if
(1) it has at least four insertions,
(2) it is in the form of (34), and
(3) it satisfies properties (P1), (P2), and (P3) in Lemma 4.4.
Because Krawitz’s mirror map matches the pairing and the 3-point correlators, to
compare FFJRW0,W and FSG0,WT ,ζ it suffices to compare correlators of type X−1.
4.4. A warm up example: the Fermat polynomial. In this section we prove Part
(1) of Theorem 3.3 in the special case whereW = xa11 +x
a2
2 + . . .+x
aN
N is a sum of Fermat
polynomials, as a way to illustrate our general proof strategy. According to Remark 2.3,
we can assume ai > 2 for all i.
First, we reduce the reconstruction problem to the summands of W . We only need to
consider correlators of type X−1.
Lemma 4.6. Let X be a correlator of type X−1. Then there is a unique j ∈ {1, . . . , N}
such that Kj = 1, ℓj ≥ 2 and Ki = ℓi = 0 for i 6= j. Furthermore,
X = 〈xj, xj , xaj−2j α, xaj−2j β〉 for some α, β ∈ Jac(W −Wj).
Proof. By Definition (35), we have
aibi = ℓi +mi + ni + 2 for each i.
Then (36) implies
(41) Ki = ℓi − ℓi +mi + ni + 2
ai
+ 1.
Property (P3) in Lemma 4.4 implies that mi + ni ≤ 2ai − 4, so we have
(42) Ki ≥ ℓi
(
1− 1
ai
)
+
2
ai
− 1 > −1.
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Since Ki ∈ Z, we have Ki ≥ 0. Then Property (38) in Lemma 4.4 implies that there is a
unique j ∈ {1, . . . , N} such that KWj = 1 and KWi = 0 for i 6= j.
Moreover, by Equation (42) we know ℓi = 0 for i 6= j. Then since
N∑
i=1
ℓi ≥ 2,
we know ℓj ≥ 2. Furthermore, using (42), we have
Kj ≥ ℓj
(
1− 1
aj
)
+
2
aj
− 1.
Plugging in Kj = 1 it is easy to show that ℓj ≤ 2, so ℓj = 2. Then (41) shows that
mj + nj = 2aj − 4 and the result follows.

Now we complete the proof of Part (1) of Theorem 3.3 in the Fermat case.
Proposition 4.7. Let W = xa11 + x
a2
2 + . . . + x
aN
N be a sum of Fermat polynomials with
all ai > 2. The potentials FFJRW0,W and FSG0,WT ,ζ are completely determined by the Frobenius
algebra structure and the correlators
〈xj , xj, xaj−2j ,
N∏
i=1
xai−2i 〉, j = 1, . . . , N.
Proof. By Lemma 4.6, we only need to reconstruct 〈xj , xj, xaj−2j α, xaj−2β〉 from the
correlator above. Apply the Reconstruction Lemma 4.3 with γ = xj, ǫ = x
aj−2
j , φ = α,
and δ = x
aj−2
j β. Then γǫ and γδ both vanish because they have a factor of x
aj−1
j = 0.
The final correlator (with δφ) is 〈xj , xj , xaj−2j , xaj−2j αβ〉. However, by the Dimension
Axiom in Lemma 4.1, this correlator is nonzero only if deg(αβ) = cˆW − cˆWj . Since
αβ ∈ Jac(W −Wj), up to a constant, we must have
αβ =
∏
i 6=j
xai−2i .

5. Computation
The goal of this section is to compute each of the correlators in Theorem 3.3.
In the A-model side, the most powerful tool is from an orbifold Grothendieck-Riemann-
Roch formula. When the correlator in Theorem 3.3 is concave, then the virtual cycle
can be extracted from a top Chern class (58), which will imply the very useful formula
(59) by [7]. By analyzing the combinatorical aspect of the insertions in the A-model
correlators, we will show that most of them in Theorem 3.3 are concave. There are only
three exceptional families of nonconcave correlators listed in Section 5.1.5. For the first
two families, we use WDVV equations to solve X from concave correlators. For the last
family, we apply a result of Gue´re´ [23].
In the B-model side, the values of the correlators in Theorem 3.3 follow directly from
Li-Li-Saito’s perturbative formula [30].
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5.1. A-model computation: concavity and nonconcavity. We prove Part (2) of
Theorem 3.3.
Proposition 5.1. Let qi be the i
th weight of W and Mi be any monomial of a Fermat or
loop summand, or the final monomial of a chain summand in W T . Then
〈Ψ(xi),Ψ(xi),Ψ(Mi/x2i ),Ψ(φWT )〉W0 = qi.
For notational convenience, in this section we will let θi = Ψ(xi), Si = Ψ(Mi/x
2
i ), and
H = Ψ(φWT ). By the symmetry of a loop polynomial, it suffices to prove Proposition 5.1
for i = N . Thus it suffices to compute the correlator
(43) X = 〈θN , θN , SN ,H〉.
Lemma 5.2. Suppose W =
⊕
Wi and xN is a variable in the summand Wj . Then
〈θN , θN , SN ,Ψ(φWT )〉W0 = 〈θN , θN , SN ,Ψ(φWTj )〉
Wj
0 .
Proof. By Theorem 4.2.2 of [13], we have
ΛW0,4(θN , θN , SN ,Ψ(φWT )) = Λ
Wj
0,4 (θN , θN , SN ,Ψ(φWTj
))
∏
i 6=j
ΛWi0,4(1,1,1,Ψ(φWTi
)).
Here ΛWi0,4(1,1,1,Ψ(φWTi
)) ∈ H0(M0,4), so we treat it as a scalar. By Axiom C4 of
Theorem 4.2.2 in [13], we get
ΛWi0,4(1,1,1,Ψ(φWTi
)) =
∫
M0,3
Λ0,3(1,1,Ψ(φWTi
)) = 〈1,Ψ(φWTi )〉 = 1.

Because of this result, in the remainder of this section we will assume that W is an
atomic polynomial. Before we start the computation, let us state some useful formulas
for each atomic type. Recall that ρ
(i)
j is the (i, j)-th entry of the matrix E
−1
W .
Fermat formulas. Let W = xa. Then i = N = 1, and
(44) q1 = ρ
(1)
1 =
1
a
.
Chain formulas. Let W = xa11 x2 + x
a2x3 + . . . + x
aN−1
N−1 xN + x
aN
N . Then
EW =

a1 1
a2 1
. . .
. . .
aN−1 1
aN
 ,
and
ρ
(i)
j = (−1)j−i
j∏
k=i
1
ak
, j ≥ i;
ρ
(i)
j = 0, j < i.
(45)
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Since qi =
∑N
j=1 ρ
(i)
j , we have
(46) qi =
N∑
j=i
(−1)j−i
j∏
k=i
1
ak
.
Loop formulas. Let W = xa11 x2 + x
a2x3 + . . . + x
aN−1
N−1 xN + x
aN
N x1. Then
EW =

a1 1
a2 1
. . .
. . .
aN−1 1
1 aN
 .
Define
LW =
(
N∏
k=1
ak + (−1)N+1
)−1
.
Then
ρ
(i)
j = (−1)j−i
 N∏
k=j+1
ak
(i−1∏
k=1
ak
)
LW , j ≥ i,
ρ
(i)
j = (−1)N+j−i
 i−1∏
k=j+1
ak
LW , j < i.
(47)
Here we use the convention that an empty product is 1. These formulas lead to the
following expression for the ith weight of W :
(48) qi =
N∑
j=i
(−1)j−i
 N∏
k=j+1
ak
(i−1∏
k=1
ak
)
LW +
i−1∑
j=1
(−1)N+j−i
 i−1∏
k=j+1
ak
LW .
5.1.1. Combinatorial preparation. Let c be an integer such that c ∈ [−2, 2], we define
(49) Yi,c := qi + cρ
(i)
N .
The following results are useful later.
Lemma 5.3. For W = xa11 x2+x
a2
2 x3+. . .+x
aN−1
N−1 xN+x
aN
N with aN > 2, then Yi,c ∈ (0, 1)
except:
• YN,−2 ∈ (−1, 0).
• YN,−1 = 0.
• YN−1,2 = 0 and YN,2 = 1 if aN = 3.
Proof. From (49), (46), and (45), we have
Yi,c =
N∑
j=i
(−1)j−i
j∏
k=i
1
ak
+ c(−1)N−i
N∏
k=i
1
ak
.
If i = N , then
YN,c =
c+ 1
aN
24 WEIQIANG HE, SI LI, YEFENG SHEN, AND RACHEL WEBB
and the result follows since aN > 2. If i < N , then since qi in (46) is an alternating series,
with strictly decreasing absolute value for each term, and since |c| ≤ 2, the result follows
from
0 ≤ (1− 3
aN
)
N−1∏
k=i
1
ak
≤
N−1∏
k=i
1
ak
− (|c|+1)
N∏
k=i
1
ak
≤ Yi,c < 1
ai
+ |c|
N∏
k=i
1
ak
≤ 1
ai
+
2
aiaN
< 1.
Here Yi,c = 0 if and only if the first three three equalities hold. That happens if and only
if aN = 3, c = 2, and i = N − 1. 
Lemma 5.4. Let W = xa11 x2 + x
a2x3 + . . .+ x
aN−1
N−1 xN + x
aN
N x1.
(1) If N − i is odd, then Yi,c ∈ (0, 1) except
• Y1,1 = 0 if N = aN = 2.
• Y1,2 = 0 if N = 2, aN = 3.
• YN−1,2 ∈ (−1, 0) if aN = 2.
(2) If N − i is even, then Yi,c ∈ (0, 1) except
• Y2,1 = 1 if i = N = 2, aN = 2.
• YN,2 = 1 if i = N, aN = 3.
• YN,2 ∈ (1, 2) if i = N, aN = 2.
• YN,c ∈ (−1, 0) if c = −1,−2.
Proof. (1) N − i is odd. In this case, by (47) and (48), we first write Yi,c as
Yi,c =
N−1−i
2∑
r=1
(ai−1+2r − 1)
(
N∏
k=i+2r
ak
)(
i−1∏
k=1
ak
)
LW
+ (aN − (c+ 1))
(
i−1∏
k=1
ak
)
LW
+
⌊ i
2
⌋∑
r=1
(
i−1∏
k=2r
ak −
i−1∏
k=2r+1
ak
)
LW .
(50)
If N = 2, then i = 1 and the result follow from
Y1,c = (aN − (c+ 1)) LW .
If N > 2, then the sum of first and third line on the RHS of Equation (50) is strictly
positive. We know Yi,c > 0 as long as the second line is non-negative or the first line is
non-zero. Thus Yi,c < 0 only if
c = aN = 2 and i = N − 1.
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In order to prove the other side of the inequality, if i < N − 1, we rewrite Yi,c as
Yi,c =
(
N∏
k=i+1
ak
)(
i−1∏
k=1
ak
)
LW
−
N−3−i
2∑
r=1
(ai+2r − 1)
(
N∏
k=i+2r+1
ak
)(
i−1∏
k=1
ak
)
LW
− (aN−1aN − (aN − c))
(
i−1∏
k=1
ak
)
LW
−
⌊ i
2
⌋∑
r=1
(
i−1∏
k=2r−1
ak −
i−1∏
k=2r
ak
)
LW .
(51)
Since
(aN−1aN − (aN − c))
(
i−1∏
k=1
ak
)
LW ≥ 0,
we get
Yi,c ≤
(
N∏
k=i+1
ak
)(
i−1∏
k=1
ak
)
LW < 1.
If i = N − 1, the result follows from a similar discussion by rewriting YN−1,c from (48),
YN−1,c = (aN − c)
(
N−2∏
k=1
ak
)
LW +
N−2∑
j=0
(−1)j+1
 N−2∏
k=j+1
ak
 LW .
(2) N − i is even. In this case, the result follows from a similar discussion by rewriting
Yi,c as
Yi,c =
N−i
2∑
r=1
(ai−1+2r − 1)
(
N∏
k=i+2r
ak
)(
i−1∏
k=1
ak
)
LW
+ ((1 + c)a1 − 1)
(
i−1∏
k=2
ak
)
LW
+
⌊ i−1
2
⌋∑
r=1
(
i−1∏
k=2r+1
ak −
i−1∏
k=2r+2
ak
)
LW .

Now we continue with our computation of X = 〈θN , θN , SN ,H〉. We notice that SN =
θaN−2N when W is a Fermat polynomial and SN = θN−1θ
aN−2
N when W is a chain or loop
polynomial as above. We will sometimes use θN , SN and H to denote the correponding
sector and use the symbols θ
(i)
N , S
(i)
N , and H
(i) to refer to the i-th phase of these sector.
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Lemma 5.5. For each atomic type polynomial W with no variable of weight 1/2, then
θ
(i)
N = qi + ρ
(i)
N − ⌊qi + ρ(i)N ⌋,
H(i) = 1− qi,
S
(i)
N = qi − 2ρ(i)N + δiN .
Recall that Li is the i-th orbifold line bundle in the W -structure. If (N, aN ) 6= (2, 2), then
on each smooth fiber, the degree of Li is
(52) li := degLi = −1− δiN .
Proof. The proof is a direct computation using the ring isomorphism in Theorem 2.14.
Lemma 5.3, Lemma 5.4 and Equation (44) show that the quantities listed are in [0, 1). In
particular, if N = aN = 2, i.e., W = x
a1
1 x2 + x
2
2x1, then
qN + ρ
(N)
N = 1.
Otherwise, qi + ρ
(i)
N ∈ [0, 1). Then (52) follows, since
li := degLi = 2qi − 2θ(i)N − S(i)N −H(i)
= 2qi − 2(qi + ρ(i)N )− (qi − 2ρ(i)N + δiN )− (1− qi)
= −1− δiN .

The following GW -decorated graphs will be useful in the computation of X.
θN
θN
H
SN
γ1,+ γ1,−
θN
H
θN
SN
γ2,+ γ2,−
θN
SN
θN
H
γ2,− γ2,+
Figure 1. Boundary strata on W 0,4(θN , θN , SN ,H)
Note that the two graphs on the right are the same. Here the element γk,± ∈ GW is
chosen uniquely such that the Interger Degree Axiom (9) is satisfied for each component.
It is possible that Hγk,± = ∅. Let γ(i)k,± be the i-th phase of γk,± and
(53)
{
h
(i)
1,+ := qi − 2θ(i)N , h(i)1,− := qi − S(i)N −H(i),
h
(i)
2,+ := qi − θ(i)N −H(i), h(i)2,− := qi − θ(i)N − S(i)N .
Let ℓ
(i)
k,+ (ℓ
(i)
k,−) be the degree of the line bundle Li on the left(right) component of the
k-th graph above for k = 1, 2. It follows that
ℓ
(i)
k,± =
⌊
h
(i)
k,±
⌋
,(54)
γ
(i)
k,± = h
(i)
k,± −
⌊
h
(i)
k,±
⌋
.(55)
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In particular, if (N, aN ) 6= (2, 2), we can use the symbol in (49) to rewrite the following
numbers
(56)
{
qi = Yi,0, θ
(i)
N = Yi,1, H
(i) = 1− Yi,0, S(i)N = Yi,−2 + δiN ,
h
(i)
1,+ = −Yi,2, h(i)1,− = Yi,2 − 1− δiN , h(i)2,+ = Yi,−1 − 1, h(i)2,− = −Yi,−1 − δiN .
5.1.2. Concavity Axiom. Now we introduce the Concavity Axiom from [13] to compute
the necessary FJRW invariants. We recall the universal W -structure (L1, . . . ,LN ) on
the universal curve π : C → W g,k(γ1, . . . , γk). A correlator 〈ξ1, . . . , ξk〉g is called concave
if all the insertions ξj are narrow and for each geometric point [C] ∈ W g,k(γ1, . . . , γk),
(57) H0 (C,Li) = 0, 1 ≤ i ≤ N.
In this case, π∗(
⊕N
i=1 Li) = 0, R
1π∗(
⊕N
i=1 Li) is locally free, and the Concavity Axiom
(see Theorem 4.1.8 in [13]) implies
(58) [Wg,k(Γγ1,...,γk)]vir = ctop
(
R1π∗(
N⊕
i=1
Li)
)∨
∩ [Wg,k(Γγ1,...,γk)].
Here ctop is the top Chern class and [Wg,k(Γγ1,...,γk)] is the fundamental cycle. Then
Theorem 1.1.1 in [7] expresses the FJRW virtual cycles in terms of tautological classes on
Mg,k. In particular, on M0,4 we have R1π∗Li 6= 0 for some unique Li and
(59) 〈ξ1, . . . , ξk〉 =
∫
M0,4
B2(qi)
2
κ1 −
4∑
j=1
B2(Θ
(i)
γj )
2
ψj +
∑
Γcut
B2(Θ
(i)
γ+
)
2
[Γcut].

Here κ1 is the first kappa class, ψj is the j-th psi class, B2 is the second Bernoulli
polynomial that B2(x) = x
2 − x+ 16 , and Γcut are all the fully GW -decorated graphs on
the boundary. For the correlator X = 〈θN , θN , SN ,H〉 in (43), the graphs are listed in
Figure 1.
Lemma 5.6. Consider the correlator X = 〈θN , θN , SN ,H〉 in (43). Assume aN > 2. If
for k = 1, 2, the unordered pairs (ℓ
(i)
k,+, ℓ
(i)
k,−) satisfy
(ℓ
(N)
k,+ , ℓ
(N)
k,−) ∈ {(−2,−1)}; (ℓ(i)k,+, ℓ(i)k,−) ∈ {(−1,−1), (−1, 0)}, i < N,(60)
and the sectors of ΘN , SN and H are narrow, then
(61) X =
1
2
−qN (1− qN ) + 4∑
j=1
Θ(N)γj (1−Θ(N)γj )−
∑
Γcut
Θ(N)γ+ (1−Θ(N)γ+ )
 .
Proof. For a singular curve [C] ∈ W 0,4(θN , θN , SN ,H), from (53) and (54), we know
(62) ℓ
(i)
k,+ + ℓ
(i)
k,− =
⌊
h
(i)
k,+
⌋
+
⌊
h
(i)
k,−
⌋
= −1− δiN − δnarrow,
where δnarrow is 1 when the local isotropy group at the node acts nontrivially on the fiber
and 0 otherwise. Thus we can check (60) holds.
To apply Concavity axiom (58) we must check (57), which is true if the line bundle
degrees are negative on all components of all stratifications. Combine (52), we only need
to check when (ℓ
(i)
k,+, ℓ
(i)
k,−) = (−1, 0) and i < N . According to (62), the unique node n ∈ C
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must be broad. We denote the normalization of C by p : C1
∐
C2 → C, and get a long
exact sequence
0→ H0(C,Li|C)→ H0(C1,Li|C1)⊕H0(C2,Li|C2)→ H0(n,Li|n)
→ H1(C,Li|C)→ H1(C1,Li|C1)⊕H1(C2,Li|C2)→ 0.
Let us focus on the first line. Since (ℓ
(i)
k,+, ℓ
(i)
k,−) = (−1, 0), the third term is just C. The
broadness implies that the last arrow is an isomorphism. Thus (57) follows.
Now we apply Riemann-Roch formula to (52) and (60). Then R1π∗Li<N = 0, and
R1π∗LN is a vector bundle of rank 1. Now formula (61) follows from Equation (59) and∫
M0,4
κ1 =
∫
M0,4
ψi =
∫
M0,4
[Γcut] = 1.

5.1.3. Chain Computation. Let W = xa11 x2 + x
a2
2 x3 + . . .+ x
aN−1
N−1 xN + x
aN
N with aN > 2.
Combine Lemma 5.3 with the notation in (56), we get the following corollary.
Corollary 5.7. The sectors ΘN , SN , and H are narrow. That is, 1 ≤ i ≤ N, θ(i)N ,H(i),
and S
(i)
N are in (0, 1) for all 1 ≤ i ≤ N . Furthermore, we have
−1 ≤ h(i)1,+ ≤ 0 and − 1 ≤ h(i)2,+ < 0.
The first equality holds if and only i = N and aN = 3. The second equality holds if and
only if i = N − 1 and aN = 3. The third equality holds if and only i = N .
Using (54), (55), and (62), it is easy to check that the corollary above implies
(ℓ
(i)
1,+, ℓ
(i)
1,−) =
{
(0,−1), if i = N − 1, aN = 3,
(−1,−1− δiN ), otherwise.
and
(ℓ
(i)
2,+, ℓ
(i)
2,−) = (−1,−1− δiN ).
Then by Lemma 5.6, only LN has nonzero contribution to the correlator X and (61) is
applicable. A direct computation shows
θ
(N)
N = 2qN , H
(N) = S
(N)
N = 1− qN , γ(N)1,+ = 1− 3qN , γ(N)2,+ = 0.
We plug these numbers into (61) and get
X =
1
2
(
2(2qN )(1− 2qN )+2(1− qN )qN − qN (1− qN )− (1− 3qN )3qN − 2(0)(1− 0)
)
= qN .
5.1.4. Loop polynomial W = xa11 x2 + x
a2x3 + . . .+ x
aN−1
N−1 xN + x
aN
N x1, aN > 2. Recall the
notations in (56), we know that Lemma 5.4 implies H(i), S
(i)
N , θ
(i)
N ∈ (0, 1), and
• h(N)1,+ , h(N)2,− ∈ (−1, 0) and h(N)1,− , h(N)2,+ ∈ (−2,−1) if aN > 3.
• h(i)k,+, h(i)k,− ∈ [−1, 0] otherwise.
Moreover, we know h
(i)
k,+ + h
(i)
k,− = −1− δiN for all k = 1, 2. According to (54), we have
• The pair (ℓ(N)1,+ , ℓ(N)1,− ) = (−1,−2) and the pair (ℓ(N)2,+ , ℓ(N)2,− ) = (−2,−1) if aN > 3.
• The pair (ℓ(i)k,+, ℓ(i)k,+) ∈ {(−1,−1), (−1, 0)} otherwise.
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Thus the correlator X satisfies the condition in Lemma 5.6 and we can apply Formula
(61) to compute its value. A direct computation shows
θ
(N)
N = YN,1, H
(N) = 1− YN,0, S(N)N = 1 + YN,−2, γ(N)1,+ = 1− YN,2, γ(N)2,+ = YN,−1.
As a consequence, we have
X =
1
2
 2YN,1(1− YN,1) + (1− YN,0)YN,0 + (1 + YN,−2)(−YN,−2)+
−YN,0(1− YN,0)− (1− YN,−2)(YN,−2)− 2YN,−1(1− YN,−1)
 = qN .
5.1.5. Loop polynomial W = xa11 x2 + x
a2x3 + . . .+ x
aN−1
N−1 xN + x
aN
N x1, aN = 2. As we will
see below, X = 〈θN , θN , SN ,H〉 is never concave in those cases. We can use Lemma 5.4
to compute the phases. Now we list all the cases as follows:
Case 1. N = 2 and aN−1 = 2. In this case, θN and θN−1 are broad.
Case 2. N = 2 and aN−1 > 2. In this case, θN is broad.
Case 3. N ≥ 3. In this case, h(N−1)1,+ ∈ (0, 1) and h(N−1)1,− ∈ (−2,−1). This implies ℓ(N−1)1,+ =
0 and ℓ
(N−1)
1,− = −2. A similar discussion using the normalization exact sequence
as in Lemma 5.6 implies there is a singular curve [C] ∈ W 0,4(θN , θN , SN ,H), such
that H0(C,LN−1|C) = C. Thus the correlator is not concave.
Now we compute the correlator X = 〈θN , θN , SN ,H〉 for each case as shown above.
Case 1: In this case W = x21x2 + x1x
2
2 and both θ1 and θ2 are broad. We recall that the
mirror map Ψ in (19) is given by
1 = Ψ(1) = ⌈1 ; JW ⌋, J2 := Ψ(x1x2) = ⌈1 ; J−1W ⌋, θi = Ψ(xi) = ⌈xi ; 1⌋, i = 1, 2.
Since two variables x1 and x2 are symmetric in W , we only need to compute
X = 〈θ1, θ1, θ2, J2〉 = 〈θ1, θ2, θ2, J2〉.
Both θ1 and θ2 are broad. It is very difficult for us to compute X directly. However, all
the correlators can still be determined by WDVV equations and the correlator
X0 := 〈J2, J2, J2, J2, J2, J2, J2〉.
We can check that X0 is concave and
degL1 = degL2 = −3.
This correlator can be calculated by the Concavity Axiom using Theorem 1.1.1 in [7].
Actually, all the combinatoric data appear in the computation of X0 are exactly the same
as the data in the computation of 〈J2D4 , J2D4 , J2D4 , J2D4 , J2D4 , J2D4 , J2D4〉 in the FJRW theory
of a pair (D4 = x
2
1x2 + x
3
2, {JD4}). The later is worked out in [15]. Hence we get
X0 =
2
27
.
By the Dimension Axiom and Integer Degrees Axiom on the B-side (see Lemma 4.1),
besides X and X0, all other possible nonvanishing primary correlators with at least four
insertions are
X1 = 〈θ1, θ1, θ1, J2〉 = 〈θ2, θ2, θ2, J2〉,
X2 = 〈θ1, θ1, J2, J2, J2〉 = 〈θ2, θ2, J2, J2, J2〉,
X3 = 〈θ1, θ2, J2, J2, J2〉.
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Since the pairing satisfies
ηθ1,θ1 = ηθ2,θ2 = −2, ηθ1,θ2 = 1,
the inverse of the pairing matrix is(
ηθi,θj
)
=
( −23 −13
−13 −23
)
.
We apply Reconstruction Lemma 4.3 to X1 with γ = δ = θ2, ξ = φ = θ1. We find
−2X1 = X +X − (−2X).
Apply Reconstruction Lemma 4.3 to X1,X2 and X3, with γ = δ = J
2, ξ = φ = θ1. We
get
−2X2 = 2
(
−2
3
X21 −
1
3
(2XX1)− 2
3
X2
)
,
−2X3 = 2
(
−2
3
XX1 − 1
3
XX1 − 1
3
X2 − 2
3
X2
)
,
−2X0 =
(
4
2
)(
−2
3
X22 −
1
3
(2X2X3)− 2
3
X23
)
.
Combine all the equations together, we get
(63) X1 = −2X, X2 = 2X2, X3 = −X2, X0 = 6X4.
This implies
(64) X =
c
3
for some fourth root of unity c.
Now the result follows by adjusting the mirror map Ψ via
Ψ(xi) = c
−1⌈xi ; 1⌋, i = 1, 2
and adjusting the pairing similarly.
Case 2: If N = 2, aN = 2, and aN−1 > 2, then W = x
a
1x2 + x
2
2x1 and
(q1, q2) =
(
1
2a− 1 ,
a− 1
2a− 1
)
.
In this case Θ2 is broad, but the correlator 〈θ1, θ1, θa−21 θ2, θa−11 θ2〉 is concave and we can
apply Formula (61) to get
(65) 〈θ1, θ1, θa−21 θ2, θa−11 θ2〉 = q1.
Next we will use reconstruction to compute the correlator X = 〈θ2, θ2, θ1, θa−11 θ2〉. We
notice that W T =W , and under the Krawitz’s map Ψ, the relations in Jac(W T ) become
(66) aθa−11 θ2 + θ
2
2 = 0, θ
a
1 + 2θ1θ2 = 0.
Now we apply the Reconstruction Lemma 4.3 with γ = δ = θ2, ǫ = θ1, and φ = θ
a−2
1 θ2.
Then δ ⋆ φ = θa−21 θ
2
2 = 0 by (66) and our assumption that a > 2. Then
X = 〈θ1, θ2, θa−21 θ2, θ1θ2〉 − 〈θ1, θ1, θa−21 θ2, θ22〉
= 〈θ1, θ2, θa−21 θ2,−
1
2
θa1〉 − 〈θ1, θ1, θa−21 θ2,−aθa−11 θ2〉
= −1
2
〈θ1, θ2, θa−21 θ2, θa1〉+ aq1.
(67)
LANDAU-GINZBURG MIRROR SYMMETRY CONJECTURE 31
The second equality follows from (66) and the third equality is a consequence of the
formula (65). Now we apply the Reconstruction Lemma 4.3 again to 〈θ1, θ2, θa−21 θ2, θa1〉
with δ = θ2, γ = θ
a−2
1 θ2, ǫ = θ1, and φ = θ
a−1
1 . This time δ ⋆ γ = 0, and we find
〈θ1, θ2, θa−21 θ2, θa1〉 = 〈θ1, θ1, θa−21 θ2, θa−11 θ2〉+ 〈θ1, θ2, θa−11 , θa−11 θ2〉
= q1 + 〈θ1, θ2, θa−11 , θa−11 θ2〉.
(68)
Finally, we apply the Reconstruction Lemma 4.3 to 〈θ1, θ2, θa−11 , θa−11 θ2〉 with δ = θ2,
γ = θa−11 θ2, ǫ = θ1, and φ = θ
a−2
1 . Then γ ⋆ δ = θ
a−1
1 θ
2
2 = 0 and ǫ ⋆ γ = θ2θ
a
1 = 0 by (66),
so we get
(69) 〈θ1, θ2, θa−11 , θa−11 θ2〉 = 〈θ1, θ1, θa−21 θ2, θa−11 θ2〉 = q1.
Thus from (65), (67), (68), and (69), we have deduced that
X = (a− 1)q1 = q2.
Case 3: In this case, N ≥ 3 and aN = 2. Now the correlator is not concave and Formula
(61) is not applicable directly. However, we can use the following techniques of Gue´re´ [23]
for computing the Polishchuk-Vaintrob virtual class.
Theorem 5.8. [23] Let W be an invertible polynomial of atomic type. Let Y be a corre-
lator such that there is some i ∈ W where H0(C,Li) = 0 for any geometric fiber C. Let
t(j) be the unique index such that x
aj
j xt(j) is a monomial of W . Define
λt(j) = λ
−aj
j , if H
0(C,Li) 6= 0,
λj = λ, for every remaining index j.
Then the corresponding Polishchuk-Vaintrob virtual class cvir(Y ) in H
∗(Wg,k,C) is
(70) cvir(Y ) = lim
λ→1
 N∏
j=1
(1− λj)−Ch0(Rπ∗Lj)
 exp
 N∑
j=1
∑
ℓ≥1
sℓ(λj)Chℓ(Rπ∗Lj)
 ,
where Chℓ is the term of degree ℓ of the Chern character,
sℓ(x) =
Bℓ(0)
ℓ
+ (−1)ℓ
ℓ∑
k=1
(k − 1)!
(
x
1− x
)k
γ(ℓ, k),
and γ(ℓ, k) is defined by the generating function∑
ℓ≥0
γ(ℓ, k)
zℓ
ℓ!
=
(ez − 1)k
k!
.
On the other hand, when all insertions in the correlator are narrow, Chang-Li-Li [6]
showed that the Polishchuk-Vaintrob and Fan-Jarvis-Ruan-Witten virtual classes are
equal. Thus we can use Formula (70) to compute the correlator X in Case 3, where
t(j) = j + 1. According to (52), on a generic fiber, the line bundle degrees are
degLj = −1 for j < N, and degLN = −2.
Then Ch0(Rπ∗Lj) = h
0(C,Lj)− h1(C,Lj) = deg(Lj) + 1 by Riemann-Roch. Thus
Ch0(Rπ∗Lj) = 0 for j < N, and Ch0(Rπ∗LN ) = −1.
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Also, since we are working on M0,4, by degree considerations the sum over ℓ has only
the summand ℓ = 1, and the power series defined by the exponential terminates after the
linear part. Thus, plugging in the function sj, Formula (70) becomes
cvir(X) = lim
λ→1
(1− λN )
1 + N∑
j=1
(
−1
2
− λj
1− λj
)
Ch1(Rπ∗Lj)

= −
N∑
j=1
lim
λ→1
λj(1− λN )
1− λj Ch1(Rπ∗Lj),
where λN = λ
−aN−1 and λj = λ for j < N . Because Lj is concave and lj = −1 for
j < N − 1, so Ch1(Rπ∗Lj) = 0. Thus
cvir(X) =
(
− lim
λ→1
λ(1 − λ−aN−1)
1− λ Ch1(Rπ∗LN−1)− Ch1(Rπ∗LN )
)
= aN−1Ch1(Rπ∗LN−1)−Ch1(Rπ∗LN ).
As in the derivation of (61), we can apply Theorem 1.1.1 in [7] to compute
X = aN−1(−qN−1 − 2ρ(N−1)N )− (−1 + 2ρ(N)N ) = qN .
5.2. B-model computation: a perturbative formula. In this section we prove Part
(3) of Theorem 3.3.
Proposition 5.9. Let qi be the i
th weight of W and Mi be any monomial of a Fermat or
loop summand, or the final monomial of a chain summand in W T , then
(71) 〈xi, xi,Mi/x2i , φWT 〉 = −qi,
Proof. Since the variables are symmetric in loop case, we only need to deal with i = N .
Let f =W T . We recall that the perturbative formula (15) takes the following form
(72) e(F−f)/zζ(z, s) =
[
dNx
(
1 + z−1
∑
α
J α−1φα + z
−2
∑
α
J α−2φα + . . .
)]
∈ Hf JsK.
By definition (16) and Equation (15), we know
(73) 〈xN , xN ,MN/x2N , φWT 〉 =
∂4FSG0,f,ζ
∂2txN∂tS∂tH
∣∣∣∣∣
t=0
=
∂3J 1−2(t)
∂2txN∂tS
∣∣∣∣
t=0
.
Here we denote S := MN/x
2
N ,H := φWT and tα is the flat coordinate dual to φα.
Following the notations in Section 2.2.2, we use the subscript (≤ k) to denote the k-
th Taylor expansion in terms of s (or t). As shown in Proposition 3.12 in [31], the
perturbative formula implies that (FSG0,f,ζ)(≤4)(t) depends on ζ(≤1)(s), the primitive form
up to first order, only. The algorithm described in Section 2.2.2 shows that
ζ(≤1)(s) = [d
Nx].
Therefore we only need to expand the LHS of (72) using ζ(≤1)(s)[
dNx
(
1 +
F − f
z
+
1
2!
(
F − f
z
)2 +
1
3!
(
F − f
z
)3 +O(s4)
)]
to compute the 4-point function. The term J 1−2 corresponds to the coefficient in front of
z−2[φ1d
Nx] = z−2[dNx]. The correlation function (73) comes from t2XN tSz
−2[dNx].
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The contribution from 12!(
F−f
z )
2 is
s21
2 . This has no contribution to the RHS of Equation
(73), since the Equation (14) shows
sα = tα +O(t2).
Thus the correlator 〈xN , xN ,MN/x2N , φWT 〉 is just twice of the coefficient of s2xN sS z−2φ1
in 13!(
F−f
z )
3 (again using sα = tα +O(t2).). On the other hand, since
xN xN
MN
x2N
=MN ,
to obtain (71), we only need to prove the following equation:
(74) [MNd
Nx] = −qN z[dNx] ∈ Hf .
For both Fermat polynomial and chain polynomial, Equation (74) is true because
aN [MNd
Nx] = −z[dNx] ∈ Hf .
For the loop polynomial, Equation (74) follows from Equation (48) and by cancelling
M1, · · · ,MN−1 among the relations
ai[Mid
Nx] + [Mi+1d
Nx] = −z[dNx] ∈ Hf .

6. Reconstruction II
In this section, we prove Part (1) of Theorem 3.3, which completes the proof of Theorem
1.2. The proof uses the WDVV equations, Jacobi relations (FJRW ring relations), and
properties shared by correlators in both models.
Recall from Definition 4.5 that a correlator X is of type X−1 if it has at least four
insertions, satisfies properties (P1), (P2), and (P3) in Lemma 4.4, and has the form
X = 〈xN , . . . , xN , xN−1, . . . , xN−1, . . . , x1, . . . , x1, α, β〉.
To prove Theorem 3.3, it suffices to show that any correlator of type X−1 can be recon-
structed from the correlators in Theorem 3.3. In this section we reconstruct correlators
of type X−1 from correlators of “type X0” (see Definition 6.10), which are associated to a
particular atomic summand of W . In the next three sections we reconstruct correlators
of type X0 from the correlators in Theorem 3.3.
We will use the following notation. Suppose that W =
⊕
Wj is a disjoint sum, where
each summand Wj is of atomic type as described in Theorem 2.1. If xi is a variable
appearing in Wj, we say that xi ∈Wj, or simply i ∈Wj. Likewise, if α is a monomial in
variables appearing in Wj, we say α ∈Wj. We define KW :=
∑
i∈W Ki. For any ordered
subset of indices S ⊆ {1, 2, · · · , N}, we define
KS :=
∑
i∈S
Ki, KS := (Ki)i∈S ,
that is, KS is a vector of the Ki such that i is in S and KS is the sum of the components
of this vector. We define ℓS, mS, and nS similarly.
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6.1. Reduction to Atomic Types. The goal of this section is to reduce the proof of
Theorem 3.3 Part (1) to a reconstruction for each atomic type. More specifically, in
this section we prove Proposition 6.12, which says that any correlator of type X−1 can be
reconstructed from correlators satisfying
∑
i∈Wj
ℓi ≥ 2, for some j. That is, we reconstruct
from correlators with at least two primitive insertions coming from some summandWj of
W . We say these correlators have type X0.
Throughout the remainder of this paper, we take i+N ≡ i whenever i is in a length-N
loop summand of W .
6.1.1. Preliminaries on loop indices. Let X be a correlator of type X−1. We will prove
the main result of this section, Proposition 6.12, by analyzing possible values for KW .
Definition 6.1. We say that i ∈W is a loop index if
(75) aibi + bi+1 = ℓi + ni +mi + 2.
For each summand Wj, we say a set of loop indices S ⊂Wj obeys the Negative-Positive
rule (the NP-rule) if it has the property that for any index i ∈ S, if Ki < 0, then the
index i+ 1 ∈ S.
Note that if W is a loop, every i ∈W is a loop index, and if W is an N -variable chain,
every i < N is a loop index. The following lemma summarizes some useful inequalities
for loop indices.
Lemma 6.2. If i ∈W is a loop index, then the following inequalities hold:
mi + ni = ai(ℓi −Ki + 1) + (ℓi+1 −Ki+1 + 1)− ℓi − 2.(76)
aiKi +Ki+1 ≥ (ai − 1)(ℓi − 1) + ℓi+1.(77)
(ai − 1)ℓi + ℓi+1 ≤ ai(Ki + 1) +Ki+1 − 1.(78)
Ki +Ki+1 ≥ (1− ai)(1 +Ki).(79)
Proof. We obtain (76) by substituting bi = ℓi −Ki + 1 into (75). Then (77) follows from
using Property (P3) in Lemma 4.4 which says that ni+mi ≤ 2ai−2. Rearranging slightly,
we get (78). Then the last inequality follows by using ℓi ≥ 0 and adding (1 − ai)Ki to
both sides of (77). 
From inequality (79), we get the following corollary.
Corollary 6.3. If i ∈W is a loop index, then
Ki < 0 =⇒ Ki +Ki+1 ≥ 0
Furthermore, the equality holds when (Ki,Ki+1) = (−1, 1).
The lemma and corollary above will be used repeatedly in our reconstruction for the
loop and chain polynomials. In addition, they determine KS when S is a set of loop
indices that obeys the NP-rule.
Lemma 6.4. Let S ⊂W be a set of loop indices that obeys the NP-rule. Then
(80) KS ≥ 0.
Furthermore, we have the following cases:
• If KS = 0, then KS is a concatenation of (0)s and (-1,1)s.
• If KS = 1, then KS is a concatenation of (0)s and (-1,1)s with one copy of (1),
(-1,2), or (-2,3). If (Ki,Ki+1) = (−2, 3), then ai = 2.
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Proof. If there exists some index i ∈ S such that Ki < 0, then i + 1 ∈ S by assumption
and Corollary 6.3 implies Ki +Ki+1 ≥ 0. Furthermore, Ki−1 ≥ 0 if i− 1 ∈ S and∑
j∈S,
j 6=i, i+1
Kj ≤ KS .
If (80) fails, we can repeat the process above for all negative Ki and eventually get a
contradiction. Thus KS ≥ 0.
Let A = {i ∈ S | Ki ≥ 0, Ki−1 ≥ 0}. Then Corollary 6.3 implies
(81)
∑
i∈A
Ki ≤ KS .
If KS = 0, then we get Ki = 0 for each i ∈ A. Another application of Corollary 6.3
shows that the rest of the Ki’s are pairs of (−1, 1).
If KS = 1, then (81) implies there is at most one j ∈ A such that Kj = 1. If there
is one such j ∈ A, then as the same discussion as above shows Ki = 0 for i ∈ A, i 6= j
and the rest of the Ki’s are pairs of (−1, 1). If there is no such j ∈ A, then Ki = 0 for
all i ∈ A. For the rest of the Ki’s, besides pairs of (−1, 1), there will be exactly one pair
(Ki,Ki+1) such that Ki < 0,Ki +Ki+1 = 1. Then the statement follows from (79) and
ai ≥ 2. 
Once we know KW, we can often solve for ℓW and mW + nW, as in the following two
lemmas.
Lemma 6.5. Let i ∈W be a loop index. Then
(Ki,Ki+1) = (−1, 1) =⇒ (ℓi, ℓi+1) = (0, 0) and mi + ni = 2ai − 2.(82)
(Ki,Ki+1) = (−1, 2) =⇒ (ℓi, ℓi+1) = (1, 0) or (0, 1) or (0, 0).(83)
(Ki,Ki+1) = (−2, 3) =⇒ (ℓi, ℓi+1) = (0, 0).(84)
(ℓi, ℓi+1) = (0, 0) =⇒ (Ki,Ki+1) 6= (1, 0).(85)
(Ki, ℓi) = (0, 1),Ki+1 ≤ 0 =⇒ (Ki+1, ℓi+1) = (0, 0) and mi + ni = 2ai − 2.(86)
Proof. We can check this by using Lemma 6.2. More explicitly, we obtain the values of
(ℓi, ℓi+1) by plugging the values of (Ki,Ki+1) into (78). Then the values of (mi, ni) will
follow from (76). For (85), we get it from (76) and mi+ni ≥ 0. For the last property, we
apply (77) to obtain 0 ≥ Ki+1 ≥ ℓi+1. This implies Ki+1 = ℓi+1 = 0 and the statement
follows again from (76). 
Lemma 6.6. Let i ∈ S be a loop index where KS is a concatenation of (0)s and (-1,1)s,
and suppose i+ 1 ∈ S or Ki+1 ≤ 0. Then ℓi ≤ 1, and ℓi = 1 implies mi + ni = 2ai − 2.
Proof. Suppose ℓi ≥ 2. Then Ki = 0 by (82). If i+1 ∈ S, since KS is a concatenation of
(0)s and (-1,1)s, we have Ki+1 = 0 or −1. So Ki+1 ≤ 0. Then from (77),
0 ≥ Ki+1 ≥ (ai − 1)(ℓi − 1) + ℓi+1.
But the right hand side is strictly positive, which is a contradiction.
So ℓi ≤ 1 as desired. If ℓi = 1, then we saw in the previous paragraph that Ki = 0.
Since Ki+1 ≤ 0, the remainder of the result follows from(76) and (83). 
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6.1.2. Reduction to atomic types. We are now ready to prove the first big lemma.
Lemma 6.7. Let X be a correlator of type X−1 for W =
⊕
Wi. There is a unique j such
that KWj = 1. If i 6= j then KWi = 0.
Proof. We will prove that KWj ≥ 0 for each j. Then the result follows from (38). We
have three cases, depending on the atomic type of Wj. If Wj is a Fermat, then KWj ≥ 0
by Lemma 4.6. If Wj is a loop, then KWj ≥ 0 by Lemma 6.4.
So assume Wj is a chain with variables x1, . . . , xN . We know
aNbN = ℓN +mN + nN + 2 ≤ ℓN + 2aN .
This implies
(87) KN = ℓN − bN + 1 ≥ ℓN (1 − 1/aN )− 1 ≥ −1.
Moreover, if KN = −1, then the inequality above implies ℓN = 0.
Assume for contradiction that KWj ≤ −1. If {1, . . . , N −1} does not obey the NP-rule,
then KN−1 < 0. So by (79), KN−1 +KN ≥ 0 and also KN−2 ≥ 0. Thus {1, . . . , N − 2}
obeys the NP-rule. So Lemma 6.4 shows
∑
i<N−1Ki ≥ 0. Combining KN−1 +KN ≥ 0,
this contradicts our assumption that KWj ≤ −1. Thus {1, . . . , N − 1} obeys the NP-rule.
So (80) in Lemma 6.4 and (87) imply
KN = −1,
∑
i<N
Ki = 0.
We use Lemma 6.4 to find three possibilities for KWj. In each case we use (78) to
compute ℓWj and (76) to compute mWj + nWj . Also recall that (87) implies ℓN = 0 so
mN + nN = 2aN − 2. We list all the possibilities here, using the notation K = KWj and
so forth. Also we let Mi = 2ai − 2. We will omit the subscript in Mi in the way that the
M which appears in the ith spot represents Mi.
• K = (. . . , 0,−1), n+m = (. . . , aN−1,M);
• K = (−1, 1, . . . ,−1, 1,−1), n+m = (M, 0, . . . ,M, 0,M);
• K = (. . . , 0,−1, 1, . . . ,−1, 1,−1), n+m = (. . . , ar,M, 0, . . . ,M, 0,M).
In each case, α and β cannot both satisfy Property (P3) in Lemma 4.4. This contradicts
our assumption that X is of type X−1. 
Now we know what (KW1 ,KW2 , . . .) looks like: it is a tuple of zeros with a single 1.
The next lemma investigates the form of KWj when KWj = 0.
Lemma 6.8. Let X be a correlator of type X−1. If KW = 0, then
(1) If W is a Fermat then ℓ = 0.
(2) If W is a loop then for all i ∈W we have ℓi ≤ 1.
(3) If W is a chain with KN ≥ 0 then for all i ∈W we have ℓi ≤ 1.
Furthermore, if ℓi = 1 then mi + ni ≥ ai.
Proof. The claim for the Fermat type follows from (42) when we substitute K = 0.
If W is a loop, by Lemma 6.4 the tuple KW is some concatenation of of (−1, 1)s and
(0)s. Also, for every i ∈W , certainly i+ 1 ∈W . So this result follows from Lemma 6.6.
Finally, let W be a chain. We will show that K is a concatenation of (0)s and (-
1,1)s. If the set {1, . . . , N − 1} obeys the NP-rule, then ∑i<N Ki ≥ 0. Since KN ≥ 0
and
∑
iKi = 0, we must have
∑
i<N Ki = KN = 0 and by Lemma 6.4, the vector
(K1, . . . ,KN−1) is a concatentation of (0)s and (-1,1)s.
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On the other hand, if {1, . . . , N −1} does not obey the NP-rule, then KN−1 ≤ −1. But
then (79) shows that KN−2 cannot be negative, so the set {1, . . . , N − 2} obeys the NP-
rule. Also (79) shows that KN−1+KN ≥ 0, so
∑
i≤N−2Ki ≤ 0. Then Lemma 6.4 tells us
that
∑
i≤N−2Ki = KN−1 +KN = 0. So (K1, . . . ,KN−2) is a concatentation of (0)s and
(-1,1)s. Also KN = −KN−1, and plugging into (79) tells us that 0 ≥ (1− ai)(1 +KN−1).
This means that KN−1 = −1, so KN = 1.
Thus K is a concatenation of (0)s and (-1,1)s. Then Lemma 6.6 proves this lemma for
i < N . Thus we only need to check when i = N . We’ve seen above that KN is 0 or 1. If
KN = 1, we saw above that KN−1 = −1 and so by Lemma 6.5, ℓN = 0. If KN = 0, then
(87) says
ℓN ≤ aN/(aN − 1).
If aN ≥ 3, then ℓN ≤ 1, and if ℓN = 1 then mN + nN = 2aN − 3 ≥ aN .
If ℓN = aN = 2, then there are two possibilities:
• K = (. . . ,−1, 1, 0), ℓ = (. . . , 0, 0, 2), m+ n = (. . . ,M, 1,M)
• K = (. . . , 0, 0), ℓ = (. . . , 0, 2), m+ n = (. . . , aN−1 + 1,M)
Here M = 2a− 2. We used (78) and (76) to compute ℓ and m+ n, respectively. In both
cases, the form of m+ n contradicts Property (P3) in Lemma 4.4.
Then ℓN ≤ 1, as desired. In fact, we will show that when aN = 2, we have ℓN = 0, so
the remainder of the lemma is vacuously true in this case. For if ℓN = 1 then there are
three possibilities:
• K = (. . . , 0,−1, 1, . . . ,−1, 1, 0), ℓ = (. . . , 0, 0, 0, . . . 0, 0, 1), m+ n = (. . . , ar,M,
0, . . . ,M, 0, 1)
• K = (−1, 1, . . . ,−1, 1, 0), ℓ = (0, 0, . . . , 0, 0, 1), m+ n = (M, 0, . . . ,M, 0, 1)
• K = (. . . , 0, 0), ℓ = (. . . , 0, 1), m+ n = (. . . , aN−1, 1)
In each case, the form of m+ n contradicts Property (P3) in Lemma 4.4. 
In the remainder of this paper we will repeatedly reconstruct correlators using Lemma
4.3. This lemma allows us to write X = A+ B + C + S where A, B, and C are k-point
correlators and S is a linear combination of correlators with fewer than k insertions. If X
is a correlator of type X−1 it is critical to understand when A, B, and C have type X−1
and how KA, KB, and KC relate to KX .
If A 6= 0 has the form of (34) then by Lemma 4.4 it satisfies (P1) and (P2). Moreover,
if A satisfies (P3) then it is of type X−1, and in this case b
X
i = b
A
i because the changes in
ℓXi ,m
X
i , and n
X
i cancel each other out. Hence K
X
i −KAi = ℓXi − ℓAi .
If A does not satisfy (P3), then we reduce its insertions so they are in the standard
basis, yielding an equivalent correlator A′ of type X−1. Suppose the reconstruction only
affected variables in the direct summandWj ofW ; i.e., ℓ
X
i = ℓ
A
i ,m
X
i = m
A
i , and n
X
i = n
A
i
for all i not in Wj . Then m
A
i = m
A′
i and n
A
i = n
A′
i for all i /∈ Wj (though we may have
mAi 6= mA
′
i for some i ∈ Wj). Hence by the above discussion, KXWk = KAWk = KA
′
Wk
for all
k 6= j. Then (P2) implies KXWj = KAWj = KA
′
Wj
as well.
The same argument above works for the other two correlators B and C as well. These
observations lead to the following remark.
Remark 6.9. Suppose Lemma 4.3 yields an equation X = A+B+C+S with X, A, B,
and C correlators. We have the following results for A:
(1) If A 6= 0 is of type X−1, then KXi −KAi = ℓXi − ℓAi .
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(2) If A′ is obtained from A by writing its insertions in the standard basis, and if
ℓXi = ℓ
A
i ,m
X
i = m
A
i , and n
X
i = n
A
i for all i not in Wj , then K
X
Wj
= KAWj = K
A′
Wj
for all k (including k = j).
Furthermore, if A is any nonvanishing correlator of type X−1, then
(3) If there exists i ∈Wj with ℓi ≥ 2 and Wj is a chain with KAN ≥ 0, a Fermat, or a
loop, then by Lemma 6.8 we have KAWj = 1.
The same results above are true for correlators B and C as well.
Definition 6.10. A correlator X is called of type X0 for W =
⊕
Wj if X is of type X−1
with KW1 = 1 and KWj = 0 for j > 1, and
(88)
∑
i∈W1
ℓi ≥ 2.
The main result of this section is to reconstruct correlators of type X−1 from correlators
of type X0, see Proposition 6.12. By using the Jacobi relations, it is not hard to get the
following lemma.
Lemma 6.11. Let α = xm11 . . . x
mN
N be a monomial in the standard basis of a chain
polynomial. If i < N then either xiα = 0, or when xiα is written in the standard basis as
x
m′1
1 . . . x
m′N
N , with m
′
N = mN .
Proposition 6.12. Any correlator of type X−1 can be reconstructed from correlators of
type X0 and correlators with fewer insertions.
Proof. Let X be a correlator of type X−1. Using Lemma 6.7 and reordering the summands
of W if necessary, we may assume KW1 = 1 and KWj = 0 for j > 1. If for all j > 1, the
summand Wj is a Fermat, then Lemma 6.8 shows ℓi = 0 for i ∈Wj for j > 1. Then since∑
i∈W ℓi ≥ 2, we know (88) holds.
Now assume that (88) does not hold for X. Then we can assume that W2 is a loop or
chain polynomial and that there is i ∈W2 with ℓi ≥ 1.
If W2 is a chain, we do some preparatory reconstruction so Lemma 6.8 is applicable.
Let us label the last variable of W2 by N2. We know from (87) that KN2 ≥ −1. If
KN2 = −1, we saw in the proof of Lemma 6.7 that ℓN2 = 0 (so in particular i 6= N2) and
mN2 = nN2 = aN2 − 1, so X = 〈xi, . . . , xN2α, β〉. Now apply the Reconstruction Lemma
4.3 with γ = β, δ = xi, ǫ = xN2 , and φ = α. Then
(89) X = 〈xN2 , . . . , xiα, β〉 − 〈xN2 , . . . , xiβ, α〉+ 〈xi, . . . , α, xN2β〉+ S.
If these correlators are nonvanishing, by Remark 6.9(2) they each have KW1 = 1. Also
KN2 ≥ 0 for the first two since ℓN2 ≥ 1. If KN2 = −1 for the last correlator, then it
vanishes because mN2 = aN2 − 2 6= aN2 − 1. Thus we may assume KN2 ≥ 0.
Now we return to the general case where W2 is a chain or a loop. By Lemma 6.8,
we know ℓi = 1 and X = 〈xi, xk, . . . , xiα, β〉 for some k 6= i. Apply the Reconstruction
Lemma with γ = β, δ = xk, ǫ = xi, and φ = α, yielding
(90) X = 〈xi, xi, . . . , β, xkα〉 − 〈xi, xi, . . . , α, xkβ〉+ 〈xi, xk, . . . , α, xiβ〉+ S.
We need to check that if W2 is a chain, Lemma 6.8 is still applicable to each of these
correlators; i.e., KN2 ≥ 0. Now if k ∈ W2 and k = N2, swap the values of i and k. This
way we can assume k 6= N2 (since i and k were distinct). There are two cases:
• If i = N2 then all three of the correlators above have ℓN2 > 0, so each hasKN2 ≥ 0.
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• If i 6= N2, by Lemma 6.11, the exponents mN2 and nN2 do not change when we
write the correlator insertions in the standard basis. Thus KN2 is unaffected, and
so is still nonnegative for each correlator.
Now we apply Lemma 6.8 to the first two correlators in (90): if they do not vanish,
KW2 = 1, since ℓi ≥ 2. Thus these correlators have the desired form. Now, the third cor-
relator still has KW2 = 0 by Remark 6.9(2). Therefore, we can repeat this reconstruction
on the third correlator. Eventually the third correlator will have mi + ni ≤ ai − 1, which
contradicts Lemma 6.8 (and thus this final correlator vanishes). 
6.1.3. Reconstruction strategy for atomic types. In Sections 6.2, 6.3, and 6.4, we will prove
Proposition 6.13. Let W be an invertible polynomial and write W T as the sum of
monomials W T = M1 + . . . +MN . Then the potential FSG0,WT ,ζ is completely determined
by the Frobenius algebra structure and the correlators
(91) 〈xi, xi, Mi/x2i , φWT 〉
where Mi is a Fermat summand x
a with a > 2; any monomial of a loop summand; or the
final monomial of a chain summand.
Moreover, given an isomorphism of graded Frobenius algebras Ψ : Jac(W T ) ∼= (HW , ⋆)
satisfying (20), the potential FFJRW0,W is similarly determind by the correlators
〈Ψ(xi), Ψ(xi), Ψ(Mi/x2i ), Ψ(φWT )〉.
Since our proof of the first claim in Proposition 6.13 essentially uses only Lemma 4.1
and Lemma 4.3, the second claim is an immediate corollary.
After reordering the summands of W so that xi is in W1, the correlators in (91) are all
of type X0. We say the correlators in (91) have final type. To prove Proposition 6.13, it
suffices to reconstruct correlators of type X0 from correlators of final type.
We will prove this reconstruction in three cases, depending on whetherW1 is a Fermat,
chain, or loop, in Sections 6.2, 6.3, and 6.4, respectively. In each case, we filter the
correlators with several types, denoted by Fk, Ck, and Lk, respectively. Correlators of
type F0 (or C0, L0) are correlators of type X0 where W1 is a Fermat (or chain, loop)
polynomial. The types with the largest values of k are correlators of final type.
For each atomic type, we prove Proposition 6.13 by induction on k. In the k-th step,
we reconstruct a correlator of type Fk−1 (or Ck−1,Lk−1) from correlators of type F≥k (or
C≥k,L≥k), correlators that vanish, and correlators with fewer insertions.
Remark 6.14. Let X be a correlator of type X−1 with KWj = 1 and KWi = 0 for i 6= j
and
∑
r∈Wj
ℓr ≥ 2. By reordering the summands of W we can assume j = 1, so X is of
type X0. In the remainder of our reconstruction argument we will make this assumption
whenever possible. When X is of type X0, we let K = KW1 and we use ℓ,m, and n
similarly.
6.2. Fermat Reconstruction. This subsection proves Proposition 6.13 for W =
⊕
Wi
when W1 = x
a is a Fermat polynomial with a > 2. We start with the following definition.
Definition 6.15. Let X be of type F0 for W. Then
• X is of type F1 if X = 〈x, x, xa−2α, xa−2β〉.
• X is of type F2 if X = 〈x, x, xa−2, φWT 〉.
Now we prove Proposition 6.13 in two steps.
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Step 1. Let X be a correlator of type F0. Using (42), we have
K ≥ ℓ
(
1− 1
a
)
+
1
a
− 1.
Plugging in K = 1 we get ℓ ≤ 2, so ℓ = 2. Then (41) shows that m+ n = 2a− 4.
So we know X = 〈xi1 6∈ W1, . . . , xis 6∈ W1, x, x, xa−2α, xa−2β〉 with α, β ∈ W −W1.
If X has four insertions, then it is of type F1 and we are done.
If not, there is some insertion xi where i 6∈ W1. Apply the Reconstruction Lemma 4.3
with δ = xi, ǫ = x, φ = x
a−3α, and γ = xa−2β. Then ǫγ has a factor of xa−1 which is
zero in Jac(W T ). But the two remaining terms (with γδ and φδ) have ℓ = 3, and so these
correlators must also vanish (if KW1 = 1 then ℓ1 ≤ 2; if KWj = 0 then ℓj = 0 by Lemma
6.8). So we can reconstruct X from correlators with strictly fewer insertions. 
Step 2. Let X = 〈x, x, xa−2α, xa−2β〉 be a correlator of type F1. Apply the Reconstruc-
tion Lemma 4.3 with γ = x, ǫ = xa−2, φ = α, and δ = xa−2β. Then γǫ and γδ both
vanish because they have a factor of xa−1, and we get
X = 〈x, x, xa−2, xa−2αβ〉.
Now by the Dimension Axiom in Lemma 4.1, if X 6= 0, the product αβ must be pro-
portional to the unique element of top degree in Jac(W T −W T1 ). Hence X is a scalar
multiple of a correlator of type F2. 
6.3. Chain Reconstruction. This subsection proves Proposition 6.13 for W =
⊕
Wi
when W1 = x
a1
1 x2 + x
a2
2 x3 + . . . + x
aN
N is a chain.
6.3.1. Preliminary facts about chain polynomials. We will repeatedly use the following
relations in Jac(W T1 ):
(92)

a1x
a1−1
1 = −xa22 ;
aixi−1x
ai−1
i = −xai+1i+1 , i = 2, · · · , N − 1;
xN−1x
aN−1
N = 0.
These relations imply
(93) xi−1x
ai
i = 0, i < N.
Additionally, the following lemma tells us what K looks like in most cases.
Lemma 6.16. If KW1 = 1 and W1 = x
a1
1 x2+x
a2
2 x3+ . . .+x
aN
N is a chain, then KN ≤ ℓN .
If in addition KN ≥ 0, then K is one of the following:
• A concatenation of (0)s and (-1,1)s followed by (1)
• A concatenation of (0)s and (-1,1)s with one of (-1,2), (-2,3), or (1), followed by
(0).
Proof. We know thatmN+nN = (ℓN−KN+1)−ℓN−2. Combining this withmN+nN ≥ 0,
we know KN ≤ ℓN because
KN ≤
(
ℓN +
aN − 2
aN − 1
)(
aN − 1
aN
)
< ℓN + 1.
If KN ≥ 0, then {1, . . . , N−1} obeys the NP-rule. Otherwise we must have KN−1 < 0.
However, because mN−1 + nN−1 ≤ 2aN−1 − 2, equation (76) shows that
(aN−1 − 1)ℓN−1 − aN−1KN−1 + aN−1 + (ℓN −KN )− 1 ≤ 2aN−1 − 2.
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Because ℓN−1 ≥ 0, and KN−1 ≤ −1, and ℓN−KN ≥ 0, the left hand side of this inequality
must be at least 2aN−1 − 1. This is a contradiction.
Thus {1, . . . , N −1} obeys the NP-rule and Lemma 6.4 implies∑i<N Ki ≥ 0. Then we
have {∑i<N Ki,KN} = {0, 1}. Thus by Lemma 6.4, we obtain the first case if KN = 1
and we obtain the second case if KN = 0. 
We introduce the following definition.
Definition 6.17. Let X and X ′ be correlators of type C0 with the same number of in-
sertions. Assume
∑N
i=1 ℓi =
∑N
i=1 ℓ
′
i, where 1, . . . , N are the indices in W1. We say that
X > X ′ if ℓN = ℓ
′
N , . . . , ℓr+1 = ℓ
′
r+1, and ℓr > ℓ
′
r, for some r ∈ W1. We say that X is
maximal if there does not exist X ′ > X, or equivalently, if
X = 〈xi1 6∈W1, . . . , xis 6∈W1, xN , . . . , xN , α, β〉.
The relation > is well-defined because of the ordering of primitive insertions in corre-
lators of type X−1 (see (34)). Also, this relation is transitive. We immediately have
Lemma 6.18. Let X be a correlator of type C0. If there is i ∈ W1 such that we can
rewrite X as X = 〈. . . , xi, . . . , xai+1i+1 α, β〉 with i+ 1 ∈W1, then X can be reconstructed
from correlators with fewer insertions and correlators Z of type C0 satisfying Z > X.
Proof. Apply the Reconstruction Lemma 4.3 to X with γ = xi, δ = β, ǫ = x
ai+1
i+1 , and
φ = α. Then γǫ = xix
ai+1
i+1 vanishes by (93) and the other two correlators have the form
X ′ = 〈. . . , xai+1i+1 , . . . , α′, β′〉. Apply the Reconstruction Lemma 4.3 to X ′ with γ = α′,
δ = β′, ǫ = xi+1, and φ = x
ai+1−1
i+1 . The correlators with φδ and γδ have the form
〈. . . , xi+1, . . . , ∗, ∗〉; the remaining correlator looks like X ′′ = 〈. . . , xai+1−1i+1 , . . . , α′′, β′′〉.
Perform a similar reconstruction on X ′′, this time with φ = x
ai+1−2
i+1 . By repeat-
ing the process, we can reduce the exponent of xi+1 and eventually, we will have de-
termined X from correlators with fewer insertions and correlators of the form Y =
〈. . . , xi+1, . . . , ∗, ∗〉 with ℓYi = ℓXi − 1 and ℓYi+1 = ℓXi+1 + 1. After reducing inser-
tions to the standard basis, all the nonvanishing correlators we get from this process are
of type X−1. Furthermore, if each such Y is of type C0, then the result follows since
Y > X. Thus we only need to reconstruct those correlators that are not of type C0. Then
we must have KW1 = 0 for such a correlator Y .
On the other hand, since X is of type C0, besides xi, X must have at least one more
insertion xk, with xk ∈ W1. Since the Reconstruction Lemma 4.3 does not change the
insertions in dotted positions of X = 〈. . . , xi, . . . , xai+1i+1 α, β〉, we know Y could be
rewritten in the form of Y = 〈xi+1, xk, . . . , ∗, ∗〉. Since KW1 = 0, we may assume KN1 ≥
0, otherwise we do a preparatory reconstruction as (89) to get KN1 ≥ 0. Thus by Lemma
6.8, we know i+1 6= k and ℓi+1 = ℓk = 1. Then we can repeat the process as in Proposition
6.12 to reconstruct Y from type C0 correlators Z such that Z > X, and correlators with
fewer insertions. Such correlators Z will be of the form Z = 〈xi+1, xi+1, . . . , αZ , βZ〉
if k ≤ i, or Z = 〈xk, xk, . . . , αZ , βZ〉 if k > i. We remark that during the process,
the ordered pair of inserions (xi, xk) in (90) are replaced by the ordered pair (xi+1, xk) if
k ≤ i, or by (xk, xi+1) if k > i. This guarantees that we have Z > X. 
By the above lemma, we have
Proposition 6.19. Let X be a correlator of type C0 which is not maximal. Then X
can be reconstructed from correlators with fewer insertions and correlators Z of type C0
satisfying Z > X.
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Proof. Since X is not maximal, we can choose i to be the largest index such that i ∈W1
with i < N and ℓi ≥ 1. So X = 〈. . . , xi, xmNN αX , βX〉 for some mN ≥ 0.
If mN ≥ 1, then we apply Reconstruction Lemma 4.3 with γ = βX , δ = xi, ǫ = xN , and
φ = xmN−1N αX . By Remark 6.9, the correlators with δφ and δγ are type C0-correlators
of the form 〈. . . , xN , ∗, ∗〉. The correlator with ǫγ equals 〈. . . , xi, xmN−1N αX , xNβX〉.
By induction reconstruct X from C0-correlators of the form 〈. . . , xN , ∗, ∗〉 and the
C0-correlator Y = 〈. . . , xi, αY , βY 〉 where mYN = 0.
Similarly, we move all xN−1 from αY to βY , and so on, until we move all xi+1 from α to
β. Thus we reconstruct X from correlators X ′ of type C0 with X
′ > X, and the correlator
Z = 〈. . . , xi, αZ , βZ〉 where mZi+1 = . . . = mZN = 0. After reducing to the standard basis,
Z is of type X0 and m
Z
k + n
Z
k ≤ ak − 1 for k > i.
From here on we will speak only of the correlator Z and drop the Z-superscript from
our notation. By definition,
(94) mN + nN = (ℓN −KN + 1)aN − ℓN − 2.
But mN + nN ≤ aN − 1, so (ℓN −KN + 1)aN − ℓN − 2 ≤ aN − 1. This shows
(95) KN ≥
(
ℓN − 1
aN − 1
)(
aN − 1
aN
)
> − 1
aN
.
Thus KN ≥ 0 and we may use Lemma 6.16. This lemma gives us a list of possible vectors
K which we analyze case by case. In each case, if the correlator is not in the desired form,
we write the insertions in a nonstandard basis and so that there is some k with ℓk ≥ 1
and mk + nk ≥ ak. Then we use Lemma 6.18 to finish the reconstruction.
Case KN = 1: In this case K is a concatenation of (0)s and (-1,1)s, followed by KN = 1.
If K = (. . . ,−1, 1, 1), then ℓ = (. . . , 0, 0, ∗) and m+ n = (. . . , 2aN−2 − 2, 0, ∗) by
Lemma 6.5. Then N − 2 > i, but mN−2 + nN−2 ≥ aN−2, contradicting our assumption
on Z. Similarly, we reach a contradiction if there is j > i such that (Kj ,Kj+1) = (−1, 1).
Therefore, K = (. . . , 0, 0, . . . , 0, 1) and ℓ = (. . . , 1, 0, . . . , 0, ∗), where the underline
marks the ith spot and ℓi = 1 by (78). Possibly, i = N − 1. If i 6= N − 1, then by
assumption (Ki+1, ℓi+1) = (0, 0) so mi + ni = 2ai − 2 by (76). If i = N − 1, then
(Ki+1, ℓi+1) = (KN , ℓN ) where ℓN ≥ KN . Then (76) shows mi + ni ≥ 2ai − 2 so by
Property (P3) we know mi + ni = 2ai − 2. Thus m+ n = (. . . , 2ai − 2, ∗, . . . , ∗, ∗). Now
we have three cases. In each case we compute m+ n by first using (78) to compute ℓ and
then using (76).
(1) K = (. . . , 0, 0, . . . , 1), m+ n = (. . . , ai−1,M, . . . , ∗).
(2) K = (−1, 1, . . . ,−1, 1, 0, . . . , 1), m+ n = (M, 0, . . . ,M, 0,M, . . . , ∗).
(3) K = (. . . , 0,−1, 1, . . . ,−1, 1, 0, . . . , 1),m+ n = (. . . , ar,M, 0, . . . ,M, 0,M, . . . , ∗).
Here M = 2a − 2 with the appropriate subscripts. In each case if there is a factor of α
that equals x
ai+1
i+1 (α will not be written in the standard basis), then we can apply Lemma
6.18. We find a factor of x
ai+1
i+1 in α for each case as follows:
(1) Here α has a factor of xi−1x
ai−1
i , which by (92) equals x
ai+1
i+1 in Jac(W
T
1 ).
(2) Repeatedly apply (92) starting with a1x
a1−1
1 = −xa22 .
(3) Repeatedly apply (92) starting with ar+1xrx
ar+1−1
r+1 = −xar+2r+2 .
Case KN = 0: In this case, (95) shows that ℓN = 0. Let i be the largest index such
that (Ki, ℓi) 6= (0, 0). Since 0 ≤ mi + ni, equation (76) shows Ki ≤ ℓi. Then Lemma 6.5
shows that (Ki−1,Ki) cannot be (−2, 3), (−1, 2), or (−1, 1). Six cases remain, which are
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enumerated below. In each case an underline is below the ith index, M = 2a− 2, and we
computed ℓ and m+ n using (78) and (76), respectively.
• K = (. . . ,−1, 1, 1, 0, . . . , 0) ℓ = (. . . , 0, 0, 2, 0, . . . , 0)m+ n = (. . . ,M, 0,M − 1, ∗, . . . , ∗)
• K = (. . . , 0, 1, 0, . . . , 0), ℓ = (. . . , 0, 2, 0, . . . , 0),m+ n = (. . . , ai−1,M − 1, ∗, . . . , ∗);
• K = (. . . , 0, 1, 0, . . . , 0), ℓ = (. . . , 1, 1, 0, . . . , 0), m+ n = (. . . ,M, ai − 2, ∗, . . . , ∗);
• K = (. . . , 0, 0, 0, . . . , 0), ℓ = (. . . , 0, 1, 0, . . . , 0), m+ n = (. . . , ai−1,M, ∗, . . . , ∗);
• K = (. . . ,−1, 1, 0, 0, . . . , 0), ℓ = (. . . , 0, 0, 1, 0, . . . , 0),m+ n = (. . . ,M, 0,M, ∗, . . . , ∗);
• K = (. . . , 1, 0, 0, . . . , 0), ℓ = (. . . , ℓi−1, 1, 0, . . . , 0), m+ n = (. . . , ∗,M, ∗, . . . , ∗).
Notice that in each case, i is the same as the i we had defined previously. Now the
discussion is similar to the KN = 1 case. More explicitly, we have the following situations:
• The first case here splits into Cases (2) and (3) above.
• The second and fourth case here are same as Case (1) when KN = 1.
• For the third case, (Ki−1,Ki) = (0, 1). As we did for (KN−1,KN ) = (0, 1), we
find a factor of α equal to xaii (note the different index). All three cases above are
possible. Since ℓi−1 = 1, we can apply Lemma 6.18.
• For the fifth case, let r be the last index before the (−1, 1) pairs of K. If Kr = 0,
then we can find a factor of α equal to x
ai+1
i+1 (like in Cases (2)-(3) of (KN−1,KN ) =
(0, 1)). If Kr = 1 (but not as part of a (-1,1) pair), then mr + nr = ℓr(ar − 1) is
0 only if ℓr = 0.
Similarly, for the last case, let r = i− 1. Then mr +nr = ℓr(ar − 1), which will
be 0 only if ℓr = 0.
If ℓr > 0, then mr + nr > 0 and as usual we can find that α has a factor x
ai+1
i+1 .
Thus we only need to check for both of these cases when ℓr = 0. Since X was
of type X0 and the reconstruction from X to Z did not change the number of
insertions in W1, there is some k < r < i such that ℓk ≥ 1. But in the indices less
than r, the vector K is a concatenation of (-1,1)s and (0)s. This means that if we
truncate the vector K before the k-th place, then the truncated vectors will look
like the fourth case or the fifth case with Kr = 0. So we can use (92) to find a
factor of α equal to x
ak+1
k+1 .

6.3.2. Reconstruction procedure. The remainder of this subsection proves Proposition 6.13
when W1 = x
a1
1 x2 + x
a2
2 x3 + . . . + x
aN
N is a chain.
Definition 6.20. Let X be a correlator of type C0. We say
• X is of type C1 if X = 〈xi1 6∈W1, . . . , xis 6∈W1, xN , . . . , xN , α, β〉.
• X is of type C2 if X = 〈xN , . . . , xN , α, β〉.
• X is of type C3 if X = 〈xN , xN , α, β〉.
• X is of type C4 if X = 〈xN , xN , xN−1xaN−2N , φWT 〉.
We will do the reconstruction in four steps. In k-th step, we will reconstruct a corre-
lator of type Ck−1 from correlators of type C≥k, correlators that vanish, and correlators
with fewer insertions.
Step 1. We do this by applying Proposition 6.19.
Step 2. Let X be a correlator of type C1. Our discussion breaks into three cases:
(1) mNnN 6= 0.
(2) mNnN = 0 and (ℓN , aN ) 6= (2, 2).
44 WEIQIANG HE, SI LI, YEFENG SHEN, AND RACHEL WEBB
(3) mNnN = 0 and (ℓN , aN ) = (2, 2).
For case (1), we will reconstructX from correlators with fewer insertions and correlators
of type C2. We may assume mN 6= 0. Let S be the set of insertions xi in X such that
xi 6∈W1. If S 6= ∅, choose some xi ∈ S and use the Reconstruction Lemma 4.3 with γ = β,
δ = xi, ǫ = xN , and φ = α/xN . Then all correlators coming from the reconstruction have
ℓN ≥ ℓXN ≥ 2, so KN ≥ 0 (we saw in the proof of Lemma 6.7 that when KN < 0, we have
ℓN − 0). Then Remark 6.9(3) implies that all the correlators have type C0 or they vanish.
Moreover, all these correlators have mN = m
X
N −1. Repeat this same reconstruction until
either mN = 0 in all correlators or S = ∅.
In cases (2) and (3) we must have mN + nN ≤ aN − 1 so (95) holds, and K is in the
form of Lemma 6.16. So KN is 0 or 1; if KN = 0 then (95) shows that ℓN = 0, and if
KN = 1 then (95) shows that ℓN is 1, 2 or 3. But since X is of type C1 we know ℓN ≥ 2,
so in fact KN = 1 and (ℓN , aN ) = (2, 2), (2, 3) or (3, 2).
If (ℓN , aN ) 6= (2, 2), then by (94), we get
mN + nN = ℓN (aN − 1) − 2 = aN − 1.
We have the following cases, where again M = 2a− 2:
(1) K = (−1, 1, . . . ,−1, 1, 1), m+ n = (M, 0, . . . ,M, 0, aN − 1);
(2) K = (∗, . . . , 0, 1), m+ n = (∗, . . . , aN−1, aN − 1);
(3) K = (∗, . . . , 0,−1, 1, . . . ,−1, 1, 1), m+ n = (∗, . . . , ar,M, 0, . . . ,M, 0, aN − 1).
Without loss of generality assume mN = 0 so nN = aN − 1. Then in every case X cannot
have Property (P3), so it vanishes.
If (ℓN , aN ) = (2, 2), then X = 〈xi1 6∈W1, . . . , xis 6∈W1, xN , xN , α, β〉. Since KN = 1
and ℓ = (0, . . . , 0, 2), a calculation using (76) and Lemma 6.16 shows that there is some
j ∈W1 with mj+nj ≥ aj . In particular mj > 0. Reconstruct X as in case (1), beginning
with δ = xi1 , γ = β, ǫ = xj, and φ = α/xj . All resulting correlators have type C1 as dis-
cussed in case (1). By repeating this reconstruction, we can determine X from correlators
with fewer insertions, type C1 correlators of the form 〈xN , xN , xj, . . .〉, and a type C1
correlator with the same primitive insertions as X but with mj = 0 for all j ∈ W1. The
correlators 〈xN , xN , xj , . . .〉 can be reconstructed from correlators 〈xN , xN , xN , . . .〉
as in Proposition 6.19. The final correlator vanishes by the discussion at the start of this
paragraph.
Step 3. Let X be a correlator of type C2. From (87), since ℓN ≥ 2, we find
KN ≥ aN − 2
aN
.
Thus KN ≥ 0 and equality is possible only if aN = 2. If KN = 0 and aN = 2, then (87)
shows that ℓN ≤ 2, so in fact X is of type C3.
If KN 6= 0, then KN = 1 by Lemma 6.16. Then (87) shows ℓN ≤ 2aN/(aN − 1), so
ℓN = 2 (and X is of type C3), or ℓN = aN = 3, or aN = 2 and ℓN = 3 or 4. We will
show that in each case where ℓN > 2, the correlator does not satisfy (P3) in Lemma 4.4,
a contradiction.
If ℓN = aN = 3, then mN + nN = 3aN − 5 = 2aN − 2. Either (KN−1, ℓN−1) is (0, 0)
or it is (1, 0); in each case, mN−1 + nN−1 ≥ 1. Without loss of generality mN−1 ≥ 1, so
that α has a factor of xN−1x
aN−1
N , violating Property (P3).
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Similarly, if aN = 2 and ℓN = 3 or 4, we can check all possibilities for K and ℓ and
show that m+ n violates Property (P3). 
Step 4. Let X be a correlator of type C3. We know ℓ = (0, . . . , 0, 2). By (86), if
M = 2a− 2 we have three possibilities for K:
(1) K = (0, . . . , 0, 0, 1), m+ n = (a1 − 1, . . . , aN−2 − 1, aN−1, 2aN − 4).
(2) K = (−1, 1, . . . ,−1, 1, 1), m+ n = (M, 0, . . . ,M, 0, 2aN − 4).
(3) K = (0, . . . , 0, 0,−1, 1, . . . ,−1, 1, 1),m+ n = (a1−1, . . . , ar−1−1, ar,M, 0, . . . ,M,
0, 2aN − 4).
In all cases, if X 6= 0, we must have
(96) X = 〈xN , xN , xm11 . . . xmN−1N−1 xaN−2N α, xn11 . . . xnN−1N−1 xaN−2N β〉
where mi + ni = ai − 1 for i < N − 2 and mN−1 + nN−1 = aN−1.
In the first case, both mN−1 and nN−1 are at least 1. If mN = aN − 1, then α = 0 by
(92), since it has a factor of xN−1x
aN−1
N . This shows that mN = nN = aN − 2 and (96)
follows.
In the second case, α = xa1−11 x
a3−1
3 . . . x
aN−2−1
N−2 x
mN
N . The relations (92) show α ∝
xa2−12 x
a4−1
4 . . . x
aN−1
N−1 x
mN
N . If mN = aN − 1, we have a factor of α equal to xN−1xaN−1N ,
and α = 0 by (92). Otherwise, mN = nN = aN − 2 and (96) follows.
In the last case, α has a factor equal to xmrr x
ar+1−1
r+1 . . . x
aN−2−1
N−2 x
mN
N . As before we
can use the relations (92) to rewrite this as xmr−1r x
ar+2−1
r+2 . . . x
aN−1
N−1 x
mN
N , and as before if
X 6= 0, then (96) follows.
Finally, we apply the Reconstruction Lemma 4.3 to X in (96) with γ = xN , ǫ =
xN−1x
aN−2
N , φ = x
m1
1 . . . x
mN−1−1
N−1 α, and δ = x
n1
1 . . . x
nN−1
N−1 x
aN−2
N β. Then ǫγ and γδ have a
factor of xN−1x
aN−1
N , and hence both are 0 by (92). The last correlator is of type C4. 
6.4. Loop Reconstruction. This section proves Proposition 6.13 for W =
⊕
Wi when
W1 = x
a1
1 x2 + x
a2
2 x3 + . . .+ x
aN
N x1 is a loop.
6.4.1. Preliminary facts about loop polynomials. First, we have
(97) aixi−1x
ai−1
i = −xai+1i+1 ∈ Jac(W T1 ) for i = 1, · · · , N.
Recalling that φWT1
=
∏N
i=1 x
ai−1
i , we obtain the following vanishing conditions in Jac(W
T
1 ):
(98)

xi−1x
ai
i = 0,
xa1−11 x
a3−1
3 . . . x
aN−2−1
N−2 x
aN
N = 0, 2 ∤ N,
(φWT1
/xi)xk = 0, k 6= i, (N, ai, k) 6= (2, 2, i + 1).
Second, we may apply Lemmas 6.4 and 6.5 and renumber the variable indices so that
K ends with the exceptional tuple (1), (-1,2), or (-2, 3). Then we get
Lemma 6.21. If KW1 = 1 and W1 = x
a1
1 + x1x
a2
2 + . . . + x
aN
N x1 is a loop, then we can
number the indices so that K is some concatentation of (0)s and (-1,1)s, followed by one
of (1), (-1,2), or (-2,3). The final case can only occur if aN−1 = 2. Also, in the last two
cases, ℓN−1 + ℓN ≤ 1.
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6.4.2. Reconstruction procedure. As in the previous sections, we define progressively sim-
pler correlator types and perform the reconstruction in a number of steps.
Definition 6.22. Let X be a correlator of type L0.
• X is of type L1 if X = 〈xp, xp, . . . , α, β〉 for some p ∈W1.
• X is of type L2 if X = 〈xp, . . . , xp, α, β〉 for some p ∈W1.
• X is of type L3 if X = 〈xp, xp, α, β〉 for some p ∈W1.
• X is of type L4 if X = 〈xp, xp, xp−1xap−2p , φWT 〉 with p ∈W1.
In k-th step, we will reconstruct a correlator of type Lk−1 from correlators of type L≥k
and correlators with fewer insertions. Each type has KW1 = 1 by Lemma 6.8(3), so we
will generally not need to check this condition.
Step 1. Let X be a correlator of type L0. If there exists some ℓi ∈W1 such that ℓi ≥ 2,
then we are done. If ℓi ≤ 1 for all i ∈ W1, then we will show that for some i ∈ W1, we
have ℓi = 1 and mi + ni ≥ ai.
By Proposition 6.12 we can assume there exist distinct i, k ∈W1 such that ℓi = ℓk = 1.
Now assume KW1 is in the form of Lemma 6.21. If some ℓi = 1 for i ≤ N−2, then Lemma
6.6 shows mi + ni = 2ai − 2 ≥ ai.
Otherwise, ℓN−1 = ℓN = 1, and by Lemma 6.21 we must have KN = 1. In this case
KN−1 is 1 or 0. But if KN−1 = 1 then KN−2 = −1 and ℓN−1 = 0 by (82). So KN−1 = 0
and (76) shows mN−1 + nN−1 = 2aN−1 − 2 ≥ aN−1.
Now we do the reconstruction part of this step. Let k ∈ W1 be any index such that
ℓk = 1 and mk + nk ≥ ak. Then X = 〈. . . , xk, xi, xkα, β〉 where mk ≥ 1 and i 6= k (we
do not require i ∈W1). Using the Reconstruction Lemma 4.3 with γ = β, δ = xi, ǫ = xk,
and φ = α, we find
X = 〈. . . , xk, xk, β, xiα〉 − 〈. . . , xk, xk, α, xiβ〉 − 〈. . . , xk, xi, α, xkβ〉+ S.
After rewriting the last insertion in the standard basis, the first two correlators are of
type L1. We use the same reconstruction on the third correlator until it has the form
〈. . . , xk, xi, α˜, xmkk β〉, where α˜ is a monomial in the standard basis with no factor of
xk. When we rewrite the last insertion in the standard basis, we find that mk + nk < ak.
This contradicts Lemma 6.8 if KW1 = 0, so KW1 = 1. Then either the third correlator
is of type L1, or it has some k
′ such that ℓk′ = 1 and mk′ + nk′ ≥ ak′ . We can repeat
the same reconstruction, moving all x′k from α to β. Eventually, we will run out of such
indices, showing that the third form eventually vanishes.
Step 2. Let X be a correlator of type L1. This step is similar to Step 1. Since ℓp ≥ 2,
we know that p is N or N − 1 by Lemma 6.6. Then KN = 1 by Lemma 6.21. We will
show that mp + np ≥ ap. Then the same reconstruction argument as in Step 1 gives the
desired result.
• If p = N−1, then (82) implies KN−1 = 0 and (76) implies mp+np ≥ 3ap−4 ≥ ap.
• If p = N , then using (76) we compute mp + np ≥ ℓp(ap − 1) − 1 − Kp+1, since
ℓp+1 ≥ 0. If Kp+1 = −1, we are done, since ℓp ≥ 2 and 2ap− 2 ≥ ap. If Kp+1 = 0,
then mp + np ≥ ap unless ℓp = 2 and ap = 2.
Now we address this exceptional case.
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Exceptional case: Let X be a correlator of type L1 with (p,Kp, ℓp, ap) = (N, 1, 2, 2). If
X is not of type L2, there exists an index i 6= N , such that
(99) X = 〈xN , xN , . . . , xi, α, β〉.
We claim that ℓN−1 = 0. From Lemma 6.21, we know thatKN−1 is 1 or 0. IfKN−1 = 1,
then it is part of a (-1,1) pair, so (82) implies that ℓN−1 = 0. If KN−1 = 0, then (78) tells
us that ℓN−1 = 0.
Next we claim that we can find α′ ∝ α and β′ ∝ β in Jac(W T ) such that
(100) n′N−2 > 0 and m
′
N−1 + n
′
N−1 ≥ aN−1.
This α′ and β′ may not be in the standard basis.
If KN−1 = 0 then in fact we may take α = α
′ and β = β′. For in this case (76) implies
mN−1 + nN−1 = aN−1. If W1 is a 2-variable loop, then similarly mN + nN = 1, and we
get (100). If not, then KN−2 = 0. Otherwise we will have (KN−3,KN−2) = (−1, 1) and
ℓN−3 = ℓN−2 = 0. Then (76) would force mN−2 + nN−2 = −1 which is nonsensical. So
KN−2 = 0 and (76) implies mN−2 + nN−2 ≥ 1. Thus again we get (100).
If KN−1 = 1, then (KN−2,KN−1) = (−1, 1) and K = (. . . , 0,−1, 1, . . . ,−1, 1, 1). Here
the 0 is the last 0 before the (−1, 1)-sequence; say it occurs at the rth spot. We know
from (76) that
m+ n = (. . . , t, 2ar+1 − 2, 0, . . . , 2aN−2 − 2, 0, ∗)
where t ≥ ar. Then we may assume α has a factor of xrxar+1−1r+1 . . . xaN−2−1N−2 . Using the
relation in (97), this factor is proportional to a multiple of x
aN−1
N−1 . Let α
′ equal α with
this replacement, and let β′ = β. Then m′N−1 ≥ aN−1 and n′N−2 = aN−2 − 1, and (100)
follows.
Finally, we use the Reconstruction Lemma 4.3 with γ = β, δ = xi, ǫ = xN−1, and
φ = α′′ where α′ = xN−1α
′′ to get
X = 〈. . . , xN , xN , xN−1, xiα′′, β〉 − 〈. . . , xN , xN , xN−1, α′′, xiβ〉
+ 〈. . . , xN , xN , xi, α′′, xN−1β〉+ S.
After reducing the insertions of the first three correlators, by Remark 6.9(3) they all are
of type L1 if they are nonvanishing. By Lemma 6.21 they have KN = 1. As discussed
earlier, a nonvanishing correlator in the form of (99) with KN = 1 must have ℓN−1 = 0.
Thus the first two correlators vanish. Use the same reconstruction on the third correlator
until nN−1 = aN−1. We still have nN−2 > 0, so now β contains the factor xN−2x
aN−1
N−1 ,
which is 0 by (98). So the third correlator is also zero. Thus we have reconstructed X
from correlators with fewer insertions. 
Step 3. Let X be a correlator of type L2, so ℓi = 0 if i 6= p. Since X is also of type L1,
we know KN = 1, and p = N − 1 or N from Step 2.
If p = N − 1, since ℓp 6= 0, then (82) implies Kp 6= 1. Thus Kp = 0,Kp+1 = 1, ℓp+1 = 0,
and (76) implies that mp + np = ℓp(ap − 1) + ap − 2. Thus Property (P3) in Lemma 4.4
implies that ℓp ≤ 2 where ℓp = 2 if and only if ap = 2.
If p = N , then Kp = 1, ℓp+1 = ℓ1 = 0, and Kp+1 = K1 = 0 or −1. Then (76) and
Property (P3) in Lemma 4.4 imply mp + np = ℓp(ap − 1) − 1 ≤ 2ap − 2, so ℓp ≤ 3. If
ℓp = 3, then ap = 2 and Kp+1 = 0. In this case
X = 〈xN , xN , xN , α, β〉.
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We will reconstruct X from correlators with fewer insertions. Since Property (P3) in
Lemma 4.4 implies mN + nN ≤ 2aN − 2 = 2, by (85), there is no 1 before any 0 in the
vector K. So there are two possibilities:
• K = (0, . . . , 0, 1), ℓ = (0, . . . , 0, 3) and m+ n = (a1 − 1, . . . , aN−1 + 1, 2).
• K = (0, . . . , 0, 0,−1, 1, . . . ,−1, 1, 1), ℓ = (0, . . . , 0, 0, 0, 0, . . . , 0, 0, 3), and m+ n =
(a1 − 1, . . . , ar−1 − 1, ar,M, 0, . . . ,M, 1, 2).
Here M = 2a − 2, with the appropriate subscripts. In the first case, mN = nN = 1
and both mN−1 and nN−1 are at least 2 (note that aN−1 6= 2 in this case since that
would imply aN−1 + 1 = 3 > 2aN−1 − 2). We can choose α so that mN−2 > 0. Now
apply the Reconstruction Lemma 4.3 with γ = α, δ = xN , ǫ = x
nN−1−1
N−1 , and φ = β/ǫ.
Thus α contains x2N−1xN and φ contains xN−1xN . Then φδ and γδ both have a factor of
xN−1x
2
N , so they vanish by (98). Similarly γǫ has a factor of xN−2x
aN−1
N−1 = 0.
In the second case, again mN = nN = 1. Without loss of generality we can assume
that nN−1 = 1. Apply the Reconstruction Lemma with γ = α, δ = xN , ǫ = xr+1, and
β = ǫφ. Then δφ has a factor equal to xN−1x
2
N , which equals 0 by (98). Similarly, ǫγ
has a factor equal to xrx
ar+1
r+1 = 0. Finally, in the third correlator, δγ has a factor equal
to xrx
ar+1−1
r+1 x
ar+3−1
r+3 . . . x
aN−2−1
N−2 x
2
N . As in the exceptional case in Step 2, we can use the
relation (97) to rewrite the first terms to have a factor x
aN−1
N−1 . Since this is multiplied by
xaNN , it is zero by (98). 
The last step will use the following lemmas.
Lemma 6.23. If the correlator
(101) Xk,i = 〈xk, xi, xk−1xak−1k , α φWT1 /xi〉, α ∈ Jac(W
T −W T1 )
is of type X−1 then it can be reconstructed from correlators of type L4.
Proof. If (N, ai) = (2, 2), then up to symmetryW1 = x
a
1x2+x1x
2
2 andX = 〈x1, x2, xa−11 x2, αxa−11 〉.
If a = 2, then X is already of final type. If a > 2, the result follows from a reconstruction
as in (68) and (69) in Section 5.1.5.
Now we assume (N, ai) 6= (2, 2). We apply the Reconstruction Lemma 4.3 to the
correlator Ai = 〈xi, xi−1, xai−1i , φWT1 α〉 with ǫ = xi, φ = x
ai−2
i , δ = xi−1, and γ = φWT1
α.
Because γδ = γǫ = 0 for degree reasons. Also we know
(102) Ai = 〈xi, xi, xi−1xai−2i , φWT1 α〉.
By Dimension Axiom in Lemma 4.1, if Ai is nonzero, then it is a correlator of type L4.
Now let us start the reconstruction. Let Xk,i be the correlator in (101). We replace
xk−1x
ak−1
k with −x
ak+1
k+1 /ak in Xk,i using the relation (97), and then apply the Reconstruc-
tion Lemma 4.3 with δ = xk, ǫ = xk+1, φ = x
ak+1−1
k+1 , and γ = αφWT1
/xi.
If i 6= k, k + 1, the terms with γδ and γǫ are both zero by (98), and
(103) Xk,i = − 1
ak
〈xk+1, xi, xkxak+1−1k+1 , α φWT1 /xi〉 = −
Xk+1,i
ak
.
For k = i− 1 or k = i, one of γδ or γǫ is nonzero, and we get
Xi−1,i = − 1
ai−1
(
Ai + 〈xi, xi, xi−1xai−1i , α φWT1 /xi〉
)
= −Ai +Xi,i
ai−1
,(104)
Xi,i = − 1
ai
(
Ai+1 + 〈xi+1, xi, xixai+1−1i+1 , α φWT1 /xi〉
)
= −−Ai+1 +Xi+1,i
ai
.(105)
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Combining (103), (104), and (105), we find
Xk,i =
i−1∏
r=k
(
− 1
ar
)
Ai −
i∏
r=k
(
− 1
ar
)
Ai+1 +
N∏
r=1
(
− 1
ar
)
Xk,i.
Using (102) we know Xk,i can be reconstructed from correlators of type L4.

Lemma 6.24. The correlator
Xk = 〈xk, xk−1xak−1k , α, β φWT1 〉, α, β ∈ Jac(W
T −W T1 )
vanishes. Furthermore, the correlator
Yk = 〈xk, xk, xk−1xak−2k α, φWT1 β〉, α, β ∈ Jac(W
T −W T1 )
can be reconstructed from correlators of type L4.
Proof. In Xk,i, replace the insertion xk−1x
ak−1
k with −x
ak+1
k+1 /ak in Xk,i using the relations
(97), and then apply the Reconstruction Lemma 4.3 with δ = xk, ǫ = xk+1, φ = x
ak+1−1
k+1 ,
and γ = β φWT1
. Via a similar argument to the one used in the proof of Lemma 6.23, we
have
Xk =
N∏
r=1
(
− 1
ar
)
Xk.
Then Xk = 0 as desired. Now apply the Reconstruction Lemma to Yk with δ = xk, ǫ =
α, φ = x
ak+1−1
k+1 , and γ = β φWT1
. We know γδ = 0 for degree reasons. The term with ǫγ is
of type L4. The term with δφ is Xk+1, which we have seen is 0. 
Step 4. We saw in Step 3 that if X is a correlator of type L3, there are two general
possibilities for K: (0, . . . , 0,−1, 1, . . . ,−1, 1, 1) and (−1, 1, . . . ,−1, 1, 0, 1). In the first
case, p = N ; in the second, p = N − 1. We will (a) reconstruct the second case from the
first case, (b) reconstruct the first case from correlators with K = (0, . . . , 0, 1), and (c)
reconstruct these last correlators from the correlators of final type.
Step 4a. Assume K = (−1, 1, . . . ,−1, 1, 0, 1). We saw in Step 3 that p = N − 1 and
ap = 2. Let α1 and β1 be the factors of α and β in W1, respectively. By (76), we know
m+ n = (2a1 − 2, 0, . . . , 2ap−2 − 2, 1, 2ap − 2, 0),
so without loss of generality β1 = α1/xp−1 and
α1 = x
a1−1
1 x
a3−1
3 . . . x
ap−2−1
p−2 xp−1x
ap−1
p ∝ xa2−12 xa4−14 . . . xap−3−1p−3 xap−1p−1 xap+1−1p+1 .
Apply the Reconstruction Lemma to X with δ = xp, ǫ = xp−1, γ = β, and φ =
xa2−12 x
a4−1
4 . . . x
ap−3−1
p−3 x
ap−1−1
p−1 x
ap+1−1
p+1 . We can check that the correlator with ǫγ is of
type L3 and K = (0, . . . , 0,−1, 1, . . . ,−1, 1, 1, 0). It fits into the first case by shifting the
index by 1. The remaining two correlators are
A = 〈xp, xp−1, αA, βA〉 and B = 〈xp, xp−1, αB , βB〉,
where
αA = x
a2−1
2 x
a4−1
4 . . . x
ap−1−1
p−1 xpx
ap+1−1
p+1 α
′, βA = x
a1−1
1 x
a3−1
3 . . . x
ap−2−1
p−2 x
ap−1
p β
′,
αB = x
a2−1
2 x
a4−1
4 . . . x
ap−1−1
p−1 x
ap+1−1
p+1 α
′, βB = x
a1−1
1 x
a3−1
3 . . . x
ap−2−1
p−2 x
ap
p β
′.
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Apply the Reconstruction Lemma to B with δ = xp, ǫ = xp−1, φ = αB/xp−1, and γ = βB .
Then we get
(106)
B = 〈xp−1, xp−1, xa2−12 xa4−14 . . . xap−1−2p−1 xpxap+1−1p+1 α′, xa1−11 xa3−13 . . . xap−2−1p−2 xapp β′〉.
Since ǫγ has a factor of xp−1x
ap
p , this monomial vanishes. Also γδ = 0 because we can
apply the Jacobi relations beginning with x
ap
p = (−ap−1)xp−2xap−1−1p−1 to get
γδ ∝ xa2−12 xa4−14 . . . xap−1−1p−1 x2pxap+1−1p+1 .
This has a factor of xp−1x
2
p = xp−1x
ap
p = 0. Now we write the last insertion of (106) in the
standard basis (it equals xa2−12 x
a4−1
4 . . . x
ap−1−1
p−1 xpx
ap+1−1
p+1 β
′). Then B is of type L3 with
the vector K = (1,−1, 1, . . . ,−1, 1, 1, 0,−1). Again, B fits into the first case by shifting
the index.
Now apply the Reconstruction Lemma to A with γ = xp, ǫ = xp−1xp, φ = αA/ǫ, and
δ = βA. Then ǫγ = xp−1x
ap
p = 0. The remaining correlators are
D = 〈xp−1, xp, xp−1xp, xa1−11 xa2−12 . . . xap−1−2p−1 xap−1p xap+1−1p+1 α′′〉,
and E = 〈xp−1, xp−1xp, αE , βE〉 with
αE = x
a2−1
2 x
a4−1
4 . . . x
ap−1−2
p−1 x
ap+1−1
p+1 α
′, βE = x
a1−1
1 x
a3−1
3 . . . x
ap−2−1
p−2 x
ap
p β
′.
Now D can be reconstructed via Lemma 6.23. For E, apply the Reconstruction Lemma
one last time with ǫ = xp−1, φ = xp, δ = αE , and γ = βE . Then ǫγ has a factor of xp−1x
ap
p
which is 0. Also, the correlator with δφ equals B, which we already saw satisfies p = N .
Finally, γδ = xa1−11 x
a2−1
2 . . . x
ap−1−2
p−1 x
ap
p x
ap+1−1
p+1 is 0 by (98) when (N, ap−1) 6= (2, 2). If
(N, ap−1) = (2, 2) then the correlator with γδ is of type L4.
Step 4b. Now assume K = (0, . . . , 0,−1, 1, . . . ,−1, 1, 1) and p = N . Let α1 and β1 be
the factors of α and β in W1. If K 6= (0, . . . , 0, 1), we claim that we can find monomials
α′1 ∝ α1 and β′1 ∝ β1 (α′1 and β′1 may not be in the standard basis) such that
m′i + n
′
i = ai − 1 for i < N − 1
(m′N−1, n
′
N−1,m
′
N , n
′
N ) = (aN−1, 0, aN − 2, aN − 1)(107)
and
xNβ
′
1 = 0.(108)
We find α′1 and β
′
1 by analyzing the possibilities for K.
If K = (−1, 1, . . . ,−1, 1, 1) then
m+ n = (2a1 − 2, 0, . . . , 2aN−2 − 2, 0, 2aN − 2),
so
α1 = β1 = x
a1−1
1 x
a3−1
3 . . . x
aN−2−1
N−2 x
aN−1
N .
Then xNβ1 = 0 by (98). We may take β
′
1 = β1 and
α1 ∝ α′1 = xa2−12 xa4−14 · · · xaN−3−1N−3 xaN−1N−1 xaN−2N ∈ Jac(W T1 ).
If K = (0, . . . , 0, 0,−1, 1, . . . ,−1, 1, 1) then
m+ n = (a1 − 1, . . . , ar−1 − 1, ar, 2ar+1 − 2, 0, . . . , 2aN−2 − 2, 0, 2aN − 3)
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We can assume that
α1 = x
m1
1 . . . x
mr−1
r1 x
mr
r x
ar+1−1
r+1 x
ar+3−1
r+3 . . . x
aN−2−1
N−2 x
aN−2
N .
Since mr + nr = ar, we know that mr ≥ 1. Then we find that
α1 ∝ xm11 . . . xmr−1r−1 xmr−1r xar+2−1r+2 . . . xaN−3−1N−3 xaN−1N−1 xaN−2N .
Secondly, in this case,
xNβ1 = x
n1
1 . . . x
nr−1
r−1 x
nr
r x
ar+1−1
r+1 x
ar+3−1
r+3 . . . x
aN−2−1
N−2 x
aN
N .
Then
xNβ1 ∝ xn11 . . . xnr−1r−1 xnr−1r xar+2−1r+2 . . . xaN−3−1N−3 xaN−1N−1 xaNN = 0
because it has a factor of xN−1x
aN
N . Thus we may take β
′
1 = β1 and
α′1 = x
m1
1 . . . x
mr−1
r x
ar+2−1
r+2 . . . x
aN−1
N−1 x
aN−2
N .
Having found monomials α′1 and β
′
1 satisfying (107) and (108), in the correlator X
replace α1 with α
′
1 in α, and similarly with β. Let α
′ = α/α′1 and β
′ = β/β′1. Apply
the Reconstruction Lemma 4.3 with δ = xN , γ = β, ǫ = xN−1, and φ = α/ǫ. Then the
term with γǫ has K = (0, . . . , 0, 1), as can be checked by computing m+ n (note that all
elements are already in the standard basis). The term with γδ vanishes by (108). The
final term with δφ has the form
〈xN , xN−1, xm11 . . . xmN−2N−2 xaN−1−1N−1 xaN−1N α′, β〉.
Apply the Reconstruction Lemma again with γ = xN , δ = β, ǫ = xN−1x
aN−1
N , and
φ = xm11 . . . x
mN−2
N−2 x
aN−1−2
N−1 α
′. Then γǫ has a factor equal to xN−1x
aN
N , so this correlator
vanishes. The correlator with γδ also vanishes by (108). Finally, by (107), the correlator
with δφ is in the form of Lemma 6.23.
Step 4c. Finally, we reconstruct correlators X of type L3 with K = (0, . . . , 0, 0, 1) from
correlators of final type. For such X,
m+ n = (a1 − 1, . . . , aN−2 − 1, aN−1, 2aN − 3).
Thus both mN−1 and nN−1 are at least 1, and we can assume mN = aN − 2 and nN =
aN − 1. If m = (0, . . . , 0, 1, aN − 2) we are done; otherwise there is some i such that mi
is larger than it should be.
Apply the Reconstruction Lemma with δ = xN , γ = β, ǫ = xi, and φ = α/ǫ. Then
γδ has a factor equal to xN−1x
aN
N , which is 0. We can check that the correlator with
γǫ is of type L3 and K = (0, . . . , 0, 0, 1), but deg(α) < deg(αX). So if we use the same
reconstruction on this correlator, eventually the second form in the reconstruction will be
〈xi, xi, xi−1xai−2i α, φWT1 β〉, α, β ∈ Jac(W
T −W T1 ).
This correlator can be reconstructed from correlators of type L4 by Lemma 6.24.
The correlator containing δφ equals
〈xN , xi, xm11 . . . xmi−1i . . . xmN−1N−1 xaN−1N α′, xn11 . . . xnN−1N−1 xaN−1N β′〉
Here α′ and β′ are the factors of α and β not in W1. Apply the Reconstruction Lemma
with γ = xN , δ = β, ǫ = xN−1x
aN−1
N , and φ = α/ǫ. Then γδ and γǫ vanish because they
have a factor equal to xN−1x
aN
N . The final term with δφ is in the form of Lemma 6.23. 
52 WEIQIANG HE, SI LI, YEFENG SHEN, AND RACHEL WEBB
References
[1] P. Acosta, FJRW-Rings and Landau-Ginzburg Mirror Symmetry in Two Dimensions, arXiv:0906.0970
[math.AG].
[2] V. I. Arnold, S. M. Gusein-Zade, and A. N. Varchenko, Singularities of differentiable maps. Vol. I.,
Birkha¨user Boston, Inc., Boston, MA, 1985. Monographs in Mathematics, 82.
[3] P. Berglund and M. Henningson, Landau-Ginzburg orbifolds, mirror symmetry and the elliptic genus,
Nucl. Phys. B, 433(1995) 311-332.
[4] P. Berglund and T. Hu¨bsch, A Generalized Construction of Mirror Manifolds, Nucl. Phys. B 393
(1993) 377-391.
[5] S. Cecotti, N = 2 Landau-Ginzburg vs. Calabi-Yau σ-models: nonperturbative aspects, Internat. J.
Modern Phys. A 6 (1991), no. 10, 1749–1813, DOI 10.1142/S0217751X91000939.
[6] H.-L. Chang, J. Li, and W. Li,Witten’s top Chern class via cosection localization, to appear in Invent.
Math., preprint at arXiv: 1303.7126[math.AG].
[7] A. Chiodo, Towards an enumerative geometry of the moduli space of twisted curves and r-th roots,
Compos. Math. 144 (2008), no. 6, 1461–1496.
[8] A. Chiodo, H. Iritani, and Y. Ruan, Landau-Ginzburg/Calabi-Yau correspondence, global mirror sym-
metry and Orlov equivalence, Publications mathe´matiques de l’IHE´S. 119 (2013), no. 1, 127-216.
[9] A. Chiodo and Y. Ruan, A global mirror symmetry framework for the Landau-Ginzburg/Calabi-Yau
correspondence, Ann. Inst. Fourier (Grenoble) vol. 61, no. 7 (2011), 2803-2864.
[10] T. Coates and H. Iritani, On the Convergence of Gromov-Witten Potentials and Givental’s Formula,
preprint at arxiv: 1203.4193[math.AG].
[11] B. Dubrovin,Geometry of 2D topological field theories, Integrable systems and quantum groups (Mon-
tecatini Terme, 1993), 120-348, Lecture Notes in Math., 1620, Springer, Berlin, 1996.
[12] C. Faber, S. Shadrin, and D. Zvounkine, Tautological relations and the r-spin Witten conjecture, Ann.
Sci. E´c. Norm. Supe´r 43 (2010).
[13] H. Fan, T. Jarvis, and Y. Ruan, The Witten equation, mirror symmetry, and quantum singularity
theory, Ann. of Math. (2) 178 (2013), no. 1, 1–106.
[14] , The Witten Equation and Its Virtual Fundamental Cycle, preprint at arxiv:
0712.4025[math.AG].
[15] H. Fan, A. Francis, T. Jarvis, E. Merrell, and Y. Ruan,Witten’s D4 Integrable Hierarchies Conjecture,
preprint at arxiv: 1008.0927[math.AG].
[16] E. Getzler, Intersection theory on M1,4 and elliptic Gromov-Witten invariants., J. Amer. Math. Soc.
10 (1997), no. 4, 973–998.
[17] A. Givental, Equivariant Gromov-Witten invariants, Internat. Math. Res. Notices 13 (1996), 613–663.
[18] , A mirror theorem for toric complete intersections, Topological field theory, primitive forms
and related topics (Kyoto, 1996), Progr. Math., vol. 160, Birkha¨user Boston, Boston, MA, 1998,
pp. 141–175.
[19] , Gromov-Witten invariants and quantization of quadratic Hamiltonians, Mosc. Math. J. 1
(2001), no. 4, 551–568, 645. Dedicated to the memory of I. G. Petrovskii on the occasion of his 100th
anniversary.
[20] , Semisimple Frobenius structures at higher genus, Internat. Math. Res. Notices 23 (2001),
1265-1286.
[21] , Equivariant Gromov-Witten invariants, Internat. Math. Res. Notices 13 (1996), 613–663.
[22] , A tutorial on quantum cohomology, Symplectic geometry and topology (Park City, UT, 1997),
IAS/Park City Math. Ser., vol. 7, Amer. Math. Soc., Providence, RI, 1999, pp. 231–264.
[23] J. Gue´re´, A Landau–Ginzburg mirror theorem without concavity, preprint at
arXiv:1307.5070[math.AG].
[24] T. Jarvis, T. Kimura, and A. Vaintrob, Moduli spaces of higher spin curves and integrable hierarchies,
Compositio 126 (2001), no. 2, 157-212.
[25] K. Hori, S. Katz, A. Klemm, R. Pandharipande, R. Thomas, C. Vafa, R. Vakil, and E. Zaslow, Mirror
symmetry, Clay Mathematics Monographs, vol. 1, American Mathematical Society, Providence, RI,
2003.
[26] M. Kontsevich and Y. Manin, Gromov-Witten classes, quantum cohomology, and enumerative geom-
etry, Comm. Math. Phys. 164 (1994), no. 3, 525–562.
[27] M. Krawitz, FJRW rings and Landau-Ginzburg Mirror Symmetry, Ph.D. thesis, University of Michi-
gan, 2010.
LANDAU-GINZBURG MIRROR SYMMETRY CONJECTURE 53
[28] M. Krawitz and Y. Shen, Landau-Ginzburg/Calabi-Yau Correspondence of all Genera for Elliptic
Orbifold P1, preprint at arXiv: 1106.6270[math.AG].
[29] M. Kreuzer and H. Skarke, On the classification of quasihomogeneous functions, Comm. Math. Phys.
150 (1992), no. 1, 137–147.
[30] C. Li, S. Li, and K. Saito, Primitive forms via polyvector fields, preprint at arxiv: 1311.1659[math.AG].
[31] C. Li, S. Li, K. Saito, and Y. Shen, Mirror symmetry for exceptional unimodular singularities, to
appear in J. Eur. Math. Soc., preprint at arxiv: 1405.4530[math.AG].
[32] S. Li, A mirror theorem between Landau-Ginzburg models, to appear in Nuclear Physic B, preprint
at arXiv:1504.03283 [math.AG].
[33] B-H. Lian, K. Liu, and S-T. Yau, Mirror principle. I, Asian J. Math. 1 (1997), no. 4, 729–763.
[34] , Mirror principle. II, Asian J. Math. 3 (1999), no. 1, 109–146.
[35] , Mirror principle. III, Asian J. Math. 3 (1999), no. 4, 771–800.
[36] , Mirror principle. IV, Surveys in differential geometry, Surv. Differ. Geom., VII, Int. Press,
Somerville, MA, 2000, pp. 475–496.
[37] T. Milanov, Analyticity of the total ancestor potential in singularity theory, Advances in Math. 255
(2014), 217–241.
[38] T. Milanov and Y. Shen, Global mirror symmetry for invertible simple elliptic singularities, to appear
in Ann. Inst. Fourier, preprint at arxiv: 1210.6862[math.AG].
[39] A. Polishchuk and A. Vaintrob, Matrix factorizations and Cohomological Field Theories, to appear
in Journal fu¨r die reine und angewandte Mathematik, preprint at arXiv:1105.2903[math.AG].
[40] K. Saito, Quasihomogene isolierte Singularita¨ten von Hyperfla¨chen, Invent. Math. 14 (1971), 123–142.
[41] , Einfach-elliptische Singularita¨ten, Invent. Math. 23 (1974), 289–325.
[42] , Primitive forms for a universal unfolding of a function with an isolated critical point, J. Fac.
Sci. Univ. Tokyo Sect. IA Math. 28 (1981), no. 3, 775–792 (1982).
[43] , Period mapping associated to a primitive form, Publ. Res. Inst. Math. Sci. 19 (1983), no. 3,
1231–1264.
[44] , The higher residue pairings K
(k)
F for a family of hypersurface singular points, Singularities,
Part 2 (Arcata, Calif., 1981), 1983, pp. 441–463.
[45] , Duality for regular systems of weights, Asian J. Math. 2 (1998), no. 4, 983–1047.
[46] K. Saito and A. Takahashi, From primitive forms to Frobenius manifolds, From Hodge theory to inte-
grability and TQFT tt*-geometry, Proc. Sympos. Pure Math., vol. 78, Amer. Math. Soc., Providence,
RI, 2008, pp. 31–48.
[47] M. Saito, On the structure of Brieskorn lattice, Ann. Inst. Fourier (Grenoble) 39 (1989), no. 1, 27–72.
[48] , On the structure of Brieskorn lattices, II, preprint at arxiv: 1312.6629[math.AG].
[49] C. Teleman, The structure of 2D semi-simple field theories, Invent. Math. 188 (2012), no. 3, 525–588.
[50] C. T. C. Wall, A note on symmetry of singularities, Bull. London Math. Soc. 12 (1980), no. 3,
169–175.
[51] , A second note on symmetry of singularities, Bull. London Math. Soc. 12 (1980), no. 5,
347–354.
[52] E. Witten, Algebraic geometry associated with matrix models of two-dimensional gravity, Topological
methods in modern mathematics (Stony Brook, NY, 1991), Publish or Perish, Houston, TX, 1993,
pp. 235–269.
Department of Mathematics, Sun Yat-sen University, Guangzhou, Guangdong, 510275,
China
E-mail address: hewq@mail2.sysu.edu.cn
Yau Mathematical Science Center, Tsinghua University, Beijing, 100084, China
E-mail address: sli@math.tsinghua.edu.cn
Department of Mathematics, Stanford University, Stanford, CA 94305, USA.
E-mail address: yfshen@stanford.edu
Department of Mathematics, Brigham Young University, Provo, UT 84602, USA.
E-mail address: rachel.webb@byu.edu
